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Abstract
This paper derives for non-linear, time-varying and feedback lineariz-
able systems simple controller designs to achieve specified state-and time-
dependent complex convergence rates. This approach can be regarded as
a general gain-scheduling technique with global exponential stability guar-
antee. Typical applications include the transonic control of an aircraft with
strongly Mach or time-dependent eigenvalues or the state-dependent com-
plex eigenvalue placement of the inverted pendulum.
As a generalization of the LTI Luenberger observer a dual observer de-
sign technique is derived for a broad set of non-linear and time-varying sys-
tems, where so far straightforward observer techniques were not known. The
resulting observer design is illustrated for non-linear chemical plants, the
Van-der-Pol oscillator, the discrete logarithmic map series prediction and
the lighthouse navigation problem.
These results [23] allow one to shape globally the state- and time-dependent
convergence behaviour ideally suited to the non-linear or time-varying sys-
tem. The technique can also be used to provide analytic robustness guaran-
tees against modelling uncertainties.
The derivations are based on non-linear contraction theory [18], a com-
paratively recent dynamic system analysis tool whose results will be re-
viewed and extended.
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1 Introduction
Non-Linear contraction theory [8, 17, 18, 19, 20, 21, 22, 23, 24, 36, 37] is a com-
paratively recent dynamic analysis and design tool based on an exact differential
analysis of convergence. Similarly to chaos theory, contraction theory converts a
non-linear stability problem into a LTV (linear time-varying) first-order stability
problem by considering the convergence behaviour of neighbouring trajectories.
Global convergence can be concluded since a chain of neighbouring converging
trajectories also implies convergence over a finite distance. A brief summary of
contraction theory is given in section 3.
Whereas chaos [3] and LTV theory [12] in section 2 compute numerically
the transition matrix and hence the time-averaged convergence rates in form of
the Lyapunov exponents, contraction theory provides explicit analytical bounds
on the instantaneous convergence or contraction rate. Note that the incremental
stability approach in [2] extends these instantaneous analytical contraction rates
to the integrated convergence of neighbouring trajectories.
Since contraction theory assesses the convergence of all neighbouring trajec-
tories to each other, it is a stricter stability condition than Lyapunov convergence,
which only considers convergence to an equilibrium point. It is this difference
which enables observer or tracking controller designs, which do not converge to
an equilibrium point. Also, contraction convergence results are typically expo-
nential, and thus stronger than those based on most Lyapunov-like methods.
So far contraction analysis relied in section 3 on finding a suitable metric to
bound the contraction rate of a system. Depending on the application, the metric
may be trivial (identity or rescaling of states), or obtained from physics (say, based
on the inertia matrix in a mechanical system), combination of simpler contracting
subsystems [18], semi-definite programming [21], sums-of-squares programming
[4], or recently contraction analysis of Hamiltoninan systems [24].
This paper [23] shows that the computation of the metric may be largely sim-
plified or indeed avoided altogether by extending the first-order exact differential
analysis to the placement of state-or time-dependent contraction rats of n-th-order
(n ≥ 1) continuous systems in controllability form
x(n) = f(x, ...,x(n−1), t) +G(x, ...,x(n−1), t)u
with N-dimensional position x, M-dimensional control input u and time t. In
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addition a dual observer design is derived for smooth n-th order dynamic systems
in observability form
x(n) = a
(n−1)
1 (x, t) + a
(n−2)
2 (x, t) + ...+ an(x, t)
withM-dimensional measurement y(x, t), N-dimensional positionx, N-dimensional
non-linear plant dynamics aj(x, t) and time t.
A similar method to place state- and time-dependent contraction rates will also
be derived for the corresponding discrete controllability form
xi+n = f(xi, ...,xi+n−1, i) +G(xi, ...,xi+n−1, i)ui
with N-dimensional position xi, M-dimensional control input ui and time index
i. In addition a dual observer design is derived for smooth n-th order dynamic
systems in observability form
xi+n = a
(+n−1)
1 (x
i, i) + a
(+n−2)
2 (x
i, i) + ...+ an(x
i, i)
withM-dimensional measurement y(xi, i), N-dimensional positionxi, N-dimensional
non-linear plant dynamics aj(xi, i) and time index i. The superscript (+j) implies
now and in the following that the function is mapped j times in the future.
The following example illustrates the relation of this paper to the design of
standard LTI controllers and shows that for non-linear, time-varying systems, sta-
ble convergence is not quantified by the linearized eigenvalues, but by the con-
traction rates as defined in this paper.
Example 1.1: Consider the simplified A/C angle-of-attack dynamics
α¨+D(qc,Ma)α˙+K(qc,Ma)α = G(qc,Ma)u
with angle-of-attack α, dynamic pressure qc(t), Mach number Ma(t) and control in-
put u. In a generalization of feedback linearization let us now schedule the complex
eigenvalues λ1(Ma, qc) and λ2(Ma, qc) with Ma(t) and qc(t) to reflect this strong
non-linear plant dependence in the A/C controller. This yields the hierarchical or cas-
caded system with z1 = α
z˙1 = λ1z1 + z2
z˙2 = λ2z2 + ud(t)
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which implies the control input u
α¨ = −D(qc,Ma)α˙ −K(qc,Ma)α+G(qc,Ma)u
= ud(t) + (λ1 + λ2)α˙− (λ1λ2 − λ˙1)α
where λ1 and λ2 have to be chosen such that u stays real. The key difference to standard
gain-scheduling techniques (see e.g. [14]) is the term λ˙1(Ma, qc). Only with this term
exponential convergence with λ1 and λ2 to the desired trajectory, defined by ud(t), is
guaranteed. ✷
A major point of this paper will be the extension of example 1.1 to the observer
and controller design of complex state- and time-dependent contraction rates, con-
sidering the time-derivatives of the contraction rates to make the analysis correct.
In section 4 state- and time-dependent contraction rates are “placed”, as a gen-
eralization of standard feedback linearization methods (see e.g. [11],[9] or [31]).
The generalization is that we can choose state- or time-dependent contraction rates
λj(zj, t) to simplify u, to handle only piece-wise controllable systems (under-
actuacted or intermittently controlled systems), as e.g. in the inverted pendulum
or in legged locomotion, or simply to achieve state- or time-dependent system per-
formance. In contrast to standard gain-scheduling techniques (see e.g. [14], [26],
[31]) global exponential stability guarantees of the state- and time-dependent con-
traction rates are still given.
Section 5 derives a corresponding non-linear observer design. It extends the
LTV Luenberger observer of constant eigenvalues in [38] to higher-order non-
linear systems with designed state- and time-dependent desired contraction rates.
The corresponding stability analysis of a given higher-order system is pre-
sented in section 6. This technique also allows to bound analytically the robust-
ness of a given controller and observer design with respect to modelling uncer-
tainties.
Section 7, 8 and 9 extend the controller and observer design technique to the
discrete case. We e.g. assess the stability of a non-linear price/demand dynam-
ics, design an observer for the logistic map problem or derive a simple non-linear
global observer for the standard bearings-only or lighthouse problem, of navi-
gating a vehicle using only angular measurements with respect to a fixed point in
space [5]. The algorithm is non-linear but very simple. It is new to our knowledge,
and provides explicit global convergence guarantees. The algorithm’s stochastic
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version should serve as a simpler and “exact” alternative to approaches based on
linearization and the extended Kalman filter, both in the pure bearings-only prob-
lem and as part of more complex questions such as simultaneous localization and
mapping (SLAM).
Concluding remarks are offered in section 10.
2 Relation to chaos theory
Contraction theory and chaos make extensive use of virtual displacements, which
are differential displacements at fixed time borrowed from mathematical physics
and optimization theory. Formally, if we view the N-dimensional position x of
the system at time t as a smooth function of the initial condition xo and of time,
x = x(xo, t) we get δx = Φ(0, t) δxo with the transition matrix Φ(0, t) =
∂x
∂xo
(xo(0), 0,x(t), t).
Consider now an N-dimensional, non-linear, time-varying discrete system
xi+1 = f(xi, i)
The convergence behaviour of neighbouring trajectories is then given by the dis-
crete virtual dynamics
δxi+1 = Fδxi
with F = ∂f
∂xi
(xi, i). The transition of any virtual displacement from 0 to i is then
given by
δxi = Φ(0, i)δxo
with the transition matrix
Φ(0, i) = F(−1)...F(−i) (1)
where the superscript (+j) implies that the function is mapped j times in the
future.
Consider now an N-dimensional, non-linear, time-varying continuous system
x˙ = f(x, t)
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The convergence behaviour of neighbouring trajectories is then given by the con-
tinuous virtual dynamics
δx˙ = F(x, t)δx
with F = ∂f
∂x
(x, t). The transition of any virtual displacement from 0 to t is then
given by
δx = Φ(0, t)δxo
with the transition matrix
Φ(0, t) = I+
∫ t
0
F(τ1)dτ1 +
∫ t
0
F(τ1)
∫ τ1
0
F(τ2)dτ2dτ1 + ... (2)
which is equivalent to e
∫ t
o
Fdt for a diagonal Jacobian F.
The Lyapunov components (see e.g. [3]) simply correspond to the N’th square
root of the singular values of Φ(0, t) or Φ(0, i). Note that the coordinate invariance
of this dynamics under smooth coordinate transformations is shown for i, t→∞
in [3]. The major problem of chaos theory is that in general the above has to be
computed numerically.
What is new in contraction theory is that the transition matrices above can be
exponentially over/under-bounded in analytical form. This will be shown in the
following section in Theorem 1 and 2.
3 First-order contraction theory
Consider now an N-dimensional, non-linear, time-varying, complex continuous
system
x˙ = f(x, t)
The convergence behaviour of neighbouring trajectories is then given by the con-
tinuous virtual dynamics
δx˙ =
∂f
∂x
(x, t)δx
Introducing a general complexN-dimensional virtual displacement δz = Θ(x, t)δx
leads to the general virtual dynamics
d
dt
δz = Fδz
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with complex F =
(
Θ˙ +Θ ∂f
∂x
)
Θ−1. The rate of change of a differential length
δs =
√
δz∗T δz ≥ 0 can now be bounded by
λminδs ≤ d
dt
δs =
δz∗T
(
F∗T + F
)
δz
2δs
≤ λmaxδs
where λmax(λmin) is the largest (smallest) eigenvalue of the Hermitian part of F.
Recall that a complex square matrix A is said to be Hermitian if AT = A∗,
where T denotes matrix transposition and ∗ complex conjugation. The Hermitian
part of any complex square matrix A is the Hermitian matrix 1/2(A + A∗T ) .
All eigenvalues of a Hermitian matrix are real numbers. A Hermitian matrix A is
said to be positive definite if all its eigenvalues are strictly positive− this implies
in turn that for any non-zero real or complex vector x, one has x∗TAx > 0.
Let us now define a finite distance s = mins
∫ x2
x(s)=x1
δs ≥ 0 between two
arbitrary trajectories x1 and x2 of the dynamics as the minimum path integral
over all connecting paths s [25]. The rate of change of a finite length can now be
bounded by
λmins ≤ s˙ = min
s
∫ x2
x(s)=x1
d
dt
δs ≤ λmaxs
where λmax(λmin) is the largest (smallest) eigenvalue of the Hermitian part of F
along the path s.
The basic theorem of contraction analysis [18, 19] can hence be stated as
Theorem 1 Consider the deterministic system x˙ = f(x, t) , where f is a differ-
entiable nonlinear complex function of x within CN .
Any trajectory x1 with a distance s = mins
∫ x2
x(s)=x1
√
δx∗TMδx ≥ 0 to a given
other trajectory x2 in a metric M(x, t) = Θ(x, t)∗T Θ(x, t) ≥ 0 exponentially
converges to x2 within the bounds
λmax ≥ s˙
s
≥ λmin (3)
λmax (λmin) is defined as the largest (smallest) eigenvalue of the Hermitian
part of the generalized Jacobian
F =
(
Θ˙+Θ
∂f
∂x
)
Θ−1
7
in the ball of radius s around x2.
The system is said to be contracting (diverging) for uniformly negative λmax (uni-
formly positive λmin). The system is said to be semi-contracting (semi-diverging)
for negative λmax (positive λmin) and indifferent for λmax = λmin = 0.
For a u.p.d. and bounded metric also the distance mins
∫ x2
x(s)=x1
√
δx∗T δx con-
verges uniformly exponentially with the rates above, where however initial over-
shoots can occure.
Note that the region of convergence of two arbitrary trajecctories with dis-
tance dynamics s˙/s in (3) can be extended beyond the contracting region with
Lyapunovs direct method for the specific case that explicite orthonormal Carte-
sian coordinates z(x, t) with dimension≥ N exist as
s˙
s
=
ℜ
(
(z˙1 − z˙2)∗T (z1 − z2)
)
(z1 − z2)∗T (z1 − z2)
(4)
Note that the theorem above also applies to non-differentiable f if λmax and
λmin are defined over any limit lim∆x→0 ∆f∆x instead of the term
∂f
∂x
.
Note that for a semi-contracting system (i.e. with negative semi definite F)
we can conclude on asymptotic convergence if the indefinite subspace of the sym-
metric part of F becomes negative-definite in one of the higher time-derivatives
of δxT δx before it eventually becomes positive definite since δx cannot get stuck
as long as it is unequal zero.
It can be shown conversely that the existence of a uniformly positive definite
metric with respect to which the system is contracting is also a necessary condi-
tion for global exponential convergence of trajectories. In the linear time-invariant
case, a system is globally contracting if and only if it is strictly stable, with F sim-
ply being a normal Jordan form of the system andΘ the coordinate transformation
to that form.
The following example shows how for complex systems the contraction region
of neighbouring trajectories and the region of convergence of trajectories with a
finite distance can be computed with Theorem 1:
Example 3.1: Let us now schedule non-linear complex contraction rates for a second-
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Figure 1: Convergence of two trajectories with finite distance
order system by requiring the first-order complex dynamics
z˙ = −1
2
z2 − 2z + ud(t) (5)
with complex contraction rate λ = −z−2 of Theorem 1. In principle any differentiable
complex function can be used here to schedule the state-dependent complex contraction
rates as we want.
The convergence rate of an arbitrary trajectory z1 to another trajectory z2 is
s˙
s
=
ℜ ((z˙1 − z˙2)∗ (z1 − z2))
(z1 − z2)∗(z1 − z2) = ℜ(−
1
2
(z1 + z2)− 2) (6)
according to (4) Theorem 1. This region of convergence is naturally larger then the
contraction region ℜ(λ) ≤ 0.
The complex dynamics is illustrated in figure 2 for ud = 0. We can see that the ℜ(λ)
decreases to the right. We find exactly two equilbrium points at z1 = 0 and z2 = −4
with constant distance s˙
s
= 0.
The complex dynamics is with x = ℜ(z) and y = ℑ(z) equivalent to
x˙ = −1
2
x2 +
1
2
y2 − 2x+ u(t)
y˙ = −xy − 2y
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Figure 2: Quadratic complex state space dynamics
with corresponding Jacobian ( −x− 2 y
−y −x− 2
)
that is contracting with ℜ(λ) = −x− 2.
Hence the corresponding real second-order plant dynamics of (5) is
x¨ = −(6 + 3x)x˙− x3 − 6x2 − 8x+ (2x+ 4)ud(t) + u˙d
to which the same convergence results apply. ✷
For the general N-dimensional continuous case contraction theory [17, 18]
can be regarded as time-varying, complex generalization of [10, 13, 30, 33, 16]
with given exponential convergence rate. In addition the introduction of the virtual
displacements in [17, 18] lead to a generalization of the well-established stability
and design principles of LTI systems (see e.g. [12]) to the general non-linear
and time-varying case. This lead to the practical controller or observer designs in
[8, 17, 18, 19, 20, 21, 23, 24, 37] and serves as a basis for this paper.
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An appropriate metric to show that the system is contracting may be obtained
from physics, combination of contracting subsystems [18], semi-definite program-
ming [21], or sums-of-squares programming [4]. The goal of this paper is to show
that the computation of the metric may be largely simplified or avoided altogether
by considering the system’s higher-order virtual dynamics.
Similarly, for a discrete system we can state
Theorem 2 Consider the deterministic system xi+1 = f(xi, i) , where f is a
smooth non-linear complex function of xi within CN .
Any trajectory xi1 with a distance si = minsi
∫ xi2
xi(si)=xi1
√
δxi∗TMδxi ≥ 0
to a given other trajectory xi2 in a metric M(xi, i) = Θ(xi, i)∗T Θ(xi, i) ≥ 0
exponentially converges to xi2 within the bounds
σmax ≥ s
i+1
si
≥ σmin (7)
σmax (σmin) is defined as the largest (smallest) singular value of the general-
ized Jacobian
F(xi, i) = Θ(+1)
∂f
∂xi
Θ−1
in the ball of radius si around xi2.
The system is said to be contracting (diverging) for uniformly negative σmax−1
(uniformly positive σmin− 1). The system is said to be contracting (diverging) for
negative σmax − 1 (positive σmin − 1) and indifferent for σmax = σmin = 1.
For a u.p.d. and bounded metric also the distance minsi
∫ xi2
xi(si)=xi1
√
δxi∗T δxi
converges uniformly exponentially with the rates above, where however initial
overshoots can occure.
Note that the region of convergence of two arbitrary trajecctories with dis-
tance dynamics si+1/si in (7) can be extended beyond the contracting region with
Lyapunovs direct method for the specific case that explicite orthonormal Carte-
sian coordinates zi(xi, i) with dimension ≥ N exist as
si+1
si
=
(
zi+11 − zi+12
)
∗T (
zi+11 − zi+12
)
(zi1 − zi2)∗T (zi1 − zi2)
(8)
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This theorem can be regarded as a time-varying, complex generalization of the
contraction mapping theorem (see e.g. [6]) to a general metric. This lead to the
notation Contraction Theory.
4 Continuous-time controllers
In this section we consider ∀t ≥ 0 a smooth n-th order real dynamic system in
controllability form
x(n) = f(x, ...,x(n−1), t) +G(x, ...,x(n−1), t)u
with N-dimensional position x, M-dimensional control input u and time t. The
controllability conditions under which a general continuous, non-linear, dynamic
system can be transformed in the form above is well established for feedback
linearizable systems (see e.g. [9] or [31]).
Let us now generalize the well-known LTI eigenvalue-placement in Jordan
form to the placement of the hierarchical complex dynamics
z˙j =
∫
Λj(zj, t)dzj + ℜ(zj+1) for j = 1, ..., p (9)
withℜ(z1) = x, zp+1 = 0 and where p is given by n minus the number of complex
contraction rate matrices Λj . Taking the variation of the above implies the time-
or state-dependent complex contraction rate matrices Λj(zj, t) in
d
dt
δzj = Λj(zj, t)δzj + ℜ(δzj+1) for j = 1, ..., p
According to Theorem 1 is the stability of this hierarchy given by the definiteness
of the Hermitian part of Λj .
Substituting the p dynamics (9) recursively in each other leads to
Theorem 3 Given the smooth n-th order dynamic system in controllability form
x(n) = f(x, ...,x(n−1), t) +G(x, ...,x(n−1), t)u (10)
with N-dimensional position x, M-dimensional control input u and time t.
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A controller u that places the complex, integrable contraction rates Λj(zj, t)
in the characteristic equation(
d
dt
−
∫
Λpd
)
ℜ...
(
d
dt
−
∫
Λ1d
)
x = 0 (11)
with ℜ(z1) = x and zj+1 = z˙j −
∫
Λjdzj implies global contraction behaviour
with Λj(zj , t) according to Theorem 1.
p is here given by n minus the number of complex contraction rate matrices
Λj andℜ applies to its left-hand term. The open integral
∫
implies a time-varying
integration constant that can be chosen to shape a desired trajectory in the flow
field without affecting the contraction behaviour.
The generalization to standard feedback linearization methods (see e.g. [9] or
[31]) is that we can choose state- or time-dependent contraction rates Λj(zj, t) to
simplify u, to handle only piece-wisely controllable systems or simply to achieve
state- or time-dependent system performance.
In contrast to well-known gain-scheduling techniques (see e.g. [14]), who also
intend to achieve state-dependent stability behaviour, we can analytically proof
global contraction behaviour with Λj(zj , t). Analytic robustness guarantees to
modelling uncertainties are given in section 6.
Note that (11) can be modally solved as
δzj(t) = Φ(0, t)
∫ t
o
ℜ(δzj+1(τ))Φ(τ, 0)dτ + Φ(0, t)δzoj
with the transition matrixΦ(0, t) in equation (2) which can be analytically over/under-
bounded with Theorem 1. This extends the well-established LTI convolution prin-
ciple to state- and time-dependent contraction rates.
Let us first consider LTV systems before we go to the non-linear case:
Example 4.1: Consider the second-order real, time-varying dynamics
x¨+D(t)x˙+K(t)x = u(t)
Real contraction rates Λ1(t) and Λ2(t) imply with the characteristic equation (11) in
Theorem 3
D(t) = −Λ1 −Λ2
K(t) = Λ2Λ1 − Λ˙1
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A complex contraction rate Λ1(t) in
δz˙1 = Λ1δz1
implies the real dynamics
δx˙ = Reδx+ Imδy
δy˙ = −Imδx +Reδy
with δx = ℜ(δz1), δy = ℑ(δz1), Re = ℜ(Λ1) and Im = ℑ(Λ1). Rewriting the
above as second-order dynamics in δx implies
D(t) = −2Re− ˙ImIm−1
K(t) = −ReRe+ ImIm−DRe− R˙e
Note that only the additional time-derivative of Λ1 make this analytic stability result
correct in comparison to a standard LTI approximation of the LTV system. ✷
Let us now consider real non-linear systems before we go to the complex non-
linear case:
Example 4.2: Let us now schedule λ1(z1,Ma, qc) and λ2(z2,Ma, qc) in example
Example 1.1 (see e.g. [28]) in the characteristic equation (11) in Theorem 3(
d
dt
−
∫
λ2d
)(
α˙−
∫
λ1dα
)
= 0
with z1 = α, z2 = z˙1 −
∫
λ1dz1 which is equivalent to
α¨ = −D(qc,Ma)α˙ −K(qc,Ma)α+G(qc,Ma)u
=
d
dt
∫
λ1dz1 +
∫
λ2dz2
where the time-varying integration constant can be chosen to achieve tracking-behaviour
of the controller.
Again the difference to standard gain-scheduling techniques (see e.g. [14]) is the in-
tegration over λ2 and the time derivative of λ1. Only with these terms exponential
convergence with the eigenvalues is given. ✷
Let us now go to complex state-dependent contraction rates. This extension
allows to achieve global stability for partially controllable systems as e.g. the
inverted pendulum.
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Example 4.3: Let us now place for the inverted pendulum without gravity
x¨ = u cos(x)
in figure 3 the complex contraction rate λ = cos(z) with z = x + iy of the complex
dynamics
z˙ = sin(z)
We assume without loss of generality −pi ≤ x ≤ pi. The first-order complex dynamics
is equivalent to
x˙ = sin(x) cosh(y)
y˙ = cos(x) sinh(y)
whose real second-order plant dynamics is
x¨ = cos(x)x˙ cosh(y) + sin(x) sinh(y)y˙ = cos(x) sin(x)cosh(2y)
with the control input u = sinx cosh(2y) that stays bounded for bounded y.
The chosen contraction rate λ is according to Theorem 1 diverging for the lower posi-
tions cos x > 0 and contracting for the upper positions cos x < 0.
The convergence rate of an arbitrary trajectory z1 to the lower pendulum position z2 =
0 is
s˙
s
=
ℜ (z˙∗1z1)
z∗1z1
=
sin(x)x cosh(y) + cos(x) sinh(y)y
x2 + y2
≥ 0 (12)
according to (4) Theorem 1. We can see that the upper (lower) pendulum position is
globally stable (unstable) except the trajectory that starts exactly at the lower (upper)
pendulum position. The corresponding complex dynamics is illustrated in figure 4.
Let us now choose alternatively the complex dynamics
z˙ = (1 + i) sin(
z
2
)
with λ1 = 1+i2 cos(
z
2 ). The above is equivalent to
x˙ = sin(
x
2
) cosh(
y
2
)− cos(x
2
) sinh(
y
2
)
y˙ = sin(
x
2
) cosh(
y
2
) + cos(
x
2
) sinh(
y
2
)
whose real second-order plant dynamics is
x¨ = −1
2
cos(x)sinh(y)
with the control input u = −12 sinh(y) that stays bounded for bounded y. The complex
dynamics is illustrated in figure 5. We can see that - as designed - every second upper
position is globally stable / unstable. ✷
15
Figure 3: Inverted pendulum
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Figure 4: Sinus complex state space dynamics of the inverted pendulum
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Figure 5: Sinus half complex state space dynamics of the inverted pendulum
5 Continuous-time observers
In this section we consider ∀t ≥ 0 a smooth n-th order dynamic system in observ-
ability form
x(n) = a
(n−1)
1 (x, t) + a
(n−2)
2 (x, t) + ...+ an(x, t)
withM-dimensional measurement y(x, t), N-dimensional state x, N-dimensional
non-linear plant dynamics aj(x, t) and time t, which is equivalent to
x˙j = xj+1 + aj(xˆ, t) for j = 1, ..., n (13)
with x1 = x and xn+1 = 0
Let us now introduce the observer
˙ˆxj = xˆj+1 + aj(xˆ, t) + ej(yˆ, t)− ej(y, t) for j = 1, ..., n
with xˆ1 = xˆ and xˆn+1 = 0 that allows to extend the plant dynamics aj with a
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chosable measurement feedback ej in the equivalent n-th order observer dynamics
xˆ(n) =
n∑
j=1
(aj(xˆ, t) + ej(yˆ, t)− ej(y, t))(n−j) (14)
Let us now generalize the well-known LTI eigenvalue-placement in Jordan
form to the placement of the hierachical complex dynamics
˙ˆzj =
∫
Λj(zˆj, t)dzˆj + ℜ(zˆj+1) for j = 1, ..., p− 1 (15)
withℜ(zˆ1) = xˆ, zˆp+1 = 0 and where p is given by n minus the number of complex
contraction rate matrices Λj . Taking the variation of the above implies the time-
or state-dependent complex contraction rate matrices Λj in
d
dt
δzˆj = Λj(zˆj, t)δzˆj + ℜ(δzˆj+1) for j = 1, ..., p
According to Theorem 1 is the stability of this hierachy given by the definiteness
of the Hermitian part of Λj .
Substituting the p dynamics (15) recursively in each other leads to
Theorem 4 Given the smooth n-th order dynamic system in observability form
x(n) = a
(n−1)
1 (x, t) + a
(n−2)
2 (x, t) + ...+ an(x, t) (16)
withM-dimensional measurement y(x, t),N-dimensional state x, N-dimensional
non-linear plant dynamics aj(x, t) and time t.
An observer
˙ˆxj = xˆj+1 + (aj(xˆ, t) + ej(yˆ, t)− ej(y, t)) for j = 1, ..., n (17)
with xˆ1 = xˆ and xˆn+1 = 0 allows to place with the measurement feedback terms
ej the time- or state-dependent, integrable, complex contraction rate matrices
Λj(zˆj, t) in the characteristic equation(
d
dt
−
∫
Λpd
)
ℜ...
(
d
dt
−
∫
Λ1d
)
xˆ = 0 (18)
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with ℜ(zˆ1) = xˆ,ℜ(zˆj+1) = ˙ˆzj −
∫
Λj(zˆj, t)dzˆj
The definiteness of the Hermitian part of Λj(zˆj, t) implies global contraction
behaviour of the observer state with Λj(zˆj, t) to the plant state according to The-
orem 1.
p is given by n minus the number of complex contraction rate matricesΛj and
ℜ applies to its left-hand term.
This theorem generalizes the extended LTV Luenberger observer design of
constant eigenvalues (see e.g. [18], [26] or [38]) to non-linear or state-dependent
contraction rates for non-linear, time-varying systems. It provides a systematic
observer design technique compared to existing contraction observer designs (see
e.g. [1, 27, 39])
Note that the global controller in Theorem 3 that uses the state estimates of the
global observer in Theorem 4 satisfies a separation principle. Indeed, subtracting
the plant dynamics (13), eventually extended by a control input G(y, t)u(xˆ, t),
from the observer dynamics (17), that is extended by the same control input
G(y, t)u(xˆ, t), leads with x˜ = xˆ− x and the mid-point theorem to
˙˜xj = x˜j+1 +
∂ (an−j + en−j)
∂x
(ξ, t)x˜ for j = 1, ..., n
with x˜n+1 = 0 and where ξ is one point between x and xˆ. We can see that the
Jacobian of the error-dynamics of the observer is unchanged. Since ∂u
∂x
in Theorem
3 is bounded the controller represents a hierarchical system [18]. As a result is the
convergence rate of the controller unchanged as well.
Let us now show how a general Nn dimensional plant
x˙ = f(x, t)
with N-dimensional measurement y = x(x, t) can be transformed to the higher-
order observability form (16). A necessary condition is that the mapping

y(x, t)
.
.
.
y(n−1)(x, t)


can be inverted to x(y, ...,y(n−1), t) such that we get an explicit dynamics (16)
x(n) = x(n)(x((x, ...,x(n−1), t), t)
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Hence a necessary (but not sufficient) observability condition is that the observ-
ability matrix
O =


Loc
.
.
.
Ln−1c


with the Lie derivatives [25] Loc = ∂y
∂x
and Lj+1c = ∂y(j+1)
∂x
= Ljc ∂f
∂x
+ d
dt
Ljc has
piece-wisely full rank. Note that for LTV systems it is also sufficient.
Let us first consider a linear observer design with time-varying contraction
rates.
Example 5.1: Consider the vertical channel dynamics of a navigation system
x¨ = a(t)
with measured altitude y = x and measured vertical acceleration a(t). We want to
schedule with Theorem 4 the complex eigenvalues λ1(Ma) and λ2(Ma) with Ma(t)
in the observer (17)(
˙ˆx1
˙ˆx2
)
=
(
xˆ2
a(t)
)
+
(
e1(Ma)
e2(Ma)
)
(yˆ − y)
with xˆ = xˆ1 to optimize the vertical channel performance for changing altitude mea-
surement accuracy in sub-, trans- and supersonic. Comparing the second-order ob-
server error dynamics
¨˜x =
d
dt
(e1(Ma)x˜) + e2(Ma)x˜
with x˜ = xˆ− x to the characteristic equation (18)(
d
dt
− λ2
)(
d
dt
− λ1
)
x˜ = ¨˜x− d
dt
((λ1 + λ2)x˜) + (λ2λ1 + λ˙2)x˜ = 0
leads to
e1(Ma) = λ1 + λ2
e2(Ma, M˙a) = −λ2λ1 − λ˙2
The difference to standard gain-scheduling techniques (see e.g. [14]) is the term λ˙2 in
the feedback gain computation. Only with this term exponential convergence with the
eigenvalues λ1 and λ2 is given. ✷
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Let us consider now observer designs for non-linear systems with time-varying
contraction rates:
Example 5.2: Consider the temperature-dependent reaction A→ B in a closed tank
d
dt
(
cA
T
)
=
( −1
−10
)
e−
E
T cA
with cA the concentration of A, y = T the measured temperature, and E the specific
activation energy, where we want to build an observer with designed contraction rates
λ1(t), λ2(t) < 0.
This reaction dynamics is equivalent to the following second-order dynamics in tem-
perature
T¨ +
−E
T 2
T˙ 2 = −e−ET T˙
Letting x =
∫ T
o
e
−E
T dT yields the plant in observability form
x¨ = a˙1(x)
with a1(x) = −
∫
e
−
E
Tˆ (x)dx. Let us design the observer (17) with estimate xˆ = xˆ1(
˙ˆx1
˙ˆx2
)
=
(
xˆ2 + a1
0
)
+
(
e1(yˆ)− e1(y)
e2(yˆ)− e2(y)
)
with designed time-varying contraction rates λ1(t), λ2(t) < 0. Comparing the equiva-
lent second-order observer dynamics in xˆ
x¨− ¨ˆx = d
dt
(a1(xˆ)− a1(x) + e1(xˆ1)− e1(x)) + e2(xˆ1)− e2(x)
with the characteristic equation (18)(
d
dt
− λ2
)(
d
dt
− λ1
)
(xˆ− x) = 0
leads to the non-linear feedback gains
e1(yˆ) + a1(yˆ) = (λ1 + λ2)yˆ
e2(yˆ) = −(λ1λ2 + λ˙2)yˆ
✷
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The following example gives an explicit equation for the feedback gains of time-
dependent contraction rates:
Example 5.3: Consider the n-dimensional non-linear system dynamics
x(n) = a
(n−1)
1 (x, t) + a
(n−2)
2 (x, t) + . . .+ an(x, t)
with non-linear plant dynamics aj(x, t) and measurement vector y(x, t).
Comparing the n-th order dynamics (14) of the observer (17) to the characteristic equa-
tion (18) of real time-varying contraction rates Λj(t) implies the feedback gains
e1(yˆ, t) + a1(xˆ, t) =
n∑
j=1
Λj xˆ
.
.
.
en(yˆ, t) + an(xˆ, t) = adΛn ...(adΛ2Λ1)xˆ
with adGF = −GF− G˙. ✷
Finally let us consider a non-linear observer with state-dependent contraction
rates:
Example 5.4: Consider the Van-der-Pol oscillator
x¨ = a˙1(x) + a2(x, t)
with a1(x) = x − x33 and measured y = x. We want to build an observer (17) with
estimate xˆ = xˆ1(
˙ˆx1
˙ˆx2
)
=
(
xˆ2 + a1(xˆ1)
a2(xˆ1, t)
)
+
(
e1(yˆ)− e1(y)
e2(yˆ)− e2(y)
)
with designed contraction rates λ1(xˆ), λ2 < 0. Comparing the equivalent second-order
observer dynamics in xˆ
x¨− ¨ˆx = d
dt
(a1(xˆ)− a1(x) + e1(xˆ1)− e1(x)) + a2(x, t)− a2(x, t) + e2(xˆ1)− e2(x)
with the characteristic equation (18)(
d
dt
−
∫
λ2d
)(
d
dt
−
∫
λ1d
)
xˆ =
x¨− ¨ˆx− d
dt
∫ xˆ
x
(λ1 + λ2)dxˆ+ λ2
∫ xˆ
x
λ1dxˆ = 0
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leads to the non-linear feedback gains
e1(yˆ) + a1(yˆ) =
∫
(λ1 + λ2)dyˆ
e2(yˆ, t) + a2(yˆ, t) = −λ2
∫
λ1dyˆ
✷
6 Continuous higher-order analysis and robustness
Consider for t ≥ 0 the n-dimensional (n ≥ 1) system
x(n) = f(x, ...,x(n−1), t)
with N-dimensional position x.
In Theorem 3 and 4 the characteristic equation of the dynamics above is zero
since we use the observer or controller feedback to precisely achieve the charac-
teristic equation. For such a given controller or observer an additional modelling
uncertainty d may have to be considered on top to the designed characteristic
dynamics. This introduces the idea of the existence of a perturbation d in the
characteristic equation if we analyse a given ODE.
Based on this thought let us approximate this dynamics with the complex,
integrable contraction rates Λj(zj, t) - that eventually correspond to the designed
contraction rates - in the distorted characteristic equation(
d
dt
−
∫
Λpd
)
ℜ...
(
d
dt
−
∫
Λ1d
)
x = d(zp, ..z1, t)
with ℜ(z1) = x and ℜ(zj+1) = z˙j −
∫
Λjdzj .
Taking the variation of the above we get
δz˙p −Λpδzp = ∂d
∂zp
δzp + ... +
∂d
∂z1
δz1
The main idea is to construct in the following an exponential bound on the virtual
displacement δz1 over p time-derivatives, rather than over the first time-derivative
as in [18].
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Let us first bound the higher-order term part by taking the norm of the above
|δz˙p −Λpδzp| ≤
∣∣∣∣ ∂d∂zp
∣∣∣∣ |δzp|+ . . .+
∣∣∣∣ ∂d∂z1
∣∣∣∣ |δz1| (19)
where now and in the following the norm of a matrix is the largest singular value
of that matrix and the norm of a vector is the root of the vector multiplied with its
conjungate vector.
Let us now select a real η(z1(t), ...zp(t), t) that fulfils
Lpη ≥ | ∂d
∂zp
|Lpη + . . . + | ∂d
∂z1
| (20)
∀t ≥ 0 with Lj+1η = ˙Ljη + ηLjη ≥ 0, Loη = 1 and let us bound the initial
conditions at t = 0 with real and constant K ≥ 0 as
|δzj| ≤ K Lj−1η e
∫ t
0
(η+λmax)dt, 1 ≤ j ≤ p (21)
where λmax(z1(t), ...zp(t), t) is the largest eigenvalue of the Hermitian part of all
Λj(zj, t). Hence with (20) and (21) we can bound (19) at t = 0 as
|δz˙p −Λpδzp| ≤ K e
∫ t
0
(η+λmax)dt
(
| ∂d
∂zp
|Lpη + . . . + | ∂d
∂z1
|
)
≤ K Lpη e
∫ t
0 (η+λmax) (22)
Theorem 1 on δz˙j = Λjδzj +ℜ(δzj+1) with the bounded distortion (21) and (22)
implies at t = 0
|δzj(t+ dt)| ≤ |δzj(t)|+K (λmaxLj−1η(t) + Ljη(t)) e
∫ t
0
(η+λmax)dt
≤ K Lj−1η(t+ dt) e
∫ t+dt
0
(η+λmax), 1 ≤ j ≤ p
which implies with complete induction that (21) and (22) hold ∀t ≥ 0. Using the
above this allow to conclude:
Theorem 5 Consider for t ≥ 0 the n-dimensional (n ≥ 1) system
x(n) = f(x, ...,x(n−1), t)
with N-dimensional position x.
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Let us approximate the above dynamics with the integrable complex contrac-
tion rates Λj(zj , t) in the distorted characteristic equation(
d
dt
−
∫
Λpd
)
ℜ...
(
d
dt
−
∫
Λ1d
)
x = d(zp, ..z1, t) (23)
with ℜ(z1) = x and zj+1 = z˙j −
∫
Λjdzj .
Bounding the effect of the distortiondwith a real η(z1(t), ...zp(t), t) that fulfils
∀t ≥ 0
Lpηp ≥ | ∂d
∂zp
|Lpη + . . . + | ∂d
∂z1
| (24)
withLj+1η = ˙Ljη+ηLjη ≥ 0, Loη = 1 and the largest eigenvalue λmax(z1(t), ...zp(t), t)
of the Hermitian part of all Λj(zj, t) leads to global contraction behaviour with
Λj(zj, t) + η (25)
according to Theorem 1 where initial overshoots are bounded ∀t ≥ 0 with con-
stant K > 0 by
|δzj| ≤ K Lj−1η(t = 0) e
∫ t
0 η+λmax jdt, 1 ≤ j ≤ p (26)
p is given by n minus the number of complex contraction rate matricesΛj and
ℜ applies to its left-hand term.
InterpretingΛj(zj, t) as the desired contraction rates in Theorem 3 or 4 allows
to bound the potential instabilities which come from modelling uncertainties of the
plant. I.e. it allows to prove robustness for modelling uncertainties with a bounded
de-stabilizing divergence rate η. Note that additional time-varying errors in the
control input do not affect the contraction behaviour, but the desired trajectory
xd(t).
If we cannot design Λj(zj, t) per feedback then we have to approximate Λj
to minimize the distortion d, e.g. by transforming the higher-order system in its
reduced form (i.e. a form in which f is independent of x(n−1)). This is illustrated
in the following examples:
Example 6.1: Consider the general (a)periodic dynamics
x¨+
∂U˙
∂x
+
∂2U
∂x2 min
x˙+
∂V
∂x
= 0
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with potentials U(x, t), V (x, t),N -dimensional position x and where we assume with-
out los of generality ∂2U
∂x2 min
(t) = min
(
∂2U
∂x2
)
∀x at a given t. The virtual dynamics
is
δx¨+
(
∂2U
∂x2
+
∂2U
∂x2 min
)
δx˙+
(
∂2V
∂x2
+
∂2U˙
∂x2
)
δx = 0
The distorted characteristic equation (23) is with Λ1 = −∂2U∂x2 ,Λ2 = −∂
2U
∂x2 min(
d
dt
−Λ2
)(
d
dt
−Λ1
)
δx =
(
∂2U
∂x2 min
∂2U
∂x2
− ∂
2V
∂x2
)
δx
The remaining instability η in (24) is then given
η˙ + η2 ≥
∣∣∣∣∂2U∂x2 min∂
2U
∂x2
− ∂
2V
∂x2
∣∣∣∣
We can hence bound with Theorem 5 the contraction rates with
∂2U
∂x2 min
+ η ≤ ∂
2U
∂x2 min
+
√∣∣∣∣∂2U∂x2 min∂
2U
∂x2
− ∂
2V
∂x2
∣∣∣∣
max
Note that for the scalar case with constant damping this condition is equivalent to re-
quire that the complex poles ∂2U
∂x2
±
√
∂2U
∂x2
2 − ∂2V
∂x2
(x, t) lie ∀x, twithin the±45o quad-
rant of the left-half complex plane. ✷
Example 6.2: Consider the second-order non-linear system
x¨+ 2x˙+
∂V
∂x
= u(t)
with potential energy V = ln cosh(x − xd(t)), that increases the stabilizing force
−∂V
∂x
= − tanh(x− xd(t)) with the distance to the desired position xd(t). The corre-
sponding variational dynamics is
δx¨+ 2δx˙+
1
cosh2(x− xd(t))
δx = 0
Since the LTI poles lie within ±45 quadrant of the left-half complex plane we can
conclude with Example 6.1 on contraction behaviour. ✷
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7 Discrete-time controllers
In this section we consider ∀i ≥ 0 a smooth n-th order discrete system in control-
lability form
xi+n = f(xi, ...,xi+n−1, i) +G(xi, ...,xi+n−1, i)ui
withN-dimensional position xi, M-dimensional control input ui and time index i.
The controllability conditions under which a general discrete, non-linear, dynamic
system can be transformed in the form above is well established for feedback
linearizable systems (see e.g. [15, 29]).
Let us now generalize the well-known LTI eigenvalue-placement in Jordan
form to the placement of the hierarchical complex dynamics
zi+1j =
∫
Σj(z
i
j, i)dz
i
j + ℜ(zij+1) for j = 1, ..., p (27)
with ℜ(zi1) = xi, zip+1 = 0 and where p is given by n minus the number of
complex contraction rate matrices Σj . Taking the variation of the above implies
the time- or state-dependent complex contraction rate matrices Σj in
δzi+1j = Σj(z
i
j, i)δz
i
j + ℜ(δzij+1)
According to Theorem 2 is the stability of this hierachy given by the singular
values of of Σj .
Substituting the p dynamics (27) recursively in each other leads to:
Theorem 6 Given the smooth n-th order system in controllability form
xi+n = f(xi, ...,xi+n−1, i) +G(xi, ...,xi+n−1, i)ui (28)
with N-dimensional position xi, M-dimensional control input ui and time index
i.
A controller ui that places the complex, integrable contraction rates Σj(zij , i)
in the characteristic equation(
(+1) −
∫
Σpd
)
ℜ...
(
(+1) −
∫
Σ1d
)
xi = 0 (29)
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with ℜ(zi1) = xi,ℜ(zij+1) = zi+1j −
∫
Σj(z
i
j, i)dz
i
j implies global contraction
behaviour with Σj(zij, i) according to Theorem 2.
p is here given by n minus the number of complex contraction rate matrices
Σj andℜ applies to its left-hand term. The open integral
∫
implies a time-varying
integration constant that can be chosen to shape a desired trajectory in the flow
field without affecting the contraction behaviour.
The generalization to standard feedback linearization methods (see e.g. [15,
29]) is that we can choose state- or time-dependent contraction rates Σj(zij, i) to
simplify ui, to handle only piece-wisely controllable systems or simply to achieve
a state- or time-dependent system performance.
In contrast to well-known gain-scheduling techniques (see e.g. [14]), who also
intend to achieve state-dependent stability behaviour, we can analytically proof
global contraction behaviour with Σj(zij, i). Analytic robustness guarantees to
modelling uncertainties are given in section 9.
Note that (29) can be modally solved as
δzi+1j =
i∑
l=0
(
Φ(l + 1, i)ℜ(δzlj+1)
)
+ Φ(0, i)δzoj
with the transition matrixΦ(0, i) in equation (1) which can be analytically over/under-
bounded with Theorem 2. This extends the well-established LTI convolution prin-
ciple to state- and time-dependent contraction rates.
Let us first consider LTV systems before we go to real and then complex non-
linear systems:
Example 7.1: Consider the second-order real, time-varying dynamics
xi+2 +D(i)xi+1 +K(i)xi = u(i)
Real contraction rates Σ1(i) and Σ2(i) imply with the characteristic equation (29) in
Theorem 6
D(i) = −Σ(+1)1 −Σ2
K(i) = Σ2Σ1
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A complex contraction rate Σ1(i) in
δzi+11 = Σ1(i)δz
i
1
implies the real dynamics
δxi+1 = Reiδxi + Imiδyi
δyi+1 = −Imiδxi +Reiδyi
with δxi = ℜ(δzi1), δyi = ℑ(δzi1), Re = ℜ(Σ1) and Im = ℑ(Σ1). Rewriting the
above as second-order dynamics in δxi implies
D(i) = −Re(+1) − Im(+1)ReIm−1
K(i) = Im(+1)ReIm−1Re+ Im(+1)Im
Note that only the change in the time-indices makes this analytic stability result correct
in comparison to a standard LTI approximation of the LTV system. ✷
Let us now consider the placement of real and state-dependent contraction rates.
Example 7.2: Consider the second-order discrete system
xi+2 = f i(xi+1, xi, i) + ui
with position xi and control input ui.
Let us now schedule σ1(zi1, i) and σ2(zi2, i) with zi1 = xi, zi2 = zi+11 −
∫
σ1dz
i
1 in the
characteristic equation (29) of Theorem 6(
(+1) −
∫
σ2d
)(
(+1) −
∫
σ1d
)
xi = 0
This is equivalent to require the control input ui in
xi+2 = f i(xi+1, xi, i) + ui
= −
∫
σ1(z
i+1
1 , i+ 1)dz
i+1
1 +
∫
σ2(z
i
2, i)dz
i
2
where the time-varying integration constant can be chosen to achieve tracking-behaviour
of the controller to a desired trajectory. ✷
Finally let us consider the placement of complex and state-dependent contraction
rates.
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Example 7.3: Let us now schedule non-linear complex contraction rates for a second-
order discrete system by requiring the first-order complex dynamics
zi+1 =
1
2
(zi)2 + uid(i) (30)
with complex contraction rate σ = |zi|. In principle any differentiable complex func-
tion can be used here to schedule the state-dependent complex contraction rates as we
want.
The convergence rate of an arbitrary trajectory z1 to another trajectory z2 is
si+1
si
=
(
zi+11 − zi+12
)
∗T (
zi+11 − zi+12
)
(
zi1 − zi2
)
∗T (
zi1 − zi2
) = 1
2
|zi+11 + zi+12 |
according to (8) Theorem 2. This region of convergence is naturally larger then the
contraction region σ ≤ 1.
The complex dynamics is illustrated in figure 6. We can see that |σ| increases from
the stable origin. We find excactly two equilibrium points at zi1 = 0 and zi2 = 2 with
constant distance si+1
si
= 1.
The complex dynamics is with xi = ℜ(zi) and yi = ℑ(zi) equivalent to
xi+1 =
1
2
(xi)2 − 1
2
(yi)2 + uid
yi+1 = xiyi
with corresponding Jacobian (
xi −yi
yi xi
)
that is contracting with σ =
√
(xi)2 + (yi)2.
Hence the corresponding real second-order plant dynamics to (30) is
xi+2 =
1
2
(xi+1)2 + xi+1(xi)2 − 1
2
(xi)4 − (xi)2ui + ui+1
to which the same convergence results apply. ✷
8 Discrete-time observers
In this section we consider ∀i ≥ 0 a smooth n-th order dynamic system in observ-
ability form
xi+n = a
(+n−1)
1 (x
i, i) + a
(+n−2)
2 (x
i, i) + ...+ an(x
i, i)
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Figure 6: Quadratic complex discrete state space dynamics
withM-dimensional measurement yi(xi, i), N-dimensional state xi, N-dimensional
non-linear plant dynamics aj(xi, i) and time index i, which is equivalent to
xi+1j = x
i
j+1 + aj(x
i, i) for j = 1, ..., n (31)
with xi1 = xi and xˆin+1 = 0.
Let us now introduce the observer
xˆi+1j = xˆ
i
j+1 + aj(xˆ
i, i) + ej(yˆ
i, i)− ej(yi, i) for j = 1, ..., n
with xˆi1 = xˆi and xˆin+1 = 0 that allows to extend the plant dynamics aj with a
chosable measurement feedback ej in the equivalent n-th order observer dynamics
xˆi+n =
n∑
j=1
(
aj(xˆ
i, i) + ej(yˆ
i, i)− ej(yi, i)
)(+n−j) (32)
Let us now generalize the well-known LTI eigenvalue-placment in Jordan form
to the placement of the hieracial complex dynamics
zˆi+1j =
∫
Λj(zˆ
i
j, i)dzˆ
i
j + ℜ(zˆij+1) for j = 1, ..., p− 1 (33)
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with ℜ(zˆi1) = xˆi, zˆip+1 = 0 and where p is given by n minus the number of
complex contraction rate matrices Σj . Taking the variation of the above implies
the time-or state-dependent complex contraction rate matrices Σij in
δzˆi+1j = Σ
i
j(zˆ
i
j, i)δzˆ
i
j + δzˆ
i
j+1 for j = 1, ..., p
According to Theorem 2 is the stability of this hierachy given by the largest sin-
gular value of Σj .
Substituting the p dynamics (33) recursively in each other leads with to
Theorem 7 Given the smooth n-th order dynamic system in observability form
xi+n = a
(+n−1)
1 (x
i, i) + a
(+n−2)
2 (x
i, i) + ...+ an(x
i, i) (34)
with M-dimensional measurement y(xi, i) of the N-dimensional state xi, N-
dimensional non-linear plant dynamics aj(xi, i) and time index i.
An observer
xˆi+1j = xˆ
i
j+1 + aj(xˆ
i, i) + ej(yˆ
i, i)− ej(yi, i) for j = 1, ..., n (35)
with xˆi1 = xˆi = ℜ(zˆ1) and xˆin+1 = 0 allows to place with the measurement
feedback terms ej the time- or state-dependent, integrable, complex contraction
rate matrices Σj(zˆij, i) in the characteristic equation(
(+1) −
∫
Σpd
)
ℜ...
(
(+1) −
∫
Σ1d
)
xˆi = 0 (36)
with ℜ(zˆi1) = xˆi,ℜ(zˆij+1) = zˆi+1j −
∫
Λj(zˆ
i
j, i)dzˆ
i
j .
The largest singular value of Σij(zˆij , i) implies global contraction behavior of
the observer state with Σij(zˆij, i) to the plant state according to Theorem 2.
p is given by n minus the number of complex contraction rate matricesΣij and
ℜ applies to its left-hand term.
This theorem generalizes the extended LTV Luenberger observer design of
constant eigenvalues (see e.g. [18], [26] or [38]) to non-linear or state-dependent
contraction rates for non-linear, time-varying systems.
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Note that the global controller in Theorem 6 that uses the state estimates of the
global observer in Theorem 7 satisfies a separation principle. Indeed, subtracting
the plant dynamics (31), eventually extended by a control input G(yi, i)ui(xˆi, i),
from the observer dynamics (35), that is extended by the same control input
G(yi, i)ui(xˆi, i), leads with x˜i = xˆi − xi and the mid-point theorem to
x˜i+1j = x˜
i
j+1 −
∂ (aj + ej)
∂xi
(ξ, i)x˜i for j = 1, ..., n
with x˜in+1 = 0 and where ξ is one point between xi and xˆi. We can see that
the Jacobian of the error-dynamics of the observer is unchanged. Since ∂ui
∂xi
in
Theorem 3 is bounded the controller represents a hierarchical system [18]. As a
result is the convergence rate of the controller unchanged as well.
Let us now show how a general Nn dimensional plant
xi+1 = f(xi, i)
withN-dimensional measurement yi = xi(xi, i) can be transformed to the higher-
order observability form (34). A necessary condition is that the mapping

yi(xi, i)
.
.
.
yi+n−1(xi, i)


can be inverted to xi(yi, ...,yi+n−1, i) such that we get an explict dynamics (34)
xi+n = xi+n(xi(yi, ...,yi+n−1, i), i)
Hence a necessary (but not sufficientI) observability condition is that the observ-
ability matrix
0 =


Loc
.
.
.
Ln−1c


with the Lie derivatives [25] Loc = ∂yi
∂xi
and Lj+1c = ∂yi+j+1
∂xi
= Ljc(+1) ∂f
∂x
(+j) has
piece-wisely full rank. Note that for LTV systems it is also sufficient.
Let us now consider the observer design of a specific non-linear problem be-
fore we go to the general non-linear case:
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Example 8.1: Consider the logistic map dynamics
bi+1 = ci bi (1− bi)
with measured state yi = bi and unknown constant gain ci. We can rewrite the above
as second-order system
bi+2 =
bi+1 bi+1 (1− bi+1)
bi(1− bi)
Introducing the complex state xi = ln bi we get
xi+2 = a
(+1)
1 + a2
with a1 = ln(bibi(1− bi)) and a2 = − ln(bi(1− bi)).
We want to build an observer (35) with estimate xˆi = xˆi1(
xˆi+11
xˆi+12
)
=
(
xˆi2 + a1(xˆ
i)
a2(xˆ
i)
)
+
(
e1(yˆ
i)− e1(yi)
e2(yˆ
i)− e2(yi)
)
with designed constant contraction rates |σ1|, |σ2| < 1. Comparing the equivalent
second-order dynamics (32) in xˆi
xˆi+2−xi+2 = (a1(xˆi)− a1(xi) + e1(xˆ)− e1(xi))(+1)+(a2(xˆi)− a2(xi) + e1(xˆ)− e1(xi))
with the characteristic equation (36)(
(+1) −
∫
σ2d
)(
(+1) −
∫
σ1d
)
(xˆi − xi) = 0
leads to the non-linear feedback
e1(yˆ
i) + a1(yˆ
i) = (σ1 + σ2)yˆ
i
e2(yˆ
i) + a2(yˆ
i) = −σ1σ2yˆi
Note that the observer can be transformed back to the real coordinates bˆi1 = exˆ
i
1 , bˆi2 =
exˆ
i
2 as (
bˆi+11
bˆi+12
)
=
(
bˆi2 bˆ
i
1bˆ
i
1(1− bˆi1) ee1(yˆ
i)−e1(yi)
1
bi1(1−bˆ
i
1)
ee2(yˆ
i)−e2(yi)
)
such that we can compute bˆi = bˆi1 and the estimated unknown gain as
cˆi = − bˆ
i+1
1
bˆi1 (1− bˆi1)
= bˆi2 bˆ
i
1e
e1(yˆi)−e1(yi)
✷
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The following example gives an explicit equation for the feedback gains to achieve
time-dependent contraction rates:
Example 8.2: Consider the n-dimensional non-linear system dynamics
xi+n = a
(+n−1)
1 (x
i, i) + a
(+n−2)
2 + ...+ an(x
i, i)
with non-linear plant dynamics aj(xi, i) and measurement yi(xi, i).
Comparing the n-th order dynamics (32) of the observer (35) to the characteristic equa-
tion (36) of real time-varying contraction rates Σj(i) implies the feedback gains
en(yˆ
i, i) + aˆn(xˆ
i, i) = Π1j=nΣjxˆ
i
.
.
.
e1(yˆ
i, i) + aˆ1(xˆ
i, i) =
n∑
j=1
Σ
(−j+1)
j xˆ
i
✷
9 Discrete higher-order analysis and robustness
Consider for i ≥ 0 the n-th dimensional (n ≥ 1) system
xi+n = f(xi, ...,xi+n−1, i)
with N-dimensional position xi.
In Theorem 6 and 7 the characteristic equation of the dynamics above is zero
since we use the observer or controller feedback to precisely achieve the charac-
teristic equation. For such a given controller or observer an additional modelling
uncertainty d may have to be considered on top to the designed characteristic
dynamics. This introduces the idea of the existence of a perturbation d in the
characteristic equation if we analyse a given ODE.
Based on this thought let us approximate this dynamics with the complex,
integrable contraction rates Σij(zij, i) - that eventually correspond to the designed
contraction rates - in the distorted characteristic equation(
(+1) −
∫
Σpd
)
ℜ...
(
(+1) −
∫
Σ1d
)
xi = d(zip, ...z
i
1, i)
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withℜ(z1) = x andℜ(zij+1) = zi+1j −
∫
Σj(z
i
j , i)dz
i
j . For a controller or observer
of Theorem 6 or 7 d may represent the modelling uncertainities of the system.
Taking the variation of the above we get
δzi+1p −Σpδzip =
∂d
∂zip
δzip + ... +
∂d
∂zi1
δzi1
The main idea is to construct an exponential bound on the virtual displacement
δxi over p time-steps, rather than over a single time-step as in [18].
Let us first bound the higher-order term by taking the norm of the above
|δzi+1p −Σpδxip| ≤ |
∂d
∂zip
||δzip|+ . . .+ |
∂d
∂zi1
||δzi1| (37)
where now and in the following the norm of a matrix is the largest singular value
of that matrix and the norm of a vector is the root of the vector multiplied with its
conjungate vector.
Let us now select a real ηi(zi1, ..., zip, i) ≥ 0 that fulfils
ηi+p−1...ηi ≥ | ∂d
∂zip
|ηi+p−2...ηi + . . . + | ∂d
∂zi1
| (38)
∀i ≥ 0. Let us bound the initial conditions at i = 0 with real and constant K ≥ 0
as
|δzij| ≤ K ηi+j−2...ηi Πi−1k=0(ηk + σkmax), 1 ≤ j ≤ p (39)
where σimax(zi1, ..., zip, i) is the largest singular value of all Σj(zij, i). Hence with
(38) and (39) we can bound (37) at i = 0 as
|δzi+1p −Σpδzin−1| ≤ K Πi−1k=0(ηk + σkmax)
(
| ∂d
∂zip
|ηi+p−2...ηi + . . . + | ∂d
∂zi1
|
)
≤ K ηi+p−1...ηi Πi−1k=0(ηk + σkmax) (40)
Theorem 2 on δzi+1j = Λj + ℜ(zj+1) with the bounded distortion (39) and (40)
implies at i = 1
|δzi+1j | ≤ σimax|δzij|+K ηi+j−1...ηi Πi−1k=0(ηk + σkmax)
≤ K ηi+j−1...ηi+1 Πik=0(ηk + σkmax), 1 ≤ j ≤ p
which implies with complete induction that (39) and (40) hold ∀i ≥ 0.
Using the above this allows to conclude:
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Theorem 8 Consider for i ≥ 0 the n-dimensional (n ≥ 1) system
xi+n = f i(xi, ...,xi+n−1, i)
with N-dimensional position xi at time i.
Let us approximate the above dynamics with the integrable, complex contrac-
tion rates Σj(zij, i) in the distorted characteristic equation(
(+1) −
∫
Σpd
)
ℜ...
(
(+1) −
∫
Σ1d
)
xi = d(zip, ...z
i
1, i) (41)
with ℜ(zi1) = xi and ℜ(zij+1) = zi+1j −
∫
Σj(z
i
j, i)dz
i
j .
Bounding the effect of the distortion d with a real ηi(zi1, ..., zip, i) ≥ 0 that
fulfils ∀i ≥ 0
ηi+n−1...ηi ≥ | ∂d
∂zp
|ηi+n−2...ηi + . . . + | ∂d
∂z1
| (42)
and the largest singular value σimax(zi1, ..., zip, i) of all Σj(zij , i) leads to global
contraction behaviour with
Σj(z
i
j, i) + η
i (43)
according to Theorem 2 where initial overshoots are bounded ∀i ≥ 0 with con-
stant K > 0 by
|δzij| ≤ K ηj−1...ηo(i = 0) (ηi−1 + σi−1max j)...(ηo + σ0max j), 1 ≤ j ≤ p (44)
p is given by n minus the number of complex contraction rate matricesΣj and
ℜ applies to its left-hand term.
Figure 7 illustrates the exponential bound (39) which allows short-term over-
shoots but implies exponential convergence on the long-term.
Interpreting Σj as the desired contraction rates in Theorem 6 or 7 allows to
bound the potential instabilities which come from modelling uncertainties of the
plant. I.e. it allows to prove robustness for modelling uncertainties with a bounded
de-stabilizing divergence rate ηi. Note that additional time-varying errors in the
control input do not affect the contraction behaviour, but the desired trajectory
xid(i).
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Figure 7: Bound on δzij over i
If we cannot design Σj(zij, i) per feedback then we have to approximate Σj
to minimize the distortion d, e.g. by transforming the higher-order system in its
reduced form (i.e. a form in which f is independent of xi+n−1). This is illustrated
in the following examples:
Example 9.1: In economics, consider the price dynamics
ni+1 = f(pi, i)
pi+1 = g(ni, i)
with ni the number of sold products at time i and corresponding price pi.
The first line above defines the customer demand as a reaction to a given price. The
second line defines the price, given by the production cost under competition, as a
reaction to the number of sold items. The dynamics above corresponds to the second-
order economic growth cycle dynamics
ni+2 = f
(
g(ni, i)
)
Contraction behaviour of this economic behaviour with contraction rate ηi can then be
concluded with equation (42) in Theorem 8 for Σ1 = Σ2 = 0
ηi+1ηi ≥
∣∣∣∣ ∂f∂pi ∂g∂ni
∣∣∣∣ (45)
38
That means we get stable (contraction) behaviour if the product of customer demand
sensitivity to price and production cost sensitivity to number of sold items has singular
values less than 1. We get unstable (diverging) behaviour for the opposite case.
Note that this result even holds when no precise model of the sensitivity is known,
which is usually the case in economic or game situations. Whereas the above is well
known for LTI economic models we can see that the economic behaviour is unchanged
for a non-linear, time-varying economic environment.
The above also corresponds to a game situation (see e.g. [34] or [7]) between two
players with strategic action pi and ni. Both players optimize their reaction g and f
with respect to the opponent’s action. We can then again conclude for (45) to global
contraction behaviour to a unique time-dependent trajectory (in the autonomous case,
the Nash equilibrium). ✷
Example 9.2: Consider the general dynamics
xi+2 +
∂U
∂xi
(+1)
+
∂2U
∂(xi)2min
xi+1 +
∂V
∂xi
= 0
with potentials U(xi, i), V (xi, i), N -dimensional position xi and where we assume
without loss of generality that the singular values of ∂2U
∂(xi)2min
correspond ∀xi at a
given i to the minimal singular values of ∂2U
∂(xi)2
. The virtual dynamics is
δxi+2 +
(
∂2U
∂(xi)2
(+1)
+
∂2U
∂(xi)2min
)
δxi+1 +
∂2V
∂(xi)2
δxi = 0
The distorted characteristic equation (41) is with Σ1 = − ∂2U∂(xi)2 , Σ2 = − ∂
2U
∂(xi)2min
(
(+1) − Σ2
)
...
(
(+1) − Σ1
)
δxi =
(
∂2U
∂(xi)2min
∂2U
∂(xi)2
(+1)
− ∂
2V
∂(xi)2
)
δxi
The remaining instability ηi in (42) is then given by
ηi+1ηi ≥
∣∣∣∣∣ ∂
2U
∂(xi)2min
∂2U
∂(xi)2
(+1)
− ∂
2V
∂(xi)2
∣∣∣∣∣
We can hence bound with Theorem 8 the contraction rates with
∂2U
∂(xi)2min
+ ηi ≤ ∂
2U
∂(xi)2 min
+
√√√√∣∣∣∣∣ ∂
2U
∂(xi)2min
∂2U
∂(xi)2
(+1)
− ∂
2V
∂(xi)2
∣∣∣∣∣
max
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For the scalar case with constant damping this condition is equivalent to require that
the complex poles ∂2U
∂(xi)2
±
√
∂2U
∂(xi)2
2 − ∂2V
∂(xi)2
(xi, i) lie ∀xi, i within the green square
of the complex plane in figure 8. ✷
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Figure 8: LTI stability circle and non-linear contraction square in complex plane
Example 9.3: Consider the 2D lighthouse problem in figure 4 of navigating a vehicle
using only azimuth measurements yi to a fixed point in space. The dynamic equations
of the vehicle’s motion are
xi+1 = xi + ui
with 2D position xi = (xi1, xi2)T and control input ui = (ui1, ui2)T . The vehicle
measures only the azimuth to the lighthouse, yi = tanψi = x
i
1
xi2
.
Consider now the observer
xˆi+1 = xˆi + ui + (γi − 1)
(
cosψi
− sinψi
)(
cosψi − sinψi ) xˆi (46)
From Theorem 2, this observer is semi-contracting for −1 ≤ γi ≤ 1. Since the true
dynamics is a particular solution of the observer dynamics we can then conclude on
global convergence of xˆi to x.
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Figure 9: Lighthouse navigation
In the case of no model or measurement uncertainty, the optimal choice of γi is 0.
Otherwise, the choice of γi should trade-off the effect of these uncertainties, as e.g. in
the contraction-based strap-down observer of [39].
Let us now compute the Jacobian of (46)
∂f i
∂xi
=
(
cosψi sinψi
− sinψi cosψi
)(
γi 0
0 1
)(
cosψi − sinψi
sinψi cosψi
)
We can compute for constant γi = γ e.g. with MAPLE the square of the largest
singular value of ∂f i+1
∂xi+1
∂f i
∂xi
as
1
2
(γ4 + 1) cos(ψi+1 − ψi)2 + γ2 sin(ψi+1 − ψi)2
+
1
2
| cos(ψi+1 − ψi)(γ2 − 1)|| cos(ψi+1 − ψi)2(γ2 − 1)2 + 4γ2)|− 12 (47)
which simplifies for γ = 0 to | cos(ψi+1 − ψi)|2. Using equation (42) in Theorem 8
for σi1 = σi2 = 0 the exponential contraction rate is for γ = 0
ηi+1ηi ≥ | cos(ψi+1 − ψi)| (48)
Thus, we can conclude on contraction behaviour over several measurement updates if
ψi changes over different i.
Let us now illustrate the above results with simple simulations in the 2D case with
position xi1 and xi2 over the time index i with measurement yi.
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Figure 10 shows the motion of a vehicle with constant velocity vector, which is initially
tangential to the lighthouse. Due to the tangential motion leads the observer (46) with
γ = 0 to global exponential convergence to the real trajectory with convergence rate
(48).
Figure 11 shows a vehicle with constant velocity vector radial to the lighthouse. The
observer (46) with γ = 1 achieves global semi-contraction behaviour, i.e. the tangential
error disappears, whereas the non-observable radial error remains.
Consider now the 3D lighthouse problem of navigating a vehicle using only azimuth
ψi and elevation measurements θi to a fixed point in space. The position dynamics of
the vehicle’s motion is
xi+1 = xi + ui
with 3D position xi = (xi1, xi2, xi3)T and control input ui = (ui1, ui2, ui3)T . The vehicle
measures only azimuth yi1 = tanψi =
xi1
xi2
and elevation yi2 = tan θi =
xi3√
xi1x
i
1+x
i
2x
i
2
to the lighthouse.
The measurement equations can be rewritten in a LTV form in xi as
xi2 tanψ
i − xi1 = 0
xi2 tan ξ
i − xi3 = 0
xi1 tan ζ
i − xi3 = 0
with tan ξi = tan θi
cosψi
and tan ζ i = tanψ
i tan θi
cosψi
.
Consider now the observer
xˆi+1 = xˆi + ui + (ai(i)− 1)

 cosψi− sinψi
0

( cosψi −sinψi 0 ) xˆi
+ (bi(i)− 1)

 0− sin ξi
cos ξi

( 0 − sin ξi cos ξi ) xˆi
+ (ci(i)− 1)

 − sin ζ i0
cos ζ i

( − sin ζ i 0 cos ζ i ) xˆi
This dynamics is a superposition of the 2D-lighthouse problem. Hence we can con-
clude horizontally with (47) or (48) on exponential convergence over several measure-
ment updates if ψi changes over different i. The vertical exponential convergence rate
is then given by the minimum of |bi| or |ci|.
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Figure 10: Tangential movement with respect to lighthouse
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Figure 11: Radial movement with respect to lighthouse
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Since the true dynamics is a particular solution of the observer dynamics we can then
conclude on global exponential convergence of xˆi to x. ✷
10 Concluding Remarks
This paper derives, for non-linear time-varying systems in controllability form
x(n) = f(x, ...x(n−1), t)
xi+n = f(xi, ...xi+n−1, i)
simple controller designs in Theorem 3 and 6 to achieve specified exponential
state-and time-dependent convergence rates. The approach can also be regarded as
a general gain-scheduling technique with global exponential stability guarantees.
The resulting design is illustrated for real and complex time- and state-dependent
contraction rates, inclusive the inverted pendulum.
A dual observer design technique is also derived for non-linear time-varying
systems in observability form
x(n) = a
(n−1)
1 (x, t) + a
(n−2)
2 (x, t) + ... + an(x, t)
xi+n = a
(+n−1)
1 (x
i, i) + a
(+n−2)
2 (x
i, i) + ... + an(x
i, i)
, where so far straightforward observer techniques were not known. The resulting
observer design is illustrated for non-linear chemical plants, the Van-der-Pol os-
cillator, the discrete logarithmic map series prediction and lighthouse navigation
problem.
These results allow one to shape state- and time-dependent global exponential
convergence rates Λj(zj, t) and Σj(zj, t) ideally suited to the non-linear or time-
varying system with the generalized characteristic equation(
d
dt
−
∫
Λpd
)
ℜ...
(
d
dt
−
∫
Λ1d
)
x = 0(
(+1) −
∫
Σpd
)
ℜ...
(
(+1) −
∫
Σ1d
)
xi = 0
with ℜ(z1) = x,ℜ(zj+1) = z˙j −
∫
Λj(zj, t)dzj ( ℜ(zi1) = xi,ℜ(zij+1) = zi+1j −∫
Σj(z
i
j , i)dz
i
j ).
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Analytic exponential robustness bounds on general non-linear, time-varying
distortions d on the right-hand side of the characteristic equation are given with
η in Theorem 5 or 8. Both theorems can also be used to derive analytic state-
and time-dependent approximated convergence rates for given general non-linear,
time-varying higher-order systems.
Note that the general technique of this paper matches the eigenvalue analysis
for LTI systems. For non-LTI systems additional time derivatives for continuous
systems and index changes for discrete systems of the contraction rates have to
be considered. Only with these changes exponential convergence guarantees with
the time- and state-dependent contraction rates are given.
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