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Abstract 
Computational Studies of Structure and Surface Reactivity in Metal Nanoclusters 
 
Michael J. Hartmann, PhD 
 
University of Pittsburgh, 2018 
 
 
 
Metal nanoparticles exhibit physical and chemical properties unique to their length scale 
that have the potential to shape next generation technologies. The large structural and chemical 
space that determines nanoparticle properties requires feedback between computational and 
experimental studies to drive the discovery of both new architectures and target properties of 
these systems. This dissertation describes the application and development of theoretical 
methods to study metal nanoparticle electronic structure, developing new structure-property 
relationships and new concepts that govern nanoparticle behavior while connecting theoretical 
insight with laboratory observations. 
In Chapter 1, the dissertation is introduced by detailing how the connection between 
geometry and electronic structure has shaped the way we teach and understand chemistry across 
length scale, and projects these concepts onto the 1-3 nm length scale where traditional 
descriptors of electronic structure break down. In Chapter 2, the optoelectronic impact of 
alloying Cu with a Au nanocluster is studied, revealing how atomic descriptors and position of 
the heteroatom determine optical absorption in [Au25(SR)18]
-, providing an easily accessible 
experimental readout of electronic structure. Building on hypotheses tested in Chapter 2, Chapter 
3 explores the size dependence of Cu/Au alloying. Here, the atom concentration and composition 
architecture are key parameters predicted to drive the emergence of plasmonic behavior in Au144-
xCux(SR)60 nanocluster. 
 v 
In addition to the composition dependence of nanoparticle properties, the surface 
chemistry is known to dominate overall nanocluster electronic structure. In Chapter 4, both the 
type and specific molecular descriptors of the ligand were shown to impact the total magnetic 
moment of Co13 and Co55 model nanoclusters. Chapter 5 extends these concepts of surface 
chemistry to address the size dependent evolution of the ligand mediated magnetic properties in 
CoN nanoclusters, demonstrating how energy level alignment and orbital symmetry contribute to 
size dependent trends. Finally, Chapter 6 describes a reduced scaling computational method that 
improves the approximation of mean field excited state energy predictions, increasing the size 
and complexity of systems that can be treated with high accuracy. 
 
 vi 
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1.0 Structural and Electronic Predictors of Emergent Properties in Small Metal 
Nanoparticles 
(Portions of this work are being prepared for submission as Hartmann, M. J.; Millstone, J. E. 
2018, in preparation.) 
1.1 Introduction 
Understanding and synthetically leveraging the relationship between the structure and 
emergent properties of metallic nanomaterials has made them attractive for a range of 
applications ranging from biomedicine to catalysis.1-7 Small metal nanoparticles with diameters 
(d) between 1 and 3 nm show distinct properties from both larger nanoparticles (d > 5 nm) as 
well as metal complexes (1–20 metal atoms). The unique behavior observed from small metal 
nanoparticles originates from their distinctive electronic structure that is at the intersection of 
discrete states found in molecular systems and continuous, band-like states observed in bulk 
materials. An accurate description of the electronic structure across this intersection (d = 1–3 
nm) requires the use of principles from both molecular and bulk theories (importantly, knowing 
when to invoke one over the other) as well as the incorporation of entirely new concepts specific 
to this length scale.8 
 2 
The electronic structure is the fundamental parameter that determines the properties of a 
material, and models that describe the electronic structure across length scale are understood as a 
function of structural parameters of the system. For example, the electronic structure of both 
molecular and bulk systems can be understood by the identity and arrangement of each atom 
composing the material, where each atom’s energy level structure and electron configuration 
defines the basis with which we understand its contribution to the overall electronic structure. In 
addition, geometry is the primary synthetic handle available to access a desired electronic 
structure and therefore material property, creating a large incentive to build structure-property 
relationships for important classes of materials. While geometric and electronic structure are 
coupled for both molecular and bulk systems, they are each understood within distinct structural 
paradigms that require different considerations to build predictive models for material properties 
within each regime. Since small, d = 1–3 nm metal nanoparticles are at the intersection between 
these two paradigms, the bonding principles that apply to each length scale extreme need to be 
modified in order to connect the geometric and electronic structures in these systems, and 
importantly predict their properties that are observed in the lab. 
In this perspective, we describe how the properties and performance of small (d = 1–3 
nm) metal nanoparticles emerge and are directed as a function of their geometric and electronic 
structures. We first illustrate how classic concepts of both molecular and bulk electronic 
structures are driven by system geometric parameters, and consider incremental steps towards 
the nanometer length scale, demonstrating how these concepts are extended in order to account 
for new parameters induced by seemingly minor changes in length scale (e.g. including a surface 
termination in a bulk material). Using the language of both discrete and continuous bonding, we 
discuss how each structural parameter in d = 1–3 nm metal nanoparticles (i.e. size, shape, 
 3 
composition, and surface chemistry) contributes to the overall nanoparticle electronic structure 
and highlight concepts that are unique to the 1–3 nm length scale. 
1.2 Coupling Between Geometry and Electronic Structure 
1.2.1  Coordination Complexes 
The primary structural parameters that define the electronic structure of coordination 
complexes are the identity of the metal, symmetry of the ligands around the metal center, and 
identities of each ligand in the complex. Together, these parameters define the energy level 
splitting, symmetries of the metal-ligand states, and number of electrons occupying these states. 
Crystal field theory (CFT) describes how the symmetry of the ligand coordination environment 
around the metal center modulates the ordering of metal-centered orbitals in the system. The 
number of electrons in the system, determined by the sum of d-electrons from the metal center 
and the number of electrons donated by binding from the ligands, describes how to populate the 
states arising from metal-ligand bonds and the d-orbitals in the crystal field (Figure 1). These 
simple rules allow for an approximate molecular orbital-type diagram to be constructed for the 
coordination complex. From CFT, many properties, including optoelectronic and magnetic 
behaviors, can be predicted with high accuracy. 
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Figure 1. Crystal field diagrams for (A) octahedral and (B) tetrahedral ligand symmetries. 
 
Ligand field theory (LFT) is a useful extension to CFT, which incorporates specific 
molecular descriptors of the ligands to improve the prediction of the electronic structure of the 
complex. The spectrochemical effect describes the strength of the field from a particular ligand, 
determining the energy gap between crystal field states.9 In addition, the Nephelauxetic effect 
describes spin pairing energy that originates from inter-electronic repulsion in metal-ligand 
bonds (and therefore depends on both metal and ligand).10 For example, a greater extent of 
orbital localization leads to a higher pairing energy and favors single occupation of higher energy 
orbitals over double occupation of a low energy state. The combination of energy level splitting 
and spin pairing energy determines the order in which electrons will populate a given crystal 
field diagram, allowing for intuitive prediction of the magnetic properties for the complex.  
Single metal atom coordination complexes are the smallest metal-containing systems. As 
we build toward nanoparticles, increasing metal complex size to few-metal-atom clusters 
requires the additional understanding metal-metal interactions. Isolobal analogies are a simple 
way to describe how multiple, ligated metal atoms will bond, mapping principles from organic 
 5 
molecular orbital theory to inorganic chemistry. For example, if the symmetry and energy of the 
frontier orbitals for each fragment match, the two fragments are likely to form a stable metal-
metal bond. Isolobal analogies have demonstrated success in predicting the structures and 
bonding for many multi-metal atom complexes as well as the formation of previously unknown, 
and often surprising, heterometallic bonds.11-12  
Wade and Mingos developed the polyhedral skeletal electron pair theory (PSEPT) that 
describes bonding in complexes with between 4 and 20 metal atoms, connecting the number of 
electrons in the complex to the connectivity that defines the overall polyhedral shape of the 
system, analogous to electron counting rules in single metal atom coordination complexes.13-14 
For example, the electronic structure of the famous butterfly cluster is described by the Wade-
Mingos rules. A 60 electron, 4 metal atom system is predicted to be tetrahedral. Upon the 
addition of 2 electrons to the system, Wade-Mingos rules predict that the tetrahedral geometry 
will distort to form a butterfly geometry.15 This example demonstrates the intimate connection 
between geometry and electronic structure in inorganic complexes, and the Wade-Mingos rules 
are a powerful framework to understand these relationships. 
1.2.2  Bulk Metals 
The structural parameters that define the electronic structure of bulk metals are metal 
atom identity and the arrangement of atoms in the crystal lattice. In bulk metal crystals, metallic 
properties such as conductivity are a result of, and are described by, the band structure of the 
system. Unlike coordination complexes, crystalline bulk metals contain an effectively infinite 
number of metal atoms arranged in a periodic lattice. Therefore, the electronic structure cannot 
be reasonably described by molecular orbital theory originating from specific interactions 
 6 
between each component of the system. Instead, band theory describes how the symmetry of a 
crystal and the states within the unit cell form continuous electronic bands. 
Work by Hoffmann provides an intuitive connection between molecular orbital theory 
and band theory.16 Here, each electronic band is formed from each orbital in the unit cell 
(assuming the unit cell is isolated from the system), and by considering each permutation of 
phases in which those orbitals can be linked together, a description of a band can be made. The 
fully in-phase and out-of-phase combinations define the lower and upper energy bounds of each 
band respectively, and every energy level in between is filled with states containing different 
amounts of phase agreement between unit cells. Overall, the unit cell orbitals, the orbital overlap 
between adjacent unit cells, and arrangement of unit cells determine the band structure of the 
bulk metal. Specifically, the extent of orbital overlap between adjacent unit cells determines the 
dispersion of a given band and the symmetry of the orbital determines the run of the band (i.e. up 
or down in energy with increasing momentum). Finally, the density of states can be determined 
from the band diagram by considering the number of energy levels per unit energy. An 
illustrative example is shown in Figure 2 for a linear chain of square planar Pt complexes. 
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Figure 2. Band diagram and density of states for infinite chain of Pt complexes. Figure adapted 
with permission from reference 16. 
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Building towards the nanoparticle size regime from the bulk requires the formation of a 
surface, which is defined as an interruption of the infinite translational symmetry of a bulk 
crystal in one direction. The formation of a surface impacts the band structure at the surface, 
where undercoordination of surface atoms (i.e. dangling bonds) leads to a narrowing of the band 
and a shift in energy due to less orbital overlap from surrounding atoms. This often results in a 
compensatory compression17 or surface reconstruction18 between the surface and subsurface 
atoms. The introduction of undercoordination also induces an energy penalty associated with the 
formation the surface (i.e. the surface energy), defined as the amount of energy per unit area 
required to form surface.  
The introduction of a surface can lead to a number of effects that are important for the 
properties of bulk metals used in thin films, electrodes, and catalysts, where the surface makes up 
a small percentage of the system but plays a significant role in interfacial phenomena. For 
example, the composition of bimetallic surfaces can deviate from the composition in the bulk 
due to surface segregation behavior, described by the Langmuir-McLean equation.19-20 In 
addition, surface adsorbates or capping ligands (capping ligands are intrinsic to nanoparticle 
structure in the d = 1–3 nm size regime to arrest growth and stabilize the material) can further 
modify the surface composition depending on the relative interaction strength between the 
adsorbate and each metal at the surface.21-22 At the nanometer length scale, the surface becomes 
increasingly crucial, as it can comprise more than 50% of the total metal atoms for the smallest 
nanoparticles. Overall, surface identity, composition, and structure are essential parameters that 
determine the properties of the system, in particular the catalytic activity of a surface, which is 
known to be correlated with center of the materials d-band.23-24 
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Molecular orbital and band theories that describe metal coordination complexes and bulk 
metals, respectively, have had great success predicting the connection between geometric and 
electronic structure that leads to the emergent properties of the system. In small metal 
nanoparticles (d = 1–3 nm), these two traditional pictures of electronic structure intersect, 
requiring a combination of these ideas to describe the connection between geometric and 
electronic structure. The structural parameter space in 1–3 nm nanoparticles is defined by the 
size, shape, surface chemistry, and composition of the system. Since each of these parameters 
can have a dramatic impact on the resulting properties, we discuss each in more detail in the 
following sections. 
1.3 Structural Parameters of 1-3 nm Nanoparticles 
1.3.1  Size 
The number of metal atoms in the system is the primary parameter that provides a 
quantitative description of the size dependent properties of 1-3 nm metal nanoparticles. 
Nanoparticles with d = 1–3 nm typically contain between 25–300 metal atoms, depending on the 
element composing the metal core. The point at which the electronic structure becomes 
continuous is ambiguous but is generally defined as the point at which the average spacing 
between energy levels is less than kBT. This parameter also depends on metal identity, in 
particular the atomic electron configuration of the metal in the core. For example, metals with an 
open d-shell contain more energy levels (5 per atom) over a smaller energy range (d-orbitals 
have less overlap than s-orbitals and therefore a d-band has smaller dispersion than an s-band), 
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therefore reaching a higher density of states at  the Fermi level than a metal with an open s- or p-
shell. 
The most well-studied class of small metal nanoparticles are the noble metal 
nanoparticles, in particular Ag25 and Au.26 Metals with open d-shells are generally much more 
reactive and therefore are more difficult to synthesize and isolate. The electronic structure of 
noble metal nanoparticle electronic structure is well described by superatom theory, which is a 
concept specific to the 1-3 nm size range. Superatom theory treats the free electrons (i.e. 
electrons coming from atomic valence s orbitals) in a system as fully delocalized and calculates 
their energy levels against a constant, spherical background potential over the entire metal core 
of the nanoparticle. When the core shape is assumed to be spherical, the resulting solutions have 
the same symmetry of the atomic orbitals (S, P, D, etc.) but are centered over the entire metal 
nanoparticle core. The superatom model was originally used to explain the relatively high 
number of specific sized gas phase NaN clusters in electron beam experiments (Figure 3A).
27 
Häkkinen extended these concepts to monolayer-protected clusters in the 2008, which has been 
immensely useful in predicting and describing the electronic structures of Au/Ag clusters. Here, 
the total number of superatomic electrons is given by the number of free electrons from the 
metals minus the number of electrons localized by a ligand plus the overall charge on the 
particle.28 Each Au or Ag atom in a nanoparticle contributes one electron from the s1 valence 
electron configuration, and each X-type ligand localizes one superatomic electron into a surface-
ligand bond. As the number of electrons (which is directly proportional to size) in the system 
increases, the HOMO-LUMO gap tends to decrease. The superatomic model of electronic 
structure has had great success for thiol-capped Au nanoclusters, and predicts the observed non-
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linear size dependence of the HOMO-LUMO, where the gap depends primarily on the electronic 
shell being populated, making it not strictly a function of size (Figure 3B).26, 29-30 
In addition to predicting optical trends observed in isolated clusters, superatom electronic 
structure theory has provided a means to identify the point at which thiolate-capped Au 
nanoparticles start to exhibit metallic behavior31-33 Negishi et al. synthesized thiolate-capped Au 
nanoparticles between 38 and 520 gold atoms and separated the particles with high-performance 
liquid chromatography to isolate fractions with only a couple atom spread.34 For each fraction, 
temperature dependent absorption spectra and X-ray diffraction were collected and 
complemented with DFT calculations to characterize geometric and electronic structure as a 
function of size. The authors determined that the transition between discrete and bulk electronic 
structure occurred between 144 and 187 Au atoms. Interestingly, this transition coincided with 
the emergence of a localized surface plasmon and a change in the crystal structure. At less than 
144 Au atoms, finite packing geometries were observed including decahedral and icosahedral 
cores. Conversely, for sizes containing 187 or more Au atoms, the particles all exhibited face-
centered cubic (fcc) packing in the core, which is representative of the atomic packing in bulk 
crystalline Au. 
 12 
 
Figure 3. (A) Energy level diagram and magic number electron counts predicted by superatom 
theory assuming a spherical, square-well potential. (B) Absorption spectra of 3 closed-shell, 
thiol-capped gold nanoparticles. 
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1.3.2  Shape 
The emergence of metallicity occurring simultaneously with a change in size and atom 
packing illustrates a distinct coupling between size and shape for 1-3 nm metal nanoparticles. 
Recent work had explored the connection between size and shape further, where the superatom 
model was extended to account for differences in shape by including the point group of the metal 
core instead of assuming sphericalicity.35 Interestingly, this point group analysis was applied to 
many known thiol-capped gold crystal structures and it was found that lower symmetry cores 
promote continuous electronic structure at smaller core sizes than for spherical particles.36 
Removing the spherical constraint both improves the prediction of optical properties for these 
systems and results in superatomic orbital degeneracies to be lifted, effectively increasing the 
density of states. 
The role of symmetry in a nanoparticle core is an essential component in determining 
final nanoparticle electronic structure. Due to the high percentage of surface atoms in small 
nanoparticles, optimal orbital overlap between atoms leads to the observation of crystallographic 
architectures that differ, or do not exist, in the bulk in order to reduce the number of low 
coordinated surface atoms and minimize the surface energy of the particle. For example, 
minimization of surface energy leads to the formation of polyhedral shapes that exhibit finite 
atom packing such as icosahedral or decahedral core symmetries that are not present in bulk 
systems. These finite size effects directly modify the formation of electronic bands because band 
formation relies on infinite translational symmetry (vide supra). If a system has atoms arranged 
in a formation without complete translational symmetry, the bands that form will be distorted 
due to variable atomic orbital overlap at different points within the core. Consider a 55 atom 
Mackay icosahedron (M55); the ‘d-band’ will exhibit atoms where the phase of the d-orbitals 
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composing the bands are permuted. However, the longest linear string on atoms in M55 is 5 
atoms. These 5 atoms can form good orbital overlap, but other atoms nearby will not be ideally 
packed to participate in similar overlap. Instead, atoms peripheral to this linear string will 
contribute in positions dictated by specific interactions, mirroring bonding on the molecular 
scale. This will have an energy penalty that is compensated by a decrease in surface energy 
associated with the finite packing. In general, each different shape and local atomic packing will 
lead to a different width and energy level distribution within the d-band.37 Modifications to d-
band distribution can have important consequences for the catalytic behavior of the system by 
modifying the distribution of d-states or leading to unique surface states, ultimately causing 
many reactions to exhibit a strong size/shape dependent catalytic activity.38 
In addition to the core symmetry having a significant impact on the energy level structure 
of the cluster, many nanoparticle sizes have a range of low-lying isomers of similar energies that 
emerge because the surface energy and atom packing energy are in competition.  This means that 
a solution of colloidal nanoparticles can exhibit a distribution of particle core shapes, each with 
slightly different electronic structures. Wales and coworkers demonstrated the structural 
diversity present in small nanoparticles by modeling the potential energy surface for 
representative gold nanoclusters containing 55, 85, and 147 atoms.39 While these model particles 
did not contain ligands and may not represent realistic particle products in colloidal samples, 
they show how local stability and specific interactions can play a significant role in determining 
nanoparticle structure on this length scale. The authors found that at each size, an additional 
distribution of local coordination environments was found across the most thermodynamically 
stable isomers. For example, in 85 atom gold nanoparticles, fcc, twinned, decahedral, and 
ambiguous local coordination environments are expected to be present in isomers within 0.2 eV 
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of the global minimum structure. In addition, the distribution of local coordination environments 
in low lying isomers changes as a function of size, where the number of locally icosahedral and 
ambiguous coordination geometries are expected to decrease with increasing nanoparticle size in 
favor of locally decahedral, FCC, and twinned coordination environments. These results suggest 
that not only is nanoparticle shape complicated in 1-3 nm system but size and shape are strongly 
coupled. Overall, the size and shape of a nanoparticle determine the energy level ordering of the 
metal core and provide the foundation to understand the impact of composition and surface 
chemistry on the electronic structure and properties of 1-3 nm metal nanoparticles. 
1.3.3  Composition 
Metal mixing has been used as a strategy to tailor and optimize material properties for 
millennia, and has defined entire eras by the technology metal mixing has enabled. In the bulk, 
Hume-Rothery rules describe the likelihood of two metals forming random homogeneous alloys. 
The three primary Hume-Rothery rules that predict the extent to which two metal atoms will 
form random substitutional alloys are: 1) the two metals should have a similar valence, 2) the 
two metals should have similar electronegativity, and 3) the atomic size mismatch between the 
two metals should be within 15% of each other.40 While these rules are not strictly quantitative, 
each outlines the limit in which a local perturbation to the existing structure can limit mixing. If 
the introduction of a heteroatom introduces too much of a deviation from the desired orbital 
overlap or distribution of electron density of the host metal defined by the band structure, 
random mixing becomes unfavorable and leads to phase segregation, intermetallic atomic 
ordering, or immiscibility. In contrast, molecular heterometallic bonding originates from 
matching the energy and symmetry of the two metal atoms frontier orbitals, as described by 
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isolobal analogies (vide supra). In 1-3 nm nanoparticles, mixing can be favored by considering 
both ideas of bonding. Minimizing the perturbation resulting from introduction of a heteroatom 
often leads to position specific metal mixing, while specific interactions at a surface can drive the 
formation of novel mixed metal architectures that are otherwise not found. 
An example of mixing behavior favored by minimizing heteroatom perturbation of an 
existing lattice has been explained using the position-dependent local pressure inside a 
nanoparticle core. Position-dependent pressure is predicted to provide a driving force for 
heterometallic substitution into specific locations in the nanoclusters. For example, high pressure 
can be relieved by mixing at particular positions in the nanoparticle with solute atoms that have 
smaller atomic radii than the solvent metal. Anisotropy in the local pressure provides an 
additional handle that can result in favorable substitution of a secondary metal as well as dictate 
the final nanoparticle spatial composition architecture. Here, the local compression around 
substitution positions accumulates as the number of secondary metal atoms increases, leading to 
symmetry breaking and nanoscale phase segregation to produce core-shell nanoparticles, a 
mixing behavior governed by the accumulation of strain that is analogous to Stranski-Krastanov 
thin-film growth. Importantly, the emergence of unique coordination site sand strain fields within 
a nanoparticle core is essential in allowing mixing between metal combinations immiscible in the 
bulk, such as Au/Co.41-42 
The prevalence of specific nanoparticle architectures driving positional doping is best 
known from doped analogues of the [Au25(RS)18]
- nanocluster. [Au25(RS)18]
- is an 8 electron, 
spherical superatom with an icosahedral core and 6 octahedrally arranged Au2(SR)3 ‘staples’ 
surrounding the core. The stability of [Au25(RS)18]
- originates from a combination of electronic 
and geometric shell closings, making it the most accessible and well-studied nanocluster. A 
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number of heteroatoms have been doped into [Au25(RS)18]
-, including metals from groups X, XI, 
and XII. Due to equal valence and thus, contribution to the superatom electron configuration, a 
range in the number of Cu and Ag atoms can be introduced to the structure.43-44 In addition to 
group XI metals, group X metals Pd and Pt can be added to the [Au25(RS)18]
- framework. In this 
case, instead of the anionic cluster, the neutral cluster is formed, leading to a superatomic 
electron configuration of 1S2 1P4 and a corresponding Jahn-Teller distortion to account for the 
degeneracy of the HOMO orbitals.45 Likewise, group XII metals such as Cd and Hg can be 
doped into the Au25 framework to form the neutral version of the system that preserves the 8 
electron superatom.46 Because of the stability of 8 electron systems, only a single dopant atom 
from groups X and XII have been observed. Additionally, the position of the substitution plays a 
key role in determining how a given substitution modifies final particle properties. [Au25(SR)18]
- 
has three unique substitution positions, each of which impacts the electronic structure and 
predicted optoelectronic properties differently. The overall symmetry after heteroatom 
substitution and specific features of the heteroatom both play an important roles for controlling 
energy level structure of the system.47 
Many studies have explored position-dependent doping in [Au25(SR)18]
-, however 
compositional architecture of small bimetallic nanoparticles is an important feature across the 1–
3 nm regime. For example, Substituting both Cu and Ag into Au144(SR)60 also results in position-
dependent optoelectronic properties (Figure 4). Introducing Cu to the core of the Au144(SR)60 
nanoparticle results in the emergence of plasmonic behavior at particle sizes smaller than the 
pure gold, while Cu substitution in the surface staple layer is not predicted to induce a plasmonic 
response.48-49 
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Figure 4. Calculated absorption spectra for different composition architectures of Au(144,145)-
xCux(SH)60 nanoclusters. Numbers indicate the isomer used in calculation. (B) Shell-by-shell 
Au(144,145)-xCux(SH)60 structures with Cu substitution in staple layer (3), randomly positioned (5), 
outer core (7), and inner core (9). Figure adapted with permission from ref 49. 
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For copper substitution into a gold nanocluster, the surface staple layer is the 
thermodynamically preferred location, yet the kinetically stable architecture with Cu in the core 
is necessary to induce a plasmonic response. In general, the balance between thermodynamic and 
kinetic factors is essential for controlling nanoparticle composition architecture and resulting 
properties. Another example is magnetic Fe50Pt50 nanoparticles, which can be synthesized with 
diameters down to 3 nm. Initially these particles form disordered, face centered cubic crystal 
structures. Upon thermal annealing, the core structures rearrange to form the well known, 
thermodynamically favored L10 intermetallic phase seen in bulk PtFe.
50 The phase transition is 
essential to allow these magnetic nanoparticles to self organize into ferromagnetic thin films of 
particles, which show promise for high density magnetic recording applications. 
While many density functional theory studies have demonstrated that the relative 
position/arrangement of atoms in bimetallic nanoparticles are important for particle properties, 
gaining synthetic control of composition architecture remains difficult. In order to gain a 
continuously tunable handle on the final particle atom concentration and composition 
architecture, the particle product must be kinetically controlled, and small metal nanoparticles 
provide the unique opportunity to leverage kinetic factors during synthesis to direct the 
formation of target architectures. Millstone and coworkers leveraged the surface chemistry 
intrinsic to colloidal nanoparticle stability to mimic the diffusion-quench approach used in bulk 
alloy formation to kinetically trap controlled spatial composition architectures in bimetallic 
AuCu nanoparticles. Precursor chemistry was shown to control the kinetics of formation and 
therefore heteroatom arrangement within the nanoparticle. Here, it was found that bimetallic Au 
and Cu precursors lead to the formation of randomly mixed AuCu alloy nanoparticles, and 
separation of the metals into different precursors lead to phase segregation, with Cu being found 
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exclusively on the surface of the particle. Overall, this work demonstrates that strong metal-
ligand surface bonding raises the barrier to surface driven metal segregation to stabilize the 
randomly mixed alloy (kinetically trapped).51 
This approach was successfully employed to make 2 nm bimetallic nanoparticles of 
AuCu and AuCo with full composition tunability. Not only did this method avoid the formation 
of well known intermetallic architectures with AuCu, but Au and Co are not miscible at any 
length scale, indicating the power and generality of using the ligand shell to gain kinetic control 
of final particle architecture. Due to the colocalization of two metals into a single nanoparticle, 
new properties not accessible in the other system were realized. Upon the introduction of Cu, the 
emission wavelength seen in d ~2.0 nm Au nanoclusters was shifted as a function of percent Cu 
across the NIR by up to 100 nm, providing a compositional handle to tune emission properties.4 
Likewise, the presence of Co in the Au host lattice introduced an additional superparamagnetic 
property to the particles without losing the emissive behavior of Au, making the particles 
interesting as dual NIR-MRI contrast agents.5 
1.3.4  Surface Chemistry 
Nanoparticle surface chemistry not only provides an essential kinetic handle on particle 
formation and composition control, but also is key component of the overall nanoparticle 
electronic structure. In fact, the large percentage of surface in small nanoparticles makes the 
surface chemistry an inseparable, and often primary, determinant of nanoparticle properties. 
The primary bulk variable that describes ligand adsorption to a surface is the surface 
chemical potential, which is a measure of the free energy change upon the addition of a ligand to 
the surface. While most descriptions of small nanoparticle surface chemistry pertain to specific 
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interactions, it has been shown that the surface chemical potential is a vital parameter for 
nanoparticle isolation, even in systems with complex surface structures. Taylor and 
Mpourmpakis sampled nanoclusters with known crystal structures, and showed that formation 
and crystallization is favored when the cohesive energy of the core and the core-to-ligand 
binding energy were approximately equal (Figure 5A). The authors demonstrated that these 
interfacial interactions were at a point that balances the chemical potential at the interface. This 
result has two important consequences; 1) even though nanoparticles are kinetically trapped 
products, thermodynamic driving forces for formation are important. 2) Even though these 
clusters have atomic level texture and curvature on the surface, bulk descriptions of ligand 
bonding still apply for predicting which architectures are stable. This work introduces an 
important constraint for rational design strategies of new nanoparticles, where bulk 
thermodynamic principles are the driving force for formation and isolation of desired particle 
products.52 
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Figure 5. (A) Correlation between surface-staple binding energy and cohesive energy in the 
core. (Adapted with permission from ref 52) (B) Diversity of surface binding motifs for a 
number of common nanocluster surface ligands. (Adapted with permission from ref 53) 
 
Despite success using bulk thermodynamic descriptions of nanoparticle surface chemistry 
to describe structure and binding, molecular coordination chemistry drives many of the observed 
properties originating from the surface chemistry of 1-3 nm nanoparticles. The most well-studied 
metal-ligand combination are gold-thiolates, which are known to form a number different surface 
structures, including standard binding modes (on top, bridge, or hollow) as well as ‘staple’ 
geometries.53 Other small molecule ligands, such as halides, carbon monoxide, and phosphines 
form a variety of stabilizing surface chemistries (Figure 5B) and impact the catalytic properties 
and optical features.54 Since 40% - 90% of atoms in 1-3 nm NPs are at the surface, metal-ligand 
surface construction has a dramatic, and often deterministic, impact on final particle properties. 
While controlling the distribution of metal-ligand structure presents a synthetic challenge, there 
is also great opportunity for discovery and optimization of new nanoparticle properties. 
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An example of the profound impact the nature of the metal-ligand bond has on the 
properties of the system was demonstrated computationally by considering the calculated 
magnetic properties of cobalt nanoclusters for a suite of ligands.55 Using density functional 
theory (DFT), we showed that the nature of the bond with the surface (i.e. X-type vs. L-type) 
introduced two fundamentally different electronic effects on the nanocluster. X-type ligands are 
those that contribute one electron to the bond with the surface, and were predicted to lightly 
quench the magnetic moment of the cluster relative to the bare system. Alternatively, L-type 
ligands that bind datively to the surface were predicted to quench the magnetic moment of the 
cluster more than X-type. Overall, a correlation between the charge on the cluster and total 
magnetic moment of the cluster was observed, analogous to oxidation state dependent magnetic 
behavior in coordination complexes (Figure 6A). 
The evolution of X- and L-type ligand impact when bound to nanoparticle surfaces were 
studied as a function of size by considering a range of CoN nanoparticles (13 ≤ N ≤ 55) capped 
with Cl and PH3 model ligands. It was found that the ligand binding motif impacted the magnetic 
properties of each CoN core across the size range studied, demonstrating that the difference in 
binding motif was the main driver of magnetism in these systems. The major difference between 
the two bond types was shown to be the relative alignment between ligand binding orbitals and 
the edges of Co electronic bands. Briefly, the X-type ligand considered (Cl) exhibited agreement 
with both the energy of the hybridizing states and symmetry between the states. This allows for 
Cl to seamlessly hybridize with the entirety of the d-band and effectively extend these states 
across the surface, and therefore have little impact on the original magnetism. The L-type ligand 
considered (PH3) does not have energy alignment with the electronic states of Co, and therefore 
forms a more traditional bonding-anti bonding pair of states. The magnetic moment quenching 
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behavior observed with L-type ligands is from occupation of previously unoccupied states by the 
lone pair of PH3. The ligand-dependent magnetic moments were also shown to mediate the size 
dependence of CoNLM magnetism. In bare clusters, local coordination environment is known to 
dictate local magnetic moment, where lower coordinated metal atoms tend to have higher 
magnetic moments.56-57 Upon the addition of a ligand shell, size dependent trends persist, but are 
mediated by the identity of the ligand shell itself (Figure 6B).58 
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Figure 6. (A) Total magnetic moment as a function of core charge for Co13L12 clusters. (Adapted 
with permission from ref 55) (B) Local magnetic moment of each coordination environment in 
bare, Cl-passivated and PH3-passivated CoN nanoclusters (15 ≤ N ≤ 55). (C) Density of states for 
hybridization of Cl with Co surface atom. (D) Density of states for hybridization of PH3 with Co 
surface atom. (Adapted with permission from ref 58) 
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In addition to the nature of the Co-ligand bond being the dominant driver of overall 
nanocluster magnetism, specific molecular descriptors within each ligand class that are important 
in coordination chemistry were seen to impact the overall electronic structure and resulting 
magnetism of the clusters. First, π-backbonding was shown to cause a deviation from the 
standard charge vs. total magnetic moment correlation demonstrated across the clusters. 
Additionally, the Nephelauxetic effect was a key parameter in determining trends in within the 
X-type ligand group. In coordination complexes, the Nephelauxetic effect is secondary and can 
often be neglected in determining spin state and optical properties such as the spectrochemical 
effect. Interestingly, while both effects still exist in principle, their relative importance in 
nanoclusters is reversed relative to in coordination complexes. At a nanocluster surface, only a 
few ligands can participate in the local coordination environment of a single surface metal atom, 
the remainder will be from the surrounding particle. The combination of not being the full 
coordination sphere, lower symmetry around a surface atom, and hybridization of the d-orbitals 
with the other metal atom d-states means there is no discernible splitting for the spectrochemical 
effect to modulate. In other words, the local density of states of an atom in a nanoparticle will 
always lead to high spin electron configuration. The impact of the Nephelauxetic effect is similar 
in nanoparticles as in coordination complexes and is seen to modulate the overall spin state of the 
cluster. This is an example of how the principles from coordination chemistry need to be 
modified in order to apply to nanoparticle surfaces. 
The different behavior between X-type and L-type ligands has been shown to be 
important experimentally for the optoelectronic response of small Au nanoparticles. Here, we 
synthesized 1.7 ± 0.3 nm Au nanoparticles capped with an L-type phosphine ligand (4-
(diphenylphosphino) benzoic acid (DPPBA)). The DPPBA capped particles did not initially 
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show any photoluminescence. Upon the introduction of an X-type, thiolated ligand via ligand 
exchange, near infrared emission emerges. In addition to the difference in head group, this work 
demonstrated and secondary yet significant impact of ligand chain length on the measured 
photoluminescence figures of merit (i.e. quantum yield).59 
1.4 Summary and Outlook 
Small metal nanoparticles (1 ≤ d ≤ 3 nm) are at a unique size range where every atom 
contributes a non-negligible amount to the overall particle electronic structure and resulting 
properties. A deep connection between geometric parameters and electronic structures exists for 
both molecular and bulk systems and provides the foundation in which we understand their 
respective properties. At both length scales, the identity of each atom comprising the system and 
interactions between them provides the basis for this understanding. In 1-3 nm nanoparticles, 
which are at the intersection between discrete and continuous electronic structures, the atom 
remains the basis for describing material properties, however the length scale dictates the 
available geometric parameters that define the electronic structure. Here, we discuss each 
structural parameter available to the 1-3 nm nanoparticles, and describe how each impacts their 
electronic structure and resulting properties. We do this by pulling from classic concepts of metal 
electronic structure, including both coordination chemistry as well as bulk metals. Overall, 
concepts from each length scale extreme describe aspects of bonding in small metal 
nanoparticles, however specific interactions present in a given nanoparticle dictate the relative 
importance of these concepts. In addition, new concepts specific to the 1-3 nm length scale 
emerge (e.g. superatom theory) that are important to understand the behavior of the system.  
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The structural complexity present in small metal nanoparticles makes the atom-by-atom 
decomposition of geometry into electronic structure difficult due to distributions in particle size, 
isomers, and surface bonding that are intrinsic to colloidal samples. However, the development 
of new models that both are specific to the nanometer length scale as well as translate across 
length scales presents great potential for significant payoff. Both molecular orbital theory and 
band theory have not only shaped the way we think about molecular and bulk systems, but also 
have paved the way for development in their respective fields. Predictive models that connect the 
geometric and electronic structures of small metal nanoparticles will shape how we teach 
nanochemistry to young scientists and direct the evolution of the field over the coming decades. 
 
 29 
2.0 Impacts of Copper Position on the Electronic Structure of [Au25-xCux(SH)18]- 
Nanoclusters 
(Portions of this work were published previously and are reprinted with permission from 
Hartmann, M. J.; Häkkinen, H.; Millstone, J. E.; Lambrecht, D. S. J. Phys. Chem. C 2015, 8290-
8298. Copyright 2015 American Chemical Society.) 
2.1 Introduction 
Noble metal nanoparticles (NMNPs) show unique, size-dependent optical properties, in 
large part due to effects that specifically arise in spatially confined materials.60-63 For example, 
pseudospherical nanoparticles with core diameters between approximately 3 - 100 nm exhibit a 
localized surface plasmon resonance (LSPR) as their dominant optical feature.64-67 However at 
smaller sizes, the LSPR is no longer spectroscopically discernable due to phenomena such as 
surface dampening68 and the increasing dominance of bound electronic transitions from energy 
level discretization.69 Instead, new absorption and photoluminescent behaviors arise.70 
Understanding nanoparticle optical properties as a function of size is not only an opportunity to 
study the emergence of fundamental optical phenomena, but also to predict and leverage key 
aspects of nanoparticle electronic behaviors already used in applications such as heterogeneous 
catalysis71-73 and bioimaging.74-75 
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In recent years, studies of the electronic properties of small NMNPs (13 - 300 atoms, 1.0 
- 3.0 nm) have focused on atomically precise nanoclusters.26, 30, 76 Atomically precise materials 
allow one to directly probe how atomic structure impacts electronic properties. These well-
defined architectures also provide targets that are experimentally accessible yet small enough to 
be handled practically in silico. These systems are typically on the low end of the 1.0-3.0 nm size 
range and are electronically unique because they lie at the interface between discrete molecular 
orbital levels and the band structure observed in bulk metal materials.72 
Yet, the transition from molecular orbital structure to the band structure observed in 
metals is not a well-defined pathway in itself. The prevailing model to explain the electronic 
structure of these small NMNPs describes their stability as closed, superatomic electron shells.77-
79 Due to a high number of symmetry elements present in these clusters, groups of nearly 
degenerate orbitals are often observed, each exhibiting global symmetries that are reminiscent of 
the canonical atomic orbitals. This model is exceptionally effective for describing the stability of 
many cluster systems,78, 80 although variations in cluster geometry29, 81 and ligand shell 
architectures82-83 can produce deviations from superatom predictions.  
Whether guided by the superatom model or another description of electronic structure, 
interpretation and design of metal cluster electronic properties must incorporate the impact of 
cluster composition. Introduction of new metals into an existing and well-defined monometallic 
architecture can induce a variety of effects on both the structure and properties of the resulting 
particle including shifts in the ground state electron distribution,84-85 changes in local bonding 
patterns,86 and disruption of existing symmetries.87 However, it is currently impossible to 
synthetically tune the position of specific metal atom insertions with geometric precision,88 and 
therefore the empirical correlation of heteroatom position with NMNP electronic structure is 
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limited, although it is already known that significant effects may be induced.89 Here, simulation 
provides an ideal method to achieve the essential, atomic resolution required to correlate metal 
atom substitutions with NMNP electronic structure, and produce key insights into the 
optoelectronic impact of not only cluster composition, but also cluster compositional 
architectures.   
Herein, we present a computational study of the structural, electronic, and optical 
properties of [Au25-xCux(SH)18]
- clusters (x ≤ 2) comprehensively considering heteroatom 
position in addition to overall cluster composition. Previously, Au-Cu mixing has been shown to 
induce systematic changes in the optical behavior of NMNPs,4 where increasing Cu content leads 
to progressively red-shifted photoluminescence emission in the near-infrared. For this study, 
[Au25(SH)18]
- provides a robust starting size to establish a bottom-up understanding of electronic 
structure while still remaining experimentally relevant.30 Specifically, [Au25(SH)18]
- provides 
two crucial elements to the study: 1) it has a well-defined electronic structure and 2) the system 
has a known crystal structure with 3 symmetrically unique substitution sites, namely the middle 
(M), edge (E), and staple (S) positions. Having only 3 unique sites allows complete and 
systematic sampling of conformational space for up to 2 Cu atoms. We use simulated absorption 
spectra and other supporting electronic structure descriptors, such as electron density radial 
distribution functions (RDFs), Bader charge analysis,90 and energy level diagrams to distinguish 
and elucidate the impacts of heteroatom concentrations and geometric positions within NMNP 
electronic structure. 
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2.2 Computational Methods 
Calculations were performed using density functional theory (DFT) as implemented in 
GPAW (grid-based projector augmented wave method).91-92 Structural optimizations were 
performed using the local density approximation93 (LDA) exchange correlation functional, with a 
grid spacing of 0.2 Å, a convergence criterion of 0.05 eV/Å for the residual force, and were 
performed without a symmetry constraint. The LDA exchange correlation (XC) functional is 
known to reproduce Au-Au bond distances better than higher-level functionals.78 The GPAW 
setup for Au and Cu includes scalar relativistic corrections. The optical absorption calculations 
were completed using the relaxed structures with Casida’s formulation of linear response time 
dependent density functional theory (LR-TDDFT),94 using the Perdew-Burke-Ernzerhof95 (PBE) 
exchange correlation functional. PBE has been shown to provide good HOMO-LUMO gap 
estimates for similar Au nanoclusters at low costs compared to other XC functionals.96 Casida’s 
formulation of LR-TDDFT expands the transition in an electron-hole basis, resulting in a set of 
discrete transitions each with a given energy and oscillator strength. These discrete transitions 
were folded with Gaussian broadening of 0.05 eV into smooth curves for presenting. The 
formation energy (ΔEform) is calculated from the following stoichiometrically balanced equation. 
∆𝐸𝑓𝑜𝑟𝑚 = 𝐸[𝐴𝑢𝑥𝐶𝑢𝑦(𝑆𝐻)18
− ] + 9 ∗ 𝐸[𝐻2] − 𝑥 ∗ 𝐸[𝐴𝑢𝑓𝑐𝑐] − 𝑦 ∗ 𝐸[𝐶𝑢𝑓𝑐𝑐] − 18 ∗ [𝑆𝐻2] 
Crown ether systems were optimized with the PBE XC functional, a grid spacing of 0.2 Å, and a 
convergence criterion of 0.05 eV/ Å. 
Radial distribution functions of the change in electron density from the HOMO-LUMO 
excitation were calculated from in-house python code.  The script uses the Kohn-Sham (KS) 
occupied and virtual orbital pairs participating in the transition, weighted with the calculated 
oscillator strength as shown in the following equation: 
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∆𝜌(𝑟𝑘) = ∑ 𝑓𝑖→𝑎[𝜓𝑎(𝑟𝑘)𝜓𝑎
∗(𝑟𝑘) − 𝜓𝑖(𝑟𝑘)𝜓𝑖
∗(𝑟𝑘)]
𝑖,𝑎
 
Here, Δρ is the difference density, ψi (ψa) is an occupied (virtual) orbital, and fia is the 
corresponding oscillator strength. These RDFs are evaluated on a real-space grid, where rk is the 
distance from the center atom to the kth grid point. 
2.3 Results 
2.3.1  The [Au25(SR)18]- System 
In this study we use the experimentally solved crystal structure of the 
[Au25(SCH2CH2Ph)18]- nanocluster30 as a model system, replacing the phenylethane thiol ligand 
with a simple SH group. The structure of the [Au25(SH)18]- cluster is shown in the inset of Figure 
7 and has a central Au atom enclosed by an icosahedron consisting of 12 Au atoms. This 13 atom 
metal core is then stabilized by an octahedral arrangement of 6 staples, each consisting of 
alternating Au atoms and thiol ligands with the formula of Au2(SH)3.30, 97 The calculated bond 
lengths of each region of the cluster are in good agreement (<1%) with the crystal structure30 
(Table 1). 
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Table 1. Calculated and experimental bond lengths for each region of the [Au25(SR)18]
- cluster. 
R=H for calculations, and R=2-phenylethane thiol in crystal structure (standard deviations in 
parentheses). 
Section Average Bond Length (Å) 
Crystal Structure Bond 
Lengths (Å) 
Middle-Edge 2.77 (0.01) 0.01 (0.01) 
Edge-Edge 2.92 (0.09) 2.93 (0.06) 
Edge-Sulfur 2.38 (0.01) 2.38 (0.01) 
Au-S in Staple 2.30 (0.01) 2.32 (0.01) 
 
 
Figure 7. Calculated absorption behavior of [Au25(SR)18]
- cluster (A) absorption spectrum and 
(B) energy level diagram showing peak assignment. (Inset) [Au25(SR)18]
- structure: yellow, gold; 
green, sulfur; gray, hydrogen. 
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The discrete (red) and Gaussian folded (black) optical absorption spectrum of the 
[Au25(SH)18]
- cluster are shown in Figure 7A along with the corresponding orbital diagram 
interpretation  in Figure 7B. The electronic structure of this cluster is commonly described as an 
8 electron superatom.98 In an analysis by Aikens,99 the first peak centered at approximately 1.5 
eV is assigned to the HOMO-LUMO transition between a triply degenerate set of orbitals with P 
symmetry (HOMO, HOMO-1, and HOMO-2) and doubly degenerate orbitals with overall D 
symmetry (LUMO and LUMO+1). Throughout this study we will refer to this entire first 
absorption feature centered around 1.5 eV as the “superatomic HOMO-LUMO transition.” Note 
that the superatomic HOMO-LUMO description is different than the usual description of the 
HOMO-LUMO transition, which is calculated here as the difference between HOMO and 
LUMO orbital energies and can be seen experimentally as the onset of optical absorption. Due to 
the near degeneracies of the HOMO, HOMO-1, and HOMO-2 and the LUMO and LUMO+1 
orbitals, the superatomic HOMO-LUMO transition has 5 total orbitals participating. Both 
transitions will be discussed in the text and standard HOMO-LUMO gap is reported in Table 2. 
 
Table 2. Formation energies and HOMO-LUMO gaps for the pure Au cluster and each 
monosubstituted system. 
System Formation Energy (meV) HOMO-LUMO Gap (eV) 
[Au25(SH)18]
- 877 1.38 
Au24Cu1 (M) 821 1.17 
Au24Cu1 (E) 723 1.37 
Au24Cu1 (S) 715 1.33 
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2.3.2  Substitution Position 
 
Figure 8. Structures associated with each single position substitution of Cu in a [Au25(SH)18]
- 
cluster: yellow, gold; orange, copper; green, sulfur; gray, hydrogen. 
 
Figure 8 shows possible single copper substitution sites in [Au25(SH)18]
-. As shown in 
Table 1, substitution of a Au atom by Cu in [Au25(SH)18]
- leads to formation energies that are 
smaller, and therefore more stable. There is also a position dependence on the energy of 
formation, with the staple being the most stable substitution site, followed by the edge, and 
finally the middle position. The thermodynamic prediction of Cu in the staple is consistent with 
previous XAS measurements.100 However, because of the narrow range in formation energies, 
we can expect each position to coexist in relative ratios of approximately 1:45:60 at room 
temperature for the middle, edge, and staple positions respectively, based on a Boltzmann 
weighting procedure, where the relative amount of each isomer is determined using the following 
formula, where E is the energy of an isomer, kB is Boltzmann’s constant, and T is the absolute 
temperature. 
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[𝐼𝑠𝑜𝑚𝑒𝑟 𝑗]
[𝐼𝑠𝑜𝑚𝑒𝑟 𝑖]
=
𝑛𝑗
𝑛𝑖
𝑒
𝐸𝑖−𝐸𝑗
𝑘𝐵𝑇  
The added stability is likely due to the presence of Au-Cu bonds, which have been shown to be 
more stable than either Au-Au or Cu-Cu bonds.101 
As shown in Table 2 the calculated HOMO-LUMO gap of the pure Au cluster is 1.38 eV, 
consistent with the experimentally measured onset of absorption.102 The substitution of Cu in the 
center of the cluster induces a closing of the HOMO-LUMO gap by 0.21 eV, to 1.17 eV, 
consistent with previous reports.103-104 The asymmetric substitutions in the edge or staple do not 
induce a large change in the HOMO-LUMO gap, which remain at 1.37 and 1.33 eV, 
respectively.  These HOMO-LUMO gaps calculated are in qualitative agreement with a report by 
Negishi et al., where they use a hybrid DFT functional, to model the substitution of Cu into 
[Au25(SH)18]
-.104 
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Table 3. Bader charges for [Au25(SH)18]
- and corresponding monosubstituted clusters.a 
 
aShows net charge on each metal atom (in e) as a function of position in the cluster (when there 
is more than one atom at a given position in the cluster, averaged values are reported with 
standard deviation in parentheses). 
 
Table 3 shows the atoms-in-molecules Bader charge analysis,90 listed by each metal atom 
type and sorted by position within the cluster. In the pure Au cluster, the center atom assumes a 
slightly negative charge of -0.10 |e|. All other Au atoms in the cluster are slightly positive, 
scaling with increasing proximity to electronegative sulfur atoms. Each of the 18 sulfur atoms 
accumulates an average charge of -0.13 |e|, which together with the metal atoms comprise the 
overall cluster charge of -1. When Cu is substituted at any position, the effect of the 
electronegativity difference between Au (2.54) and Cu (1.90) becomes apparent. When Cu is in 
the center of the cluster, the charge at the middle atom changes by almost half on an electron to 
+0.35. The same trend is also true for the edge and staple substitutions. Copper assumes a partial 
positive charge of 0.37 and 0.38 respectively. The presence of Cu also has a slight impact on the 
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partial charges on the nearby Au atoms. For example, when Cu is on the edge, the middle Au 
atom assumes a slightly more negative charge of -0.15 |e|. The overall distribution of electron 
density is a function of both the local and global arrangement of the electronegative atom 
impurity in the cluster, comparable to the ground state partial charges of traditional organic 
molecules containing heteroatoms. The complete Bader charge analysis for each doubly-
substituted system is summarized in Table 4. 
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Table 4. Summary of the atomic Bader charges (in e) of each [Au23Cu2(SH)18]
- system (standard 
deviation is indicated in parentheses) 
System Metal Type 
Position in Cluster 
Middle Edge Staple 
ME 
Au - -0.02 (0.02) 0.08 (0.01) 
Cu 0.33 0.33 - 
MS 
Au - -0.01 (0.01) 0.08 (0.01) 
Cu 0.33 - 0.42 
ES 
Au -0.15 0.01 (0.03) 0.07 (0.01) 
Cu - 0.34 0.35 
SS non 
Au -0.09 0.01 (0.02) 0.08 (0.01) 
Cu - - 0.39 
SS adj 
Au -0.09 0.01 (0.02) 0.08 (0.01) 
Cu - - 0.39 
EE adj 
Au -0.19 0.00 (0.03) 0.07 (0.02) 
Cu - 0.36 - 
EE non 
Au -0.18 0.00 (0.02) 0.07 (0.01) 
Cu - 0.37 - 
EE opp 
Au -0.20 0.00 (0.01) 0.07 (0.01) 
Cu - 0.37 - 
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The absorption spectra for [Au25(SH)18]
- and each monosubstituted system are shown in 
Figure 9A, and are in good agreement with those reported by Negishi et al.104 The presence of a 
single Cu at any position does not change the overall shape of the absorption spectrum from the 
pure Au cluster, however Cu induces position dependent variations in each simulated spectrum. 
For example, when Cu is in the center of the cluster, the HOMO-LUMO gap shrinks and 
produces an overall red-shift in each absorption feature. A Cu atom at the edge position results in 
a slight blue-shift of the absorption maximum of the HOMO-LUMO transition and a broadening 
in the HOMO-LUMO peak. Finally, Cu in the staple position produces a new absorption feature 
just below 2.0 eV, that is not observed either in [Au25(SH)18]
- or in the spectra of clusters 
substituted at middle and edge positions. Taken together, these data suggest that there is a 
general absorption motif (e.g. number and relative intensity of electronic transitions) for the 
[Au24Cu1(SH)18]
- clusters, but also that the energy (and possibly splitting) of these transitions 
varies significantly with compositional architecture (i.e. not stoichiometry alone). We consider 
below the impact of substitution at each geometric position.  
It should be noted that heteroatom substitution may change the geometry of the cluster 
and that these distortions, not the presence of the heteroatom itself, may result in the electronic 
structure changes observed. For example, a possible explanation for the closing of the HOMO-
LUMO gap when Cu is in the middle could be due to a contraction of the crystal structure: the 
shorter Au-Cu bond distance could produce a destabilization, causing the HOMO-LUMO gap to 
close. To test this, we performed single point calculations for [Au25(SH)18]
- with the 
[Au24Cu1(SH)18]
- (M) geometry, and [Au24Cu1(SH)18]
- (M) at the [Au25(SH)18]
- geometry. In 
each case the HOMO-LUMO gap was independent of the structure, implying that the HOMO-
LUMO gap, and therefore the red-shift in absorption, was a function of the identity of the atom 
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in the center and not geometric deformation induced by the substitution. This effect dominates 
all other Cu-induced effects for systems with 2 or fewer Cu atoms. 
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Figure 9. (A) Absorption spectrum of [Au25(SH)18]
- and each singly substituted cluster (dashed 
line at HOMO-LUMO maximum absorption for visual aid). (B) Radial charge redistribution of 
HOMO-LUMO transition for each system (dashed lines indicated radial positions of metal atoms 
on the edge and staple). 
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2.3.3  Middle 
When Cu is substituted for the central atom in the cluster, a significant red shift (0.2 eV 
for HOMO-LUMO transition) in each absorption feature is observed. Figure 9B shows the RDF 
of the change in electron density induced from the HOMO-LUMO transition for each 
monosubstituted system and the pure Au cluster, and shows the difference in transition between 
the [Au25(SH)18]
- and [Au24Cu1(SH)18]
- (M) clusters. For the pure Au cluster, the HOMO-LUMO 
transition shows a well-defined shell-like structure that involves a depletion of electron density 
inside the Au13 core and near the Au atoms in the staples, and slight accumulation at the center 
atom, just outside the edge of the core, and at the tip of the staple. Overall, the presence of Cu on 
the edge or in the staple has little impact on the induced density of the HOMO-LUMO transition, 
however the presence of Cu in the middle qualitatively changes the behavior near the center 
atom. Instead of accumulation of electron density near the center atom, only depletion is 
observed inside the core of the cluster, and an increase of density near the edge and staple is 
observed.  
To test whether Cu in the center is the primary factor in determining the HOMO-LUMO 
gap, we studied systems containing a middle Cu atom with a second Cu atom also placed in one 
of two positions, either the edge or staple site. Figure 10A shows the absorption spectra for each 
of these systems along with [Au25(SH)18]
- for comparison. In all cases with Cu in the middle 
position, the reduction in HOMO-LUMO gap and induced red-shift in absorption spectrum is 
observed. The RDFs of induced density for the HOMO-LUMO transition are shown for each of 
these systems, revealing the same behavior as the system with only Cu in the middle (Figure 
10B). In each case, only depletion is observed inside the core of the cluster. Isosurfaces of the 
LUMO orbitals elucidate the origin of the difference in electron density redistribution and are 
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shown in Figure 10C for the [Au25(SH)18]
- and each system with Cu in the middle. When Cu is in 
the middle position, the amplitude of the LUMO near the center atom position is diminished by 
64% (difference in maximum orbital amplitude near atom center), inhibiting electron density 
accumulation at the center during the transition. 
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Figure 10. (A) Absorption spectrum for each system with a middle Cu atom (dashed lines 
indicate max absorption of HOMO-LUMO transition) (B) Radial charge redistribution induced 
from HOMO-LUMO transition (dashed lines indicate radial positions of metal atoms on the edge 
and staple) (C) Isosurface of HOMO and LUMO orbital for [Au25(SH)18]
- and [Au24Cu1(SH)18]
- 
(M). 
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2.3.4  Edge 
In addition to the monosubstituted system, three different systems with Cu on the edge 
were considered. Each system has a second Cu atom on the edge in one of three symmetrically 
unique positions relative to the first Cu atom: adjacent (adj), non-adjacent (non), and opposite 
(opp), as shown in the insets of Figure 11A. Together, these three systems provide a window into 
the correlation between relative heteroatom position and the final cluster electronic structure. 
The absorption spectra of each system with Cu on the edge are compared to the pure Au 
cluster in Figure 11A. As the number of Cu atoms on the edge is increased from 0 to 2, the 
maximum absorption of the HOMO-LUMO peak is systematically blue-shifted (from 1.52 eV to 
1.63 eV). While the onset of absorption also varies with Cu atom position, the magnitude is 
much smaller. These trends may be explained by examining the superatomic HOMO and LUMO 
orbital energies. Here, the HOMO and LUMO energy levels remain relatively constant, leading 
to only small changes in the onset of absorption. However, there is significant variation in the 
relative energies of the HOMO, HOMO-1 and HOMO-2 (as well as the LUMO and LUMO+1) 
for each of the doubly-substituted systems (as a function of both absolute Cu position as well as 
Cu positions with respect to one another). These variations lead to the blue-shift of the 
absorption maxima in the first electronic transition. 
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Figure 11. (A) Absorption spectra of the pure Au cluster and each system with Cu on the edge 
(dashed lines indicate absorption onset and max HOMO-LUMO absorption) (Inset) core 
structures of each edge system (B) Energy difference between 3 degenerate orbitals with P 
symmetry that make up the HOMO and near HOMO orbitals. 
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For the systems considered, ΔE (difference in energy between HOMO and HOMO-2) is a 
function of both the number and arrangement of Cu atoms on the edge. In the pure Au cluster, 
these orbitals are nearly degenerate (ΔE = 0.029 eV). However, the average energy difference 
between these three orbitals for systems with two Cu atoms on the edge is 0.137 eV. Not only is 
the degeneracy of these three orbitals dependent on the number of Cu atoms at an edge site, but 
also the relative positions of those Cu atoms with respect to one another (Figure 11B). For 
example, the energy spread for systems with two Cu atoms on the edge differ by 0.047 eV, 
almost double the original ΔE of these orbitals.  
These calculations also highlight how the relative position of the copper atoms can 
change the absorption behavior, and which orbitals from the pure Au cluster respond to the 
presence of a heteroatom at a given position. Together, these observations provide a physical 
basis for how the original [Au25(SH)18]
-  degeneracy is lifted. The difference in energy for the 
system with a single Cu on the edge is primarily from the increase in energy of only one orbital. 
Specifically, this orbital has the Cu atom residing directly on the lobe of one superatom HOMO 
P orbital, and at the node of the other two superatom HOMO P orbitals. The position of copper 
relative to the HOMO P orbital lobes is responsible for determining which orbitals are affected 
by the presence of copper, and therefore the spread in HOMO orbital energies (Figure 12). 
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Figure 12. (A) Energy level diagram for [Au25(SR)18]
- and each system with Cu at edge 
positions. (B) HOMO, HOMO-1, and HOMO-2 orbitals for [Au24Cu1(SR)18]
- edge system 
demonstrating orientation of superatomic P orbitals with respect to Cu heteroatom. 
 
This composition and position dependent symmetry-breaking phenomenon discussed for 
the HOMO-LUMO transition is also observed for the higher energy peaks in the absorption 
spectra of these edge systems. Each transition arises from collections of near-degenerate orbitals 
whose degeneracies are lifted by Cu breaking various symmetries responsible for the 
degeneracies. This is manifested in the absorption spectra by the relative intensity and width of 
each absorption feature. If fewer symmetry elements exist, more individual transitions will be 
present, but each will be less intense, causing the absorption profile to appear broadened and 
have a smaller relative maximum oscillator strength than that of a system with higher symmetry. 
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2.3.5  Staple 
Three systems with Cu in the staple were considered; a single substitution (each Cu is 
symmetrically equivalent), a double substitution in the same staple, and a double substitution in 
different staples, providing a probe of the effect of substitution on the relative Cu position within 
the staples. The absorption spectra of each staple system along with [Au25(SH)18]
- are shown in 
Figure 13A. There is a small red-shift (0.015 eV per Cu atom) in the maximum absorption 
wavelength of the HOMO-LUMO transition. This red-shift is due to a slight lowering of the 
LUMO energy that can be seen in Figure 13B. The degeneracy in the superatom HOMO orbitals 
is also affected by each arrangement of Cu atoms in the staple, this effect seems to be unique for 
each system considered. 
 52 
 
Figure 13. (A) Absorption spectra of the pure Au cluster and each system with Cu in the staple 
(dashed lines indicate HOMO-LUMO max absorption (B) Energy level diagram for each staple 
system showing the emergence of new energy levels (dashed lines) (C) Orbital isosurface of the 
HOMO-3 for [Au25(SH)18]
- and [Au24Cu(SH)18]
- (S) clusters. 
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Apart from a relatively small impact on the HOMO-LUMO transition, Cu in the staple 
also has an impact on a set of nearly degenerate orbitals below the HOMO orbital energy, 
namely the HOMO-3 and HOMO-4. The isosurface of the HOMO-3 for the pure Au cluster and 
the [Au24Cu1(SH)18]
- (S) cluster are shown in Figure 13C. The HOMO-3 orbital in the pure gold 
cluster is delocalized across a number of staples in a regular bonding/antibonding pattern, and 
consists of atomic Au d and sulfur p orbitals. Each of these degenerate orbitals in the 
[Au25(SH)18]
- cluster has a similar character, the difference resulting from which staples are 
participating.  
The inclusion of Cu in one of the staples completely changes the spatial arrangement of 
the aforementioned orbital by localizing it near the Cu atom, while maintaining the same 
underlying atomic orbital character. The most striking impact of the new orbital arrangement is 
the 0.2 eV destabilization in orbital energy that lifts the original degeneracy. In this case, lifting 
the degeneracy results in moving the orbital energy into a gap in the electronic structure, similar 
to a defect state in doped semiconductors.105 This new state causes a new feature to arise in the 
absorption spectrum (Figure 13A), that is not present in [Au25(SH)18]
-. This peak involves 
absorption from the new, destabilized orbital to the degenerate LUMO set of orbitals.  
Adding a second Cu to the same staple further increases the energy of this newly 
destabilized orbital. Therefore, the new peak is red-shifted and appears on the high-energy edge 
of the HOMO-LUMO transition feature, resulting in an apparent broadening of this peak. When 
a second Cu atom is spatially isolated in a different staple, it has the same effect as the first 
substituent atom, but this time on a different orbital. These two new orbitals effectively create a 
new degeneracy that is closer to the Fermi level, making the Cu induced absorption feature more 
intense due to a second contributing resonance. In summary, adding each Cu atom to a staple has 
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some well-defined effect. This impact is either additive when the Cu atoms are contained in the 
same staple motif, or two individual effects when the Cu atoms are spatially isolated in different 
staples. 
2.4 Discussion 
One of the most striking atomic property differences between Au and Cu is the difference 
in electronegativity. Due to relativistic effects,106 Au has the highest Pauling electronegativity of 
all transitions metals, with a value of 2.54. The electronegativity of Cu is 1.90 on the same scale, 
leading to polar Au-Cu bonds, and therefore partial charges, in the systems containing both 
elements. This situation can be compared to the ground state electron distribution in classic 
organic systems containing heteroatoms. For example, in a 1971 paper, Roald Hoffmann 
describes how electronegativity can be used to modulate the energy level structure in organic 
molecules, specifically the frontier orbitals.107 Using the HOMO and LUMO orbitals of an 
azulene molecule, Hoffmann describes that adding a more electronegative atom, like nitrogen, to 
a region of high electron density will have a stabilizing effect for a given orbital. This general 
principle is often used in designing molecules in the fields of organic and molecular 
electronics.108,109 Our current data suggest that the stabilizing effect of electronegative elements 
in electron dense regions of a molecule, may have an analogy in the electronic structure of mixed 
metal cluster systems such as those considered here.  
For example, we can consider the HOMO and LUMO electron distribution induced by 
Cu substitution in the [Au25(SH)18]
- clusters. Here, the HOMO exhibits a large amplitude near 
the center of the cluster, while the LUMO is more centered on the edge of the cluster.  
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Substituting the less electronegative Cu atom in the center will therefore destabilize orbitals with 
density primarily at the center, such as the HOMO, and stabilize other orbitals, like the LUMO. 
These changes in orbital energies would result in a decrease in the overall HOMO-LUMO gap, 
as is observed when Cu is substituted in the middle of the cluster. The same effect can be seen 
when Cu is on the edge, but here, symmetry begins to play a dominant role in the observed 
properties. The frontier orbital isosurfaces for Cu atom substitutions on the edge or staple is in a 
region with a non-zero amplitude for only one of the three HOMO orbitals. In two of the HOMO 
orbitals, the Cu atom is positioned at a node, but since the P orbitals together are spherically 
symmetric; the third P orbital must have Cu at the tip of its lobe. This orbital is higher energy 
due to electronegativity (vide supra), and therefore the orbital is responsible for the lifting of 
degeneracy. This same symmetry induced splitting can be seen in the LUMO orbitals as well, 
forcing the HOMO-LUMO peak to broaden, further increasing the symmetry-breaking induced 
broadening. Finally, the influence of Cu atom geometric position on the HOMO and LUMO 
orbital splitting patterns explains how the various arrangements of Cu on the edge result in 
several different peak widths and peak shapes, while maintaining a similar onset of absorption. 
In other words, each symmetry will produce a different orbital pattern, causing each of their 
HOMO-LUMO peaks to have a distinct shape. 
A previous report, using Ag as a heteroatom, also studied the impact of substitution on 
the electronic structure of [Au25(SH)18]
- as a function of position.89 Here, the authors considered 
substitution at the middle, edge, and staple. Because silver’s electronegativity (1.93) is very close 
to that of copper (1.90), it provides a good test for our hypothesis that electronegativity is the 
driving force for these electronic structure changes. In the work by Guidez et al., single Ag 
substitution showed a similar 0.20 eV closing of the HOMO-LUMO gap when Ag is in the 
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middle.  They found the most stable position for Ag substitution was on the edge of the cluster, 
and demonstrated that various Ag arrangements on the edge produced a variety of HOMO-
LUMO transition peak shapes.  Each of these observations is consistent with our hypothesis that 
electronegativity and symmetry are driving the observed electronic features. 
The orbital localization observed when Cu is placed in the staple is different from the 
previously discussed behaviors largely due to the staple being removed from the high electron 
density regions of the HOMO and LUMO that primarily exist in the core. If electronegativity is 
driving the differences in optical behavior at other Cu positions, we hypothesized that it would 
also control the electronic structure when a Cu atom was substituted in a staple site. In order to 
test how electronegativity impacts the electronic structure in a structurally analogous small 
molecule system, we modeled a crown ether molecule, 12-crown-4 (structures in Figure 14). The 
ring geometry of the crown ether may be used to mimic a geometry similar to the one formed by 
the staples in [Au25(SH)18]
-. The oxygen positions in 12-crown-4 provide a place to substitute a 
less electronegative heteroatom, such as sulfur, conserving a geometry and chemistry that can be 
observed experimentally.110 
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Figure 14. Structures of two crown ether molecules considered, 12-crown-4 with 4 oxygen 
atoms and a structure with a sulfur substitution at one of the original oxygen positions. Cyan, 
oxygen; green, sulfur; gray, carbon; white, hydrogen. 
 
Figure 15. (A) Energy level diagram and (B) HOMO-HOMO-2 orbital isosurface for 12-crown-
4 with 4 oxygen atoms and 3 oxygen and one sulfur atom. Cyan, oxygen; green, sulfur; gray, 
carbon; white, hydrogen. 
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The three highest energy occupied orbitals in 12-crown-4 are nearly degenerate, have the 
same bonding character, and are delocalized over a portion of the structure. This is similar to the 
HOMO-3 and HOMO-4 orbitals in [Au25(SH)18]
-, which are the orbitals Cu influences when 
placed in the staple of the cluster. When sulfur replaces one of the oxygen atoms in 12-crown-4, 
the degeneracy of these orbitals is lifted and the resulting orbital is localized at the 
electronegative substitution site, as shown in Figure 15B. In both the 12-crown-4 and 
[Au25(SH)18]
- systems the impurity changes the ground state electron distribution and 
destabilizes a single, specific orbital that is localized at the impurity. These perturbations create a 
new energy level structure, and in the case of the [Au25(SH)18]
- cluster, they result in the creation 
of energy levels between the HOMO-2 and HOMO-3 of the original cluster. The introduction of 
these states results in an entirely new absorption feature in the cluster absorption spectrum – a 
potentially important spectroscopic signature. 
2.5 Conclusion 
The changes in electronic properties induced by introducing Cu to a Au nanocluster can 
be summarized within two main descriptors, namely symmetry and electronegativity. When Cu 
is placed in the middle of the cluster, no symmetry elements are broken and therefore no 
symmetry-induced effects are observed. However, there is a large effect on the HOMO-LUMO 
gap as a result of electronegativity. With Cu on the edge or in the staple, the effect of symmetry 
becomes important. Breaking symmetries can have a dramatic impact, including changing the 
energy spacing of a group of initially degenerate orbitals, as seen when Cu is on the edge, to a 
redistribution of the systems energy levels. Both of these effects can introduce defect states in 
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previously empty regions of energy space. However, the impact of electronegativity remains 
important in determining the nature of each induced effect. Taken together, symmetry and 
electronegativity can be used as design principles to tailor the electronic structure of a metal 
nanocluster, and provide incentive to gain better structural control in mixed-metal nanoparticle 
synthesis. 
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3.0 Copper Induces a Core Plasmon in Intermetallic Au(144,145)-xCux(SR)60 Nanoclusters 
(Portions of this work were published previously and are reprinted with permission from Malola, 
S.; Hartmann, M. J.; Häkkinen, H. J. Phys. Chem. Lett. 2015, 515-520. Copyright 2015 
American Chemical Society.) 
3.1 Introduction 
Nanometer-scale, ligand-stabilized gold nanoclusters have emerged as a novel form of 
nanoscale matter with potential applications in molecular electronics, optics, sensing, drug 
delivery, and biolabeling.111-115 Tremendous advances have been achieved in understanding their 
stability and structure due to contributions from synthetic work, X-ray crystallography, and 
density functional theory computations.28, 53, 116-121 Aside from pure gold nanoclusters stabilized 
by metal-ligand surface chemistry, recent work has started to explore the properties of 
intermetallic clusters, where gold is the host material doped by silver, copper, palladium, or 
platinum.4, 43-44, 48, 122-135 The use of gold and thiols is not only beneficial to protect the easier-
oxidized metals in intermetallic compounds, but the presence of even small amounts of the other 
metals has been shown to modify the electronic structure of the particle as a whole, demonstrated 
by clear chances in the catalytic activity, optical absorption and photoluminescence. 
Understanding how inclusion of other metal in gold clusters affects the electronic structure and 
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optical properties is crucial to better engineer these novel nanomaterials. Considering these 
bimetallic systems in the presence of a stabilizing ligand layer is particularly important because 
ligands are known to modify the cluster electronic structure with respect to their ligand-less 
bimetallic nanocluster counterparts, opening up potential for new properties from the synergistic 
combination of surface chemistry and metal composition.136  
Recently, the Dass group has reported a strong enhancement of optical absorption of 
copper-doped Au144-xCux(SR)60 clusters, which differs dramatically from the behavior of 
corresponding silver-doped clusters.48 With 8 ≤ x ≤ 25, a strong, plasmonic-like absorption 
develops around 520 nm, while mixing of silver into Au144(SR)60 creates multiple peaks in the 
visible range.127 We have previously128-129 studied the electronic structure and optical properties 
of Au144-xAux(SR)60 (X ≤ 60) nanoclusters and will concentrate here on a detailed study of how 
copper doping in Au144(SR)60 changes the electronic structure and optical absorption. We find 
that copper behaves drastically different from silver and will show that the enhancement of 
absorption in the range of 500-600 nm is dominantly caused by interband effects due to 
alignment of Cu(3d) and Au(5d) band edges. To the best of our knowledge, this is the first 
detailed computational study of intermetallic thiol-stabilized gold-copper clusters in the size 
range where the clusters’ properties are at the border between “molecular” and “metallic” 
regimes. 
We considered several plausible cluster models for Au(144,145)-xCux(SR)60 with the same 
overall geometry, based on the structure proposed first for Au144(SR)60 by Lopez-Acevedo et al. 
in 2009.137 Although the precise structures of these compounds are still not known from 
experiments, our precious work has shown that the computed X-ray powder diffraction function, 
optical absorption, and electrochemical properties of the model cluster Au144(SR)60 are in very 
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good agreement with experimental data for organo-soluble clusters Au144-146(SR)59-60.
34, 138-145 
Our model has an icosahedral-based 114/115-atom metal core built out of two Mackay shells 
(M1, 12 sites and M2, 42 sites) and one anti-Mackay (AM, 60 sites) shell. Depending on whether 
the atom site at the origin is filled or not, the core has 115 or 114 atoms, respectively. 
Additionally, the core is protected by 30 RS-Au-SR units. This “divide and protect” geometrical 
motif146 is frequently found in the structurally defined thiolate-protected gold nanoclusters as 
well as in thiolate monolayers on gold surface.53 Placement of the 30 RS-Au-SR units on the 
core is chiral, which also induces a slight chiral distortion to the 60-atom AM surface layer of the 
core. Since we focus the analysis on the metal core, the chemical groups (SR) of the ligand layer 
were modeled by simple SH groups. Others147 have recently studied variants of this geometry, 
which differ from the original model137 only by organization of the relative orientations of the 
RS groups in the RS-Au-SR motifs with respect to the approximately linear S-Au-S axis (this 
creates conformers similar to the anti/syn conformers in alkane stereochemistry). 
3.2 Computational Methods 
We used density functional theory (DFT) with projector augmented waves (PAW) as 
implemented in the real-space grid code, the grid projector augmented wave (GPAW) program 
package148-149 to study the ground state electronic structure and optical absorption of clusters 1-
10 and the all-gold Au144(SH)60 as reference. A simple SH ligand was used in place for the 
thiolates (SR = SH). For the PAW setup, the atomic valence was defined as Au(4d106s1), 
Cu(3d104s1), S(3s23p2), and H(1s1), with scalar-relativistic effects included for Au and Cu. 
Optimization of the clusters were preformed without a symmetry constraint, with grid spacing of 
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0.2 Å, and until the residual forces were below 0.05 eV/Å. The local density approximation 
(LDA)78 was used for the structural optimizations, based on the previous experience that LDA 
reproduces the experimental metal-metal distances better than the GGA-based functionals. 
Angular momentum resolved projected density of states analysis of the ground state “superatom 
orbitals” was performed by projection of the Kohn-Sham orbitals to the center of mass of the 
structures in a sphere with radius of 7.7 Å.28 A similar atom-centered analysis in spheres of 1.4 A 
radius was done in order to locate the metal d and sp bands. Distribution of charge in the metal 
core was analyzed by using the Bader method.150 Optical spectra were calculated with linear 
response time-dependent density functional theory (LR-TDDFT), as implemented in the GPAW 
package,151 and the PBE-GGA functional for the exchange-correlation kernel152 and a grid 
spacing of 0.25 Å were used. The nature of the optical transitions was analyzed at selected 
excitation energies by examining contributions of particle-hole excitations to a given peak (the 
transition contribution map, TCM) and visualizing induced densities using our recently published 
method based on time-dependent density functional perturbation theory (TD-DFPT).31 Formation 
energy (Eform) of the clusters 1 – 10 was evaluated from the stoichiometric formula: 
𝐸𝑓𝑜𝑟𝑚 =
𝐸[𝐴𝑢𝑥𝐶𝑢𝑦(𝑆𝐻)60] + 30𝐸[𝐻2] − 𝑥𝐸𝐴𝑢,𝑓𝑐𝑐 − 𝑦𝐸𝐶𝑢,𝑓𝑐𝑐 − 60𝐸[𝑆𝐻2]
𝑥 + 𝑦
 
Where EAu,fcc and ECu,fcc are the energies per metal atom in the respective optimized fcc 
bulk structure and all energies are calculated from the LDA approximation. 
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3.3 Results and Discussion 
 
Figure 16. Model structures 1-10 used in the calculations. Orange, gold; blue, copper; yellow, 
sulfur; white, hydrogen. 
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Table 5. Occupation of the Mackay (M1, 12 sites and M2, 42 sites) and Anti-Mackay (AM, 60 
sites) shells of the 114/115-atom metal core in clusters 1 to 10.a 
Cluster Origin M1/12 M2/42 AM/60 Composition # Metal 
1 0 Au12 Au42 Au60 Au143Cu(SH)60 144 
2 Cu Au12 Au42 Au60 Au144Cu(SH)60 145 
3 0 Au12 Au42 Au60 Au114Cu30(SH)60 144 
4 0 Cu12 Au42 Au60 Au132Cu12(SH)60 144 
5 0 Au10Cu2 Au30Cu12 Au50Cu10 Au120Cu24(SH)60 144 
6 0 Au12 Au30Cu12 Au50Cu10 Au120Cu24(SH)60 144 
7 0 Au12 Au42 Au36Cu24 Au120Cu24(SH)60 144 
8 0 Cu12 Au30Cu12 Au60 Au120Cu24(SH)60 144 
9 Cu Cu12 Au30Cu12 Au60 Au120Cu25(SH)60 145 
10 Au Cu12 Au30Cu12 Au60 Au121Cu24(SH)60 145 
aThe center position is denoted by “origin.” All cores are protected by the same (HS-metal-
SH)60 ligand shell, giving the total count of the metal atoms 144 or 145. 
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Ten structures were considered (structures shown in Figure 16 and described in Table 5, 
labeled 1-10), where the number of metal atoms is either 144 (clusters 1, 3-8) or 145 (clusters 2, 
9, 10) and the number of copper atoms is between 1 and 30. We created structures where the 
dopants are placed symmetrically (2, 4, 8-10) or asymmetrically/”randomly” (5-7) over the 
various shells in the metal core as well as two cases where Cu is in the ligand shell (1, 3). All 
clusters were relaxed to a local energy minimum and their electronic structure and optical 
absorption was computed and analyzed using linear response time dependent density functional 
theory (LR-TDDFT) and time dependent density functional perturbation theory (TD-DFPT) (see 
details in the Computational Methods section). 
 
 
Figure 17. Formation energies per metal atom (Eform) of 1-10. For reference, the formation 
energy of all-gold Au144(SH)60 is 115 meV/metal atom (dotted horizontal line). 
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Table 6. Local Bader charges in (in e) of atomic shells for clusters: Au144(SH)60, (2) 
Au144Cu(SH)60, (3) Au114Cu30(SH)60, and (9) Au120Cu25(SH)60. O denotes the site at the origin, 
M1 and M2 are the Mackay shells, AM is the anti-Mackay shell, and L is the (HS-metal-SH)30 
ligand shell. 
 
 
Figure 17 shows the calculated formation energies (Eform) for each structure. All 
formation energies are positive meaning that there is an energy penalty to form the clusters with 
respect to the bulk reservoirs (SH2 and the fcc bulk phase of the metals; see the formula for Eform 
in the Computational Methods section). The reference value for Eform is 115 meV per metal atom 
for the all-gold Au144(SH)60. Two interesting minima of Eform are observed, for clusters 3 and 9, 
corresponding to 30 Cu atoms in the ligand shell (3) and 25 Cu atoms at the center of the core 
(9). We defer the discussion of the including of Cu in the ligand shell to the end of the paper and 
discuss the other systems first. Cluster 9 has the composition Au120Cu25(SH)60, comprising a Cu 
atom at the origin, 12 Cu atoms in the M1 shell, and 12 Cu atoms in the M2 shell in symmetric 
positions with respect to M1 (formatting the 12 icosahedral vertices of M2). In all the cases, the 
bonding between copper and gold involves a clear transfer of electron charge to the more 
S4 
"
 
 
 
"Table S1: Local charges (in |e|) analysed using the Bader method of the atomic shells for 
clusters: ref) Au144(SH)60, (2) Au144Cu(SH)60, (3) Au114Cu30(SH)60, and (9) Au120Cu25(SH)60. 
The notation of the shells is as in the main text, O denoting the site at the origin, M1 and M2 
being the Mackay shells, AM anti-Mackay and L the (HS-metal-SH)30 ligand shell."
 
 
 
 
 
Full reference 54: 
Enkovaara, J.; Rostgaard, C.; Mortensen, J. J.; Chen, J.; Dulak, M.; Ferrighi, L.; Gavnholt, J.; 
Glinsvad, C.; Haikola, V.; Hansen, H. A.; Kristoffersen, H. H.; Kuisma, M.; Larsen, A. H.; 
Lehtovaara, L.; Ljungberg, M.; Lopez-Acevedo, O.; Moses, P. G.; Ojanen, J.; Olsen, T.; 
Petzold, V.; Romero, N. A.; Stausholm-Moller, J.; Strange, M.; Tritsaris, G. A.; Vanin, M.; 
Walter, M.; Hammer, B.; Häkkinen, H.; Madsen, G. K.; Nieminen, R. M.; Norskov, J. K.; 
Puska, M.; Rantala, T. T.; Schiotz, J.; Thygesen, K. S.; Jacobsen, K. W. Electronic Structure 
Calculations with GPAW: A Real-Space Implementation of the Projector Augmented-Wave 
Method. J. Phys: Condens. Matter 2010, 22, 253202. 
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electronegative gold atoms (see Table 6 of atomic Bader charges for clusters 2, 3, and 9). It is 
very interesting to note that a simple change, trading a copper atom to a gold atom at the origin 
in cluster 10 of composition Au121Cu24(SH)60 affects the energetics appreciably, i.e., making 10 
less favorable that 9 by about 5 meV per metal atom or 0.725 eV per cluster. Our results clearly 
predict that (i) since the formation energy of 7-10 is smaller than the referece (115 meV per 
metal atom), it is possible for gold-copper metal mixing to be formed by a thermodynamic 
driving force in Au144(SH)60 clusters (ii) the preferable doping positions for copper are 
symmetric within the inner core. This is contrary to our earlier theoretical finding for similar 
intermetallic gold-silver Au144-xAgx(SH)60 (x = 30, 60) where the optimal positions for silver 
were found to be in the 60-atom AM shell at the surface of the metal core.129 
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Figure 18. Optical absorption spectra of Au144(SH)60 and (2) Au144Cu(SH)60. 
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Figure 19. Computed optical absorption spectra of 1-10 as compared to the all-gold Au144(SR)60 
cluster. The individual transitions are broadened by a Gaussian of 0.1 eV width. 
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Even the simplest possible addition (copper atom in the central vacancy of Au144(SH)60) 
increases the oscillator strength of transitions in the Au144 spectrum at around 540 nm, 440, and 
380 nm (Figure 18). In addition, figure 19 shows the computed absorption spectra of each 
structure and compares them to the spectrum for Au144(SH)60,
31 demonstrating that the inclusion 
of copper changes the absorption features dramatically. Spectra of 8, 9, and 10 display a single, 
broad, and strong feature peaking at about 560-570 nm. These clusters have 24 to 25 copper 
atoms in symmetric positions in the inner core (M1 and M2 shells, and at origin, see Table 5) and 
are also energetically favorable ones (Figure 17). The enhanced absorption peak around 560-570 
nm of 8, 9, and 10 agrees qualitatively very well with the recent observation from Dass group, 
who reported a formation of a “plasmon-like” absorption peak around 520 nm in intermetallic 
Au144-xCux(SR)60 clusters, where x ≤ 23.48 
It is well-known that due to relativistic effects, the electronic structure (particularly the s-
d gap) of a single gold atom is closer to copper atom than that of silver.153 In the bulk phase, the 
upper edge of the Cu(3d) and Au(5d) bands are about 2.0 and 2.4 eV from the Fermi surface, 
respectively, as compared to 3.7 eV for silver.154-156 This band edge alignment results in a strong 
modification of the frequency-dependent dielectric function due to d  sp interband transitions 
in copper and gold in the visible range (providing the color of the material) as contrast to silver 
where the d  sp transition is in the ultraviolet region.114 We analyzed the metal s-, p-, and d-
states by projection of the Kohn-Sham orbitals onto spherical harmonics in local atomic spheres, 
and the result is shown in Figure 20 for the minimal-doped (2) and maximal-doped (9) clusters. 
The 3d states of a single copper atom appear in a very narrow energy region around -1.4 eV in 1, 
slightly off from the band edge of Au(5d) states. These states broaden into a band that aligns 
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almost perfectly with the Au(5d) band in 9, where the upper edges of Cu(3d) and Au(5d) are 
both at -1.6 eV. 
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Figure 20. Decomposition of metal states to d and sp bands for (A) cluster 9 and (B) cluster 2. 
The energy axis is referenced to the Fermi energy at zero. 
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Figures 21 and 22 show the analysis of the 535 nm absorption for cluster 2 and 564 nm 
for cluster 9 respectively, and shows their respective induced densities and transition 
contribution maps (TCM).31 Visualization of the induced electron density at these excitation 
energies of the corresponding clusters shows a collective dipole-like oscillation in the whole 
volume of the cluster, which the Au(5d)/Cu(3d) electrons oscillating in the opposite phase to the 
Au(6sp)/Cu(4sp) electrons. Previously we termed this kind of excitation as a “core plasmon” for 
Au144(SH)60. The TCM maps reveal that these excitations involve significant contribution from 
both intraband (sp to sp) and interband (d to sp) components. A crucial difference between the 
Au(144,145)-xCux(SH)60 clusters studied here and the Au144-xAgx(SH)60 studied by us before
128 is the 
fact that the Ag(4d) band does not align with Au(5d), limited the ability of Au144-xAgx(SH)60 
conjugates to undergo a strong enhancement from interband absorption. Indeed, the experimental 
absorption spectra of Au144-xAgx(SH)60 from the Dass group showed multiple peaks instead of a 
single strong peak, as the silver content is increased.127 
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Figure 21. (A) Induced densities for cluster 2 at wavelength of 535 nm. The sp/ligand and d-
contributions are visualized separately and the classification is based on the location of the hole 
states (initially occupied single-electron states). Note the collective dipole-like density oscillation 
and the opposite phase in oscillations of d-electrons to that of the sp/ligand visualizing a 
screening effect. (B) TCM analysis of optical transitions for cluster 2 at wavelength of 535 nm. 
The electronic state contributions to absorption arising from the Au(5d)/Cu(3d)-bands and 
ligand/Au(6sp)/Cu(4sp)-bands are divided by the vertical dotted lines. Angular momentum 
projected electronic density of states (vertical in each subfigure. The brighter the yellow area in 
the correlation plot, the stronger the contribution from this region of occupied to unoccupied 
single-electron contribution in the transition (Fermi energy is referenced to zero). 
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Figure 22. (A) Induced densities for cluster 9 at wavelength of 564 nm. The sp/ligand and d-
contributions are visualized separately and the classification is based on the location of the hole 
states (initially occupied single-electron states). Note the collective dipole-like density oscillation 
and the opposite phase in oscillations of d-electrons to that of the sp/ligand visualizing a 
screening effect. (B) TCM analysis of optical transitions for cluster 9 at wavelength of 564 nm. 
The electronic state contributions to absorption arising from the Au(5d)/Cu(3d)-bands and 
ligand/Au(6sp)/Cu(4sp)-bands are divided by the vertical dotted lines. Angular momentum 
projected electronic density of states (vertical in each subfigure. The brighter the yellow area in 
the correlation plot, the stronger the contribution from this region of occupied to unoccupied 
single-electron contribution in the transition (Fermi energy is referenced to zero). 
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Finally, we note that cluster 3 has the minima formation energy (Figure 17) but does not 
show a plasmonic absorption peak (Figure 19). Cluster 3 has the composition Au114Cu30(SH)60 
where all the copper atoms are in the ligand shell. It is interesting to note that Negishi et al. 
reported an EXAFS study of silver- and copper-doped Au25-xMx(SR)18 clusters.
157 Their data 
shows that copper indeed can be found also in the ligand layer. However, they speculated that 
these clusters are more prone to aerobic oxidation as compared to clusters where copper is in the 
metal core, and thus are short-lived in samples exposed to ambient conditions. Little is known 
about atomic-scale mechanisms by which bimetallic Au(144,145)-xCux(SR)60 clusters form. 
Consequently, our theoretical prediction of energetically preferable Au(144,145)-xCux(SR)60 clusters 
with a high content of copper in the ligand shell challenges experimenters to stabilize and 
observe cases where ligands directly drive the final composition architecture of heterometallic 
nanoclusters. If copper is stabilized against aerobic oxidation at the core/ligand interface or in the 
ligand shell, our calculations predict that such systems are non-plasmonic. 
3.4 Conclusion 
In conclusion, motivated by a recent experiment on intermetallic thiol-stabilized gold-
copper clusters with 143 to 145 metal atoms and 60 thiols, we performed detailed computational 
studies of optical absorption of intermetallic model clusters Au(144,145)-xCux(SH)60 with up to 30 
incorporated copper atoms in the widely used icosahedral-based Au144(SR)60 structure. The 
calculations predict that the most thermodynamically stable position to dope Cu is in the ligand 
layer of Au144(SR)60. However, the ligand layer is known to be subject to aerobic oxidation and 
therefore is not thought to be observed experimentally. On the other hand, Cu doping in the inner 
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metal core is also thermodynamically favorable relative to Au144(SR)60, and leads to 
heterometallic clusters that exhibit plasmonic absorption at sizes that do not exhibit plasmonic 
absorption in pure Au144(SR)60 clusters. Electron charge is transferred from copper to gold and 
an almost perfect alignment of Cu(3d) and Au(5d) bands is observed. Strong absorption between 
500 and 600 nm is observed for the energetically most favorable clusters, and our analysis of the 
transition reveals that it is a plasmon-like collective excitation in the metal core. Our study 
demonstrates the need to understand and synthetically control the atomistic details controlling 
optical properties of thiol-stabilized gold and intermetallic gold-based clusters. In particular, the 
relationship between atomic arrangement and optoelectronic properties is enriched in systems 
containing 100 - 200 metal atoms, where aspects of both “molecular” and “metallic” electronic 
structures drive nanoparticle behavior. 
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4.0 Surface Chemistry Controls Magnetism in Cobalt Nanoclusters 
(Portions of this work were published previously and are reprinted with permission from 
Hartmann, M. J.; Millstone, J. E.; Häkkinen, H. J. Phys. Chem. C 2016, 20822-20827. Copyright 
2015 American Chemical Society.) 
4.1 Introduction 
Magnetic materials have received widespread interest due to their potential in 
technological applications ranging from biomedicine to data storage.3, 158 Nanomaterials provide 
attractive platforms to build magnetic systems because their properties emerge from a large but 
tunable parameter space defined by size, shape, composition, and surface chemistry.159-161 
Specifically, nanomaterials in the 1-3 nm size range are particularly interesting due to the cross 
over from discrete quantum-confined electron energy levels to continuous electronic band 
structure observed in bulk materials.162-164 These systems often exhibit enhanced per atom 
magnetic moments relative to bulk, generally attributed to an average under-coordination of 
atoms in the particle.165 
Results from both experiments and simulations on monometallic gas-phase Co 
nanoclusters (CoN, N < 100) predict a strong size dependent per atom magnetic moment, where 
magnetic moments as high as 2.6 μB/atom are observed,166-167 significantly higher than the bulk 
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value of 1.72 μB/atom.167 Although beam experiments can yield a wealth of useful information 
on size-specific properties of naked metal clusters, the clusters exist in the experiment for only a 
few milliseconds.168 For practical studies of nanoparticles, interparticle reactivity must be 
suppressed. Interparticle reactivity can be suppressed effectively with wet chemistry techniques, 
where clusters are terminated by an adsorbate layer (adsorbate may range from solvent 
molecules to polymers), and these adsorbates passivate the nanocluster by making bonds to the 
reactive metal surface.169-170 Unfortunately, the introduction of these ligand shells may also 
quench the magnetic moment of the system.171-172  
In general, the extent of ligand-induced quenching is dependent on the identity of both 
the metal and the ligand.173 One strategy that has been used to overcome magnetic moment 
quenching due to ligand passivation is to stabilize clusters by polymer physisorption. The authors 
found that with these weakly interacting ligands, magnetism was not significantly impacted and 
the resulting clusters exhibited a per atom magnetic moment ~25% higher than bulk Co.172 
Implantation of magnetic impurities and growth of magnetic nanoparticles in a semiconductor 
material can also act as a stabilizing matrix for the nanoparticle, and has proven successful in 
isolating systems with elevated magnetic moments.174-175 
Despite successful synthesis of nanomaterials with enhanced magnetism relative to bulk, 
a broad understanding of the fundamental principles that describe nanoparticle magnetism for a 
given metal-ligand combination does not currently exist. Metal-ligand interactions are well 
described in molecular coordination complexes studied in classical inorganic chemistry, where 
ligand identity has long been known to have dramatic influence over the emergent electronic and 
magnetic properties of the constituent metal atom(s).176-178 Specifically, ligands impact two 
major electronic parameters in coordination complexes: 1) changing the d-electron count on the 
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metal and thereby changing the number of unpaired electrons, and/or 2) changing the energy 
level splitting of the metal d orbitals through a ligand field effect. These strong impacts of 
ligands on the emergent properties of coordination complexes, indicate the potential for 
important ligand effects in larger metal containing structures, especially with respect to how they 
may scale as a function of metal cluster size. 
Herein, we demonstrate how surface chemistry of CoN (N = 13, 55) nanoclusters dictates 
the emergent magnetic properties of the entire structure. Icosahedral Co13 and Co55 cores provide 
ideal starting points for this study because they have been predicted to be a global structural 
minimum for gas-phase Co clusters, while also exhibiting high magnetic moments relative to 
bulk Co due to under-coordination of the surface atoms.166-167, 179 Specifically, we report that 
ligand binding induces local changes on the surface of Co13 nanoclusters, analogous to effects in 
ligand field theory However, because the local coordination site is a component of a larger 
nanocluster, the impact of each ligand is observed beyond the metal center to which it is directly 
bound. For example, ligand identity can induce significant changes in the magnetic moment of 
atoms in the center of the clusters, despite no direct contact between the ligand and the metal. 
Further, we investigate how ligand effects scale as a function of cluster size by considering how 
ligand composition impacts the magnetic moment of nanoclusters with a Co55 core. To evaluate 
the origin of the variation in magnetic properties as a function of cluster ligand identity, we 
analyze atomic Bader charges,180 local and total magnetic moments (TMM), as well as projected 
density of states for a variety of ligand shell compositions. 
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4.2 Computational Methods 
Density functional theory as implemented in GPAW (grid-based projector augmented 
wave method) is used for all calculations.181 Each calculation was preformed within the 
generalized gradient approximation (GGA) with the Perdew-Burke-Ernzerhof (PBE) exchange 
correlation functional.182 The GGA level of theory has been used extensively to describe 
magnetic properties in similar Co nanocluster systems,183 and has provided good agreement with 
experimental results.172 The system was modeled on a real space grid with a grid spacing of 0.2 
Å, all optimizations were performed with a convergence criterion of 0.05 eV/Å for the residual 
force, without a symmetry constraint, and scalar relativistic corrections were included for Co. 
The TMM was determined iteratively by simultaneous optimization with the molecular orbitals 
during the self-consistent field procedure. All clusters were modeled as neutral and a starting 
magnetic moment of 2.0 μB per Co atom was used to initialize each calculation. Various starting 
magnetic moments were tested for a bare Co13 cluster in order to verify that the final spin state 
was independent of the initial conditions from the calculation (Table 7). 
Non-collinear magnetism calculations we executed with the Quantum Espresso (QE) 
software package.184 We used a similar computational setup for the QE calculations as the 
GPAW calculations with the exception that a plane-wave basis set with a cut-off energy of 30 Ry 
and ultrasoft Vanderbilt pseudopotentials185 were used to treat the core electrons. Our calculated 
TMMs from QE were consistent with those calculated with GPAW (Table 8). 
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Table 7. Various starting local magnetic moments (LMMs) used to initiate single point 
calculations for bare Co13 cluster and final total magnetic moment (TMM) of the cluster. 
Initial LMM (µB/atom) Calculated TMM (µB) 
0.1 30.92 
1.0 30.92 
1.5 30.92 
2.0 30.92 
2.5 30.92 
 
 
Table 8. Total magnetic moments of each system calculated with GPAW and QE. 
System TMM with GPAW (µB) TMM with QE (µB) 
Co13 (bare cluster) 30.9 31.0 
Co13(PH3)12 21.0 21.0 
Co13(PH3)9Cl3 24.0 24.0 
Co13(PH3)6Cl6 27.0 27.0 
Co13(PH3)3Cl9 29.8 29.9 
Co13Cl12 29.7 29.7 
Co13F12 31.1 31.2 
Co13Br12 27.8 27.8 
Co13(OH)12 28.9 29.0 
Co13(CO)12 20.2 20.7 
Co13(NH3)12 22.6 23.0 
Co13(PCl3)12 21.0 21.0 
The ligand binding energy (LBE) of each CoN (N = 13 or 55) cluster was calculated using 
the following equation. 
 84 
𝐿𝐵𝐸 = 𝐸[𝐶𝑜N(𝐿𝑖𝑔)M] − (𝐸[𝐶𝑜N] + M ∗ 𝐸[𝐿𝑖𝑔]) 
Where M is the number of ligands in the cluster. In cases where the ligand has an unpaired 
electron and is therefore not stable as a radical (i.e. Cl), the hydrogenated version of the ligand 
was used to calculated E[Lig] and the LBE was calculated with the following modified version 
of the above equation. 
𝐿𝐵𝐸 = (𝐸[𝐶𝑜N(𝐿𝑖𝑔)M] +
𝑀
2
∗ 𝐸[𝐻2]) − (𝐸[𝐶𝑜N] + M ∗ 𝐸[𝐿𝑖𝑔]) 
The local magnetic moment atom i is given by the following equation.186 
𝜇𝑖 = ∫ [𝜌↑(𝑟) − 𝜌↓(𝑟)]𝑑𝑟
𝑅
0
 
Where R is the radius of the augmentation sphere centered at atom i, and ρ(r) (ρ(r)) is 
the majority (minority) spin density. The radius of the augmentation sphere in which the 
integration is preformed is chosen as half the bond length of the nearest neighbor bond length to 
ensure there is no overlap between atoms. The total magnetic moment of the system is given by 
the sum of each atoms local magnetic moment. 
To estimate the error in the calculation of total magnetic moment we report the value of 
spin contamination in Table 10. The total magnetic moment is calculated as an integral of the net 
spin density over all space. In an unrestricted calculation, the spatial components of the spin-up 
and spin-down wave functions can be different. Spatial mismatch results in regions of space 
where the net spin density is negative. In DFT, spin contamination is calculated as the integral of 
the net spin density over all space where the spin down electron density is greater than the spin 
up electron density. 
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4.3 Results and Discussion 
Eleven unique ligand shell compositions were considered, each with an icosahedral Co13 
core. For each system, the ligand shell consists of 12 ligands, each one binding directly to one Co 
atom on the surface of the core (Figure 23). The main ‘families’ of ligands considered are X-type 
ligands where both the ligand and metal provide one electron to form a bond with the surface and 
L-type ligands where the ligand provides 2 electrons to the surface to form a dative bond. We 
also consider a set of clusters with ligand shells that are a mixture of the two ligand types. 
Together these families sample a wide range of electronic interactions with the Co surface. 
Phosphine and chlorine ligands used throughout this work are commonly seen binding directly to 
a single surface metal atom in clusters of similar size, particularly for Au-based clusters.187-188 
These Au-phosphine and Au-halide motifs provided a starting point for the construction of other 
ligand systems, and in each case our structure successfully converged to a local geometry 
minimum without a significant change in ligand binding motif (Table 9). For each cluster 
considered, ligand binding was found to be favorable as demonstrated by the negative binding 
energies for each system (Table 10). However, we note that it can be challenging to determine 
binding motifs of these ligands due to a lack of a priori knowledge concerning ligand binding 
geometries to the surface of a nanocluster and are likely in local geometry minima.188 
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Table 9. Average bond length for three different bonds and angle formed between center, Co-
surface, and ligand head group atoms in each cluster with a Co13 core. 
System 
Center-
Surface BL 
(Å) 
Surface-
Surface BL 
(Å) 
Surface-
Ligand BL (Å) 
Co-Co-Ligand 
angle (°) 
Co13 (bare cluster) 2.34 2.46 - - 
Co13(PH3)12 2.35 2.48 2.20 172 
Co13(PH3)9Cl3 2.35 2.48 2.21 172 
Co13(PH3)6Cl6 2.36 2.48 2.20 171 
Co13(PH3)3Cl9 2.36 2.48 2.16 170 
Co13Cl12 2.36 2.48 2.07 175 
Co13F12 2.37 2.49 1.74 172 
Co13Br12 2.35 2.47 2.21 176 
Co13(OH)12 2.35 2.48 1.77 1.67 
Co13(CO)12 2.37 2.50 1.81 174 
Co13(NH3)12 2.35 2.48 2.08 174 
Co13(PCl3)12 2.37 2.55 2.20 171 
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Table 10. Average LBE and percentage of spin contamination with a Co13 core. 
System 
Average LBE 
(eV/Ligand) 
Spin Contamination 
(%) 
Co13(PH3)12 -1.06 4.1 
Co13(PH3)9Cl3 -1.28 2.4 
Co13(PH3)6Cl6 -1.44 1.8 
Co13(PH3)3Cl9 -1.50 1.7 
Co13Cl12 -1.43 2.5 
Co13F12 -0.87 2.2 
Co13Br12 -1.62 3.2 
Co13(OH)12 -0.70 2.7 
Co13(CO)12 -1.35 2.2 
Co13(NH3)12 -0.64 4.5 
Co13(PCl3)12 -1.04 3.7 
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Figure 23. Optimized Co13 core structures for each unique ligand composition considered. 
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Figure 24 shows the relationship between the TMM and the total Bader charge on the 
Co13 core. The horizontal dotted line at 30.9 μB indicates the TMM for the bare Co13 cluster. In 
general, there is a net quenching of the TMM relative to the bare Co13 cluster for each system 
due to spins being paired to form surface-ligand bonds. However, as the charge on the Co13 core 
becomes more positive, the TMM of the nanocluster increases. This effect persists through the 
fully fluorinated ligand shell, where the TMM of the bare cluster can be completely recovered 
relative to the bare cluster. Since the ligand identity controls the amount of electron density 
withdrawn from the core, electronegativity of the ligand binding group provides a handle within 
each ligand family to control the TMM of the nanocluster. While the majority of ligands exhibit 
a linear relationship between core charge and TMM (R2 = 0.91 without CO), CO exhibits a 
dramatic departure from this trend. A ligand shell containing 12 CO ligands withdraws a total of 
2.4 electrons from the Co13 core. This amount of withdrawn charge is consistent with the 
electronegativity difference between the Co and C atoms. However, based on the TMM vs. 
charge correlation formed by the other ligand shell compositions considered, we would expect a 
total magnetic moment of approximately 24.8 μB. Instead, we calculate a TMM of 20.2 μB for a 
complete CO ligand shell. This result agrees with existing literature, where it is known that CO 
has a dramatic effect in quenching the magnetic moment of both CoN
189 and NiN
173 nanoclusters. 
To understand these trends, we consider both local magnetic moments (LMM) and atomic 
charges as a function of atom position for each unique ligand shell composition considered. 
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Figure 24. Total magnetic moment as a function of Bader charge on cluster core; dotted line 
indicates value for bare Co13 cluster. 
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The average LMM on each Co atom spans a wide range as a function of different ligand 
shells (Table 11). For example, the PH3 ligand system quenches the LMM of each Co atom 
dramatically to 1.61 μB/atomCo; smaller than the bulk value of 1.72 μB/atomCo. However, as the 
charge on the Co13 core increases from ligand binding, the LMM/atomCo reaches a peak of 2.39 
μB/atomCo with a fluorine ligand, appreciably higher than the bulk value. In each case non-
collinear magnetism calculations show that the absolute magnetization is between 1.2-2.9 μB 
more than the total magnetization, indicating that there is little antiferromagnetic coupling 
between metal and ligand. Core-to-surface and surface-to-surface bond lengths, as well as 
surface-to-ligand bond angles show that the changes in the magnetic moment are not driven by 
changes in geometry between ligand shells (Table 9). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 92 
Table 11. Magnetic properties as a function of position in the cluster for Co13 clusters. 
System TMM (µB) 
Absolute 
Magnetization 
(µB) 
Center LMM 
(µB/atom) 
Average 
Surface LMM 
(µB/atom) 
Co13 (bare 
cluster) 
30.9 32.1 2.43 2.37 
Co13(PH3)12 21.0 23.4 0.10 1.74 
Co13(PH3)9Cl3 24.0 25.9 0.47 1.94 
Co13(PH3)6Cl6 27.0 28.4 1.04 2.12 
Co13(PH3)3Cl9 29.8 31.6 1.37 2.29 
Co13Cl12 29.7 31.7 1.42 2.24 
Co13F12 31.1 32.8 1.38 2.30 
Co13Br12 27.8 30.1 1.28 2.07 
Co13(OH)12 28.9 31.1 1.40 2.12 
Co13(CO)12 20.2 21.8 -0.18 1.71 
Co13(NH3)12 22.6 25.5 0.07 1.87 
Co13(PCl3)12 21.0 23.2 0.17 1.72 
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Table 12. Bader charges as a function of position in the cluster for Co13 clusters. 
System 
Total Core Charge 
(e) 
Center Atom Charge 
(e) 
Average Surface 
Atom Charge (e) 
Co13 (bare cluster) 0.00 0.19 -0.02 
Co13(PH3)12 0.17 -0.33 0.04 
Co13(PH3)9Cl3 1.36 -0.31 0.14 
Co13(PH3)6Cl6 2.57 -0.29 0.24 
Co13(PH3)3Cl9 3.85 -0.28 0.34 
Co13Cl12 4.71 -0.31 0.42 
Co13F12 6.49 -0.36 0.57 
Co13Br12 3.88 -0.28 0.35 
Co13(OH)12 5.51 -0.29 0.48 
Co13(CO)12 2.40 -0.45 0.24 
Co13(NH3)12 0.78 -0.28 0.09 
Co13(PCl3)12 0.84 -0.32 0.10 
 
The most dramatic difference in the LMM between systems capped with X-type vs. L-
type ligands is at the center atom. A 100% PH3 ligand almost completely quenches the magnetic 
moment in the center of the cluster. However, as the percentage of Cl ligands in the ligand shell 
increases, the LMM at the center atom recovers to 1.42 μB for the fully chlorinated ligand shell. 
Interestingly, the charge at the center of the cluster does not change appreciably as the ligand 
shell changes. The constant charge but dynamic magnetic moment of the center atom indicates 
that the ligand induces a collective effect where the ligand shell controls the spin state of the Co 
atom at the center of the cluster, despite not being directly bound. 
In addition to composition, the morphology of ligand shells containing both X-type and 
L-type ligands may impact the magnetism of the cluster. To understand the impact various ligand 
shell morphologies has on the calculated magnetic properties, we generated three different 
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systems with a ligand shell composition of (PH3)6Cl6. These three systems include the randomly 
generated structure discussed in the main text, a ‘half’ system with a completely phase separated 
ligand shell, and a ‘striped’ system with a stripe of PH3 ligands around the equator of the core 
that separates 2 bunches of 3 Cl ligands. Figure 25 and Table 13 show the structures and 
magnetic properties of these three systems respectively. Overall, there is very little deviation in 
the distribution of net spin density between these three systems, indicating that ligand shell 
composition instead of morphology is the dominant factor in determining the final magnetic 
properties of the nanocluster. 
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Figure 25. Structures of each ligand morphology considered with a (PH3)6Cl6 ligand shell 
composition. 
 
Table 13. Magnetic properties of (PH3)6Cl6 ligand shells with three different morphologies. 
System TMM (µB) 
Center LMM 
(µB/atom) 
Edge LMM 
(µB/atom) 
Co13(PH3)6Cl6 mixed 27.0 1.04 2.12 
Co13(PH3)6Cl6 half 27.0 1.02 2.10 
Co13(PH3)6Cl6 striped 27.0 0.93 2.12 
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The LMM on the surface is controlled directly by the ligand, where Co surface atoms 
bound to X-type ligands (i.e. Cl) have higher magnetic moments than those bound to L-type 
ligands (i.e. PH3). To further elucidate the impact of ligand passivation on the magnetic 
properties of Co13, we studied multiple ligand systems from each bonding family outlined above. 
Within the family of X-type ligands, a clear trend is observed consistent with the Nephelauxetic 
effect.10 Here, the nature of the ligands bond with the metal atom plays a role in determining 
observed magnetic properties.  In the case of fluorine, which polarizes the bond with the surface 
more strongly than the other X-type ligands, the ligands interaction with the surface becomes 
more localized. This means the bond has a smaller volume, driving up the repulsion energy 
between electrons participating in the bond, causing the electrons participating in the interaction 
to not pair-up completely from ligand passivation. Therefore, the electron localizing ability of 
fluorine provides a driving force for the spins to remain unpaired and contribute to the high 
LMMs of the surface atoms. For X-type ligands, this effect is also responsible for a small 
magnetic moment on the ligand itself in the case of X-type ligands (0.1 – 0.2 μB/ligand, Table 
14). The electron localizing ability of X-type ligands provides fine control of the TMM and 
distribution of spin density in the Co13 nanoclusters. 
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Table 14. Average Bader charge and average LMM on each ligand bond to Co13 core. 
System 
Ligand Charge 
(e/ligand) 
Ligand LMM 
(µB/ligand) 
Co13(PH3)12 -0.01 0.00 
Co13(PH3)9Cl3 -0.11 0.02 
Co13(PH3)6Cl6 -0.21 0.04 
Co13(PH3)3Cl9 -0.32 0.08 
Co13Cl12 -0.39 0.12 
Co13F12 -0.54 0.18 
Co13Br12 -0.32 0.11 
Co13(OH)12 -0.46 0.16 
Co13(CO)12 -0.20 0.00 
Co13(NH3)12 -0.06 0.00 
Co13(PCl3)12 -0.07 0.00 
 
Each L-type ligand shell causes the LMM at the center of the cluster to be almost 
completely quenched, a distinct behavior from the X-type ligands. For the PH3 ligand, we 
calculate a small LMM of 0.10 μB/atomCo at the center atom, and a near bulk value of 1.74 
μB/atomCo on the surface of the core. The NH3 ligand system showed a 0.07 μB/atomCo LMM at 
the center, and had a slightly higher surface LMM of 1.87 μB/atomCo due to the difference in 
electron localizing ability between P and N (vide supra). Interestingly, the LMM at the center for 
the CO ligand took a small negative value, indicating a small amount of spin contamination near 
the center atom. 
To investigate whether CO’s ability to π-backbond is responsible for the more dramatic 
quenching of the Co13 magnetic moment, we considered a PCl3 ligand shell that has a π-acidity 
between that of the PH3 and CO ligand shells. Phosphines are known to have molecular orbitals 
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of π symmetry, formed from hybridization between P 3d orbitals and P-R σ* orbitals, that can 
accept electron density from a metal.190 Increasing the ability of the phosphine to π-backbond 
with chlorine functionality has little impact on the TMM and distribution of LMMs in the Co13 
nanocluster, where the LMM of Co13(PCl3)12 is 21.0 μB, identical to the Co13(PH3)12 system. The 
distribution of LMMs in the PH3 and PCl3 exhibit center atom LMMs of 0.10 and 0.17 μB/atomCo 
and have average surface LMMs of 1.74 and 1.72 μB/atomCo respectively. However, the addition 
of chlorine in the ligand does impact the charge on the Co13 core, giving it a charge of -0.84 e, 
placing it between the Co13(PH3)12 and Co13(CO)12 nanoclusters in Figure 24. 
In order to show the difference between the influence of X-type and L-type ligand 
binding, we plotted the projected local density of states for a single Co-ligand pair for PH3, CO, 
F, and Cl ligands in Figure 26A. Here, the difference in binding influences several aspects of the 
density of states. First, each ligand type causes the 3d Co states to hybridize with p states. Also, 
although the majority spin d states remain almost entirely occupied, there is a shift to lower 
energies for the minority spin d-band, leading to an increase in the number of spin down 
electrons and a net quenching of the TMM relative to particles terminated by X-type ligands. The 
minority HOMO orbitals showing the qualitative difference in orbital character is shown Figure 
26B. 
The RPDF of the change in electron density induced from binding a ligand shell is shown 
in Figure 26C. Here, we calculated the difference in electron density (ΔρB) induced by ligating 
the bare nanocluster using the following equation. 
Δ𝜌𝐵 = 𝜌𝑡𝑜𝑡𝑎𝑙 − (𝜌𝑐𝑜𝑟𝑒 + 𝜌𝑙𝑖𝑔𝑎𝑛𝑑) 
Where ρtotal is the total electron density, ρcore is the electron density of the bare core isolated from 
the ligands, and ρligand is the density of the whole ligand system when isolated from the core. 
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Figure 26. (A) Projected density of states of states for a single metal-ligand pair from the 
Co13(PH3)12, Co13(CO)12, Co13F12, Co13Cl12 systems. Majority (minority) spin channel is plotted 
above (below) x-axis. (B) Minority spin HOMO orbitals for Co13(PH3)12, Co13(CO)12, Co13F12, 
and Co13Cl12 systems. (C) Radial probability density function of the difference electron density 
induced from the binding of the ligand shell. Vertical dashed line at a radial distance of 2.36 Å 
corresponds to the position of the surface Co atoms relative to the center atom in the clusters. 
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Overall, the net result of binding any ligand considered here to a bare Co13 core is a 
charge transfer from the Co surface atoms to the ligands, as seen from a negative peak 
(depletion) at 2.3 Å and a positive peak (accumulation) at 3.5 Å. Inside the nanocluster core, the 
overall character of the binding is the same for each ligand shell considered, with the only 
differences being the amount of charge transfer to the ligands. Chlorine, an X-type ligand, shows 
the smallest change in electron density in the core, but has a qualitatively different binding 
character in the ligand shell than the L-type ligands. Binding of each L-type ligand show very 
similar binding behaviors up until a radial distance of 4.0 Å, approximately the radial position of 
the ligand head groups. Here, the difference in π-acidities becomes evident where CO shows 
accumulation at 4.1 Å and 5.5 Å, the radial positions where CO’s π* orbitals have largest 
amplitude. The same behavior between the Co13(PH3)12 and Co13(PCl3)12 systems, where 
deviations due to π-backbonding emerge at the radial position of the π* orbitals on the phosphine 
ligands, around 5 Å. Together, these results indicate that π-backbonding is observed at the 
surface and plays a role in controlling the distribution of electron density throughout the Co13 
nanoclsuters. 
For Co13 nanoclusters, specific molecular descriptors of binding are strongly correlated 
with magnetic properties, likely because the overall electronic structure of each cluster is 
discrete. However, particle size plays a key role in determining magnetic properties in these 
materials because a slight increase in the number of core metal atoms can have a large influence 
on spacing between energy levels, where bulk-like electronic structures can emerge at only a few 
nanometers.191 In order to study the scope of the size dependent ligand-controlled magnetic 
properties, we considered a set of Co55 nanoclusters that are one atomic layer larger. Three 
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different ligand shells of 100% PH3, 50% PH3/50% Cl, and 100% Cl were studied, and were 
designed to transition between a full X-type ligand shell and a full L-type ligand shell (Figure 
27A). 
 
 
Figure 27. (A) Optimized bare Co55 core and three ligated Co55 systems considered. (B) Total 
magnetic moment as a function of Bader charge on Co55 core; dotted line indicates value of the 
bare Co55 cluster. 
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Figure 27B shows the correlation between TMM and core charge for the Co55 clusters 
considered. Similar to the Co13 analogs of these ligand shell compositions, as the number of Cl 
ligands increases, and therefore the core charge, so does the TMM. For the Co55 nanoclusters 
however, the system with a fully chlorinated ligand shell supports a higher TMM than the bare 
Co55 cluster. The origin of this behavior can be seen by looking at the LMMs by position 
reported in Table 15, where each surface atom has a higher LMM when directly bound to a Cl 
atom, analogous to the behavior observed in the Co13 case. 
 
Table 15. Positional LMMs for clusters with a Co55 core. 
System TMM (µB) 
Center LMM 
(µB/atom) 
Middle Shell 
LMM 
(µB/atom) 
Surface LMM 
(µB/atom) 
Co55 (bare 
cluster) 
104.0 1.71 1.81 1.92 
Co55(PH3)42 51.2 1.07 1.04 0.91 
Co55(PH3)21Cl21 96.1 1.56 1.44 1.81 
Co55Cl42 115.2 1.88 1.49 2.14 
 
In general, the per-atom LMMs for both the bare and ligand-stabilized systems are lower 
for all Co55 clusters when compared to their Co13 analogs, due to a higher average Co 
coordination number. The Co55(PH3)42 system induces a similar LMM quenching at the center as 
is observed in the Co13(PH3)12 system, however the center atom magnetic moment is less 
quenched in the Co55 system. Further, the quenching behavior is observed uniformly over each 
atom in the cluster, where each atom has a LMM between 0.9 and 1.1 uB/atomCo. The Co55Cl42 
system also follows the trends seen in the Co13Cl12 system, with the chlorine ligands localizing 
charge and increasing the LMM of the bound Co atom. A small LMM on each chlorine ligand is 
also observed when bound to a Co55 core. Overall, the range of LMMs is not as wide as it is for 
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clusters with a Co13 core, but is still significant and ranges over 1 μB/atomCo from largest to 
smallest. 
4.4 Conclusion 
We have demonstrated that ligand chemistry is a powerful method to manipulate the 
magnetic properties of Co nanoclusters. First, the type of metal-ligand bond at the surface plays a 
major role in determining the TMM by modulating the charge of the cluster core. Further, 
parameters such as the polarization of the metal-ligand bond, as well as the ability of the ligand 
to π-backbond significantly influences the resulting magnetic behavior of the system. Finally, as 
the size of the cluster increases, ligand dependent magnetic properties persist, although they are 
dampened. Taken together, the exceptional sensitivity of Co particles to their surface chemistry, 
make them an exciting and broad class of targets for discovery and enhancement of magnetic 
behavior in materials. 
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5.0 Ligand Mediated Evolution of Size Dependent Magnetism in Cobalt Nanoclusters 
(Portions of this work were published previously and for reproduction of material from PCCP:  
Adapted from ref 58 with permission from the PCCP owners society. Hartmann, M. J.; 
Millstone, J. E.; Häkkinen, H. Phys. Chem. Chem. Phys. 2018, 4563-4570. Copyright 2018 
Royal Society of Chemistry.) 
5.1 Introduction 
Magnetic materials have received widespread interest due to their diverse applications 
ranging from data storage devices to biomedicine.50, 192-196 Magnetic nanomaterials provide 
particularly promising platforms to develop these technologies largely due to their immense 
configurational space defined by material size, shape, composition, as well as surface 
chemistry.159-161, 197 Specifically, nanomaterials with diameters (d) between 1 and 3 nm bridge 
the regimes of discrete, molecular electronic structure and that of bulk materials that exhibit 
continuous band electronic structure.162, 198 In the d = 1 – 3 nm size range, the addition of a single 
atom either to the metal core or to the surface as a ligand can have a significant impact on the 
overall electronic structure of the nanoparticle.45, 125 Understanding how the position and identity 
of every atom in these particles contributes to their electronic structure - and ultimately physical 
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and chemical properties of that system - is vital for translation into next generation magnetic 
materials. 
In recent years, many gas phase experiments have shown that nanoclusters containing 10 
- 400 atoms of magnetic elements such as Fe, Co and Ni can exhibit enhanced average per atom 
local magnetic moments (LMM) relative to their bulk counterparts.199-200 Specifically, average 
LMMs in Co nanoclusters have been measured to be as high as 2.6 µB/Co atom,
166 50% higher 
than the bulk value of 1.72 µB/atom for hcp Co. This enhanced magnetism has been shown to 
result from undercoordination of the surface atoms, which become the dominant species when 
the number of atoms in a nanocluster drops below approximately 400 atoms.200 
Gas phase experiments of bare nanoclusters have proven extremely valuable for 
elucidating the electronic features that lead to a given magnetic behavior. However, gas phase 
nanoclusters only persist on the order of a few milliseconds,168 and are therefore not practical 
systems from which to build new technologies. In order to stabilize magnetic nanoclusters long 
enough to be useful in magnetic materials, introduction of an external layer around the cluster is 
required to stabilize the high surface energy of the nanocluster.169 Colloidal nanocluster 
syntheses that produce monolayer protected nanoparticles provide a promising route towards 
ligand-mediated surface stabilization. Unfortunately, attachment of a ligand to the surface of 
nanoparticles is notoriously correlated with magnetic quenching of the system of interest.171-172, 
183 We have recently shown that magnetic moment quenching from the introduction of a ligand 
shell to the nanocluster surface is primarily influenced by specific electronic descriptors of the 
ligand (i.e. X-type vs. L-type), providing insight into how the total magnetic moment of a 
nanocluster can be tuned through ligand shell engineering.55 A key question raised by our 
previous work originated from the observation of an unexpected distribution of LMMs 
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throughout the Co13 and Co55 cluster cores as a function of size. Clearly, as the size of the 
nanocluster increases, a convergence to bulk magnetism must be observed at some system size, 
however the mode of progression (e.g. linear vs. non-linear), size of cluster at which bulk 
magnetism emerges, and impact of ligands on these two parameters is currently unknown.  
Here, we demonstrate that the LMM of each Co atom within a CoNLM nanocluster is 
primarily determined by the geometric structure and symmetry of the immediate coordination 
environment. From the collection of these local coordination environments present in a given 
system, the measured size dependence of magnetism emerges. Using a suite of classically 
optimized, global minimum, bare CoN nanoclusters with between 15 and 55 atoms as starting 
structures, we study 4 types of clusters (44 total clusters studied): bare clusters (i.e. without 
ligands), clusters terminated in an X-type (Cl) ligand shell, an L-type ligand shell (PH3), and 
ligand shells composed of a mixture of the X- and L-type ligands. This large suite of varied 
nanoclusters differing in core size, ligand identity, and ligand coverage, allow us to sample the 
correlation between local atomic structure and local nanocluster magnetism in CoNLM 
nanoclusters.  
Specifically, we report how the ligand shell composition mediates the evolution of 
nanocluster magnetism as both a function of size and percent ligand coverage. We show, by 
leveraging and combining theories for both molecular and bulk systems, that the ligand has both 
a short range impact, where it directly modifies the LMM of the atom to which it is bound, and a 
long range impact, where the LMM of subsurface atoms can be influenced by the ligands bound 
to adjacent atoms. To evaluate the origin of size and coverage dependent magnetism in Co 
nanoclusters, we analyze the value and distribution of local magnetic moments, atomic Bader 
charges, ligand binding energies, and projected density of states, and correlate these 
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computationally accessible figures of merit to structural and topological trends present in the 
CoNLM nanoclusters considered. 
5.2 Computational Methods 
Density functional theory (DFT) as implemented in GPAW (grid-based projector-
augmented wave method) is used for all calculations.181 Each calculation was performed within 
the generalized gradient approximation (GGA) with the Perdew-Burke-Ernzerhof (PBE) 
exchange correlation functional.182 The GGA level of theory has been used extensively in the 
simulation of magnetic properties in similar Co nanoclusters and shown to agree well with 
experimental results.167, 172, 183 Each system was simulated on a real space grid with a grid point 
spacing of 0.2 Å, the optimizations were performed to a convergence criterion of 0.05 eV/Å for 
the residual force, and at least 6 Å of vacuum from the edge of the system to the edge of the 
simulation box surrounded each cluster. Additionally, each optimization was performed without 
a symmetry constraint and scalar relativistic corrections were included for Co. The total 
magnetic moment (TMM) of each system was determined iteratively by simultaneous and 
dynamic optimization with the molecular orbitals during the self-consistent field procedure. Each 
cluster had a net charge of zero, and a starting magnetic moment of 2.0 µB per Co atom was used 
to initialize the spin polarization for each system. For each ligand shell type, we verified that our 
results were independent of the initial value used. 
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Figure 28. Step-by-step description of process used to create each system considered. 
 
Figure 28 illustrates the method used to generate each structure in this study. Briefly, the 
initial structures were originally determined by Zhan et al,201 were attained for this study via the 
Cambridge Energy Landscape Database, and are the global minimum clusters optimized with the 
Gupta potential17 (CoN, 15 ≤ N ≤ 55 in steps of 5). The experimental gas-phase structures of CoN 
are not known, so the Gupta minimum structures present a reasonable starting point for this 
study. These classically optimized Co nanoclusters were then relaxed with DFT to a local 
minimum, and the resulting structures were used both in the analysis of the bare clusters and as 
the preoptimized cores to which ligands were added. To avoid the biased positioning of ligands, 
addition of a ligand shell to the bare clusters was accomplished by parameterization of a line 
from the geometric center of the cluster through each surface atom, where each surface atom was 
defined as having a Co-Co coordination number of ≤ 9. The head group of the ligand was placed 
along this line at a distance of 2.25 Å for each ligand, a reasonable guess for the bond length of 
each ligand with Co. Following placement of each ligand, a number of randomly selected ligands 
were chosen to be removed to generate ligand shells with partial coverage, and these new 
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structures were optimized again with DFT. Finally, the dual ligand shell clusters were generated 
by adding Cl ligands to each bare surface atom present in the pure PH3 clusters using the same 
line parameterization procedure described above. While frequency calculations were not 
performed to ensure the final geometry was a local minimum, the multiple geometry 
optimization steps used here helped minimize this possibility. Finally, these dual ligand shell 
clusters were optimized to obtain the fully ligated systems. All together, a total of 44 clusters 
were used in this study 9 bare clusters, 13 Cl passivated clusters, 13 PH3 passivated clusters, and 
9 clusters with mixed ligand shells containing both Cl and PH3 ligands. 
The local magnetic moment atom i is given by the following equation.181  
𝜇𝑖 = ∫ [𝜌↑(𝑟) − 𝜌↓(𝑟)]𝑑𝑟
𝑅
0
 
Where R is the radius of the augmentation sphere centered at atom i, and ρ(r) (ρ(r)) is the 
majority (minority) spin density. The radius of the augmentation sphere in which the integration 
is preformed is chosen as half the bond length of the nearest neighbor bond length to ensure there 
is no overlap between atoms. The total magnetic moment of the system is given by the sum of 
each atoms local magnetic moment. 
The total magnetic moment is calculated as an integral of the net spin density over all 
space. In an unrestricted calculation, the spatial components of the spin-up and spin-down wave 
functions can be different. Spatial mismatch results in regions of space where the net spin density 
is negative. In DFT, spin contamination is calculated as the integral of the net spin density over 
all space where the spin down electron density is greater than the spin up electron density.202 
In order to characterize the local atomic structure of each cluster and correlate this 
structure with local magnetism of a given position in the cluster we utilize the coordination 
number of a given atom position extensively. Because the average Co-Co bond lengths are 
 110 
different for each cluster, both as a function of size and ligand shell composition it is difficult to 
assign whether or not a bond exists between two atoms. To calculate coordination numbers 
consistently across each cluster, we calculated a fractional coordination number given below:  
𝐶𝑖 = ∑ 𝐶𝑖𝑗
𝑁
𝑗=1
 
𝐶𝑖𝑗 = {
1 , 𝑖𝑓 𝑟𝑖𝑗 ≤ 𝑟𝑒𝑞
𝑒𝑥𝑝 (− (
𝑟𝑖𝑗 − 𝑟𝑒𝑞
𝜎
)
2
) , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
First we calculate every bond length between each pair of Co atoms less than 3.0 Å apart. 
From this set of bond lengths we calculate the average (req) and the standard deviation (σ). The 
coordination number of atom i is given by equation 1, where we calculate the distance between 
atom i and atom j (rij), if this value is less than the equilibrium BL we add one to the 
coordination number, if it is greater than the equilibrium BL the value is weighted with a 
Gaussian distribution. 
The ligand binding energy (LBE) of each CoN (N = 15 - 55) cluster was calculated using 
the following equation. 
𝐿𝐵𝐸 = 𝐸[𝐶𝑜N(𝐿𝑖𝑔)M] − (𝐸[𝐶𝑜N] + M ∗ 𝐸[𝐿𝑖𝑔]) 
Where M is the number of ligands in the cluster. In cases where the ligand has an unpaired 
electron and is therefore not stable as a radical (i.e. Cl), the hydrogenated version of the ligand 
was used to calculated E[Lig] and the LBE was calculated with the following modified version 
of the above equation. 
𝐿𝐵𝐸 = (𝐸[𝐶𝑜N(𝐿𝑖𝑔)M] +
𝑀
2
∗ 𝐸[𝐻2]) − (𝐸[𝐶𝑜N] + M ∗ 𝐸[𝐿𝑖𝑔]) 
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5.3 Results and Discussion 
5.3.1  Unpassivated clusters agree with experimental data 
First, we examine the electronic structures of Co clusters of various sizes in the absence 
of any capping ligands to validate our method against previous experimental and computational 
results as well as define a reference electronic structure to compare with ligand passivated 
clusters (vide infra). Figure 29A shows the core structures for each bare cluster used throughout 
this study after the initial DFT optimization. Atoms in these clusters are colored according to 
their Co-Co coordination number (CN). The coordination number of a Co atom without the 
presence of a ligand is known to play a primary role in determining the LMM of that position. As 
the CN of a Co atom increases, its local contribution to the particle magnetism decreases due to 
an increase in the width of the d-band of that atom (Figure 29B).200 Additionally, the average 
bond length (BL) of the surrounding Co atoms in a given coordination environment plays a 
secondary role in Co atom LMMs. De Heer et al. provide a good description of the relationship 
between magnetic moment and d-band width.200 Overall, the 9 bare CoN nanocluster cores 
establish not only a range of cluster sizes, but also a range of surface atom coordination 
environments, from which to study the impacts of further ligand passivation. 
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Figure 29. (A) Structures of each bare CoN core used in this study. Color of each Co atom 
indicates the Co-Co coordination number of the atom. (B) LMM as a function of Co-Co 
coordination number for bare CoN clusters. The horizontal line denotes the experimental value of 
the LMM per Co atom in a HCP lattice. 
 
The CoN nanoclusters considered show a progression from molecular to bulk electronic 
structure as size increases, but complete bands are not observed even for the largest clusters 
studied. Isosurfaces of orbitals for Co20 and Co45 in both the low and high energy regions of the 
d-band show this progression in Figure 30. As the energy of the orbital increases, the number of 
anitbonding interactions (nodal planes) between adjacent Co atoms also increases. As originally 
described by Hoffmann in language familiar to chemists,203 bulk band diagrams can be 
qualitatively derived by considering the symmetries of the orbitals that make up the unit cell. By 
considering all phase combinations between infinitely many unit cells, a continuum of energy 
levels is created, which is called a band. For Co20 (a smaller cluster), the d-band is not yet fully 
continuous, however the d-states are arranged in qualitatively the same order as they would be in 
a bulk system (Figure 30A). Likewise, despite having a d-band closer to fully continuous, Co45 
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shows the same progression from mostly in phase, to mostly out of phase arrangement of energy 
levels (Figure 30B). In general, the d-states in a CoN cluster are arranged from mostly bonding to 
mostly antibonding interactions. However, the precise d-band nodal structure and energy level 
ordering is unique for each atomic packing arrangement and core symmetry. 
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Figure 30. Total sp- and d-band density of states for bare (A) Co20 and (B) Co45 nanoclusters 
with orbital isosurfaces shown at low and high energy regions of their d-bands. 
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5.3.2  Direct impact of ligands on LMM at the cluster surface 
As N increases from 15 to 55 atoms in unpassivated CoN clusters, the average spacing 
between d-band energy levels decreases, suggesting a progression towards bulk-like electronic 
structure, yet across the core sizes chosen, we find little discernible size dependence in the 
average LMM per Co atom within this size range. We can understand this behavior as each 
different core size not only has a different percentage of surface atoms but also exhibits a unique 
distribution of surface atom coordination numbers. 
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Figure 31. (A) Average LMM as a function of cluster size for each set of clusters considered. 
(B) Average LMM as a function of ligand coverage for Cl and PH3 passivated clusters. 
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With a description of bare cluster geometries, electronic structure, and LMMs in hand, 
we build from these data to understand the impact of introducing a ligand shell. Figure 31A 
shows the relationship between average LMM per Co atom in each cluster as a function of the 
number of Co atoms in the clusters core, for each ligand shell considered. Each bare cluster lies 
above the bulk line due to the presence of under-coordinated surface atoms, and the introduction 
of a ligand shell leads to a change in LMM relative to the bare value of a given core size. 
Specifically, each cluster passivated with a chlorine ligand shell sees an enhancement in the 
average LMM per Co atom, while the introduction of a phosphine ligand shell quenches the 
magnetism of the clusters to values below the bulk value of 1.72 µB/atom. 
While size dependent effects are not prevalent for either ligand shell composition in the 
nanocluster size range considered here, we do see a dependence of LMM on the percentage of 
the surface atoms interacting with a ligand. Specifically, we examine the impact of ligand 
coverage in two ways; by varying the number of ligands on the Co20 and Co45 cores, and by 
randomizing the percent ligand coverage across each other core size considered, effectively 
generating a distribution of percent ligand coverage across our suite of clusters. Percent ligand 
coverage is defined as the number of ligands divided by the number of atoms with coordination 
number ≤ 9, therefore if each surface atom has a ligand the percent coverage would be 100%. In 
Figure 31A, the 3 data points at core sizes of both 20 and 45 Co atoms represent 3 different 
ligand coverages studied on those cores. For both sizes, varying the percent ligand coverage 
leads to large differences in the average LMM on Co atoms in the core. Surprisingly, the range 
of LMM values observed within a single core is as large as the range spanned due to differences 
in the size of the core, indicating a significant, often dominant, role of surface ligands in the 
magnetic behaviors of these materials. 
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To quantify the impact of ligand coverage on the overall magnetism of CoNLM 
nanoclusters, we plot the average LMM per Co atom as a function of the percent ligand coverage 
for each system with a pure ligand shell (Figure 31B). In the case of each ligand type, there is a 
strong correlation between ligand coverage and resulting average LMM per Co atom in the core. 
However, the two different ligand binding types (X- vs L-type) lead to opposite trends. 
Increasing Cl coverage has an enhancing effect on the total magnetism of the cluster, where the 
line of best fit indicates that the LMM per Co atom is increasing by 0.0043 LMM/percent 
coverage. In contrast, increasing PH3 coverage leads to a quenching of average LMM by 0.0065 
LMM/percent coverage. Taken together, the deviations in average LMM as a function of ligand 
identity and coverage are evidence that the ligand coverage has a stronger impact on Co cluster 
LMMs than the size of the cluster within this size regime. 
 
Figure 32. LMM as a function of Co-Co coordination number for every atom in CoN, CoNClY, 
and CoN(PH3)Z clusters, respectively. 
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By systematically examining the influence of size and surface chemistry with DFT, we 
are also able to understand how the magnetic moment of the whole particle is distributed across 
each atom in the cluster. Specifically, we can correlate how local changes in atomic coordination 
environment lead to differences in the local electronic structure and therefore local magnetic 
moment. Further, we describe these trends by drawing parallels to metal-ligand bonding in 
classic coordination chemistry, which provides a useful formalism to understand how metal 
ligand hybridization on the surface of a nanocluster leads to specific magnetic behaviors. Figure 
32 shows the LMM as a function of Co-Co coordination number for every atom in the CoN, 
CoNClY, and CoN(PH3)Z sets of nanoclusters. The trends for the bare CoN clusters (Figure 32, 
black circles) are consistent with what has been observed previously in gas phase studies of bare 
Co nanoclusters, where larger LMMs are observed for undercoordinated Co atoms (vide supra). 
As the Co-Co coordination number increases, the LMM decreases and approaches the bulk value 
of 1.72 µB/atom in the limit of full coordination (i.e. 12 surrounding Co atoms). Interestingly, a 
very similar behavior is found for the CoNClY clusters (Figure 32, red triangles). The noise in 
LMM relative to bare clusters is observed in the CoNClX data due to the ligand introducing more 
disorder on the surface, but in general, a decrease in the LMM is observed as the Co-Co 
coordination number increases. 
The clusters passivated with pure PH3 ligand shells (Figure 32, blue squares) show that 
particular surface sites manifest magnetic behavior that is distinct from both the bare and Cl 
passivated CoN clusters. In the atom-by-atom breakdown of the LMM vs. Co-Co coordination 
number for CoN(PH3)Z systems, two distinct trends emerge for the surface atoms (CN ≤ 9). One 
of the trends overlaps well with that of the CoN and CoNClY clusters and originates from the 
surface atoms that remain bare on the surface of CoN(PH3)Z. The second trend below the bulk 
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line at 1.72 µB/atom clearly deviates from the bare and Cl-capped cluster results and emerges 
from surface Co atoms bound directly to a PH3 ligand. Here, PH3 ligands result in a direct 
quenching effect that increases quickly as the Co-Co coordination number increases. 
Importantly, the emergence of two divergent trends, even when considering atoms on the same 
nanocluster, suggests that the local Co coordination environment drives the LMM on the surface 
of the nanocluster. In addition to clusters with single component ligand shells, nanoclusters with 
both Cl and PH3 ligands were studied. Although the structural diversity at the surface is much 
larger with these more realistic, dual ligand shell clusters, we find that the prevalence of the local 
coordination environment still determines surface magnetic moment. The primary difference 
arises from the added variety in surface structures resulting in a larger distribution of surface 
LMMs. (vide infra, Figure 34A). 
To further explain the observed magnetic differences between clusters with different 
surface passivation schemes, we examine the local projected density of states resulting from 
hybridization of representative individual metal-ligand bonds of each type. In the center of 
Figure 33A, we plot an energy level diagram formed from the hybridization of a Cl ligand (left) 
and a bare Co core (right) constructed from the density of states of each component. There is 
little qualitative change in the d-DOS of the Co atom before and after the hybridization with Cl, 
consistent with the observation of a similar Co-Co coordination dependent trend between CoN 
and CoNClY systems seen in Figure 32. The key difference between the CoN and CoNClY systems 
comes from the manner in which Cl ligands hybridize across the entire d-band of the Co atoms in 
both spin channels. Inspection of the spatial extent of these states shows that the Co d-states 
maintain the original energy level spacing, ordering, and emergent band structure as the CoN 
clusters, essentially remaining unaffected from Cl binding (Inset of Figure 33A). Because Cl is a 
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π-donating ligand, there is symmetry agreement between the dangling d-states and the bonding 
orbitals of the ligand. Additionally, the Cl bonding orbitals are aligned in energy with the d-band 
edges of Co, allowing for optimal hybridization. Since the Cl does not directly change the 
distribution of states originating from atomic d-orbitals, the magnetism remains primarily 
unaltered. The slight enhancement seen in the CoNClY clusters relative to CoN clusters is from a 
slight magnetic moment on the Cl atom itself due to matching the occupation difference between 
spin channels of the Co d-states. 
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Figure 33. Molecular orbital diagram illustrating the bonding between a bare CoN surface and Cl 
ligand (A) or a PH3 ligand (B). In both cases, the d-DOS from a surface atom on the Co30 core is 
used (solid line is spin up DOS, dotted line is spin down DOS). Center plot for both (A) and (B) 
has spin up down states left (right) of vertical axis. (Inset) Isosurface of spin down HOMO of 
Co30Cl15 system. 
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In contrast to the Cl case, the σ-donating PH3 ligand hybridizes directly with the CoN 
surface to form a more traditional dative bond, resulting in a bonding-antibonding pair of surface 
states (Figure 33B). Since PH3 is an L-type ligand and provides both electrons to the bond, the 
CoN states that participate in the bond come from the unoccupied, spin down states just above the 
Fermi level. Population of an unoccupied state in bare CoN, balances out the relative occupation 
of the two spin channels and induces a net quenching of the LMM at the surface Co atom.  
The electronic structure of the bonding interactions of the CoNClY and CoN(PH3)Z clusters 
each mirror bonding motifs observed in quantum dots (QD). In the case of phosphine-terminated 
CoN clusters, the bond formed between PH3 ligands and a CoN cluster surface, demonstrated here 
for Co30, is a common motif found on the surface of many small nanoparticle systems. For 
instance, ligand bonding with the surface of quantum dots shows strikingly similar bonding 
behavior, where a ligand bonding orbital in the mid-band region of the quantum dot will 
hybridize with the lowest energy unoccupied states when it forms a bond with the surface. In 
quantum dots, the lowest energy states available are often mid-gap or trap states, meaning ligand 
bonding results in the ‘cleaning’ of the band gap of traps, often observed by increasing 
photoluminescence quantum yield after ligand binding. In the case of Co nanoclusters, the PH3 
HOMO is aligned in the middle of both the spin up and spin down d-bands of CoN. Since there is 
a near continuum of states near the Fermi level, no dramatic optical effect from near Fermi level 
transitions should be observed, however a population of low lying unoccupied states from the 
CoN core leads to a quenching of local magnetic moments at the surface.  
Likewise, the resulting electronic structure from Co-Cl hybridization in CoNClY clusters 
is similar to other bonding motifs seen in QDs, where delocalization of electron density across 
the nanocrystal core-ligand interface is observed. Weiss et al. have shown that certain ligands 
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can increase the excitonic radius of a QD without directly changing the size of the nanocrystal 
core.204 This interfacial wave-function delocalization behavior in QDs occurs when the 
symmetry of the ligand binding orbital matches that of the band it is hybridizing with, and when 
the binding orbital from the free ligand is aligned in energy with the valence band of the QD.205 
In CoNClY nanoclusters, the Cl ligand reproduces these two conditions when passivating CoN 
nanoclusters, where there is a π-symmetry match between Cl binding orbitals and the dangling d-
states on the surface of Co, as well as an energy alignment in both spin channels. Interestingly, 
the appearance of wave-function delocalization across a nanocrystal-ligand interface leads to a 
minimal impact on the LMM, indicating that the impact of such a behavior is dependent on the 
property considered. 
5.3.3  Impact of multiple component ligand shells on the magnetic properties of CoN 
nanocluster cores 
Many synthetically accessible nanoclusters with fewer than 100 metal atoms contain 
multiple component ligand shells, where each type of ligand is important for the stability of the 
nanocluster.206-208 Structural diversity on the surface often arises due to the presence of many 
components in the solution at the time of nucleation, and a high energy surface that can bind to 
many different ligands in order to increase both thermodynamic and kinetic stability. To extend 
our work toward more realistic model systems, we built a set of clusters with both Cl and PH3 
ligands present. The Cl ligands were added to bare surface sites of the CoN(PH3)Z set of ligands 
and subsequently reoptimized. Overall, 9 CoNClY(PH3)Z clusters were considered and together, 7 
unique surface coordination environments were generated by the ligand shell after optimization 
(Figure 34A). Here a unique environment was defined as either having a coordination number to 
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each Cl and PH3 ligands (i.e. 1Cl/1PH3 vs. 2Cl/PH3), or as having the coordinating ligand 
binding to a different number of surface atoms (i.e. direct binding vs. bridging 2 Co atoms).  
In bare clusters and single component ligand shells, we find a clear correlation between 
the composition of the immediate coordination environment at a surface Co atom and its LMM, 
allowing us to isolate the role the ligand plays on the electronic structure at the surface. 
Consistent with these observations with single component ligand shells, as the Co-Co 
coordination number increases in the dual component ligand shells a general quenching of the 
LMM is observed, independent of the ligand coordination. However, coordination environments 
containing both Cl and PH3 ligands present show LMMs that fall between what is expected 
based on results form single component ligand shells. LMM averaging leads to the total 
magnetic moment of the dual ligand shell clusters falling between that of the pure Cl and PH3 
ligand shells for a given core size (Figure 34B). Importantly, the CoNClY(PH3)Z clusters does not 
qualitatively differ from the pure ligand shells, where no size dependent evolution of magnetism 
is observed. The lack of size dependence indicates that the local coordination environment 
remains the determining factor in the LMM in complex ligand shells, and the set of coordination 
environments on a given nanocluster determines the overall magnetism of a given system. 
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Figure 34. (A) Each unique local structural motif generate from ligand shells in CoNClY(PH3)Z 
clusters. The number below each structure indicates the LMM of the center of the coordination 
environment (blue atom). (B) Average LMM on each Co atom as a function of the number of 
atoms in the core of each cluster considered including dual ligand shell systems. (C) LMM as a 
function of Co-Co coordination number for ever atom in each cluster considered in this study. 
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5.3.4  Long-range impact of ligand on subsurface LMM 
In bare CoN clusters, the CN on the surface dictates the LMM at a given site, where in the 
core, a quick convergence to bulk like LMM values is observed when the CN approaches 12. 
Figure 35A shows the relationship between subsurface LMM and ligand coverage of the surface 
adjacent to a given subsurface Co atom. Here, ligand coverage of the surface adjacent to a 
subsurface Co atom is defined with a similar CN described above. However, in order to select for 
nearby ligands, the equilibrium bond length is taken to be the sum of the average Co-Co bond 
and a Co-ligand bond. The subsurface LMM covers a significant range, where values from 
almost 2.00 µB/atom down to 0.53 µB/atom are observed, even at nearly identical coordination 
numbers. Subsurface LMM quenching is particularly strong in the CoN(PH3)Z nanoclusters, and 
interestingly, increases with higher concentrations of nearby ligand. This quenching behavior 
indicates that the PH3 ligand has a long-range perturbative effect on the LMM. In other words, 
the PH3 ligand influences the LMM of atoms to which it is not directly bound. 
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Figure 35. (A) LMM as a function of subsurface Co-Ligand coordination number for every 
subsurface atom in CoNClY and CoN(PH3)Z cluster (green/pick points represent systematic 
removal of ligands, see text for further description). (B) Spatial extent of orbital with linearly 
hybridized states extended from the PH3 ligand to the subsurface of the Co25(PH3)10 cluster. 
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The nature of the Co-ligand bond described above provides insight into why the two 
ligand types induce different subsurface quenching trends. Because the Cl ligand simply 
hybridizes with the d-band of Co, it provides a relatively small perturbation on both short and 
long-range interactions throughout the cluster. On the other hand, PH3 ligands form bonding-
antibonding hybrid orbital pairs when anchored on a Co surface. Figure 35B shows the spatial 
extent of two orbitals that extend from the subsurface to the ligand and head group for the 
Co20(PH3)10 cluster. In each case, the orbital has significant amplitude at the subsurface atom, 
which leads to a net quenching of the LMM at the subsurface position. As more and more PH3’s 
bind to the surface surrounding a subsurface atom, the more of these linear hybrid states exist, 
systematically quenching the LMM at the subsurface. 
To show that the LMM quenching at the subsurface was controlled by the ligand 
coverage of the immediate surface, we chose two subsurface atoms and systematically removed 
ligands that are thought to quench their LMM. The green and pink points in Figure 35A 
represent a single subsurface atom in the Co20(PH3)15 and Co45(PH3)30 clusters respectively. This 
data was generated by systematically stripping ligands two bonds away from the subsurface atom 
of interest and recalculating the LMM. In the case of both small (Co20) and large (Co45) cluster 
cores, the LMM at the subsurface increases monotonically as the number of ligands two bonds 
away decreases, suggesting this long-range binding is the main driving force for the quenching 
of the subsurface LMM in PH3 terminated clusters.  
Finally, we note that finite size effects intrinsic to each nanocluster core play a role in the 
range of LMMs accessible in these nanoclusters. First, linear strings of atoms from the ligand 
head group down to the subsurface emerges from regions of the surface with local 5-fold 
symmetry, reminiscent of icosahedral symmetry. In bulk hcp Co, subsurface Co atoms are offset 
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relative to the surface Co atoms, preventing this specific atomic arrangement. Second, the size of 
these clusters leads to high curvature of the surface, allowing the number of ligands that pack 
around a subsurface atom to be much higher than on a flat surface. For example, we calculated 
subsurface Co to ligand coordination numbers up to 9 for PH3 ligand shell and 11 for Cl ligand 
shells. As the surface curvature decreases, the maximum number of ligands two bonds away 
from a subsurface Co atom will decrease, limiting the range of accessible LMMs at the 
subsurface. Together, structural parameters specific to a nanocluster of interest are essential to 
fully understand the distribution of local magnetic moments throughout a CoN nanoclusters, and 
therefore the emergence of specific magnetic behaviors in a cluster. 
5.4 Conclusion 
In summary, the total magnetism of a CoNLM nanocluster is not linearly correlated with 
size; instead the distribution of local coordination environments throughout a give cluster must 
be known. The local magnetic moment of a give coordination environment is dependent on both 
the Co-Co CN and the overall composition of the coordination environment. On the surface of a 
CoNLM nanocluster, molecular descriptors of ligand binding known from coordination chemistry 
are useful to predict the impact of ligands on the LMMs of surface Co atoms, and describe how 
the LMM will differ relative to a bare Co atom with the same Co-Co coordination number. In the 
core of a CoNLM nanocluster, hallmarks from band structure dominate the LMM, where Co-Co 
CN is the primary factor in determining LMM. However, certain ligands have long-range 
quenching effects despite not being directly bound. Overall, knowing the collection of 
coordination environments in a CoNLM nanocluster can lead to the prediction of both their size 
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and coverage dependent magnetic behavior. Give the important and pervasive role of a ligand in 
the synthesis and performance of nanocluster, the immense structural complexity possible in Co 
nanoclusters, these materials are an exciting class of targets for discovery and enhancement of 
magnetic materials. 
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6.0 Finite Temperatures Improve Excitation Energies in Configuration Interaction Singles 
(Portions of this work are being prepared for submission as Hartmann, M. J.; Lambrecht, D. S. 
2018, in preparation.) 
6.1 Introduction 
Configuration interaction singles (CIS) is the simplest and computationally least 
expensive wave function based ab initio method to calculate electronic excitation energies.209 
CIS extends Hartree-Fock (HF) to excited states, where the wave-function is generated by a 
linear combination of single excitations relative to the HF reference determinant. Quartic scaling 
of computational cost with system size allows CIS to be applied to relatively large systems. 
Additionally, combining with ideas such as a fragment product ansatz enables expedited 
calculations due to exploiting sparsity that makes application to several hundred atoms 
possible.210-211 In addition to its moderate computational scaling, CIS is an attractive entry level 
method because it is variational and qualitatively includes the correct -1/r long-range behavior 
for the exchange potential in the asymptotic limit.212 The primary drawback of CIS, even for 
weakly correlated systems where HF is qualitatively correct, is that it overestimates excited state 
energies because orbital optimization is biased toward the self-consistent field (SCF) arising 
from the occupied orbitals, limiting the accuracy of CIS predictions involving ‘excited’ 
 133 
determinants.213-216 Including excited state determinants in the Hartree-Fock potential in which 
the orbitals are optimized could lead to a better simultaneous description of the ground and 
excited states, and improve the accuracy of excitation energies calculated with CIS. This would 
enable more quantitative, computationally efficient CIS-type predictions of large scale, 
experimentally interesting systems. 
Capturing excited-state effects at the mean field level has been studied for a long time;217 
some more recent examples include Neuscamman’s excited-state mean field theory218 or 
Subotnik’s orbital-optimized CIS.219 In this study we utilize fractional occupation numbers 
(FON) in the one-particle density matrix (1-RDM) to include virtual orbitals into the mean-field 
description to generate a new set of orbitals for use in a CIS calculation to improve the accuracy 
of excitation energies. Utilizing FON allows us to optimize the SCF orbitals, which, by 
construction are relaxed within a field arising from a linear combination of ‘ground state’ and 
‘excited’ determinants, and thus improve the quality of the one-particle basis for describing 
excited states (vide infra). Methods employing fractional occupation numbers have been applied 
successfully within quantum chemistry, for example to accelerate mean field convergence for 
systems with small HOMO/LUMO gaps.220 Moreover, FON approaches have been used to target 
specific shortcomings of electronic structure approaches, such as mitigating self-interaction error 
to improve band gaps predicted by pure density functional theory,221-222 or to include static 
correlation in DFT functionals via thermally assisted occupation DFT.223-224 Finally, FON based 
methods have also been used in wave function based method, for example to approximate orbital 
relaxation so that CASCI orbitals can yield CASSCF quality results without the need for explicit 
orbital optimization.225-226 
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Our approach takes an empirical route to improve excited state mean field effects, where 
we use the electronic temperature in the Fermi-Dirac occupation number distribution similar to a 
variational parameter to modify the 1-RDM in the SCF cycle. We then use this parameterized HF 
density to obtain optimized orbitals and orbital energies for use in subsequent CIS calculation 
(FON-CIS). This FON-CIS approach shows a dramatic improvement in calculated molecular 
transition energies with small computational overhead compared to CIS.   
6.2 Theoretical Approach 
The proposed FON-CIS approach is simple and can be easily incorporated into existing 
electronic structure codes. In HF, the one-electron Fock operator, 𝑓(𝛼) is defined as the sum of 
the core Hamiltonian operator, ℎ̂(𝛼) and the effective one-electron HF potential,  
⟨𝜙𝑝(𝛼)|𝑓(𝛼)|𝜙𝑞(𝛼)⟩ = ℎ𝑝𝑞 + 𝑉𝑝𝑞
𝐻𝐹  
The HF potential is composed of Coulomb and exchange terms:  
𝑉𝑝𝑞
𝐻𝐹 ≡ ⟨𝜙𝑝(𝛼)|?̂?
𝐻𝐹(𝛼)|𝜙𝑞(𝛼)⟩ = ∑ [2(𝑖𝑖|𝑝𝑞) − (𝑖𝑞|𝑝𝑖)]
𝑁𝑜𝑐𝑐.
𝑖=1
 
shown here, without loss of generality, for a restricted closed-shell calculation. From this 
equation it is evident that the HF orbitals are optimized in response to Coulomb- and exchange-
type interactions exclusively with the occupied space (j = 1…Nocc), that is, interactions excluding 
virtual (unoccupied) orbitals. This treatment is consistent within standard ground-state 
predictions, where interactions with the occupied space are included at the mean-field level.  
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Additionally, the standard HF energy from this approach can be written as the sum of 
occupied MO eigenvalues (εi) minus coulomb and exchange integrals that account for double 
counting: 
𝐸𝐻𝐹 = ∑ 𝜀𝑖
𝑁𝑜𝑐𝑐
𝑖
−
1
2
∑ ∑ 〈𝑖𝑗‖𝑖𝑗〉
𝑁𝑜𝑐𝑐
𝑗
𝑁𝑜𝑐𝑐
𝑖
 
Finally, the CIS energy for an excitation between occupied orbital i and virtual orbital a can be 
written as the sum of the HF energy and the MO’s of and coulomb and exchange integrals 
between initially occupied and virtual orbitals participating in transition.  
𝐸𝐶𝐼𝑆 = 𝐸𝐻𝐹 + ∑(𝑡𝑖
𝑎)2(𝜀𝑎 − 𝜀𝑖)
𝑖𝑎
+ ∑ 𝑡𝑖
𝑎𝑡𝑗
𝑏〈𝑎𝑗‖𝑖𝑏〉
𝑖𝑗𝑎𝑏
 
This approach inherently treats virtual orbitals on a different footing, because they do not 
enter the HF potential, yet the MO eigenvalues of the virtual orbitals participating in the 
transition do enter the Hartee-Fock potential. The FON formalism allows these virtual orbitals to 
be included in the HF potential and therefore contribute to the SCF in which the orbitals are 
optimized. In FON, all orbitals are allowed (including conventionally occupied and virtual) to 
have non-zero, non-integer occupation numbers as follows: 
⟨𝜙𝑝|?̂?𝐹𝑂𝑁
𝐻𝐹 |𝜙𝑞⟩ = ∑ 𝑛𝑖[2(𝑖𝑖|𝑝𝑞) − (𝑖𝑞|𝑝𝑖)]
𝑁𝑎𝑙𝑙
𝑖=1
 
shown here again, without restriction of generality, for a closed-shell calculation. Here, nr is the 
occupation number of molecular orbital r, determined by a Fermi-Dirac distribution: 
𝑛𝑖 =
1
1 + 𝑒𝑥𝑝 (
𝜖𝑖 − 𝜖𝑓
𝑘𝑇 )
 
In the Fermi-Dirac distribution above, T is the electronic temperature, k is the Boltzmann 
constant, and εf and εr are the Fermi energy and energy of eigenvalue of orbital r, respectively. 
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While the total number of electrons in the system is conserved, nr can be fractional (0 ≤ nr ≤ 1), 
allowing the sum runs over all molecular orbitals (r = 1…Nall), and each term is weighted by the 
fractional occupation number nr. Analogous to above, the ground state energy with FON can be 
written as: 
𝐸𝐻𝐹
𝐹𝑂𝑁 = ∑ 𝑛𝑖𝜀𝑖
𝑁
𝑖
−
1
2
∑ ∑ 𝑛𝑖〈𝑖𝑗‖𝑖𝑗〉
𝑁
𝑗
𝑁
𝑖
 
 
While 𝐸𝐻𝐹
𝐹𝑂𝑁will be higher than the standard HF energy due to mixing the HF ground state 
with higher energy HF solutions, the CIS energy is now a functional of the occupation number 
distribution. This allows the CIS energy to be optimized with respect to temperature: 
𝐸𝐶𝐼𝑆
𝐹𝑂𝑁 = 𝐸𝐻𝐹
𝐹𝑂𝑁 + ∑(𝑡𝑖
𝑎)2(𝜀𝑎(𝑇) − 𝜀𝑖(𝑇))
𝑖𝑎
+ ∑ 𝑡𝑖
𝑎𝑡𝑗
𝑏〈𝑎𝑗‖𝑖𝑏〉
𝑖𝑗𝑎𝑏
 
Here, εa and εi depend on the electronic temperature parameter and provide a handle on the CIS 
energy. Overall, FON-CIS adds two important parameters to the conventional integer-occupation 
HF ansatz: 1) orbitals are optimized including mean-field interactions with the entire (occupied 
plus virtual) orbital space, and 2) the ‘electronic temperature’ parameter T provides a 
parameterization to control the relative weights with which different orbitals enter the HF 
potential. We utilize this flexibility gained by the FON ansatz to control the HF potential to yield 
orbitals resulting in more accurate excitation energies within FON-CIS. 
Specifically, we employ the electronic temperature of the FON method as a parameter to 
optimize specific sets of CIS transition energies. We tested the FON-CIS ansatz on a range of 
systems; here we present results for a test set of representative π-conjugated molecules as well as 
the formaldehyde-water dimer sampled for several local minima plus geometries sampled from 
molecular dynamics simulations. By analyzing the temperature dependence of the FON-CIS 
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excitation energies, we improve the predicted transition energy at the CIS level of theory relative 
to benchmark equation of motion coupled cluster singles and doubles (EOM-CCSD) calculations 
and suggest a simple principle to select the optimal temperature a priori. 
The FON-CIS was implemented into a development copy of the Q-Chem version 4.0 
program package.227 Throughout this study, each system’s geometry was optimized at the 
Hartree-Fock level of theory within the cc-pVDZ basis set.228 The optimized structures were then 
used to calculate the first ten singlet excited states with CIS, FON-CIS, and EOM-CCSD. The 
formaldehyde-water structures were generated along three separate ab initio molecular dynamics 
(AIMD) trajectories, where each trajectory was initiated with one of three local geometry 
minima structures predicted for the H2CO-H2O system.
229 The AIMD simulations were 
performed at the HF/cc-pVDZ level, at a temperature of 300K, and were allowed to run for 2000 
MD steps with a time step of 15 atomic units. Starting with the 50th step, the geometries were 
sampled at every 30th step along each trajectory, resulting in 65 geometries for each initial 
structure (195 total geometries). 
6.3 Results and Discussion 
Figure 36 shows the energy of the HOMO-LUMO transition of 1,3-butadiene calculated 
with FON-CIS as a function of electronic temperature. The CIS value for the HOMO-LUMO 
transition of 1,3-butadiene is 6.84 eV, which is overestimated by nearly double relative to the 
EOM-CCSD value of 3.52 eV. Using FON-CIS, the transition energy can vary from the CIS 
value, across the EOM-CCSD value, to 1.58 eV as a function of electronic temperature. The 
FON-CIS value matches EOM-CCSD between 48,000K and 50,000K. 
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Figure 36. FON-CIS transition energies and frontier orbital occupation numbers as a function of 
temperature for 1,3-butadiene. Black line represents transition energy; blue circles (squares) are 
HOMO (LUMO) occupation numbers at each temperature. 
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As a function of temperature, the FON-CIS transition energy curve exhibits three distinct 
regimes that are defined by the occupation number distribution between the participating 
orbitals. Specifically, the low temperature regime (0K ≤ T ≤ 16000K) for 1,3-butadiene is 
defined by no change in transition energy and negligible change in the occupations of the 
HOMO and LUMO. As the temperature increases above 16,000K, occupation transfer from the 
HOMO to the LUMO begins, and a decrease in the HOMO-LUMO transitions energy is 
observed. We find that relatively small occupation number transfer is required before changes in 
the transition energy are observable, where the change in HOMO occupation is reduced by 0.03 
electrons at 18,000K relative to 0K. In this intermediate temperature range (18,000K ≤ 
temperature ≤ 40,000K for 1,3-butadiene) the change in transition energy is sensitive to 
increasing temperature and responds nearly linearly as temperature increases. The near linear 
change in transition energies is mirrored by a similar linear change in occupation numbers of the 
HOMO and LUMO. A monotonic decrease in transition energy continues in the high 
temperature regime, above 40,000K for 1,3-butadiene, however the change is less sensitive to 
temperature and the curve flattens at high temperatures. In the high temperature regime, the 
HOMO and LUMO occupation numbers also flatten due to many lower and higher lying orbitals 
other than the frontier orbitals undergoing occupation number changes. Overall, our data 
suggests that the occupation of the HOMO and LUMO directly correlate to HOMO-LUMO 
transition energy of 1,3-butadiene predicted by FON-CIS. More broadly, the occupations of the 
HOMO and LUMO orbitals modify the HF potential in which the orbitals are formed via the 
density matrix, thus controlling the energy of the HOMO-LUMO transition. 
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Figure 37. (A) Orbital energy level diagram of 1,3-butadiene at various temperatures. (B) 
Difference density of frontier orbitals between 0K and 100,00K. Blue surface shows where 0K 
orbital amplitude is larger, red surface shows where 100,000K orbital amplitude is larger. 
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Occupation number changes directly modify elements of the atomic orbital (AO) basis 
density matrix by changing the prefactor of each molecular orbital coefficient: 𝑃𝜇𝜈
𝐴𝑂 =
∑ 𝑛𝑟 𝐶𝜇𝑟
∗ 𝐶𝜈𝑟
𝑁𝑎𝑙𝑙
𝑟=1 . In addition to changing the values of the matrix elements in the density matrix, 
there are more non-zero entries along the diagonal of the molecular orbital (MO) basis density 
matrix 𝐷𝑝𝑞
𝑀𝑂 = 𝑛𝑝𝛿𝑝𝑞 due to population of the virtual orbitals. The combination of these two 
changes to the density matrix with FON directly impacts the HF potential by changing both the 
number of integrals and values of the Coulomb and exchange integrals. As a consequence, the 
FON ansatz modifies SCF results, that is, orbital energy eigenvalues, the orbital coefficients and 
densities, and thus also the shape of the orbitals. Normally, the HOMO is low and the virtual 
orbitals are too high due to not being included in the SCF optimization. Upon introduction of 
fractional occupation numbers, we optimize with respect to a superposition of configurations, 
causing HOMO to increase and the LUMO to decrease in the energy. In Figure 37B we also 
show the difference between the squared amplitudes of the HOMO and LUMO between the 0K 
and 100,000K temperatures (blue – larger amplitude at 0K, red – larger amplitude at 100,000K). 
In both the HOMO and LUMO, a localization of the electron density is observed with increasing 
temperature. 
From the above description, it is clear that the role of temperature in the FON-CIS 
method is to introduce a non-linear parameterization of the mean field electron density. In order 
to make the FON-CIS a practical and routine method to calculate transition energies with 
improved accuracy relative to standard CIS, the optimal temperature parameter should be made a 
priori. Here, we propose to employ the transition energy at the inflection points of the 
temperature vs. occupation number curve as a practical choice for the FON-CIS predicted 
transition energy. The rationale for this choice is that as occupation is transferred from occupied 
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to virtual orbitals, the extent of their contribution to the HF potential is also transferred, 
including contributions from excited configurations. The inflection point represents an averaged 
configuration at which an equal treatment of the orbitals participating in the transition is reached. 
For 1,3-butadiene, the FON-CIS transition energy at the inflection point predicts an excitation 
energy of 4.51 eV (cubic fit in Figure 38, a 28% overestimation of the EOM-CCSD result, a 
significant improvement from the 94% overestimation produced by standard CIS. To 
demonstrate the transferability of the inflection point as a good choice for the FON-CIS 
excitation energy, we applied this method to a suite of straight chain, π-conjugated hydrocarbons 
(Figure 39). 
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Figure 38. Transition energy as a function of temperature for 1,3-butadiene (blue circles) and 
cubic polynomial fit (green line). Horizontal dashed line represents EOM-CCSD value. 
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Figure 39. Suite of π-conjugated system used in this study. 
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Figure 40. CIS (green) and FON-CIS (blue) as a function of EOM-CCSD excitation energy of 
HOMO-LUMO (π  π*) transition for each π=conjugated system. Dotted lines are linear fits of 
CIS and FON-CIS data set respectively. Solid line guides the eye to show ideal values for perfect 
agreement with EOM-CCSD results. 
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For each π-conjugated system we calculated the energy of the first EOM-CCSD transition 
as well as the CIS transition energy (Figure 40). The green data points show the relationship 
between the calculated HOMO-LUMO excitation energy of standard CIS and EOM-CCSD. CIS 
systematically overestimates the transition energy by about 3.0 eV relative to EOM-CCSD. 
Further, CIS introduces a non-parallelity error relative to the 1:1 EOM-CCSD line indicated by 
the 1.34 slope of the fitted line. In order to calculate the FON-CIS HOMO-LUMO transition 
energies (blue points in Figure 40), a FON-CIS calculation was performed at each temperature 
point along a grid ranging from 0K to 100,000K in steps of 2,000K and the resulting transition 
energy vs. temperature data was fit to a cubic polynomial. The FON-CIS values at the inflection 
point were calculated and plotted against EOM-CCSD results (Figure 40, blue squares). The 
FON-CIS approach reduced the overestimation of CIS relative to EOM-CCSD by an average of 
72%, or 1.07 eV, for the HOMO-LUMO transition energy of each π-conjugated system 
considered. Moreover, the FON-CIS method virtually eliminated the non-parallelity error (slope 
of fit = 1.01) without impacting the quality of the fit (R2=0.97 for CIS and R2=0.95 for FON-
CIS). 
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Figure 41. (A) Starting geometries and transition energies for each AIMD trajectory. (B) CIS 
(green) and FON-CIS (blue) as a function of EOM-CCSD excitation energy of n  π* transition. 
Each point represents a single geometry along an AIMD trajectory. Dotted lines are linear fits of 
CIS and FON-CIS data sets respectively. Solid line guides the eye to show ideal values for 
perfect agreement with EOM-CCSD results. 
 
The transferability of the FON-CIS approach and choice of electronic temperature was 
tested by application to 195 formaldehyde-water dimer structures sampled from AIMD 
trajectories. In the gas phase, the formaldehyde-water dimer is predicted to have three primary 
local minimum structures.229 Each of these local minima were built in Avogadro, optimized at 
the HF level of theory, and used as the starting structures for 3 AIMD simulations (structures in 
Figure 41A). The three different staring points allowed a significant portion of configurational 
space to be sampled. Altogether, 195 unique geometries of the formaldehyde-water dimer were 
considered and CIS, FON-CIS, and EOM-CCSD calculations were performed on each structure 
to collect statistics on the performance of the FON-CIS method. For each structure we target the 
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well-known n  π* transition of the Formaldehyde-water dimer, here showing up as the either 
the 4th, 5th, or 6th root of the CIS calculations.230-231 
Because we sampled many geometries, the n  π* transition appears at a range of 
energies and often mixes with minor contributions from other amplitudes. Our analysis isolated 
the transition where the n  π* component was the majority contribution of the overall 
transition and followed that root as a function of electronic temperature. A total of 12 structures 
did not exhibit a root with dominant n  π* character and were therefore omitted from the data 
set in Figure 41B. 
In Figure 41B the green circles show the relationship between CIS and EOM-CCSD 
transition energy, where CIS systematically overestimates the transition energy by more than 2.0 
eV and a small non-parallelity error was observed in the CIS data (slope of fit = 0.90). Similar to 
the results from the π-conjugates systems, the FON-CIS transition energy data (Figure 41B, blue 
squares) shows a dramatic reduction in the transition energy error relative to EOM-CCSD: FON-
CIS has a 1.83 eV (76%) smaller error in the transition energy compared to standard CIS 
calculations. While a small increase in the scatter was observed (probable errors: CIS = 0.041 eV 
and FON-CIS = 0.084 eV), the improvement was systematic and no additional non-parallelity 
error was introduced (slopes of line are 0.90 and 0.91 for CIS and FON-CIS respectively). 
6.4 Conclusion 
In conclusion, we have presented a method that uses fractional occupation numbers to 
improve excitation energies calculated with CIS at small computational overhead. Specifically, 
we treat CIS excitation energies as functionals of the HF single particle density, which we 
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parameterize using a single, fictitious electronic temperature parameter. As the electronic 
temperature is increased, this approach transfers occupation from occupied to previous empty 
orbitals, thus mixing excited electron configurations into the HF potential in which the orbitals 
are optimized. As a consequence, this approach allows us to target sets of specific excited states 
whose energies improve upon optimization of the participating orbitals. We found that the 
inflection point of the transition energy versus electronic temperature curve provides an accurate 
and transferable choice for a priori determination of the FON-CIS transition energy relative to 
EOM-CCSD benchmark results for the test systems studied. These improved excitation energies 
are likely associated with the finding that the inflection point marks a more balanced description 
of orbitals describing the participating ground and excited states. For example, FON-CIS resulted 
in a 1.07 eV (72%) improvement in π  π* transition energy for π-conjugated hydrocarbons and 
a 1.83 eV (76%) improvement in n  π* transition energy in the formaldehyde-water dimer. 
Overall, FON-CIS presents an attractive route toward inexpensive and improved excited state 
prediction with potential to provide accurate prediction of optoelectronic properties for 
previously intractable systems. 
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Pettersson, M., Vibrational Perturbations and Ligand–Layer Coupling in a Single Crystal of 
Au144(SC2H4Ph)60 Nanocluster. J. Phys. Chem. Lett. 2014, 5 (2), 387-392. 
142.Qian, H.; Jin, R., Controlling Nanoparticles with Atomic Precision: The Case of 
Au144(SCH2CH2Ph)60. Nano Lett. 2009, 9 (12), 4083-4087. 
143.Quinn, B. M.; Liljeroth, P.; Ruiz, V.; Laaksonen, T.; Kontturi, K., Electrochemical 
Resolution of 15 Oxidation States for Monolayer Protected Gold Nanoparticles. J. Am. Chem. 
Soc. 2003, 125 (22), 6644-6645. 
144.Salorinne, K.; Lahtinen, T.; Koivisto, J.; Kalenius, E.; Nissinen, M.; Pettersson, M.; 
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