Despite the importance of uncertainties encountered in climate model simulations, the fundamental mechanisms at the origin of sensitive behavior of long-term model statistics remain unclear. Variability of turbulent flows in the atmosphere and oceans exhibits recurrent large-scale patterns. These patterns, while evolving irregularly in time, manifest characteristic frequencies across a large range of time scales, from intraseasonal through interdecadal. Based on modern spectral theory of chaotic and dissipative dynamical systems, the associated low-frequency variability may be formulated in terms of Ruelle-Pollicott (RP) resonances. RP resonances encode information on the nonlinear dynamics of the system, and an approach for estimating them-as filtered through an observable of the system-is proposed. This approach relies on an appropriate Markov representation of the dynamics associated with a given observable. It is shown that, within this representation, the spectral gap-defined as the distance between the subdominant RP resonance and the unit circle-plays a major role in the roughness of parameter dependences. The model statistics are the most sensitive for the smallest spectral gaps; such small gaps turn out to correspond to regimes where the low-frequency variability is more pronounced, whereas autocorrelations decay more slowly. The present approach is applied to analyze the rough parameter dependence encountered in key statistics of an El-Niño-Southern Oscillation model of intermediate complexity. Theoretical arguments, however, strongly suggest that such links between model sensitivity and the decay of correlation properties are not limited to this particular model and could hold much more generally.
S
ensitive behavior of long-term general circulation model (GCM) statistics is attracting increased attention (1-3), but its origin and fundamental mechanisms remain unclear. These sensitive-behavior issues are of practical, as well as theoretical, importance in climate dynamics and elsewhere (4) . For some GCMs, involving millions of variables, circumstances have been found where certain climate observables vary smoothly through a plausible parameter range (5) or where linear response theory applies over some range (6) . On the other hand, this may not hold for every observable or parameter, and concerns arise regarding the role of some type of "structural instability" in sensitive parameter dependence (1, 2, 4) .
The low-order Lorenz (L63) model (7) illustrates some of the relevant issues. Various statistics exhibit linear dependence over a broad range of parameters for which the dynamics is chaotic (e.g., figure 2 of ref. 8) . The statistics' linear dependence coexists here with structural instability of this model's global attractor, as small variations in the parameters cause a plethora of topological changes (9) . In particular, the unstable periodic orbits that appear or disappear as a parameter changes may only have a negligible effect on the model's physical invariant measure (see below), if their period is longer than the decorrelation time of the dynamics.
In general, the role played by a system's mixing and harmonic properties on the nature of its response has been only partially addressed. Only very specific results exist, in the deterministic setting, to support the idea that linear response of the long-term statistics (and of local variations of physical measures) may still hold in the absence of (topological) structural stability (10) . For stochastic systems, more general results have been obtained (11) , but it is still a challenge to relate the size of the parameter interval over which linear response may hold to the system's mixing properties. Conditions for smooth but nonlinear response (e.g., quadratic) or else for rough parameter dependence-with many highly local variations in response over a given parameter interval-to occur are also poorly known.
To help us understand the circumstances in which one may expect one type of behavior rather than the other, we cast here this problem in a theoretical framework based on the modern spectral theory of dynamical systems (10, (12) (13) (14) (15) (16) (17) (18) (19) . The approach is illustrated on an El Niño-Southern Oscillation (ENSO) model of intermediate complexity. The model is governed by a system of coupled partial differential equations (PDEs), and it exhibits different degrees of roughness in its parameter dependence in different regimes. The relationship of statistics such as the power spectrum to dynamical features known as Ruelle-Pollicott (RP) resonances (20) (21) (22) is outlined below and suggests the usefulness of estimating these resonances-despite the challenge of doing so in high-dimensional systems. To do so, we introduce here a unique approach that estimates these resonances as filtered through an observable chosen from the simulated scalar time series. This approach allows us to shed light on subtle relationships between the nonlinear mixing rate in the system's phase flow and the nature of the parameter dependence of its long-term statistics.
Intermediate ENSO Model and Its Key Properties
The intermediate-complexity ENSO model examined in this study is the Jin-Neelin (JN) model (23) forced by the seasonal cycle. The way we include the latter differs from the one used
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in ref. 24 , but the main dynamical features are preserved (SI Text). The dynamics and thermodynamics of the resulting forced JN (fJN) model are based on those of the coupled oceanatmosphere model of Cane and Zebiak (CZ) (25) .
The fJN model's main ingredients are the following. Its oceanic component is made up of two parts. The vertical-mean motions above the thermocline are governed by linearized shallowwater equations-forced by the wind stress-on an equatorial β-plane. The resulting currents drive an advection equation that describes the sea-surface temperature (SST) field at the Earth's equator. The atmospheric component is a Gill-type model for the wind-stress anomaly field, which establishes a diagnostic relation (i.e., one with no time derivative present) between the latter and the SST anomalies. The magnitude of the wind stress anomalies controls the coupling between the oceanic and atmospheric components (SI Text).
We consider here, following ref. 23 , a standard truncated version of this model, summarized in SI Text. The resulting numerical version has slightly more than 400 degrees of freedom: a modest number compared with a GCM but still a challenge for the study of statistical properties within the framework of transfer operator theory as presented elsewhere (12, 15, 17, 18, 26, 27) .
The nonlinear interaction of the seasonal cycle in the fJN model with internal variability leads to a rich variety of dynamical behavior, from frequency-locked regimes to chaotic ones via a quasi-periodic route (24) ; the latter recalls the overlapping of Arnol'd tongues occurring in the CZ model (28) . The internal variability arises through Hopf bifurcation when the basic state is steady (23) , whereas in the fJN model, it arises via destabilization of a basic cycle of a 1-y period.
For a fixed coupling between the oceanic and atmospheric components, we analyze the response of various statistics to changes of a key model parameter δ. This parameter affects the travel time of the equatorially trapped waves (23, 24) that play an essential role in ENSO dynamics; it can yield significant changes in the Floquet spectrum of the linearized model (23) . Here we examine regimes at strong nonlinearity over a modest range of δ (roughly 7% change) that nonetheless exhibit strong changes in various statistics of the simulated temperatures T δ ðtÞ averaged over a Central Pacific region along the equator referred to as Niño-3.
Parameter Dependence in the fJN Model
We begin by reporting two distinct types of parameter dependence (Figs. 1 and 2) with respect to small changes of the same primary parameter δ. For two different regimes, long model runs are produced to obtain these results over a fine δ grid: for each δ = 0:905 + ð j − 1ÞΔδ with Δδ = 3 × 10 −4 and j ∈ f1; . . . ; 201g, an 8,800-y-long run is generated and sampled every 2 wk. The distinction between the two types of regimes is monitored by δ s ; this parameter varies from zero to unity, and it controls the intensity of the anomalous surface-layer currents as a function of the wind stress anomalies (SI Text). When δ s is close to unity, i.e., in the case of strong surface-layer feedback, stronger vertical and advection anomalies add to the rate of SST change (24) . Fig. 2 illustrates the δ dependence of the power spectrum of the Niño-3 SSTs. In the lower panel, for δ s = 0:1, a clear broad peak corresponds to a quasi-quadriennial (QQ) oscillation around 0.25 cycles/y (29) that occurs for most δ values. The upper panel, for δ s = 0:95, does not exhibit such a pronounced, broad interannual peak over the δ interval of study. For reasons that will become obvious later, we call the regime that corresponds to δ s = 0:95 rapidly mixing and the one that corresponds to δ s = 0:1 slowly mixing. For the moment, we can roughly say that these attributes are chosen in agreement with the decay rate of the autocorrelation function (ACF) of T δ ðtÞ, which is typically faster for δ s = 0:95 than for δ s = 0:1.
In both regimes and for 0:905 ≤ δ ≤ 0:965, Figs. 1 and 2 illustrate the presence of δ intervals where chaos occurs, interleaved with intervals of periodicity, in agreement with the Arnol'dtongue scenario noted above (24) . Fig. 1 B and D demonstrates that in the slowly mixing case and on chaotic subintervals, sudden changes are manifested in the statistical moments of T δ ðtÞ; these changes may be relatively large within chaotic regimes (cyan dots in Fig. 1 ). At the same time, Fig. 1 A and C shows that nearly linear or, at least, smooth δ dependence takes place in the presence of chaos for the rapidly mixing case, except from jumps at transitions to periodic regimes. An exception occurs in a small range near the relative δ change value of 1 in the SD (Fig. 1A) ; this will be clarified in the penultimate section.
A more detailed inspection of the δ dependence of the statistics shown in Fig. 1 reveals interesting similarities with the δ dependence of the power spectrum plotted in Fig. 2 . In the rapidly mixing case, the δ dependence of the power spectrum shown in Fig. 2A is rather smooth for the chaotic regions, as observed in Fig. 1 A and C, where the (narrow band) peaks are slightly modulated in magnitude across the δ interval of study. In the slowly mixing case-where the broad-band QQ peak is strongly modulated in magnitude and characterized by a rough δ dependence-striking correspondences are found between the changes of the SD shown in Fig. 1B and those of the QQ peak magnitude shown in Fig. 2B . This correspondence is natural given that the QQ peak captures much of the variance in this case.
Given this illustration of rough and not-so-rough parameter dependence within chaotic regimes, one is led to ask whether dynamical systems theory may help us clarify the relationship to broad-band energetic peaks and the rate of decay of correlations associated with these. Obviously this question is not limited to the fJN model and concerns chaotic dynamical systems in general. We recall first the relevant elements of the theory of RP resonances before presenting the main new ingredients, i.e., the Markov representations that will be used to provide concrete steps toward answering this question.
RP Resonances and Decay of Correlations
In this section, we give a brief introduction to the spectral theory of dissipative dynamical systems (DDSs) (10, (12) (13) (14) (15) (16) (17) (18) (19) while focusing on chaotic behavior. The next sections will show that this theory-when combined with appropriate Markov representations-provides a powerful set of concepts and tools that help us A B C D Fig. 1 . Relative changes in percentage for the SD and skewness of Niño-3 SSTs with respect to variations in δ; the reference value is taken as δ 0 = 0:905. A and C correspond to the rapidly mixing regime, δ s = 0:95; B and D correspond to the slowly mixing regime, δ s = 0:1. In each of these panels, the chaotic (periodic or quasi-periodic, respectively) behavior is represented by red (or black) dots. In D, two consecutive cyan dots represent local changes in the skewness from about 9.5% to 13.5%, for corresponding variations in δ of less than 0.06%.
understand and quantify the occurrence of rough parameter dependence in complex systems, as illustrated in the previous section.
To simplify the presentation, let X = R d be a Euclidean vector space of dimension d, subject to a one-parameter group of smooth transformations fS t g t∈R , associated with the flow of a smooth but nonlinear system of ordinary differential equations, given by _ x = FðxÞ. The main objective of the spectral theory of chaotic DDSs is to study the evolution of probability laws induced by S t instead of studying individual trajectories that exhibit chaotic behavior.
This objective is achieved by examining the family of PerronFrobenius operators. Such a family fL t g, also known as transfer operators (12, 15, 17, 18, 26, 27) , acts on probability measures ν and it is given by
for any measurable set E ⊂ X. It gives the measure with respect to ν of the ensemble of points in X that occupy E at time t. Note that sometimes L t ν is denoted by ðS t Þ * ν, i.e., the pushforward of the measure ν by S t . Under mild assumptions on F and ν, it can be shown that L t ν is in fact a weak solution η emanating from ν at t = 0, in the Schwartz sense of distributions, of the transport equation
on ½0; ∞Þ × X, where the operator div is the divergence operator on X. In parallel, the study of the evolution of densities associated with ν with due attention to the proper functional spaces in which these densities live (10, (12) (13) (14) (15) (16) (17) (18) (19) , is of prime importance for the theory. It can be proven for hyperbolic dynamical systems and it is observed experimentally for many others (15, 30, 31 ) that a common feature of DDSs is the transformation of the initial Lebesgue measure m 0 into a measure L t m 0 that has still a finite density with respect to m 0 but that exhibits finer and finer structure, as time t evolves. Asymptotically, an invariant measure μ of Sinai-Ruelle-Bowen (SRB) type is generally reached (15, 30) as t → +∞. This measure is physical in the sense that
almost all x ∈ X, and any sufficiently smooth observable f : X → R. This property is often referred to as the chaotic hypothesis that, roughly speaking, expresses an extension of the ergodic hypothesis to nonHamiltonian systems (31) . Such a measure μ is typically singular with respect to m 0 while exhibiting smooth density in the expanding directions, or unstable manifolds, whose Haussdorf dimension is strictly less than d. In other words, the initial measure m 0 flows into microscopic scales of vanishing volume, whereas on the macroscopic scale, μ, supported by the unstable manifolds, is the only information from m 0 that remains visible after the dynamics acted over an infinite amount of time.
For Anosov flows (14) , one considers functional spaces B that capture such stretching and contracting effects of the dynamics and can then prove that the SRB measure μ may be equivalently characterized as the stationary solution of Eq. 2. In ref. 14, it is then shown that the related statistical properties of the flow are accurately described by the spectral properties of the transfer operators acting on B. Moreover, fL t g t≥0 is a strongly continuous semigroup in B, uniformly bounded in t, and its generator is given by A · = − divð· FÞ, where F is the vector field generating the Anosov flow. As a consequence, the spectrum of A is contained in the left-half complex plane, fz ∈ C : ReðzÞ ≤ 0g, and its resolvent RðzÞ = ðzId − AÞ −1 -which determines the spectral properties of A-is a well-defined bounded operator on B that admits, for all f ∈ B and z ∈ C with ReðzÞ > 0, the following integral representation:
It can then be proven that the spectrum of the generator A on B consists only of isolated eigenvalues of finite multiplicity within a strip −γ < ReðzÞ ≤ 0, for some γ > 0 that depends on the stretching and contracting rate of the dynamics (14) ; the rest of the spectrum is continuous and located in fz ∈ C : ReðzÞ ≤ − γg. In addition, the eigenspace associated with the null eigenvalue is spanned by the set of SRB measures; this set is reduced to only one such measure provided the zero is simple. We assume henceforth that the latter is the case, and μ will always refer to this unique SRB measure.
The extension of such rigorous results to other classes of chaotic DDSs is still a major challenge. However, a widespread conjecture is that the global picture is relevant to most chaotic DDSs. In other words, the spectrum σðAÞ of A· = − divð· FÞ on some appropriate functional spaces B for such a system consists always of the disjoint union of a continuous part and a discrete part. These two are called, respectively, the essential spectrum σ ess ðAÞ, and the point spectrum σ p ðAÞ (13) . When the existence of a (unique) SRB measure μ is assumed, classical function spaces, such as L (17, 18) . In the interesting cases, i.e., when the point spectrum is not trivially reduced to f0g, it is typically located in a vertical strip of the complex plane whose points are known as the RP resonances (20) (21) (22) . These resonances give precise information on correlation decay and on the power spectrum. We describe this information via formal mathematical arguments, referring to the specialized literature for their rigorous treatment.
Note first that, by making the change of variables y = S t ðxÞ
where f · g denotes the product map xXf ðxÞgðxÞ. This equation results from the general change-of-variables formula R gdððS t Þ p νÞ = R g ∘ S t dν, with dν = f dμ (32) . Here the action L t f of L t on the density f with respect to μ is defined by L t f ddððS t Þ * νÞ=dμ, the RadonNykodim derivative of L t ν with respect to μ (17, 18) (see also SI Text). If we assume, without loss of generality, that f and g have a vanishing μ-ensemble mean, i.e., h f i μ = hgi μ = 0, then the right side of Eq. 4 denotes the correlation function ρ f ; g ðtÞ = R f · g ∘ S t dμ. From the physical property of the SRB measure μ, this function equals for almost all x ∈ X, the more familiar cross-correlation coefficient at lag t, given by C f ; g ðtÞ = lim 
The meromorphic extension into the complex plane ofρ f ; g ðωÞ, via Eq. 5, tells us that the poles of the resolvent RðiωÞ-which correspond to the RP resonances-introduce singularities into the complex Fourier transform, where ω ∈ C is a complex frequency. These poles will manifest themselves in the power spectrum as peaks that stand out over a continuous background at frequency ξ, if the corresponding RP resonances with imaginary part ξ are close enough to the imaginary axis. The continuous background has its origin in the continuous part of σðAÞ.
Note that the position of the poles depends only on the system considered, whereas their residues depend on the observable monitored (21) . As a result, some peaks in the power spectrum may disappear from observable to observable, depending on how large or small their residues may be. Ruelle (21, 22) and Pollicott (20) introduced this description of RP resonances as poles in the meromorphic extension ofρ f ; g ðωÞ that are responsible for bumps in the power spectrum; they also connected these resonances to the decay rate of correlations.
The latter connections, between RP resonances and correlation decay, are subtler and closely related to the model flow's relaxation toward the SRB measure μ as t → + ∞. If 0 is the only eigenvalue of A on the imaginary axis, the system is mixing, and the existence of a gap between 0 and the rest of the spectrum σðAÞ governs the rate of convergence of L t m toward μ. The size τ of this gap is given by τ = minfjReðλÞj; λ ∈ σðAÞ=f0gg > 0.
More precisely, in such a case, one can prove that, for any probability measure ν that has density ψ with respect to the Lebesgue measure and for all suitably chosen test functions φ Z φ dðL t νÞ =
The main step in establishing Eq. 6 is to prove the existence of the spectral gap τ > 0; remaining steps rely on the inversion of Eq. 3 and the properties of the resolvent RðzÞ 20. Furthermore, because R φ dðL t νÞ = R ψ · φ ∘ S t dm 0 and hψi m0 = 1, one obtains from Eq. 6 that R ψ · φ ∘ S t dm 0 − hψi m0 hφi μ → 0 at the exponential rate τ. Thus, the spectral gap τ controls the decay of correlations, when the system is initiated out of the SRB equilibrium μ. These arguments can be made rigorous in the context of Anosov flows (19) , but, in general, the decay of correlations can be subexponential. This situation arises when the RP resonances are arbitrarily close to the imaginary axis. If τ > 0, and the discrete spectrum is nontrivial, RP resonances lead to modulations in the decay of correlations, which correspond to peaks in the power spectrum.
Thus, RP resonances provide powerful theoretical tools to describe the variability in time of the system's flow, in terms of spectral properties of the operator A· = − divð· FÞ, where F is the nonlinear vector field that generates the flow. Key features of this variability include peaks in the power spectrum and the decay rate of correlations.
The original treatment of RP resonances (20, 22) was based, in fact, on a different approach, which used Markov partitions of the dynamics (15) . The spectrum σðL t Þ of L t -which lives within the unit disk-was analyzed, rather than that of A, in the left-half plane. However, similar results relating the RP resonances to the decay of correlations and to the power spectrum were established. We preferred to follow here the framework of ref. 14 because of its connections with the fundamental Eq. 2, whose analysis may benefit from PDE techniques (33) and the spectral theory of semigroups and their generators.
The latter theory offers conceptual advantages for describing the relations between the RP resonances and the decay of correlations on one hand and the power spectrum on the other. Nevertheless, for practical purposes, the approximation by a discrete time Markov process from a sequence of observations of the dynamics may be used to provide estimates of the (filtered) RP resonances when for instance the direct computation of σðAÞ is out of reach for large systems such as considered in this article. Such an approach is described below.
Estimating RP Resonances from Observables
In a low-dimensional phase space, Markov partitions provide natural tools to study the spectral properties of A or L t , the latter being approximated by a stochastic matrix P in the case of maps (26, 27) . In essence, Ulam-type methods approximate the dynamics in phase space by a Markov chain whose transition probabilities are estimated from many simultaneous iterations of the map of interest over a large ensemble of initial data (26, 27) . This approach can be rigorously justified for a large class of expanding or Anosov maps (27) , and it can be used in the numerical estimation of RP resonances for low-dimensional models (34) , although some drawbacks may arise in applications (35) .
In a large-dimensional phase space, such as the one where the fJN model's dynamics takes place, with d ' 400, the Ulam approach becomes computationally intractable. A cheaper and less ambitious approach consists of taking a single observable h and, instead of trying to approximate the full transfer operator L t , seek a decomposition of the autocorrelation function associated with h from a long simulation into a sum of complex exponentials. In principle, this gives the positions of the RP resonances corresponding to nonvanishing residues associated with h. Padé approximation or Prony's method are typically used (36) . The main drawback of these techniques lies in the number of exponentials to be fitted to the signal, which may lead to an inaccurate estimation of RP resonance (35) .
We propose here an intermediate approach based on sufficiently long model runs that exploit Ulam's ideas but apply them to a Markov operator T (17) that acts on a space of functions that depends only on the observed variables. As we will show, this operator T is rigorously associated with the full transfer operator L of the dynamics, given an observable h and the physical measure μ of the underlying map. The operator T can then be approximated by a stochastic matrix P, which is estimated by computing a classical maximum likelihood estimator (MLE) (37),P, from the sequence of observations fx n gdfhðx n Þ : n = 1; . . . ; Ng.
When this sequence is long enough, the eigenvalues ofP provide crucial information about, and actual estimates of, the dominant RP resonances, as filtered by h, i.e., the resonances that correspond to nonvanishing residues and yield the largest contributions to the power spectrum of h (SI Text). Clearly, the more delicate point is the existence of such an operator T, which we show hereafter for a broad class of chaotic systems. Details of a more practical nature about the approximation of T then follow and are applied to the fJN model. Finally, note that our approach is complementary to the one in ref. 38 for Hamiltonian systems; the latter focuses on the related but distinct question of identifying metastable features of the dynamics.
Markov Operators from Observables of Chaotic Systems. In this section, we consider discrete dynamical systems given by x n+1 = Fðx n ; u n Þ, where x n ∈ X = R d , and u n is assumed to be a periodic forcing of period m. We assume furthermore that S n; p -the solution operator that evolves the system from its state at time p to its state at time n-is well defined for any p ≤ n and that the semigroup property S n; q = S n; p ∘ S p;q holds for all q ≤ p ≤ n.
Chaotic behavior is synonymous here to the existence of a unique time-dependent, necessarily m-periodic SRB measure μ n , which attracts the Lebesgue measure in a pullback sense, i.e., ðS n; p Þ p ρ → μ n as p → − ∞, where ρ is the Lebegue measure (39) . The latter property is assumed to hold in the absence of chaos as well, e.g., for a global limit cycle or for a quasi-periodic behavior. Note that in the presence of a positive Lyapunov exponent, due to a theorem of Ledrappier and Young, one can ensure the existence of such SRB measures by perturbing the governing evolution equations with an appropriate noise of very small intensity (39) .
For simplicity, we denote now by S the map S m;0 whose iterations give the states of the system at any integer multiple of the period m of the forcing. This map is a called the time-m map. By using an analog of Eq. 1 for discrete time, a transfer operator L can be associated to S. By m-periodicity and from our assumptions on S n; p , the dynamical system generated now by S possesses μ d μ m as an SRB measure. We consider the system in this statistical equilibrium and define L acting on densities f with respect to μ by Lf d dLν=dμ for any f ∈ L 1 μ ðXÞ such that dν = f dμ. Let A be the (compact) support of μ and define the transition probability pðC; DÞ for the map S of reaching the Borel set D of A from the Borel set C of A by
where χ A is the characteristic function of set A, and the latter equality results from Eq. 4, where h f ;
and g ∈ L ∞ μ ðXÞ. We now state the main result on which we will rely to explain the puzzling parameter dependence of the fJN model pointed out in Fig. 1 
(SI Text).
Theorem A. Let h : X → R p be a continuous observable of the dynamical system generated by S, with p < d. Assume that S possesses a unique physical measure μ with support A. Let V be the set hðAÞ and mdh p μ be the pushforward of μ by h. Then there exists a Markov operator T acting on L 1 m ðVÞ such that Tχ V = χ V and such that, for any Borel sets E and F of V
The proof of this result is a consequence of the general disintegration theorem of measures, from which T can be constructed explicitly (SI Text). From Eq. 7, we see that L determines the transition probabilities for any pair (C, D) of Borel sets, and conversely, Eq. 8 shows that, when restricting the transition probabilities pðC; DÞ to pairs of the form ðh −1 ðEÞ; h −1 ðFÞÞ, the Markov operator T determines these exactly.
In general, the latter pairs run across a coarser family of subsets than the former, being a sub-σ-algebra of the Borel sets. We may thus say that T characterizes a coarse-graininginduced by the observable h-of the actual dynamics, along with its transitions. At the same time, the operator T given by theorem A offers a natural way to represent rigorously the sequence of observations fhðx n Þ : n = 1; . . . ; Ng as a finite-size sample of the discrete-time Markov process associated with T (SI Text, corollary B). In brief, theorem A provides a rigorous basis for the assertion that the simple fact of observing a deterministic system allows us to represent the unobserved variables as noise (SI Text). The theory of Markov process can thus shed considerable light on the spectral properties of L filtered by h, as we illustrate in the next sections. Note that, because T is a Markov operator, its Galerkin approximation T M is a row stochastic matrix whose eigenvalues λ satisfy jλj ≤ 1. In the Hamiltonian case of ref. 38 , T is self-adjoint and therefore-as M increases, i.e., the discretization becomes finer-one obtains immediately that the eigenvalues of T M approximate those of T. For dissipative dynamics, however, T is typically not self-adjoint, and only the dominant eigenvalues of T can be robustly approximated (13, 16) . Fortunately, it is the latter we are interested in here, and one can argue that the robustness of the dominant part of the spectrum does apply to the Markov operator T associated with the fJN model (and h) (SI Text).
For a given M, a classical MLE,P N , can be used to approximate T M from a given sequence of observations fhðx n Þ: n = 1; . . . ; Ng, with hðx n Þ = T δ ðnΔtÞ being the Niño-3 SSTs. The entries ofP N are then simply given by the relative frequenciesP kl = ♯fðhðx n Þ ∈ J k Þ∧ðhðx n+1 Þ ∈ J l Þgð♯fhðx n Þ ∈ J k gÞ −1 , which converge to T kl;M as N → ∞ with an error of order OðN −1=2 Þ (37). The dynamical interpretation of the Markov operator T given by Eq. 8 and the numerical procedure described above provide a general framework for the estimation from a time series of the spectral gap in the RP resonances, as filtered by a particular observable h. This spectral RP gap can be estimated from the approximations of the dominant eigenvalues of T M , whenever the resolution M of the range of the observations x n and the (Upper) slowly mixing regime and (Lower) rapidly mixing regime. The filtered RP resonances λ appear in the Insets: the eight leading λs are in red, except the eigenvalue 1, which is in green. The latter corresponds here to the invariant measure m associated with the time 6-mo map. In the slowly mixing regime, the eight leading λs fall close to the eighth roots of unity (26) ; they are associated with a near cycle of period 4 for the time 1 map, corresponding to the QQ mode found in the fJN model for this regime (Fig. 2) .
number N of observations are large enough; the statistical errors in these approximations can be estimated by bootstrapping arguments (SI Text). We describe next how the spectral RP gap turns out to be an important factor in the sensitivity of the empirical probability measure that approximates m = h p μ.
Spectral RP Gap and Sensitivity of Statistical Equilibria
An important result in the stability theory of Markov chains was the discovery of sensitivity bounds relating the stability of a chain and its speed of convergence to equilibrium. Going back to the Markov representation T of the dynamics of the fJN model given by theorem A, we take advantage of the sensitivity bounds for Markov chains to deduce sensitivity properties of the one-dimensional measure m = h p μ that the observable h extracts from the multidimensional SRB measure μ. Out of the many sensitivity bounds in the literature, it is the ones in ref. 40 
. Uniform ergodicity will be the key concept here; it means that the iterates T n of the Dirac measures δ x converge-uniformly in x-to m in total variation (TV), i.e., there exists ρ < 1 and C < ∞ such that, for all x ∈ V and all n ∈ Z + , jjT n δ x −mjj tv ≤ Cρ n . We now consider perturbations P of the Markov operator T assumed to obey uniform ergodicity. The main result of ref. 40 stipulates that, if uniform ergodicity holds, then the invariant measurem, associated with the Markov operatorT dT + P, satisfies the sensitivity bound
where k · k is the operator norm associated with the total variation norm k ·k tv on measures m in V (40). In Eq. 9, θ C ðρÞ is the smallest integer greater than or equal to −logðCÞ=logðρÞ, and C ≥ 1 (40). The smallest ρ for which geometric ergodicity holds is called the rate of mixing ρ m of the Markov chain. For any fixed C ≥ 1, γðρ; CÞ grows superlinearly to infinity as ρ → 1, allowing in principle a large difference between m andm, even for perturbations P that are relatively small, as measured by jjPjj: The dependence on C is much weaker, with γðρ; CÞ increasing with C, but at a sublinear rate. The size of γðρ; CÞ is thus strongly controlled by ρ m .
These results from ref. 40 , together with theorem A, allow us to state-for the map S with SRB measure μ, as considered in the previous section-that if the associated Markov operator T is uniformly ergodic, then the slower the mixing rate of T , i.e., the closer ρ m is to 1, the larger we may expect the sensitivity of m = h p μ to be to perturbations of the system. From the dynamic interpretation of RP resonances, we conclude that regimes corresponding to slow decay with pronounced modulations-when observed through a given observable h-favor rough parameter dependence for the statistics built on h. These theoretical predictions are confirmed for the fJN model by the numerical calculations that follow.
Spectral RP Gap for the fJN Model and Sensitivity
Recall that when the state space is finite and 1 is the unique, simple eigenvalue of a stochastic matrix P on the unit circle, then the mixing rate appearing in Eq. 9 is equal to λ 2 , the subdominant eigenvalue of P (42). When μ is mixing, it can be shown that T M is irreducible and aperiodic, which in turn makes T M uniformly ergodic (27) such that Eq. 9 can be applied to T M . We adopt the strategy described above to estimate the gap τ = 1 − jλ 2 j between the unit circle and the subdominant eigenvalue λ 2 of T M and to provide a confidence interval associated with this estimate for each value of δ. Fig. 3 illustrates the use of the spectral gap to quantify the weak and strong mixing regimes discussed earlier. When the gaps observed in the chaotic regimes are compared between the case δ s = 0:95 (Lower) and δ s = 0:1 (Upper), we find-for each δ of interest-that the gap is typically smaller in the latter case than in the former. As a result, a higher sensitivity of the statistics is expected to occur in the case δ s = 0:1 according to theorem A and Eq. 9. Recalling the results of Fig. 1 , we see that the numerical results in Fig. 3 Fig. 1A is consistent with the local decrease in the gap observed in Fig. 3 
From the combination of the theory and numerical results, we infer that the occurrence of rough parameter dependence in the slow mixing case, where the QQ mode is the most energetic, is not a coincidence. This case corresponds to RP resonances that are closer to the imaginary axis than in the rapid mixing case. According to the sensitivity bound of Eq. 9 applied to the Markov representation of the dynamics provided by theorem A, this offers a favorable ground for sensitive behavior to occur.
Concluding Remarks
This study is a first step in understanding the relationship between the time variability of a dissipative chaotic system and the parameter dependence of its long-term statistics. The relationship between these two aspects via the theory of RP resonancesand the data-based Markov representation developed in this article-opens up a wide range of possible investigations.
In this respect, other interesting Markov representations that have been used in climate dynamics (43) (44) (45) (46) (47) (48) (49) Markovian Dynamics from Observables. It is easier to understand the implications of theorem A from a model reduction perspective. This perspective is formulated as corollary B below. We also note here relationships between this framework and various stochastic reduction procedures used so far in climate dynamics.
In particular, we describe how any discrete sequence of observations of a given dissipative, chaotic model in discrete time can be rigorously represented as a particular realization of a Markov process associated with the corresponding observable h. It is shown that the associated Markov operator T, whose existence is ensured by theorem A, characterizes a coarsegraining-induced by the observable h in the reduced phase space V-of the actual dynamics, along with its transition probabilities.
The reduced Markov models acting on the state space V associated with a given observable will be shown to describe the dynamics of the observed variables. This description is given by Markov processes with state-dependent noise that reflects the statistics of the unobserved variables.
We consider in this section a dissipative † discrete dynamical system with a bounded nonwandering set Λ, given by x n+1 = Sðx n Þ, where x 0 ∈ X = R d , whereas S : X → X is a diffeomorphism. The chaotic character of the dynamics is understood in the sense of the existence of a unique ergodic Sinai-RuelleBowen (SRB) measure ‡ μ, whose support suppðμÞ-i.e., the smallest closed set of full measure for μ-is contained in Λ as an invariant measure (6, remark 1.4, p 197); suppðμÞ is thus compact because Λ is compact, and it will be denoted by A hereafter.
In the general-i.e., not necessarily chaotic-case and in the applications of interest here, we assume that S possesses a unique invariant measure μ that is physically relevant in the sense of Eq. S7. By using an analog of Eq. 1 for the discrete-time dynamical system generated by S, a transfer operator L-acting on probability measures ν on X-can be associated with S for any Borel set E ⊂ X
where S −1 ðEÞ ≔ fx ∈ X : Sx ∈ Eg. For any invariant measure μ, whether physical or not, the transfer operator L defined in Eq. S1, which acts on measures, can be associated with another transfer operator L, via the Radon-Nikodym derivative § of Lν with respect to μ { ; this L acts on densities f with respect to μ, according to
for any f ∈ L 1 μ ðXÞ such that dν = f dμ (9) . Note that the RadonNikodym derivative in Eq. S2 is well defined if Lν is absolutely continuous with respect to μ; the latter condition is satisfied because ν has a density with respect to μ, and S is nonsingular with respect to μ. Indeed, μ is an invariant measure under S, and therefore we naturally have that μðS −1 ðEÞÞ = 0 if and only if μðEÞ = 0. We assume that an observable h : X → Y is given, with Y a subspace of X of dimension typically much smaller than that of X. Having thus clarified the definitions and properties of the objects involved in the statement of theorem A, one can now state the following corollary:
Corollary B. Let y n ≔ hðx n Þ. For any y in V = hðAÞ, let Θ y be the subset of A given by h −1 ðfygÞ∩A, i.e., the set of z in A so that hðzÞ = y. Then under the assumption of theorem A, the dynamics of the reduced (observed) variables, y n possesses the following representation. There exists a family fM z : z ∈ Ag of self-mappings of Y, and a family fν y : y ∈ Vg of probability measures such that suppðν y Þ ⊂ Θ y and
where fz n g is a sequence of Θ y -valued random elements defined on a probability space ðΩ; F ; PÞ such that Pðz n ∈ Bjy n = yÞ = ν y ðBÞ;
for any y ∈ V and any Borel set B ∈ F of Θ y . This corollary states that, although fx n g is generated by iterations of a deterministic map S, the sequence of observed variables fy n g can be represented as a genuine realization of a Markov chain, when S possesses a physical invariant measure in the sense recalled in Eq. S7. The reduced dynamics given by Eq. S3 tells us that when the chain is in the state y-i.e., when an observation hðxÞ equals y-then the future of this state is determined by a map M z that depends on an unobserved variable or hidden state z; according to Eq. S4, this hidden state is sampled from a distribution ν y on Θ y . In general, the ν y s are different for different y. The proof of this corollary is constructive and shows that the maps M z , as well as the probability measures ν y , depend on both S and its associated invariant physical measure μ (see also ref. 10) .
Note that, when the evolution in time of the hidden variable z is itself governed by a Markov chain and the observed states y are drawn from a distribution such as N ðv; ΣÞ, k Eq. S3 could reduce † In the sense that there exists a wandering set (1) of positive Lebesgue measure. Such a system is, in particular, not volume preserving. Recall that a wandering set W is defined as follows: W = fx ∈ X : ∃ U, a neighborhood of x, ∃ N > 0, s:t: S n ðUÞ∩U = 0 =,
In this article, following refs. 2 and 3, a probability measure μ is of SRB type for S if it is invariant under S, i.e., S * μ = μ; has a positive Lyapunov exponent, and the conditional measures on the local unstable manifolds (1)-which are contained within the support of μ, if μ is ergodic (4, theorem 3.2)-are absolutely continuous with respect to the Lebesgue measure on these manifolds (2, definition 6.14). In other words, for any continuous observable f, an SRB measure can be disintegrated as follows: Roughly speaking, this derivative is analogous to a classical derivative in the calculus of real variables, in the sense that it describes the rate of change of the density of one measure with respect to another (7, 8) . A Radon-Nikodym derivative arises implicitly in the use of the Jacobian determinant in classical multivariable integration, which typically appears after a change of variables.
{ The operator L describes the action of the dynamics on densities instead of probability measures. The Radon-Nikodym derivative with respect to μ allows one to relate these two operators. The definition of L does not depend on the invariant measure μ. The choice of μ determines, however, the action L, defined in Eq. S2, of the dynamics on measures that possess a density with respect to μ. To get a meaningful action L on densities depends therefore on how meaningful the invariant measure μ is; see Eq. S7. to the case of a hidden Markov model (HMM) (11) . Several possibilities for the probability laws of y n exist in an HMM modeling perspective. The evolution of these probability laws can, of course, be more general than the usual assumptions used in HMM modeling. Corollary B helps provide underpinnings for the data-inferred conditional Markov chain approach (12) (13) (14) used in stochastic parameterization. In this approach, the unresolved processes are approximated by a Markov chain whose properties depend on the state of the resolved model variables.
When the dynamics is chaotic in the sense recalled above, then ν y as defined in ref. 4 is expected to be absolutely continuous with respect to the Lebesgue measure on the local unstable manifolds that intercept Θ y . As a consequence, ν y is nonsingular and the coarse-grained dynamics-i.e., the dynamics of the observed variables y n -can be naturally interpreted as subject to a state-dependent noise with distribution ν y : Fig. S1 gives a schematic view of the reduced dynamics governed by Eq. S3 in such a case.
Besides the works mentioned above, it is worth noting that the mathematical formulation of reduced dynamics, as provided by corollary B here, is consistent with other, stochastic reduction procedures encountered in the climate dynamics literature or related fields . Several of these works propose various methods-data based or analytical-to construct in practice reduced models that include state-dependent noise (32, 37, 38) and/or memory effects (18, 19, 25, 29, 33, 37, 38) . Essentially, most of these procedures may be viewed as approximating the operator M zn in Eq. S3 and ν y in Eq. S4. These various approximations are discussed in further detail in ref. 10 . Remark 1. It is worth mentioning that similar Markov representations of complex dynamics have appeared in various related contexts, such as random billiards (44) or molecular dynamics (45, 46) . In ref. 44 , the mixing properties of the original system were studied using such Markov representations, and metastability was analyzed in refs. 45 and 46 following a similar approach. The idea of using such representations in the sensitivity analysis of the statistics associated with an arbitrary observable of a dissipative (chaotic) system seems, however, to be new. Note also that, in contradistinction from the cited works, theorem A does not rely on assumptions regarding any randomness inherent to the dynamics (44), nor any kind of reversibility, such as that of Hamiltonian systems (45, 46) . In particular, theorem A gives rise to Markov operators T that are typically not self-adjoint for the dissipative systems considered in this article. Remark 2. The Markov operator T ensured by theorem A gives the transition probabilities of the Markov process associated with Eq. S3. This Markov operator possesses another interesting interpretation. For a given function ψ ∈ L 1 m ðVÞ , TψðyÞ provides the expected value of the random variable ψðh∘S −1 ðzÞÞ; when z is drawn from h −1 ðfygÞ according to the probability law ν y (4). It can be shown then -by a standard application of Jensen's inequality in a probabilistic setting [8, lemma 2.5] , and the fact that μ is S-invariant-that T also defines a bounded operator on L 2 m ðVÞ, with m being the push-forward** of μ by h. This property is implicitly used in the Galerkin approximation of T described below.
Filtered Ruelle-Pollicott Resonances. We explain below how the Ruelle-Pollicott (RP) resonances arise naturally in the decomposition of the autocorrelation function associated with a given observable h. Recall first that the essential spectral radius ρ ⋆ of a bounded linear operator acting on a Banach space is the smallest ρ > 0 so that the spectrum of the operator outside the disk of radius ρ consists in a finite or countable set of isolated eigenvalues of finite multiplicity (47) .
Let now L be the transfer operator associated with L (Eq. S2). Let us assume that, for some given Banach space B, the part σ c of spectrum of L outside a disk of radius θ ∈ ðρ ⋆ ; 1Þ is constituted by a finite number of eigenvalues λ i , each of finite algebraic multiplicity m i . In other words, σ c is assumed to contain one or more RP resonances and necessarily the dominant ones.
Then, relying on the spectral theory of operators in Banach spaces [48, , it can be proved that the following spectral decomposition of L holds:
where each L i is an m i -dimensional matrix in Jordan form, each ψ i is a row vector taken from a basis of a generalized eigenspace in B associated with the RP-resonances λ i , and each ψ p i is a column vector, with the union of the latter forming a basis of the corresponding generalized eigenspace for L p . When σ c consists of all of the RP resonances, the operator R is the projector associated with the essential part of the spectrum. If now there exists C > 0 such that jjRL n jj ≤ Cθ n , then Eq. S5 provides a decomposition of L n into a finite-rank operator G n ðθÞ, given by the sum over σ c , and an exponentially decaying correction term RL n : A decomposition with the aforementioned properties is known to hold for a broad class of maps or flows on compact manifolds (49) (50) (51) (52) (53) (54) . For a given observable h and a Hilbert space B = L 2 μ ðXÞ, to fix the ideas, it can be proved that, if Eq. S5 is satisfied with the decay properties of RL n mentioned above, then the following decomposition of the autocorrelation function ρ h associated with h holds
Here the coefficients α n ðhÞ, which depend on h, may actually vanish for a certain observable h. As a result, a peak in a system's power spectrum may disappear from observable to observable, depending on how large or small its corresponding coefficient α n may be for that h. A striking example of this dependence on h is apparent in both observations and simple models of glaciation cycles (55, 56) : it involves the difference between the power spectra of regional or local temperatures-as derived from δO 18 values in marine-sediment records-and of global ice volume and atmospheric CO 2 concentration-as derived from δO 18 values and from trapped air bubbles in ice cores. A clear instance of this difference can be found by comparing the power spectra of regional air temperature ( Fig. 2A) and CO 2 concentration (Fig. 2C) in the upper 160 ky of the Vostok ice core (57) or by inspecting table 2 from ref. 58 ; the latter summarizes the spectral lines found to be significant in six marine cores.
By construction, the Markov representation of the reduced dynamics, as described by Eq. S3 in corollary B, captures exactly the RP resonances associated with the nonvanishing coefficients in Eq. S6. The resulting filtered RP resonances then correspond to the eigenvalues of the operator T provided by theorem A.
When some coefficient α k ðhÞ dominates the rest of the α n ðhÞ s, while the imaginary part ω k of λ k is nonzero, it corresponds to a near-cycle (54, 59) of period ω −1 k . Such a near-cycle occurs for the fJN model in the slowly mixing regime when h is the Niño-3 index. In that case, a near-cycle of period 4-corresponding to the quasiquadriennial El Niño-Southern Oscillation (ENSO) mode (60)-can be observed from the estimation of the RP resonances (Fig. 3) .
This RP interpretation for the appearance of a spectral peak, as opposed to a sharp line, may differ from the simpler one, given in **Recall that the push-forward of a probability measure ν by a map h : X → Y is defined by h * νðEÞ ≔ νðh −1 ðEÞÞ, for any Borel set E ⊂ Y.
ref. 61 , as being due to a weakly unstable periodic orbit. It agrees, on the other hand, with the idea of a "ghost limit cycle" present at a close-by parameter value (62).
Markov Representations in Practice. Theorem A and corollary B are particularly useful when the observable h captures certain key dynamical features of the full dynamics † † in the reduced phase space Y. Indeed, as illustrated in the main text and explained below, theorem A allows us to justify that, in practice, the transition probabilities associated with h can be estimated by a standard maximum likelihood estimator (MLE) (63) . More advanced estimation methods could be used (64) but, as shown below, an MLE-based strategy suffices for our purpose of estimating the leading filtered RP resonances for the time series considered in this article.
As in the main text, we assume hereafter that a unique physically relevant invariant measure μ exists for the nonlinear time 1 map S associated with the truncated version of the fJN model. The time unit is 1 y and the truncation analyzed here is d = 408.
Recall that an invariant measure μ is physical if it can be obtained as a (weak) limit (65) of the empirical measure along the orbit fS n xg, ζ N ðxÞ = 1 N P N−1 n=0 ðS p Þ n δ x , for a Lebesgue-positive set of initial data x; here S p denotes the pullback operator associated with S on the space of Borel probability measures.
‡ ‡ In simpler terms, this property amounts to the statement
for all real-valued, bounded, continuous functions f on X and for x ∈ BðμÞ, with BðμÞ of positive Lebesgue measure. In this section, the index p in theorem A is taken equal to 1, § § so that V is a subset of the real line. Recall from remark 2 that the operator T-provided by theorem A, as applied to this particular time 1 map S-is a well-defined bounded operator on L 2 m ðVÞ.
Galerkin Approximations of Markov Operators. We follow here the approach described in ref. 46 that we adapt to our setting. Let V be the projection by h of the nonwandering set A. We consider, for a given integer M, the finite state space V M associated with the partition of V and given by
where U k ∩ U l = 0 = for l ≠ k: To simplify, we assume the partition to be uniform. Let Q be the orthogonal projection, in L 2 m ðVÞ, onto the space spanned by the characteristic functions χ Ui , i.e., the set of step functions that are piecewise constant on the partioning. More precisely, Q is defined as follows:
where only the terms corresponding to mðU j Þ ≠ 0 are taken into account.
Let us take ψ i = χ U i mðUiÞ ; so that fψg i∈f1;...;Mg forms a basis of probability densities. We have then that
Theorem A then yields
We will call QTQ a Galerkin approximation of T, which we denote hereafter by T M . The problem of computing T M consists then in determining the pðh −1 ðU i Þ; h −1 ðU j ÞÞ coefficients in Eq. S9 subordinated to the partition (Eq. S8). As explained below, this Galerkin approximation can be performed, in principle, from a time series of hðx n Þ.
Galerkin Approximation of T from a Time Series. Ideally, we should be able to determine first the set V = hðAÞ to determine T M . In practice, however, systems of interest have large phase space dimension; here d = 408, and full climate models have d ≥ 10 6 : Thus, it is difficult to directly approximate the nonwandering set A in theorem A and thus V from its definition.
From our working assumption on the invariant μ, however, the set V is sampled according to μ by almost {{ any arbitrary time series of observations, fy n = hðx n Þ : n = 1; . . . ; Ng, for a given observable h, whenever the length N of the time series is sufficiently large. Recall that x n ≔ S n x 0 , where S is the time 1 map of our truncated fJN model, initiated in the state x 0 ∈ R d ; and the dynamics of interest for us is generated by this time 1 map. For the particular case of the Niño-3 index, we thus simply approximate V by the empirical interval ðminðy n Þ; maxðy n ÞÞ equipartioned as in ref. 8 , for the given number N of simulated data points. In what follows, we still denote this interval-along with its corresponding partition-by V, as in ref. 8 .
We saw in corollary B that the sequence of observations fy n gextracted from a possibly chaotic regime of the fJN model-can be rigorously interpreted as a trajectory of the Markov chain described by Eq. S3. This observation allows justification of
because the right side is equal to hTχ Ui ; χ Uj i=mðU j Þ, given the fact that T is also-as explained in remark 2 above-the Markov operator (acting on densities) associated with this Markov chain. The theory of statistical inference for Markov processes (63) can then be simply invoked to determine in practice the probability transition matrix P, whose entries are given by Pðy 1 ∈ U j jy 0 ∈ U i Þ.
In what follows, we will identify the matrix P with the finitedimensional linear operator T M . For a given M, a classical MLE estimatorP N can then be used to approximate T M from a time series fy n : n = 1; . . . ; Ng, provided that N is large enough. A discussion of how large N needs to be in a practical application follows below. The entries ofP N are then simply given by the relative frequencieŝ
These frequencies converge here to pðh Recall that the pullback of a probability measure ν by S is defined by S * νðEÞ ≔ νðSðEÞÞ, for any Borel set E ⊂ X. § §
The observable h here is the Niño-3 index, which is a real-valued function of the phase space.
{{
In the Lebesgue sense.
Leading RP Resonances from Time Series. Given a sufficiently fine discretization of the reduced phase space V, nd a sufficiently long sequence of observations, one could expect to get a good approximation of the full Markov operator T associated with the observable h. In particular, its spectrum could also be expected to be well approximated by the spectrum of T M when M is sufficiently large. In practice, such strong convergence results are the exception rather than the rule, and a weaker form of convergence is expected to hold, as we explain below. First note that, because T is a Markov operator, its Galerkin approximation T M is a row stochastic matrix whose eigenvalues λ lie in the unit disk, jλj ≤ 1. When S is energy conserving, it can be shown (45, 46) that T is self-adjoint in L 2 m ðVÞ, and as M increases, i.e., when the discretization of the reduced phase space V is refined, the entire spectrum of T M approximates the spectrum of T. We cannot, however, expect this to be so here, because T is typically not self-adjoint for dissipative dynamics, which is the case for the time 1 map of any truncation of the fJN model in certain regimes.
Indeed, as proven in refs. 47 and 66 for a broad class of dynamical systems, only the isolated (discrete) part of the spectrum can be expected to be robustly approximated. These theoretical results support the idea that the dominant part (in modulus) of σðTÞ can be expected to be well approximated when sufficient statistics are available for sufficiently large M.
The rate of convergence as M increases is, however, difficult to estimate and will be addressed elsewhere. We describe for the moment how to quantify the uncertainty in the estimation of the dominant part of σðT M Þ, as obtained from the MLE procedure described above.
Confidence Intervals for RP Gaps from Time Series. We now turn to the problem of quantifying uncertainty in the estimation of the RP gaps from the time series and of constructing associated confidence intervals. For this purpose, we use a bootstrap approach (67) adapted to our framework.
The first step consists of building other possible data sets of the same size as the original data, by drawing with replacement from the original data set. In our case, this is performed by addressing, separately, each row of the transition count matrix, C = fC ij g i;j∈f1;::;Mg , with
where U i and U j are sets defined in partition (8) . In other words the entry C ij gives the total number of transition samples, which-as observed through h-start in U i and end up in U j ; after one iteration of S or, equivalently, after one iteration of the Markov chain given by Eq. S3. Let n i denote the total number of transitions for row i of the matrix C. Bootstrapping row i simply involves sampling n i transitions with replacement from the observed n i transitions. In other words, n i draws are taken from a multinomial distribution with a 1-by-N vector of probabilities fP il : l = 1; . . . ; Ng to generate a new set of transition counts for row i. Combining the results of each row forms a new transition count matrix D and thus another possible transition probability matrixQ N . The collection of bootstrapped transition matrices approximates the sampling distribution.
From this distribution, one can assess the uncertainty of each entry inP N , as estimated by the MLE procedure, as well as any function of this matrix, like the spectral gap between 1 and the rest of the spectrum. By computing the RP gap for each matrix in the bootstrap set, we create a sampling distribution for RP gaps and then compute the confidence intervals associated with this distribution.
The corresponding results on the robustness of the spectral RP gaps estimated from the Niño-3 index of fJN model simulations are reported in Fig. S2 for the slowly mixing regime considered in Fig.  3 . Recall that the estimates here are based on a time series of length 8,800 y, which are sampled every 6 mo***; thus, N = 17;600. The resolution of the discretization of V is given by M = 128 bins.
The results in Fig. S2 show that the spectral RP gaps presented in Fig. 3 are estimated quite robustly. In agreement with the theoretical predictions of refs. 47 and 66, the smallest RP gaps are associated in Fig. S2 with the smallest error bars. This numerical confirmation is quite reassuring, because it guarantees that an RP gap is best estimated at parameter values at which it is the most important for assessing the model's overall parameter sensitivity.
Interpretation of the Sensitivity Bound (Eq. 9). We provide here complementary information regarding the sensitivity bound in Eq. 9. This bound was applied to T M in the main text. The corresponding Markov chain acts then on a finite-state space associated with a finite partition, as specified in Eq. S8.
When the invariant measure μ of system S is mixing, it can be shown, using theorem A and arguments similar to those in ref. 68 , that T M is irreducible and aperiodic. The theory of finitestate Markov chains ensures then that T M is uniformly ergodic (69, theorem 4.9) .
Recall that the total variation (TV) distance between probability measures used in Eq. 9 can be defined as
where B is the σ-algebra generated by the partition fU k : k = 1; . . . ; Mg in Eq. S8 (69, chapter 4). From ref. 11 , we infer that jjm−mjj tv gives the largest possible difference between the probabilities that m andm can assign to the same event A. The total variation (TV) distance between two probability measures is then equal to 1 if and only if the two measures are mutually singular. In the general case, the TV distance between two probability measures is determined by their overlap in the following sense. Ifm and m have densities Dm and D m with respect to some common reference measure † † † ν, then the following equivalent characterization of the TV distance holds (70) jjm − mjj tv = Z jDmðxÞ − D m ðxÞjdνðxÞ:
Using the notion of coupling between probability distributions (69), another interesting probabilistic interpretation can be associated with the partition (Eq. S8): it measures how close to indistinguishable (8, p 34) two random variablesỹ and y-generated with invariant distributionsm and m ‡ ‡ ‡ -are, when seen through the coarse-graining of the partition (Eq. S8) (69, proposition 4.7).
The sensitivity bound provided in Eq. 9, along with the numerical estimation of the RP gaps reported there, lead then to an interesting interpretation. For a given observable h, the smaller the filtered RP gap of an unperturbed system S, the more the system can be expected to have sample paths of the reduced dynamics (3) that differ with high probability from those of the reduced dynamics associated with a perturbedS. Furthermore, the sample paths of the reduced dynamics, associated, respectively, with S andS, will be distributed according to distributions whose nonoverlapping regions are likely to become more and more significant. 
where T is the temperature of the surface mixed layer, u 1 (respectively, w) is the zonal (respectively, vertical) velocity in this surface layer, and v N the meridional surface current at the northern boundary of the equatorial box. Symmetry of SST and antisymmetry of v N are assumed. In Eq. S13, the Newtonian damping time is denoted by e T , and its value is set at (90 d) −1 , L y denotes the width of the box, and T N is the off-equatorial SST at a distance L y from the equator. The depths H 1 and H 2 of the two layers are taken here to be 50 and 100 m, whereas H 1:5 = 75 m is the depth scale that characterizes upwelling of the subsurface temperature T sub .
An analytical, smooth version HðxÞ of the Heaviside function HðxÞ
is used in the terms of Eq. S13 representing upstream differencing of meridional and vertical advection into the equatorialsurface strip. The meridional velocity v N is obtained by finite differencing of the following continuity equation:
where w and u 1 are a sum of three parts: climatological annually varying basic state, anomalous vertical mean currents above the thermocline obtained from shallow-water equations (Eqs. S27 and S28), and anomalous oceanic shear currents determined from Eqs. S32, S37, and S38. The subsurface temperature T sub is parameterized as a nonlinear function of thermocline depth anomaly h such that a deeper thermocline is associated with warmer upwelled waters resulting in the relation
where the equilibrium value T 0 of SST is set at 29°C, oceanic temperature at thermocline layer T s0 = 20 8C, h 0 = 40 m, h p = 25 m. Oceanic currents. The vertical-mean motions above the thermocline are governed by the linearized reduced-gravity shallow-water equations on a β-plane in the long-wave approximation
Here, τ is the zonal wind stress, ρ is the oceanic density, H = H 1 + H 2 is the total depth of the two layers, and e = ð2:5 yÞ −1 is the damping rate for the vertical-mean currents. The relative adjustment time coefficient δ measures the ratio of the time scale of adjustment by oceanic dynamics to the net time scale of SST change through the SST equation. This parameter affects the travel time of the equatorially trapped waves produced by the model, an essential feature in the physics of the model. From a modeling point of view, this parameter is subject to adjustment through a certain range associated with uncertainty in its estimate and is therefore a natural candidate for a parameter dependence analysis such as performed in the main text.
The usual boundary conditions for the shallow-water equations in the long-wave approximation are used u = 0 at x = x E ;
[S20]
where where all of the variables are nondimensional. A standard semispectral discretization is used, with parabolic cylinder functions as the basis functions in latitude, leading to a truncated model including the first Kelvin mode and the first 15 symmetric Rossby modes. Note that this represents a higher resolution than typically used for this model (72, (75) (76) (77) , where a total of eight ocean modes were retained.
The resulting equations for the oceanic wave coefficients q n read as follows: δ ∂ ∂t + e q 0 + ∂q 0 ∂x = τ 0 ;
[S27]
and for n ∈ f2p; p ∈ f1; ::; 15gg, ðn − 1Þ δ ∂ ∂t + e q n − ∂q n ∂x = nτ n − ½ðn − 1Þ 1=2 τ n−2 ;
[S28]
where τ n is the zonal wind stress projected onto oceanic mode n, q 0 is the amplitude of the Kelvin wave, and the q n s for n = 2; 4; . . . ; 30, are the amplitudes of the first 15 Rossby waves.
The original variables h, u, and v are obtained by back transformation as appropriate linear combination of q n s, thus obtaining thermocline depth anomalies and anomalous vertical mean currents above the thermocline. Equations for mean zonal currents (Eqs. S27 and S28) and SST (Eq. S13) are numerically discretized using 24 grid points on the equator, which gives in total ð16 + 1Þ × 24 = 408 degrees of freedom.
Note that the surface layer zonal (respectively, meridional) velocity u 1 (respectively, v 1 § § § ) of Eq. S13 is decomposed as u 1 = u + u s (respectively, v 1 = v + v s ), where u s (respectively, v s ) represents the zonal (respectively, meridional) contribution coming from the vertical shear currents.
The horizontal components u s and v s of the vertical-shear currents are governed by steady-state equations dominated by damping due to interfacial stress between the layers (79) Here A is an amplitude factor, e a is a Rayleigh friction due to boundary layer turbulence, and μ is an ocean-atmosphere coupling parameter. Climatological state and coupling. The climatological basic state with an annual cycle is constructed as a forced solution of the uncoupled ocean model. The oceanic component is then coupled with the atmospheric model for the deviations from this basic state (referred to as anomalies). The following smooth function that resembles the annually varying observed wind stress in the Pacific along the equator is used to set up the basic state τ = 0:6 0:12 − cos 2 πðx − x 0 Þ 2x 0
with x 0 = 0:57L, where L is the basin width, and T a = 12 mo. The coupled system is set up using one-way flux correction (72), with total wind stress τ given by τ = τ + τ ′ ;
[S35]
where the wind stress anomaly τ ′ is derived from the atmospheric response to SST anomalies T′ T′ = T − T;
[S36]
according to Eq. S33. The feedback between the ocean and atmosphere takes place every time step. Parameter δ s . A relative surface-layer parameter δ s , varying from unity zero, is introduced that controls the intensity of the anomalous surface-layer currents as a function of the windstress anomalies without affecting the climatology. For sensitivity studies in related systems using this parameter, see refs. 71, 72, and 76. Here, this parameter is used at low and high values because it turns out that the respective regimes thus accessed are associated with different mixing properties (within the phase space) of the system when the latter exhibits chaotic behavior. For δ s close to 0, slower decay of correlations of the simulated Niño-3 index tends to occur than for small values of δ s . The horizontal u s and v s and vertical w s components from the vertical-shear currents are then given by u s = u s ; v s = v s + δ s v s ′; w s = w s + δ s w s ′:
[S37]
Here u s ; v s ; w s are the velocity components obtained by using the climatological annually varying wind stress (Eq. S34) in Eq. S32, whereas v s ′; w s ′ are shear (surface-layer) currents associated with the anomalous coupling Note that u s does not depend on δ s (77, 78), a choice made for clarity of the physical mechanisms involved, i.e., controlling only the strength of the anomalous surface meridional cell induced by the wind stress anomalies. . Schematic representation of the reduced dynamics governed by Eq. S3. The reduced phase space is V = hðAÞ. The full dynamics x n+1 = Sðx n Þ takes place in A, and it supports a physically relevant invariant measure μ. The maps M z are selected randomly depending on the observed state y. The selection of such a map is entirely determined by the random variable z, which is drawn according to Eq. S4 from the probability measure ν y on the fiber Θ y of A. The fibers Θ y are represented in red, and the probability density of ν y is in magenta. 
