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1 変化点モデルの非正則性
最も簡単な例として， X;(1~i~n) が独立に確率密度関数
l~i~k のとき (21r) ー 1/2exp{ -(x -μC1l)2 /2} 
k+l さ i~n のとき (21r) ー1/2exp{ -(x -μ(2)戸/2} (1) 
をもつ，というモデルを考える．つまり， iは時刻を表す添え字であるとし，時刻 kまで
はN(μ(1l,1)に，時刻 k+l以降は N(μ(2l,1)にXiはしたがっているとする.μ(ll -=Jμ(2) 
であるとき， Kを変化点といい，このモデルを変化点モデルという．いま， k,μ(1), μ(2) 
は未知のパラメータであるとする．
このモデルに対し，対数尤度関数は








1::; i:; nのとき但吋叫2exp{-(x — µ)2/叶 (3) 
という変化のないモデルを考える．このモデルの分布は， (1)のモデルにおいて Kの値が何
であろうと μ(1)=μ(2) =μ で表現される．つまり， (1)のモデルにおいて (k,μC1), μC2)) = 












li,x(k, μ は畠） n 1 1 = -2 log(21r)一うL(x;-睛）2_うL (x; 噂）2
i=l i=k+l 
=―〗 log(21r) 一 t叶＋急誓 +n;kほ）2
i=l 
(4) 
が得られる．いま，パラメータ (k,μ(ll,μ(2))の真値を (k*,µ(l)•, µ(2)•) で表すことにする．
(4)から Kに関する定数である li,.,(k*,Pi: い応し）をひくと
li,.,(k, 瓜ら虞）ー li,.,(k*,μ此，犀，』=~叩 +n;k置）2_; ほ罰+n~k* は）2
が得られる．これを最大にする Kが最尤推定量にである.k > k*かつ k-k* = 0(1) 
としたもとでこれが漸近的にどうなるかをみるため，右辺を碕*,xふ，咋にわけて表現
すると





(n -k)(k -k*) (k -k*)2 (n -k)(k -k* 国）2 - (咋）2_ 
2(n -k*) 2(n -k*) n -k* 
峠ぷ［
となる．硲と咋がそれぞれ μ(1)*とμ(2)*に収束すること， k-k*はKや n-k*と比
べて無視できることを用いれば，これは
k -k* k -k* 
2 
— µ(1)2 + (k -k*)μ(l)*咋 +μ(2)*2_ (k _ k*)μ(2)*咋+op(l) 
2 
k-k* 
= (k -k*)(μ(ll* -μC2l*)(咋ー μ(2)*)_ 2 (µCl)•_µ(2)*)2 + op(l) 
＝区{(µ(1)• 1 — µ(2)*) (叩一 µ(2)*) ―う (µ(1)• _μ(2)予+op(l) ｝ 
i=k*十1
となる.iミk*+ lにおいて X;の期待値は µ(2)• であるので，これの最右辺の中括弧の
期待値は負である.k < k*かつ k*-k = 0(1)としたもとでも同様の式が得られるので，
両側に伸びる負のドリフト付ランダムウォークを
k 






+ I{k<k*} L { (μ(2)* -μ(1)*)(xi -μ(1)*) -~(µ(1)• -μ(2)*)2} (5) 
i=k+l 
と定義すれば k-k* = 0(1)ならば
li,x (k'Pi~;,'fl~~;,) -li,x (k*'Piリ:x,fl~ ど),x)= Qk,x + Op(l) 
であることがわかる. lk-k*I→ooならば Qk,a,→ ―ooとなることからも想像できるよ
うkこ,lk-k*I→ ooならば li,.,(k,Pk~~,µ 旦）―li,.,(k*,μ 此砂！い→ 一ooとなる．これよ
りに— k* = Op(l)であることがわかり，
＾ k"'―argsupQk,x = op(l) (6) 
k 
がいえる.argsupk Cふ，のは正規分布にしたがわないことから，にが漸近正規性を満たさな
しヽことがわかる．また，に— k* = Op(l) からは， l1,.,(心犀~l,μ 砂=sup凸，.,(k,μ 旦，μ旦）
であることを使って






k n l n n l。，ェ（匹）＝― -log(21r) 一一 L(ふ一 x~)2 = --log(21r)一
2 2 2 こ叶＋均吋）22 i=l i=l 
となる.(4)との差をとれば
(1) , (2) k n -k い(k,凡，,,μk,』-l。，"'(叫＝ぅ園+ 2 げ）2 -~ 国）2
が得られる．これの Kに関する最大値をとったものが尤度比検定統計量であり，それが
漸近的にどうなるかを考える．ただし，変化点は端にない，具体的には 6を小さな正の
定数として加：：：： k :=;(1 -J)nとする．右辺を変形して
~n~k(x~-亨 =~k(nn~k)(喜言ぷー：吟言xi)2 
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と表現する．ここで k= nt (8 :S t :S1 -8)として n→(X)とすると，平方しているもの
の第一項目はあるウィナー過程 Wtに収束し，また第二項目の収束先は tW1と書けるこ
とがわかる．つまり，尤度比検定統計量の収束として
(1) A(2) d 1 B; 
sup li, ェ(k,凡，"'μk,』-l。,"'(匹）→ - sup 
6n:<'.k:<'.(1-6)n 2 6:<'.t:<'.1-6 t(l -t) 






一個のモデルに対する AICを導出する．変化点が m個のモデルに対する AICも同様に
導出することができ，それらを比較することで変化点数の推定がおこなえる．
(1)のモデルに対する AICをその元来の定義に基づいて考えると，
li,x(kx, /1,~l) うたばりー l1,ぉ(ky,µ~1), μrl) (8) 
の弱極限を b(k*'µ(l)•'µ(2)•) として，それは




{li,x(kェ， µ~ll,µばりー l1,x(k*,μじし，p,i:し）} + {li,x(k*, μ はし，p,i:し）ー Zi,x(k*,μ(l)*, μ(2)*)} 
+ {Zi,.,(k*, µ(l)•, μ(2)*) -Zi,.,(ky, μ(l)*, μ(2)*)} + {Zi,x(ky, μ(l)*, μ(2)*) -l1,.,(ky, µ~l), µ~))} 
と四つの項にわけて評価する．まず一つ目の項については (7)が成立している．次に二つ
目の項については，ー区，~~1{ (ふー元が）2ー (xi-µ(l)*戸}/2- 区~=k*十1Hふー元た）2 ー (xi -
µ(2)• 戸}/2=k*(紺ーµ(1l•)2/2+(n-k*)(咋ーμ(2)*)2/2 と変形できるので，』戸（元がーµ(ll•)
と~応咋ー µ(2)*) をそれぞれ Nいと N~2) と書いて
い(k囁此，砂？し）一い(k*'µCl)•'µ(2)*) = Nil)2 /2 + Ni2)2 /2 (10) 
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がいえる．三つ目の項については， ky> k*のとき冗？い1{ (xi —µ(1)•)2-(xi-µ(2)• 戸}/2= 
区ピk*+l{(µ(l)• —µ(2l•)(xi -µ(2l•)-(µ(ll• — µ(2l*)2/2} と変形できることからわかるように，
それは (5)のランダムウォークを用いて Q的，のと表硯される.(6)より ky-argsupk Cふ,Y= 
op(l)であるから，
li,x(k*, µ(l)•, μ(2)*) -l1,x(ky, µ(l)•, μ(2)*) = Qargsupk Qk,y,"'+ Op(l) 
がいえる．最後に四つ目の項について，まずそれは
ー；喜｛（ふー µ<•l•)' ー（ふ一応｝ー： .~ 名:,{(x, ―"''''戸ー（ふ—尻）'}
= -ky(元炉— µ(ll*)(か -µ(1)*) +冒 -µ(1)•)2
-(n-ky)(生 -µ(2)*)(尻— µ(2l*) + n~ky直— µ(2)•)2
(11) 
と変形できることがわかる．ここで，灼― k*= Op(l)であること，またそれより mが―
µ(l)• = Xが一 µ(1l• + Op(l/n) = op(l) かつ呼ー µ(2)• =咋ー µ(2l• + Op(l/n) = op(l), 
読y-µ(l)• =蒻ー µ(1l• + Op(l/n) = op(l), ; 炉ー µ(2)• =眈ー µ(2l• + Op(l/n) = op(l) ky 
であることを用いると，これは位を k*で置き換えたものと漸近同値であることがわか
る．よって
い (ky,µ(ll•, µ(2)•) —い（灼，閲，厚）
= -N, いNい+N炉/2-Ni2lN炉+Ni2l2 /2 + op(l) (12) 
が得られる．ここで， Nil) と N炉はそれぞれ』了(yぶー µ(ll*) と~(外一 µ(2)•)
である.(7), (10), (11), (12)より (8)は
sup Qk,x + Qargsupk Qk,y心
k 
+ Ni1)2 /2 + Ni2)2 /2 + N~1)2 /2 + N~2)2 /2 -Nil) N~l) -N~ り N~2) + op(l) 
となることがわかる.Nいl,N~2), Nい， N炉がそれぞれ独立に標準正規分布にしたがうこ
とを用いれば， (9)の漸近バイアス項はある程度評価でき， AICは
-2li,., 出，閲，犀）＋叫s~p如+ Qargsupk Qk,y,X] + 4 (13) 







る，という逐次解析でよく用いられる方法を考える (Siegmund[16]). まずは，のと yが
同じ分布にしたがうことを用い， (13)の変化点パラメータに対する罰則項を
叫s~p如＋翡 arg!upQk,a: -k* (µ(l)• -µ(2)•)2] 
と書き直しておく．そして， {Wt}に政を E[Wt]= 0かつ Var[Wt]= ltを満たすような両
側に独立に伸びるウィーナー過程とし，これの Qk,a:を
Ct(µ(ll•, µ(2)•) = (µ(1)• _μ(2)*)Wt _~(µ(l)• _µ(2)•)2t 
で箇き換える．ここで t= k -k* である．実はこの近似は，変化量である lµ(l)• — µ(2)•1 
が0に近づくという漸近論で保証されるものである．
この近似を用いると変化点パラメータの罰則項は
1 2E[門印(µ(1)•,μ(2)*) + 2 arg:up Ct(µ(ll•, μ(2)*) (µ(1)• _μ(2)*)2] 
と書くことができる．そこで，負のドリフト付きウィーナー過程の最大値と最大点の分布に
関する Bhattacharya& Brockwell [4]や Shepp[14]の結果を用いる．まず， suptCt(µ(l)•, 
µ(2)•) の確率密度閲数が 2exp(-x) -2 exp(-2x) (x 2'. 0), 0 (x < 0)で与えられること
より，
0 3 E[ 門pCt(µ(1l•,µ(2)*)] = 1 x{2exp(-x) -2exp(-2x)}dx =ぅ (14)
が得られる．また， g(t;a) = 6a2 exp(4a2t)<I>(-3at112) -2a2<I>(-at11り(t: 0)とすると
argsupぶ(µ(1)•, µ(2)•) の確率密度関数は g(ltl; lµ(ll• — µ(2)*1/2) で与えられる．このこと
と， Stryhn[17]より J。;"'tg(t;a)dt = 3/(8aりであることを用いれば，












常のパラメータを未知とするケースにおいては Csorgo& Horvath [6]の 1.6節が導いて
いる．
変化点の有無を調べる尤度比検定統計量の漸近的性質については， Yao& Davis [21]が
正規系列のケースを扱っており，一般のケースでは Csorgo& Horvath [6]の1.1,1.2, 1.3 
節が詳細な議論を展開している．本稿では筒単のため変化点は端にないという制約をおい
たが，それらでは制約なしの設定で漸近論を導いている．複数の変化点に関する尤度比検






り，通常のパラメータ数を Pmとしたとき， AICの罰則項は 6m+2pmになるというこ
とである．なお， BIC(Schwarz [13])については AICより早く Yao[20]でナイーブなも
のが提案されており，モデル選択の一致性をもつことが示されている．その後 Siegmund





































































































ゲートに関するものであると推測した．同じモデルで， Chenand Gupta [5]は変化点パ
ラメータの罰則を無視した情報量規準を適用し，新たに二つの変化点を検出した．導出し
たAICは 1変化点モデルを選択している一方で， AICnaiveはChenand Gupta [5]の結
果を支持している．
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