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1. Introduction




{Lu,u − (K − y)+}= 0, 0< y < s < +∞, 0< t  T ,
u(s, y,0) = (K − y)+, 0 y  s < +∞,
∂yu(y, y, t) = 0, y > 0, 0< t  T ,
(1.1)
where
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2
σ 2s2∂ssu − (r − q)s∂su + ru, (1.2)
and u(s, y, t) is the fair price of the American lookback put option with ﬁxed strike price at time
T − t , σ , r, q are positive constants, s = Sτ is the price of stock at time τ , y = Yτ = min0λτ Sλ .
In Appendix A we present the formulation and the ﬁnancial background of the problem (1.1). In [6]
the authors examined the monotonicity properties of the option values and stopping regions with
respect to the interest rate, dividend yield and time. In [13,17] the eﬃcient methods were presented
for computing the value and early exercise boundary of American lookback option with ﬁxed strike
price. The asymptotic behaviors at times close to expiration and at inﬁnite time to expiration were
examined in [5].
In (1.1) if (K − y)+ and 0 < y < s < +∞ are replaced by ( y˜ − K )+ and 0 < s < y˜ < +∞, respec-
tively, where y˜ = Y˜τ = max0λτ Sλ , it is called American lookback call option with ﬁxed strike price.
Denote the call option price by uc(s, y˜, t), let
s¯ = s−1, y¯ = y˜−1, u¯(s¯, y¯, t) = y˜−1uc(s, y˜, t);
then we can obtain a similar problem as (1.1) for u¯(s¯, y¯, t).
In (1.1) if (K − y)+ is replaced by (s − y)+ (or ( y˜ − s)+), it is called American lookback call (or
put) option with ﬂoating strike price. In this case it can be reduced to a 1-dimensional problem
by a special transformation in [11]. But this method is not useful for ﬁxed strike lookbacks. The
solution for American ﬂoating strike lookbacks can be found by solving a 1-dimensional variational
inequality which governs the options [17], and this was shown to be similar to the valuation of a plain
vanilla American option [2,3], with the exception that American ﬂoating strikes have a Neumann-type
boundary condition and can be solved via simulation techniques [1,4].
Up to now people have not found a special transformation which can reduce the dimension of
problem (1.1). Let us analyze the diﬃculty of dealing with the problem. Note that there are no deriva-
tives with respect to y in the operator (1.2), so we can see y as a parameter, in this sense (1.2) is
a 1-dimensional parabolic operator. But we cannot solve the problem for each ﬁxed y > 0, since the
boundary condition in (1.1) is with respect to ∂yu, so in fact we can only take (1.2) as a 2-dimensional
degenerate parabolic (or ultraparabolic) operator [16]. At this point it brings diﬃculty for proving the
existence of solution and analyzing the behaviors of the free boundary surface.
In the next section, we present the deﬁnition of weak solution of problem (1.1), and prove the
existence of weak solution of problem (1.1). The proof of uniqueness will put in Section 3. In Section 4
we prove ∂yu(s, y, t) is continuous on {s = y, t > 0}. In Section 5, we analyze the properties of the
free boundary y = h(s, t). It is continuous with h(s,0) = min{s, K }, and it is strictly monotonic with
respect to s and t . Moreover the inverse function s = g(y, t) is continuous with respect to y and
inﬁnitely differentiable with respect to t . Appendix A is the formulation of the model. Appendix B
shows that the unique solution to the problem (1.1) coincides with the expected value of the American
lookback put option with ﬁxed strike price.
2. The existence of weak solution
First we describe how to absorb the boundary condition ∂yu = 0 into the weak formulation of
solution. Denote Ω = {(s, y) | s > 0, 0< y < s}, suppose u is a classical solution of problem (1.1), then






























2ψ(y, y)dy. (2.1)Ω 0
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d
dy
u(y, y, t) = ∂
∂s
u(y, y, t) + ∂
∂ y
u(y, y, t) = ∂
∂s
u(y, y, t), (2.2)















substituting (2.3) into (2.1) we obtain
∫
Ω

















It can be seen that the equality (2.4) absorbed the boundary condition ∂yu = 0 in (1.1).
In spirit of [8] and [14], we introduce the following maximal monotone graph
G(λ) =
{
0, λ > 0,
[0,+∞), λ = 0.
Denote Q T = {(s, y, t) | 0< y < s, 0< t  T }. Deﬁne function class for the solution,
B = {u ∈ C(Q T ) ∣∣ u, ∂su, ∂yu ∈ L∞(Q T ), ∂tu ∈ L∞(0, T ; H−1loc (Ω))}.
Now we can deﬁne weak solution of problem (1.1).
Deﬁnition of weak solution of problem (1.1). A pair (u, ξ) ∈ B × L∞(Q T ) is called a weak solution of
problem (1.1), if
(1) u(s, y, t) (K − y)+ ,
(2) u(s, y,0) = (K − y)+ ,
(3) ξ ∈ G(u − (K − y)+),



























Note that for 0 < y < K , the boundary condition ∂yu = 0 and initial condition u = (K − y)+ are not




∣∣ s > ε, 0< y < fε(s)},
which approximates domain Ω as ε goes to zero (see Fig. 1), where
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fε(s) =
{
2ε + 14ε (s − ε)2, ε  s 3ε,
s, s > 3ε.
It is clear that limε→0 fε(s) = s for s > 0 and
f ′ε(ε) = 0, 0 f ′ε(s) 1. (2.6)
Moreover we need following ϕ(s, y) (see Fig. 1) to approximate initial value (K − y)+ , that is
ϕ(s, y) = max{(K + ε − s)+, (K − y)+}= { (K + ε − s)+, ε  s y + ε, y < fε(s),
(K − y)+, s > y + ε.
It can be seen that
ϕ(s,0) = K , s ε, (2.7)




)= 0, s ε, (2.9)
and
∂sϕ(s, y) =
{−H(K + ε − s), ε  s y + ε, y < fε(s),
0, s > y + ε,
∂yϕ(s, y) =
{
0, ε  s y + ε, y < fε(s),
−H(K − y), s > y + ε,
where H is the Heaviside function. It follows that
(K − y)+  ϕ(s, y) K , (2.10)
−1 ∂sϕ(s, y) 0, −1 ∂yϕ(s, y) 0, (2.11)
−1 ∂sϕ(s, y) + ∂yϕ(s, y) 0, (2.12)
∂ssϕ(s, y) 0, ∂syϕ(s, y) 0, ∂yyϕ(s, y) 0. (2.13)
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In order to prove the existence of solution of (1.1), as in [7] and [9], we construct a penalty function
βε(t) satisfying (see Fig. 2)
βε(t) ∈ C2(−∞,+∞), βε(t) 0,
βε(0) = −rK ,





0, t > 0,
−∞, t < 0.




uε − (K − y)
)= 0, s > ε, 0< y < fε(s), 0< t  T , (2.14)
uε(s, y,0) = ϕε(s, y), s > ε, 0< y < fε(s), (2.15)




)= 0, s > ε, 0< t  T , (2.17)
∂suε(ε, y, t) = 0, 0< y < 2ε, 0< t  T , (2.18)
where
Lεuε = Luε − ε∂yyuε = ∂tuε − 1
2
σ 2s2∂ssuε − ε∂yyuε − (r − q)s∂suε + ruε.
Note that initial condition (2.15) and boundary condition (2.17) are consistent on y = fε(s) by (2.9),
but (2.15) and (2.18) are not consistent on s = ε by (2.8).
Remark on boundary condition (2.16). Letting y = 0 in (1.1), it is deduced that
{
min
{Lu(s,0, t),u(s,0, t) − K}= 0, 0< s < +∞, 0< t  T ,
u(s,0,0) = K . (2.19)
It is clear that u(s,0, t) = K is the solution of problem (2.19).
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Lemma 2.1. For ﬁxed ε > 0, problem (2.14)–(2.18) has a solution uε ∈ C2,1(Q εT ) ∩ C(Q εT ) ∩ L∞(Q εT ) with
∂yuε ∈ C(Q εT ) ∩ L∞(Q εT ) and ∂suε, ∂syuε, ∂yyuε ∈ L∞(Q εT ), moreover
(K − y)+  uε  K , (2.20)
−rK  βε
(
uε − (K − y)
)
 0. (2.21)
Proof. For ﬁxed ε > 0, it is not hard to show by ﬁxed point theorem that problem (2.14)–(2.18) has a
solution uε ∈ C2,1(Q εT ) ∩ C(Q εT ) ∩ L∞(Q εT ).
Applying (2.6) and making even extension of uε to s < ε, we see that ∂yuε ∈ C(Q εT )∩ L∞(Q εT ) and
∂suε, ∂syuε, ∂yyuε ∈ L∞(Q εT ).
Now we prove (2.20). Since
Lε0+ βε
(
0− (K − y))= βε(0− (K − y)) 0,
Lε(K − y) + βε(0) = r(K − y) − rK  0,
LεK + βε
(
K − (K − y))= rK + βε(y) rK + βε(0) = 0,
recalling (2.10), combining initial and boundary conditions we know that 0, K − y are subsolutions,
K is a supersolution, so (2.20) holds. (2.21) follows by (2.20) and the deﬁnition of βε . 
Lemma 2.2. The following estimates hold:
−1 ∂yuε  0, (2.22)
∂suε  0. (2.23)
Proof. We ﬁrst prove inequality (2.22), since uε(s,0, t) = K , so





σ 2s2∂ssuε − (r − q)s∂suε + ruε + βε
(








Differentiating Eq. (2.14) with respect to y, denoting v1 = ∂yuε , then
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂t v1 − 1
2
σ 2s2∂ss v1 − ε∂yy v1 − (r − q)s∂s v1 + rv1 + β ′ε(·)(v1 + 1) = 0,




















It is clear that 0 is a supersolution and −1 is a subsolution, hence −1 v1 = ∂yuε  0.




)+ ∂yyuε(s, fε(s), t) f ′ε(s) = 0; (2.26)




)= ∂syuε(s, fε(s), t)= −∂yyuε(s, fε(s), t) f ′ε(s) 0. (2.27)
Differentiating Eq. (2.14) with respect to s, denoting v2 = ∂suε , then
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂t v2 − 1
2
σ 2s2∂ss v2 − ε∂yy v2 −
(
r − q + σ 2)s∂s v2 + qv2 + β ′ε(·)v2 = 0,















v2(ε, y, t) = 0,
(2.28)
and applying maximum principle we have v2 = ∂suε  0. 
Lemma 2.3. The solution uε of problem (2.14)–(2.18) satisﬁes
∂syuε  0, (2.29)
∂suε −1. (2.30)
Proof. Differentiating equation in (2.25) with respect to s, denoting w = ∂syuε , then
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂t w − 1
2
σ 2s2∂ssw − ε∂yyw −
(
r − q + σ 2)s∂sw + qw + β ′ε(·)w = −β ′′ε (·)(∂yuε + 1)∂suε,



















w(ε, y, t) = 0 (by (2.18)).
Since −β ′′ε (·)(∂yuε + 1)∂suε  0, so 0 is a supersolution, therefore ∂syuε  0.
Now we apply (2.29) for proving (2.30), denote v3 = ∂suε + ∂yuε . Applying the equations in (2.25)
and (2.28) we have
∂t v3 − 1
2
σ 2s2∂ss v3 − ε∂yy v3 − (r − q)s∂s v3 + rv3 + β ′ε(·)v3
= −β ′ε(·) + σ 2s∂ssuε + (r − q)∂suε. (2.31)
Notice that
∂ssuε = ∂s(∂suε + ∂yuε)− ∂syuε = ∂s v3 − ∂syuε, (2.32)
∂suε = v3 − ∂yuε. (2.33)
Substituting (2.32) and (2.33) into (2.31),
∂t v3 − 1
2
σ 2s2∂ss v3 − ε∂yy v3 − (r − q)s∂s v3 + rv3 + β ′ε(·)v3
= −β ′ε(·) + σ 2s(∂s v3 − ∂syuε) + (r − q)(v3 − ∂yuε),
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∂t v3 − 1
2
σ 2s2∂ss v3 − ε∂yy v3 −
(
r − q + σ 2)s∂s v3 + qv3 + β ′ε(·)v3
= −β ′ε(·) − σ 2s∂syuε + (q − r)∂yuε
−β ′ε(·) − q
(
by (2.29) and (2.22)
)
.
So v3 is a supersolution of the equation
∂t v3 − 1
2
σ 2s2∂ss v3 − ε∂yy v3 −
(
r − q + σ 2)s∂s v3 + qv3 + β ′ε(·)v3
= −β ′ε(·) − q. (2.34)





















































by (2.26) and (2.6)
)
. (2.35)
Hence v3 = ∂suε + ∂yuε −1, therefore
∂suε −1− ∂yuε −1. 
For parabolic equation, the boundedness of derivatives of solution with respect to spacial variables
deduces 1/2 Hölder continuity of solution with respect to t . Now we prove this result.
Lemma 2.4. The solution uε of problem (2.14)–(2.18) satisﬁes
∣∣uε(s, y, t1) − uε(s, y, t2)∣∣ C |t1 − t2|1/2, (2.36)
where C is independent of ε and depends on the upper bound of s.
Proof. Suppose t1 < t2, deﬁne







uε(ξ,η, t2)− uε(ξ,η, t1)
]
dη.
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)− uε(s∗, y∗, t1)](t2 − t1), (2.37)
where s < s∗ < s + √t2 − t1, y < y∗ < y + √t2 − t1. On the other hand, using Eq. (2.14),























σ 2ξ2∂ssuε + ε∂yyuε + (r − q)ξ∂suε − ruε − βε(·)
]
dτ






































applying the boundedness of ∂suε , we obtain
|I1| C(t2 − t1)3/2,
where C depends on the upper bound of s. In a similar way, we have
|Ii| C(t2 − t1)3/2, i = 2,3,4,5,
therefore
|I| C(t2 − t1)3/2. (2.38)
Applying (2.37) and (2.38) we obtain
∣∣uε(s∗, y∗, t2)− uε(s∗, y∗, t1)∣∣ C(t2 − t1)1/2.
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∣∣uε(s, y, t2) − uε(s, y, t1)∣∣ ∣∣uε(s, y, t2) − uε(s∗, y∗, t2)∣∣+ ∣∣uε(s∗, y∗, t2)− uε(s∗, y∗, t1)∣∣
+ ∣∣uε(s∗, y∗, t1)− uε(s, y, t1)∣∣
 2
(∣∣s − s∗∣∣+ ∣∣y − y∗∣∣)+ C(t2 − t1)1/2  C(t2 − t1)1/2. 
Theorem 2.5. The problem (1.1) has a weak solution (u, ξ) ∈ B × L∞(Q T ), and
(K − y)+  u  K , (2.39)
−1 ∂su  0, (2.40)
−1 ∂yu  0, (2.41)∣∣u(s, y, t2) − u(s, y, t2)∣∣ C(t2 − t1)1/2, (2.42)
where C depends on the upper bound of s.
Proof. Since {uε} satisfy (2.20)–(2.23), (2.30) and (2.36), applying Arzelà–Ascoli theorem we know
there exists a subsequence of {uε} (still denoted by {uε}), u ∈ C(Q T )∩ L∞(Q T ) and ξ ∈ L∞(Q T ), such
that
uε → u in Cloc(Q T ),
∂suε ⇀ ∂su in L
∞
loc(Q T ) weakly
∗,
∂yuε ⇀ ∂yu in L
∞




uε − (K − y)
)
⇀ ξ in L∞loc(Q T ) weakly
∗.
Moreover applying Eq. (2.14), we see that
∂tuε ⇀ ∂tu in L
∞(0, T ; H−1loc (Ω))weakly∗,
thus u ∈ B , 0 ξ  rK .
Now we prove that (u, ξ) satisﬁes (1)–(4) in the deﬁnition of weak solution. Due to uε(s, y, t)
(K − y)+ , uε(s, y,0) = ϕε(s, y), letting ε → 0, we have
u(s, y, t) (K − y)+, u(s, y,0) = (K − y)+.
Next we want to prove ξ ∈ G(u − (K − y)+). According to the deﬁnition, we only need to prove
that if u(s0, y0, t0) > (K − y0)+ , then ξ = 0. In fact, if u(s0, y0, t0) > (K − y0)+ , then there exist λ > 0
and a δ neighborhood Bδ(s0, y0, t0) of (s0, y0, t0), if ε is small enough, we have
uε(s, y, t) > (K − y)+ + λ, (s, y, t) ∈ Bδ(s0, y0, t0),
thus, if ε is small enough,
βε
(
uε(s, y, t) − (K − y)
)
 βε(λ) = 0, (s, y, t) ∈ Bδ(s0, y0, t0).
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ξ(s, y, t) = 0, (s, y, t) ∈ Bδ(s0, y0, t0),
hence
ξ ∈ G(u − (K − y)+).
Eventually we prove condition (2.5). For any ψ(s, y) ∈ C10(Ω), a.e. 0< t  T , multiplying Eq. (2.14)














)− ε∂yyuεψ − (r − q)s∂suεψ + ruεψ
+ βε
(


























































































Moreover, (2.39)–(2.42) are deduced from (2.20), (2.22), (2.23), (2.30) and (2.36). 
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Denote Ωn = {(s, y) | n−1 < s < n, 0 < y < s}. Note that (2.5) in the deﬁnition of weak solution is
equivalent to

































∂su(n, y, t)ψ(n, y)dy
+ 1
2

























The difference of (2.5) and (3.1) is that in (3.1) there are four more terms on the boundaries s = n−1
and s = n of Ωn . We will employ (3.1) to prove the uniqueness of weak solution.
Theorem 3.1. The weak solution of (1.1) is unique.
Proof. Suppose both (u1, ξ1) and (u2, ξ2) are two weak solutions in B × L∞(Q T ). Denote u = u1 −u2,
applying (3.1) for (u1, ξ1) and (u2, ξ2), subtracting the resulting equalities each other, we have for any

































∂su(n, y, t)ψ(n, y)dy
+ 1
2
























(ξ1 − ξ2)ψ dsdy. (3.2)
Let uδ ∈ C1(Q T ) and when δ → 0+ ,
uδ → u in C(Q T ),
|∂suδ| + |∂yuδ| 4,
uδ → u in H1loc(Ω) weakly.






















(r − q)∂suuδ 1
s[(s2 − 1)+ + 1] − ruuδ
1





















∂su(n, y, t)uδ(n, y, t)dy
+ 1
2




























s2[(s2 − 1)+ + 1] (ξ1 − ξ2)dsdy. (3.3)




































(s2 − 1)+ + 1
]
ds.









































(s2 − 1)+ + 1
d
ds
uδ(s, s, t)ds + ε(δ)n






































ds + ε(δ). (3.4)


























(r − q)(∂su)u 1
s[(s2 − 1)+ + 1] − ru
2 1


























































s2[(s2 − 1)+ + 1] (ξ1 − ξ2)dsdy. (3.5)
Notice that in the last term,
u(ξ1 − ξ2) = (u1 − u2)(ξ1 − ξ2),
and if u1 > u2, then u1 > (K − y)+; in this case ξ1 = 0  ξ2, in the same reason if u1 < u2, then
ξ1  ξ2. So in any case u(ξ1 − ξ2) 0, hence the right-hand side of (3.5) is not positive.


























s2[(s2 − 1)+ + 1] dsdy, (3.6)
where C is independent of n.

















∂su(n, y, t)u(n, y, t)dy
∣∣∣∣∣ 4Kn−1, (3.8)
−(u(n−1,n−1, t))2 −ε(n), (3.9)
where limn→+∞ ε(n) = 0 by u1(s,0, t) = u2(s,0, t) = K and u(0,0, t) = 0. Substituting (3.6)–(3.9) into












s2[(s2 − 1)+ + 1] dsdy + ε(n).














s2[(s2 − 1)+ + 1] dsdy = 0, 0 t  T .
Hence the uniqueness is proved. 
4. Continuity of ∂yu on s= y, t > 0
Lemma 4.1. If t > 0, u is always positive, i.e.
u(s, y, t) > 0, t > 0, s y. (4.1)
Proof. For any y > 0,
Lu  0, (s, t) ∈ (y,∞) × (0, T ],
u(y, y, t) (K − y)+  0,
u(s, y,0) = (K − y)+  0,
therefore u(s, y, t) > 0, t ∈ (0, T ], s ∈ (y,∞) by the strong maximum principle, moreover since
∂su(s, y, t) 0, we have
u(y, y, t) u(s, y, t) > 0, t > 0.  (4.2)
Lemma 4.2. u(s, s, t)− (K − s) is monotonic increasing with respect to s.












thus uε(s, fε(s), t) − (K − s) is monotonic increasing with respect to s. Letting ε → 0, we have
u(s, s, t) − (K − s) is monotonic increasing with respect to s. 
Lemma 4.3. u(s, y, t) is monotonic increasing with respect to t, i.e.,
∂tu(s, y, t) 0, a.e. in Q T . (4.3)




{Lv, v − (K − y)+}= 0, 0< y < s < +∞, 0< t  T − δ,
v(s, y,0) = u(s, y, δ), 0 y  s < +∞,
∂y v(y, y, t) = ∂yu(y, y, t + δ) = 0, y > 0, 0< t  T − δ.
In view of
v(s, y,0) = u(s, y, δ) (K − y)+ = u(s, y,0),
applying the monotonicity of solution of variational inequality with respect to initial value, we have
v(s, y, t) u(s, y, t), t > 0,
which implies u(s, y, t) is monotonic increasing with respect to t . 
Lemma 4.4.
u(y, y, t) > (K − y)+, t > 0, y > 0. (4.4)
Proof. If there the conclusion is false, there exist t0 > 0, y0 > 0, such that
u(y0, y0, t0) = (K − y0)+.
From (4.1) we see that y0 < K . In view of Lemma 4.2, for any y < y0, we have
u(y, y, t0)− (K − y) = 0.
Applying the right-hand side of (2.40) and (4.3) deduces that
u(s, y, t) − (K − y) = 0, s > y, y < y0, 0 t  t0. (4.5)
Thus
∂yu(y, y, t) = −1, 0 t  t0, y < y0, (4.6)
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∂tu = ∂su = 0, s > y, y < y0, 0 t  t0.
Let ψ(s, y) ∈ C10(Ω) and ψ ≡ 0 for y  y0 in (2.5), then (2.5) becomes, for 0< t  t0,
∫
Ω





ξ = r(K − y), s > y, y < y0, 0 t  t0. (4.7)
Once more, let ψ(s, y) ∈ C10(Ω) and ψ ≡ 0 for y  y0 in (2.5), then, for 0< t  t0,
∫
Ω














It follows that, by (4.7),
+∞∫
0


















which cannot always be zero for any ψ ∈ C10(Ω) and ψ ≡ 0. 
Theorem 4.5. ∂yu(s, y, t) is continuous on the surface {y = s, 0< t  T }.
Proof. Since u(y, y, t) > (K − y)+ for any y, t > 0, we have uε(y, y, t) > (K − y)+ if ε is small enough.
For any y0, t0 > 0, letting δ0 > 0 be small enough such that t0 − δ0 > 0, denote
D(y0, t0) =
{
(s, y, t) ∈ Q T : |y − y0| < y0
2
, 0< s − y < δ, 0< t0 − t < δ0
}
,
where δ is small enough, such that
uε(s, y, t) > (K − y)+, (s, y, t) ∈ D(y0, t0).
3080 X. Chen et al. / J. Differential Equations 251 (2011) 3063–3089Denoting v1 = ∂yuε , then from (2.25), if ε is small enough,
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂t v1 − 1
2
σ 2s2∂ss v1 − ε∂yy v1 − (r − q)s∂s v1 + rv1 = 0, (s, y, t) ∈ D(y0, t0),










v1(s, y, t)−1, on ∂D(y0, t0).
(4.8)
Deﬁne
w(s, y, t) = 2
δ0
(t − t0) + B(s − y)2 − C(y − y0)2 − D(s − y),
where B,C, D > 0 are to be determined. Thus, if we take Bδ2 = 1, C = 8
y20





w(s, y, t0 − δ0) = −2+ B(s − y)2 − C(y − y0)2 − D(s − y)−2+ Bδ2 = −1,
w(y, y, t) = 2
δ0
(t − t0)− C(y − y0)2 −C(y − y0)2  0,
w(y + δ, y, t) = 2
δ0
























 Bδ2 − 1
4
























 Bδ2 − 1
4
C y20 = −1.
Moreover
∂t w − 1
2
σ 2s2∂ssw − ε∂yyw − (r − q)s∂sw + rw
 2
δ0

















































σ 2 y20 +
6
δ




+ r  0,
if δ is small enough. Hence w is a subsolution of (4.8), i.e.,
∂yuε  w in D(y0, t0),
and letting ε → 0, we obtain
∂yu  w in D(y0, t0).
X. Chen et al. / J. Differential Equations 251 (2011) 3063–3089 3081Fig. 3. h(s, t0). Fig. 4. h(s0, t).
Note that w(y0, y0, t0) = 0, so lim(s,y,t)→(y0,y0,t0)∂yu(s, y, t) 0. Recalling ∂yu  0, we conclude
lim
(s,y,t)→(y0,y0,t0)
∂yu(s, y, t) = 0. 
5. Properties of free boundary
From (2.40), (2.41) and (4.3) we have
∂s
(
u − (K − y)) 0, (5.1)
∂y
(
u − (K − y)) 0, (5.2)
∂t
(
u − (K − y)) 0. (5.3)
We notice that, by (4.1), u > (K − y)+ is equivalent to u > K − y, so we deﬁne coincidence set
C = {(s, y, t) ∣∣ u(s, y, t) = K − y},
and noncoincidence set
N = {(s, y, t) ∣∣ u(s, y, t) > K − y}.
From (5.2) we can deﬁne free boundary
h(s, t) = max{y ∣∣ u(s, y, t) = K − y}, t ∈ (0, T ], s ∈ [0,+∞).
Since (K − y)+ = 0 if y  K , by (4.1) we know that
{y < K } ⊃ C, {y  K } ⊂ N ,
thus
h(s, t) < K , t > 0. (5.4)
Theorem 5.1. For any ﬁxed t ∈ (0, T ], h(s, t) is monotonic increasing with respect to s ∈ [0,+∞); for any
ﬁxed s ∈ [0,+∞), h(s, t) is monotonic decreasing with respect to t ∈ (0, T ].
Proof. Applying (5.1) and (5.2) we see that h(s, t) is monotonic increasing with respect to s (see
Fig. 3), (5.2) and (5.3) show that h(s, t) is monotonic decreasing with respect to t (Fig. 4). 
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Fig. 7. U0.
Remark 1. Since h(s, t) is monotonic with respect to t ∈ (0, T ], we can deﬁne h(s,0) = limt→0+ h(s, t).
Theorem 5.2.
h(s,0) = min{s, K }, s ∈ [0,+∞), (5.5)
h0(s) h(s, t) <min{s, K }, s ∈ [0,+∞), t ∈ (0, T ], (5.6)
where y = h0(s) is the free boundary of variational inequality
⎧⎨
⎩
L1u∞  0, u∞ − (K − y)+  0, s ∈R+, y ∈ (0, s),
[L1u∞]
[
u∞ − (K − y)+
]= 0, s ∈R+, y ∈ (0, s),





σ 2s2∂ssu∞ − (r − q)s∂su∞ + ru∞.
Proof. We ﬁrst prove (5.5). From inequalities (4.4), (5.4) and Theorem 5.1 we know
h(s, t) <min{s, K }, t > 0, (5.8)
so h(s,0) min{s, K }. If (5.5) is false, then there exists s0, such that h(s0,0) < min{s0, K }, denoting
y0 = h(s0,0), then for any s ∈ (y0, s0), we have y = h(s,0) h(s0,0) = y0. (See Figs. 5 and 6.)
Denote U  (y0, s0) × (y0,min(s, K )) × (0, T ), U0  (y0, s0)× (y0,min(s, K )) × {0} (see Fig. 7).
By the deﬁnition of h(s,0) and h(s, t) being monotonic decreasing with respect to t , we know that
Lu = 0 in U ,
and u(s, y,0) = K − y in U0, thus
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hence
∂tu(s, y,0) = −ru(s, y,0) = −r(K − y) < 0 in U0,
which is a contradiction with ∂tu  0.
Next we aim to prove (5.6). From (5.8) we only need to prove the left part of (5.6). Let s = g0(y)














)= 0, y ∈ (0,+∞),
∂yu∞(s, s) = 0, s ∈R+,

































































)γ0 − γ0( yg0(y) )γ1
γ0γ1(K − y)[( yg0(y) )γ1 − (
y
g0(y)
)γ0 ] g0(y) > 0,
thus g0(y) is strictly increasing with respect to y, then we can deﬁne y = g−10 (s) h0(s). In view of
∂tu∞(s, y) = 0, then u∞(s, y) satisﬁes evolutionary system
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Lu∞  0, u∞ − (K − y)+  0, s ∈R+, y ∈ (0, s), t > 0,
[Lu∞]
[
u∞ − (K − y)+
]= 0, s ∈R+, y ∈ (0, s), t > 0,
u∞(s, y)|t=0 = u∞(s, y), s ∈R+, y ∈ (0, s),
∂yu∞(s, s) = 0, s ∈R+, t > 0.
Since u∞(s, y)|t=0 = u∞(s, y) (K − y)+ = u(s, y,0), applying the monotonicity of solution of varia-
tional inequality with respect to initial value, we have
u∞(s, y) u(s, y, t),
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)= K − h0(s),
hence we have h(s, t) h0(s) by the deﬁnition of h(s, t). 
Theorem 5.3. For any ﬁxed s ∈ (0,+∞), h(s, t) is strictly decreasing with respect to t ∈ [0, T ]; for any ﬁxed
t ∈ (0, T ], h(s, t) is strictly increasing with respect to s ∈ [0,+∞).
Proof. First we want to prove that h(s, t) is strictly decreasing with respect to t . If the conclusion is
false, then there exists s0, such that y = h(s0, t) has a vertical part Γ = {s = s0, y = y0, t0 < t < t1}
(see Fig. 8), then in the plane {y = y0} (Fig. 9), we have
u|Γ = K − y0, ∂su|Γ = 0,
thus
∂tu|Γ = ∂stu|Γ = 0.
Since ∂tu  0 and L(∂tu) = 0 on {y = y0, s < s0, t > t0}, by the strong maximum principle, we
have ∂stu|Γ < 0, otherwise ∂tu ≡ 0, but both come to contradiction.
Next we aim to prove that h(s, t) is strictly increasing with respect to s. If the conclusion is false,
then there exists t0 ∈ (0, T ], such that h(s, t0) is not strictly increasing (Fig. 10).
That is, there exists y0 such that
h(s, t0) = y0, s ∈ (s0, s1),
thus
Lu = 0 in (s0, s1) × (y0, s) × (t0, T ),
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moreover u(s, y0, t0) = K − y0, s ∈ (s0, s1). Thus
∂tu(s, y0, t0) = −ru(s, y0, t0) = −r(K − y0) < 0, s ∈ (s0, s1),
which is again in contradiction with ∂tu  0. 
Remark 2. Since for t ∈ (0, T ], y = h(s, t) is strictly increasing with respect to s ∈ [0,+∞), then we
can deﬁne s = g(y, t), moreover g(y, t) is strictly increasing with respect to y ∈ [0, K ).
Theorem 5.4. For any y ∈ [0, K ), g(y, t) ∈ C∞(0, T ] with g(y,0) = y.




{Lu(·, y, ·),u(·, y, ·) − (K − y)+}= 0, in Ωy,
u(s, y,0) = (K − y)+, y  s < +∞,
u(y, y, t) 0, 0< t  T ,
where Ωy = {(s, t) | y < s < +∞, 0 < t  T }. Following the idea of studying a 1-dimensional varia-
tional inequality [9], we know u(·, y, ·) ∈ W 2,1p,loc(Ωy) for any p > 1.
In the case of y = 0, we have u ≡ K and g(0, t) ≡ 0. In the case of y > 0, due to ∂tu  0 and
(K − y)+ is the lower obstacle, then for any ﬁxed y ∈ (0, K ), it can be proved g(y, ·) ∈ C0,1(0, T ] by
a method developed by Friedman in [9]. Moreover g(y, ·) ∈ C∞(0, T ] by the bootstrap argument.
Moreover from (5.5), we can obtain
g(y,0) = y, y ∈ [0, K ). 
Theorem 5.5. y = h(s, t) is continuous on [0,+∞) × [0, T ].
Proof. Now we will prove that, for any t ∈ [0, T ], h(s, t) is continuous with respect to s. If this is
not true, there exists t0 ∈ (0, T ], such that h(s, t0) is not continuous, i.e. there exists s0, such that
y1  lims→s−0 h(s, t0) < lims→s+0 h(s, t0) y2 (see Fig. 11).
For any y ∈ (y1, y2), u(s0, y, t0) = K − y, thus g(y1, t0) = g(y2, t0) = s0. Since g(y1, t) g(y2, t),
we put s = g(y1, t) and s = g(y2, t) on the same (s, t) plane (see Fig. 12), set
v1(s, t) = u(s, y1, t)− (K − y1), v2(s, t) = u(s, y2, t) − (K − y2),
then
L(v1 − v2) = −r(K − y1)+ r(K − y2) = r(y1 − y2) < 0 in Ω,
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respect to y, then v1  v2, thus
v1 < v2 in Ω and v1(s0, t0)− v2(s0, t0) = 0.
We know g(y1, ·) ∈ C∞(0, T ], thus we have ∂s(v1 − v2)|(s0,t0) > 0, but this is impossible, because
∂s v1(s0, t0) = ∂s v2(s0, t0) = 0, hence h(s, t) is continuous with respect to s.
In a way similar to which when we prove h(s,0) = min{s, K }, we can prove for any s ∈ [0,+∞),
h(s, t) is continuous with respect to t , combining the monotonicity of h(s, t) with respect to t (Theo-
rem 5.1), we know y = h(s, t) is continuous on [0,+∞) × [0, T ]. 
Remark on the continuity of g(y, t) with respect to y. The continuity of g(y, t) with respect to y can
be obtained from the continuity of h(s, t) with respect to s.
Appendix A. Formulation of the model
An American lookback option whose underlying asset is the stock which has the price Sτ given by
dSτ = (r − q)Sτ dτ + σ Sτ dWτ , (A.1)
where τ is calendar time, r, q, σ are positive constants representing riskless interest rate, dividend
rate and volatility, respectively, Wτ is a standard Brownian motion under risk neutral measure P˜ .
Let Tτ ,T be the set of all stopping time in [τ , T ], Yτ = min0λτ Sλ and the value of American
lookback put option with ﬁxed strike price at time τ is deﬁned as




e−r(λ−τ )(K − Yλ)+
∣∣ Fτ ], (A.2)
where K is the strike price. Because that the pair of processes (Sτ , Yτ ) has the Markov property,
there exists a function v(s, y, τ ) such that
V (τ ) = v(Sτ , Yτ , τ ).
It is obvious that
v(Sτ , Yτ , τ ) (K − Yτ )+. (A.3)
By the deﬁnition (A.2),





















∣∣ Fτ+h] ∣∣∣ Fτ ]
= E˜[e−r(τ+h)v(Sτ+h, Yτ+h, τ + h) ∣∣ Fτ ],
which implies e−rτ v(Sτ , Yτ , τ ) is a supermartingale under P˜ . By the deﬁnition of Yτ , as the analysis
in [15] (pp. 309–312) we know dYτ dYτ = dYτ dSτ = 0. Moreover, when Sτ > Yτ , we have dYτ = 0,
X. Chen et al. / J. Differential Equations 251 (2011) 3063–3089 3087and when Sτ = Yτ , we have ∂y v(Yτ , Yτ , τ ) = 0. It follows that, by the Itô formula,
∂τ v(Sτ , Yτ , τ ) + 1
2
σ 2S2τ ∂ss v(Sτ , Yτ , τ ) + (r − q)Sτ ∂s v(Sτ , Yτ , τ ) − rv(Sτ , Yτ , τ ) 0. (A.4)
When v(Sτ , Yτ , τ ) > (K − Yτ )+ which implies there exists h > 0 small enough such that the
optimal stopping time λ∗ ∈ Tτ+h,T , thus














∣∣ Fτ+h] ∣∣ Fτ ]
= E˜[e−r(τ+h)v(Sτ+h, Yτ+h, τ + h) ∣∣ Fτ ],
it implies that e−r(τ∧λ∗)v(Sτ∧λ∗ , Yτ∧λ∗ , τ ∧ λ∗) is a martingale under P˜ , applying Itô formula to get
∂τ v(Sτ , Yτ , τ ) + 1
2
σ 2S2τ ∂ss v(Sτ , Yτ , τ ) + (r − q)Sτ ∂s v(Sτ , Yτ , τ ) − rv(Sτ , Yτ , τ ) = 0. (A.5)
According to the above arguments (A.3)–(A.5), v(s, y, τ ) satisﬁes
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
v(s, y, τ ) (K − y)+,
∂τ v + 1
2
σ 2s2∂ss v + (r − q)s∂s v − rv  0,[
∂τ v + 1
2
σ 2s2∂ss v + (r − q)s∂s v − rv
]
· [v(s, y, τ ) − (K − y)+]= 0.
(A.6)
Similarly to the analysis of Yτ in [15], we obtain the boundary condition
∂y v(y, y, τ ) = 0. (A.7)
Its ﬁnancial meaning is that the option price is not sensitive to the level of the minimum of the asset
price (see p. 294 in [11]). By the deﬁnition of v(s, y, τ ), we obtain
v(s, y, T ) = (K − y)+. (A.8)





∂τ v + 1
2
σ 2s2∂ss v + (r − q)s∂s v − rv, (K − y)+ − v
}
= 0, in Q˜ T ,
∂y v(y, y, τ ) = 0, y > 0, 0 τ < T ,
v(s, y, T ) = (K − y)+, 0< y < s,
(A.9)
where Q˜ T = {(s, y, τ ) | 0 < y < s, 0  τ < T }. Letting t = T − τ , u(s, y, t) = v(s, y, τ ), then u(s, y, t)
satisﬁes (1.1).
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Letting τ = T − t , denote v(s, y, τ ) = u(s, y, t) and V (τ ) = v(Sτ , Yτ , τ ). In this appendix we prove
V (τ ) is the price of American lookback put option at time τ with ﬁxed strike price, i.e., (A.2) holds.
Since u(s, y, t) is the solution of (1.1), so v(s, y, τ ) satisﬁes (A.9).
As in the proof of Theorem 5.4, we know for a.e. y ∈ R+ , v(·, y, ·) ∈ W 2,1p,loc((y,+∞) × (0, T )),
so v(·, y, ·) and ∂s v(·, y, ·) are continuous in (y,+∞) × (0, T ) by embedding theorem [12]. Since
∂τ v = −∂tu  0 by (4.3) and v = (K − y)+ is the lower obstacle, we can take advantage of the same
argument as in [7] to obtain that ∂τ v(·, y, ·) is continuous across s = g(y, T − τ ), where g(y, t) is
the free boundary of problem (1.1). Therefore ∂τ v(·, y, ·) is continuous in (y,+∞)× (0, T ). Moreover,
∂τ v(·, y, ·) and ∂ss v(·, y, ·) are locally bounded in (y,+∞)× (0, T ).
By the deﬁnition of Yτ = min0λτ Sλ , we know dYτ dYτ = dYτ dSτ = 0 and dYτ  0. When
dYτ < 0, then Sτ = Yτ , and by the boundary condition in (A.9) we have ∂y v(Yτ , Yτ , τ ) = 0, thus
∂y vdY = 0. For any λ ∈ Tτ ,T , applying Itô formula,





∂τ v(St, Yt , t)
+ 1
2
σ 2S2t ∂ss v(St, Yt , t) + (r − q)St∂s v(St, Yt , t)





e−r(t−τ )σ St∂s v(St, Yt , t)dWt . (B.1)
Owing to (A.9)(1) , we have






e−r(λ−τ )(K − Yλ)+
∣∣ Fτ ].
Hence




e−r(λ−τ )(K − Yλ)+
∣∣ Fτ ]. (B.2)
On the other hand, deﬁne
λ∗ =
{
min{τ ∈ [0, T ) | v(Sτ , Yτ , τ ) = (K − Yτ )+},
T , if v(Sτ , Yτ , τ ) > (K − Yτ )+, τ ∈ [0, T ). (B.3)
If Sτ  g(Yτ , T − τ ), where g(y, t) is deﬁned in Theorem 5.4, then λ∗ = τ , and
v(Sτ , Yτ , τ ) = (K − Yτ )+ = E˜
[
e−r(λ∗−τ )(K − Yλ∗)+
∣∣ Fτ ].
If Yτ  Sτ < g(Yτ , T − τ ), choose λ∗ which is given in (B.3), then⎧⎨
⎩ ∂τ v(St, Yt , t)+
1
2







Sλ∗ , Yλ∗ , λ
∗)= (K − Yλ∗)+.
(B.4)
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Sλ∗ , Yλ∗ , λ
∗) ∣∣ Fτ ]
= E˜[e−r(λ∗−τ )(K − Yλ∗)+ ∣∣ Fτ ].
Combining with (B.2), we have




e−r(λ−τ )(K − Yλ)+
∣∣ Fτ ].
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