In the paper, We compared the classical K-means clustering algorithm, the fuzzy clustering with the Order-Preserving Submatrix(OPSM) biclustering algorithm on the dataset of regional fiscal revenue which is collected from the National Statistical Yearbook. The experimental results proves that the OPSM biclustering algorithm could get more interesting results than the classical K-means algorithm and the fuzzy clustering algorithm, which shows more detailed information than the latter either.
Introduction
Fiscal revenue is the total capital for the government to fulfill its function such as the implementation of public policy, the provision of public goods and services. As a comprehensive developing country, the regions in China are different in economy, population, resources and environment ,etc, thus cause difference in regional financial income. This paper clusters the regions into different classes by analyzing 19 public index of the area' fiscal revenue in 10 years In the development of regional economic, scientificly dividing regions by the high similarity is a good way to take advantage of the regional feature to promote the economic development. Generally there are two kinds of methods to solve the problem: traditional classification and numerical classification [1] .The traditional classification is usually based on experience and relevant expertise, which is a qualitative classification. Although it can achieve certain results, they are still ambiguous to some degree, which makes difficult in more detailed description about the difference and relations among the objects. Sometimes the researcher's subjective intention affected the classified objectivity. The numerical classification(mainly cluster analysis) can avoid the shortcomings of traditional classification of subjectivity and arbitrariness in a certain extent. However, traditional cluster analysis can only find the global information, not the local information [6] . By using different methods and sample data, we will have different final classification results. Therefore we need to combine the subjective judgments with the objective facts [16] to obtain a more rational analysis [6] . In the paper the data of regional fiscal revenue is collected from the National Statistical Yearbook. The characteristics of such a number of years' revenue are analyzed in both time and spatial distribution [1] . The biclustering method is applied to discuss the regional fiscal revenue to findthe local correlation and more detailed information.
2.Clustering
Here we use two different methods, one is the classical K-means clustering method, another is fuzzy clustering, which are introduced below.
2.1.Division Clustering
Division Clustering uses the given number k to create an initial partition, then use an iterative relocation, trying to improve the division by moving the object between the division. A general rule is: the distance between objects in the same class is as close as possible , and as far as possible between different class . In order to reach the global optimum, partition cluster requires the enumeration based on all possible partition. Partition method used in this paper is the K-means algorithm.
The K-means algorithm
K-means algorithm is the centroid based algorithm. The K-means algorithm divide n objects into K clusters (K is the given number), with high similarity in the same cluster and high dissimilarity in different cluster. Sim ilarity is calculated by the average value of the objects in a cluster (center or gravity of a cluster) . The specifi c process of K-means clustering algorithm is described as follows [9] . Step1 Select k objects as the initial cluster center from the data set as ; Step2 The rest objects are assigned to the cluster whose distance is the shortest. The most similar refers to the minimum distance. For each point Find a centroid if there exists the minimum distance between them, then assigned to the group j; Step3 After all the points are assigned to clusters, the centroid is recalculated for each group; Step4 Goto Step2, otherwise stop until data will not change.
2.3.Fuzzy Clustering
Fuzzy clustering is a clustering algorithm which each data point belongs to a cluster with the degree of member ship [7] .The key point of the algorithm is to find the membership function. Here we will provide a method for det ermining the membership function by the statistical analysis method [2] . 1) The sample data is ordered in ascending, then a sample interval is set, the nodes are determined isometricly,ie. dividing 5 isometric intervals, each interval is Set membership function: Dropping type [8] (1)
Intermediate type [8] (2) Rising type [8] g y (3) Where is determined by the way of equidistant nodes, are increasing functions, are decreasing functions. First to obtain , let be the number of samples in the range of , be the number of samples in the range of , thus the parabola across the 3 point s is confirmed. It satisfies the following equation (4 [8] 2) Once the membership function is determined, calculate the distance between the object and the clustering center, if it is less than a certain threshold, or the variance from the last value of the membership function is less than a threshold, then the algorithm stops.
3.Biclustering
Order-preserving Submatrix [8] (OPSM) has been introduced and accepted as abiologically meaningful cluster model. An OPSM is,essentially a pattern-based subspace cluster, a subset of rows and columns in a data matrix, as shown in Fig. 1. An OPSM cluster may arise when the expression levels of the coregulated genes rise and fall synchronously in response to a sequence of environment stimuli. To discover significant OPSMs from a given data matrix plays an essential role in inferring gene regulatory networks [12] . [12] .
The OPSM cluster model focuses on the relative order of columns rather than the uniformity of actual values in data matrices [10] .By sorting the row vectors and replacing the entries with their corresponding column labels, the data matrix can be transformed into a sequence database [13] ,and OPSM mining is reduced to a special case of the sequential pattern mining problem with some distinctive properties [17] [18] .In particular, the sequence data base is extremely dense since each column label appears exactly once (assuming no missing values) in each sequence. A sequential pattern uniquely specifies an OPSM with all the supporting sequences as the rows. The number of supporting sequences is the support count, or simply support,for the pattern [12] The OPSM problem [8] is to discover those statistically significant OPSMs from the data matrix .The problem is closely related to sequential pattern mining. Conventional sequential pattern mining was [8] motivated and introduced in the context of transaction databases, where a sequence is an ordered list of item sets [15] . A common subsequence with support (number of sequences containing the subsequence) beyond a minimum support threshold, min_sup,is called a frequent sequential pattern. The sequential pattern mining problem is to find the complete set off requent sequential patterns with respect to min_sup [14] .
OPSM mining can be reduced to a special case of the sequential pattern mining problem [12] . If we sort each row in the datamatrix D in ascending order, and replace the entries with their corresponding column labels, then D is transformed into a sequence database, as shown in Fig.3b . Each sequential pattern uniquely specifies an OPSM, where the pattern specifies the columns and the supporting sequences specify the rows.
In this paper,we found the OPSMs from the matrix whose rows are 31 areas and the columns are years from 2003 to 2012. We form a matrix by each index, then find the OPSM for each matrix(including the OPSM of max colum). Finally, we figure out the areas which had the most common indice and cluster them together.
4.Experiment and results

Data set
We collect the revenue data of 31 Chinese provinces (including municipalities and autonomous regions) from 2003 to 2012.Then select the 19 indexes from it ( Table 1 ). The data for each year are springing from the State Statistical Yearbook [19] . The 10 years' data of each region is normalized by the formula , so that the data are mapped in the range ( 0,1). 
The results of K-means clustering method
This paper used the classical K-means algorithm to cluster the regions the results are stated as follows [1] : The first class consists of Beijing, Shanghai which are two municipalities. Beijing and Shanghai share of a large proportion in domestic value-added tax, business tax, corporate income tax, property tax. This is because Beijing and Shanghai are the region economic and trade center, which have adequate sources of revenue, with complete services in transportation, finance and insurance, post and telecommunications, culture and sports.. The business tax, corporate income tax and property taxes account for 75.32% (Beijing) and 76.53% (Shanghai) of the average of domestic VAT. At the same time, the average urban land using tax in Beijing and Shanghai were 1.057 billion and 1.657 billion ) respectively, which are the average of the whole nation. This is the style of municipality cities, ,which are characterized by limited land.
The second class contains Zhejiang, Guangdong, Fujian, Shanxi, Henan. Zhejiang, Guangdong, Fujian are the coastal provinces, and the gross taxation is higher than the national average taxation. so they are clustered. Although the domestic VAT and business tax of Zhejiang and Guangdong are higher than those of Fujian, Shanxi and Henan, the average growth rate of domestic value-added tax of Shanxi, Zhejiang, Fujian, Henan and Guangdong is 14.2%, 14%, 15%, 14%, 15% ,respectively, and the average growth rate of sales tax of Shanxi, Zhejiang, Fujian, Henan and Guangdong is 22%, 19%, 22%, 23%, 19%, which shows a stable similiar growth trend.
The third class includes 11 regions. The domestic VAT, business tax, corporate income tax and personal income tax of Jiangsu and Shandong are statistically a little higher than the average of the third category. Other areas did not differ much with each other. From 2003 to 2012, the average growth rates of sales tax are23%(Tianjin), 26%( Hebei), 26%( Jiangsu), 29%( Anhui), 27%( Jiangxi), 25% (Shandong), 24%( Hunan), 24%( Guangxi), 27%( Hainan), 26%( Chongqing) , 27%( Ningxia). Therefore, they are classified into a class.
The fourth category consists of 11 regions. These regions have no particular geographical advantage, which have large labor force, relatively large number of migrant workers. The average contribution to the country's fiscal revenue is 1% ~ 2% from 2003 to 2012. The domestic value-added tax, business tax, corporate income tax, personal income tax grow up slowly in these regions.
The fifth category concludes Tibet and Inner Mongolia. The contribution is less than 0.5% in recent 10 years. They are short of labor force and need the national support.
Fuzzy Clustering Analysis
After the fuzzy processing the normalized data with the given membership function the clustering results are depicted as follows: Compared with Table 2 , the clustering results of Table 3 are changed a little Zhejiang is divided into the first class of Table 3 which is in the second class of Table 2 . According to the method we used in the fuzzy clustering, after equally divided the membership ranges, Zhejiang shows the same character with Beijing and Shanghai. There appears the same pattern among Xizang, Shanxi and Inner Mongolia(The fifth class). Jiangsu ,Shandong are divided into the second class of Table 3 which are in the third class of Table 2 . Henan is divided into the third class of Table 3 which is in the second class of Table 2 . Hubei is divided into the third class of Table 3 which belongs to the fourth class of Table 2 . However the core areas of each class do not change as a whole. Figure4 shows Sichuan,Guizhou,Inner Mongolia has the similar trend of index1, index2, index3, index4,index6,index7.So they can be clustered together.
The Analysis of Biclustering Results
After
5.Conclusion
In summary, this paper applies traditional clustering algorithms as well as biclustering algorithm to analysis t he regions financial data, and obtains some useful results [4] .
The results of the K-means clustering and fuzzy clustering are of a little difference. Beijing, Shanghai are th e economic center directly under the central government. Their domestic value-added tax, business tax, enterpr ise income tax, personal income tax, property tax base account for a the high proportion. At the same time, Zhe jiang as a big coastal province has some similar characteristic with Beijing and Shanghai. In addition, the clust ering results prove that the fiscal income of coastal areas are not similiar, such as Guangdong and Guangxi. T here are a large difference between the two regional financial income, therefore they belong to different classes.
The method of finding the OPSM is to cluster the area depending on the trend not the real value [10] . It can hel p us to get more explicit information. On one hand, the regions not belonging to the same class under the traditi onal clustering algorithm could gather together under biclustering algorithm. For example, in figure4 Ningxia, I nner Mongolia are in the same cluster with Beijing under some indexes , which shows that although there is a d isparity among the integral developing levels of different provinces, it may appear similar trend in some attribut es. On the other hand, the same areas appear in different clusters, such as Sichuan, Guizhou, Inner Mongolia ( figure3) also emerge in figure 4 , breaking through the limitations of the traditional clustering algorithm that a n area only belongs to a cluster.
