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Abstract
Multiscale kernels are a new type of positive definite reproducing kernels in Hilbert spaces. They are constructed
by a superposition of shifts and scales of a single refinable function and were introduced in the paper of R. Opfer
[Multiscale kernels, Adv. Comput. Math. (2004), in press]. By applying standard reconstruction techniques occur-
ring in radial basis function- or machine learning theory, multiscale kernels can be used to reconstruct multivariate
functions from scattered data. The multiscale structure of the kernel allows to represent the approximant on several
levels of detail or accuracy. In this paper we prove that multiscale kernels are often reproducing kernels in Sobolev
spaces. We use this fact to derive error bounds. The set of functions used for the construction of the multiscale
kernel will turn out to be a frame in a Sobolev space of certain smoothness. We will establish that the frame co-
efficients of approximants can be computed explicitly. In our case there is neither a need to compute the inverse
of the frame operator nor is there a need to compute inner products in the Sobolev space. Moreover we will prove
that a recursion formula between the frame coefficients of different levels holds. We present a bivariate numerical
example illustrating the mutiresolution and data compression effect.
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The problem of computing a function from empirical data occurs in several areas of mathematics
and engineering. Depending on the context, this problem arises in function learning (machine learning
theory), function approximation and interpolation (approximation theory), among others. In learning
theory as well as in approximation theory it is a favored approach to embed the recovery process into a
Hilbert space of functions which admits a reproducing kernel. A symmetric function of the form Φ :Ω ×
Ω → R, Ω ⊂ Rd is called the reproducing kernel of a Hilbert space of functions H if for every fixed
point x ∈ Ω the function Φ(x, ·) belongs to H and every f ∈H can be recovered by an inner product of
the form f (x) = 〈f,Φ(x, ·)〉, x ∈ Ω . For a detailed treatise of reproducing kernel Hilbert spaces (RKHS)
see [1] or [18]. In learning theory, for instance, the regression problem consists of finding a function f
with
arg min
f∈H
μ‖f ‖2H +
1
n
n∑
i=1
L
(
yi, f (xi)
)
, (1)
where (xi, yi) ∈ Rd × R, 1  i  n is a so called training set, L is the loss function and μ > 0 is a
regularization parameter, see, e.g., [13] or [26]. The representation theorem in learning theory (see [25])
states that if H is a RKHS with kernel Φ the solution s of (1) is always of the form
s =
n∑
i=1
αiΦ(xi, ·). (2)
If the kernel can be written in the form Φ(x,y) = φ(‖x − y‖2), with a scalar function φ :R+ → R, then,
φ is also called radial basis function. In the context of radial basis functions a function of the form (2)
usually interpolates an unknown function f at the points xi , i.e. s(xi) = f (xi). An overview article about
radial basis functions is given by [24]. Monographs about radial basis functions were recently released
by [3] and [27].
For various reasons (see, e.g., [16]) it is desirable that the recovery process provides a “multireso-
lution,” i.e. we can represent the function s on several levels of detail or accuracy. For instance if the
number of training samples n in (1) becomes huge, we want to have a sparse representation of s, i.e. a
representation of s with significant fewer nonzero coefficients without losing too much information of s.
A new approach of a multiresolution method in the context of approximation with reproducing kernels
was presented by [22]. The main idea there was to construct a reproducing kernel Φ :Rd × Rd → R by
superposition of shifts and scales of a single compactly supported (and possibly refinable) function ϕ
on multivariate grids. On each scale level j with grid 2−jZd a kernel Φj(x, y) was constructed by the
summation
Φj(x, y) :=
∑
k∈Zd
ϕ
(
2j x − k)ϕ(2j y − k) (3)
of the shifts ϕ(2j · − k) for k ∈ Zd . Then, the so called multiscale kernel Φ was defined by an additive
superposition
Φλ(x, y) =
∞∑
λjΦj(x, y) (4)
j=0
R. Opfer / Appl. Comput. Harmon. Anal. 20 (2006) 357–374 359of these single-scale kernels Φj using positive weights λj . The multiscale structure is thus built into the
kernel directly, without any relation to scattered data. In the mentioned paper it was shown that multiscale
kernels have several advantages:
• Approximating functions with multiscale kernels is a truly meshless method, i.e. we can cope with
arbitrary scattered data in all space dimensions. No manipulations like triangulation, thinning, or
hierarchical substructuring of the data is needed.
• The unknown coefficients αi in (2) can be computed efficiently due to the compact support of the
multiscale kernel.
• Functions of the form (2) can be evaluated by a small and constant number of operations which does
not depend on n.
• Functions of the form (2) can easily be split into “rough” and “fine” structure when representing s
over a scaled grid. This can be used to achieve a considerable data reduction effect.
In this paper we provide some theoretical background concerning kernels of the form (4). Our aim is to
show that multiscale kernels Φλ are reproducing kernels in Sobolev spaces Hσ of certain smoothness σ
whenever the function ϕ is refinable and satisfies some regularity assumptions. We use this fact to derive
error bounds between an arbitrary given function f and s =∑ni=1 αiΦλ(xi, ·), where s interpolates the
function f at the points {x1, . . . , xn}. Moreover, we will show that the set{
ϕjk :=
√
λjϕ
(
2j · − k): j  0, k ∈ Zd}
used for the construction of the multiscale kernel Φλ is always a tight frame in the RKHS associated with
the kernel Φλ and a frame in a Sobolev space of certain smoothness. Usually, when dealing with frame
expansions it is a numerically challenging task to compute the frame coefficients. We will establish that
the frame coefficients
c
j
k :=
〈
s, S−1ϕjk
〉
Hσ
of the function s =∑ni=1 αiΦλ(xi, ·) can be computed explicitly (see next section for the exact definition
of frame operator S). We will show that in our case there is neither a need to compute the inverse of the
frame operator S nor is there a need to compute inner products in the Sobolev space Hσ . Moreover there
will be a recursion formula
c
j
k =
∑
μ∈Zd
hμ−2kcj+1μ , k ∈ Zd,
between the frame coefficients of different levels. Throughout this paper we will only consider real-
valued functions. Everything can be carried over to the complex-valued case without essential changes.
2. Frames
In this section we collect some facts concerning frame theory. We will needed these facts in Sections 3
and 4 of this article. Basic facts about frames are already contained in the book [29]. A classical article
about frames was written by [9]. In the following the letter I denotes an arbitrary countable index set.
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to H is called a frame if there are two constants 0 < A B such that for every f ∈H we have
A‖f ‖2 
∑
i∈I
∣∣〈f,ϕi〉∣∣2  B‖f ‖2. (5)
The two constants A,B are called the frame constants. If A = B the frame is called tight. We will call
a frame super tight if A = B = 1. Some readers might think that a super tight frame is automatically
an orthogonal basis. However, this is only true if {ϕi : i ∈ I } has the additional property ‖ϕi‖ = 1 for
all i ∈ I . In Section 4 we will give examples of super tight hierarchical frames in Sobolev spaces which
are profoundly redundant. The following theorem by [5, p. 102] shows that frames can be considered as
generalized bases.
Theorem 2.1. A set of vectors {ϕi : i ∈ I } belonging to H is a frame for H if and only if the mapping
T : 	2(I ) →H,
c 
→
∑
i∈I
ciϕi
is well defined and surjective.
As a direct consequence of this characterization we state the following corollary which will be needed
in Section 4 of this paper. In the following we will call two normed spaces (X,‖ · ‖X) and (Y,‖ · ‖Y )
norm equivalent, denoted by X  Y , if X = Y and if the norms ‖ · ‖Y and ‖ · ‖X are equivalent in the
usual sense, i.e. there are two constants 0 < A B such that the inequality A‖f ‖X  ‖f ‖Y  B‖f ‖X is
valid for all f ∈ X.
Corollary 2.2. Let {ϕi : i ∈ I } be a frame in the Hilbert space H and H˜ a norm equivalent Hilbert space
to H. Then, {ϕi : i ∈ I } is also a frame in H˜.
A key role in frame theory is played by the so called frame operator S which is defined by
S :H→H, Sf :=
∑
i∈I
〈f,ϕi〉ϕi.
It is known that S is always bounded, invertible, self-adjoint, and positive; see [5, p. 90].
Theorem 2.3. Let {ϕi}i∈I be a frame with frame operator S. Then,
f =
∑
i∈I
〈
f,S−1ϕi
〉
ϕi for all f ∈H. (6)
The numbers 〈f,S−1ϕi〉 are called frame coefficients. Note that the operator T occurring in Theo-
rem 2.1 is not required to be injective. An element f ∈H might therefore, have different expansions, i.e.
c, d ∈ 	2(I ), c = d but f =∑i∈I ciϕi =∑i∈I diϕi . The next theorem and its corollary show that every f
has one canonical expansion and this canonical expansion is given by the frame coefficients 〈f,S−1ϕi〉.
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representation f =∑i∈I ciϕi , then,∑
i∈I
c2i =
∑
i∈I
〈
f,S−1ϕi
〉2 +∑
i∈I
(
ci −
〈
f,S−1ϕi
〉)2
. (7)
The theorem above leads to a characterization of the frame coefficients without referring to the frame
operator S.
Corollary 2.5. Let f ∈H with frame expansion f =∑i∈I ciϕi . The coefficients ci are the frame coeffi-
cients, i.e. ci = 〈f,S−1ϕi〉 for all i ∈ I if and only if∑
i∈I
c2i 
∑
i∈I
d2i (8)
for all d ∈ 	2 with f =∑i∈I diϕi .
Proof. Follows directly from Theorem 2.4. 
3. Tight frame expansions of reproducing kernels
In this section we show the connection between reproducing kernels, frames and frame coefficients. It
is a well-known theorem that in a separable RKHS the kernel Φ :Ω × Ω → R can be expanded as
Φ(x,y) =
∑
i∈I
ϕi(x)ϕi(y), (9)
where {ϕi}i∈I is an arbitrary orthonormal basis of H (see [18, p. 48]). We give a generalization of this
theorem. It turns out that the function system {ϕi : i ∈ I } used for the expansion (9) must not necessarily
be orthonormal, it can even be linearly dependent. This gives us much more flexibility when we construct
such function sets explicitly in the next section.
Theorem 3.1. Let H be Hilbert space of functions on a domain Ω ⊂ Rd with reproducing kernel Φ . Let
{ϕi : i ∈ I } be a set of functions belonging to H. Then, the reproducing kernel Φ has the representation
Φ(x,y) =
∑
i∈I
ϕi(x)ϕi(y) (10)
if and only if {ϕi : i ∈ I } is a super tight frame of H.
Proof. We assume that Φ(x,y) =∑i∈I ϕi(x)ϕi(y) is the reproducing kernel of H. We obtain
f (x) = 〈f,Φ(x, ·)〉=∑
i∈I
〈f,ϕi〉ϕi(x)
and therefore, ‖f ‖2 =∑i∈I 〈f,ϕi〉2 for every f ∈H. By definition (see the paragraph following Eq. (5))
the set {ϕi : i ∈ I } is a super tight frame in H.
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the kernel Φ for each x ∈ Ω we have∑
i∈I
ϕi(x)
2 =
∑
i∈I
∣∣〈Φ(x, ·), ϕi 〉∣∣2 < ∞
and therefore by Theorem 2.1 the kernel Φ(x,y) =∑i∈I ϕi(x)ϕi(y) is well defined. Due to our assump-
tion the analysis operator T ∗ :H→ 	2(I ), T ∗(f ) = {〈f,ϕi〉}i∈I is an isometry between H and 	2(I ).
Polarization [28, p. 190] yields
〈f,g〉H =
〈
T ∗(f ), T ∗(g)
〉
	2
for all f,g ∈H. This means
〈f,g〉H =
∑
i∈I
〈f,ϕi〉H〈g,ϕi〉H
for every f,g ∈H. Particularly, for g := Φ(x, ·), x ∈ Ω we obtain
f (x) = 〈f,Φ(x, ·)〉=∑
i∈I
〈f,ϕi〉ϕi(x) =
〈
f,
∑
i∈I
ϕi(·)ϕi(x)
〉
.
Due to the uniqueness of the reproducing kernel we have Φ(x,y) =∑i∈I ϕi(x)ϕi(y). 
In the next section we will give examples of super tight frame expansions of reproducing kernels in
Sobolev spaces where the set {ϕi}i∈I is profoundly linear dependent. If {ϕi}i∈I is a frame inH and f ∈H
is a given function it is a challenging task to compute the frame coefficients 〈f,S−1ϕi〉H of f because the
inverse of S generally is not known explicitly. Therefore, iterative methods are needed, see, e.g., [14]. If
the function f is of the form f =∑ni=1 αiΦ(xi, ·) we can compute the frame coefficients of f explicitly.
Theorem 3.2. Let H be a reproducing kernel Hilbert space and
Φ(x,y) =
∑
i∈I
ϕi(x)ϕi(y) (11)
be a super tight frame expansion of the reproducing kernel Φ . We consider a function f of the form
f =
n∑
j=1
αjΦ(xj , ·) ∈H,
where {x1, . . . , xn} is a set of points belonging to Ω and αi are some real numbers. Then, the frame
coefficients of f are given by
〈
f,S−1ϕi
〉
H =
n∑
j=1
αjϕi(xj ), i ∈ I.
Proof. We define the coefficients ci =∑nj=1 αjϕi(xj ) for i ∈ I . Then f has the expansion
f =
n∑
αjΦ(xj , ·) =
n∑
αj
(∑
ϕi(xj )ϕi(·)
)
=
∑
ciϕi.j=1 j=1 i∈I i∈I
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→ ∑i∈I hiϕi . By NT ⊂ 	2(I ) we denote the nullspace
of T and by N⊥T we denote its orthogonal complement. Let d be an arbitrary element of NT , i.e.∑
i∈I diϕi(x) = 0 for all x ∈ Ω . We obtain
〈c, d〉	2 =
∑
i∈I
cidi =
∑
i∈I
di
(
n∑
j=1
αjϕi(xj )
)
=
n∑
j=1
αj
(∑
i∈I
diϕi(xj )
)
= 0
and therefore, c ∈ N⊥T . Let now d ∈ 	2(I ) define arbitrary coefficients such that f =
∑
i∈I diϕi . Since
c − d ∈NT and c ∈N⊥T Pythagoras’ theorem yields∑
i∈I
d2i =
∑
i∈I
(ci − di)2 +
∑
i∈I
c2i
and therefore,∑
i∈I
c2i 
∑
i∈I
d2i
for all d ∈ 	2 with f =∑i∈I diϕi . Corollary 2.5 states that 〈s, S−1ϕi〉H = ci . 
4. Multiscale kernels in Sobolev spaces
In this section we will construct examples of super tight frame expansions of reproducing kernels
in Sobolev spaces. To construct such examples we need the following well-known definition (see, e.g.,
[19]).
Definition 4.1. A multiresolution analysis (MRA) of L2(Rd) is an increasing sequence
· · ·Vj−1 ⊂ Vj ⊂ Vj+1 · · · , j ∈ Z, (12)
of closed linear subspaces of L2(Rd) with the following properties:
(i) ⋂∞j=−∞ Vj = {0} and ⋃∞j=−∞ Vj = L2(Rd),
(ii) f ∈ Vj ⇔ f (2·) ∈ Vj+1 for all f ∈ L2(Rd) and all j ∈ Z,
(iii) there exists a function ϕ ∈ V0, such that the sequence {ϕ(· − k): k ∈ Zd} is a Riesz basis of the
space V0.
The function ϕ occurring in the definition above is called scaling function. Due to the nesting of the
spaces Vj there is a sequence {hk}k∈Zd of real numbers such that
ϕ =
∑
k∈Zd
hkϕ(2· − k). (13)
Equation (13) is called the refinement equation.
Refinable functions play a central role for subdivision schemes, see [4] and [20] as well as for wavelet
theory and multiresolution analysis; see [6,8].
In the remaining part of this section we investigate kernels of the following type.
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decay ϕ(x) =O((1+‖x‖)− 12 (d+1)). Let σ be a real number with σ > d2 . Then, the kernel Φσ :Rd ×Rd →
R defined by
Φσ(x, y) :=
∞∑
j=0
2j (d−2σ)
(∑
k∈Zd
ϕ
(
2j x − k)ϕ(2j y − k)) (14)
will be called a multiscale kernel.
Multiscale kernels were first introduced and investigated by [22]. Note, that due to the negative expo-
nent d − 2σ and due to the decay property of the scaling function ϕ the multiscale kernel is well defined.
Functions which can be used for the construction of a multiscale kernel are B-splines in the univariate-
or tensor products of B-splines in the multivariate case (see [2]). As we will see soon the parameter σ
occurring in the definition above can be used to control the smoothness of the kernel Φσ . The larger we
choose σ the smoother the kernel Φσ becomes. Of course this can only work if we make some additional
assumptions on the smoothness of the scaling function ϕ. Due to our assumptions on ϕ each fj ∈ Vj has
a unique expansion fj =∑k∈Zd cjkϕ(2j · − k) and therefore, the spaces Vj , j ∈ Z can be equipped with a
norm by defining
‖fj‖2Vj =
∥∥∥∥∑
k∈Zd
c
j
kϕ
(
2j · − k)∥∥∥∥2
Vj
:=
∑
k∈Zd
(
c
j
k
)2
.
Theorem 4.3. Every multiscale kernel is reproducing kernel in the Hilbert space of functions (FΦσ ,
〈· , ·〉Φσ ) which is defined by
FΦσ :=
{
f ∈ RRd : there are fj ∈ Vj with f =
∞∑
j=0
fj and
∞∑
j=0
2j (2σ−d)‖fj‖2Vj < ∞
}
with the norm
〈f,f 〉Φσ = ‖f ‖2Φσ := min
{ ∞∑
j=0
2j (2σ−d)‖fj‖2Vj : fj ∈ Vj , f =
∞∑
j=0
fj
}
.
Proof. See [22]. 
Up to now the space FΦσ seems to be rather exotic. Spaces with a similar structure as FΦσ have
already been investigated in the papers [7] and [23]. In the first mentioned paper these spaces appear
in an abstract setting. In the latter they arise in the context of finite elements. We aim to show that if
we make the additional assumptions that the scaling function ϕ comes from an r-regular multiresolution
analysis of L2(Rd) then the reproducing kernel Hilbert space FΦσ is equivalent to a Sobolev space of
order σ . Before we can prove this fact we need two lemmata.
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Then, for σ > d2 the space
F˜Φσ :=
{
f ∈ L2(Rd): there are fj ∈ Vj with f = ∞∑
j=0
fj and
∞∑
j=0
2j2σ‖fj‖22 < ∞
}
with norm
‖˜f ‖˜2Φσ := inf
{ ∞∑
j=0
2j2σ‖fj‖22: fj ∈ Vj , f =
∞∑
j=0
fj
}
is norm equivalent to FΦσ .
Proof. The proof is straight forward. 
The next lemma deals with weighted 	2-norms of the form
‖aj‖2	2σ :=
∞∑
j=0
2j2σ |aj |2,
where σ is a real number > 0.
Lemma 4.5. If there is a constant C > 0 such that for all j ∈ N0 the estimate
|bj | C
∞∑
k=j
|ak| (15)
holds, then
‖bj‖2	2σ  C‖aj‖
2
	2σ
.
Proof. See [11, p. 27]. 
By Hσ(Rd) we will denote the Sobolev space of order σ , i.e. the space of all functions f ∈ L2(Rd)
such that (1+‖ξ‖22)σ/2fˆ is still in L2(Rd) equipped with the inner product 〈f,g〉Hσ =
∫
Rd
fˆ (ξ)gˆ(ξ)(1+
‖ξ‖22)σ dξ , where fˆ denotes the Fourier transform of f . The next theorem shows that the space FΦσ is
equivalent to the Sobolev space of order σ provided that the scaling function ϕ is smooth enough. The
following definition is taken from the book of [19].
Definition 4.6. A MRA of L2(Rd) is called r-regular, r ∈ N ∪ {0} if the scaling function ϕ can be
chosen, such that ϕ ∈ Cr (Rd) and for each integer m ∈ N and for every multi-index α = (α1, . . . , αd) ∈ Nd0
satisfying
∑d
i=1 αi  r there is a constant Cαm > 0 such that∣∣∂αϕ(x)∣∣ Cαm(1 + ‖x‖)−m (16)
holds for every x ∈ Rd .
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multiresolution analysis with r > d2 . Then, for each σ with d2 < σ < r we have
Hσ
(
R
d
)FΦσ .
Proof. We consider the space
H˜ σ :=
{
f ∈ L2(Rd): ∞∑
j=0
2j2σ
∥∥(Ej − Ej−1)f ∥∥22 < ∞
}
endowed with the norm
‖˜f ‖˜2σ :=
∞∑
j=0
2j2σ
∥∥(Ej − Ej−1)f ∥∥22,
where Ej :L2(Rd) → Vj are the orthogonal projection operators for j  0 and E−1 :L2(Rd) → 0 is the
zero operator. It was shown in the book [19, p. 48] that H˜ σ  Hσ for each σ < r provided that ϕ comes
from an r-regular multiresolution analysis of L2(Rd). Our goal is to show that F˜Φσ  H˜ σ . Applying
Lemma 4.4 yields
FΦσ  F˜Φσ  H˜ σ  Hσ .
Let f ∈ H˜ σ . The projections fj := (Ej − Ej−1)f ∈ Vj for j  0 provide a decomposition of f =∑∞
j=0 fj since
⋃∞
j=0 Vj is a dense subset of L2(Rd). By the definition of the ‖˜ · ‖˜Φσ norm we obtain
‖˜f ‖˜2Φσ 
∞∑
j=0
2j2σ‖fj‖22 =
∞∑
j=0
2j2σ
∥∥(Ej − Ej−1)f ∥∥22 = ‖˜f ‖˜2σ .
This implies H˜ σ ⊂ F˜Φσ . Conversely, we now consider a function f ∈ F˜Φσ with an arbitrary decomposi-
tion f =∑∞j=0 fj , fj ∈ Vj . For each 	 0 we obtain the estimate
‖E	−1f − f ‖2 =
∥∥∥∥∥
∞∑
j=0
(E	−1fj − fj )
∥∥∥∥∥
2
=
∥∥∥∥∥
∞∑
j=	
(E	−1fj − fj )
∥∥∥∥∥
2

∞∑
j=	
‖E	−1fj − fj‖2 
∞∑
j=	
‖fj‖2. (17)
On the other hand, we can bound ‖˜f ‖˜2σ by
∞∑
j=0
2j2σ
∥∥(Ej − Ej−1)f ∥∥22 =
∞∑
j=0
2j2σ‖Ejf − f + f − Ej−1f ‖22

∞∑
j=0
2j2σ
(
2‖Ejf − f ‖22 + 2‖Ej−1f − f ‖22
)
 C
∞∑
2j2σ‖Ej−1f − f ‖22,
j=0
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‖˜f ‖˜2σ =
∞∑
j=0
2j2σ
∥∥(Ej − Ej−1)f ∥∥22  C
∞∑
j=0
2j2σ‖fj‖22.
Since the decomposition f =∑∞j=0 fj was chosen arbitrarily, we obtain
‖˜f ‖˜σ  C‖˜f ‖˜Φσ
and therefore, F˜Φσ ⊂ H˜ σ . 
It was proved in the paper [22] that any multiscale kernel is positive definite1 provided that the function
ϕ is compactly supported. Now we can state the following corollary.
Corollary 4.8. If the scaling function ϕ used for the construction of the multiscale kernel Φσ comes from
an r-regular MRA of L2(Rd) with r > d2 and d2 < σ < r , then the multiscale kernel Φσ is positive definite.
Proof. Due to our assumptions and Theorem 4.7 we have FΦσ  Hσ . It follows that we can find for
every set of points {x1, . . . , xn} some functions Li ∈ Hσ , 1 i  n such that Li(xj ) = δij . It follows that
the functions Φσ(xi, ·) are linearly independent because of
n∑
i=1
αiΦ(xi, ·) = 0 ⇒ 0 =
n∑
i=1
αi
〈
Φ(xi, ·),Lj
〉
Φσ
=
n∑
i=1
αiLj (xi) = αj , 1 j  n.
This yields
0 <
〈
n∑
i=1
αiΦ(xi, ·),
n∑
i=1
αiΦ(xi, ·)
〉
Φσ
=
n∑
i,j=1
αiαjΦ(xi, xj ). 
Corollary 4.8 states that multiscale kernels are positive definite provided that the scaling function is
smooth enough. This implies that we can find for each f ∈ Hσ and for every set X := {x1, . . . , xn} ⊂ Ω
of finitely many points an interpolant, i.e. sf (xi) = fi := f (xi), 1 i  n, of the form
sf =
n∑
i=1
αiΦσ (xi, ·), (18)
where the vector α solves the linear system
n∑
i=1
αiΦσ (xi, xj ) = fj , 1 j  n.
In order to measure the error between f and the interpolant sf we introduce the mesh norm of the point
set X by
h := sup
x∈Ω
min
xi∈X
‖x − xi‖2.
1 A kernel is called positive (semi)definite if for every set X := {x1, . . . , xn} ⊂ Rd of points the matrix A :=
(Φ(xi, xj ))1i,jn is positive (semi)definite.
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A domain Ω is said to satisfy an interior cone condition if there is an angel θ such that for each point
x ∈ Ω there is a radius r such that we can find a cone with center in x, radius r , and angel θ lying
completely in Ω (see [27, p. 28] for details). This definition occurs in the next theorem.
Theorem 4.9. Let Φσ be a multiscale kernel such that the requirements of Theorem 4.7 are fulfilled. Let
X ⊂ Ω be a discrete set of points with mesh norm h where Ω is a compact set with Lipschitz boundary
which satisfies an interior cone condition. Let f ∈ Hσ(Rd) and sf the interpolant (18). Then, there is a
constant C > 0 independent of f and h such that
‖sf − f ‖L∞(Ω)  Chσ−d/2‖f ‖Φσ .
Proof. The main theorem of the paper [21] states that for every function g ∈ Hσ(Ω) which vanishes on
the set X, i.e. g|X = 0 the estimate
‖g‖L∞(Ω)  Chσ−d/2‖g‖Hσ (Ω)
holds where the constant C > 0 is independent of g and h. Setting g = sf − f yields
‖sf − f ‖L∞(Ω)  Chσ−d/2‖sf − f ‖Hσ (Ω).
Obviously, ‖sf − f ‖Hσ (Ω)  ‖sf − f ‖Hσ (Rd ). Due to Theorem 4.7 there is another constant C > 0 such
that
‖sf − f ‖Hσ (Rd )  C‖sf − f ‖Φσ .
Since the kernel Φσ has the reproducing property in FΦσ we have〈
sf − f,Φ(xi, ·)
〉
Φσ
= sf (xi) − f (xi) = 0, 1 i  n.
By standard Hilbert space arguments we obtain that the interpolant sf of the form (18) has a best approx-
imation property, namely for all s˜ ∈ span{Φ(xi, ·): xi ∈ X} we have
‖sf − f ‖Φσ  ‖s˜ − f ‖Φσ .
Particularly, ‖sf − f ‖Φσ  ‖f ‖Φσ . Combining the inequalities yields the assertion. 
The previous results have shown that multiscale kernels are a useful tool to solve interpolation prob-
lems in Sobolev spaces. In the following we will point out the relations between multiscale kernels and
tight frames. For the next theorems we introduce the following abbreviation:
ϕσjk := 2j (
d
2 −σ)ϕ
(
2j · − k) for k ∈ Zd, j  0.
Theorem 4.10. Let ϕ be the scaling function of an r-regular MRA of L2(Rd) with r > d2 . Then, for each
σ with d2 < σ < r the set{
ϕσjk: k ∈ Zd, j  0
} (19)
is a super tight frame in FΦσ and a frame in Hσ(Rd).
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Φσ(x, y) =
∑
j0, k∈Zd
ϕσjk(x)ϕ
σ
jk(y) (20)
we obtain by Theorem 3.1 that the set defined in (19) is a super tight frame in the space FΦσ . Theorem 4.7
states that Hσ is norm equivalent to FΦσ . Therefore, by Corollary 2.2 the set (19) is a frame in Hσ . 
Theorem 4.11. Let ϕ be the scaling function of an r-regular MRA of L2(Rd) and r > d2 . Then, for each
σ with d2 < σ < r and for every function of the form f =
∑n
i=1 αiΦσ (xi, ·) ∈ Hσ the frame coefficients
of f are given by
〈
f,S−1ϕσjk
〉
Hσ
=
n∑
i=1
αiϕ
σ
jk(xi). (21)
Proof. By the representation of the kernel (20) and Theorem 3.2 we obtain
〈
f,S−1ϕσjk
〉
Φσ
=
n∑
i=1
αiϕ
σ
jk(xi).
Corollary 2.5 shows that the frame coefficients do not change when going over to an equivalent norm.
According to Theorem 4.7 we have FΦσ  Hσ , therefore,〈
f,S−1ϕσjk
〉
Hσ
=
n∑
i=1
αiϕ
σ
jk(xi). 
Theorem 4.12. Let ϕ be the scaling function of an r-regular MRA of L2(Rd) with r > d2 . We choose σ
such that d2 < σ < r . Let g be an arbitrary function of Hσ with frame expansion
g =
∑
j0, k∈Zd
〈
g,S−1ϕσjk
〉
Hσ︸ ︷︷ ︸
=: cjk
ϕσjk.
Then, the relation
c
j
k = 2σ−
d
2
∑
μ∈Zd
hμ−2kcj+1μ , k ∈ Zd, (22)
holds between the frame coefficients {cjk }k∈Zd and {cj+1k }k∈Zd for j  0, where {hμ}μ∈Zd are the coeffi-
cients of the refinement equation (13).
Proof. Since S−1 is a linear operator the refinement equation (13) yields
c
j
k =
〈
g,S−1ϕσjk
〉
Hσ
= 2j ( d2 −σ)〈g,S−1ϕ(2j · − k)〉
Hσ
= 2j ( d2 −σ)
∑
μ∈Zd
hμ−2k
〈
g,S−1ϕ
(
2j+1· − μ)〉
Hσ
= 2σ− d2
∑
d
hμ−2kcj+1μ . 
μ∈Z
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The upshot of using multiscale kernels is that functions of the form
s =
n∑
i=1
αiΦσ (xi, ·) (23)
can automatically be decomposed into several levels of detail. Namely, due to the special structure of the
multiscale kernel Φσ we automatically can expand the function s in terms of an hierarchical frame:
s =
n∑
i=1
αiΦσ (xi, ·) =
n∑
i=1
αi
( ∑
j0, k∈Zd
ϕσjk(xi)ϕ
σ
jk(·)
)
=
∞∑
j=0
(
n∑
i=1
αi
∑
k∈Zd
ϕσjk(xi)ϕ
σ
jk(·)︸ ︷︷ ︸
=: sj
)
=
∞∑
j=0
sj . (24)
The functions sj live in shift-invariant subspaces Vj of L2(Rd) where Vj := span{ϕ(2j · − k): k ∈ Zd},
and they can be represented via this basis as
sj =
n∑
i=1
αi
(∑
k∈Zd
ϕσjk(xi)ϕ
σ
jk(·)
)
=
∑
k∈Zd
(
n∑
i=1
αiϕ
σ
jk(xi)
)
︸ ︷︷ ︸
=: cjk
ϕσjk. (25)
In Theorem 4.11 we have seen that the coefficients cjk are the frame coefficients of s in the Sobolev
space Hσ . In the paper [22] it was shown that there are several numerical advantages working with the
frame coefficients cjk instead of working with the coefficients αi and points {x1, . . . , xn} when dealing
with functions of the form (23). Particularly, we can apply wavelet-like threshold strategies (see [10])
to the coefficients cjk . This results in a multiresolution and data compression effect, see [22]. In the next
theorem we emphasize that the functions sj have an interesting minimization property in the Sobolev
space Hσ .
Theorem 4.13. Let Φσ be a multiscale kernel such that the requirements of Theorem 4.7 are satisfied.
Let {x1, . . . , xn} ⊂ Rd a set of points and {y1, . . . , yn} ⊂ R a set of values. We define the set
I :=
{
(f0, f1, . . .) ∈ V0 × V1 × · · · :
∞∑
j=0
fj ∈ Hσ,
( ∞∑
j=0
fj
)
(xi) = yi, 1 i  n
}
.
Then the set of functions (s0, s1, . . .) defined in (24) is contained in I and
∞∑
j=0
2j (2σ−d)‖sj‖2Vj <
∞∑
j=0
2j (2σ−d)‖fj‖2Vj (26)
for all (f0, f1, . . .) ∈ I with (f0, f1, . . .) = (s0, s1, . . .).
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interpolant of the form s =∑ni=1 αiΦσ (xi, ·) has the smallest norm among all interpolants, i.e.
‖s‖Φσ < ‖f ‖Φσ (27)
for all f ∈ Hσ with f (xi) = yi , 1  i  n unless s = f ; see, e.g., [12]. We now consider an arbitrary
decomposition f = ∑∞j=0 fj , fj ∈ Vj . Then, by definition of the ‖ · ‖Φσ -norm (see Theorem 4.3) we
obtain
‖f ‖2Φσ 
∞∑
j=0
2j (2σ−d)‖fj‖2Vj . (28)
By Theorem 4.11 the coefficients cjk defined in (25) are the frame coefficients of s and therefore
‖s‖2Φσ =
∑
j0, k∈Zd
(
c
j
k
)2 = ∞∑
j=0
2j (2σ−d)‖sj‖2Vj . (29)
Merging Eqs. (27), (28), and (29) yields the assertion. 
Theorem 4.13 shows why we can expect that the lower levels, say s0 + s1, contain the rough informa-
tion of the function of s =∑∞j=0 sj . Note that the numbers 2j (2σ−d) are growing fast when j → ∞. In
order to minimize the expression
∞∑
j=0
2j (2σ−d)‖sj‖2Vj (30)
the function s =∑∞j=0 sj attempts to make the functions sj with a large index j small, because otherwise
the term 2j (2σ−d)‖sj‖2Vj in the expression (30) becomes very large.
Since Φσ is defined by an infinite expansion, we have to truncate the expansion of the multiscale
kernel in practice. For μ ∈ N we define the truncated multiscale kernel by
Φμσ :=
μ∑
j=0
2j (d−2σ)
(∑
k∈Zd
ϕ
(
2j x − k)ϕ(2j y − k)).
We obtain the estimate for all x, y ∈ Rd
∣∣Φμσ (x, y) − Φσ(x, y)∣∣ ∞∑
j=μ+1
2j (d−2σ)
∣∣∣∣∑
k∈Zd
ϕ
(
2j x − k)ϕ(2j y − k)∣∣∣∣
 C
∞∑
j=μ+1
2j (d−2σ) = C 2
(μ+1)(d−2σ)
1 − 2(d−2σ) ,
where C := supx,y∈Rd |
∑
k∈Zd ϕ(x − k)ϕ(y − k)|.
This shows that the truncated kernel Φμσ differs only slightly from Φσ if μ is not too small.
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We conclude this paper by a bivariate numerical example, demonstrating the multiresolution and data
compression effect. We construct a multiscale kernel be using the function
ϕ(x) = b2(x1)b2(x2),
where b2 is the standard hat function on [0,2] with b2(1) = 1. As data we use the points {x1, . . . , xn} ⊂ R2
and values yi ∈ R, n = 29769 which are shown in Fig. 1.
To find an interpolant to the given data, i.e. s(xi) = yi we use the truncated multiscale kernel
Φ10σ (x, y) :=
10∑
j=0
2j (d−2σ)
(∑
k∈Zd
ϕ
(
2j x − k)ϕ(2j y − k))
with σ = 2. According to Eq. (31) the truncation error is ≈ 10−7 and can therefore be neglected. In order
to solve the system
n∑
i=1
αiΦσ (xi, xj ) = yj , 1 j  n, (31)
we apply the standard conjugate gradient (CG) method (see [15]). Due to the compact support of Φσ
the matrix occurring in (31) is sparse and well conditioned, and therefore the CG-method can be applied
efficiently. The interpolant
s =
29769∑
i=1
αiΦσ (xi, ·)
to the given data is shown on the right of Fig. 2.
Fig. 1. Given interpolation data.
R. Opfer / Appl. Comput. Harmon. Anal. 20 (2006) 357–374 373Fig. 2. Left: reconstruction with 172 frame coefficients (compression rate 99.49%). Middle: reconstruction with 2272 frame
coefficients (compression rate 92.37%). Right: full interpolant.
We compute the frame coefficients cjk , k ∈ Zd , 0 j  10 of the interpolant s according to the formula
(21) of Theorem 4.11. We define the function s˜ by
s˜ =
10∑
j=0
(∑
k∈Zd
c˜
j
kϕ
σ
jk
)
, (32)
where we have set
c˜
j
k :=
{
c
j
k for |cjk | t,
0 for |cjk | < t,
with a certain threshold t  0. In the middle and in the right plot of Fig. 2 we show the function s˜ for two
different thresholds t .
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