We consider a classical risk process with arrival of claims following a stationary Hawkes process. We study the asymptotic regime when the premium rate and the baseline intensity of the claims arrival process are large, and claim size is small. The main goal of this article is to establish a diffusion approximation by verifying a functional central limit theorem of this model and to compute both the finite-time and infinite-time horizon ruin probabilities. Numerical results will also be given.
Introduction
In risk theory of insurance and finance literature, ruin is the most important event because it should be avoided. In general, the model starts with a random process which consists of the claim sizes occurring at random times. The theoretical foundation of ruin theory, known as the Cramér-Lundberg model or classical risk process was introduced by Lundberg [31] and classical risk process {U t } t≥0 is given by
(1.1)
The initial capital is denoted by u, the poisson process N t with intensity λ describes the number of claims in (0, t] interval and claim severities are random, given by i.i.d. nonnegative sequence {X k } ∞ k=1 , independent of N t . The ruin is said to occur if the insurer's surplus reaches a specified lover bound, e.g. minus the initial capital. One measure of risk is the probability of an event such as this and thus serves as a useful tool in long range planning for the use of insurer's funds. We define a claim surplus process {S t } t≥0 as
2)
The time to ruin is defined as τ (u) = inf{t ≥ 0 : U t < 0} = inf{t ≥ 0 : S t > u}.
Let L = sup 0≤t<∞ {S t }. The finite-horizon ruin probability before the so-called horizon value H denoted by ψ(u, H) is given by ψ(u, H) = P (τ (u) ≤ H) (1.4) and the infinite-horizon ruin probability can be written as
In fact, exact formulas for both finite-time and infinite-time ruin probability are known only for few special models. Therefore, asymptotic methods have been developed to derive expansions of the ruin probability as the initial capital or reserve increases to infinity. A main topic in the mathematical finance or insurance literature, inspired by the early contributions of Lundberg [31] and Cramér [13] , is the computation of the ruin probability over both finite-time and infinite-time horizon; see e.g., Rolski et al. [37] , Mikosch [32] , Asmussen and Albrecher [2] and the references therein. As mentioned in Mikosch [32] calculation of the ruin probability is considered as the most important value of the actuarial mathematics or insurance. A diffusion approximation is constructed for an insurance risk model which was considered by Embrechts and Schmidli [17] , where the company is allowed to borrow money if needed and to invest money for large surpluses. Moreover, diffusion approximations of the risk reserve process were first studied by Iglehart [28] and subsequently by Grandell [23] , Harrison [25] , Schmidli [38] , and Bauerle [7] by using the machinery of weak convergence and diffusion processes used in the literature of insurance models by Asmussen and Taksar [3] , Gerber and Shiu [22] , Cai et al. [11] , and Avanzi and Wong [5] to describe the risk reserve process. Iglehart [28] and Schmidli [38] proposed to approximate the risk process by Brownian diffusion. In the context of risk theory, heavy traffic refers to a delicate mass balancing between claims and income. In economic terms, it simply means that, on average, the difference between incomes received and claims forgone is of a small quantified magnitude. Recently, Basu [8] established a diffusion approximation of a risk-reserve process and also compute the ruin probabilities.
In the classical risk model, N t is assumed to follow a Poisson process, which has independent and stationary time increments. In this paper, we assume that the arrival process N t follows a Hawkes process, which has the clustering and self-exciting features and the time increments are dependent. A linear Hawkes process is a simple point process N whose (stochastic) intensity λ at time t is given by 6) where τ i are the occurrences of the points before time t, and h(·) : [0, ∞) → [0, ∞) and we always assume that h L 1 := ∞ 0 h(t)dt < ∞. We use the notation N (t) := N (0, t] to denote the number of points in the interval (0, t]. When h ≡ 0, the Hawkes process N becomes a Poisson process with rate µ. A commonly used nontrivial example of h is an exponential function, i.e., h(t) = αe −βt for t ≥ 0, where α, β > 0. In this special case, the process (λ, N ) is Markovian. In the literature, the parameter µ is called the baseline intensity, and h(·) is called the exciting function or sometimes referred to as the kernel function.
The linear Hawkes process was first introduced by A.G. Hawkes in 1971 [26, 27] . It exhibits both self-exciting (i.e., the occurrence of an event increases the probabilities of future events) and clustering properties. Hence it is very appealing in point process modeling and it has wide applications in various domains, including neuroscience [29, 34, 36] , seismology [33] , genome analysis [24, 35] , social network [9, 12] , finance (see the recent survey paper [6] and the references therein) and others.
By applying the techniques of large deviations, the asymptotics of the ruin probabilities for risk processes in insurance were studied in Stabile and Torrisi [39] for the light-tailed claims and in Zhu [42] for the heavy-tailed claims. The limit theorems have also been studied for an extension of linear Hawkes processes and Cox-Ingersoll-Ross processes in Zhu [43] , which has applications in short interest rate models in finance and in Gao and Zhu [20] , they studied two applications in finance which is applied by the large deviations principle. The first one is on ruin probabilities in the insurance setting and the second one is on the finite-horizon maximum of queue lengths in an infinite-serve queue.
There have been some progress made in the direction of asymptotic results other than the large time limits. For instance, when the exciting function is exponential, the intensity process and the pair (N, λ) are Markovian. In Gao and Zhu [19] , they studied the functional central limit theorems for the linear Hawkes process when the initial intensity is large, and they further studied the large deviations and applied their results to insurance and queueing systems in [20] . For the more general linear and non-Markovian case, Gao and Zhu [21] considered the large baseline intensity asymptotic results and studied the applications to queueing systems and a new asymptotic regime for the nonlinear Hawkes process starting from empty past history, in which the rate function is large and the exciting function is small was studied by Gao and Zhu [18] .
In this paper, we consider a classical risk process with the wealth at time t given by
where C i are i.i.d. claims with the first two moments being finite, and independent of the claims arrival process N t which we assume follows a stationary Hawkes process with the intensity (1.6), and ρ > 0 is the constant premium rate that the insurance company receives, and u > 0 is the initial wealth of the insurance company. We develop Gaussian approximations for the wealth process U t in the regime when the premium rate and the baseline intensity of the claims arrival process are large, and claim size is small. Furthermore, employing approximations of risk processes, we obtain formulas for ruin probabilities in finite and infinite horizon. Finally, we give the numerical illustrations for the results. The rest of the paper is organized as the follows. In Section 2, we state the main results on the functional central limit theorem for aggregate claim process and hence also the wealth process, where the claims arrive according to a stationary Hawkes process. In Section 3, we obtain the finite-horizon and infinite-horizon ruin probability asymptotics for Gaussian approximation with large initial wealth. Finally, in Section 4, we give some examples for numerical results. The proofs of the main result are given in the Appendix.
Functional Central Limit Theorem for Aggregate Claim Process
In this section, we study approximations for the aggregate claim process with a large baseline intensity. More precisely, we consider
so that the claim sizes are scaled by a factor 1 √ µ and Y i are i.i.d. with first two moments being finite, and we define E[
We assume the claim arrival process N µ has intensity given by (1.6). We write N µ to emphasize that the baseline intensity of this Hawkes process is µ. Our goal is to establish a functional central limit theorem for the U µ t process in the asymptotic regime µ → ∞.
In the classical risk model when the claim arrival process follows a standard Poisson process with constant intensity µ, this is the standard diffusion approximation that is used in the insurance literature.
To facilitate the presentation, let us define
where φ : [0, ∞) → [0, ∞) satisfies the integral equation:
The function φ is interpreted as the covariance density for the linear stationary Hawkes process with baseline intensity 1, and the function K is the variance function of such a Hawkes process [26] . Note that φ is non-negative since the linear Hawkes process is positively associated (see, e.g., [30] ) and thus has a non-negative covariance density. When h ≡ 0, the linear Hawkes process reduces to the Poisson process with independent increments and thus φ ≡ 0. On the other hand, when φ ≡ 0, from (2.3), it is clear that h ≡ 0. Hence, φ ≡ 0 if and only if h ≡ 0. According to Proposition 2 in [21] , we summarize some important properties of K(t) and φ(t).
We now present a result on the functional central limit theorem (FCLT) for the aggregate claim process, and hence also the wealth process, where the claims arrive according to a stationary Hawkes process. Write (D([0, ∞), R), J 1 ) as the space of càdlàg processes on [0, ∞) that are equipped with Skorohod J 1 topology (see, e.g., Billingsley [10] ).
Let us denote the aggregate claims process as:
Theorem 2. Assume that h(·) is a decreasing function and
, where G is a mean-zero almost surely continuous Gaussian process with the covariance function, t ≥ s,
As a result,
The key in the observation is that G(t) can be written as an integral of a centered stationary Gaussian process plus an independent Brownian motion:
where H(s) is a centered stationary Gaussian process with for any t ≥ s,
9)
and B t is a standard Brownian motion independent of H(t).
Remark 4.
We first briefly explain why we obtain a Gaussian limit G(t). To this end, we introduce the well-known immigration birth representation of linear Hawkes processes (see, e.g., [27] ). That is, immigrants arrive according to a homogeneous Poisson process with constant rate µ. Each immigrant would produce children and the number of children has a Poisson distribution with mean h L 1 . Conditional on the number of the children of an immigrant, the time that a child is born has a probability density function
. Each child would produce children according to the same laws independent of other children. All the immigrants produce children independently. The number of points of a linear Hawkes process on a time interval (0, t] equals the total number of immigrants and the descendants on the interval (0, t]. Now, without loss of generality, we assume µ takes integer values. By the immigration-birth representation of Hawkes processes, we know that for a stationary Hawkes process N µ with a baseline intensity µ and an exciting function h, we can decompose it as the sum of µ independent stationary Hawkes process, each having a baseline intensity one and an exciting function h. Then one expects by central limit theorem type of arguments, N µ will be asymptotically Gaussian when we send µ to infinity.
Remark 5. We next discuss the covariance function of G in (2.6). In general, the covariance function of G in (2.6) is semi-explicit and we can compute it by first numerically solving φ via the integral equation (2.3). In the special case when h(t) = αe −βt where α < β, the covariance function of G is explicit. To see this, we first deduce from (2.3) that
which yields that
Plugging this into (2.6), we find that 10) and for t ≥ s,
In this special case, we notice that the variance function of G, is nonlinear in t in general. This is very different from the case when N µ is a Poisson process (i.e., h ≡ 0) where G becomes a standard Brownian motion.
Ruin Probability for the Gaussian Approximation
In this section, we develop the asymptotic estimates for the both finite-horizon and infinitehorizon ruin probabilities. In the large baseline intensity limit, the ruin probability becomes:
for the infinite-horizon case, and
for the finite-horizon case. From the fact that
weakly in (D([0, ∞), R), J 1 ) in Theorem 2, it suffices to study (3.1) and (3.2) as the large baseline intensity approximation to get the finite-horizon and infinite-horizon ruin probabilities for U µ t .
Infinite-Horizon Ruin Probability
By the definition in our model, m 1 > 0. In the special case when the claim sizes are constant, i.e. m 2 = 0, then G(t) is an integral of stationary centered Gaussian process, whose large initial wealth ruin probability has been studied in e.g. Dȩbicki [14] . In general, m 1 , m 2 > 0, and G(t) is a sum of an integral of stationary centered Gaussian process and a Brownian motion independent of it. We rely on the results in Dieker [16] . Note that in our case, G(t) has stationary increments. We can apply Proposition 2 in [16] .
Note that
To apply Proposition 2 in [16] , notice that µ(t) = t/c and σ 2 (t) = Var(G(t)). We can compute that
Therefore σ 2 (t) ≤ Ct γ on a neighborhood of zero for some C, γ > 0. We can show that
Therefore σ(t) is continuous and regularly varying at infinity with index 1 2 . Thus, we checked the condition S1 in [16] . Moreover, σ 2 (t) is ultimately continuous differentiable and its first derivative is given by
which is monotonic in t, and thus the condition S2 in [16] is satisfied. Moreover, σ 2 (t) is ultimately twice continuously differentiable and its second derivative is 8) which is monotonic in t. Thus, the condition S3 in [16] is satisfied. Finally, µ(t) = t/c and it is easy to check the conditions M1-M4 in [16] trivially hold. We can compute that
Thus, by Proposition 2 in [16] , we conclude that as u → ∞,
where
w 2 dw and √ 2πxΨ(x) ∼ e −x 2 /2 as x → ∞, where
Now let's analyze the asymptotic behavior of P sup t≥0 G (t/c) − t > u as u → ∞.
From (2.2) and (2.4), we can show that:
Substitute into (3.6):
as u → ∞. Then we get:
as u → ∞. Since H (2/G) 2 σ 2 is a constant, if we take natural logarithm of (3.15):
as u → ∞.
Finite-Horizon Ruin Probability
Next, let us consider the exact asymptotics for the finite-time ruin probability with large initial wealth. We rely on the results in [15] . Let σ(t) be the standard deviation function of G(t). Let us consider t ∈ [0, T ]. We know that 17) which is increasing in t with unique maximum achieved at t = T . We can compute that.
as t → T . For any t ≥ s,
(3.19) We can further compute that
as t > s and s → T . The Assumption A1 is thus satisfied in [15] for G 1 (t). The Assumption A2 trivially holds in [15] for G 1 (t).
By Theorem 3.1.
[15], we have
, where
where B α/2 is a fractional Brownian motion with Hurst index α/2 and 0 < α ≤ 2 and R > 0. In our setting, α = 1, and B 1/2 is a standard Brownian motion. Now let's analyze the asymptotic behavior of P sup 0≤t≤T {G(t) − ct} > u as u → ∞.
as u → ∞ and where η is defined in Equation (3.13).
Numerical Studies
In this section we study several numerical illustrations for the theoretical results of this article. For h(t) = αe −βt , we can simulate the Gaussian process G(t), and numerically compute the ruin probability for the finite-horizon case.
Jump size as exponential distribution
Here suppose Y i follows an i.i.d. exponential distribution with intensity λ, i.e. p(x) = λe −λx , we computed the ruin probability with different parameters α, β, T, λ, c, u. We recall that in Remark 4, we assume α < β so that the covariance function of G is explicit. From Figure 1(a) we can see that with other parameters fixed, the ruin probability is an increasing function of α. To explain, we plotted the variance of G(t)(0 ≤ t ≤ T ) shown in (1.14), as a function of α and T . In Figure 1(b) , the variance increases as α increases. Intuitively, as the variance of G(t) increases, the probability that G(t) exceed a certain range increases. So the ruin probability (2.2) increases.
Similarly, we plotted ruin probability as a function of β. We can see in Figure 2 (a) that as β increases, the ruin probability decreases. This can be explained in Figure 2(b) , the variance of G(t) decreases as β increases. Form Figure 1 and Figure 2 , we find that Var(G(t)) is also an increasing function of T, as shown in Figure 3 . This is because as T increases, the probability that G(t) exceed a certain range increases. So the ruin probability(2.2) increases. Then we plot the ruin probability as a function of the intensity of the jump λ. And also, we can infer this from the plot of Var(G(t)) versus λ: And it is very straightforward to infer from (2.2) that as c and u increases, the ruin probability decreases. . Let's see how the ruin probability changes as a and b change. We can see that the ruin probability is an increasing function of a, and this can be explained by the Var(G(t)) in Figure 6 (b), the variance increases as a increases.
Jump size as Gamma distribution
Also in Figure 7 (a), ruin probability is an decreasing function of b, and this can be explained by the Var(G(t)) in Figure 7 (b), the variance decreases as b increases. 
Appendix: Proofs of the results in Section 2
Proof of Theorem 2. For the sake of simplicity, we assume that µ ∈ N. The argument to go from µ ∈ N to non-integer-valued µ follows the same argument as in Gao and Zhu [21] . By immigration birth representation, we can decompose N µ as the sum of µ independent and identically distributed (i.i.d) Hawkes processes N 1 i , i = 1, 2, . . . , µ, each distributed as a stationary Hawkes process with base intensity 1 (the superscript 1 in N 1 i ) and the exciting function h(·). For notational simplicity, we use N i (·) for N 1 i (·). As a result, we can decompose X µ as the sum of µ i.i.d. compound Hawkes processes and let us write
.
< ∞ for any t (This is a well-known fact for Hawkes processes. See e.g. [41] ). Similarly, we defineX
. By Hahn's theorem (see e.g. Theorem 7.2.1. in [40] ), we have as µ → ∞,
, where G is a mean-zero almost surely continuous Gaussian process with the covariance function ofX (1) provided that the following condition is satisfied: For every 0 < T < ∞, there exist continuous nondecreasing real-valued functions g and f on [0, T ] with numbers α > 1/2 and β > 1 such that
and
By using the tower property,
The Equation (5.5) holds because K(·) is Lipschitz continuous by Proposition 1, we deduce that (5.2) is satisfied with g(x) = kx for some constant k and α = 1.
Similarly, by using (5.5), we can show that E X (1) (u) −X (1) (t) 2 X (1) (t) −X (1) (s)
and we can also compute that
The last two inequality holds because (N 1 (u)−N 1 (t)) ≤ (N 1 (u)−N 1 (t)) 2 and (N 1 (t)− N 1 (s)) ≤ (N 1 (t) − N 1 (s)) 2 . Also, we can conclude from the proof of Theorem 1 of [21] , E (N 1 (u) − N 1 (t)) 2 (N 1 (t) − N 1 (s)) 2 ≤ C 5 (u − s) 2 . Note that C i , i ∈ 1, 2, 3, 4, 5 above are all constants. So we deduce that (5.3) is satisfied with f (x) =k for some constantk and β = 2. Thus we have verified (5.1).
Finally let us identify the covariance function of the Gaussian limit G(t). We can compute that E[X 
