Time delay estimation has been a research topic of significant practical importance in many fields (radar, sonar, seismology, geophysics, ultrasonics, hands-free communications, etc.). It is a first stage that feeds into subsequent processing blocks for identifying, localizing, and tracking radiating sources. This area has made remarkable advances in the past few decades, and is continuing to progress, with an aim to create processors that are tolerant to both noise and reverberation. This paper presents a systematic overview of the state-of-the-art of time-delay-estimation algorithms ranging from the simple cross-correlation method to the advanced blind channel identification based techniques. We discuss the pros and cons of each individual algorithm, and outline their inherent relationships. We also provide experimental results to illustrate their performance differences in room acoustic environments where reverberation and noise are commonly encountered.
INTRODUCTION
Time delay estimation (TDE), which serves as the first stage that feeds into subsequent processing blocks of a system to detect, identify, and locate radiating sources, has plenty of applications in fields as diverse as radar, sonar, seismology, geophysics, ultrasonics, and communications. It has attracted a considerable amount of research attention, ever since sensor arrays were introduced to measure a propagating wavefield.
Depending on the nature of its application, TDE can be dichotomized into two broad categories, namely, the time of arrival (TOA) estimation [1] [2] [3] [4] and the time difference of arrival (TDOA) estimation [5] [6] [7] [8] . The former aims at measuring the time delay between the transmission of a pulse signal and the reception of its echo, which is often of primary interest to an active system such as radar and active sonar; while the latter, as its name indicates, endeavors to determine the travel time of a wavefront between two spatially separated receiving sensors, which is often of concern to a passive system such as passive sonars and microphone array systems. Although there exists intrinsic relationship between the TOA and TDOA estimation, their essential difference is literally profound. In the former case, the "clean" reference signal, that is, the transmitted signal, is known, such that the time delay estimate can be obtained based on a single sensor generally using the matched filter approach. On the contrary, in the latter, no such explicit reference signal is available, and the delay estimate is often acquired by comparing the signals received at two (or more) spatially separated sensors. This paper deals with TDE, with its emphasis on the TDOA estimation. From now on, we will make no distinction between TDE and TDOA estimation unless necessary.
The estimation of TDOA would be an easy task if the two received signals were merely a delayed and scaled version of each other. In reality, however, the source signal is generally immersed in ambient noise since we are living in a natural environment where the existence of noise is inevitable. Furthermore, each observation signal may contain multiple attenuated and delayed replicas of the source signal due to reflections from boundaries and objects. This multipath propagation effect introduces echoes and spectral distortions into the observation signal, termed as reverberation, which severely deteriorates the source signal. In addition, the source of the wavefront may also move from time to time, resulting in a changing time delay. All these factors make time delay estimation a complicated and challenging problem. Over the past few decades, researchers have approached such a problem by exploiting different facets of the received signals. Numerous algorithms have been developed, and they can be categorized from the following points of view: These methods were experimented with a certain success in various applications. However, the tolerance of TDE with respect to distortion (especially to reverberation) is still an open problem. A great deal of efforts have been made to improve the robustness of TDE techniques over the past few years. By and large, the improvements are achieved through three different ways. The first is to incorporate some a priori knowledge about the distortion sources into the GCC method to ameliorate its performance. The second is to use multiple (more than two) sensors and take advantage of the redundancy to enhance the delay estimate between the two selected sensors. The third is to take into account of reverberation in the signal model and exploit the advanced system identification techniques to improve TDE. This paper attempts to summarize these efforts, and review the state of the art, the critical techniques, and the recent advances which have significantly improved performance of time delay estimation in adverse environments. We discuss the pros and cons of each individual algorithm, and outline the relationships across different algorithms. We also provide experimental results to illustrate their performance in room acoustic environments where reverberation, noise, and interference are commonly encountered.
SIGNAL MODELS FOR TDE
Before discussing the TDE algorithms, we present mathematical models that can be employed to describe an acoustic environment for the TDE problem. Such a system modeling will, on the one hand, help us better understand the problem, and on the other hand, form a basis for discussion and analysis of various algorithms. Principally, three signal models have been used in the literature of TDE. They are the ideal single-path propagation model, the multipath model, and the reverberation model, respectively.
Ideal propagation model
Suppose that we have an array consisting of N receivers, the ideal propagation model assumes that the signal acquired by each sensor is a delayed and attenuated version of the original source signal plus some additive noise. In a mathematical form, the received signals are expressed as
where α n , n = 0, 1, 2, . . . , N − 1, are the attenuation factors due to propagation effects, s(k) is the unknown source signal, t is the propagation time from the unknown source to sensor 0, w n [k] is an additive noise signal at the nth microphone, τ is the relative delay between microphones 0 and 1, and f n (τ) is the relative delay between microphones 0 and n with f 0 (τ) = 0 and f 1 (τ) = τ. For n = 2, . . . , N −1, the function f n depends not only on τ but also on the microphone array geometry. For example, in the far-field case (plane wave propagation), for a linear and equispaced array, we have
and for a linear but nonequispaced array, we have
where d i is the distance between microphones i and i + 1,
In the near-field case, f n depends also on the position of the source. Also note that f n (τ) can be a nonlinear function of τ for a nonlinear array geometry, even in the far-field case (e.g., 3 equilateral sensors). In general τ is not known, but the geometry of the array is known such that the mathematical formulation of f n (τ) is well defined or given. It is further assumed that s[k] is reasonably broadband and w n [k] is a zero-mean Gaussian random process that is uncorrelated with both the source signal and the noise signals at other sensors. For this model, the TDE problem is formulated to determine an estimate τ of the true time delay τ using a set of finite observation samples.
Multipath model
The ideal propagation model takes only into account the direct-path signal. In many situations, however, each sensor receives multiple delayed and attenuated replicas of the source signal due to reflections of the wavefront from boundaries and objects in addition to the direct-path signal. This so-called multipath effect has been intensively studied in the literature [13, 14, 31, 32] . In this case, the received signals are often described mathematically as
where α nm is the attenuation factor from the unknown source to the nth sensor via the mth path, t is the propagation time from the source to sensor 0 via direct path, τ nm is the relative delay between sensor n and sensor 0 for path m with τ 01 = 0, M is the number of different paths, and w n [k] is stationary Gaussian noise and assumed to be uncorrelated with both the source signal and the noise signals observed at other sensors. This model is widely adopted in the oceanic propagation environments as illustrated in Figure 1 , where each sensor receives not only the direct path signal, but reflections from both the sea surface and the sea bottom as well [33, 34] . The primary interest of the TDE problem for this model is to measure τ n1 , n = 1, . . . , N − 1, which is the TDOA between sensor n and sensor 0 via direct path.
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Reverberation model
The multipath model is valid for some but not all environments [35] . In addition, if there are many different paths, that is, M is large, it is difficult to estimate all τ nm 's in (4). Recently, a more realistic reverberation model has been used to describe the TDE problem in a room environment where each sensor often receives a large number of echoes due to reflections of the wavefront from objects and room boundaries such as walls, ceiling, and floor [15, 36, 37] . In addition, reflections can occur several times before a signal reaches the array, as shown in Figure 2 . In this model, the received signals are expressed as
where * denotes convolution, h n is the channel impulse response between the source and the nth sensor, and again we assume that s[n] is reasonably broadband and w n [k] is uncorrelated with s [k] and the noise signals at other sensors. In a vector-matrix form, the signal model (5) can be rewritten as
where
and L is the length of the longest channel impulse responses among N channels. As seen, no time delay is explicitly expressed in (5), hence there is no plain solution to the TDE problem with the reverberation model. In this case, TDE is often achieved in two steps. The first step is to estimate the N channel impulse responses from the source to the N receivers. Once the channel impulse responses are measured, the TDOA information between any two receivers is obtained by identifying the two direct paths [15, 16, 38, 39] . Since we do not have any a priori knowledge about the source signal and the only information that can be accessed is the observation data, channel impulse responses have to be estimated in a blind manner. However, blind channel identification is a very challenging problem, particularly in room acoustic environments where channel impulse responses are usually very long. 
TDE ALGORITHMS
Various TDE algorithms were developed in the literature. In this section, we brief some critical techniques. Some of them have already been widely used, while others may not be popular with existing systems, but have the great potential for use in future ones.
Cross-correlation method
The cross-correlation (CC) method is the most straightforward and the earliest developed TDE algorithm, which is formulated based on the single-path propagation model given in (1) with only two receivers, that is, N = 2. Suppose that we have a block of observation signals at time instant k,
where n = 0, 1 and K is the block size, then the delay estimate with the CC method is obtained as the lag time that maximizes the cross-correlation function (CCF) between two observation signals, that is,
is the CCF between x 0 [l] and x 1 [l], E{·} stands for the mathematical expectation, τ CC is an estimate of the true delay τ, m ∈ [−τ max , τ max ], and τ max is the maximum possible delay. In digital implementation of (9), some approximations are required because the CCF is not known and must be estimated. A normal practice is to replace the CCF defined in 4 EURASIP Journal on Applied Signal Processing (10) by its time-averaged estimate, that is,
A similar method, formulated from the average-magnitude-difference function (AMDF), was also investigated in the literature [40] , where the TDE becomes to identify the minimum of AMDF, that is,
is the AMDF between x 0 [l] and x 1 [l] . It has been shown that [41, 42] 
There are three terms in the brackets under the square root of (14): the first two are the signal energies, and the third is the expectation of CCF. The signal energy, which can be treated as a constant during the observation period, does not affect the peak position. Therefore, statistically, searching the minimum of the AMDF is same as finding the maximum of the CCF between two observation signals. As a result, the AMDF approach should exhibit a similar performance to the CC method from a statistical point of view [43] .
Generalized cross-correlation method
The generalized cross-correlation (GCC) algorithm can be treated as an improved version of the CC method. Not only does it unify various correlation-based algorithms into one general framework, but it also provides a mechanism to incorporate knowledge to improve the performance of TDE. This method has gained its great popularity since the landmark paper [5] was published by Knapp and Carter in 1976. In this framework, the delay estimate is obtained as
is so-called generalized cross-correlation function (GCCF),
is a weighting function (sometimes called a prefilter), K ′ is the length of the DFT, and
is the weighted crossspectrum. In a practical system, the cross-spectrum S x0x1 [k ′ ] has to be estimated, which is normally achieved by replacing the expected value by its instantaneous value, that is,
There is a number of member algorithms in the GCC family depending on how the weighting function Φ[k ′ ] is selected. Commonly used weighting functions include the constant weighting (in this case, the GCC becomes a frequencydomain implementation of the cross-correlation method shown in (9) (15) and neglecting noise effects, one can readily deduce that the weighted crossspectrum is free from the source signal and depends only on the channel responses. Consequently the PHAT algorithm performs more consistently than many other GCC members when the characteristics of the source signal change over time. It is also observed that the PHAT algorithm is more immune to reverberation than many other cross-correlationbased methods. Another example is the ML processor with which the delay estimate obtained in the ideal propagation situation is optimal from a statistical point of view since the estimation variance can achieve the Cramèr-Rao lower bound (CRLB). It should be pointed out that in order for the ML processor to achieve the optimal performance, the observation sample space has to be large enough; the environments should be free of reverberation; the delay has to be constant; and the observation signals should be stationary processes. In addition, the spectra of noise signals have to be known a priori. If any of these conditions does satisfy, the ML algorithm will then become suboptimal, like other GCC members.
LMS-type adaptive TDE algorithm
This method, also based on the ideal propagation model with two sensors, was proposed by Reed et al. in 1981 [26] . It has been intensively investigated in the literature since
