Abstract. In this paper we present a novel decolorization strategy, based on image fusion principles. We show that by defining proper inputs and weight maps, our fusion-based strategy can yield accurate decolorized images, in which the original discriminability and appearance of the color images are well preserved. Aside from the independent R,G,B channels, we also employ an additional input channel that conserves color contrast, based on the Helmholtz-Kohlrausch effect. We use three different weight maps in order to control saliency, exposure and saturation. In order to prevent potential artifacts that could be introduced by applying the weight maps in a per pixel fashion, our algorithm is designed as a multi-scale approach. The potential of the new operator has been tested on a large dataset of both natural and synthetic images. We demonstrate the effectiveness of our technique, based on an extensive evaluation against the state-of-the-art grayscale methods, and its ability to decolorize videos in a consistent manner.
Introduction
Although color plays an important role in images, applications such as compression, visualization of medical imaging, aesthetical stylization, and printings require reliable decolorized image versions. The widely-used standard color-tograyscale conversion employs the luminance channel only, disregarding the important loss of color information. In many cases, a decolorized image obtained in this way will not fulfill our expectations, as the global appearance is not well preserved (illustrated in Figure 1 ). This limitation of the standard transformation is due to the fact that isoluminant regions are mapped onto the same output intensity.
In this paper we present a novel decolorization method, built on the principle of image fusion. This well-studied topic of computational imaging has found many useful applications, such as single image dehazing [1], interactive photomontage [2], image editing [3], image compositing [4, 5] and HDR imaging [6, 7] . The main idea is to combine several images into a single one, retaining only the most significant features.
The main difference between fusion methods that makes them applicationspecific, is the choice of inputs and weights. Our algorithm employs the three independent RGB channels and an additional image that conserves the color contrast, based on Helmholtz-Kohlrausch effect, as image inputs. This fourth input better preserves the global appearance of the image, as it enforces a more consistent gray-shades ordering. The weights used by our algorithm are based on three different forms of local contrast: (a) a saliency map which helps us preserve the saliency of the original color image; (b) a second weight map that advantages well-exposed regions; and (c) a chromatic weight map which enhances the color contrast in addition to the effect of H − K input. In order to minimize artifacts introduced by the weight maps, our approach is designed in a multi-scale fashion, using a Laplacian pyramid representation of the inputs combined with Gaussian pyramids of normalized weights.
To the best of our knowledge we are the first that introduce a fusion-based decolorization technique. Our method performs faster than existing color-to-gray methods since it does not employ color quantization [8] , that tends to introduce artifacts, or cost function optimization, which commonly is computationally expensive (e.g. Gooch et al. [9] approach) and risks not converging to a global extremum. Our new operator has been tested on a large dataset of both natural and synthetic images. In addition, we demonstrate that our operator is able to decolorize videos. Our multi-scale fusion approach demonstrates consistency over varying palettes, and is able to maintain temporal coherence within videos. Furthermore, we have performed a comparative evaluation of the contrast enhancement qualities of the recent state-of-the-art color-to-grayscale techniques.
Related Work
Recently, grayscale image conversion has received an increasing amount of attention in the computer vision and graphics communities. There have been attempts to solve dimensionality reduction problem by both local [8,9,10,11] and 
