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1. EINLEITUNG 
Man nennt eine Klasse von Gruppen eine Varietlt, wenn sie abgeschlossen 
ist bezuglich Bildung von Untergruppen, Faktorgruppen und kartesischen 
Produkten. Der Ergebnisbericht von Neumann [ 7 ] handelt von der reichen 
Theorie, die sich hier entwickelt hat. Es ist bekannt, da13 eine Klasse von 
Gruppen genau dann eine Varietat ist, wenn sich die Eigenschaften der 
Gruppen dieser Klasse durch Identitgten beschreiben lassen, wie dies zum 
Beispiel der Fall ist fur die Varietat aller abelschen Gruppen, aller Gruppen 
vom Exponenten n, aller metabelschen Gruppen. Leider ist der Begriff der 
Varietlt in vielen Fallen ungeeignet: Die kleinste Varietlt, die alle endlichen 
p-Gruppen enthllt, ist schon die Varietht aller Gruppen. 
Ein typischer Oberbegriff fiir Klassen endlicher Gruppen ist der Begriff 
der Formation. Hierbei heil3t eine Menge von endlichen Gruppen eine 
Formation, wenn sie abgeschlossen ist unter Bildung von Faktorgruppen, 
und wenn zusatzlich folgendes gilt: Sind M und N zwei Normalteiler einer 
Gruppe G und gehdren G/M und G/N zur Formation, so such G/Mfl N. Da 
die p-Gruppen eine Formation bilden , ist ersichtlich, da13 die Klassifizierung 
in Formationen echt feiner ist. 
Nun sind fast alle in der Literatur vorkommenden Formationen zusatzlich 
abgeschlossen unter Bildung von Untergruppen, sind also Klassen von 
endlichen Gruppen, die abgeschlossen sind unter Bildung von Untergruppen, 
Faktorgruppen und endlichen direkten Produkten. Solche Klassen nennt man 
endliche Varietaten. Die Ahnlichkeit in der Definition von Varietlten und 
endlichen Varietlten setzt sich in der Beschreibung durch Gesetze fort. Zu 
jeder endlichen Varietat R existiert eine Folge von Gesetzen mit der 
Eigenschaft, da13 die endliche Gruppe G genau dann in R liegt, wenn fast alle 
dieser Gesetze identisch in G erfiillt sind. Die Minimalzahl der benotigten 
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Variablen ist gleich einer von Baer in einem anderen Zusammenhang 
eingefiihrten numerischen Invariante, der sogenannten Erkennbarkeit von 5%. 
Das klassische Beispiel einer Beschreibung einer endlichen Varietlt durch 
Gesetze in der Minimalzahl von Variablen ist ein Ergebnis von Zorn [ 11 1, 
das besagt, da13 die endliche Varietlt aller endlichen nilpotenten Gruppen 
durch die Engelgesetze beschrieben wird. 
In einer Serie von Arbeiten (vgl. [lo] und die dort zitierte Litertur) hat 
Zappa die Klassen der endlichen ilberauflosbaren Gruppen vom Exponenten 
n und der Gruppen mit nilpotenter Kommutatorgruppe und Exponent n 
durch Serien von Gesetzen in einer wachsenden Zahl von Variablen 
beschrieben. Diese Gesetze ergeben sich aus der Primfaktorzerlegung von n. 
Da die beiden oben genannten Klassen 2-erkennbare endliche Varietaten 
sind, existieren Serien von Gesetzen in zwei Variablen, die diese Klassen 
beschreiben. 
Hat die Gruppe G eine nilpotente Kommutatorgruppe, so ist fur alle 
Elemente a, b aus G der Kommutator [a, 61 in F(G) enthalten. Wahlt man 
also k urn 2 griifler als die Nilpotenzklasse von F(G), so ist [a, k[a, b]] = 1. 
Deliniert man fur Variable x und y das Wort w,Jx, y) := [x, k[~, y]], so 
haben wir eine Implikation in folgendem Ergebnis gezeigt: 
SATZ 1.1. FC- die endliche Gruppe G sind tiquivalent 
(i) G erfiillt fast alle Gesetze wk identisch (d.h. wA(G) = l), 
(ii) G’ ist nilpotent. 
Urn die umgekehrte Implikation zu beweisen, zeigen wir die Richtigkeit 
des Satzes zunlchst fur auflosbare Gruppen. Die Ergebnisse von 2. legen 
eine Untersuchung von Gegenbeispielen kleinstmijglicher Ordnung zu (1.1) 
nahe, die wir in 3. durchfiihren werden. Damit geniigt es, aus wk(G) = 1 fur 
fast alle k zu zeigen, darj die endliche Gruppe G auflosbar ist. Hierzu geben 
wir in den minimal-einfachen Gruppen G Elemente an, die zeigen wk(G) # 1. 
Als Anwendung von (1.1) charakterisieren wir in 5. die Klasse der 
endlichen iiberauflosbaren Gruppen durch Kommutatorbedingungen. Dabei 
verwenden wir eine von Newell vorgeschlagene Serie I, von Gesetzen in zwei 
Variablen, die in einer tiberauflosbaren Gruppe fast alle identisch gelten. 
Gruppen G mit ii,JG) = 1 haben mit Iberauflosbaren Gruppen eine 
Eigenschaft gemeinsam, sie besitzen einen Sylowturm. Dies beantwortet eine 
Frage von Newell. Uberauflosbare Gruppen haben eine nilpotente 
Kommutatorgruppe. Im Gegensatz hierzu gibt es Gruppen mit beliebig hoher 
Fittinglange, in denen fast alle zi’, identisch gelten. Es wird gezeigt, da13 die 
Gesetze tii’, zusammen mit den Gesetzen wk die Klasse der tiberauflosbaren 
Gruppen beschreiben. 
Aus den bewiesenen Resultaten lassen sich sofort die von G. Zappa 
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betrachteten Klassen von Gruppen durch Gesetze in zwei Variablen 
beschreiben. Offenbar ist dieses Ergebnis bestmoglich, denn beide Klassen 
sind nicht I-erkennbar. 
2. THEORIE DER ENDLICHEN VARIET.&TEN 
In den folgenden Ausfiihrungen werden wir von den von Hall eingefiihrten 
Hiillenoperatoren und Verkniipfungen auf Gruppenklassen Gebrauch 
machen. Insbesondere bezeichne fur Klassen 3 und ‘17 von Gruppen SX 
(bzw. Qx) die Klasse aller Untergruppen (bzw. Faktorgruppen) von X- 
Gruppen. Weiter sei DX die Klasse aller endlichen direkten Summen von X- 
Gruppen und XYJ die Klasse aller Erweiterungen von X-Gruppen durch 9. 
Gruppen. Eine Klasse 3 von endlichen Gruppen heirjt gesattigt, wenn fur alle 
endlichen Gruppen G aus G/@(G) E X folgt G E X. SchlieBlich sei G, der 
kleinste Normalteiler N der endlichen Gruppe G mit G/NE 3. 
DEFINITION 2.1. Die Klasse R von endlichen Gruppen heil3t endliche 
Varietat, falls R = {Q, S, D) 53, d.h. wenn R abgeschlossen ist beziiglich 
Bildung von Untergruppen, Faktorgruppen und endlichen direkten 
Produkten. 
Man iiberlegt sich leicht, da13 die Begriffe “endliche Varietlit” und 
“untergruppenabgeschlossene Formation” Equivalent sind. Die neue 
Begriffsbildung wird durch (2.4) gerechtfertigt. Die “meisten” Formationen 
sind endliche Varietaten, wie etwa die Klasse ‘u aller endlichen abelschen 
Gruppen, die Klasse 3 aller endlichen nilpotenten Gruppen, die Klasse ii 
aller endlichen uberauflosbaren Gruppen und Produkte aus endlich vielen 
solcher Klassen, wie beispielsweise die Klasse ?JI?I aller endlichen Gruppen 
mit nilpotenter Kommutatorgruppe. Weitere Beispiele erhllt man, wenn man 
die Teilmenge V’ aller endlichen Gruppen einer gegebenen Varietlt V 
betrachtet. Von den oben angegebenen Beispielen ist jedoch nur ‘3 von der 
Form Ve fur eine Varietat V, denn die kleinste Varietat, die alle endlichen p- 
Gruppen enthtilt, ist bereits die Varietlt aller Gruppen (vgl. 171). Die Theorie 
der endlichen Varietlten ist also nicht identisch mit der Theorie der 
Varietaten. Jedoch existieren viele Berilhrpunkte, von denen einige in der 
vorliegenden Arbeit aufgezeigt werden. 
Nach einem Satz von G. Birkhoff ([ 71, p. 15) 1aDt sich jede Varietat V 
beschreiben durch eine Menge V von Gesetzen in dem Sinn, dalj eine Gruppe 
G genau dann in V liegt, wenn alle Gesetze aus V identisch in G gelten. Ein 
lhnliches Ergebnis ,gilt such fur endliche Varietlten. Es wird gezeigt, da13 
jede endliche Varietlt durch Varietaten “approximiert” werden kann. Fur 
den Beweis dieser Tatsache benotigen wir zwei Ergebnisse aus der Theorie 
der Varietaten, nlmlich 
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LEMMA 2.2 (Higman, vgl [7], p. 18). Ist A eine endliche Gruppe in der 
von endlich vielen endlichen Gruppen erzeugten Varietdt, so ist A isomorph 
zu einer Faktorgruppe einer Untergruppe eines endlichen direkten Produktes 
dieser endlichen Gruppen. 
LEMMA 2.3 (Oates, Powell, vgl. [7], p. 151). Eine Varietat, die von 
endlich vielen endlichen Gruppen erzeugt wird, besitzt eine endliche Busis, 
d.h. sie wird beschrieben durch endlichviele Gesetze. 
Grundlegend fur die Theorie der endlichen Variettiten ist das folgende 
Ergebnis, das gewissermal3en eine fjbertragung des Satzes von Birkhoff in 
die Theorie der endlichen Gruppen darstellt. 
SATZ 2.4. Sei R eine endliche Varieth’t. Dann existiert eine Folge 
WI 1 w2,... von Worten derart, da&I die endliche Gruppe G genau dann in R 
liegt, wenn fast alle Gesetze wk = 1 identisch in G gelten, d.h. wenn k, E N 
existiert derart, daJ fir alle k > k, gilt wk(G) = 1. 
Beweis. Sei R= (G,,G,,...} d un sei Vi die von den Gruppen G, ,..., Gi 
erzeugte Varietlt. Nach (2.3) hat jedes Vi eine endliche Basis, etwa 
wj,l 3**‘7 w~,~~. Wir reihen diese Worte in lexikographischer Weise auf: 
w *-w 1 *- I,, ,...9 w. *=w JI * l.JI’ wj,+, := w2 ,I,.... 
1st die endliche Gruppe G in 5\ enthalten, so gilt G E V, E V,, , c . -. fur 
ein m E N. Also erfiillt G fast alle Gesetze wk = 1. 
Erfiillt G umgekehrt fast alle wk = 1, so gilt GE V, fur ein m E N. Nach 
(2.2) ist G isomorph zu einer Faktorgruppe einer Untergruppe eines 
endlichen direkten Produktes von Gruppen Gi mit 1 < i < m. Nach 
Definition einer endlichen Varietat folgt hieraus G E R. 
Als Illustration dieses Satzes dient folgendes wohlbekannte 
BEISPIEL. Sei R = 9I die Klasse aller endlichen nilpotenten Gruppe. R 
wird beispielsweise beschrieben durch die Serie wC(x, y) := [x,, x2 ,..., x,]. 
Ein Satz von Zorn liefert eine weitere Beschreibung von R. Die endliche 
Gruppe G ist namlich genau dann nilpotent, wenn in G eine Engelbedingung 
gilt, d.h. wenn ein k E N existiert derart, dal3 fur alle a, b E G gilt: 
[a, kb ] = 1. Mit anderen Worten heirjt dies, darj R beschrieben wird durch 
w/&G Y) := 1x7 kY1. 
Ein weiteres Beispiel fur eine Bcschreibung einer endlichen Varietat liefert 
folgender 
SATZ 2.5. Sei $3 eine endliche Varietiit, beschrieben durch Gesetze w,(x), 
w,(x),..., wobei x = (x, ,...) ein Tupel von Variablen bezeichne. Sei y eine 
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weitere Variable. Dann wird die Klasse !llR gem@ (2.4) beschrieben durch 
die Gesetze [ y, k~k(~)] (k E N). 
Beweis. 1st GE ?RJX so gilt fur fast alle k, da13 w,(G/F(G)) = 1, d.h. 
wk(G) < F(G). VergroOert man k so, dal3 k > 2 + c(F(G)), so erhalt man 
ttqk(G) = 1. 
Erfiillt umgekehrt die endliche Gruppe G ein Gesetz [ y, k~k(~)] = 1, so 
gilt fur alle g = (g, ,...) mit gi E G und h := wJg), da13 [f; kh] = 1 fur alle 
f E G. Daher ist h ein rechtes Engelelement in G. Nach einem Satz von Baer 
(vgl. 15, p. 2981) ist daher h E F(G). Es folgt wk(G) = (wk(gl ,...) 1 gi E G) < 
F(G), d.h. G E !BR. 
1st also beispielsweise R beschrieben durch Gesetze in n Variablen, so la& 
sich 9Is beschreiben durch eine Serie in n + 1 Variablen. Dieses Resultat ist 
jedoch i.a. nicht bestmoglich, wie wir im nlichsten Abschnitt sehen werden. 
Wir haben gesehen, da13 jede endliche Varietlt beschrieben werden kann 
durch eine Serie von Gesetzen. Wir werden nun die Anzahl der in diesen 
Gesetzen auftretenden Variablen genauer untersuchen. Es 11Bt sich ein 
Zusammenhang zwischen der Minimalzahl der benijtigten Variablen und 
einer numerischen Invariante, der sogenannten Erkennbarkeit, der 
betrachteten endlichen Varietlt herstellen. Erkennbarkeit wird definiert ohne 
Verwendung einer Beschreibung durch Gesetze. 
DEFINITION 2.6. (a) Mit 0, bezeichnen wir die Klasse der (nicht 
notwendigerweise endlichen) Gruppen, die von n Elementen erzeugt werden 
kdnnen. 
(b) Die Klasse R von Gruppen heiBe n-erkennbar, falls fiir alle 
endlichen Gruppen G gilt: “ist jede von n Elementen erzeugbare Untergruppe 
von G in R. so folgt G E R.” 
In [ 21 werden n-erkennbare Klassen B,-vollstiindig (@,-complete) 
genannt. Wir haben uns fur den von Baer in [I] eingefiihrten Begriff der 
Erkennbarkeit entschieden, da dieser andeutet, da0 man die Zugehorigkeit 
einer Gruppe zur Klasse schon an relativ kleinen, etwa an den von n 
Elementen erzeugbaren, Untergruppen erkennen kann. 
Es ist sehr leicht einzusehen, da13 eine endliche Gruppe genau dann 
abelsch (bzw. nilpotent) ist, wenn je zwei Elemente (von zueinander teiler- 
fremder Ordnung) vertauschbar sind. Also ist ‘u (bzw. W) 2-erkennbar. Weit 
weniger trivial ist, da13 die Klasse der endlichen aufliisbaren Gruppen 2- 
erkennbar ist (vgl. 19 I). Fur weitere Beispiele vergleiche man [ 3 ] oder (2.1 1). 
Uber die Erkennbarkeit von Produkten gewisser endlicher Varietaten kann 
eine Aussage gemacht werden. Im Hinblick auf spltere Anwendungen unter- 
suchen wir die Struktur von kritischen Gruppen, d.h. Gruppen, deren 
slmtliche echte Untergruppen und Faktorgruppen in einer Klasse L! liegen, 
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die jedoch selbst nicht zu 52 gehoren, genauer, als fur diesen Abschnitt erfor- 
derlich. Kritische Gruppen spielen in Induktionsbeweisen als Gegenbeispiele 
kleinstmoglicher Ordnung eine Hul3erst wichtige Rolle und wir werden 
mehrfach auf die nachfolgenden Ergebnisse zuruckgreifen. 
DEFINITION 2.7. Sei f? eine Klasse von Gruppen. 
(a) Wir sagen G E Min,(L?), wenn jede echte Untergruppe von G in f! 
liegt, G jedoch nicht zu L! gehort. 
(b) Wir sagen G E Min,(P), wenn jede echte Faktorgruppe von G in 
L! liegt, G selbst jedoch nicht zu 2 gehort. 
Fur verschiedene Klassen L! wurden die Gruppen in Min,(P) und Min,(t) 
untersucht. Fur ‘% und ii findet man genaue Aussagen in [ 5, p. 281; 31. 
Minimale Gegenbeispiele fur Auflosbarkeit, also minimal-einfache Gruppen, 
findet man in [9 ]. 
Wir untersuchen zuerst Gruppen in Mitt,(R) fur eine gesattigte Formation 
R. Das folgende Ergebnis diirfte bekannt sein: 
LEMMA 2.8. Sei $3 eine gesdttigte Formation und G eine aujlosbare 
Gruppe in Min,(R). Setze H := G/@(G). Dann gilt: 
(a) HE Min,(R); 
(b) H besitzt genau einen minimalen Normalteiler N; 
(c) H ist semidirektes Produkt von N mit einer maximalen 
Untergruppe Q von H. Es ist N = C,(N) = F(H); 
(d) H E Min,(R). 
Eine sehr niltzliche Reduktion, der wir in dieser Arbeit hlufig begegnen 
werden, ist der Inhalt des nlchsten Satzes 
SATZ 2.9. Sei R eine endliche Varietd-t und sei G eine aufliisbare Gruppe 
aus Min,(!Rfi). Sei H := G/@(G) und sei N der nach (2.8) eindeutig 
bestimmte minimale Normalteiler von H. Dann gilt H/NE Min,(R). 
Beweis. %ti ist eine gesattigte Formation. Also ist HE Min,(%R) und 
N := F(H) ist der eindeutig bestimmte minimale Normalteiler von H. 
Sei T/N eine echte Untergruppe von H/N. Wir zeigen T/NE $3. Es ist N = 
HplR < HR und HR/HslR ist nilpotent. AuSerdem gilt TR< H,, wie man leicht 
nachpriift. Wegen HE Min,(!RR) ist TR nilpotent. Nun sind N und TR 
nilpotente Normalteiler von T, also ist N. T, nilpotent. 
Da HJH,, nilpotent ist, gilt NTdN I_aq HdN, also ist NT,, ein Subnor- 
malteiler von H. Als nilpotenter Subnormalteiler von H liegt NT, in 
F(H) = N. Insbesondere gilt daher T, ,< N und wir haben T/NE R. 
Als erste Anwendung erhalten wir 
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SATZ 2.10. Sei R eine endliche Varietiit au&%barer Gruppen. Ist ftir ein 
n > 2 die Klasse R n-erkennbar, so ist ‘353 n-erkennbar. 
Beweis. Wir bemerken zunlchst, da13 jede Gruppe X aus Mm,(R) von n 
Elementen erzeugt werden kann. Andernfalls ware jede von n Elementen 
erzeugbare Untergruppe eine echte Untergruppe von X und llge also in R. 
Aber R ist n-erkennbar und wir hltten den Widerspruch X E R. 
Angenommen, YIR ware nicht n-erkennbar. Man wtihle eine Gruppe G 
kleinstmoglicher Ordnung mit s(G) CT 8, L 9IR und G C$ 39. Da jede 
Gruppe in ‘353 auflosbar ist und n > 2, ist jede von zwei Elementen 
erzeugbare Untergruppe von G auflosbar. Also ist G auflosbar. AuBerdem 
gilt per Minimal&it G E Min,(%R). 
Anwendung von (2.9) liefert fur H := G/@(G), da13 H/F(H) E Min,(R). 
Nach der Vorbemerkung ist daher H/F(H) erzeugbar duch n Elemente. Ein 
einfaches Abzahlargument (vgl. 121, p. 291) zeigt, da13 H = G/@(G) und 
schliel3lich G von n Elementen erzeugt wird. Also ist G E s(G)n 8, c ‘iTl7R, 
ein Widerspruch zur Wahl von G. 
Es sei vermerkt, dalj man (2.10) als Korollar eines Satzes der Arbeit 12 ]
erhllt. Der hier angegebene Beweis hat den Vorteil, wesentlich kiirzer zu 
sein. als der in 12 I. 
KOROLLAR 2.11. Folgende endliche Variettiten sind 2-erkennbar: 91h, 
Wll und Ru. 
Nachdem wir die Erkennbarkeit einiger endlicher Varietaten bestimmt 
haben, wenden wir uns dem Zusammenhang zwischen Erkennbarkeit und 
Anzahl der Variablen, die notig sind, urn die endliche Varietat zu 
beschreiben, zu. Man sieht leicht ein, da13 die endliche Varietlt n-erkannbar 
ist, wenn sie beschrieben werden kann durch eine Serie von Gesetzen in II 
Variablen. Die Umkehrung hiervon ist enthalten in 
SATZ 2.12. Sei R eine endliche Variet& und n E N. Dann sind folgende 
Aussagen iiquivalent: 
(i) R ist n-erkennbar 
(ii) R I$? sich gem@ (2.4) beschreiben durch eine Serie von Gesetzen 
in n Variablen. 
Beweis. Es ist nur noch “(i) -+ (ii)” zu beweisen. Sei also 53 = {G,. G, . . . . } 
n-erkennbar. Wie im Beweis von (2.4) setzen wir Vi := Var(G, ,..., Gi) 
(iE N). Weiterhin sei vi := (G 1 s(G)f? 8,, 5 Vi/. Nach 17, 16.1 1 ist vi eine 
Varietat, beschreibbar durch Gesetze in n Variablen. Nach 17, 5 1.54 I hat Oi 
eine endliche Basis. Also ist vi beschreibbar durch endlich viele Gesetze 
wi. 1 3...3 wj * in n Variablen. . I 
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Sei f! die endliche Varietat, die gemal (2.4) beschrieben wird durch die 
Serie w,,, ,..., w,,~,, w2,1 ,..., w2,m2r w3,] ,... . Dies ist eine Serie in n Variablen. 
Wir zeigen R = P. Es gilt fur alle endlichen Gruppen G: 
GERos(G)n8,~5? (denn R ist n-erkennbar), 
03~ s(G) n 6, c Vi (denn G ist endlich), 
u 3, G E vi, 
o 3, G erfilllt die Gesetze wi,, ,..., w~,,,~, 
UGEi! (denn Vi E Vi+, . ..). 
Besteht die n-erkennbare endliche Varietlt R aus auflosbaren Gruppen und 
ist n > 2, so ist ‘$lfi nach (2.10) n-erkennbar. Also ist (2.5) nicht 
bestmoglich. Wie man aus einer Beschreibung von R durch Gesetze in n 
Variablen zu einer solchen von ‘8% gelangt, ist nicht bekannt. Fur die Klasse 
‘u der endlichen abelschen Gruppen geben wir im nichsten Abschnitt eine 
Beschreibung von ‘39 durch eine Serie in zwei Variablen an. 
3. GRUPPEN MIT NILPOTENTER KOMMUTATORGRUPPE, 
AUFL~SBARER FALL 
Als erste Illustration von (2.12) werden wir fur die 2-erkennbare endliche 
Varietat ‘3% aller endlichen Gruppen mit nilpotenter Kommutatorgruppe eine 
Serie von Gesetzen in zwei Variablen angeben. Diese Gesetze ergeben sich in 
“kanonischer” Weise aus dem Gesetz fur ‘u und den Engelbedingungen fur 
‘ill. In diesem Abschnitt beschranken wir uns auf auflosbare Gruppen. Alle 
von dieser Stelle an betrachteten Gruppen sind endlich. 
DEFINITION 3.1. Fur Variable x und y und natiirliche Zahlen k sei das 
Wort wk definiert durch wk(x, y) := [x, k[x, JJJ]. 
Hat die Gruppe G eine nilpotente Kommutatorgruppe, so ist fur alle 
a, b E G der Kommutator [a, b] in F(G) enthalten. Wtihlt man also k urn 2 
grol3er als die Nilpotenzklasse von F(G), so ist wk(a, b) = 1, d.h. das Gesetz 
wk ist identisch in G erfiillt. 
Dies zeigt die eine Implikation in folgendem 
SATZ 3.2. Ftir die endliche aufllisbare Gruppe G sind tiquivalent 
(i) G hat nilpotente Kommutatorgruppe, 
(ii) G erjZlt fast alle Gesetze wk identisch. 
Der Beweis, da13 (ii) die Bedingung (i) zur Folge hat, analysiert die 
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Struktur von minimalen Gegenbeispielen zum Satz. Im folgenden sei H eine 
Gruppe kleinstmoglicher Ordnung, in der fast alle Gesetze wk identisch 
gelten, deren Kommutatorgruppe jedoch nicht nilpotent ist. Da 8% gesattigt 
ist, gilt G(H) = 1. 
Nach (2.8) ist H ein semidirektes Produkt des eindeutig bestimmten 
minimalen Normalteilers N = F(H) mit einem Komplement Q. Nach (2.9) ist 
jede echte Untergruppe von Q abelsch, Q selbst jedoch ist nichtabelsch. Nach 
Redei ist Q bekannt. Es gibt drei Typen (vgl. [ 5, p. 3091): 
TypA: (1) Q=(a,bIa4=1,ab=a-‘,a2=b2). 
(2) Q = (a, b 1 up” = bPD = 1, ab = u’+~” ‘), a>2, /?>I. 
Typ B: Q=(a,b] d’“=bp’= 1, [u,blP= l), a>l, pal. 
Typ C: Q ist minimal nicht nilpotent und metabelsch. 
Wir untersuchen diese Falle der Reihe nach in einer Serie von Hilfssltzen. 
Zunlchst eine allgemeine Bemerkung iiber die Struktur von H: 
LEMMA 3.3. Die au$l&bure Cruppe H sei semidirektes Produkt ihres 
eindeutig bestimmten minimalen Normalteilers N mit einer Untergruppe Q. 
Dunn gilt: 
(a) Q operiert treu und irreduzibel auf N, 
(b) Z(Q) ist zyklisch, 
(c) Jedes Element # 1 in Z(Q) operiert Jixpunktfrei auf N. 
Beweis. (a) Der Kern der Operation von Q auf N ist ein Normalteiler 
von Q und wird von N zentralisiert, ist also ein Normalteiler von H. Da H 
nur einen minimalen Normalteiler besitzt, ist der Kern trivial, d.h. Q operiert 
treu. 
Als abelscher minimaler Normalteiler von H = NQ ist N ein irreduzibler 
Q-Modul. 
(b) Folgt sofort aus (a) und 14, Theorem 3.2.21. 
(c) Folgt sofort aus (a). 
Vor der eigentlichen Untersuchung der minimalen Gegenbeispiele notieren 
wir noch einige weitere Eigenschaften von H. 
LEMMA 3.4. (a) Sei Q vom Typ A oder B und sei c := [a, b]. Dunn ist 
Q’ = (c) < Z(Q) und o(c) = p. 
(b) Sei die Situation wie in (3.3) und sei Q vom Typ A. Dunn operiert 
a firpunktfrei auf N. 
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Beweis. (a) Folgt durch eine einfache Rechnung. 
(b) Es ist c = [a, b] = a-lab E (a). Sei n E C,(a). Dann gilt 
n E C,(c), denn c E (a). Nach (3.3) operiert c lixpunktfrei auf N und wir 
erhalten n = 1. 
LEMMA 3.5. Sei die Situation wie in (3.3) und sei Q vom Typ A oder B. 
Sei n E N und sei c := [a, b]. Dann gilt 
w&, nb) = la, Ia, n] b, k-, c] ftir alle kE hJ. 
Beweis. Zunlchst gilt [a, nb] = [a, b][a, n]” =: cn, mit einem n, E N. 
Weiter gilt [a, [a, nb] ] = [ a, cn,] = [a, n,], denn c E Z(Q). Also 




denn [a, n,] und [a, n,, c] liegen in N und N ist abelsch. Die Behauptung 
folgt nun leicht per Induktion nach k. 
LEMMA 3.6. Sei die Situation wie in (3.3). Ist Q vom Typ A, so gilt 
w,JH) # 1 fiir alle k E N. 
Beweis. Wegen (3.3) und (3.4) operiert c lixpunktfrei auf N. Sei 
1 # n E N gewahlt. 
Aus w,JH) = 1 folgt nach (3.5) die Beziehung [a, n,, k-, c] = 1. Wegen 
[a, n, ] EN und C,(c) = 1 folgt hieraus [a, n,] = 1. Also gilt [a, [a, n]“] = 1. 
Nach (3.4) operiert a tixpunktfrei auf N. Es folgt [a, n]” = 1 = [a, n]. Dies 
widerspricht C,(a) = 1. 
Wir wenden uns nun den Gruppen des Typs B zu. 
LEMMA 3.7. Sei die Situation wie in (3.3). Ist Q vom Typ B und ist 
p # 2, so gilt wk(H) # 1 ftir alle k E FJ. 
Beweis. Angenommen, w,JH) = 1. Dann gilt ~~(a, nb) = 1 und wie in 
(3.6) ergibt sich [a, [a, n]“] = 1. Also 1 = [abe’, [a, n]] = [c-la, [a, n]]. 
Ebenso gilt 1 = ~~(a, nb*) = [a, [a, nlb2, k- ,c”]. Wegen p # 2 ist c2 # 1 
und daher gilt C,(c’) = 1. Hieraus folgt sofort 1 = [abm2, [a, n] ] = 
[~-~a, [a, n]]. Also gilt c-‘a E C,([a, n]). Damit ergibt sich c = 
c-‘a(c-2u)-’ E Co([a, n]). Aus der fixpunktfreien Operation von c auf N 
ergibt sich [a, n] = 1. Da diese Beziehung fur jedes n E N gilt, erhalten wir 
einen Widerspruch zur treuen Operation von Q auf N. 
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LEMMA 3.8. Sei die Situation wie in (3.3). Sei Q vom Typ B und sei 
p= 2. 
(a) Ist Z(Q) zyklisch, so ist Q eine Diedergruppe der Ordnung 8. 
(b) Es gilt wk(H) # 1 fur alle k E N. 
Beweis. (a) 1st a > 2, so zeigt eine einfache Rechnung, darj ap”~ I in 
Z(Q) enthalten ist. Damit ist (c, ap” -‘) eine nicht zyklische Untergruppe von 
Z(Q). Also gilt a = 1. Analog erhllt man p = 1. Also gilt 1 Ql = p3. Wegen 
p = 2 schliel3lich ist Q g (a, b 1 a* = b* = [a, b12 = 1) eine Diedergruppe der 
Ordnung 8. 
(b) Nach (a) ist Q eine Gruppe vom Typ A. Die Behauptung ergibt 
sich aus (3.6). 
Bemerkung. Die eben durchgefiihrte Reduktion auf / Qi = p3 liefert fur 
ungerade Primzahlen p keine Erleichterung im Beweis von (3.7), da wir in 
diesem Fall kein Mitglied in einem minimalen Erzeugendensystem von Q 
linden, dessen geeignete Potenz in Z(Q)\{ 1 } liegt. 
Bevor wir uns der letzten Sorte von Gegenbeispielen zuwenden, unter- 
suchen wir zunachst die Struktur der Gruppen des Typs C genauer. 
LEMMA 3.9. Sei Q eine Gruppe vom Typ C. Dann gilt: 
(a) Q ist semidirektes Produkt einer elementarabelschen p-Gruppe A 
mit einer zyklischen q-Gruppe B = (b). Es gilt q # p. 
(b) B operiert irreduzibel auf A. 
(c) Fur jedes 1 # a E A gilt Q = <[a, b], b). 
Beweis. (a) Folgt sofort aus dem Satz von Schmidt (vgl. [8, p. 281[) 
und (2.9). 
(b) Folgt sofort aus der vollstlndigen Reduzibilitat von A als B- 
Modul. 
(c) Wegen (b) operiert b fixpunktfrei auf A. Also gilt 1 # [a, 61. Die 
Behauptung ergibt sich sofort aus (b) und (a). 
LEMMA 3.10. Sei die Situation wie in (3.3) und sei Q wie in (3.9). Ist 
die Ordnung von b eine Primzahl, so gilt C,,,(b) # 1. 
Beweis. 1st o(b) zu INI teilerfremd, so folgt die Behauptung aus [4, 
Theorem 3.4.41. 1st jedoch N eine q-Gruppe, so folgt die Behauptung aus der 
Bahngleichung. 
LEMMA 3.11. Sei die Situation wie in (3.3) und sei Q vom Typ C. Es 
gelte auJerdem C,(b) # 1. Dann gilt wk(H) # 1 fur alle k E N. 
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Beweis. Abweichend von den Beweisen fiir die Typen A und B berechnen 
wir w,(na, b) fiir Elemente 1 # a E A und 1 # n E C,.(b). 
Es ist c := [na, b] = ‘In, b]” ]a, b] = [a, b]. Also gilt 
Ina, Ina, b] 1 = Ina, cl 
= Inu, [a, bl I 
= In, Ia, bll” Ia, Ia, bl I 
= In, la, b] I”, 
denn a und [a, b] liegen in A und A ist abelsch. Es folgt sofort 
w,(na, b) = In, JJU, b] 1”. 
Ware w,JH) = 1, so hatten wir 1 = ]n, Ju, 6] ]. 
Aus der Teilerfremdheit der Ordnungen von N und A folgt hieraus die 
Beziehung In, ]a, b] ] = 1. 
Hieraus und aus der Wahl von n folgt 
1 #nEC,(b)nC,(lu,bl) 
= C,((b, la, bl)) 
= C,(Q) nach (3.9(c)). 
Dies widerspricht der treuen und irreduziblen Operation von Q auf N. 
LEMMA 3.12. Sei die Situation wie in (3.3). Sei weiter Q vom Typ C 
und A = (a) zyklisch. Dunn gilt wk(H) # 1 fiir de k E N. 
Beweis. Da A ein Normalteiler von Q ist, ist C,(A) = C,(a) ein Q- 
invarianter Teilraum des irreduziblen Q-Moduls N. Wegen der Treue der 
Operation von Q folgt, da13 a auf N tixpunktfrei operiert. 
Wir berechnen WJU, nb) fur ein Element 1 #n E N. Sei c := [a, nb] = 
[a, !~]]a, n]” =: ain, fur eine geeignete Potenz a’+ 1 und ein n, EN. Weiter 
gilt ]a, c] = ]a, ain, ] = ]a, n, 1. Eine einfache Rechnung zeigt nun 
~,(a, nb) = [a, c, k-,c] = [a, n,, k-,ui]s 
Aus wL(H) = 1 folgt wegen der fixpunktfreien Operation von ui auf N die 
Beziehung [a, n, ] = 1 und schlieBlich n, = 1. Also gilt [a, n]” = 1 und es 
folgt der Widerspruch n = 1 zur Wahl von n. 
LEMMA 3.13. Sei die Situation wie in (3.3), Ist Q vom Typ C, so gilt 
wk(H) # 1 fCr alle nat2i’rlichen Zahlen k. 
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Beweis. Nach (3.11) und (3.12) konnen wir annehmen, daB b 
tixpunktfrei auf N operiert und dalj A nicht zyklisch ist. Sei T := (A, Q(B)). 
T ist abelsch und nicht zyklisch. 
Sei N, ein irreduzibler T-Teilmodul von N. 
BEHAUPTUNG. Es existiert x E N, mit 1 + C,4(x) #A. 
Nach Voraussetzung ist A nicht zyklisch. Daher operiert nicht jedes 
Element aus A fixpunktfrei auf N,. Also existiert ein Element 1 # x E N, mit 
U := C,(x) # 1. Ware U = A, so hatten wir 1 # x E C,“(A). Da A normal in 
Q ist, ist C,(A) ein Q-invarianter Teilraum des irreduziblen Q-Moduls N. Es 
folgt der Widerspruch N = C,(A) zur treuen Operation von Q auf N. 
Nach (3.9) operiert (b) irreduzibel auf A. Insbesondere gilt daher 
Uh#U#Ub ‘. Die Gruppe U ist nicht mengentheoretische Vereinigung der 
echten Untergruppen U n Ub und U n Ubm’. Es existiert daher ein Element 
a E u\(U”U ub-‘). 
BEHAUPTUNG. ab und abml operieren fixpunktfrei auf N,. 
Die Gruppe (a”) ist Normalteiler in T. Also ist N, := C,,(ab) ein T- 
Teilmodul von N,. 1st N, = 1, so operiert ab wie behauptet. Andernfalls ist 
N, = N, und ab operiert trivial auf N,, insbesondere gilt ah E C,(x) = U, 
denn x E N,. Aber nach Wahl von a gilt a 6?Z Ubm’. Die Behauptung fur ab ’ 
wird analog bewiesen. 
Seien nun x, a, b wie oben gewahlt. Wir berechnen wk(xb, a): Es ist c := 
Ix&a] = Ix,a\h(b,al = lb, 1 a we g en a E C,(x). Damit haben wir 
[xb,c]=[xb,jb,all=[x,[b,al]h(b,[b,a]j. 
Weiter gilt 
[xb,c,c]= [Ix, [b,allb [b, [hall, [hall 
= [Ix, [b,a]lb, [b,a]][b*‘b*“‘l. [b, [ha], [b,a)] 
= 1 [x, [b, a]]‘, [b, a] j[bqfb*all, denn A ist abelsch. 
Es folgt nun sofort 
[xb, k~] = [[x, [b, a]jb, k-,[b, a]]‘b7’b3011, 
denn lb, a ] ist mit [ 6, [ 6, a] 1 vertauschbar. 
Ware w,(xb, a) = 1, so hatten wir 
Ix, lb, al, k-,[b,a]b~‘] = 1. 
14 ROLF BRANDL 
Wir vereinfachen diesen Ausdruck. Zunlchst gilt wegen a E C,,f(x): 
Ix, I&all = [.&a -“a] = IX,al[x,a-hlU= IX,Q-by. 
Also gilt 
1 = []x,a -by3 ~~,lb,alb~‘] 
= x,a-’ 3 k-,lb$-~la, denn ]b, a 11, ~’ 
und a liegen in A und sind daher vertauschbar. 
Somit gilt 
x, aPb ,,-,[bdy] = 1 
Wir berechnen zunachst 
Ix, a-*, lb, a]” ‘I = Ix, UP, bb-k’bab-‘1 
= X,a-b,a-‘ab ‘1 
= X,a~b,ab~‘I(X,a-b,a~Il”h~‘=:y. 
Nun ist die Gruppe NT metabelsch und wir konnen 17, 34.511 anwenden: 
lx, d, u-y = lx, u-1, a-b ] = 1, denn a E C,(x). Also gilt y = [x, aeb, a”-‘]. 
Analog erhllt man fur beliebiges k die Beziehung 
x,aeb, kp, lb, a]“-‘] = lx, a-6, k&z*-‘l. 
1st also wJH) = 1, so gilt insbesondere 1 = [x, a-‘, k- ,a”-‘]. 
Nun liegen alle Kommutatoren [x, aPb, iab-‘] in N,, denn x E N, und a* 
und &’ sind Elemente aus T. Weiter operieren &’ und ub, also such amb 
lixpunktfrei auf N, . Es folgt hieraus x = 1 im Widerspruch zur Wahl von x. 
4. GRUPPEN MIT NILPOTENTER KOMMUTATORGRUPPE 
Nach den Vorbereitungen von 3. beweisen wir nun den folgenden 
HAUPTSATZ 4.1. Flier die endliche Gruppe G sind Equivalent 
(i) G hat nilpotente Kommutatorgruppe, 
(ii) G erftillt fast alle Gesetze wk identisch. 
Nach (3.2) ist noch zu zeigen, da13 aus w,JG) = 1 fur fast alle natiirlichen 
Zahlen k die Auflosbarkeit von G folgt. Ein Gegenbeispiel kleinstmoglicher 
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Ordnung hierzu ist minimal-einfach, ist also nach 19 ] eine der folgenden 
Gruppen: 
~W2, P), p > 5, p eine Primzahl, 
PSL(2,2f), PSL(2,3’). f eine Primzahl, 
Sz(2“), f eine ungerade Primzahl, 
und 
PSL(3,3). 
Bei der Betrachtung von Kommutatoren in diesen Gruppen wird folgendes 
Ergebnis sehr gute Dienste tun 
HAUPTLEMMA 4.2. Sei T< G. Fur alle g E G sei T= TR oder 
T n TL = 1. Sei z # 1 ein festes Element aus T mit der Eigenschaft, daJ alle 
Elemente aus N,(T) mit der gleichen Ordnung wie z schon in T liegen. Es sei 
weiter C,(z) < T. Sei x E G mit Ix, ,,z 1 = 1. Dann gilt x E N,(T). 
Bemerkung. Die Voraussetzung, da0 alle Elemente aus N,(T) der 
gleichen Ordnung wie z schon in T liegen ist beispielsweise dann erfiillt, 
wenn T eine n-Hallgruppe von G ist, denn dann ist No(T) rr-abgeschlossen. 
Da wir (4.2) such auf andere Untergruppen T anwenden werden, haben wir 
die Voraussetzung in voller Allgemeinheit formuliert. 
Beweis von 4.2. Aus [x, nz] = 1 folgt [x, n- ,z] E C,(z) < T nach 
Voraussetzung. Also gilt [x, n-,~I = z-tx*n~2Z1 . z E T. Wegen z E T ist daher 
, f zI-r.,, ?-I E T(, TIX.,, 211. Nach Voraussetzung folgt T= T[“+2z1 also 
x 3 ,I 2z/ E No(T). Es ist [x, ,,-2z] = z-‘*+~‘~ . z und wegen z E T< N,(T) 
ist daher zI-v*~ II E N(T). 
Aus o(z) = o(z’~+~’ ) und der Voraussetzung folgt hieraus die Beziehung 
zbv 91 E T. 
Analog wie oben ergibt sich Ix, n-3z 1 E N,(T) und wir erhalten 
schlieljlich [x, z] E N,(T) und x E N,(T). 
Bevor wir (4.2) auf die Gruppe G = PSL(2, p“) anwenden, notieren wir 
einige Eigenschaften einer speziellen Klasse von Untergruppen, den 
sogenannten Singerzyklen von G. 
LEMMA 4.3 15, p. 192 1. Sei G = PSL(2, q). Dann gilt: 
(a) G besitzt eine zyklische Untergruppe S der Ordnung (q + 1)/h mit 
h := (q - 1,2), 
(b) Zst 1 # s E S, so ist Nc((s)) eine Diedergruppe der Ordnung 2 I S(, 
(c) Zst s E S mit o(s) > 3, so gilt C,(s) = S, 
(d) Fur alle g E G gilt S = SR oder S f? SR = 1. 
481 7.7 I2 
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Beweis. (a), (b) und (d) stehen in [S, p. 192). (c) Wegen o(s) > 3 ist 
SfS-'. Die Behauptung folgt aus (b). 
LEMMA 4.4. Sei G = PSL(2, q) und S ein Singerzyklus in G. Ist z E S 
mit o(z) > 3 und gilt fir ein x E G die Beziehung Ix, k~] = 1, so folgt 
x E No(S). 
Beweis. Wir wollen (4.2) anwenden. Nach (4.3) erfullt T := S die ersten 
beiden Voraussetzungen von (4.2). Wegen (4.3(b)) ist NJS) eine 
Diedergruppe. Also haben alle Elemente in NJS)\S die Ordnung zwei. 
Daher liegt jedes Element der Ordnung = o(z) aus N&S) schon in S. Die 
Behauptung folgt nun aus (4.2). 
Urn (4.4) anwenden zu kiinnen, suchen wir Elemente x E G\N,(S) und 
y E G derart, da13 gilt [x, y] E S\{ l}. Sind x und y gefunden und ist 
0(1x, y]) > 3, so liefert (4.4), dal3 [x, k[~, y] 1 # 1 fur alle natiirlichen 
Zahlen k. Insbesondere folgt dann w,JG) f 1. 
LEMMA 4.5. Sei K ein endlicher Koper und sei (K / # 3. Dann existiert 
ein irreduzibles Polynom f(X) =X2 + rX + 1 mit o # r E K. 
Beweis. Wir zlhlen die reduziblen normierten Polynome f vom Grad 2 
und konstantem Term 1. f hat die Form f(X) = (X - a)(X - a-‘). Es gibt 
also hochstens i(lK) + 1) reduzible Polynome von oben beschriebener Art. 
Es gibt aber 1 KI Polynome der Form X2 + rX + 1. Fur 1 K I > 4 sind 
mindestens zwei davon irreduzibel. Fur eines dieser beiden gilt r # 0. Fur 
K = GF(2) wahle man f(X) = X2 + X + 1. 
LEMMA 4.6. Sei q = pf > 4 und sei < ein Erzeuger von GF(q)*. Sei 
weiter x := (i t!,). Dann existiert y E SL(2, q) derart, daJ das 
charakteristische Polynom f von Ix, y 1 irreduzibel ist und die Form hat 
f(X)=X’+rX+ 1 mit r#O. 
Beweis. Wir machen den Ansatz y = (z f;). Es ist 
= dC ’ -br- ’ aC; b< 
( -d al I( cc- ’ d<-’ 
bd(1 - <-‘) 
ad - bc<’ ’ 
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Die Spur von [x, y ] ist daher 
ad - bcrp2 t ad - bc<’ = 2ad - bc(C2 + C-‘) 
= 2 - bc(r2 - 2 t <-‘) 
= 2 - bc(r - l- ‘)2, 
wobei wir ad - bc = 1 verwendet haben. 
Wegen det( [ X, y ]) = 1 gilt fur das charakteristische Polynom f von Ix, y ] : 
j-(X)=X’+ (bc([-l-‘)2-2)Xt 1. 
Sei 0 # r E GF(q) gewlhlt wie in (4.5). Wir wahlen weiter b, c E GF(q) mit 
bc(c - <- I)’ - 2 = r. Dies ist moglich, denn wegen q > 4 ist l# r-i. Wahlen 
wir noch a, d E GF(q) mit ad - bc = 1, so leistet y = (F i) das Verlangte. 
LEMMA 4.1. Seien x und y wie in (4.6) gewihlt. Sei z := [x, y] und 
bezeichne F das Bild von z unter dem kanonischen Epimorphismus 
-: SL(2, q) + PSL(2, q). Dann gilt F2 # 1. 
Beweis. Sei zunlchst q ungerade. Dann enthalt die Gruppe X(2, q) 
genau eine Involution, namlich ( ,’ “, ). Ware ,T2 = 1, so ware z2 = (i y) 
oder .z2 = ( ,’ :, ). Im ersten Fall ware dann wegen obiger Bemerkung 
z=(,’ 2, ) oder z = 1, also in jedem Fall ware das charakteristische 
Polynom von z reduzibel. Das widerspricht (4.6). Im zweiten Fall ist z 
Nullstelle des Polynoms X2 + 1. Nach dem Satz von Cayley/Hamilton ist z 
such Nullstelle seines charakteristischen Polynoms, also ist z such Nullstelle 
von (X’+rX+ 1)-(X’+ l)=rX, also rz=O. Aber r#O. 
1st die Charakteristik von GF(q) gerade, so gilt SL(2, q) = PSL(2, q). Alle 
Involutionen in SL(2, q) sind konjugiert, haben also das gleiche 
charakteristische Polynom, namlich X2 + 1. Wie oben ergibt sich der 
Widerspruch rz = 0. 
Nach diesen Vorbereitungen sind wir nun in der Lage zu zeigen, da13 wk 
kein Gesetz in PSL(2, q) ist fur q > 4. 
LEMMA 4.8. wk ist kein Gesetz in PSL(2, q) fiir q > 4. Insbesondere ist 
cvk kein Gesetz in den Gruppen PSL(2, q), die minimal-einfach sind. 
Beweis. Seien x, y wie in (4.6). Mit -T, p bezeichnen wir wieder die von x 
bzw. y auf der projektiven Geraden induzierten Abbildungen. Da das 
charakteristische Polynom von [x, y] irreduzibel ist, hat [x, y] keinen 
Eigenraum, d.h. [Z, jr] operiert fixpunktfrei auf P(1, q). Nach [5, Satz 8.5, 
p. 1931 liegt I := [X, 91 in einem Singerzyklus S von PSL(2, q). 
Ware ~~(2, 7) = 1, so hlten wir nach (4.4) und (4.7) die Beziehung 
.U E N PsL~2.qds)’ w g e en der Isomorphie von PSL(2,4) und PSL(2,5) 
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k&men wir q # 5 annehmen. Also ist o(Z) = (q - 1)/h > 3. Aber es gilt 
(o(Gl NW) < 2. D ies liefert den Widerspruch X & NPS,,(2,q)(S). 
Nachdem wir nun gezeigt haben, da13 wk kein Gesetz in PSL(2, q) ist, 
wenden wir uns nun der Untersuchung der Suzukigruppen zu. Wieder wollen 
wir das Hauptlemma anwenden. Dazu benotigen wir: 
LEMMA 4.9. Sei G := Sz(q), q = 2f, f ungerade und 2r = q2. Dann 
existieren Elemente x, y E G mit o(x) = q - r + 1 = o(y) derart, daJ 
0(X’ . y) = 2. Man kann x, y so wtihlen, daJ x und y konjugiert sind. 
Beweis. Sei x ein Element der Ordnung q - r + 1 in G; sei weiter Ri die 
Konjugationsklasse von G in der x liegt und sei A := (x). Es gilt nach 16, 
4.12, p. 371, daI3 N,(A) eine Frobeniusgruppe der Ordnung 4 . IA 1 ist. Also 
ist x in G konjugiert zu x-‘. Sei Rj := Ri die Klasse, in der sowohl x als 
such .x-I liegen, sei weiter R, die Klasse der Involutionen von G. Mit aijk 
bezeichnen wir die Anzahl der (u, v) E Ri x aj mit uu = w mit einem fest 
gewlhlten w E R,. Dann gilt (vgl. 14, 4.2.121) 
a,, = lRil ’ lRjl + XuCRi) ’ XuCRj) ’ XuCRk) 
IJk IGI - u= I X”(1) ’ 
wobei, die Summation iiber alle irreduziblen Charaktere 
berechnen diese Summe. Es ist 
von G Iauft. Wir 
wobei wir verwendet haben, dal3 x und x-’ konjugiert sind und da13 der 
Charakterwert auf einer Involution reel1 ist. Suzuki hat in [8, p. 143 ] die 
Charaktertafel von G angegeben. In seiner Notation ist x = 71, und R, die 
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G 
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t$(n,)’ . (r - 1) 2 
= (4-r+ 1)' ' +g (q-r+ l)(q- 1)-T 1 ’ 
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Nun ist c{(~,,) reell, also ist der mittlere Term in der Summe nichtnegativ. 
Wegen q > 8 ist daher der gesamte Ausdruck positiv. Also existieren 
Elemente x, y wie behauptet. 
LEMMA 4.10. wk ist kein Gesetz in G = Sz(2”). 
Beweis. Wir wahlen x, y wie in (4.9). Sei y = xY” fur ein y,, E G. Sei 
z := 1s. yoI un d sei T die 2-Sylowgruppe von G, in der z liegt. T erfiillt alle 
Voraussetzungen von (4.2). Ware wk(x, yO) = 1, so wiirde gelten x E N,(T). 
Aber es ist o(x) = q - r + 1 zu IN,(T)1 = (q - 1) q2 teilerfremd. Daher ist 
kein ivk ein Gesetz in G. 
In der Liste der minimal-einfachen Gruppen steht nun noch eine weitere 
Gruppe, namlich PSL(3, 3). Ihr wollen wir uns nun zuwenden. 
LEMMA 4.11. Die Gruppe G = PSL(3, 3) besitzt eine aujlr.%bare 
Untergruppe der Fittinglhge drei. Insbesondere gilt wk(G) # 1 fiir fast 
alle k. 
Beweis. Wegen Z(G) = 1 ist PSl(3, 3) = SL(3,3). Sei 
H:= I(;’ ; ; jixu- yz=d#O/ <SL(3,3). 
Offenbar ist Hr GL(2, 3). Weiter gilt (vgl. [5, p. 653]), dal3 H/Z(H) = 
PGL(2, 3) g y4. Also hat H Fittinglange drei. 
Ware wk(G) = 1, so such wk(H) = 1. Aber H ist auflosbar und fur 
auflosbare Gruppen haben wir bereits aus der Giiltigkeit von wk fur unend- 
lich viele k die Nilpotenz der Kommutatorgruppe gezeigt. Dies widerspricht 
der Tatsache, darJ H Fittinglange drei hat. 
Der Beweis van (4.1) ergibt sich nun unmittelbar aus (3.2), (4.8), (4.10) 
und (4.11). 
5. ~~BERAUFL~SBARE GRUPPEN 
Als eine Anwendung von (4.1) beschreiben wir nun die Klasse der 
tiberaufldsbaren Gruppen durch gewisse Identitaten. Wir definieren zunlchst 
eine Folge von Gesetzen, die in jeder iiberaufliisbaren Gruppe fast alle iden- 
tisch gelten. Es stellt sich jedoch heraus, darj es Gruppen mit beliebig hoher 
Fittinglange gibt, die fast alle diese Gesetze erfiillen. Solche Gruppen stellen 
eine natilrliche Verallgemeinerung der tiberauflosbaren Gruppen dar. Wir 
werden darauf naher eingehen. Durch Verwendung einer weiteren Serie von 
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Gesetzen lassen sich die iiberauflosbaren Gruppen schlierjlich 
charakterisieren. 
DEFINITION 5.1. P” ur Variable x, y defmiere man ti’,(x, y) := (x, y] und 
rekursiv Ck+ ,(x, y) := ti,(x, y)-” . [&(x9 y), y]. 
Gilt Ck(G) = 1, so folgt offenbar, dal3 fur alle 12 k gilt ri’,(G) = 1. Wir 
zeigen nun, da13 jede iiberaufldsbare Gruppe ein Gesetz tik identisch erfiillt: 
SATZ 5.2. Sei G eine iiberaufliisbare Gruppe. Dann gilt Ck(G) = 1 fir 
fast alle k E IN. 
Beweis. Wir fi.ihren vollstlndige Induktion nach der Lange einer Haupt- 
reihe von G durch. Sei G ein Gegenbeispiel kiirzester Lange zum Satz und 
sei N ein minimaler Normalteiler von G. Es ist N = (z) zyklisch von Prim- 
zahlordnung. Per Induktion ist zYk(G) Q N fiir fast alle k. 
Seien x, y E G gegeben mit ti’,(x, y) # 1. Ohne Beschrlnkung der 
Allgemeinheit konnen wir annehmen, dal3 Ck(x, y) = z gilt. 
Da N ein zyklischer Normalteiler von G ist, gilt zy = zr fur eine ganze 
Zahl r. Fur l> k sei ti,(x, y) = zs mit einem s E Z. Damit gilt 
ti,, *(x, y) = zs(-‘-‘yzs)y 
= zs+- I) 
W5hlen wir ein I> k mit 1s r - 1 (mod INI), so gilt offenbar ti,, ,(x, y) = 1. 
Hieraus folgt sofort i,(G) = 1 fur geniigend grorje m. Dies widerspricht der 
Wahl von G. 
Vergleicht man das Gesetz tik(x, y) = x~~‘~y~~~2~y~~‘~~~kiy~ mit der k-ten 
Engelbedingung e,(x, y) = x(- ‘+y)(-l ty)‘. ‘(- It y), so vermutet man, da13 
Gruppen, die fast alle Gesetze d, identisch erfiillen, einige Eigenschaften mit 
nilpotenten Gruppen gemeinsam haben. In diese Richtung zielt eine Frage, 
die Newell auf der Arbeitstagung Baer-Salzmann im Januar 1979 gestellt 
hat. Die Antwort steht in 
SATZ 5.3. Sei Ck(G) = 1 fiir ein k. Dann besitzt G einen Sylowturm zu 
der zur natzi’rlichen Anordnung der Primzahlen entgegengesetzten 
Anordnung. 
Beweis. Sei G ein Gegenbeispiel kleinstmoglicher Ordnung zum Satz. 
Dann besitzt jede echte Untergruppe und jede echte Faktorgruppe von G 
einen Sylowturm der geforderten Art. 
Sei p der kleinste Primteiler der Ordnung von G. Dann ist jede echte 
Untergruppe von G p-nilpotent, G selbst jedoch nicht. Nach einem Satz von 
It6 ist G minimal nicht nilpotent, also ist G = NQ mit einer normalen p- 
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Sylowgruppe N und einer zyklischen Gruppe Q = (y). Weiter ist N elemen- 
tarabelsch und Q operiert irreduzibel auf N. 
Fur die von y auf N induzierte lineare Abbildung, die wir wieder mit .r 
bezeichnen wollen, gilt wegen i,(G) = 1 die Beziehung (-1 + y)(-2 + y) ... 
(-k+y)=O. 
Sei K ein Korper der Charakteristik p, der alle q-ten Einheitswurzeln 
enthalt. Uber K la& sich y diagonalisieren, sei etwa y = diag(e, ,..., E,,). Es 
folgt fur alle 1 < i < n die Beziehung (-1 + ci) .+. (-k + si) = o E K. Daher 
liegen alle ci im Primkorper von K. Nun sind alle .si q-te Einheitswurzeln und 
q > p. Es folgt der Widerspruch y = 1. 
Uberauflosbare Gruppen haben nilpotente Kommutatorgruppen. 
Insbesondere haben sie Fittinglange zwei. Im Gegensatz hierzu existiert keine 
Schranke fur die Fittinglange von Gruppen, die ein (fast alle) zi’, identisch 
erfiillen. 
Es gilt sogar starker: 
SATZ 5.4. Sei G eine Gruppe mit C,(G) = 1 ftir ein 1. Dann existiert fir 
jedes n, das gr$er ist als die Fittingltinge von G eine G enthaltende Gruppe 
H der Fittingltinge n mit Ck(H) = 1 fir fast alle k E R\1. 
Beweis. Wegen (5.3) ist G auflbsbar. Man wlihle eine Primzahl p = 1 
(mod(exp(G)). Nach dem Satz von Dirichlet existieren unendlich viele solche 
Zahlen p. 
Sei N := GF(p) G der Gruppenring von G iiber GF(p). Weiter sei L das 
semidirekte Produkt von N mit G. 
Dann ist N = F(L), denn trivialerweise ist N < F(L) und nach dem 
Dedekindschen Modulargesetz ist F(L) = N. (F(L) n G). Wegen p)I GJ gilt 
[N, F(L) f? G] = 1. Aber jedes von 1 verschiedene Element von G operiert 
nichttrivial auf N. Dies zeigt N = F(L) und die Fittinglange von L ist urn 1 
gr6Ber als die Fittinglange von G. 
Wir zeigen tik(L) = 1 fur fast alle k. Wegen c,(G) = 1 ist C,(L) <N. Urn 
tik(L) = 1 fiir fast alle k zu zeigen geniigt es, fiir x E L und y E G zu zeigen 
zY~(x, y) = 1 fur fast alle k. Nun ist die Gruppe (N, y) tiberauflosbar, denn 
nach Wahl von p enthllt GF(p) alle o(y)-ten Einheitswurzeln und daher sind 
alle irreduziblen ( y)-Untermoduln des vollstandig reduziblen Moduls N 
eindimensional. Die Behauptung folgt. 
Nach (5.4) reichen die Gesetze tii’, nicht aus, urn die Klasse der 
uberauflosbaren Gruppen gems (2.4) zu beschreiben. Es zeigt sich aber, 
da13 diese zusammen mit den Gesetzen wk das Verlangte leisten. Es gilt der 
folgende: 
HAUPTSATZ 5.5. Ftir die endliche Gruppe G sind iiquivalent 
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(i) G ist tiberaujl6sbar; 
(ii) G erf2lt fast alle Gesetze li;, , wk. 
Beweis. Die Implikation “(i) - (ii)” haben wir bereits gezeigt. Fur die 
Umkehrung betrachten wir ein Gegenbeispiel G kleinstmoglicher Ordnung. 
Nach (4.1) hat G eine nilpotente Kommutatorgruppe und jede echte 
Untergruppe und jede echte Faktorgruppe von G ist tiberauflosbar. Hieraus 
und aus einem Ergebnis von Doerk ([ 31) folgt, da13 G genau einen minimalen 
Normalteiler N hat, der in G ein zyklisches Komplement Q = (v) besitzt. 
Sei 1 # x E N. Da x und y nicht vertauschbar sind, konnen wir ein j 
wlhlen mit Cj(x, y) # 1 = ti;.+ ,(x, y). Damit gilt 1 = tij+ I (x, y) = Cj(x, y))’ 
li;(x, y)‘. Also ist (tij(x, y)) ein von 1 verschiedener Q-invarianter Teilraum 
von N. Wegen der irreduziblen Operation von Q auf N ist N zyklisch und G 
ware tiberauflbsbar im Widerspruch zur Wahl von G. 
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