On 19 September 1996, a squall line stretching from Nebraska to Texas with intense embedded convection moved eastward across the Kansas-Oklahoma area, where special observations were taken as part of a Water Vapor Intensive Observing Period sponsored by the Atmospheric Radiation Measurement program. This provided a unique opportunity to test mesoscale data assimilation strategies for a strong convective event. In this study, a series of real-data assimilation experiments is performed using the MM5 four-dimensional variational data assimilation (4DVAR) system with a full physics adjoint. With a grid size of 20 km and 15 vertical layers, the MM5-4DVAR system successfully assimilated wind profiler, hourly rainfall, surface dewpoint, and ground-based GPS precipitable water vapor data. The MM5-4DVAR system was able to reproduce the observed rainfall in terms of precipitation pattern and amount, and substantially reduced the model errors when verified against independent observations. Additional data assimilation experiments were conducted to assess the relative importance of different types of mesoscale observations on the results of assimilation. In terms of the assimilation model's ability to recover the vertical structure of moisture and in reproducing the rainfall pattern and amount, the wind profiler data have the maximum impact. The ground-based GPS data have a significant impact on the rainfall prediction, but have relatively small influence on the recovery of moisture structure. On the contrary, the surface dewpoint data are very useful for the recovery of the moisture structure, but have relatively small impact on rainfall prediction. The assimilation of rainfall data is very important in preserving the precipitation structure of the squall line. All the data are found to be useful in this mesoscale data assimilation experiment.
Introduction
Numerical weather prediction is an initial value problem that is made more difficult by the nonlinear growth of errors in the initial conditions and shortcomings in the model representation of the atmosphere. An accurate depiction of the atmosphere is also helpful for testing parameterizations in forecast models and in nowcasting significant weather events, such as flash floods and severe storms. Thus, it is not surprising that considerable effort has focused on improving the estimates of the model initial state through a variety of data assimilation techniques. The field of data assimilation is progressing rapidly with new remote sensing techniques and advances in our computational ability. The improved com-putational resources allow for increasingly high spatial resolution to be employed in forecast models. The need to initialize these high-resolution models places new demands on our observing networks and on our data assimilation systems. Fortunately, our increased computing resources have also made it possible to explore promising assimilation techniques that are computationally intensive.
One of these promising techniques is the four-dimensional variational data assimilation (4DVAR) method. Many researchers have reported encouraging results with this approach, first with simplified dynamic models (e.g., Lewis and Derber 1985; Courtier and Talagrand 1987) and more recently with more sophisticated numerical weather prediction models (e.g., Thepaut et al. 1993; Zou et al. 1993 Zou et al. , 1995 Zupanski 1993; Zupanski and Mesinger 1995; Kuo et al. 1996; Zupanski 1997) . The combined complexity of this technique and full physics forecast models make it imperative that the strengths and weakness of this approach are well un-
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derstood. An area of concern is the magnitude of errors induced by the linearization of highly non-linear or even discontinuous processes in the atmosphere, such as moist convection (e.g., Vukicevic and Errico 1993; Xu 1996a,b; Zou 1997; Vukicevic and Bao 1998) . Other areas for improvement in the application of 4DVAR, according to Vukicevic and Bao (1998) , include 1) specification of the background and forecast model error statistics, 2) including realistic subgrid-scale physical parameterization in the adjoint model, and 3) reducing the computational demands of the technique.
While we acknowledge the need for advancement of the 4DVAR technique in these proposed areas, we feel that the method is sufficiently robust and can be applied to explore other aspects of the data assimilation problem. For example, in this study we address how a potential mix of different observations affects the accuracy of the estimate of the true state of the atmosphere provided by mesoscale data assimilation. This type of question is particularly well suited for 4DVAR techniques because observations that are not predictive variables in forecast models, such as the atmospheric refractive index or the vertically integrated water vapor content, can be used as constraints in the assimilation. The need for assimilation studies that can help design future observing networks was suggested in the prospective development team reports of the U.S. Weather Research Program (Emanuel et al. 1995; Dabberdt and Schlatter 1996) . These development teams also note an especially critical need to improve estimates of the three-dimensional distribution of water vapor. An accurate determination of water vapor is also important for radiative transfer and the simulation of cloud fields for climate purposes, such as in the Atmospheric Radiation Measurement (ARM) program (Stokes and Schwartz 1994) .
The measurements for our study were taken during the ARM program's Water Vapor Intensive Observation Period (WVIOP) from 10 to 30 September 1996. The location of the ARM experiment was over the data-rich southern Great Plains of the United States. There were several convective events observed during this period. After reviewing the observations, we selected a strong convective case that occurred on 19 September 1996 over Kansas and Oklahoma. The data, including both conventional and supplementary mesoscale observations, provide a unique opportunity to test a state-ofthe-art full-physics 4DVAR system for direct assimilation of heterogeneous and high-resolution observations.
The MM5-4DVAR system employed in this study is based on the Pennsylvania State University-National Center for Atmospheric Research (PSU-NCAR) nonhydrostatic mesoscale model (MM5) discussed in Zou et al. (1995) , Kuo et al. (1996) , and Zou et al. (1997) . For this study, a bulk planetary boundary layer scheme with fluxes of sensible and latent heat (Deardorff 1972) , the revised Grell et al. (1994) cumulus parameterization, and the Dudhia (1989) explicit moisture scheme with ice were included as part of the model and accompanying adjoint system. In addition to providing insight on the impact of different measurements on the accuracy of the assimilation system, it is hoped that this work will also offer some guidance on the design of a mesoscale data assimilation system in a data-rich region.
The following section gives a brief overview of the synoptic case chosen for this study. The mesoscale observations and their corresponding cost functions used in the 4DVAR experiments are described in section 3. The 4DVAR experiment design is presented in section 4. Section 5 shows the results from the basic experiments. The roles of precipitation physics in 4DVAR are also briefly discussed. Some practical issues in real data assimilation are addressed in section 6. Section 7 discusses the data impact by excluding selected type of the observations from the basic experiments. Finally, in section 8, conclusions are drawn, and future work is discussed.
Overview of synoptic case
On 19 September 1996, a prefrontal rainband with strong embedded convection stretching from Nebraska to Texas moved eastward across the Kansas-Oklahoma area. At 0000 UTC 19 September 1996, a surface trough was located in the west-central United States with a stationary, cold and warm front system (not shown). A weak low center on the 700-hPa level was located in Colorado, while the 500-hPa low center (5612 m) was situated in the northwest corner of Wyoming (Fig. 1a) . Parts of Oklahoma and Kansas were underneath the right side of the exit region of an upper-level jet streak (not shown). From Texas to Kansas, a southerly low-level (850 hPa) jet (LLJ) with a maximum speed of 13.4 m s Ϫ1 (Fig. 1c) was transporting warm and moist air northward. The air was almost saturated below 850 hPa in the western part of Texas, Oklahoma, Kansas, and Nebraska, but over the same area the relative humidity at the 500-hPa level was less than 30% (Fig. 1a) . At this time, a squall line was forming over western Kansas and Oklahoma (Fig. 2a) . As the frontal system moved eastward, the squall line expanded very quickly. By 0600 UTC 19 September, a well-defined line was evident from Nebraska to the northwest of Texas (Fig. 2b) .
The convection intensified and moved eastward steadily ( Fig. 2c and 2d ). At 1200 UTC 19 September, a cyclone with a central pressure of 1006 hPa was located on the border between Kansas and Nebraska ( Fig.  2d ) while a cutoff low (5630 m) at 500 hPa was located on the border between Wyoming and Nebraska (Fig.  1b) . The LLJ intensified and moved farther northward to the border between Kansas and Nebraska with a maximum wind speed of 23.3 m s Ϫ1 (Fig. 1d) . At this time, the high relative humidity (Ͼ80%) belt from the surface to 500 hPa over Nebraska, Kansas, and Oklahoma (Figs. 1b and 1d) coincided with the strong and well-developed convection (Fig. 2d) . The maximum hourly rainfall end- ing at 1200 UTC 19 September for the two major rainfall centers located in east Kansas and central Oklahoma, respectively, were 19.6 and 22.7 mm (Fig. 2d) .
Cost function and mesoscale observations in 4DVAR
The main purpose of the ARM WVIOP is to improve the description of the moisture distribution in the atmosphere. In addition to the 3D gridded analysis, which was used as both the first guess and the background fields at 0000 UTC 19 September 1996, much of the observed data used in this data assimilation study were related to moisture, including ground-based Global Positioning System (GPS) precipitable water (PW), surface dewpoint from several mesonets, and hourly rainfall analysis produced by the Arkansas Basin-Red River Forecast Center (ABRFC). The hourly wind profiler observations from the National Oceanic and Atmospheric Administration (NOAA) Demonstration Network were also assimilated into the model. The observed data used in the 4DVAR experiments are listed in Table 1 .
To assimilate the observed data in 4DVAR with the adjoint technique, the spatial projection operator Hwhich projects the model variables from the model space to the observation space, and the variable transformation operator O-which transforms the model variables to the observed variables, along with the adjoints of these operators, must be developed. If the observed value is not an instantaneous value at a specific time, there should be a temporal projection operator A that transforms the model data over a time period to the equivalent value of observations. Conventionally, the observational operator is represented by OHA. In general, the cost function for the observation can be expressed as
Sea level pressure and hourly rainfall ending at (a) 0000, (b) 0600, (c) 0900, and (d) 1200 UTC 19 Sep 1996. The contour intervals for pressure is 2 hPa. The contour level for rainfall are 1, 5, 10, and 25 mm. The box indicates the area where the hourly observed rainfall is assimilated. 
where X k is the model variable vector at time t ϭ t k , k ϭ r ϩ m1, . . . , r Ϫ m2. Here, X r is the model vector equivalent to Y r , which is the observation vector reported at time t ϭ t r ; Y r may be an instantaneous value
FIG. 3. Distribution of the observations. Flag is wind profiler, triangle is ground-based GPS PW, small dot is surface dewpoint, and big dot is raob data. The number indicates the raob station ID.
at t ϭ t r or a time-averaged value that is reported at t ϭ t r ; and A transforms the model data over the time steps from r ϩ m1 to r Ϫ m2 to X r . If Y r is an instantaneous value at t ϭ t r , then X r ϭ X r . If Y r is an hourly averaged value reported at the ending time t ϭ t r , then
[here m1 ϭ 0 and m2 ϭ K Ϫ 1 in (3.2)]. Here, ⌬t is the time step in seconds. The operator H, used to interpolate the model gridded data to the observed location, is defined as a 16-point two-dimensional overlapping parabolic interpolation (Guo and Chen 1994) ; and W r is the weighting for the observation at t ϭ t r , which should be the inverse of the observation error covariance matrix. In this study we assumed W r to be stationary and diagonal (i.e., no correlations between the observations and the weightings do not vary in time, W r ϭ W). Here H, O, and W are all matrices; Nr is the number of observed time periods. The superscript ''T'' stands for transpose. During the forward model integration, the cost function J, defined in (3.1) and (3.2), and the terms such as
are computed and saved for each type of observation. During the adjoint model backward integration the forcing term F r , defined as
is inserted at the observation reporting time t ϭ t r . When Y r is a time-averaged value, the adjoint of A in (3.2) should also be included in the adjoint model backward integration. The impact from observation Y r at t ϭ t r will then be distributed to the adjoint variables over the time period of t rϩm1 to t rϪm2 . The distribution of the observing systems used in this assimilation study is shown in Fig. 3 . Most of the data were provided by the ARM experimental center. The ARM supplementary observing network was located within the Wind Profiler Demonstration Network, and hourly wind estimates from the wind profiler (WPRF) network were assimilated into the model. A description of this network and the data processing techniques can be found in Barth et al. (1994) . Surface dewpoint temperatures (STD) from the conventional National Weather Service (NWS) network and the ARM, Kansas, and Oklahoma mesonets were also assimilated. In addition, a special network of 15 GPS receivers was placed over the center of this region by NCAR and NOAA/Environmental Technology Laboratory (ETL). The data from these GPS receivers were used to derive vertically integrated water vapor (precipitable water vapor), which is termed GPS-PW in subsequent discussions. The technique of deriving GPS-PW and examples of observations over the central United States can be found in Businger et al. (1996) . The standard NWS rawinsonde soundings (raob's) over this region were used to improve the gridded analyses, but were otherwise reserved for 
In the following subsections, we will describe each data source in more detail and discuss how they are assimilated into the MM5-4DVAR system through each of the terms in the cost function in (3.5).
a. Gridded analysis and the background term J 0
The objective analysis at 0000 UTC 19 September 1996 is obtained by using the National Centers for Environmental Prediction (NCEP) global analysis as the first guess and then enhancing it with rawinsonde observations through successive correction. This is the standard procedure for initializing the MM5 modeling system. This analysis is used in the calculation of the background term J 0 as X b in the 4DVAR experiment starting at 0000 UTC 19 September 1996:
where X 0 is the vector of the model initial condition at t ϭ t 0 , which is the control variable in the 4DVAR. They include eight three-dimensional fields: the wind components u, ; temperature T; specific humidity q; pressure perturbation pЈ; vertical velocity w; cloud water q c ; and rainwater q r (because Dudhia's explicit moisture scheme is used in this study). In addition, X b has the same components as X 0 . Obviously, the objective analysis does not contain q c and q r . So, initially, these fields have zero value. When the 4DVAR system is used operationally, X b should be the model forecast from the previous update cycle, and W should be B Ϫ1 , where B Ϫ1 is the inverse of the forecast error covariance matrix B. In this study we conduct the 4DVAR experiments for two consecutive 6-h periods starting at 0000 UTC 19 September 1996. Since we do not have an extended update cycle, we use the corresponding objective analysis at 0000 UTC 19 September 1996 as X b for the first 6-h 4DVAR experiment. For the second 6-h 4DVAR experiment (similar to an operational environment), the assimilation result at 0600 UTC from the first 6-h 4DVAR experiment is used as X b . Here, W is not derived from B, but rather it is simply based on the radiosonde observation error variances (Parrish and Derber 1992) for wind, temperature, and moisture. For pressure perturbation ( pЈ) and vertical velocity (w), cloud water (q c ), and rainwater (q r ), which are not observed directly, the weightings are calculated as the inverse of the squared maximum differences between two forecasts that are 6 h apart. Since MM5 uses terrain-following coordinates and flux form governing equations, some conversions are implemented to obtain an appropriate W based on the radiosonde observation error statistics and the surface reference pressure. Note that in MM5, the surface reference pressure is time independent. The original radiosonde observation error variance is only a function of pressure; therefore, the derived weightings should only vary in height. After the coordinate transform, however, W corresponding to u, , T, and q becomes a three-dimensional field. The horizontal mean values of the weightings and the corresponding errors for the different variables at three selected levels-0.25 (upper), 0.64 (middle), and 0.98 (bottom)-are listed in Table 2 .
Here the term ''background'' has a somewhat different meaning from that in an operational setting. The objective analysis of u, , T, and q used in this study as background may have higher accuracy than a model forecast because it is produced in a data-rich environment. The radiosonde observation error variances, in general, are smaller than the analysis error or the model forecast error variances. Therefore this assumption means that a stronger constraint (larger W) is used for the analysis of u, , T, and q toward the background fields through the cost function J 0 than if we had included analysis and forecast error variances. The errors for pЈ, w, q c , and q r are generally large (Table 2) , so a weaker constraint is placed on these variables, which would allow larger adjustments. The derivation of a complete B and its impact on the results are major issues for an operational variational data assimilation system, which is beyond the scope of this study. Because of the lack of necessary statistics, we used the same background error covariance (which was based on the radiosonde observation error variances) for all 4DVAR experiments, although the background fields were produced differently for different experiments. The results in this study may serve as a base for future study. The background term is very important in a data assimilation procedure. In 4DVAR, including the background term allows the Hessian matrix to be positive definite and makes the problem well posed. Especially when the observed information is not sufficient (as in most situations), the background term allows the number of constraints to be more than the number of control variables to avoid having an underdetermined problem.
b. GPS precipitable water and cost function J 1
There are 15 GPS-PW observation sites located in Oklahoma, Kansas, and Colorado (triangle in Fig. 3 ). The PW data with 30-min temporal resolution are provided by the University Corporation for Atmospheric Research (UCAR) GPS Science and Technology program (GST). We compared these data with the PW observations from the microwave radiometers at the ARM southern Great Plain central facility, near Lamont, Oklahoma. The ground-based GPS receivers provided accurate and stable measurements under all weather conditions. The cost function for GPS-PW can be expressed as (3.1). Since the GPS-PW observations are used as instantaneous values (X r ϭ X r ), the temporal projection operator A is not needed. Because the precipitable water is not a model variable, the transformation operator O has to be included, which can be expressed as
where p is defined as p s Ϫ p t , where p s is the surface pressure, p t is the pressure at the top of the model (100 hPa), g is the acceleration due to gravity, KX is the total number of layers, ⌬ k is the sigma thickness of the kth layer, and q(k) is the specific humidity at the kth layer.
After H is applied to PW to convert it from the model space to the observation space, PW becomes the model precipitable water at the GPS sites corresponding to the observed PW, that is, Y r , in (3.1). The weighting W PW for GPS-PW is defined as a diagonal matrix with a constant element of 30 (g cm Ϫ2 ) Ϫ2 (Table 2) , which is the same as that in Kuo et al. (1996) . Bearing in mind that weighting equals the inverse of the error variance, the corresponding observation error of PW is 0.182 g cm Ϫ2 , which is comparable with that estimated by Rocken et al. (1995) . Also, J 1 denotes the cost function for the GPS-PW data.
c. Surface dewpoint and cost function J 2
The surface observations are the most abundant data source. In this study, the surface data from a variety of surface observing networks (small dots in Fig. 3 ) are available. The surface observations include surface pressure, temperature, dewpoint, and wind speed and direction. In this study, however, only the surface dewpoint data are used in the assimilation experiments, as our main interest is in the water vapor fields. Kuo et al. (1996) found that the assimilation of both PW and the surface moisture are very helpful in recovering the lower-tropospheric moisture structure.
The original data from the four surface observing networks mentioned above have different temporal resolutions. The Kansas mesonet (15 sites) provided the hourly averaged data reported at the ending time, the Oklahoma mesonet (111 sites) gave the data every 5 min, the ARM mesonet (13 sites) reported the data every minute, and the NWS network (35 stations) reported the data every 3 h as instantaneous values. The data from the mesonets are in netCDF format, and the NWS data are in World Meteorological Organization format. We performed a cross-check on the data between these observing networks at several observation locations and found the quality of the data to be adequate. We applied the time-averaging algorithm to the data from the ARM and Oklahoma mesonets to remove high-frequency fluctuations and to get the 30-min mean values specified at the ending time. Therefore, for surface dewpoint assimilation, the expressions of cost function (3.1) and (3.2) were implemented in 4DVAR. The operator O for the surface dewpoint is
and setting
where q KX , p KX , and t KX are time mean values of the specific humidity (kg kg Ϫ1 ), pressure (hPa), and tem-
perature (K) at the lowest level KX, which correspond to X r in (3.1) and (3.2). Here, TD is the model surface dewpoint at the surface station locations corresponding to observed dewpoint Y r in (3.1). The constants S 1 , S 2 , and S 3 are 6.11 hPa, 19.846, and 5418.12 K, respectively. The weighting W TD for the surface dewpoint is obtained by interpolating the temperature component of W for the gridded analysis to the observing sites. The mean value of W TD averaged over the observing sites and its corresponding error are listed in Table 2 . The cost function for the surface dewpoint is called J 2 .
d. Rainfall data and cost function J 3
The hourly rainfall data assimilated were obtained from ABRFC. This data were generated by merging 15 Weather Surveillance Radar-1988 Doppler precipitation estimates with approximately 500 rain gauges' data. The data coverage is only part of our experiment domain (the box in Fig. 2 ). The original data are formatted into 1/40th of a Limit-area Fine Mesh (LFM) grid with a resolution of 4 km ϫ 4 km. Recently, however, another hourly gridded rainfall dataset with the same resolution has become available from the NCEP Office of Hydrology (NCEP-OH) and we combine these two datasets in the plotting of Fig. 2 . But, we only used the rainfall data from ABRFC in the assimilation experiments since 1) our main concern is the convection that developed over the Kansas-Oklahoma area, 2) the primary rainfall occurred within the box, and 3) NCEP-OH hourly rainfall data are missing at certain time periods, such as 1100 and 2300 UTC 19 September
In order to remove the noise in the 4 km ϫ 4 km data and to save computing cost, we reformatted the data to our mesoscale model grids with a resolution of 20 km ϫ 20 km prior to assimilation of precipitation. So there is no need to apply H to match the model data to this rainfall data. Outside the box shown in Fig. 2 , there is no forcing term associated with rainfall data in the adjoint integration. The operator O for rainfall and its adjoint were already part of the moist physics packages. The hourly rainfall is an accumulated value. Therefore, the analog to (3.2) is also implemented in the 4DVAR system. The issue left for rainfall data assimilation is the specification of weighting, W rain . We have no information about the error statistics of this specific rainfall dataset. Based on the previous work in rainfall data assimilation (Zupanski and Mesinger 1995; Zou and Kuo 1996; Tsuyuki 1997) , we assign an observed rainfall error of 3 mm (the corresponding value of W rain is 11.1 cm Ϫ2 ). With this specification of rainfall error, the minimization procedure converges properly, and successful results are obtained. The impact of rainfall error specification is discussed in section 6b. Here, J 3 represents the cost function for the rainfall observations.
e. Wind profiler data and cost function J 4
The observed data discussed earlier are all two-dimensional observations. To provide a three-dimensional dynamic control, the hourly wind profiler observations from the NOAA Demonstration Network are introduced into the 4DVAR system. These wind profiles are distributed fairly uniformly within our model domain (see the flags in Fig. 3 ). The wind profiler data are obtained from both the high and low modes of 405-MHz profilers with 250-m vertical resolution. Figure 4a gives an example of the wind profiler observations at Vici, Oklahoma. There are some obviously bad data at 0400, 1000, and 1700 UTC 19 September 1996. Here we apply a quality control procedure including a consensus check, vertical consistency check, and buddy check to all the wind profiler data. Figure 4b shows the results after the quality control. The processed wind data are then vertically averaged to each of the model layers prior to the assimilation (Fig. 4c) .
Once rotated, the wind components, u and , are ''direct'' model variables, so no variable transformation operator is needed in (3.1). However, H and A are needed in the computation of the cost function and forcing term because of horizontal interpolation and temporal averaging. The weighting W u and W for the wind profiler observations are obtained by interpolating the wind components, u and , of the W for the gridded analysis to the observed sites. The mean values of the weightings, W u and W , which vary with height, are shown in Table 2 for the profiler data. The cost function J 4 is for the wind profiler observations.
Experiment design
All experiments are conducted over a grid mesh of 61 ϫ 79 with 20-km grid distance (Fig. 2) and are driven by hourly lateral boundary conditions from a 60-km coarse mesh model integration (Fig. 1a) . This is a oneway nested model configuration. There are a total of 15 layers in the vertical. The middles of these layers are defined at ϭ 0. 05, 0.15, 0.25, 0.35, 0.45, 0.55, 0.64, 0.71, 0.77, 0.81, 0.85, 0.885, 0.915, 0.945, and 0.98 . Three basic experiments are conducted, which are named NO4DVAR, 4DVAR6H1, and 4DVAR6H2 (Fig.  5) . Experiment NO4DVAR is a standard 12-h forward model forecast starting at 0000 UTC 19 September 1996 with no data assimilation. This experiment is used as a benchmark for the 4DVAR experiments. Experiment 4DVAR6H1 is the first 6-h data assimilation experiment from 0000 to 0600 UTC 19 September 1996, which is followed by a 6-h forecast (from 0600 to 1200 UTC), and 4DVAR6H2 is the second 6-h data assimilation experiment, which extends from 0600 to 1200 UTC 19 September. The weightings used in both assimilation experiments are the same, but the way with which the first guess and the background fields are obtained is different. In 4DVAR6H1, both the first guess and the background fields are the same as the initial condition of NO4DVAR, while in 4DVAR6H2, the optimal solution (assimilation results) at the end of the 6-h assimilation cycle of 4DVAR6H1 is used as the first guess and the background field. Experiment 4DVAR6H1 assimilates the mesoscale observations during the period of 0000 to 0600 UTC 19 September, while 4DVAR6H2 assimilates the data during the period of 0600 to 1200 UTC 19 September. Note that information from the previous 6-h observations affect the results of 4DVAR6H2 indirectly through the background term J 0 . In both the assimilation experiments, all of the observations mentioned in section 3 are included through the cost function (3.5).
We also perform two additional sets of the subexperiments. The first set is related to the strategy of 4DVAR with real mesoscale observations, such as the length of the assimilation window, the importance of the time-averaging operator, and the weightings for precipitation. The second set of the subexperiments assesses the data impact of different types of observations (i.e., GPS-PW, hourly rainfall, wind profiler data, and surface dewpoint) by eliminating each type of observation in 4DVAR6H2 systematically. This will demonstrate the relative importance of each type of mesoscale observation in this study.
Since all the experiments are done with actual observations, we may make independent verifications against the real atmosphere. The NWS rawinsonde data (big black dots in Fig. 3 ) at 1200 UTC 19 September 1996, the ending time of 4DVAR6H2, are used for this purpose.
Results from the basic experiments
To judge the success of a 4DVAR experiment, the first step is to look at the convergence in the minimization process-how the cost function and the norm of gradient decrease. If the convergence is good, then the second step is to examine if the observed information are assimilated effectively and if the adjustments from 4DVAR are reasonable, and finally, we verify the resulting assimilated fields against independent observations. It is important to recognize that the minimization does not always converge if the problem is not well posed.
a. The performance of the minimization procedure
The minimization algorithm we used is the LBFGS method, using information from the last five quasi-Newtonian iterations for building the inverse Hessian (Zou et al. 1997) . During the minimization process, the cost function and the norm of gradient should decrease as much as possible. Unfortunately, this is not always guaranteed (as seen later in section 6). The cost functions defined in (3.5) of this study, J, and the norm of gradient, G, decrease well for both 4DVAR experiments (Fig. 6) . The maximum number of iterations is set at 60. For 4DVAR6H1, the minimization process stopped at 45 iterations with 53 functional calls. No further reduction of J was possible. For 4DVAR6H2, the minimization process was forced to stop at iteration 60, and J could have been further reduced if the minimization process were allowed to continue. These two experiments started at different times (0000 and 0600 UTC 19 September, respectively) with different initial values of J and G. The value of J was reduced by almost 50% for both experiments (Fig. 6a) , while G was reduced by 93% for 4DVAR6H1 and 81% for 4DVAR6H2 (Fig. 6b) . These reductions of J and G are comparable with those of Zupanski (1996) using the NCEP Eta Model.
Theoretically, the norm of gradient should approach zero when a minimum is reached. In an identical-twin experiment with a dry model, in which the same model is used to generate and assimilate data, both J and G can approach zero when an optimal solution is obtained. However, this is very difficult to achieve in the assimilation of real observed data with a complicated model (Zupanski 1993; Zupanski and Mesinger 1995; Zou and Kuo 1996; Zupanski 1996; Tsuyuki 1997) . This difficulty is related to the accuracy of the model and the incompatibility between the observed data and the model. For example, Fillion and Errico (1997) showed that a threshold imposed on the relative humidity (Յ1.0) in the Kuo-Anthes scheme may preclude the reduction of the norm of gradient in their 1DVAR experiments. In a 3DVAR or 4DVAR assimilation, the problems are even more complicated. Since the dimensions of meteorological problems are very large, it is not easy to find an optimal fit (G approaching zero) between a complicated meteorological model and the observed data, nor is it guaranteed that such a unique optimal solution exists.
On the premise that enough reduction in J and G is obtained, the success of 4DVAR can be judged by the meteorological consistency of the assimilated fields and the verifications against the truth (for the twin experiments) or independent observations (not used in the assimilation, for the real-data experiments).
b. Precipitable water and precipitation
Since observations related to moisture are our main concerns in this study, in this section we examine the effectiveness of assimilation of precipitable water and precipitation. The ground-based GPS PW observations are located over the Kansas-Oklahoma area. Figure 7 shows the rms errors of PW verifying against the ob- served PW at the ground-based GPS sites (triangles in Fig. 3) for NO4DVAR, 4DVAR6H1, and 4DVAR6H2. Both 4DVAR experiments have a lower rms error of PW compared with NO4DVAR. During the first 6-h period (0000-0600 UTC), the rms error is generally lower because there is no severe weather over the GPS observing network. However, during the second 6-h period (0600-1200 UTC), the rms errors grow quickly for all the experiments as the convective system passes through the network. Although GPS-PW data are assimilated in 4DVAR6H2, the error is still increasing from 0600 to 1200 UTC. A possible reason for this is that the cost function J is more dominated by the observed rainfall and the wind profiler data than the GPS-PW data during this period. Another reason is the much larger model error (inadequate precipitation physics) in the presence of an intense convective system. However, we note that the error reduction as a result of data assimilation in the second 6-h period (4DVAR6H2) is larger than that in the first 6-h period (4DVAR6H1). An interesting result is that the error grows quickly beyond the assimilation window for 4DVAR6H1 (dashed line in Fig. 7 ). This is also true for 4DVAR6H2 (not shown). Bear in mind that in this study a one-way nested model configuration is used, and the fine mesh (20-km grid size) domain is only 1200 km by 1560 km (Fig. 1a) . The error from the lateral boundary conditions (LBC) can quickly affect the predictive skill of the model (Warner et al. 1997) , particularly since these are not included as control variables.
In this case, the observed rainband is well defined with a width of about 100-120 km (Fig. 2) . Figure 8 shows the hourly rainfall forecasts ending at 0600 and 1200 UTC 19 September 1996 for the three experiments. Without data assimilation, NO4DVAR did not predict the small-scale precipitation features correctly over the Kansas-Oklahoma area (cf. Figs. 2b and 2d with Figs. 8a and 8b). However, 4DVAR6H1 almost reproduced the observed rainfall over western Kansas and the Oklahoma-Texas panhandle at the end of the assimilation window (0600 UTC; Fig. 8c ). At 1200 UTC, it captured the two rainfall centers located at eastern Kansas and the Kansas-Oklahoma border; however, the main convection in central Oklahoma was not predicted (Fig. 8d) . Experiment 4DVAR6H2, on the other hand, reproduced the rainband from Kansas to Oklahoma and the mesoscale convective system in central Oklahoma at 1200 UTC 19 September, the ending time of the assimilation window (Fig. 8e) . The predicted hourly rainfall of 22.8 mm is very close to the observed value of 22.7 mm.
In this study, the sophisticated moist physics including the revised Grell cumulus parameterization scheme and Dudhia's explicit moisture scheme were added to the MM5-4DVAR system. The revised Grell cumulus parameterization scheme is a simplified Arakawa-Schubert scheme considering both updraft and downdraft with a single cloud. Dudhia's explicit moisture scheme includes explicit prediction of cloud water q c and rainwater q r . Both of the schemes are suitable for smallscale convection. Inclusion of q c and q r also increase the number of degrees of freedom of the control variables, and makes it easy to assimilate the observed liquid water from remote sensing instruments (such as satellite, radar, etc.). Certainly these schemes contain discontinuities and nonlinearity (Xu 1996a,b) . However, our experiments with the adjoint of the moist physics have not encountered difficulties, and have obtained a better fit to the observed rain and better recovery of the vertical profile of moisture compared with 4DVAR experiments using simpler moisture physics (not shown). A systematic comparison of the impact of different moisture schemes on 4DVAR will be reported in a follow-on paper. The success of assimilation confirmed the conclusions from other researchers (Vukicevic and Errico 1993; Zou 1997 ) that for a discretized numerical model with discontinuities in physical processes, as long as sufficient basic state and observational information are provided, a convergence of the optimization procedure can be obtained.
c. The adjustment from 4DVAR and the analyzed field
Generally speaking, if the guess fields for 4DVAR are reasonably accurate and the model is reasonably good, the adjustments from the 4DVAR procedure should be small and physically realistic. Here we examine the adjustments to initial condition for 4DVAR6H1 and 4DVAR6H2. Figures 9 and 10 present the analysis increment in wind, temperature, specific , and (e) rainwater (contour interval is 0.25 g kg Ϫ1 ). Fig. 9 but for the maximum difference fields between 4DVAR6H2 and 4DVAR6H1 at 0600 UTC 19 Sep 1996, and the contour levels for specific humidity, cloud water, and rainwater are all 1 g kg Ϫ1 .
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FIG. 11. The optimal solution for 4DVAR6H1 at 0000 UTC 19 Sep 1996: (a) wind (contour interval is 5 m s Ϫ1 ), (b) temperature (contour interval is 2Њ), and (c) specific humidity (contour interval is 1 g kg Ϫ1 ).
humidity, cloud water, and rainwater at selected levels, where the adjustments are the greatest as a result of data assimilation. The corresponding optimal solutions at 0000 UTC 19 September for 4DVAR6H1 and at 0600 UTC at 19 September for 4DVAR6H2 are presented in Figs. 11 and 12 , respectively. Note that the analyzed fields of q c and q r are almost the same as the analysis increment since the first guess fields of q c and q r are zero for 4DVAR6H1 or nearly zero at ϭ 0.98 for 4DVAR6H2. The adjustments to the pressure perturbation (Ͻ0.5 hPa) and vertical velocity (Ͻ1 cm s Ϫ1 ) are generally very small in both assimilation experiments (not shown). Overall the adjustments brought about by 4DVAR are rather small for all variables. For example, for the wind field at ϭ 0.64, the maximum adjustment is only 3.4 m s Ϫ1 (Fig. 9a) for 4DVAR6H1, which occurs in the vicinity of a jet streak near the border of New Mexico and Texas. For the thermal and moisture variables, the largest changes are 1.84Њ for T (Fig. 9b) , 2.99 g kg Ϫ1 for q (Fig. 9c ), 2.12 g kg Ϫ1 for q c (Fig. 9d) , and 1.38 g kg Ϫ1 for q r (Fig. 9e) , respectively, located over the Oklahoma panhandle, southeast Colorado, and northeast New Mexico. These changes are mostly related to the precipitation assimilation. It is remarkable that despite the relatively small changes in the initial conditions resulting from 4DVAR, the 6-h forecast of the hourly rainfall (Fig. 8c) is significantly better than that of NO4DVAR (Fig. 8a) . Using the 6-h forecast from 4DVAR6H1 as the first guess and the background fields, 4DVAR6H2 produces analysis increments to wind, temperature, and specific humidity with a magnitude similar to those of 4DVAR6H1 (3.28 m s Ϫ1 in Fig. 10a, 1 .47Њ in Fig. 10b , and Ϫ3.59 g kg Ϫ1 in Fig. 10c ). The only exceptions are the changes in q c (5.53 g kg Ϫ1 ; Fig. 10d ) and q r (8.94 g kg Ϫ1 ; Fig. 10e ), which are much larger than that in 4DVAR6H1. The changes in q r at the lowest level from 4DVAR (Fig. 10e ) may result from rainfall assimilation (0600-0700 UTC) as these changes occur primarily over the rainfall area. Note that the dryline in Fig. 12c is much sharper and better defined. This suggests that the detailed moisture structure was well represented at 0600 UTC in the background term X b , which comes from the previous 6-h assimilation, for 4DVAR6H2. Although the amount of change caused by 4DVAR is reasonable, some noise is noticeable in the solutions (Figs. 11 and 12 ), so it seems that including penalty terms in the cost function to control gravity waves in future 4DVAR systems is desirable (Errico 1997; Zou et al. 1993; Zupanski 1996) . Meanwhile use of off-diagonal terms in the background error covariance matrix B may help to spread the information of observed data and make the final analysis more smooth.
Next, we will inspect briefly the forecast of convection over central Oklahoma from 4DVAR6H2 at 1200 UTC 19 September. Figure 13 compares the cross sections perpendicular to the squall line (Fig. 8e) at 1200 UTC 19 September for 4DVAR6H2 and the objective analysis from the MM5 modeling system. Experiment Fig. 11 but for the optimal solution for 4DVAR6H2 at 0600 UTC 19 Sep 1996.
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4DVAR6H2 produced a well-defined convective system with a scale of about 130 km, the maximum vertical motion reached 3 m s Ϫ1 collocated with a plume of high equivalent potential temperature ( e Ͼ 336 K; Fig. 13a ).
The corresponding objective analysis, which only used the conventional NWS rawinsonde data, contains no such high-e plume nor the significant vertical motion (Fig. 13b) . The cross sections for NO4DVAR and 4DVAR6H1 (not shown) do not reveal strong vertical motion or the high-e plume, either. This means that 4DVAR6H2 captured some detailed features of the mesoscale convection system, which were not resolved by conventional objective analysis, nor were they predicted by a 6-h or a 12-h forecast, but that were consistent with rainfall observations at that time.
From the above analysis, the analysis increments produced by 4DVAR are of a reasonable amount and mutually consistent. We conclude that the MM5-4DVAR system, with real heterogeneous mesoscale observations assimilated, created a dynamically consistent four-dimensional dataset although we concede that the system introduced some smaller-scale noise. With only the NWS rawinsonde observing network at a 300-400-km resolution, the correct prediction of this small-scale convective system may not be otherwise possible.
d. Verifications against the NWS rawinsonde data
To assess the accuracy of the dataset created by 4DVAR, we must perform an independent verification. Fortunately there are 15 NWS rawinsonde soundings (raob's) available at 1200 UTC 19 September 1996 within the experiment domain. To avoid the influence of lateral boundary conditions, we exclude those observations within the model lateral boundary zone, leaving 6 raob data sites in the central part of the domain (stations 72340, 72357, 72363, 72440, 72451, and 72456 in Fig. 3 ). It is important to bear in mind that the model variables represent grid-box averages while the raob data are point measurements following the balloon, which drifts horizontally from the release site. Therefore, even if the model is perfect, we cannot expect the errors when verified against the raob data to be zero. However, the root mean square errors can still be a useful measure of the accuracy. Since the raob data have higher resolution than the model (15 layers) in the vertical, we vertically average the raob data to the model layers prior to the comparison.
Figures 14a and 14b present the vertical profiles of the temperature rms error over the six radiosonde sites and the error at station 72357 for different experiments. Through the 4DVAR procedure, the temperature rms errors are reduced from 1.88ЊC for NO4DVAR to 1.75ЊC for 4DVAR6H1 and 1.47ЊC for 4DVAR6H2 (Fig. 14a) . Note that we did not assimilate any temperature observations in this study. This 22% reduction of temperature rms error for 4DVAR6H2, which is mostly located in the lower troposphere, must have come from the model dynamics with the assimilation of wind and moisture data. At station 72357, where strong convection occurred at 1200 UTC 19 September, error structures of the temperature profile (verified against the raob data) for 4DVAR6H2 are different from those for NO4DVAR and 4DVAR6H1, which did not predict the strong convection in central Oklahoma (Figs.  8b and 8d) .
The vertical profile of moisture errors is presented in Fig. 15 . The vertically integrated rms error over six sites (Fig. 15a) is lower for 4DVAR6H2 compared with NO4DVAR and 4DVAR6H1, but the improvement is very small (Ͻ7%). However, at station 72357, the error is reduced from 1.66 g kg Ϫ1 for NO4DVAR to 1.04 g kg Ϫ1 for 4DVAR6H2, which is a 40% improvement (Fig. 15b) , primarily at upper levels where the effects of convective moistening were well represented. After examining the results station by station, we find that the biggest errors are from the two stations, 72363 and 72451, which are located upstream of the observations over the western part of the domain (Fig. 1d) . Excluding these two stations, the vertically integrated rms error calculated over four sites for 4DVAR6H2 (dotted line in Fig. 16 ) becomes 0.96 g kg Ϫ1 , which is a 23% improvement over NO4DVAR. Bearing in mind that we did not assimilate any 3D temperature or moisture data in this study, and emphasizing that these are independent verifications based on real observations, these improvements in the vertical structure of temperature and moisture are very encouraging, especially for a strong convective system. In spite of the current MM5-4DVAR system being far from perfect, it is verified that the fourdimensional variational data assimilation approach is able to properly incorporate real heterogeneous mesoscale observations with a full-physics model for this convective system. In section 7, we will diagnose what data are responsible for this improvement by performing data impact tests.
Practical issues in 4DVAR
There are several practical issues associated with a real-data 4DVAR system, such as the assimilation time window, the weighting specifications for different types of observations, and the observation operators. In this section, we will briefly discuss these issues based on a set of subexperiments from 4DVAR6H2. The vertical profile of the specific humidity (q) rms error calculated over four sites and the hourly rainfall ending at 1200 UTC 19 September 1996 will be used to assess the performance of the subexperiments, as the distribution of moisture and precipitation are the primary concern for the ARM WVIOP field experiment.
a. Assimilation time window
Many authors have pointed out that the assimilation time window should not be too long because of the chaotic nature of the atmosphere, and the limited accuracy of the first-order linearization approximation (Stensrud and Bao 1992; Zou 1997; Vukicevic and Bao 1998) . To test the impact of the assimilation window, we performed a 4DVAR experiment similar to 4DVAR6H1 but with a 12-h time window from 0000 to 1200 UTC 19 September 1996. After three iterations, the minimization process stopped with the cost function reduced only to 99.6% of its initial value. Zupanski and Mesinger (1995) successfully carried out 4DVAR experiments with a 24-h time window. However, they used an 80-km Eta Model covering a much larger domain and included the systematic error term (Derber 1989) in their system. The MM5-4DVAR system does not have the model error term included, so at this time we are not sure if the correction of model errors will help to extend the length of assimilation time window or not for our case. But it seems that the optimal choice of the length of assimilation the window may depend on the model resolution and domain size, as well as on the case studied, the data assimilated, and the model physics. All these factors may cause severe nonlinearity and discontinuity in the 4DVAR system and shorten the validity time of the tangent-linear approximation. Since our model domain is much smaller than that used by Zupanski and Mesinger, and the grid size is only 20 km, it might be desirable to use a shorter assimilation window. To test this hypothesis, we broke the 6-h time window for 4DVAR6H2 into two consecutive 3-h windows, from 0600 to 0900 UTC (4DVAR3H1) and from 0900 to 1200 UTC (4DVAR3H2) 19 September. Figure  16 shows the vertical profiles of the q rms error for various experiments at 1200 UTC 19 September. The vertically integrated error from 4DVAR3H2 is 0.91 g kg Ϫ1 (dotted-dashed line in Fig. 16 ), slightly smaller than 0.96 g kg Ϫ1 of 4DVAR6H2 (dotted line in Fig. 16 ). The hourly precipitation forecast (Fig. 17a ) from this 3-h 4DVAR (24.7 mm in Oklahoma) is comparable to that from 4DVAR6H2 (22.8 mm). These results suggest that the 3-h assimilation time window also works well for our 20-km 4DVAR system for this convective case. The advantage of a longer (6 h) assimilation window is that it ensures fully developed dynamical structure functions (Thepaut et al. 1996) and provides a more continuous 4D analysis. However, a shorter assimilation period will save space for the disk storage of basic states used in the backward integration of adjoint model. However, regardless of computing resources, the length of assimilation time window in 4DVAR should be long enough for development of dynamic structure, but shorter than the limitation constrained by assumption of a perfect model and the validity of the tangent-linear hypothesis. 
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b. Weighting for precipitation
The weightings of the traditional meteorological variables, such as wind, temperature, dewpoint, etc., can be derived from available observational error variances (Parrish and Derber 1992) or the differences between two analyzed fields that are separated by a period of time (Navon et al. 1992 ). We did not have serious problems in the minimization process using either approach for weighting specifications. But for the rainfall observations, we found that the weightings used in 4DVAR varies significant among different studies. For example, 10 6 mm Ϫ2 is used for 24-h accumulated precipitation by Zupanski and Mesinger (1995) , 5 mm Ϫ2 for 3-h accumulated rainfall by Zou and Kuo (1996) , and 1 mm Ϫ2 for hourly Special Sensor Microwave/Imager rainfall rate by Tsuyuki (1997) . All these authors claimed that they assimilated precipitation data successfully. Because the data used were derived from different sources and were processed by different methods, the error statistics should be different. In general, the larger the grid spacing for the rainfall accumulation, the smaller the error variances and the larger the weightings (inverse of square of error variance). The weighting of 10 6 mm
Ϫ2
corresponds to an observed precipitation error of only 0.001 mm. In order to examine the sensitivity of 4DVAR to the weightings, we performed a 4DVAR experiment with a value of 5 mm Ϫ2 for the weighting of precipitation, which corresponds to an error of 0.45 mm. In this experiment, the minimization process stopped at the ninth iteration with the cost function reduced only to 93% of its initial value. The model used by Zou and Kuo has a grid size of 40 km and the rainfall data are 3-h accumulations, while our model has a grid resolution of 20 km and the rainfall data are 1-h accumulations. Keeping these differences in mind, we increase the error to 3 mm, which is about six times the error used by Zou and Kuo. The corresponding weighting is 0.111 mm Ϫ2 . With the new rainfall weighting, none of the 4DVAR experiments experience difficulty in the minimization process. Most of them are able to execute at least 45 iterations, with the exception of the experiment in which the GPS-PW observations are excluded (to be discussed in section 7a). We believe that these higher error variances are reasonable, since it is generally known (e.g., Wilson and Brandes 1979 ) that short period estimates of rainfall are only good to a factor of 2 and errors of several tens of percent are typical for surface rain gauge measurements. The rainfall estimates that are derived from both rain gauge and radar observations are likely to have an error variance somewhere between these two extremes. For this case, errors in rainfall estimate well in excess of several millimeters can be expected.
c. Observation operator
In this study, we take into consideration the timeaveraging characteristics of the wind profiler and surface dewpoint data in the assimilation procedure. The temporal projection operator A in (3.2) and its adjoint are included in the forward and backward adjoint model integration. To examine the influence of these measurement characteristics, we conduct a 4DVAR experiment in which the wind profiler and surface dewpoint data are treated as instantaneous values, with the operator A and its adjoint excluded (4DVAR6HT). Figure  16 shows that the vertically integrated error is 1.10 g kg Ϫ1 for this experiment (long-dashed line). Although it still performs better than NO4DVAR (1.24 g kg Ϫ1 ), its error is larger than that of 4DVAR6H2 (0.96 g kg Ϫ1 ). Even though the convection in the central Oklahoma is reproduced (Fig. 17b) , the maximum amount is only 11.4 mm and its location is slightly shifted northward. Through this test, we conclude that the time-averaging characteristics of the observations should be properly accounted for in 4DVAR. In this study, the model time step is only 1 min. Therefore, the hourly averaged value can be quite different from the instantaneous value for a fast evolving convective system. For a slowly moving synoptic-scale system, the operator A may not be as important.
Data impact in 4DVAR
In this section, we study the relative importance of different type of observations. A series of experiments are conducted: NOGPS, NOSTD, NORAIN, and NOWPRF, in which each type of observation, GPS-PW, surface dewpoint, hourly rainfall, and wind profiler, is excluded from 4DVAR6H2 in turn. The vertical profile of the specific humidity q rms error calculated over four sites at 1200 UTC 19 September and the hourly rainfall prediction ending at 1200 UTC 19 September 1996 are used to assess the impact of each type of observation. The vertical profile of q rms errors is presented in Fig. 18 , and the hourly rainfall in Fig. 19 , for this set of subexperiments.
a. GPS-PW observations
Without assimilating the GPS-PW data, the vertically integrated rms error of the specific humidity is increased slightly from 0.96 to 1.03 g kg Ϫ1 , but it is still less than 1.24 g kg Ϫ1 of NO4DVAR (solid line in Fig. 16 ). Figure  19a shows that the convection in central Oklahoma is predicted, but the maximum rainfall amount is only 13.8 mm, much less than the observed rainfall (22.7 mm) and that of 4DVAR6H2 (22.8 mm) . It seems that excluding the GPS-PW data has only a small impact on the recovery of the vertical structure of moisture, but does have a significant influence on the assimilation model's ability to reproduce the observed precipitation. Moreover, without GPS-PW assimilation, the minimization process is saturated at iteration 31, and no further cost function reduction can be obtained. Note that the convective system is located in the middle of the GPS network at 1200 UTC 19 September. Therefore, the assimilation of GPS-PW data may have corrected the horizontal distribution of the total amount of the water vapor in the atmospheric column, helping the assimilation model to fit the observed precipitation. The minimization process seems to work better with such a constraint. This is evidenced by the fact that all other experiments with GPS-PW and surface moisture data included are able to exceed 60 iterations in the minimization process. Previous work showed that assimilation of PW observations improves precipitation forecasts. The independent verification against the GPS-PW observations for this experiment shows that the rms error is not reduced as compared with NO4DVAR. So the PW may not be recovered by assimilating other observations used here. Figure 18 (dotted-dashed line) shows that the surface dewpoint data have a significant influence on the recovery of the vertical structure of moisture in 4DVAR. The vertically integrated water vapor error is 1.14 g kg Ϫ1 similar to the experiment with the exclusion of the wind profiler data (1.18 g kg Ϫ1 ). This confirms the conclusion from the previous work that the assimilation of the surface moisture observations improves the retrieval of the vertical structure of moisture . The precipitation at 1200 UTC 19 September with no surface dewpoint assimilated (Fig. 19b) resembles that of 4DVAR6H2 in pattern. The maximum amount of 18.5 mm is also close to that of 4DVAR6H2 (22.8 mm). These results suggest that while the surface dewpoint data are important to a successful recovery of the vertical structure of the moisture, its impact on rainfall assimilation is not as significant. With the surface dewpoint excluded, the maximum number of iterations in the minimization process is only 46, slightly more than the NOGPS experiment.
b. Surface dewpoint
c. Rainfall observations
Excluding hourly rainfall observations, the vertically integrated rms error of the moisture increases from 0.96 to 1.08 g kg Ϫ1 (long-dashed line in Fig. 18 ). The precipitation process depends upon all model variables through the model dynamics and thermodynamics, so the assimilation of precipitation observations will have feedback to all the control variables. With the observed precipitation assimilated, a moderate improvement on the vertical structure of moisture is observed (the error is decreased from 1.08 to 0.96 g kg Ϫ1 ). It is surprising that even without the rainfall data assimilation, the convection in central Oklahoma is still reproduced with a maximum amount of 15.1 mm (Fig. 19c) . However, the linear shape of the rainband (Fig. 2d) in the KansasOklahoma area is not captured. Since the density of the observed data (GPS-PW, wind profiler, surface dewpoint) is rather high over the Kansas-Oklahoma area (Fig. 3) , the model through the assimilation of GPS-PW, surface dewpoint, and wind profiler data is able to obtain considerable information about this convective system. This suggests that the strong convective system in central Oklahoma can be reproduced by assimilating enough mesoscale observations (without the rainfall observations). It is clear, though, that assimilating the rainfall data improves the precipitation amount and the rainfall pattern. It is also worth noting that excluding the rainfall data has the most significant negative impact on the temperature retrieval. The vertically integrated tem-
perature rms error over the four sites increases from 1.47ЊC of 4DVAR6H2 to 1.67ЊC of NORAIN (not shown) but much less than 1.95ЊC of NO4DVAR. The temperature rms errors for other experiments are 1.39ЊC of NOGPS, 1.50ЊC of NOSTD, and 1.56ЊC of NOWPRF, respectively.
d. Wind profiler data
In this study, the wind profiler observations are the only three-dimensional dataset. The wind profilers are distributed evenly over the model domain with a station spacing of ϳ250 km over the Kansas-Oklahoma area. We expect that the wind profiler data would play an important role in mesoscale 4DVAR. The vertically integrated rms error of the specific humidity is significantly increased when the wind profiler data is excluded from the observational suite (double dotted-dashed line in Fig. 18 ). The error of 1.18 g kg Ϫ1 is only slightly smaller than the error of 1.24 g kg Ϫ1 from NO4DVAR (solid line). But, this represents a 20% increase from the error of 0.96 g kg Ϫ1 for 4DVAR6H2. It is clear that the addition of the wind profiler data is very important in recovering the vertical structure of moisture. Figure 19d shows the hourly rainfall ending at 1200 UTC 19 September. The rainfall pattern over KansasOklahoma is still well produced without the assimilation of wind profiler data. However, the maximum rainfall amount in central Oklahoma is only 10 mm, much less than observed. Again this shows that the assimilation of moisture data without wind data cannot reproduce the precipitation correctly, particularly for the surface rain amount. Even though the total amount of the water vapor in the column of atmosphere may be correct (with the assimilation of PW), the 4DVAR cannot make a good fit to the observed rainfall. Possible reasons for this error are 1) vertical structure of moisture is not well recovered without wind profiler data assimilation, and 2) errors in the low-level convergence field (and the moisture convergence). Remember that properly accounting for the time-averaging characteristics of the wind profiler observations is also important for this case, otherwise the 4DVAR cannot give the best fit to the observed rain (section 6c). The independent verification against the wind profiler observations for this experiment also shows that wind field cannot be recovered by the assimilation of the other observations.
Summary and conclusions
A set of mesoscale observations with high spatial and temporal resolution were collected during the ARM WVIOP, September 1996, providing a unique opportunity for testing different strategies for four-dimensional mesoscale data assimilation. A strong convective case of 19 September 1996 was chosen for a series of four-dimensional variational data assimilation experiments with a full-physics mesoscale data assimilation system (MM5-4DVAR). In order to assimilate the real heterogeneous mesoscale observations, new moist process packages-the revised Grell cumulus parameterization and Dudhia's explicit moisture scheme-were added to this system. To capture the convective system with a width of only 100-150 km, we used a model with a grid size of 20 km and 15 layers in the vertical. The main 4DVAR experiments were conducted over two consecutive 6-h time periods, 0000 to 0600 and 0600 to 1200 UTC 19 September 1996. The gridded objective analysis at 0000 UTC 19 September was used as the background field for the first 6-h assimilation, and the solution from the first 6-h assimilation was then used as the background field for the second 6-h assimilation experiment. During the 6-h assimilation window, four types of observations-ground-based GPS precipitable water, wind profiler, surface dewpoint, and hourly rainfall-were assimilated into the model. In order to test different strategies for the mesoscale 4DVAR system and to assess the importance of different types of observations, two sets of subexperiments based on the second 6-h assimilation experiment (4DVAR6H2) were also performed.
The main conclusions can be summarized as follows.
1) The MM5-4DVAR system with a complete physics package successfully assimilated real heterogeneous mesoscale observations for a strong convective case. Although moist physics is highly nonlinear and contains discontinuities, our real data 4DVAR did not encounter serious problems during the minimization process. The adjustments to the model initial condition by the 4DVAR procedure were all within reasonable ranges, and a dynamically consistent 4-D dataset was created. The hourly rainfall was reproduced during the assimilation period. Independent verifications against the NWS raob data showed that the 4DVAR procedure helped recover the vertical structure of temperature and moisture, especially downstream of the observations, even though no three-dimensional temperature and moisture observations were assimilated. This suggests that the fourdimensional variational data assimilation can be successfully applied to a mesoscale convective event. 2) Successful four-dimensional variational data assimilation requires proper specification of several parameters. First, the assimilation time window must be determined. The choice of time window may depend on the model resolution and the timescale of the phenomena studied. Although the 6-h time window worked well in our basic experiments, we found a 3-h time window worked equally well. The 3-h time window offered the advantages of saving the space for storage of the basic states. However, a 12-h time window caused the minimization to fail. The length of the assimilation time window in 4DVAR should be long enough to ensure fully developed dynamic structure functions, but should be shorter VOLUME 128 M O N T H L Y W E A T H E R R E V I E W than the limitation constrained by assumption of a perfect model and the validity of the tangent-linear hypothesis. It seems that an assimilation time window of 3-6-h is a reasonable choice for our case. Second, the weighting specifications for different types of observations, especially for precipitation, must be properly set. The specification of weightings may depend on the temporal and spatial scales of the data. Improper weighting can cause the minimization process to fail. As Zupanski (1996) showed, a wrong preconditioning matrix leads to nonconvergence in the minimization. An error variance of 3 mm for hourly rainfall data was found to be a suitable value in our case. Third, the observation operator has to accurately account for the measurement characteristics in the observations (such as hourly averaging associated with the wind profiler data), especially for fast developing convective systems. Failing to do so reduced the accuracy of the assimilation results. 3) By eliminating selected observation types sequentially, we were able to assess the relative importance of different types of observations in mesoscale 4DVAR. We found that the GPS-PW observation helped provide a better fit to the observed rainfall, and led to better performance of the minimization, but only had a minor influence on the recovery of the vertical structure of moisture. The surface dewpoint observations had a small impact on the fit to the observed precipitation, but helped improve the vertical structure of the moisture. Including the rainfall data in the assimilation were useful to the recovery of the vertical structure of moisture, temperature, and rain pattern. However, even without rainfall data assimilation, the strong convective system could still be reproduced by 4DVAR if other mesoscale observational information were assimilated. The wind profiler data were found to be the most important dataset in this observation suite. Without wind profiler data assimilation, the vertical structure of moisture could not be properly recovered and the precipitation amount was much less than observed, even though all the other moist data (rainfall, PW, surface dewpoint) were assimilated.
Although the assimilation of real mesoscale observations in this study was, in general, successful, the MM5-4DVAR system is far from being perfect. First we do not have the necessary statistical information for the background term and the observed data used here. Although obtaining this statistical information is an intensive task, some preliminary work already exists . Second, some forms of a penalty term should be added to the system to control gravity waves and noise. Such an exercise may also increase the computational efficiency of the minimization procedure Zupanski 1996) . Third, the model (systematic and random) errors (Lu and Browning 1998) resulting from physics, numerics, and LBC are not taken into account in the current MM5-4DVAR system. Zupanski (1997) proposed a general weak constraint approach in a 4DVAR system and showed encouraging results. The results in this study were also limited by the small spatial extent of some of the observations. The relatively small size of the assimilation domain also presents a limitation. It would be desirable to control the lateral boundary condition in the minimization process. Development of a good preconditioning matrix for a large-dimension meteorological problem is also an important task, especially for a sophisticated model and the assimilation of asynoptic observations. Zupanski (1993 Zupanski ( , 1996 has proposed a method to accelerate the convergence in minimization and implemented it on the NCEP Eta Model. It would be useful to test such a preconditioning algorithm on the MM5-4DVAR system. In addition, more physics adjoints, especially planetary boundary layer physics, should be developed to make assimilation of the surface observations easier.
