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Abstract
Let X be a homogeneous space of a real reductive Lie group G. It was
proved by T. Kobayashi and T. Oshima that the regular representation
C∞(X) contains each irreducible representation ofG at most finitely many
times if a minimal parabolic subgroup P of G has an open orbit in X, or
equivalently, if the number of P -orbits on X is finite. In contrast to the
minimal parabolic case, for a general parabolic subgroup Q of G, we find a
new example that the regular representation C∞(X) contains degenerate
principal series representations induced from Q with infinite multiplicity
even when the number of Q-orbits on X is finite.
Keywords: degenerate principal series, multiplicity, spherical variety, inter-
twining operators, real spherical.
MSC2010; primary 22E46; secondary 22E45, 53C30.
1 Introduction
Let G be a real reductive algebraic Lie group, and H an algebraic subgroup of
G. T. Kobayashi and T. Oshima established the criterion of finite multiplicity
for regular representations on G/H .
Fact 1.1 ([10, Theorem A]). The following two conditions on the pair (G,H)
are equivalent:
(i) dimHomG(π,C
∞(G/H, τ)) <∞ for all (π, τ) ∈ Gˆsmooth × Hˆf .
(ii) G/H is real spherical.
Here Gˆsmooth denotes the set of equivalence classes of irreducible smooth ad-
missible Fre´chet representations ofG with moderate growth, and Hˆf that of alge-
braic irreducible finite-dimensional representations ofH . Given τ ∈ Hˆf , we write
C∞(G/H, τ) for the Fre´chet space of smooth sections of theG-homogeneous vec-
tor bundle over G/H associated to τ . The terminology real sphericity was intro-
duced by T. Kobayashi [8] in his search of a broader framework for global anal-
ysis on homogeneous spaces than the usual (e.g., reductive symmetric spaces).
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Definition 1.2. A homogeneous space G/H is real spherical if a minimal
parabolic subgroup P of G has an open orbit in G/H .
The following equivalence is well known by the work of B. Kimelfeld [7] and
the real rank one reduction of T. Matsuki [13]:
Fact 1.3 ([3, Theorem 2.2]). G/H is real spherical if and only if the number
of H-orbits on G/P is finite. In other words, the condition (ii) in Fact 1.1 is
equivalent to the following condition (iii):
(iii) #(H\G/P ) <∞.
Therefore, for a minimal parabolic P , the three conditions (i), (ii), and (iii)
are equivalent by Fact 1.1 and Fact 1.3 (see Figure 1.1 below). Then one might
ask a question what will happen to the relationship among the three conditions,
if we replace P by a general parabolic subgroup Q of G. For this, we need to
make a precise definition of variants of (i), (ii), and (iii) for a parabolic subgroup
Q of G.
Definition 1.4 ([9, Definition 6.6]). We say π ∈ Gˆsmooth belongs to Q-series
if π occurs as a subquotient of the degenerate principal series representation
C∞(G/Q, τ) for some τ ∈ Qˆf .
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Figure 1.1 Figure 1.2
We set GˆQsmooth := {π ∈ Gˆsmooth | π belongs toQ-series.}. Obviously, Gˆ
Q
smooth ⊃
GˆQ
′
smooth if Q ⊂ Q
′. Moreover, GˆQsmooth is equal to Gˆsmooth if Q = P (minimal
parabolic) by Harish-Chandra’s subquotient theorem [5] and to Gˆf if Q = G.
Definition 1.5. For a parabolic subgroupQ of G, we define the three conditions
(iQ), (iiQ), and (iiiQ), respectively, as follows:
(iQ) dimHomG(π,C
∞(G/H, τ)) <∞ for all (π, τ) ∈ GˆQsmooth × Hˆf .
(iiQ) Q has an open orbit in G/H .
(iiiQ) #(H\G/Q) <∞.
The conditions (iQ), (iiQ), and (iiiQ) reduce to (i), (ii), and (iii), respectively,
if Q = P (minimal parabolic), and we know from Fact 1.1 and Fact 1.3 (see also
Figure 1.1) that the following equivalences hold:
(iQ) ⇐⇒ (iiQ) ⇐⇒ (iiiQ) if Q = P.
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Further, it is obvious from the Frobenius reciprocity that the condition (iQ)
automatically holds if Q = G; (iiQ) and (iiiQ) obviously hold. Hence
(iQ) ⇐⇒ (iiQ) ⇐⇒ (iiiQ) if Q = G.
In the general setting, clearly, (iiiQ) implies (iiQ), however the converse may
fail if Q is not a minimal parabolic subgroup of G. On the other hand, the
implication (iQ) ⇒ (iiQ) is true. In fact, the following stronger theorem holds:
Fact 1.6 ([9, Corollary 6.8]). If there exists τ ∈ Hˆf such that for all π ∈ Gˆ
Q
smooth
dimHomG(π,C
∞(G/H, τ)) <∞, then (iiQ) holds.
An open problem is whether the converse statement holds or not.
Question. Does the finite-multiplicity condition (iQ) in representation theory
follows from the geometric condition (iiQ) (or (iiiQ))?
We give a negative answer to this question in this paper. Explicitly, we prove
the theorem below:
Theorem 1.7. Let Q be a maximal parabolic subgroup of G = SL(2n,R) such
that G/Q is isomorphic to the real projective space RP2n−1. Then if n ≥ 2, there
exists an algebraic subgroup H of G satisfying the following two conditions:
1) #(H\G/Q) <∞,
2) dimHomG(C
∞(G/Q, χ), C∞(G/H)) = ∞ for some one-dimensional repre-
sentation χ of Q.
Furthermore, if n ≥ 3, H satisfies the following condition:
2’) dimHomG(C
∞(G/Q, χ), C∞(G/H)) = ∞ for any one-dimensional repre-
sentation χ of Q.
We summarize the relationship among the conditions (iQ), (iiQ), and (iiiQ)
as follows: (iQ) ⇒ (iiQ) is true by Fact 1.6. Theorem 1.7 implies that neither
(iiiQ) ⇒ (iQ) nor (iiQ) ⇒ (iQ) holds, see Figure 1.2.
Remark 1.8. The recent paper [2, Theorem D] claimed the following: Suppose
that a real algebraic group H acts on a real algebraic smooth variety M with
#(H\M) <∞ and that E is an algebraic H-homogeneous vector bundle on M .
Then, for any n ∈ N,
sup
τ∈Hˆf
dim τ=n
dimHomH(τ,S
∗(M,E)) <∞. (1.1)
We note that S∗(M,E) can be identified with the space D′(M) of distributions
in the case that M is compact and E is the trivial bundle M × C [1, Chapter
1.5]. Therefore (1.1) would imply
dimHomH(1,D
′(M)) = dimD′(M)H <∞, (1.2)
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when #(H\M) < ∞ and M is compact. Here 1 denotes the trivial one-
dimensional representation of H .
However, one sees from Fact 2.2 that (1.2) contradicts to Theorem 1.7, when
applied to M = RP2n−1. Thus Theorem 1.7 is a counterexample to [2, Theorem
D]. Indeed, it seems to the author that a gap in the proof of [2, Theorem D]
comes from a false statement #(H\G/Q) < ∞ ⇒ #(HC\GC/QC) < ∞, see
Remark 4.9 below.
The outline of this article as follows: In Section 2, we recall some general
facts concerning distribution kernels, which were proved by T. Kobayashi and
B. Speh [11]. In Section 3, we fix some basic notation for distributions on the
complex Euclidean space. In Section 4, we construct the subgroup H of G and
give a proof of Theorem 1.7.
2 Reduction to distribution kernels
In this section, we reformulate the condition 2) of Theorem 1.7 by means of
distribution kernels using Fact 2.2 below.
Definition 2.1. Let G be a real Lie group and H a closed subgroup of G. For
τ ∈ Hˆf , we define the finite-dimensional representation of H by τ
∨
2ρ := τ
∨⊗C2ρ
where τ∨ is the contragredient representation of τ and C2ρ denotes the one-
dimensional representation of H given by h 7→ | det(Ad(h) : g/h→ g/h)|
−1
.
Fact 2.2 ([11, Proposition 3.2]). Let G be a real Lie group. Suppose that G′
and H are closed subgroups of G and that H ′ is a closed subgroup of G′. Let τ
and τ ′ be finite-dimensional representations of H and H ′, respectively.
(1) There is a natural injective map:
HomG′ (C
∞(G/H, τ), C∞(G′/H ′, τ ′)) →֒
(
D′(G/H, τ∨2ρ)⊗ τ
′
)H′
. (2.1)
Here
(
D′(G/H, τ∨2ρ)⊗ τ
′
)H′
denotes the space of H ′-fixed vectors under the
diagonal action.
(2) IfH is cocompact in G (e.g., a parabolic subgroup of G or a uniform lattice),
then (2.1) is a bijection.
We apply this fact to the setting of Theorem 1.7. Recall that G = SL(2n,R)
and Q is a maximal parabolic subgroup of G such that G/Q ≃ RP2n−1. For
λ ∈ C, we define a one-dimensional representation χλ : Q → GL(1,C) by
g 7→ | det(Ad(g) : g/q → g/q)|
−λ
2n . We denote by D′(R2n\{0})even,λ−2n the
space of even homogeneous distributions of degree λ− 2n on R2n\{0}.
Corollary 2.3. For any closed subgroup H of G, we have
HomG(C
∞(G/Q, χλ), C
∞(G/H)) ≃ D′(R2n\{0})Heven,λ−2n.
Proof. This follows from Fact 2.2 because C2ρ = χ2n as representations of Q
and D′(G/Q, χλ) ≃ D
′(R2n\{0})even,−λ in the setting of Corollary 2.3.
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3 Notation for distributions on the complex Eu-
clidean space
In Section 4, we shall consider a linear group action on Cn regarded as a real
vector space. In order to avoid possible confusion, we prepare some notation for
distributions on the complex Euclidean space Cn regarded as a real vector space.
Identifying Cn with R2n by z = (z1, . . . , zn) = (x1+ iy1, . . . , xn+ iyn), we write
D(Cn) and D′(Cn) for the spaces of C∞ functions with compact support and
distributions on Cn ≃ R2n, respectively. We define a distribution δ(zn, zn) ∈
D′(Cn) ≃ D′(R2n) by
δ(zn, zn)(φ) :=
1
(−2i)n
∫
Cn−1
φ(z1, . . . , zn−1, 0) dz1dz1 . . . dzn−1dzn−1
=
1
−2i
∫
R2n−2
φ(x′ + iy′, 0) dx1dy1 . . . dxn−1dyn−1
for every test function φ ∈ D(Cn) ≃ D(R2n) where x′+iy′ := (x1+iy1, . . . , xn−1+
iyn−1). We write δ(·) for the usual Dirac delta function on R and regard it as
a distribution on R2n by the pull-back via the projection R2n → R. Then we
have
δ(zn, zn) = (−2i)
−1δ(xn)δ(yn) (3.1)
as distributions on Cn ≃ R2n. Since the multiplication by xn or yn kills (3.1),
so does it by zn or zn = xn − iyn, that is,
znδ(zn, zn) = znδ(zn, zn) = 0. (3.2)
We define differential operators on Cn ≃ R2n by
∂
∂zj
:=
1
2
(
∂
∂xj
− i
∂
∂yj
)
,
∂
∂zj
:=
1
2
(
∂
∂xj
+ i
∂
∂yj
)
(1 ≤ j ≤ n).
Multiplication of ∂
l
∂zln
δ(zn, zn) by distributions of z1, z1, . . . , zn−1, zn−1 makes
sense. We note that a finite family {Tl}
m
l=1 of distributions on C
n−1\{0} vanish
if the following equality as distributions on Cn\{0} ≃ R2n\{0} holds:
m∑
l=1
Tl(z1, . . . , zn−1)
∂l
∂zln
δ(zn, zn) = 0. (3.3)
Suppose a group G acts linearly on Cn regarded as a real vector space. In
turn, G acts on the spaces of C∞ functions f , distributions T , and differential
operators D on Cn ≃ R2n. We shall denote these actions by
(g · f)(z) := f(g−1 · z),
(g · T )(φ) := T (g−1 · φ),
(g ·D)(f) := g · (D(g−1 · f)),
where g ∈ G, z ∈ Cn, and φ ∈ D(Cn) ≃ D(R2n).
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4 Proof of Theorem 1.7
In this section, we take G to be SL(2n,R), and construct an algebraic subgroup
H satisfying the two conditions 1) and 2) in Theorem 1.7. We begin with a
4-dimensional R-algebra Rε defined by
Rε := C⊕ Cε as a vector space,
(a+ bε)(c+ dε) := (ac+ bd) + (bc+ ad)ε as a ring, (4.1)
with ε being just a symbol, and a, b, c, d ∈ C. Regarding C as an R-vector space,
we let Rε act R-linearly on C by
(a+ bε) · z := az + bz (a+ bε ∈ Rε, z ∈ C). (4.2)
Remark 4.1. We write i for the imaginary unit of C, then by (4.1) we have
ε2 = 1, i2 = −1, iε = −εi.
Therefore Rε is isomorphic to the real Clifford algebra C(1, 1) as an R-algebra.
Hence we have Rε ≃ C(1, 1) ≃M2(R) (for example, [12, Proposition 4.4.1]).
Let Mn(Rε) be the R-algebra of all n× n matrices over Rε. The left multi-
plication defines a (real) representation of Mn(Rε) on C
n regarded as a vector
space over R. This representation induces an injective R-algebra homomorphism
ι :Mn(Rε) →֒M2n(R), (4.3)
which is also surjective because the real dimensions of Mn(Rε) and M2n(R) are
the same. We define a subgroup H of Mn(Rε) by
H :=


hθ(a) :=


eiθ a1ε a2ε
2 · · · an−1ε
n−1
eiθ a1ε
. . .
...
eiθ
. . . a2ε
2
. . . a1ε
eiθ


∣∣∣∣∣∣∣∣∣∣∣∣∣∣
θ ∈ R
a ∈ Cn−1


, (4.4)
where a = (a1, . . . , an−1) ∈ C
n−1. Then ι(H) is a subgroup of GL(2n,R).
Lemma 4.2. det(ι(H)) = {1}.
Proof. For any a ∈ Cn−1, it is clear that det
(
ι
(
h0(a)
))
= 1 since ι(h0(a)) ∈
GL(2n,R) is a unipotent matrix. Moreover dividing ι
(
hθ(0, . . . , 0)
)
∈ GL(2n,R)
into 2 × 2 block matrices, we have det
(
ι
(
hθ(0, . . . , 0)
))
= 1 for any θ ∈ R be-
cause eiθ acts on C ≃ R2 as rotation. Since the groupH is generated by elements
of the form h0(a) and hθ(0, . . . , 0), the lemma is proved.
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By Lemma 4.2, we may identify H in Mn(Rε) with ι(H) in G = SL(2n,R)
via ι.
The following proposition shows that the subgroup H of G satisfies the
condition 1) in Theorem 1.7.
Proposition 4.3. For every j ∈ {1, 2, . . . , n}, there exists exactly one H-orbit
on G/Q of real dimension 2j − 1. These orbits exhaust all H-orbits on G/Q.
In particular, #(H\G/Q) = n <∞.
Proof. Let R× := GL(1,R) act on Cn by scalar multiplication and put X :=
(Cn\{0})/R×. Identifying Cn with R2n, we haveX ≃ RP2n−1 ≃ G/Q and these
isomorphisms induce a bijection:
H\X ≃ H\G/Q. (4.5)
For j ∈ {1, 2, . . . , n}, we define a real (2j− 1)-dimensional submanifold of X by
Y2j−1 := {(z1, . . . , zj, 0, . . . , 0) ∈ C
n | zj 6= 0}/R
× ⊂ X. (4.6)
Then the group H leaves Y2j−1 invariant, and in fact it acts transitively. Thus
we have an orbit decomposition
H\X =
n⋃
j=1
Y2j−1.
Therefore #(H\G/Q) = #(H\X) = n <∞.
Let us prove that the subgroup H of G satisfies the condition 2’) of Theorem
1.7 in the case of n ≥ 3. We define two real analytic vector fields D and D on
Cn ≃ R2n for n ≥ 3 by
D := zn−2
∂
∂zn−1
+ zn−1
∂
∂zn
, D := zn−2
∂
∂zn−1
+ zn−1
∂
∂zn
. (4.7)
For l ∈ N, we define nonzero two distributions T lλ, T
l
λ ∈ D
′(Cn\{0}) with holo-
morphic parameter λ ∈ C by
T lλ(z) :=
1
Γ
(
2− λ2
)Dl (|zn−1|2−λδ(zn, zn)) , (4.8)
T
l
λ(z) :=
1
Γ
(
2− λ2
)Dl (|zn−1|2−λδ(zn, zn)) , (4.9)
where Γ(·) denotes the gamma function. We note that |zn−1|
2−λ = (x2n−1 +
y2n−1)
1−λ
2 has a simple pole at λ ∈ 2N + 4 as a distribution and Γ(2 − λ2 ) has
a simple pole at λ ∈ 2N + 4. Therefore T lλ and T
l
λ define distributions with
holomorphic parameter λ ∈ C (for example, see [4, Appendix B1.4]). Moreover
7
T lλ and T
l
λ are homogeneous distributions of degree −λ because |zn−1|
2−λ and
δ(zn, zn) are homogeneous of degree 2−λ and−2, respectively, and the operators
D and D preserve the degrees. Clearly, T lλ and T
l
λ are even distributions,
therefore T lλ, T
l
λ ∈ D
′(Cn\{0})even,−λ ≃ D
′(G/Q, χλ).
Proposition 4.4. Suppose n ≥ 3. Then for any λ ∈ C and any l ∈ N, the
distributions T lλ and T
l
λ are H-invariant, that is, T
l
λ, T
l
λ ∈ D
′(Cn\{0})Heven,−λ.
Proof. We prove only the claim for T lλ as that for T
l
λ can be shown similarly.
We define elements of H by the equality
h(θ) := hθ(0, . . . , 0), hj(a) := h
0(0, . . . , 0,
j
∨
a, 0, . . . , 0), (4.10)
where θ ∈ R, a ∈ C and, j ∈ {1, 2, . . . , n− 1} (see (4.4) for notation). Then it is
sufficient to prove that h(θ) · T lλ = T
l
λ for any θ ∈ R and hj(a) · T
l
λ = T
l
λ for any
a ∈ C and j ∈ {1, 2, . . . , n − 1} because the group H is generated by elements
of the form h(θ) and hj(a). The first claim follows easily from h(θ) · z = e
iθz
for z ∈ Cn. For the case of j = 1 of the second claim, we need the following:
Lemma 4.5. Let D be the vector field defined in (4.7). Then, we have
h1(a) ·D = D + a
(
zn−2 − azn−1 + |a|
2zn
) ∂
∂zn−2
− azn
∂
∂zn
(a ∈ C).
This is an easy calculation, hence we omit the proof.
By Lemma 4.5, the following equality as distributions on Cn\{0} ≃ R2n\{0}
holds:
(h1(a) · T
l
λ)(z) =
1
Γ
(
2− λ2
) (h1(a) ·D)l (|zn−1 − azn|2−λδ(zn, zn))
=
1
Γ
(
2− λ2
) (D − azn ∂
∂zn
)l (
|zn−1|
2−λδ(zn, zn)
)
=
1
Γ
(
2− λ2
)Dl (|zn−1|2−λδ(zn, zn))
= T lλ(z).
We have used (3.2) and ∂
∂zn−2
(
|zn−1|
2−λδ(zn, zn)
)
= 0 in the second equality.
For j ∈ {2, 3, . . . , n−1}, hj(a)·T
l
λ = T
l
λ can be shown similarly in the case j = 1.
Therefore T lλ is H-invariant. Thus the proof of proposition completes.
Proposition 4.6. If n ≥ 3, for any λ ∈ C we have
dimD′(Cn\{0})Heven,−λ =∞.
8
Proof. We know from Proposition 4.4 that T lλ ∈ D
′(Cn\{0})Heven,−λ for all l ∈ N.
Therefore it is sufficient to prove that {T lλ}l∈N is linearly independent. But
this is a consequence of (3.3) and the following equality as distributions on
Cn\{0} ≃ R2n\{0}:
T lλ(z)=
1
Γ
(
2− λ2
) (zn−2 ∂
∂zn−1
+ zn−1
∂
∂zn
)l (
|zn−1|
2−λδ(zn, zn)
)
=
1
Γ
(
2− λ2
) l∑
k=0
(
l
k
)(
zn−2
∂
∂zn−1
)k (
zn−1
∂
∂zn
)l−k(
|zn−1|
2−λδ(zn, zn)
)
=
1
Γ
(
2− λ2
) l∑
k=0
(
l
k
)(
zkn−2z
l−k
n−1
∂k|zn−1|
2−λ
∂zkn−1
)
∂l−k
∂zl−kn
δ(zn, zn).
We have used the binomial expansion in the second equality.
Proof of Theorem 1.7 in the case n ≥ 3. We take H to be the subgroup (4.4)
via the inclusion ι (4.3). Then H satisfies 1) by Proposition 4.3. Moreover H
satisfies 2’) by Corollary 2.3 and Proposition 4.6 because D′(R2n\{0})Heven,−λ ≃
D′(Cn\{0})Heven,−λ. We note that any one-dimensional representation χ of Q is
of the form χλ for some λ ∈ C.
Next we discuss in the case n = 2. For λ = 2 in (4.8) and (4.9), the binomial
expansion shows
T l2(z) =
(
zn−2
∂
∂zn−1
+ zn−1
∂
∂zn
)l
δ(zn, zn)
=
(
zn−1
∂
∂zn
)l
δ(zn, zn), (4.11)
T
l
2(z) =
(
zn−1
∂
∂zn
)l
δ(zn, zn). (4.12)
In the second equality, we have used ∂
∂zn−1
δ(zn, zn) = 0 because δ(zn, zn)
does not depend on the variable zn−1. Then we define T
l
2 and T
l
2 in the
case of (n, λ) = (2, 2) by (4.11) and (4.12), respectively, in which the vari-
ables zn−2, zn−2 do not appear. By using these distributions, we prove the case
n = 2 of Theorem 1.7.
Proof of Theorem 1.7 in the case of n = 2. We take H to be the subgroup (4.4)
via the inclusion ι (4.3) as in the case of n ≥ 3, then H satisfies 1) by Proposition
4.3. Set D′ := z1
∂
∂z2
. By (4.11) we have
T l2(z) = (D
′)
l
δ(z2, z2).
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We note that the group H is generated by elements of the form h(θ) and h1(a)
in the case of n = 2. Just like before, h(θ) · T lλ = T
l
λ follows from h(θ) · z = e
iθz
for z ∈ C2. Moreover, direct computation shows
h1(a) ·D
′ = D′ + a(z1 − az2)
∂
∂z1
− az2
∂
∂z2
(a ∈ C).
Hence in the same way as in n ≥ 3, the following equality of distributions on
C2\{0} ≃ R4\{0} holds:
h1(a) · T
l
2(z) =
(
D′ + a(z1 − az2)
∂
∂z1
− az2
∂
∂z2
)l
δ(z2, z2)
= (D′)lδ(zn, zn)
= T l2(z).
Therefore we have T l2 ∈ D
′(C2\{0})Heven,−2 for any l ∈ N. Furthermore, we
have dimD′(C2\{0})Heven,−2 = ∞ because {T
l
2}l∈N are linearly independent.
Thus H satisfies 2) by Corollary 2.3. Therefore the proof of the case of n = 2
completes.
Remark 4.7. For n = 2, the dimension ofD′(C2\{0})Heven,−λ is finite-dimensional
for generic λ ∈ C. Indeed one can show that
dimD′(C2\{0})Heven,−λ ≤ 2 for λ ∈ C\{2}.
Finally, we discuss the supports of elements of D′(G/Q, χλ)
H . If λ /∈ 2N+4,
we have supp(T lλ) = cl(Y2n−3) by (4.8). Here cl(Y2n−3) denotes the closure
of Y2n−3 in X (See (4.6) for the definition of Y2j−1 ⊂ X for j ∈ {1, 2, . . . , n}
and hereafter we regard as Y2j−1 ⊂ G/Q by X ≃ G/Q in (4.5)). We put
Xj := cl(Y2j−1) ⊂ X . Then we have
dim
(
D′Xn−1(G/Q, χλ)
H
/
D′Xn−2(G/Q, χλ)
H
)
=∞,
where D′Xj−1 (G/Q, χλ)
H := {F ∈ D′(G/Q, χλ)
H | supp(F ) ⊂ Xj−1}. Further-
more, the following statement holds more generally:
Proposition 4.8. Suppose n ≥ 3. Let G and Q be as in Theorem 1.7. Then
for any j ∈ {2, 3, . . . , n− 1}, we have
dim
(
D′Xj (G/Q, χλ)
H
/
D′Xj−1 (G/Q, χλ)
H
)
=∞
for any λ ∈ C\(2N+ 2 + 2n− 2j).
Proof. Let Dj be a real analytic vector field on C
n ≃ R2n given by Dj :=
zj−1
∂
∂zj
+ zj
∂
∂zj+1
. For l ∈ N, we define a distribution T lλ,j ∈ D
′(Cn\{0}) with
holomorphic parameter λ ∈ C by
T lλ,j(z) :=
1
Γ
(
n− j + 1− λ2
)Dlj

|zj|2(n−j)−λ n∏
k=j+1
δ(zk, zk)

 . (4.13)
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Then we have T lλ,j ∈ D
′(Cn\{0})Heven,−λ ≃ D
′(G/Q, χλ)
H in the same way as
the case of T lλ. Moreover supp(T
l
λ,j) = cl(Y2j−1) = Xj follows easily from (4.13)
if λ ∈ C\(2N+ 2 + 2n− 2j). This completes the proof of Proposition 4.8.
Remark 4.9. Let GC, QC and HC be complexifications of G,Q and H , respec-
tively. Then if #(HC\GC/QC) < ∞, we have dimD
′(Cn\{0})Heven,−λ < ∞ for
any λ ∈ C by the general theory of holonomic systems due to Sato-Kashiwara-
Kawai [6, Theorems 5.1.7, and 5.1.12]. Therefore we have #(HC\GC/QC) =∞
because dimD′(Cn\{0})Heven,−λ = ∞ by Proposition 4.6. Alternatively we can
show that #(HC\GC/QC) =∞ by direct calculation as below.
Proposition 4.10. Suppose G,Q are as in Theorem 1.7, and H is the subgroup
of G defined in (4.4). Let GC, QC and HC be complexifications of G,Q and H,
respectively. Then if n ≥ 2, we have #(HC\GC/QC) =∞.
Before the proof of Proposition 4.10, we discuss the complexifications of C
and Rε in order to make calculation clear. We write C for the complex conjugate
space of C, that is, C = C as a set, and scalar multiplication of c ∈ C given by
c · v := cv for v ∈ C. Then the complexification C ⊗R C of C is isomorphic to
C⊕ C as a C-algebra by the following map:
e−
a⊗ 1
2
+ e+
c⊗ 1
2
7→ (a, c) (a, c ∈ C), (4.14)
where e± := 1 ⊗ 1 ± i ⊗ i ∈ C ⊗R C. Here the multiplication of C ⊗R C
is given by (a ⊗ b) · (c ⊗ d) = ac ⊗ bd. Similarly, we define an isomorphism
Rε ⊗R C = (C⊕ Cε)⊗R C ∼−→
(
C⊕ C
)
⊕
(
C⊕ C
)
ε as a C-algebra by
e′−
(a+ bε)⊗ 1
2
+ e′+
(c+ dε)⊗ 1
2
7→ (a, c) + (b, d)ε (a, b, c, d ∈ C), (4.15)
where e′± := 1 ⊗ 1 ± i ⊗ i ∈ (C ⊕ Cε) ⊗R C. Then the multiplication on(
C⊕ C
)
⊕
(
C⊕ C
)
ε induced from this isomorphism is given below,
((a, c) + (b, d)ε) ((a′, c′) + (b′, d′)ε) = (aa′+ bd′, cc′+db′)+(ab′+ bc′, cd′+da′)ε,
where (a, c)+(b, d)ε, (a′, c′)+(b′, d′)ε ∈
(
C⊕ C
)
⊕
(
C⊕ C
)
ε. Hereafter we iden-
tify Rε ⊗R C with
(
C⊕ C
)
⊕
(
C⊕ C
)
ε via (4.15). For the proof of Proposition
4.10, we need:
Lemma 4.11. The complexification of the representation of Rε on C defined
in (4.2) is given below under the identifications of (4.14) and (4.15),
((a, c) + (b, d)ε) · (z, w) = (az, cw) + (bw, dz),
where (a, c) + (b, d)ε ∈ Rε ⊗R C and (z, w) ∈ C⊕ C ≃ C⊗R C.
This follows from easy calculation, hence we omit the proof.
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Proof of Proposition 4.10. Mn(Rε ⊗ C) acts on (C ⊕ C)
n ≃ Cn ⊗ C by left
multiplication. This action induces ιC : Mn(Rε ⊗ C) ∼−→ M2n(C) in the same
way as ι in (4.3). Then the complexification ofH inMn(Rε⊗C) is the following:
HC:=


ha(A) :=


(eia, eia) A1ε · · · An−1ε
n−1
(eia, eia)
. . .
...
. . . A1ε
(eia, eia)


∣∣∣∣∣∣∣∣∣∣
a ∈ C
A ∈ (C⊕ C)n−1


, (4.16)
where A = (A1, . . . , An−1) ∈ (C ⊕ C)
n−1. Similarly to the case of H in (4.4),
ι(HC) is a subgroup of GC = SL(2n,C) and we may identify HC in Mn(Rε⊗C)
with ιC(HC) in GC = SL(2n,C). Let C
× := GL(1,C) act on
(
C⊕ C
)n
by scalar
multiplication. Then, for c ∈ C× and ((z1, w1), . . . , (zn, wn)) ∈ (C ⊕ C)
n, we
have
c · ((z1, w1), . . . , (zn, wn)) = ((cz1, cw1), . . . , (czn, cwn)) .
We put XC :=
((
C⊕ C
)n
\{0}
)
/C×. By regarding (C ⊕ C)n as C2n, we have
XC ≃ CP
2n−1 ≃ GC/QC and these isomorphisms induce a bijection:
HC\XC ≃ HC\GC/QC.
On the other hand, the action of HC on (C⊕C)
n is given below by Lemma 4.11
(See (4.16) for the definition of ha(A) ∈ HC),
ha(A) ·


(z1, w1)
...
(zn−1, wn−1)
(zn, wn)

=


(eiaz1, e
iaw1) +
∑n−1
j=1 (aj , bj)ε
j · (zj+1, wj+1))
...
( eiazn−1 + a1wn , e
iawn−1 + b1zn )
( eiazn , e
iawn )

,
where a ∈ C, A = (A1, . . . , An−1) = ((a1, b1), . . . , (an−1, bn−1)) ∈
(
C⊕ C
)n−1
and ((z1, w1), . . . , (zn, wn)) ∈ (C⊕C)
n. For ζ ∈ C, we define a complex (2n−3)-
dimensional submanifold of XC by
Y ζ2n−3 := {(zj, wj)
n
j=1 ∈ (C⊕ C)
n | wn = 0, zn 6= 0, zn−1 = ζzn}/C
× ⊂ XC.
Then for any ζ ∈ C, the group HC leaves Y
ζ
2n−3 invariant, and in fact it acts
transitively. Moreover if ζ 6= µ, Y ζ2n−3 and Y
µ
2n−3 have no intersection. Therefore
we have #(HC\GC/QC) = #(HC\XC) =∞.
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