Characteristic polynomial of a generalized complete product of matrices  by Hwang, Suk-Geun & Park, Jin-Woo
Linear Algebra and its Applications 434 (2011) 1362–1369
Contents lists available at ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Characteristic polynomial of a generalized complete product
of matrices
Suk-Geun Hwang∗ Jin-Woo Park
Department of Mathematics Education, Kyungpook National University, Taegu 702-701, Republic of Korea
A R T I C L E I N F O A B S T R A C T
Article history:
Received 23 August 2010
Accepted 8 November 2010
Available online 30 November 2010
Submitted by R.A. Brualdi
AMS classification:
15A15
05C50
05C76
Keywords:
Characteristic polynomial
Complete product of graphs
Generalized complete product of matrices
For a simple graphG, let G¯ denote the complement ofG relative to the
complete graph and let PG(x) = det(xI−A(G))where A(G) denotes
the adjacencymatrix ofG. The complete productG∇H of two simple
graphs G and H is the graph obtained from G and H by joining every
vertex of G to every vertex of H. In [2] PG∇H(x) is represented in
terms of PG , PG¯ , PH and PH¯ . In this paper we extend the notion of
complete product of simple graphs to that of generalized complete
product of matrices and obtain their characteristic polynomials.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Throughout, let I and O denote the identity matrix and the zero matrix of suitable size. For positive
integersm, n, them× nmatrix of 1’s is denoted by Jm×n or simply by J if the size of the matrix is clear
from the context. By a simple graph we mean a graph without multiple edges or loops in this paper.
For a simple graph G, let the characteristic polynomial PG(x) of G is defined by
PG(x) = det(xI − A(G)),
where A(G) denotes the adjacency matrix of G. For G, let G¯ denote the graph with the same vertex set
as G and two distinct vertices u, v are adjacent in G¯ if and only if u, v are not adjacent in G. G¯ is called
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the complement of G [2]. Since both G and G¯ are simple graphs, it is clear that
A(G¯) = J − I − A(G).
The complete product G∇H of two simple graphs G and H is the graph obtained from G and H by
joining every vertex of G to every vertex of H [2]. It is clear that
A(G∇H) =
⎡
⎣A(G) J
J A(H)
⎤
⎦ .
In [2], The characteristic polynomial of the complete product G∇H is represented by those of G, G¯,
H and H¯ as follows.
TheoremA [2, Theorem 2.7]. Let G and H be simple graphs onm vertices and n vertices respectively. Then
PG∇H(x) = (−1)nPG(x)PH¯(−x − 1) + (−1)mPH(x)PG¯(−x − 1)
− (−1)m+nPG¯(−x − 1)PH¯(−x − 1).
Moreover if G and H are regular graphs then the characteristic polynomial of G∇H is given in a
neater form as follows.
Theorem B [2, Theorem 2.8]. If the graphs G and H in Theorem A are regular graphs of degree r and s
respectively, then
PG∇H(x) = PG(x)PH(x)
(x − r)(x − s) [(x − r)(x − s) − mn].
For two square matrices A and B we shall call
⎡
⎣A J
J B
⎤
⎦
the complete product of A and B.
Let Rm×n denote the set of all m × n real matrices and let Rn denote the set of all real n-vectors.
For two square matrices A ∈ Rm×m and B ∈ Rn×n, letM be a matrix of the form
M =
⎡
⎣A X
Y B
⎤
⎦ .
If X = O and Y = O, thenM = A ⊕ B, if X = Jm×n and Y = Jn×m thenM is the complete product of A
and B. In [1], the permanent evaluation problem for complete product is discussed.
The matrices Jm×n and Jn×m are matrices of rank 1, and
Jm×n = emeTn, Jn×m = eneTm,
where ek denote k-vector of 1’s. Note that
⎡
⎣ A Jm×n
Jn×m B
⎤
⎦ = em+neTm+n − (emeTm − A) ⊕ (eneTn − B).
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We extend the notion of complete product by replacing Jm×n and Jn×m with any matrices of rank 1
in what follows. Let
u =
⎡
⎣a
b
⎤
⎦ , v =
⎡
⎣c
d
⎤
⎦
be given fixed (m + n)-vectors where a, c ∈ Rm and b, d ∈ Rn. Then
uvT =
⎡
⎣acT adT
bcT bdT
⎤
⎦
is an (m + n) × (m × n) matrix of rank 1.
For A ∈ Rm×m, B ∈ Rn×n, let A˜ = acT − A, B˜ = bdT − B. We call A˜ and B˜ the complement of A and
B relative to acT and bdT respectively. Then
⎡
⎣ A acT
bdT B
⎤
⎦ = uvT − A˜ ⊕ B˜. (1.1)
We call thematrix in the left hand side of (1.1) the generalized complete product of A and Bwith respect
to uvT .
In this paperweextendboth TheoremA andTheoremB to generalized complete product ofmatrices
with simple elementary proofs.
For positive integers r, nwith 1 ≤ r ≤ n, letQr,n denote the set of all r-subsets of {1, 2, . . . , n}. For
A ∈ Rn×n and for α, β ∈ Qr,n, let A(α|β) denote the matrix obtained from A by deleting rows lying in
α and columns lying in β . The matrix A(α¯|β¯), where α¯ and β¯ are complement of α and β relative to
{1, . . . , n}, is denoted by A[α|β].
2. Main results
Let r, n be positive integers such that 1 ≤ r < n. Let A ∈ Rn×n and let α ∈ Qr,n. The following
equality is the well known Laplace expansion of the determinant of A [3].
det A = (−1)s(α) ∑
β∈Qr,n
(−1)s(β) det A[α|β] det A(α|β),
where s(α) and s(β) denote the sum of elements of α and β respectively.
Let r, n be positive integers such that 1 ≤ r < n, and let C ∈ Rn×n be a matrix partitioned as
C =
⎡
⎣A
B
⎤
⎦
where A ∈ Rr×n, B ∈ R(n−r)×n.
Forβ ∈ Qr,n, let Aβ (resp. Bβ¯ ) denote thematrix obtained from A(resp. B) by replacing every column
lying in β¯(resp. β) with a zero vector. Then the Laplace expansion of det C can be written as
det C = ∑
β∈Qr,n
det
⎡
⎣Aβ
Bβ¯
⎤
⎦ . (2.1)
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The adjugate of a square matrix X is denoted by adj X .
Lemma 2.1. Let A, B be square matrices of order m and n respectively, and let
M =
⎡
⎣ A adT
bcT B
⎤
⎦ .
Then detM = det A det B − cT (adj A)adT (adj B)b.
Proof. Let d = (d1, d2, . . . , dn)T and let β ∈ Qm,m+n. Since adT = [d1a, d2a, . . . , dna], if β contains
two ormoremembers from {m+ 1, . . . ,m+ n}, then the columns of [A adT ]β are linearly dependent
so that
det
⎡
⎢⎣
[
A adT
]
β[
bcT B
]
β¯
⎤
⎥⎦ = 0.
Therefore, by (2.1), we have
detM = det A det B +
m∑
i=1
n∑
j=1
det
⎡
⎣ A(i ← 0) O(j ← dja)
O(i ← cib) B(j ← 0),
⎤
⎦
where, for a matrix X and for a vector v, X(k ← v) denotes the matrix obtained from X by replacing
the column k with v. Interchanging the columns i and j of the matrix
⎡
⎣ A(i ← 0) O(j ← dja)
O(i ← cib) B(j ← 0)
⎤
⎦
yields A(i ← dja) ⊕ B(j ← cib). Therefore we get
m∑
i=1
n∑
j=1
det
⎡
⎣ A(i ← 0) O(j ← dja)
O(i ← cib) B(j ← 0)
⎤
⎦
= −
m∑
i=1
n∑
j=1
det A(i ← dja) det B(j ← cib)
= −
m∑
i=1
ci det A(i ← a)
n∑
j=1
djB(j ← b)
= −
⎛
⎝ m∑
i=1
ci
m∑
k=1
(−1)k+i det A(k|i)ak
⎞
⎠
⎛
⎝ n∑
j=1
dj
n∑
l=1
(−1)l+j det B(l|j)bl
⎞
⎠
= −cT (adj A)adT (adj B)b,
and the proof is complete. 
In the sequel, the characteristic polynomial det(xI − A) of a square matrix A is also denoted by
PA(x).
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Theorem 2.2. Let A ∈ Rm×m, B ∈ Rn×n, a, c ∈ Rm, b, d ∈ Rn and let
M =
⎡
⎣ A adT
bcT B
⎤
⎦ .
Let λ,μ be eigenvalues of A and B respectively. If a is an eigenvector of A corresponding to λ and b is an
eigenvector of B corresponding to μ, then
PM(x) = PA(x)PB(x)
(x − λ)(x − μ)
[
(x − λ)(x − μ) − cTadTb
]
.
Proof
PM(x) = det(xI − M) = det
⎡
⎣xI − A −adT
−bcT xI − B
⎤
⎦ .
By Lemma 2.1,
PM(x) = PA(x)PB(x) − cTadj(xI − A)adTadj(xI − B)b. (2.2)
Note that
PA(x)a = det(xI − A)a = (adj(xI − A))(xI − A)a
= (adj(xI − A))(x − λ)a
so that
adj(xI − A)a = PA(x)
x − λa. (2.3)
Similarly
adj(xI − B)b = PB(x)
x − μb. (2.4)
Now from (2.2)–(2.4) we get
PM(x) = PA(x)PB(x)
(
1 − 1
(x − λ)(x − μ)c
TadTb
)
= PA(x)PB(x)
(x − λ)(x − μ)((x − λ)(x − μ) − c
TadTb). 
Suppose that G is a regular graph of degree r onm vertices and H is a regular graph of degree s on n
vertices. Then em is an eigenvectors of A(G) corresponding to the eigenvalue r and en is an eigenvectors
of A(H) corresponding to the eigenvalue s. Thus from Theorem 2.2, it follows that
PA∇B(x) = PA(x)PB(x)
(x − r)(x − s)
(
(x − r)(x − s) − emTemenTen
)
.
Since em
Temen
Ten = mn, Theorem B follows.
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Lemma 2.3. For A ∈ Rn×n and for x, y ∈ Rn, we have
yT (adj A)x = det A − det(A − xyT ). (2.5)
Proof. We prove (2.5) by showing that each of yT (adj A)x and det A − det(A − xyT ) is equal to
− det
⎡
⎣0 yT
x A
⎤
⎦ .
Let x = (x1, . . . , xn)T , y = (y1, . . . , yn)T and let pk denote the column k of In, k = 1, . . . , n. Then
det
⎡
⎣0 yT
x A
⎤
⎦ = n∑
i=1
n∑
j=1
det
⎡
⎣ 0 yjpj
xipi A
⎤
⎦ = n∑
i=1
n∑
j=1
xiyj det
⎡
⎣0 pj
pi A
⎤
⎦
=
n∑
i=1
n∑
j=1
xiyj(−1)i+j det
⎡
⎢⎢⎢⎣
0 1
1 0
0
0 A(i|j)
⎤
⎥⎥⎥⎦
= −
n∑
i=1
n∑
j=1
xiyj det A(i|j) = −yT (adj A)x.
Thus
yT (adj A)x = − det
⎡
⎣0 yT
x B
⎤
⎦ . (2.6)
On the other hand
det
⎡
⎣0 yT
x A
⎤
⎦ = det
⎡
⎣1 yT
x A
⎤
⎦− det
⎡
⎣1 0T
0 A
⎤
⎦
= det
⎡
⎣1 yT
x A
⎤
⎦− det A. (2.7)
Since ⎡
⎣1 yT
x A
⎤
⎦
⎡
⎣1 −yT
0 I
⎤
⎦ =
⎡
⎣1 0T
x A − xyT
⎤
⎦
we see that
det
⎡
⎣1 yT
x A
⎤
⎦ = det(A − xyT ). (2.8)
From (2.7) and (2.8) we get
det A − det(A − xyT ) = − det
⎡
⎣0 yT
x A
⎤
⎦ ,
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and the proof is complete. 
From Lemmas 2.1 and 2.3, we have the following.
Corollary 2.4. Let A ∈ Rm×m, B ∈ Rn×n, a, c ∈ Rm, b, d ∈ Rn and let
M =
⎡
⎣ A adT
bcT B
⎤
⎦ .
Then
detM = det(A − acT ) det B + det(B − bdT ) det A
− det(A − acT ) det(B − bdT ).
Theorem 2.5. Let A ∈ Rm×m, B ∈ Rn×n, a, c ∈ Rm, b, d ∈ Rn,
M =
⎡
⎣ A adT
bcT B
⎤
⎦ ,
and A˜ = acT − A, B˜ = bdT − B. Then
PM(x) = (−1)mPA˜(−x)PB(x) + (−1)nPA(x)PB˜(−x) − (−1)m+nPA˜(−x)PB˜(−x). (2.9)
Proof
xI − M =
⎡
⎣ xI − A (−a)dT
(−b)cT xI − B
⎤
⎦ .
By Corollary 2.4, we have
PM(x) = det(xI−A+acT )PB(x)+det(xI−B+bdT )PA(x)−det(xI−A+acT ) det(xI−B+bdT ).
It is easily seen that
det(xI − A + acT ) = det(xI + A˜)
= (−1)m det(−xI − A˜) = (−1)mPA˜(−x).
Similarly
det(xI − B + bdT ) = (−1)nPB˜(−x).
Thus (2.9) follows. 
Let G,H be simple graphs on m vertices and n vertices respectively, and let A = A(G), B = A(H).
Then
A(G∇H) =
⎡
⎣A J
J B
⎤
⎦ =
⎡
⎣ A emeTn
ene
T
m B
⎤
⎦ .
Thus by Theorem 2.5, we see that
PG∇H = (−1)mPA˜(−x)PB(x) + (−1)nPA(x)PB˜(−x) + (−1)m+nPA˜(−x)PB˜(−x). (2.10)
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Since A(G¯) = J − I − A(G), it follows that
PA˜(−x) = det(−xI − A˜) = det(−xI − J + A)
= det((−x − 1)I − (J − I − A))
= PG¯(−x − 1).
Similarly
PB˜(−x) = PH¯(−x − 1).
Thus Theorem A follows from (2.10).
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