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The role of integrable systems in string theory is discussed. We remind old examples of the corre-
spondence between stringy partition functions or effective actions and integrable equations, based on
effective application of the matrix model technique. Then we turn to a new example, coming from
the Nekrasov deformation of the Seiberg-Witten prepotential. In the last case the deformed theory
is described by a different statistical model, which becomes equivalent to a partition function of a
topological string. The full partition function of string theory arises therefore always as a certain
”quantization” of its quasiclassical geometry.
1 Introduction
There is lack of algorithmic direct computational methods in non-perturbative physics. One of the working ideas
is to replace the divergent series of perturbation theory by differential equations in some parameter space (say,
in the space of couplings) and to study their solutions, which can be in many cases treated non-perturbatively.
Another way is based on some discrete (e.g. lattice) regularization of continuous theory, which in practice turn
it into some statistical model, where one may hope to reach more progress. Amazingly enough these two ways
are closely related, at least in the class of models, where the exact non-perturbative results have been reached
during last fifteen years, (see e.g. [1], where these issues were discussed from different angles of view).
Our experience shows, that general scheme of formulation of the non-perturbative results is always the same:
the generating function F = F (t) should be identified with a solution to a hierarchy of nonlinear differential
equations and, when the system is known, is given by a logarithm of tau-function of this hierarchy. The string
theory genus expansion
F =
∞∑
g=0
h¯2g−2Fg (1)
is then equivalent to the so-called quasiclassical expansion of F and therefore we denote the string coupling as
a Planck constant h¯.
The leading term of this expansion F0 = F0(t, S), (depending usually on the set of extra parameters or
moduli S) is already well-known for all examples and can be defined in pure geometric terms. The geometric
data contain a complex manifold (in practically all studied cases a curve) Σ endowed with pair of functions (x, y),
or with the generating meromorphic form dS = ydx, then F0 can be identified with the Krichever quasiclassical
tau-function [2], sometimes also called a ”prepotential”.
The whole sum in (1) can be thought of as a ”quantization” of this geometry. Except for few simple examples
(the most well-known is Kontsevich model and its generalizations [3, 4, 5]) yet there is no strict formulation of
the full function F , but it is widely beleived, that
Z = exp (−F ) (2)
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satisfies some (infinite system of) relatively simple linear differential equations, like Virasoro or W -constraints
[6] together with nonlinear equations of an integrable hierarchy.
The pair of functions (x, y) entering the geometric data for F0 may be thought of as ”symplectic pair”, and
different solutions (their Baker-Akhiezer functions) are related by a sort of Fourier transform [7]
Ψi(y) ∝
∫
dµ(x)Ψi(x)e
∫
ydx (3)
In particular, this is the origin of existence of integral representations of the solutions to Kontsevich-like models
since by (3) they are ”dual” to trivial tau-functions. The corresponding partition functions
Z
(
tk = −
1
k
∑
x−kj
)
∝
detΨi(xj)
∆(x)
(4)
are given by matrix version of (3), since for trivial Ψ-functions in the r.h.s. formula (3) gives rise to the matrix
integral representation of Z. However, these exact full answers are known only for the cases when quasiclassical
geometry is extremely simple, or, basically, when Σ is sphere. Already for the (p, q) critical points of two-
dimensional gravity (with p, q 6= 1; (p, 1) points correspond to generalized Kontsevich models [4]) generic curves
are of genus 12 (p− 1)(q − 1) [8] and nothing strictly is known about explicit form of the full F . Recently these
problems were readdressed to in [9] and from a different angle of view in [10].
Hence, the quasiclassical part of the story looks like being totally based on geometry. However, its ”quan-
tization” leads to relatively simple statistical models, like matrix integrals. The present hope is that this is a
general phenomenon, and as a new example of this phenomenon we will consider the Nekrasov deformation [11]
of the Seiberg-Witten theory, which leads to ”Lie-algebraic construction” of the full partition function based on
summing over the Young diagrams.
2 Matrix models and integrable systems
Matrix models are the most simple example of the ”gauge-string correspondence” (2) where logZ = F obeys
(1). A typical matrix model partition function is given by an integral
Z =
∫
dΦe−
1
h¯
TrV (Φ) =
1
N !
∫ N∏
i=1
(
dxie
− 1
h¯
V (xi)
)
∆2(x) (5)
where Φ is N × N matrix (in general situation the integral is taken over ensemble of matrices), for example
Hemitean, the measure dΦ ∝
∏
dΦij and potential V (Φ) =
∑
tkΦ
k in this case is an arbitrary polynomial.
The simple matrix integral like (5) can be rewritten as an integral over eigenvalues xi of the matrix Φ. The full
partition function (5) can be considered as a ”quantization” of the geometry, corresponding to its limit N →∞,
h¯→ 0, with Nh¯ = t0 = fixed.
In this quasiclassical limit h¯ → 0 the first term F0 of the expansion (1) for partition function (5) can be
determined from a variational problem
F0 =
[∫
V ρ−
∫ ∫
ρ1 log |x1 − x2| ρ2 +
∑
k
Πk
(∫
Dk
ρ− Sk
)]
δF0
δρ
=0
(6)
where Sk are the new quasiclassical parameters – the fractions of eigenvalues on various supports Dk, and Πk are
corresponding Lagrange multiplyers. This function can be described in pure geometric terms as a prepotential,
i.e. the variational problem (6) is solved by F0 = F(t, S), where
∂F
∂Si
= Πi =
∮
Bi
dS,
∂F
∂tk
= res (xkdS) (7)
with the matrix model geometry appearing in the following way.
Loop equations [12] in the main order define the complex curve of the matrix model Σ, which is of genus
g1 = (degV − 2) for the 1-matrix model [13] (where always hyperelliptic), and of (now always non-hyperelliptic)
of genus g2 = (degV1 − 1)(degV2 − 1)− 1 for the 2-matrix model with potential V = −xy + V1(x) + V2(y) [14].
The density of eigenvalues ρ endows Σ with a meromorphic 1-form dS, so that the fractions of eigenvalues are
given by its periods Si =
∮
Ai
dS on Σ.
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For the symmetric 2-matrix model the matrix integral (5) and the variational problem (6) become now
two-dimensional, so that the inverse to the kernel in (6) is simply a two-dimensional Laplace operator. In this
way the problem for 2-matrix model can be reformulated as a potential problem for two-dimensional domains
in complex plane, some aspects of which are sometimes referred to as ”Laplacian growth” of domains w.r.t.
t0 = Nh¯ with fixed coefficients t of the potential V , (see, e.g. [15] and references therein). In the simplest case
this problem is solved in terms of the dispersionless Toda lattice tau-function (the corresponding geometric data
and prepotential are sometimes referred to as tau-functions of curves [16]), but for many domains the equations
are much less trivial, their explicit form in this case is derived in [17].
The simplicity of dispersionless solution comes from the fact that curve Σ for this case is just sphere, which
allows to express differentials dΩk =
∂dS
∂tk
in terms of rational functions of the uniformizing global co-ordinate
w = eΩ0 as Ωk = Pk(w). This gives rise to dispersionless Hirota equations on the (second derivatives of) F0.
An alternative way is to write dispersionless W -constraints of the form
∑
res (xnymdx) = 0.
In all known examples the dispersionless W -constraints are reminisents of the W -constraints [6] imposed
onto the full partition function (2). It is possible then to define the full partition function (2) as a correlator of
some free fields on Σ, bosons or fermions ψ˜k = e
iφk , ψk = e
−iφk [18], (see also [19]). The matrix integral (5) is
an example of such correlator Z =
〈
exp
(∮
V (x)∂φ(x)
)
G
〉
with a very simple ”element of Grassmanian” G =
exp
(∫
e
√
2φ
)
commuting with theW -generators, but for less trivial cases, like in (4), the explicit representation
of G in terms of bosons or fermions is not yet known.
Note, that the matrix integrals (5) from string theory point of view correspond to the gauge or open string
theory, in contrast to the Kontsevich like integrals, which are rather simplest examples of the closed string field
theory [20]. For example, for the gaussian potential V (Φ) ∝ Φ2 both descriptions are known [21] which results
in a nontrivial identity for two integrals over matrices of different sizes.
3 Seiberg-Witten geometry, Young diagrams and topological strings
Another example, now of more realistic theory, where geometry determines F0 is the famous Seiberg-Witten
theory [22], or the exact solution for the low-energy prepotential of the N = 2 SUSY four-dimensional Yang-
Mills vector multiplet with the gauge field A, complex scalar Φ and adjoint fermions. The geometric data again
contain complex curve Σ of finite genus, endowed with a meromorphic differential dS with special properties or
a finite-gap integrable system. The Seiberg-Witten prepotential is introduced by analog of (7)
∂FSW
∂ai
=
∮
Bi
dS (8)
which is equivalent to ∂
2F
∂ai∂aj
= Tij , where Tij is period matrix of Σ, defined together with dS by equations
w +
Λ2N
w
= PN (λ), dS = ydx ≡ λ
dw
w
, Si = ai ≡
∮
Ai
dS (9)
i.e. F0 = F
SW (a,Λ) is again a quasiclassical tau-function [23]. The role of quasiclassical parameters S is now
played by the condensates (BPS masses) a (in addition to t0 = τ0 ∝ log Λ) and generating parameters t can be
introduced in a standard way [24] along the general lines of [2].
From the example with matrix models we have learnt that the ”quantization” of the matrix model geometry
is given in terms of a relatively simple statistical model. One may ask, what is the analog of matrix model for
the Seiberg-Witten geometry, and what is the physical sense of corresponding ”quantization”? An answer to
this question was proposed by Nekrasov [11], which leads to different from integrals over matrices statistical
model.
One should consider the deformation of the Seiberg-Witten theory by putting it into nontrivial supergravity
background with twisted boundary conditions on the fields. A natural way is to use the Scherk-Schwarz
mechanism in six-dimensional theory on R4 × T2 with metric ds2 = r2dzdz¯ + (dxµ + 2Re(Ωµνx
νdz))2 and an
extra Wilson loop A(Ω), where holonomy matrix ‖Ωνµ‖ = diag(iǫ1, iǫ2)⊗ σ2.
Another part of deformation is topological twisting of the SUSY algebra, and the holomorphic perturbation
of the effective action, which comes from the perturbation of the ultraviolet action by the operators TrΦJ (and
their products) provided the conjugated ”prepotential” is kept classical τ¯0TrΦ¯
2. This leads to the deformation
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of the Seiberg-Witten prepotential by holomorphic operators O~n(a) =
〈∏∞
J=1
1
nJ !
(
1
J
TrΦJ
)nJ〉
〈Φ〉=a
F(a, τ~n) = F
SW (a; τ0) +
∑
~n
τ~nO~n(a) +
∑
~n,~m
τ~nτ~mO~n~m(a) + . . . (10)
where O~n~m(a) are the ”contact terms”.
It was shown in [11, 25], that computation of so deformed deformed partition function leads to statistical
model of ”random growth” of the Young diagrams. The standard argument with QBRST -exact terms allows
computation of the chiral observables at τ¯0 →∞ so that the term τ¯0‖F
+
A ‖
2 leads to the self-duality constraint
F+A = 0 and the partition function
Z(τ~n; a,Ω) =
∫
φ(∞)=a
DΦDA . . . e−S(Ω) (11)
localizes onto instanton solutions, described by the ADHM ”matrix model”. As a result, the localization on the
fixed points in the moduli space M = {F+A = 0}/G gives rise to a statistical model with summing taken over
partitions ~k
Z =
∫
M
dµ exp
(
−
∑
~n
τ~nO~n
)
=
∑
~k
µ~k exp
(
−
∑
J
tJOJ [~k]
)
(12)
with the chiral operators replaced by quantities
O~n(Φ)→ OJ [~k] =
1
J
∑
l,i
[
((al + h¯(kli + 1− i))
J
− (al + h¯(kli − i))
J
]
In the U(1) case [25] one gets the sum over the Young diagrams, where, due to the ”hook formulas”
µk = (−1)
k
 n∏
i<j
(h¯ (ki − kj + j − i))
n∏
i=1
1
h¯ki+n−i(ki + n− i)!
2 = (−1)k [dimRk
h¯k k!
]2
and summing using Burnside’s theorem we get (with tK = 0 for K > 1)
Z = e−t1
a2
2h¯2
∑
k
µke
t1|k| = exp
[
−
1
h¯2
(
t1
a2
2
+ et1
)]
= exp
(
−
F
h¯2
)
(13)
where F = F0 (in this case exactly!) is the partition functon of the topological string on CP
1!
To sum effectively over partitions one may apply fermionic formalism of integrable systems, see for example
[26]. For the generating function of all chiral operators in U(1) theory we get [25]
Z =
〈
a
h¯
∣∣∣∣∣e J1h¯ exp
[ ∞∑
p=1
tˆpWp+1
]
e−
J
−1
h¯
∣∣∣∣∣ ah¯
〉
(14)
where W -background is introduced by the formulas
Wp+1 =
1
h¯
∮
: ψ˜ (h¯D)
p
ψ, D = z∂z
∞∑
p=1
tˆp x
p =
∞∑
p=1
tp
(p+ 1)!
(x+ h¯2 )
p+1 − (x− h¯2 )
p+1
h¯
As in matrix model case, this is the tau-function of the Toda lattice hierarchy, which can be checked [25] by
direct comparison with [27], after applying a Bogolyubov transformation.
For the U(N) theory it was shown in [28] that growth of random partitions or Young diagrams (which
replaces here the Laplacian growth of the domains of eigenvalues) leads to appearence of the Seiberg-Witten
curves, which generalize the Vershik-Kerov asymptotic curves for the Young diagrams.
4
4 Discussion
In this notes we have concentrated on the geometric properties of the quasiclassical exact string theory solutions
and their quantization which leads to representation of stringy partition functions in terms of simple statistical
models.
The quasiclassical part is relatively well-known, and it always has a geometric formulation. The situation
with its full or ”quantum” analog is rather more poor. Already the first correction to F0 in (1) or F1 is much less
studied (see, however the computations of [29, 30, 31] and discussion of this issue in [19, 32, 33]), though there
is a common beleif that it is determined by determinant of the Dirac ∂¯-operator on Σ, i.e. F1 = −
1
24 log det ∂¯Σ.
As for the full function F it is not known (and even hardly beleived to be possible) how to define it in terms of
geometry on Σ.
It is necessary to point out that already the sense of S-variables, naturally appearing in (6) due to condensates
of eigenvalues and corresponding to possible nontrivial form of Σ, is unclear for the full ”quantum” theory (5).
In particular cases, when the full solution is known, the dependence on these parameters is almost trivial
[34]. There is a clear understanding that dispersionless geometry of sphere is ”quantized” into solutions of the
ordinary KP or Toda hierarchies, but it is not at all clear what is the hyputhetical ”dispersional” analog of
generic quasiclassical integrable systems of [2].
The example of sect. 3 shows also that the nature of quasiclassical expansion can be rather nontrivial for
interesting physical theories, and for the supersymmetric gauge theory it is not naive and corresponds to some
dual topological string. This is a new interesting example of gauge/string duality, which nevertheless fits in the
general scheme we discussed above. The ”quantization” of the Seiberg-Witten geometry leads in this way to
appearence of different from known before in this context statistical model (other examples of statistical models
arising in a similar way were recently considered in [35, 36]). However, all them concern only the topological
string models. One may hope, nevertheless, that analogous phenomena occur even for the ”realistic” four-
dimensional gauge theories, and the first sign of this is the appearence of the algebro-geometric solutions to spin
chains [37] in study of renormalization of operators in N = 4 SUSY Yang-Mills. These solutions correspond
to the classical approximation in dual string theory, and one may try to understand the ”quantization” of
corresponding geometry, discussed above, in terms of usual physical quantization of corresponding string theory.
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