The standardization of ginseng and ginseng products is usually based on the amount of ginsenosides present. High performance liquid chromatography (HPLC) with UV detection [7] [8] [9] [10] [11] [12] [13] [14] [15] has been the most widely used technique for the routine analysis of ginsenosides in different sample matrices due to its simplicity and practicality compared to other methods, such as gas chromatography [16] [17] [18] [19] or HPLC using mass spectroscopy 20, 21 or evaporative light scattering 23, 24 as detectors.
The analysis of ginsenosides by HPLC is usually done on reversed-phase mode, wherein the stationary phase commonly used is C18 and gradient elution is employed. Hydrophilic interaction chromatography (HILIC) provides an alternative approach for the separation and quantitative determination of ginsenosides in ginseng preparations. 10, 25, 26 For the analysis of ginsenosides using HILIC, polar stationary phases, such as the diol 10, 25 and polyvinyl alcohol (PVA)-bonded phase 26 have been reported. In previous studies 25, 26 it was found that under the HILIC mode of separation, temperature is an important factor that affects the retention behavior of ginsenosides and a parameter that can be optimized to obtain good separation of these analytes. These studies also revealed that complete separation of the seven ginsenosides (Rf, Rg1, Rd, Re, Rc, Rb2 and Rb1) can be achieved in both the diol and PVA-bonded phases at subambient temperatures using aqueous mobile phases containing high percentages of acetonitrile.
Routine analysis of pharmaceutical preparations, for instance, to evaluate the ginsenoside content of ginseng products, requires optimized methods that are able to quantify these compounds as accurately as possible. As a potential alternative to expensive and time-consuming experimental trial-and-error approaches that are traditionally used to optimize chromatographic separations, retention predictive models have received considerable attention in the last few years. In this perspective, the quantitative structure-retention relationship (QSRR) method became a very popular tool. A QSRR shows the relationships between the chromatographic parameters, such as the logarithm of the retention factor (log k) determined for a group of analytes in a given separation system, and the quantities, more commonly called descriptors, accounting for the structural differences among the analytes tested. 27 Aside from their practical application in optimization strategies, QSRR studies can significantly contribute to clarify the molecular-based mechanism of chromatographic retention. [28] [29] [30] Multiple linear regression (MLR) is the method most frequently used for the statistical treatment of QSRR multivariate data consisting of a set of observed retention values and descriptors for a given set of test molecules. 31 In recent years, artificial neural networks (ANNs) 32, 33 have gained popularity as a powerful chemometric tool that can be used for the treatment of multivariate chemical problems, such as the optimization of chromatographic analysis. [34] [35] [36] [37] [38] [39] [40] Compared to classical statistical analyses, ANN-based modeling does not require any preliminary knowledge of the mathematical form of the relationship between the variables. This makes ANN suitable for the analysis of data where a hidden nonlinearity or a complex interdependency among the variables is present.
Most applications of MLR and ANN in retention prediction are for chromatographic systems operating in the reversedphase mode. In this study, we applied MLR and ANN for the prediction of the ginsenosides Rf, Rg1, Rd, Re, Rc, Rb2, Rb1 on a PVA-bonded stationary phase operated under the HILIC mode. Since the separation of these analytes on the PVAbonded phase was found to be satisfactory at subambient temperatures, retention prediction models were derived under subambient temperature conditions (0, 5, 10 and 15˚C). The retention prediction models developed include both the effects of the molecular structure of the analytes, as expressed by suitable molecular descriptors, and the influence of the mobile phase, in terms of the organic solvent component, on the retention behavior. The MLR and ANN-derived models were also applied to predict the retention of the seven ginsenosides in different sample matrices. These models are useful for method development and optimization for the analysis of ginsenosides, and as a tool for the identification of these compounds in different ginseng products. The prediction models also provide insights into the mechanisms that govern the retention of ginsenosides on the PVA-bonded phase in HILIC.
Experimental

Chemicals and reagents
Seven ginsenoside standards (Rb1, Rb2, Rc, Rd, Re, Rf and Rg1) were purchased from Extrasynthese (Lyon, France) via Funakoshi (Tokyo, Japan). HPLC-grade acetonitrile used as mobile phase and methanol used for sample preparation were obtained from Wako Pure Chemical Industries (Osaka, Japan). Water was purified by a Milli-Q Water Purification System (Millipore, Tokyo, Japan). A powdered sample of ginsenoside was purchased from Nakajima (Kyoto, Japan). A ginseng fluid extract and a ginseng oral solution were obtained from a local company.
Standard and sample solution preparation
Stock solutions (500 μg mL -1 ) of the standards were prepared by dissolving in methanol accurately weighed amounts of the standards. The stock solutions were covered with aluminum foil and stored at -20˚C for a maximum of two months. Standard solutions for actual chromatographic analysis were prepared daily from stock solutions by dilution with methanol to achieve solutions with a concentration of 100 μg mL -1 . Samples from ginseng power, fluid extract and oral solution were prepared using a method previously developed by our group. 15, 41 This method involves ultrasonic extraction of the ginsenosides from the samples, followed by sample clean-up using solid phase extraction procedures.
HPLC measurement
The chromatograph used in this study was a Nanospace SI-2 HPLC system (Shiseido, Tokyo, Japan) consisting of a two-flow channel degasser, an inert pump, an autosampler, a column oven and a UV-Vis detector. An S-MicroChrom (S-MC) system controller (Shiseido, Japan) was used to control the operation of the HPLC system. Separation of the ginsenosides was achieved on a YMC-Pack PVA-Sil column (Polyvinyl alcohol-bonded column; 5 μm, 250 mm × 2 mm i.d.) purchased from YMC Co., Ltd. (Kyoto, Japan).
HPLC measurements were performed using the mobile phase MeCN/H2O which was ran isocratically at a flow rate of 300 μL min -1 . The composition of MeCN was varied from 75 to 90% to give a HILIC mode of separation. To achieve the desired column temperature, the column was immersed into a circulating water bath containing an ice-water mixture as a heatexchange medium for the analyses at 5 -15˚C or immersed in crushed ice for the analyses at 0˚C. The mobile phase was allowed to flow through the column for at least 1 h prior to testing to let the column reach the set temperature and to obtain a stable baseline. A constant injection volume of 5.0 μL was used for all analytes. Sodium nitrite was used to measure the void volumn. All measurements were done in triplicates. Detection of the ginsenosides was performed at 203 nm. For data collection and processing, Borwin Chromatography Data Processing Software (Jasco, Tokyo, Japan) running on a personal computer was used.
Methods
Molecular structures
The molecular structures of ginsenosides, as shown in Fig. 1 , were generated using Chem3D Pro 7.0 (CambridgeSoft, MA, USA). Each structure was subjected to energy minimization by the semiempirical MM2 method using the MM2 interface in Chem3D. The minimum energy structures of the compounds were then used as the basis for calculating all of the molecular descriptors used in prediction model building.
Solute descriptors and data set
A total of 35 constitutional, geometric, electronic, topological, and physicochemical descriptors were calculated using the free online version of PreADMET (http://preadmet.bmdc.org/preadmet/index.php) and the ChemProp Server of Chem3D Pro 7.0. Since the analytes are structural isomers of the others, most of the calculated descriptors were highly correlated; thus, the number of molecular descriptors was reduced in the following manner. First, the descriptors were correlated with each other, and then with log k. Descriptors were selected based on the values of their correlation coefficients with other descriptors and with log k. When the correlation coefficient of two descriptors is greater 140 ANALYTICAL SCIENCES JANUARY 2008, VOL. 24 than 0.9, then both are highly correlated with each other. The descriptor that shows a higher correlation with log k is used for the actual analysis, leaving out the descriptor showing a lower correlation. By doing this variable selection method, information overlap in the descriptors is minimized and crosscorrelations of predictors in the final regression models are prevented. After performing the selection method, only six descriptors were retained. These descriptors are the number of hydrogen bond donors (HBD), the logarithm of the partition coefficient (log P), the energy of the highest occupied molecular orbital (HOMO), the energy of the lowest unoccupied molecular orbital (LUMO), the ovality (Ov) and the local dipole index (LDI). In addition to the molecular descriptors, the percentage of the organic component acetonitrile (%MeCN) was used as a predictor related to the mobile phase. Since the retention in HILIC is observed at a high organic phase composition, 42 the %MeCN was varied only from 75 to 90%. Four subambient temperature conditions (0, 5, 10 and 15˚C) were used in this study. Under each temperature condition, the data for the training set composed of the log k values of the five ginsenosides Rf, Rg1, Rd, Rc and Rb1 at eight different %MeCN (5 × 8 = 40 data points). A test set that consisted of the log k values of the ginsenosides Re and Rb2 at eight different %MeCN (2 × 8 = 16 data points) was also used.
Multiple linear regression (MLR) analysis
MLR is a common method used in building retention prediction models. Equations relating the retention behavior to the predictors are developed with the following form:
where a0 is the intercept and an are the regression coefficients of the predictors xn. In this study, a forward stepwise MLR procedure using SPSS Version 12 for Windows (SPSS Inc., Chicago, IL) was applied to the data. At each temperature condition, the log k values of the training compounds were used as dependent variables while, the molecular descriptors and %MeCN were used as independent variables. The optimal number of predictors and the best regression equations were selected on the basis of the following statistical parameters: square of the multiple correlation coefficient (R 2 ), Fisher test value (F), standard error of estimate (s), and the significance of individual descriptors (p).
In order to test the reliability and predictive ability of the derived MLR equations, two sample reuse cross-validation procedures were used, namely the leave-one-out cross validation (LOO-CV) and 10-fold cross validation (10-fold-CV). 43 To assess the reliability and predictive ability of the models derived in this study, the calibration R 2 and the crossvalidation q 2 were compared. When the R 2 and the q 2 values are close to each other, the model has a good predictive ability. The predictive property of the MLR models derived from the training set was further evaluated using a test set. The derived MLR equations were used to predict the retention of Re and Rb2 at 8 different MeCN concentrations. The predicted log k of the test compounds were then compared with the experimental log k obtained at the same %MeCN.
Artificial neural network (ANN) analysis
The details on the principle, functioning and application of artificial neural networks can be found elsewhere. 32, 33 The Neural Network Toolbox of Matlab Student Version (The Mathworks Inc., MA, USA) was used for this analysis.
ANN is an information-processing paradigm that is inspired by the way biological nervous systems, such as the brain, process information. ANNs consist of groups of highly interconnected processing elements, called neurons or nodes, that are sorted into three different layers: input, hidden, and output layers. ANN topologies or architectures, 32, 33 are formed 141 ANALYTICAL SCIENCES JANUARY 2008, VOL. 24 by organizing the neurons or nodes into the three layers and linking these layers of neurons with modifiable weighted interconnections. Since one of the objectives of this study is to compare the predictive properties of MLR and ANN derived prediction models, it would be more meaningful to use the same predictors for both methods. The predictors derived from the MLR analyses were used as inputs for ANN modeling. Figure 2 shows a schematic representation of the ANN architecture used to model the data sets in this study. The ANN consisted of 3 neurons in the input layer corresponding to the three predictors derived from MLR. The hidden layer had four neurons as the optimum number and the output layer contained one neuron representing the target variable, log k. This architecture can be written as 3-4-1 ANN, which contains 21 adjustable connections. As pointed out by Andrea and Kalayeh, 44 the important quantity in ANN modeling is not the overall number of connections, but the ratio of the number of data points (training cases) to the number of model parameters or, connections. According to the recommended guidelines for determining the number of hidden neurons to be used, 44 the values for the ratio of the number of training cases to the number of model parameters should be around 2. In the present case, this ratio is 1.90 for all temperature conditions. In addition to the network architecture, an important component of most neural network is a learning rule. A learning rule allows the network to adjust its connection weights in order to associate the given inputs with the corresponding outputs. In this study, the ANN was trained using the Levenberg-Marquardt algorithm with the mean square error (MSE) being a measure of the performance function. Before training the data, the input and output variables were normalized to have a 0 mean and a unity standard deviation (SD). At the start of a training run, the biases and weights were initialized at random values in the range between +1 and -1. Overtraining or overfitting is one common problem encountered during ANN training. In such a case, the predictive ability of the trained network on new or unseen data is lost. To avoid overfitting, early stopping was employed during the ANN training.
Splitting the entire data set into training, validation and test sets is one requirement for early stopping. The validation set was obtained by randomly taking out 20% of the data points from the training set. Early stopping works as follows. During training, the error rate of the training set decreases, whereas the validation error first decreases and subsequently begins to rise again, revealing that overtraining of the network is occurring. When the validation error rate starts to deteriorate, the training process is stopped. After training the network, its ability to generalize was tested by predicting the log k values of the test compounds, Re and Rb2.
Results and Discussion
Prediction by MLR
Retention prediction models for the seven ginsenosides on the PVA-bonded stationary phase at subambient temperatures were derived by forward-stepwise MLR. The MLR equations were derived using a training set composed of the log k values of the five ginsenosides Rf, Rg1, Rd, Rc and Rb1 at eight different MeCN concentrations. Under each temperature condition, the log k values of the training compounds were regressed with the six molecular descriptors (HBD, log P, HOMO, LUMO, Ov, and LDI) and the %MeCN (75, 77, 80, 83, 84, 85, 86 and 87%). Possible outliers were detected by inspecting the standardized residual values of the data points. Standardized residuals whose absolute values were higher than 2.0 were removed from the data set. The log k data of the training compounds obtained using 90% MeCN gave absolute standard residuals greater than 2.0; therefore, they were considered to be outliers and were excluded from the actual analysis. It was observed that at 90% aqueous MeCN, most of the compounds have very broad peaks and the elution time of ginsenosides Rb2 and Rb1 were above 80 min. A three-predictor model was obtained for all temperature conditions, the predictors being the percentage of acetonitrile in the mobile phase (%MeCN), the number of hydrogen bond donors (HBD) and the ovality (Ov) of the analytes. Table 1 summarizes the coefficients of the predictors as well as the statistical parameters (R 2 , s, F, and p). The p values for all MLR models were less than 10 -4 indicating that the models were significant at the 95% confidence level. The high R 2 and F values, as shown in Table 1 , signify adequate fits of the models. Plots of the predicted log k values calculated from the derived MLR models versus the observed log k values at 0, 5, 10 and 15˚C are shown in Fig. 3 .
The validity of the MLR models was tested using LOO-CV and 10-fold-CV. The results of the validation procedures are also summarized in Table 1 . The q 2 values represent the coefficient of determination for the prediction of the hold-out cases for both validation techniques. In the case of LOO-CV, the q 2 values obtained under all temperature conditions were very close to the calibration R 2 values, indicating the reliability of the models. However, as found previously, 43 the LOO-CV procedure yields results that are too optimistic, especially when applied to a collection of structurally similar compounds. This disadvantage may be observed in the present case, since most of the analytes used are structural isomers of the others. Therefore, the 10-fold-CV was used to further test the validity of the derived MLR models. In contrast to LOO-CV, 10-fold-CV uses a larger hold-out set, and thus enables compounds that have similar properties to be removed from the calibration set. The q 2 values for 10-fold-CV, as shown in reliability of the models. The validity and predictive property of the MLR equations derived from the training set were also tested using a test set. The derived MLR models were used to predict, under each temperature conditions, the log k values of Re and Rb2 at eight different MeCN concentrations. The derived models showed good predictive properties, as indicated by the high R 2 values (> 0.95) under all temperature conditions. The derived MLR equations are not only useful for predicting the retention of the analytes in the chromatographic system being studied. From these models, tentative conclusions on mechanisms that govern the retention of the ginsenosides on the PVA-bonded column at subambient temperatures can be drawn. The three predictors found in all models summarize the contributions of the mobile phase (%MeCN) and the soluterelated parameters (HBD and Ov) on the retention of the analytes. The constant term, a0, in each equation pertains to the stationary phase contribution; however, it is not possible to extract qualitative information from this term, since it is also connected to the average contribution from the effects of the solutes and the mobile phase. The incorporation of HBD and Ov in all models may give insights about the molecular interactions contributing to the retention of the solutes on the PVA-bonded phase. The HBD of a molecule indicates the ability of the solute to interact with the stationary and the mobile phases through hydrogen-bond formation. In this study, hydrogen bonding can occur between the alcohol groups of both the analytes and the PVA phase. Ovality, on the other hand, is a parameter that describes the overall size and shape of the molecules. 45, 46 It is defined as the ratio between the area of the surface of the molecule and that of the minimum surface corresponding to the volume of the molecule (i.e., the surface of a sphere with a volume of the molecule). 46 Ovality is also an indicator of how close the molecule's geometry is to a sphere, a cylinder or a disk. 47 An Ov value of 1.0 means that the molecule is a perfect sphere. Cylindrical and disk-like molecules will have Ov values greater than and less than 1.0, respectively. The inclusion of Ov in the MLR models may suggest the contribution of shape selectivity on the retention behavior of the solutes in the PVA-bonded phase.
The relative effects of %MeCN, HBD and Ov on the retention of the analytes can be assessed by comparing the standardized coefficients (β) of these predictors in the MLR equations. The β value of a predictor gives the change, in terms of the number of standard deviations, in the dependent variable that will be 143 ANALYTICAL SCIENCES JANUARY 2008, VOL. 24 Table 1 Values of the unstandardized and standardized coefficients of the predictors in the MLR equation, log k = a0 + a1MeCN + a2HBD + a3Ov (n = 40), together with the statistical parameters for the derived equations at each temperature condition produced by a change of one standard deviation in the predictor concerned. The magnitude and sign of β can be used to evaluate how the value of the dependent variable, log k, changes with respect to the three predictors. Table 1 gives the β values of %MeCN, HBD and Ov under all temperature conditions. The %MeCN and HBD have the largest influence on the retention of the analytes, as shown by their relatively high and almost equal β values. This suggests hydrophilic partitioning of the solute between the stationary and mobile phases and hydrogen bonding as the predominant retention mechanisms present in the studied system. In HILIC, the solute can partition between the adsorbed polar component of the mobile phase and the remaining hydrophobic component of the mobile phase. 42 The positive value of β for %MeCN means that the retention is directly proportional to %MeCN which is a typical HILIC behavior. 48 As mentioned earlier, hydrogen bonding interaction can occur between the hydroxyl groups of both the stationary phase and the analytes. In a report by our group, 49 it was found that the retention (log k) of the ginsenosides on the same chromatographic system showed a linear dependency on HBD, especially at temperatures above 25˚C. However, this linearity slightly deteriorates as the temperature of the system is decreased (R 2 values for 40, 25, 10 and 0˚C are 0.9860, 0.9825, 0.9671 and 0.9437, respectively). 49 These results indicate that hydrogen bonding is a predominant retention mechanism at elevated temperatures, and that at subambient temperatures mechanisms other than hydrogen bonding are present. Shape selectivity could be one of these mechanisms as explained by the incorporation of Ov in the MLR equations. The absolute value of β for Ov in Table 1 decreases with increasing temperature, indicating that the effect of Ov on the retention of ginsenoside decreases as the temperature increases, and that shape selectivity becomes a significant predictor of retention at lower temperatures. This is consistent with our previous report wherein the absolute value of β for Ov decreases from 0.237 at 0˚C to 0.094 at 40˚C. 49 
Prediction by ANN
Artificial neural network was also used to derive retention prediction models for the ginsenosides on the PVA-bonded phase at subambient temperatures. One of the advantages of ANN over MLR is that it does not require knowledge of a mathematical model before the data are fitted. ANN also detects hidden nonlinearities among the variables that are not seen by MLR. The same training and test sets for MLR modeling were used for building the ANN models. In order to compare the performance of the ANN and MLR-derived models, the same predictors found in the MLR equations were used as inputs during ANN training. The input layer had three neurons representing the predictors %MeCN, HBD and Ov and the output layer consisted of one neuron, corresponding to log k (Fig. 2) . The number of hidden neurons was varied for each training session in order to find the optimum number that gives the lowest value of MSE, and thus the network structure that best approximates the data. As a standard procedure in ANN analysis, a validation set obtained by removing 20% of the cases from the training set at random was used to prevent overtraining. A 3-4-1 network architecture was found to approximate the data well for all temperature conditions. Plots of predicted versus observed log k values are shown in Fig. 4 . The trained ANNs approximated the training set very well, as shown by the high R 2 values (0.9956 and above) obtained for all temperature conditions. The ability of a network not only to learn the training data, but also to perform well on unseen or new data is called generalization. This property of the trained ANN network was evaluated by using the same test set as that used for the MLR procedure. The correlations (R 2 ) between the observed log k and ANN-predicted log k values were found to be 0.9944, 0.9990, 0.9970 and 0.9963 for 0, 5, 10 and 15˚C, respectively. These high R 2 values indicate that the trained ANNs that have the optimum number of neurons in the hidden layer generalized very well, and that no overtraining occurred during the training process. Figures 3 and 4 show graphical comparisons of the performance of the models derived from MLR and ANN analyses, respectively, during the fitting or training stage. The performance of the MLR models during the fitting procedure clearly reveals both a significant scattering and a curvature of the computed data points with respect to the ideal trend, as can be seen in Fig. 3 . The agreement between the predicted and observed log k values is clearly better for the ANN models, as shown in Fig. 4 , and as indicated by the higher R 2 values compared to those of the MLR models. The predictive abilities of the MLR and ANN models when applied to the test set are shown in Fig. 5 and Table 2 . The average of the percentage deviation (%DEV) of the predicted log k values from the observed log k values was also used to evaluate the performance of the models when applied to the test set. The %DEV is given by:
Comparison of MLR and ANN models
where n is the number of data in a given set, and ti and yi are the observed and predicted log k values, respectively. The prediction models derived via the trained ANN were very good at describing the retention behavior of the test compounds, as indicated by low average %DEV under all temperature conditions. The percent deviation between the observed and ANN-predicted log k values for the test compounds are in most cases lower than 10%, while the average values of %DEV are lower than 3.0%. The good predictive abilities of the ANNderived models are further demonstrated by the high R 2 values obtained for the test set. The MLR models were less accurate than the ANN models, as shown by higher average %DEV values; however, a less evident curvature can be observed for the test data, which can explain the slightly better predictive 145 ANALYTICAL SCIENCES JANUARY 2008, VOL. 24 Fig. 5 Comparison of the predictive ability of the MLR and ANN models using the test set. a, ANN predicted log k vs. observed log k; A, MLR predicted log k vs. observed log k. Lines represent the regression when log k observed is equal to log k predicted. Under each temperature condition, the data points represent the log k values of the 2 ginsenosides Re and Rb2 at 8 different %MeCN. performance of the models as compared with their performances during the fitting or calibration stage.
Retention prediction in different sample matrices
The performances of the MLR and ANN-derived models were also evaluated by comparing the calculated log k values obtained from each model with the experimental log k of the seven ginsenosides from three different ginseng preparations. These preparations, namely, ginseng powder, oral solution and fluid extract, were reported to contain the ginsenosides Rf, Rg1, Rd, Re, Rc, Rb2 and Rb1 in varying concentrations. 25, 26, 41 A mobile phase composed of MeCN/H2O at a ratio of 82:18 was found to give the best separation of all ginsenosides in the temperature range used in this study. Typical chromatograms of the standard and the three different samples at 5˚C are shown in Fig. 6 . Table 3 gives the comparison of the MLR and ANNpredicted log k values and the observed log k values of the ginsenosides in the standard and sample mixtures. The log k values of the analytes do not vary significantly from sample to sample as shown in Table 3 . It is clearly seen in Table 3 that the log k values predicted by the trained ANN were much closer to the observed log k values of the standard and sample mixtures compared to those of the MLR-predicted values, demonstrating the superior predictive property of the ANN models. These results showed that the derived ANN models can be used as a tool for determining the presence of the seven ginsenosides in ginseng products.
Conclusion
In this study, MLR and ANN were used to develop retention 146 ANALYTICAL SCIENCES JANUARY 2008, VOL. 24 a. Relative standard deviation in percent of three measurements. b. Average percent deviation of the MLR predicted log k from observed log k. c. Average percent deviation of the ANN predicted log k from the observed log k.
prediction models for ginsenosides on the PVA-bonded stationary phase operated in the HILIC mode at subambient temperatures. MLR models revealed that the retention behavior of the analytes can be satisfactorily described by three predictors, namely the %MeCN, HBD and Ov. Among these predictors, the %MeCN and HBD had the greatest influence on the retentions of the compounds, indicating that the retention of ginsenosides on the PVA-bonded phase is governed by hydrophilic partitioning between the stationary and mobile phases as well as hydrogen bonding interactions between the analytes and the stationary and mobile phases. The inclusion of Ov suggested that the size and shape of the molecule are also important factors in retention on the PVA-bonded phase. ANN was also used to analyze the data, using the predictors derived from MLR as inputs and log k as outputs. The best network architecture was found to be 3-4-1 for all temperature conditions. A comparison between the MLR and ANN models showed that the predictive ability of the trained ANN was better than that of MLR. The higher R 2 values for both training and test sets and the lower average %DEV for the test set obtained for the ANN models compared to the MLR models suggest the presence of nonlinearity among the variables used in the models. The models derived from both MLR and ANN can be used as tools for method development and optimization of chromatographic conditions for the analysis of ginsenosides and related compounds. The good predictive ability of the trained ANNs can also be used as tools for identifying ginsenosides in different ginseng products.
