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a b s t r a c t
In this paper, we study the polyhedral structure of the set of 0–1 integer solutions to a
single knapsack constraint and multiple disjoint cardinality constraints (MCKP). This set is
a generalization of the classical 0–1 knapsack polytope (KP) and the 0–1 knapsack polytope
with generalized upper bounds (GUBKP). For MCKP, we extend the traditional concept of a
cover to that of a generalized cover. We then introduce generalized cover inequalities and
present a polynomial algorithm that can lift them into facet-defining inequalities of the
convex hull of MCKP. For the case where the knapsack coefficients are non-negative, we
derive strong bounds on the lifting coefficients and describe themaximal set of generalized
cover inequalities. Finally, we show that the bound estimates we obtained strengthen or
generalize the known results for KP and GUBKP.
Published by Elsevier B.V.
1. Introduction
In this paper, we consider an extension of the classical 0–1 knapsack model (KP) in which the 0–1 integer solutions to a
single knapsack constraint are also required to satisfy a set of disjoint cardinality constraints (MCKP). Specifically, given a
partition (N0,N1, . . . ,Nr) of N = {1, . . . , n} and given R = {1, . . . , r}, we study
Sˆr =

x ∈ {0, 1}n :
−
j∈N0
aˆjxj +
−
i∈R
−
j∈Ni
aˆjxj ≤ bˆ,
−
j∈Ni
xj ≤ Kˆi, ∀i ∈ R

, (1)
where aˆj ∈ R for j ∈ N , bˆ ∈ R and Kˆi ∈ Z+ for i ∈ R.Wedenote the convex hull of Sˆr by PSˆr . Furthermore,when aˆj ≥ 0∀j ∈ N ,
we denote the set Sˆr by Sˆ+r and its convex hull by PSˆ+r . Because Sˆr is a set of finite cardinality, the following proposition is
easy to verify.
Proposition 1. PSˆr is a polytope.
PSˆr appears as a subproblem of various more complicated 0–1 integer programs. For instance, PSˆr appears in the form
of a 0–1 knapsack set with generalized upper bounds as a relaxation of product pricing, capital budgeting, scheduling and
planning, resource allocation, computer and circuit layout design problems; see [1–5]. PSˆr also appears in its most general
form as a relaxation of parallel task allocation, capacity allocation and combinatorial problems; see [6–8]. Further, any 0–1
MIP can be relaxed into Sˆr by selecting any one of its row to be the knapsack constraint of Sˆr and generating a set of r disjoint
extended cover inequalities from the problem formulation to form the cardinality constraints; see Section II.2.2 of [9] for a
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discussion of extended cover inequalities. Therefore the derivation of strong valid inequalities for Sˆr is important as it can
provide new cuts to solve a variety of practical integer programming problems. Further, because cuts generated from the
weaker knapsack relaxation Sˆ0 have proven to be very effective in commercial software, see CPLEX [10] and Xpress [11], it
is reasonable to assume that strong inequalities for PSˆr could also be helpful in software implementations.
To the best of our knowledge, there are few polyhedral studies of PSˆr . Exceptions include the recent work of Glover
and Sherali [12], Sherali and Glover [13] and our work in [14]. In [12], Glover and Sherali discuss the derivation of all
strong second-order cover inequalities for a 0–1 knapsack set with one cardinality constraint that covers all the variables.
In [13], the authors design a procedure to generate similar high-order cover inequalities for 0–1 knapsack sets with a
single two-sided cardinality constraint that covers all variables and a set of disjoint two-sided cardinality constraints. They
also discuss applying sequential lifting to strength those inequalities [12,13]. We note that the inequalities proposed in
[12,13] could be strengthened through lifting. In [14], we discuss sequence-independent lifting in PSˆr and present a family of
multidimensional superadditive lifting functions that are provably strong. The research presented in this paper is different
from the studies [12–14] in that it concentrates on developing polynomial sequential lifting algorithms to obtain facet-
defining inequalities for PSˆr and also focuses on characterizing the resulting lifting coefficients.
Although polyhedral studies of PSˆr are scarce, various special cases have been studied in the past. We next give a brief
review of existing polyhedral results for two of these sets: the traditional 0–1 knapsack (KP) and the 0–1 knapsack with
generalized upper bounds (GUBKP).
KP is obtained from Sˆr when r = 0 or |Ni| = 1 for all i ∈ R. Balas [15], Hammer et al. [16] andWolsey [17] present facet-
defining inequalities for KP based on the concept of a cover. Balas and Zemel [18] give bounds on the lifting coefficients
of minimal cover inequalities and Zemel [19] proposes a general simultaneous lifting procedure to obtain facets. Balas
and Zemel [20] also show that all the facet-defining inequalities of KP can be obtained by lifting cover inequalities after
possibly complementing variables. Padberg [21] introduces the concept of (1, k)-configurations which generalize covers
for KP. Weismantel [22] gives a complete linear description of the convex hull of particular 0–1 knapsack polytopes and
proposes a ‘‘reduction principle’’ that can be used to generate strong valid inequalities for KP.
GUBKP is obtained from Sˆr when Kˆi = 1 for all i ∈ R. Johnson and Padberg [23] describe a transformation showing that it
is not restrictive to assume aj ≥ 0 for j ∈ N when studying the polyhedral structure of GUBKP. Wolsey [5] gives a family of
valid inequalities for GUBKP and proves that they are strong by deriving conditions under which they describe the convex
hull of feasible solutions to this set. Nemhauser and Vance [24] present a method based on independent sets to lift cover
inequalities and obtain facet-defining inequalities. Sherali and Lee [3] also generate inequalities from covers using lifting.
Their lifting procedure is different because it simultaneously lifts all variableswithin a GUB,which yields a polynomial lifting
scheme. Finally, Gu et al. [25] discuss some computational aspects of using lifted GUB cover inequalities in the solution of
0–1 integer programs.
In this paper, we study the polyhedral structure of PSˆr . In Section 2, we give a short introduction to sequential lifting. In
particular, we present a result that can be used to obtain lower bounds on the values of lifting coefficients derived through
sequential lifting. In Section 3, we give basic results about the polyhedral structure of PSˆr . In particular, we derive conditions
under which PSˆr is full-dimensional and characterize some of its trivial facet-defining inequalities. In Section 4, we extend
the traditional notion of a cover to PSˆr . We then use this concept to derive generalized cover inequalities and prove that
these inequalities are facet-defining for a restriction of PSˆr . In Section 5, we describe a polynomial algorithm that can lift
generalized cover inequalities into facet-defining inequalities of PSˆr . Finally, in Section 6, we derive strong lower and upper
bounds on the lifting coefficients of lifted generalized cover inequalities in PSˆ+r and obtain an analytical expression for their
multidimensional maximal set. For the case of GUBKP, we show that our results strictly strengthen the bounds obtained by
Sherali and Lee [3].
There are two main contributions to this paper. First, we derive a set of facet-defining lifted inequalities for PSˆr that
can be obtained in polynomial time. Because PSˆr generalizes many classical relaxations of 0–1 mixed integer programs
(MIPs) fromwhich effective cutting planes were obtained, we believe that these results could lead to computational gains in
software implementation. Second, we provide a strong characterization of the lifting coefficients of lifted generalized cover
inequalities. These results generalize those of Balas [15] and Gu et al. [26] for KP, and improve those of Sherali and Lee [3]
for GUBKP. In particular, our work is the first to propose a tool that allows the derivation of maximal lifting sets for MIPs
with multiple constraints. We believe this is important as multiple-constraint lifting is a computational tool for generating
strong cuts that has been vastly under-investigated for unstructured MIPs.
2. Lifting in MIP
First we review basic lifting concepts that we will use throughout this paper. Consider the set of feasible 0–1 integer
solutions to a set of linear inequalities
G =

x ∈ {0, 1}n :
−
j∈N
Ajxj ≤ b

(2)
B. Zeng, J.-P.P. Richard / Discrete Optimization 8 (2011) 277–301 279
where Aj ∈ Rm for j ∈ N , and b ∈ Rm. Denote the convex hull of G by PG and denote the restriction of PG obtained by a
priori fixing the variables xj for j ∈ N ′ = {1, . . . , n′} to 0 by PG(N ′), i.e. define PG(N ′) := conv{G ∩ {xj = 0 : j ∈ N ′}}. Fixing
variables at 0 is not restrictive here since 0–1 variables can be complemented. Sequential lifting is the process by which the
seed inequality−
j∈N\N ′
αjxj ≤ α0, (3)
which is assumed to be valid for PG(N ′), is converted into a valid inequality for PG of the form−
j∈N
αjxj ≤ α0 (4)
by reintroducing the variables x1, . . . , xn′ in (3) one at a time. Since variables can always be reordered, assuming that xi is
the ith variable to be lifted is without loss of generality. To obtain lifting coefficients, the following lifting functions
fi(Z⃗) = min α0 −
−
j∈N\N ′
αjxj −
−
1≤j<i
fj(Aj)xj
s.t.
−
j∈N\N ′
Ajxj +
−
1≤j<i
Ajxj ≤ b− Z⃗
xj ∈ {0, 1} ∀j ∈ N \ N ′ ∪ {1, . . . , i− 1}
(5)
are derived for i ∈ N ′ where Z⃗ ∈ Rm. In (5), we define fi(Z⃗) = +∞ whenever fi(Z⃗) is infeasible. We also refer to f1 as the
(exact) lifting function of (3) and define X to be the domain of f1, i.e. X = {Z⃗ ∈ Rm : f1(Z⃗) < +∞}. When fi(Ai) < +∞
for all i ∈ N ′, it is clear that choosing αi = fi(Ai) in (4) yields a valid inequality for PG. In particular, it can easily be proven
that if (3) is facet-defining for PG(N ′) and if PG(N ′) is full-dimensional, then choosing αi = fi(Ai) < +∞ for i ∈ N ′ yields a
facet-defining inequality of PG. The case where fi(Ai) = +∞ for some i ∈ N ′ corresponds to a situation where the variable
xi to be lifted cannot take any value other than 0 in the current set. This typically means that the variable xi should be lifted
later in the lifting sequence.
In the following proposition, we give some properties of the functions fi. These properties can easily be derived from the
fact that (3) is valid for PG(N ′) and from the fact that the problem defining fi(Z⃗) is a relaxation of those defining fi−1(Z⃗) and
fi(Y⃗ )when Y⃗ ≥ Z⃗ .
Proposition 2. Let i, j ∈ N ′ be such that i ≤ j and let Y⃗ , Z⃗ ∈ Rm be such that Y⃗ ≤ Z⃗ . Assume also that fi(Y⃗ ) < +∞ and
fi(Z⃗) < +∞. Then
(i) fi(0⃗) ≥ 0,
(ii) fi(Y⃗ ) ≤ fi(Z⃗),
(iii) fi(Y⃗ ) ≥ fj(Y⃗ ).
Proposition 2 provides an upper bound on the value that lifting coefficients can take during sequential lifting since
fi(Z⃗) ≤ f1(Z⃗) for all i ∈ N ′ and for all Z⃗ ∈ Rn. Next, we extend a result of Gu et al. [26] to lifting problems with multiple
constraints. This result provides a lower bound on the value of lifting coefficients that can be obtained through sequential
lifting.
Theorem 3. Let Z⃗ ∈ X and let i ∈ N ′. Let x∗(Z⃗) be an optimal solution to (5) and define U∗(Z⃗) =∑1≤j<i Ajx∗j (Z⃗). Then
fi(Z⃗) ≥ f1(Z⃗ + U∗(Z⃗))− f1(U∗(Z⃗)).
Proof. From the definition of fi in (5) and from Proposition 2, we have
0 ≤ fi(0⃗)
≤ min

α0 −
−
j∈N\N ′
αjxj −
−
1≤j<i
αjx∗j (Z⃗) :
−
j∈N\N ′
Ajxj + U∗(Z⃗) ≤ b

= f1(U∗(Z⃗))−
−
1≤j<i
αjx∗j (Z⃗). (6)
Equivalently, we have f1(U∗(Z⃗)) ≥∑1≤j<i αjx∗j (Z⃗). Further, we obtain
fi(Z⃗) = α0 −
−
j∈N\N ′
αjx∗j (Z⃗)−
−
1≤j<i
αjx∗j (Z⃗)
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= min

α0 −
−
j∈N\N ′
αjxj −
−
1≤j<i
αjx∗j (Z⃗) :
−
j∈N\N ′
Ajxj ≤ b− Z⃗ − U∗(Z⃗)

= f1(Z⃗ + U∗(Z⃗))−
−
1≤j<i
αjx∗j (Z⃗)
≥ f1(Z⃗ + U∗(Z⃗))− f1(U∗(Z⃗)).  (7)
To conclude this section, we extend to multiple dimensions the concept of maximal set that was used by Balas [15] and
formally introduced by Gu et al. [27,26] to describe the set of lifting coefficients that can be determined exactly without
knowledge of the lifting order.
Definition 1. Let X be a subset of X. We say that
E = t{x ∈ X : fi(x) = f1(x) for all choices of lifting orders and for all choices of Ai ∈ X, for i ∈ N ′}
is the maximal set of the lifting function f1 with respect to X. When the set X is clear from the context, we simply say that
E is the maximal set of f1. 
Note that the notion of maximal set depends on X but also depends on the number of variables to be lifted.
3. Basic polyhedral results for PSˆr
In this section, we give basic polyhedral results for PSˆr . First, we derive necessary and sufficient conditions for PSˆr to be
full-dimensional. Then we give necessary and sufficient conditions for some trivial inequalities to be facet-defining for PSˆr .
In the remainder of this paper, we use the term facet to refer to both a face of maximum dimension of a polyhedron and any
linear inequality that defines it.
To streamline our study of PSˆr , we first complement the 0–1 variables xj of Sˆr whose coefficients aˆj are negative. We
obtain the equivalent set
Sr =

x ∈ Zn :
−
j∈N0
ajxj +
−
i∈R
−
j∈Ni
ajxj ≤ b, (8)−
j∈N+i
xj −
−
j∈N−i
xj ≤ Ki, ∀i ∈ R (9)
xj ≤ 1, ∀j ∈ N (10)
xj ≥ 0, ∀j ∈ N

(11)
where b ∈ R, aj ∈ R+ for j ∈ N , Ki ∈ Z, N+i = {j ∈ Ni : aˆj ≥ 0} and N−i = {j ∈ Ni : aˆj < 0} for i ∈ R. Clearly, Ni = N+i ∪ N−i .
We define PSr = conv(Sr)We assume in the remainder of this paper that b ≥ 0 (since otherwise Sr = ∅), aj ≤ b for j ∈ N
(since otherwise xj = 0) and |N−i | ≥ |Ki| if Ki < 0 (since otherwise Sr = ∅). When N−i = ∅ for all i ∈ R, we denote PSr by
PS+r . We also define for N0,N1 ⊆ N with N0 ∩ N1 = ∅,
PSr(N0,N1) := conv{x ∈ Sr : xj = 0, ∀j ∈ N0, and xj = 1,∀j ∈ N1}.
We define PS+r (N0,N1) similarly.
3.1. Dimension of PSr
First,we give in Proposition 4 necessary and sufficient conditions for PSr to be full-dimensional. To simplify our exposition
in this section, we define, for i ∈ R, N+i := {pi, . . . , qi} whenever N+i ≠ ∅ and N−i := {qi + 1, . . . , si} whenever N−i ≠ ∅.
We also define N0 = {sr + 1, . . . , n}whenever N0 ≠ ∅. In the above definition, p1 = 1 and pi = si−1 + 1 for i ≥ 2. Further,
we set qi = si−1 when N+i = ∅ and we set si = qi when N−i = ∅. For j, k ∈ N+i (or N−i or N0), we assumeWLOG that aj ≥ ak
whenever j < k. We also define ak(W ) := max{∑j∈V aj : V ⊆ W , |V | = k}, and ak(W ) := min{∑j∈V aj : V ⊆ W , |V | = k}.
When |W | < k, we set ak(W ) := −∞ and ak(W ) := ∞.
Proposition 4. Let b = max{0,∑i:Ki≤−1 a|Ki|(N−i )}. PSr is full-dimensional iff a1(N0)+ b ≤ b and, for each i ∈ R, the following
conditions hold
(i) When Ki ≥ 1, (1) a1(Ni)+ b ≤ b,
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(ii) When Ki = 0, (1) a1(N+i )+ a1(N−i )+ b ≤ b and (2) a1(N−i )+ b ≤ b,
(iii) When Ki ≤ −1, (1) |N−i | ≥ |Ki| + 1, (2) a1(N−i )+ b− asi−|Ki|+1 ≤ b, and (3)max{a1(N+i ), 0} + b+ asi−|Ki| ≤ b.
Proof. (⇐) Let ej be the jth unit vector in Rn. We define
X0 =
−
i:Ki≤−1
si−
j=si−|Ki|+1
e⃗j (12)
and observe that X0 ∈ Sr . First, we define X j = X0 + ej for j ∈ N0 and for j ∈ Ni such that Ki ≥ 1. For j ∈ Ni such that Ki = 0,
we define X j = X0+ej+esi if j ∈ N+i and X j = X0+ej if j ∈ N−i . For j ∈ Ni such that Ki ≤ −1, we define X j = X0+ej+esi−|Ki|
if j ∈ N+i , X j = X0 − esi−|Ki|+1 + ej if j ∈ N−i and j ≤ si − |Ki| − 1, X j = X0 − ej + esi−|Ki| if j ∈ N−i and j ≥ si − |Ki| + 1, and
also define X si−|Ki| = X0 + esi−|Ki|. It is easy to verify that the n + 1 points X j given above are affinely independent. These
points belong to Sr because of (i), (ii) and (iii). We conclude that PSr is full-dimensional.
(⇒) The condition that a1(N0) + b ≤ b is necessary for PSr to be full-dimensional since otherwise X∗sr+1 = 0 for
all X∗ ∈ PSr . The fact that conditions (i) and (ii) are necessary can be verified using similar arguments. Assume now by
contradiction that condition (iii) is not necessary. There are three cases. In the first case, we have |N−i | ≤ |Ki|. It is easy to
see that in this case, either PSr = ∅ or for all X∗ ∈ PSr , X∗j = 1 for all j ∈ N−i . Therefore PSr is not full-dimensional, which
is the desired contradiction. In the second case, we have a1(N−i ) + b − asi−|Ki|+1 > b. We conclude that X∗qi+1 = 0 for all
X∗ ∈ PSr , which is the desired contradiction. In the last case, we consider two situations: N+i ≠ ∅ and N+i = ∅. If N+i ≠ ∅
and a1(N+i )+ b+ asi−|Ki| > b, we conclude that X∗pi = 0 for all X∗ ∈ PSr , which is the desired contradiction. If N+i = ∅ and
b + asi−|Ki| > b, then for all X∗ ∈ PSr we have
∑si
j=qi+1 X
∗
j = |Ki|. It follows that PSr is not full-dimensional, which is the
desired contradiction. 
Note that in the case where PSr is not full-dimensional, we can typically fix some variables to their lower and upper
bounds so that the resulting restriction becomes full-dimensional.
3.2. Trivial facets of PSr
Next, we study trivial facets of PSr . We say that an inequality is trivial for PSr if it is valid for its LP relaxation. Trivial
inequalities for PSr include (8)–(11). Using the result of Proposition 4, we next present necessary and sufficient conditions
for trivial inequalities (10) and (11) to be facet-defining.
Proposition 5. (i) Inequality (10) is facet-defining for PSr iff PSr(∅, {j}) is full-dimensional.
(ii) Inequality (11) is facet-defining for PSr iff PSr({j},∅) is full-dimensional.
Note that the conditions of Proposition 5 can be extended into conditions on the coefficients aj of PSr using Proposition 4.
4. Generalized cover inequalities
In this section, we propose a method to generate a facet-defining inequality for PSr(T ,∅) that is analogous to that used
in the derivation of the classical cover inequality for PS0. We will later show in Section 5 how this inequality can be lifted
into a facet of PSr . We proceed in three steps.
We first show in Section 4.1 that inequalities derived fromminimal covers of the knapsack constraint do not necessarily
yield facet-defining inequalities for PSr(N \ C,∅)when r ≥ 1. We also give necessary and sufficient conditions for minimal
cover inequalities to be facet-defining for PSr(N \ C,∅). In Section 4.2, we show that although PSr might not have a cover C
that yields a facet-defining inequality for PSr(N \ C,∅), there exists T ⊆ N and Nˆ ⊆ N with T ∩ Nˆ = ∅ for which PSr(T , Nˆ)
has either a facet-defining minimal cover inequality (projected minimal cover) or a facet-defining cardinality constraint.
In Section 4.3, we show how to lift a projected cover inequality into a facet-defining inequality of PSr(T ,∅) that we call
generalized cover inequality (GCI). We conclude in Section 4.4 by describing some characteristics of GCIs.
4.1. Facet-defining cover inequalities
Cover inequalities play a central role in the polyhedral description of the classical knapsack polytope PS0; see [18]. For
the knapsack constraint (8), we say that C ⊆ N is a cover if∑j∈C aj > b. Furthermore, we say that C is minimal if for all
j ∈ C , C \ {j} is not a cover. Given a minimal cover C , the cover inequality−
j∈C
xj ≤ |C | − 1 (13)
is facet-defining for PS0(N \ C,∅). However, minimal covers might not yield facet-defining inequalities for PSr when r ≥ 1.
Example 1. Consider S1 = {x ∈ {0, 1}5 : 6x1 + 5x2 + 4x3 + 4x4 + 3x5 ≤ 17, x1 + x2 + x3 − x4 ≤ 2}. C = (1, 2, 3, 4)
is a minimal cover that can be obtained from the knapsack constraint. However, the associated minimal cover inequality
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x1 + x2 + x3 + x4 ≤ 3 is not facet-defining for the full-dimensional polyhedron PS1(N \ C,∅) because the point with
x1 = x2 = x3 = 1 and x4 = 0 does not belong to S1(N \ C,∅).
Next, we describe conditions under which a minimal cover inequality is facet-defining for PSr(N \ C,∅). For a minimal
cover C obtained from the knapsack constraint, we define Ci := C ∩Ni, C+i := C ∩N+i and C−i := C ∩N−i for i ∈ R. To capture
the interactions between the cover inequality and the cardinality constraints, we define
ηi := Ki − |C+i | + |C−i | (14)
for i ∈ R. Note that ηi is an integer that represents the amount of slack in the ith cardinality constraint when all the variables
of the cover are set to 1. Nextwe present necessary and sufficient conditions for the cover inequality (13) to be facet-defining
for PSr(N \ C,∅).
Proposition 6. Let C be a minimal cover for PSr and assume that PSr(N \ C,∅) is full-dimensional. Then, the minimal cover
inequality (13) is facet-defining for PSr(N \ C,∅) if and only if, for each i ∈ R, one of the following conditions is satisfied
(i) C−i ≠ ∅ and ηi ≥ 1,
(ii) C+i ≠ ∅, C−i = ∅:
(a) C ≠ C+i and ηi ≥ 0,
(b) C = C+i and ηi ≥ −1,
(iii) C+i = C−i = ∅ and ηi ≥ 0.
Proof. We first prove the direct implication. For F ⊆ N , we define gi(F) = |F ∩ N+i | − |F ∩ N−i |. Because PSr(N \ C,∅) is
assumed to be |C |-dimensional and because the only |C |0–1 integer points of Sr(N \ C,∅) that satisfy (13) at equality are
X j = 1⃗ − ej for j ∈ C , the assumption that (13) is facet-defining implies that all the points X j are feasible for Sr(N \ C,∅).
We conclude that for all i ∈ R and for all j ∈ C
gi(C \ {j}) = gi(C)− gi({j}) = Ki − ηi − gi({j}) ≤ Ki.
This implies that ηi ≥ −minj∈C gi({j}), which yields conditions (i), (ii) and (iii).
The reverse implication is easily proven by showing that the points X j defined above for j ∈ C are affinely independent,
satisfy (13) at equality, and belong to Sr(N \ C,∅)when conditions (i), (ii) and (iii) are satisfied. 
For PS+r , the conditions of Proposition 6 can be simplified. These simpler conditions are presented in Corollary 7 where
we use the facts that (1) C+i = Ci for all i ∈ R in PS+r and (2) PS+r (N \ C,∅) is full-dimensional whenever PS+r is.
Corollary 7. Let C be a minimal cover. The cover inequality (13) is facet-defining for PS+r (N \ C,∅) if and only if one of the
following conditions is satisfied
(i) Ci = ∅ for all i ∈ R, i.e. C ⊆ N0;
(ii) C = Ci for some i ∈ R, and ηi ≥ −1;
(iii) C ≠ Ci, ∪ri=1 Ci ≠ ∅ and ηi ≥ 0 for all i ∈ R.
Note that the conditions of Corollary 7 require that the cardinality constraints do not interfere with the cover inequality.
In particular, in the case of GUBKP, condition (iii) naturally yields the notion of minimal GUB cover used in [24,3,5].
4.2. Facet-defining projected cover inequalities
In this section, we show that PS+r always has cover inequalities that satisfy the conditions of Corollary 7 when PS+r is
nontrivial. We also show that although PSr might not have cover inequalities that satisfy the conditions of Proposition 6, it
is always possible to derive either a facet-defining cover inequality or a facet-defining cardinality constraint provided that
specific variables are fixed to 0 or 1 in PSr . We consider the case of PS+r first.
Corollary 8. Assume that there exists no minimal cover C of PS+r that satisfies the conditions of Corollary 7. Then S+r = {x ∈{0, 1}n :∑j∈Ni xj ≤ Ki,∀i ∈ R}.
Proof. We prove the contrapositive. Let T+r = {x ∈ {0, 1}n :
∑
j∈Ni xj ≤ Ki,∀i ∈ R} and assume that S+r ≠ T+r . Since
S+r ⊆ T+r , it implies that there exists x∗ ∈ T+r such that x∗ ∉ S+r . Let C∗ = {j ∈ N : x∗j = 1}. Clearly,
∑
j∈C ajx
∗
j > b, i.e. C
∗ is
a cover and ηi ≥ 0 for i ∈ R. Furthermore, C∗ can be converted into a minimal cover that satisfies the cardinality conditions
of Corollary 7 by sequentially removing the smallest element from C∗ since this operation only increases the values of ηi for
i ∈ R. 
Unlike PS+r , there are some non-trivial instances of PSr that do not have minimal cover inequalities that yield facet-
defining inequalities for PSr(N \ C,∅). We illustrate this fact on the following example.
Example 2. Consider
S1 = {x ∈ {0, 1}6 : 7x1 + 7x2 + x3 + x4 + x5 + x6 ≤ 15, x1 − x2 − x3 − x4 − x5 − x6 ≤ −2}. (15)
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It follows from Proposition 4 that PS1 is full-dimensional. Further, it is easy to see that S1 ≠ S ′ where S ′ = {x ∈ {0, 1}6 :
x1 − x2 − x3 − x4 − x5 − x6 ≤ −2} since the point (1, 1, 1, 1, 1, 1) ∈ S ′ but (1, 1, 1, 1, 1, 1) ∉ S1. Using an argument
similar to that used in Example 1, it can be proven that no cover inequality derived from a minimal cover C of the knapsack
constraint is facet-defining for PS1(N \ C,∅). 
Example 2 shows that it is not always possible to obtain facet-defining inequalities of PSr(T ,∅) by focusing solely on
cover inequalities. Therefore, we propose to first fix some variables xj with j ∈ Nˆ ⊆i∈R N−i to 1 and some variables xj with
j ∈ N ⊆ i∈R N+i to 0 so as to loosen the cardinality constraints (9) while maintaining a full-dimensional set. In this full-
dimensional restricted set, we show that there exists T ′ ⊆ N for which PSr(N ∪ T ′, Nˆ) has either a facet-defining minimal
cover inequality or a facet-defining cardinality constraint. To streamline the discussion, we define for any given j, i[j] to be
the only index for which j ∈ Ni[j].
Proposition 9. There exists a set (N ∪ Nˆ) ⊆ N such that PSr(N, Nˆ) is full-dimensional and one of the following conditions is
satisfied:
(i) PSr(N, Nˆ) has a minimal cover C that yields a facet-defining inequality for PSr(N \ (C ∪ Nˆ), Nˆ),
(ii) PSr(N, Nˆ) is completely described by a set of cardinality constraints with positive coefficients.
Proof. First we define Nˆ = i:Ki≤−1{si − |Ki| + 1, . . . , si} and N = ∅. Because PSr is full-dimensional, we conclude from
Proposition 4 that PSr(N, Nˆ) is full-dimensional. We observe also that in PSr(N, Nˆ) the right-hand sides of the cardinality
constraints are K ′i = Ki + |Nˆi| ≥ 0 for i ∈ R and b′ = b−
∑
j∈Nˆ aj.
Assume now by contradiction that PSr(N, Nˆ) does not satisfy condition (i) nor condition (ii).
If Nˆ = ri=1 N−i , all the coefficients in PSr(N, Nˆ) are non-negative. Therefore, we conclude from Corollary 8 that either
PSr(N, Nˆ) has a minimal cover C that yields a facet for PSr(N \ (C ∪ Nˆ), Nˆ) or PSr(N, Nˆ) is completely defined by cardinality
constraints, which is the desired contradiction. So, we have
r
i=1 N
−
i \ Nˆ ≠ ∅. Let j0 ∈ argmin{aj : j ∈
r
i=1 N
−
i \ Nˆ}. We
consider two cases.
If ak + aj0 > b −
∑
j∈Nˆ aj for some k ∈ N \ Nˆ with k ≠ j0, then C = {k, j0} is a minimal cover because PSr(N, Nˆ) is full-
dimensional. We verify next using Proposition 6 that it yields a facet of PSr(N \ (C ∪ Nˆ), Nˆ). Note that because C ∩N = ∅, we
have that (N \N) \ (C ∪ Nˆ)∪N = N \ (C ∪ Nˆ). If k ∈ N0, then ηi ≥ 1 for i = i[j0] and ηi ≥ 0 for i ≠ i[j0]. If k ∈ N−i for some
i ∈ R, then ηi ≥ 1 if i = i[k] or i = i[j0], and ηi ≥ 0 otherwise. If k ∈ N+i , we must have that K ′i ≥ 1 since otherwise xk = 0
in PSr(∅, Nˆ), which contradicts the fact that this polytope is full-dimensional. Therefore, ηi ≥ 1 for i = i[j0] and ηi ≥ 0 for
i ≠ i[j0].
If aj0 + ak ≤ b−
∑
j∈Nˆ aj for all k ∈ N \ Nˆ , we update Nˆ = Nˆ ∪ {j0}, b′ = b′ − aj0 , and increase the right-hand side of the
cardinality constraint over Ni[j0] by 1. Observe that, after the update, PSr(N, Nˆ) might not be full-dimensional anymore. In
this case, conditions (i) or (ii) of Proposition 4 must be violated. Because aj0 + ak ≤ b−
∑
j∈Nˆ aj implies that (i)(1) and (ii)(2)
are satisfied, wemust have that (ii)(1) is violated, i.e. there exists some l ≠ i[j0] such that K ′l = 0 and a1(N+l )+a1(N−l ) > b′.
We updateN = N∪{k0}with k0 ∈ argmax{aj : j ∈ N+l } and perform this operation onN until PSr(N, Nˆ) is full-dimensional.
After repeating the overall procedure a finite number of times, we will either obtain a minimal cover inequality that
satisfies all the conditions of Proposition 6, or obtain that
r
i=1 N
−
i \ Nˆ = ∅, i.e.
r
i=1 N
−
i = Nˆ . In the latter case, it is easy
to see that the right-hand sides of the cardinality constraints are positive integers because PSr(N, Nˆ) is full-dimensional.
Using Corollary 8, we conclude that PSr(N, Nˆ) is completely defined by a set of cardinality constraints, which is the desired
contradiction. 
Example 3. Consider the set described in Example 2. After fixing variables xj to 1 for j ∈ Nˆ = {3, 4, 5, 6}, we obtain
PS1(∅, Nˆ) = conv{x ∈ {0, 1}2 : 7x1 + 7x2 ≤ 11, x1 − x2 ≤ 2}. (16)
Because the cardinality constraint in PS1(∅, Nˆ) is redundant, it is clear that C = {1, 2} is a minimal cover that satisfies the
conditions of Proposition 6. We obtain a projected minimal cover inequality
x1 + x2 ≤ 1 (17)
that is facet-defining for PS1(∅, Nˆ). 
The proof of Proposition 9 yields a procedure to generate either a facet-defining cardinality constraint or a facet-defining
projected minimal cover inequality for PSr(N, Nˆ). These inequalities can be further transformed into facet-defining
inequalities of PSr(T ,∅) by lifting the variables of Nˆ for T ⊆ N . Because, in general, cover inequalities are more likely to
be generated (especially in PS+r ) and because lifting results are similar for cover inequalities and cardinality constraints, we
focus our attention next on the lifting of projected minimal cover inequalities from 1.
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4.3. Lifting projected cover inequalities from 1
In order to obtain strong valid inequalities for PSr(N \ (C ∪ Nˆ),∅), projected minimal cover inequalities must be lifted
with respect to variables fixed to 1. Assuming that C yields a facet-defining projected cover inequality for PSr(N \(C∪Nˆ), Nˆ),
we will show in this section that most facet-defining inequalities for PSr(N \ (C ∪ Nˆ),∅) obtained by lifting the variables in
Nˆ are of the form−
j∈C
xj +
−
j∈EZ
xj ≤ |C | − 1+ |EZ | (18)
where EZ ⊆ Nˆ . Denote the excess of the cover C as λ, i.e. λ := ∑j∈C aj − b′ where b′ = b − ∑j∈Nˆ aj. We will show
in Section 5 how to lift (18) with respect to the variables in N \ (C ∪ Nˆ). To differentiate the discussion of lifting from 1
from the discussion of lifting from 0, we denote the tth lifting problem from 1 by f t . Let h⃗ = (h1, . . . , hr)T ∈ Zr and let
I⃗t = (It1, . . . , Itr)T ∈ {−1, 0, 1}r be the vector of the coefficients of xt in the r cardinality constraints. Because we assume
that the cardinality constraints are disjoint, I⃗t can be either 0⃗ or one of the unit vectors ±ei of Rr . Note that since all the
variables fixed at 1 belong to
r
i=1 N
−
i , all the coefficient vectors I⃗t in this section are of the form −ei for some i ∈ R. We
have
f t
 z
h⃗

= max
−
j∈C
xj +
t−1
s=1
f s

as
I⃗s

(xs − 1)− (|C | − 1)
s.t.
−
j∈C
ajxj +
t−1
s=1
asxs ≤ b′ +
t−1
s=1
as + z
−
j∈C+i
xj −
−
j∈C−i
xj +
t−1
s=1
Isixs ≤ K ′i +
t−1
s=1
Isi + hi, ∀i ∈ R
(19)
where we assume that Nˆ = {1, . . . , nˆ} and t ∈ Nˆ .
We first observe that it may not always be possible to sequentially solve (19) to obtain a valid inequality for PSr . This is,
for example, the case when j ∈ Ni, K ′i = 0 and C+i = C−i = ∅. In this case, variables must be lifted simultaneously which
complicates the discussion. In the remainder of this paper, we concentrate on cases where sequential lifting is possible.
Assume that (13) is facet-defining for PSr(N \ (C ∪ Nˆ), Nˆ), we now study the lifting problem (19). We will show later
that, for most covers, f j ∈ {0, 1} for j ∈ Nˆ . Therefore, we define the sets Zj and Z j as Zj := {k : 1 ≤ k ≤ j− 1, f k

ak
I⃗k

= 0}
and Z j := {k : 1 ≤ k ≤ j − 1 : f k

ak
I⃗k

= 1}. The lifting coefficient of xj depends not only on the excess of the cover and
the coefficients of the lifted variables that are in Zj, but also on the cardinality constraints. To capture these relations, we
introduce the notation Z lj = Zj ∩ N−l and Z lj = Z j ∩ N−l for l ∈ R, which represent variables of Nˆ contained in the jth lifting
problem that have received 0 and 1 lifting coefficients respectively. We also define, for j ∈ Ni, the parameter tj :=∑rl=1 tl,j
where
tl,j =

amin{|Z lj |,ηl}(Z
l
j ), if l ≠ i
amin{|Z ij |,ηi−1}(Z
i
j ), if l = i (20)
and ηi is defined with respect to K ′i . We now characterize the inequalities that are obtained by lifting the variables in Nˆ from
1 in projected cover inequalities. There are two cases.
4.3.1. Case 1: @l ∈ R such that C ⊆ Nl
This case can occur inmost subcases of Proposition 6 but not in (ii)(b). For (iii) in Proposition 6, we restrict our analysis to
the cases where ηi ≥ 1 for i ∈ R since when ηi = 0 sequential lifting might not be possible. As a corollary to Proposition 2,
the following bounds on f j

z
−ei[j]

can be obtained for j ∈ Nˆ .
Corollary 10. For j ∈ Nˆ , f j

z
−ei[j]

∈ {0, 1} for z ≥ 0.
Proof. Note from (19) that, for a given h⃗, f 1
 z
h⃗

is increasing with respect to z. So, to prove that f 1

z
−ei[j]

≥ 0 for z ≥ 0
and j ∈ Nˆ , it is sufficient to show that f 1

0
−ei[j]

≥ 0.
We first consider the case where Ci[j] satisfies condition (i) of Proposition 6. Because |C+i[j]| − |C−i[j]| + ηi[j] = Ki[j] and
ηi[j] ≥ 1, we have |C+i[j]| − |C−i[j]| ≤ Ki[j] − 1. Then, by Proposition 6, it is easy to see that any point of the form 1⃗ − ek with
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i[k] ≠ i[j] is a feasible solution to f 1

0
−ei[j]

. For the case where Ci[j] satisfies condition (ii)(a) of Proposition 6, it is easy to
see that any point of the form 1⃗ − ek with i[k] = i[j] is feasible to f 1

0
−ei[j]

. For the case where Ci[j] satisfies condition
(iii) of Proposition 6, because we assume that ηi[j] ≥ 1, it is easy to see that any point of the form 1⃗ − ek with k ∈ C is
feasible to f 1

0
−ei[j]

. Therefore, we have f 1

0
−ei[j]

≥ 0, which proves the lower bound since it follows from Proposition 2
(observe that f j
 z
h⃗
 = −fj −z−h⃗) that f j  z−ei[j]  ≥ f 1  z−ei[j]  ≥ 0 for j ∈ Nˆ and z ≥ 0. For the upper bound, because
αk = f k

ak
−ei[k]

≥ 0 and the objective function of (19) can be rewritten as∑j∈C (xj−1)+∑j−1k=1 αk(xk−1)+1, we conclude
that f j

z
−ei[j]

≤ 1 as x ∈ {0, 1}n. 
In Proposition 11, we determine the exact value of αj for j ∈ Nˆ .
Proposition 11. For j ∈ Nˆ ,
(i) if ηi[j] = 0, then f j

aj
−ei[j]

= 0,
(ii) if ηi[j] ≥ 1, then f j

aj
−ei[j]

= 1 if aj ≥ λ− tj and f j

aj
−ei[j]

= 0 otherwise.
Proof. Because (i) can be easily proven from (19), we just give a proof for (ii). Assume that j ∈ Ni. From Corollary 10, we
know that f j

aj
−ei

∈ {0, 1}. In order for f j

aj
−ei

to equal 1, we need to prove that there is a feasible solution x∗ to (19) with
x∗k = 1 for k ∈ C ∪ Z j. To prove that such a solution exists, it is sufficient to show that x∗ can be expanded into a feasible
solution of (19) by setting
x∗k =
1 if k is among the max{|Z
l
j | − ηl, 0} variables with smallest coefficients in Z lj when l ≠ i
1 if k is among the max{|Z lj | − ηl + 1, 0} variables with smallest coefficients in Z lj when l = i
0 otherwise.
We obtain that−
j∈C∪Z j
aj +
−
l∈R,l≠i
amax{|Z lj |−ηl,0}(Z
l
j )+ amax{|Z ij |−ηi+1,0}(Z
i
j ) ≤ b′ +
j−1
k=1
ak + aj. (21)
Using (20), we obtain the result. 
4.3.2. Case 2: ∃l ∈ R such that C ⊆ Nl
This case covers the subcases satisfying conditions (ii)(b) of Proposition 6 as well as some subcases satisfying conditions
(i) and (iii). In Proposition 12, we give lifting results for most subcases. In Proposition 13, we discuss the lifting results for a
special case of (i) of Proposition 6.
Proposition 12. For j ∈ Nˆ ,
(i) If C+l ≠ ∅ and C−l ≠ ∅, then f j

aj
−ei[j]

= 1 if aj ≥ λ− tj, and f j

aj
−ei[j]

= 0 otherwise;
(ii) If C = C−l and ηl ≥ 2, then f j

aj
−ei[j]

= 1 if aj ≥ λ− tj, and f j

aj
−ei[j]

= 0 otherwise;
(iii) If C = C+l , we have
(a) if ηl ≥ 1, then f j

aj
−ei[j]

= 1 if aj ≥ λ− tj, and f j

aj
−ei[j]

= 0 otherwise,
(b) if ηl = 0, then f j

aj
−ei[j]

= 1 if aj ≥ λ− tj, and f j

aj
−ei[j]

= 0 if aj < λ− tj for j ∉ N−l . For j ∈ N−l , f j

aj
−el

= 0,
(c) if ηl = −1, then f j

aj
−ei[j]

= 0 for j ∉ N−l , and f j

aj
−el

= −1 for j ∈ N−l .
Proof. Because the proofs of (i), (ii), (iii)(a) and (iii)(b) are similar to that of Proposition 11, we just give a proof for (iii)(c).
The proof is by induction. The basis of induction is easily established. Next, assume that the result holds for s =
1, . . . , j − 1, we will prove it also holds when s = j. Note that, for j ∈ N−l , we have f 1

aj
−el

= −1. It follows from
Proposition 2 and the fact that f j

aj
−el

takes integer values that it is sufficient to show that f j

aj
−el

< 0 to prove that
f j

aj
−el

= −1. Let Nˆl(j) = {k ∈ Nˆl : 1 ≤ k ≤ j− 1}. In (19), the lth cardinality constraint is−
k∈C
xk −
−
k∈Nˆl(j)
xk ≤ K ′l − |Nˆl(j)| − 1 = |C | − 2− |Nˆl(j)| (22)
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where the last equality holds because ηl = −1. Using (22) to upper bound the objective function of (19), we obtain
f j

aj
−el

≤
−
k∈C
xk +
−
1≤k≤j−1
αk(xk − 1)− (|C | − 1)
≤ |C | − 2− |Nˆl(j)| +
−
k∈Nˆl(j)
xk +
−
1≤k≤j−1
αk(xk − 1)− (|C | − 1)
≤ −1+
−
k∈Nˆl(j)
(xk − 1)+
−
1≤k≤j−1
αk(xk − 1)
= −1+
−
k∈Nˆl(j)
(αk + 1)(xk − 1)+
−
1≤k≤j−1,k∉Nˆl(j)
αk(xk − 1)
≤ −1.
The last inequality holds because xk ∈ {0, 1},αk = f k

ak
−ei[k]

≥ f 1

ak
−ei[k]

= 0 for k ∉ Nˆl, andαk+1 ≥ f 1

ak
−el

+1 = 0 for
k ∈ Nˆl(j). Similarly, when we lift xj with j ∉ N−l , the lth cardinality constraint of (19) is
∑
k∈C xk −
∑
k∈Nˆl(j) xk ≤ K ′l − |Nˆl(j)|.
Note that f j

aj
−ei[j]

≥ f 1

aj
−ei[j]

= 0.
f j

aj
−ei[j]

≤
−
k∈C
xk +
−
1≤k≤j−1
αkxk −
−
1≤k≤j−1
αk − (|C | − 1)
≤ K ′l − |Nˆl(j)| +
−
k∈Nˆl(j)
xk +
−
k∈Nˆl(j)
−1(xk − 1)+
−
1≤k≤j−1,k∉Nˆl(j)
αk(xk − 1)− (|C | − 1)
≤
−
1≤k≤j−1,k∉Nˆl(j)
αk(xk − 1)
≤ 0
where in the second inequality, we use the fact established in the first part of the proof that αk = −1 for k ∈ Nˆl(j) and the
fact that K ′l = |C | − 1. 
When C satisfies condition (i) of Proposition 6 with C = C−l and ηl = 1, we have that K ′l = −|C | + 1. In this case, the
lth cardinality constraint of (19) becomes −∑j∈C xj ≤ −|C | + 1 − ei[j]. So, for f 1  at−el  where i[t] = l, the lth cardinality
constraint reduces to −∑j∈C xj ≤ −|C |, which implies that xj = 1 for j ∈ C . Therefore, for j ∈ Nˆl, f 1  aj−el  equals 1 when
aj ≥ λ and equals−∞when aj < λ. This fact suggests that if variable xj belongs to Nˆl, it should be lifted as late as possible in
the lifting sequence. So, we reorder Nˆ in such a way that the variables of Nˆl are lifted last, i.e. Nˆ \ Nˆl = {1, . . . , nˆ− |Nˆl|} and
Nˆl = {nˆ− |Nˆl| + 1, . . . , nˆ}. Further, we assume that lifting is aborted as soon as f j

aj
−el

= −∞ for some j ∈ Nˆ . Using the
notation introduced above, we obtain the following result where we denote the lifting coefficient of variable xj−1 by αj−1.
Proposition 13. For j ∈ Nˆ ,
(i) If j ≤ nˆ− |Nˆl|, then f j

aj
−ei[j]

= 1 if aj ≥ λ− tj, and f j

aj
−ei[j]

= 0 otherwise.
(ii) If j ≥ nˆ− |Nˆl| + 1 and αj−1 > −∞, then f j

aj
−el

= 1 if aj ≥ λ− tj, and f j

aj
−el

= −∞ otherwise.
Proof. Since the proof of (i) is similar to that of Proposition 11, we only give the proof of (ii). In order to obtain a feasible
solution for (19), it is necessary to have xk = 1 for nˆ − |Nˆl| + 1 ≤ k ≤ j − 1. So, we have f j

aj
−el

= f nˆ−|Nˆl|+1

aj
−el

. The
result follows. 
Note that it follows from Proposition 12 that when lifting a minimal cover from 1 some lifting coefficients can be −1.
Although these inequalities are strong for PSr , we will not study how to lift them further since their structure is atypical. We
leave their investigation as a direction of future research.
4.4. Generalized cover inequalities
The lifted inequalities obtained in Section 4.3 are generated from projected cover inequalities through exact sequential
lifting. Except for some inequalities described in Propositions 12(iii) and 13(ii), they are GCIs of the form (18) where
EZ = Znˆ+1 and EZ = Nˆ \ EZ . It follows from Propositions 11–13 that they can be generated in polynomial time.
Note that in PS+r , a GCI is also a minimal cover inequality for the knapsack constraint. Therefore classical separation
algorithms for the minimal cover inequalities can be applied directly. As a result, we only need to discuss the separation of
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GCIs in polytope PSr with negative coefficients. Any heuristic procedure based on the classical separation algorithm for the
minimal cover inequality can be used to identify a violated projected cover inequality by proceeding as follows. Assume that
we have obtained a minimal cover C from the knapsack constraint by a classical separation algorithm. We then examine
the conditions of Proposition 6 to verify that it yields a facet-defining for PSr(N \ C,∅). If it does, we obtain a violated GCI.
Otherwise, we can use the procedure described in Proposition 9 to fix some variables in C with negative coefficients at 1 so
that conditions in Proposition 6 can be satisfied. Proposition 9 establishes that we obtain a projected cover inequality in the
non-trivial case. It can be easily seen that the projected cover inequality is violated with respect to the restricted set. Then,
using the lifting procedure described in Section 4.3, we can obtain a facet-defining GCI.
In the remainder of this paper, we study how to sequentially lift GCIs with respect to the variables xj for j ∈ N \ (C ∪ Nˆ)
and we characterize the resulting lifting coefficients. To simplify the notation, we refer to the set C ∪ EZ as C and refer to
C− ∪ EZ as C−. Using this new definition of C , (18) becomes−
j∈C
xj ≤ |C | − 1 (23)
where
ηi = Ki − |C+i | + |C−i | (24)
for all i ∈ R.
Note that although (23) has the form of a cover inequality, C might not be a cover for the knapsack constraint (8). We
illustrate this observation in the following example.
Example 4. Consider the set PS1 defined in Example 2 and the projected minimal cover inequality
x1 + x2 ≤ 1 (25)
with Nˆ = {3, 4, 5, 6}. Using Proposition 12(i), we conclude that λ = 3, t3 = 0, α3 = 0, t4 = 1, α4 = 0, t5 = 1, α5 = 0,
t6 = 1, α6 = 0. Therefore, (25) is a facet-defining inequality for PS1. Note that although (25) has the form of a cover
inequality, C = {1, 2} is not a cover for the knapsack constraint of S1 in (15). 
In the following, we study how to lift generalized cover inequalities from 0 to obtain facet-defining inequalities for PSr .
5. Lifting procedure for GCIs
In this section, we describe a lifting algorithm for generalized cover inequalities that lifts variables fixed at 0. This
algorithm can be performed in time O(|C |n2) for PS+r and in O(rn7) for PSr . It generalizes the algorithm proposed by
Gu [28] for lifting minimal cover inequalities in GUBKP and it is similar to the lifting algorithm proposed by Nemhauser
andWolsey [9] and Zemel [29] for lifting minimal cover inequalities in PS0. We first describe the algorithm for PS+r . We then
discuss its extension to PSr .
In the remainder of this section, we assume without loss of generality that N0 = ∅ since we can assume a cardinality
constraint of the form xj ≤ 1 for each j ∈ N0. Also, we assume without loss of generality that N \ C = {1, . . . , n− |C |}. The
tth lifting coefficient of a generalized cover inequality of PS+r is obtained as
αt = Ωt

at
I⃗t

:= |C | − 1−max
−
j∈C
xj +
−
1≤j<t
αjxj

s.t.
−
j∈C
ajxj +
−
1≤j<t
ajxj ≤ b− at−
j∈Ci
xj +
−
1≤j<t,j∈Ni
xj ≤ Ki − Iti,
∀i ∈ Rxj ∈ {0, 1} ∀j ∈ C ∪ {1, . . . , t − 1}
(26)
where at ∈ [0, b] and I⃗j = {Ij1, . . . , Ijr}T ∈ {e1, . . . , er}.
Using Proposition 2, Theorem 3 and the fact that αt can be proven to be integral by induction, we can easily obtain the
following bounds on αt .
Corollary 14. The lifting coefficient αt ∈ {0, . . . , |C | − 1} for t = 1, . . . , n− |C |. 
Similar to [9,29], we introduce the following role-reversed functions to solve (26):
T t(l) = min
−
j∈C
ajxj +
−
1≤j<t
ajxj
s.t.
−
j∈C
xj +
−
1≤j<t
αjxj = l−
j∈Ci
xj +
−
1≤j<t,j∈Ni
xj ≤ Ki − Iti,
∀i ∈ Rxj ∈ {0, 1}, ∀j ∈ C ∪ {1, . . . , t − 1}
(27)
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that is defined for t = 1, . . . , n− |C | and for l = 0, . . . , |C | − 1. Based on (27), we can easily compute αt as
αt = |C | − 1−max{l ∈ {0, . . . , |C | − 1} : T t(l) ≤ b− at} (28)
because of Corollary 14.
Since the cardinality constraints are disjoint, the only interaction in (27) among variables of different groups is in the
constraint
∑
j∈C xj +
∑
1≤j<t αjxj = l. Therefore, if we knew the values li that the terms
∑
j∈Ci xj +
∑
1≤j<t,j∈Ni αjxj took in
an optimal solution of (27), the problem would decompose into independent subproblems. This observation motivates the
definition of:
T ti (l, k) = min
−
j∈Ci
ajxj +
−
1≤j<t,j∈Ni
ajxj
s.t.
−
j∈Ci
xj +
−
1≤j<t,j∈Ni
αjxj = l−
j∈Ci
xj +
−
1≤j<t,j∈Ni
xj ≤ k
xj ∈ {0, 1} ∀j ∈ {s : 1 ≤ s < t, s ∈ Ni} ∪ Ci
(29)
where i ∈ R, t = 1, . . . , n− |C |, l = 0, . . . , |C | − 1 and k = 0, . . . , Ki.
Clearly, we have
T t(l) = min

r−
i=1,i≠i[t]
T ti (li, Ki)+ T ti[t](li[t], Ki[t] − 1) :
r−
i=1
li = l, li ∈ Z+ ∀i

. (30)
Next, we present our lifting algorithm and discuss its running time.
Algorithm 1. Step 1. Set t = 1 and initialize tables T ti (l, k) for i ∈ R, l = 0, . . . , |C | − 1 and k = 0, . . . , Ki;
Step 2. If t > n− |C |, go to Step 3. Otherwise, do
Step 2.1 compute T t(l) by (30) for l = 0, . . . , |C | − 1;
Step 2.2 compute αt by (28);
Step 2.3 if t ≠ n − |C |, update T t+1i[t] (l, k) = min{T ti[t](l, k), T ti[t](l − αt , k − 1) + at} for l = 0, . . . , |C | − 1 and
k = 0, . . . , Ki[t], and T t+1i (l, k) = T ti (l, k) for i ≠ i[t], l = 0, . . . , |C | − 1 and l ≥ αt , and k = 0, . . . , Ki[t];
Step 2.4 set t = t + 1;
Step 3. Stop.
Because 0 ≤ li ≤ l ≤ |C | − 1 and 0 ≤ k ≤ Ki ≤ |Ni|, the table T 1i (·, ·) has size |C |Ki and can be computed using dynamic
programming inO(|Ni||C |). So, the computation of Step 1 can be completed inO(n|C |). Next, it is easy to see that T t(·) in Step
2.1 can be computed in time O(r|C |2) using a simple dynamic programming procedure. The computation of αt using (28)
in Step 2.2 can be completed in O(|C |). Further, since it is only necessary to update T t+1i[t] (·, ·), it is possible to complete the
computation in Step 2.3 in timeO(ni[t]|C |). Overall, the computation of Step 2 can be completed inO(nr|C |2+∑i∈R |Ni|2|C |).
As a result, all lifting coefficients can be obtained in O(nr|C |2 +∑i∈R |Ni|2|C |).
If r|C | ≥ n, the bottleneck of our lifting procedure is the recomputation of the table T t(·) from the tables T ti (·, ·) in Step
2.1. In this case, it is however possible reduce the computational burden of the algorithm if we restrict the sequence in
which variables are lifted to cardinality-wise lifting. In cardinality-wise lifting, all the variables in a cardinality constraint are
lifted sequentially before the variables of the next cardinality constraint are lifted (the lifting order for variables within a
cardinality constraint is not restricted). To achieve computational savings in the recomputation of T t(·) from T t−1(·), we
first introduce two functions that are similar to T t(l):
T t(l) = min

i[t]−1−
i=1
T ti (li, Ki) :
i[t]−1−
i=1
li = l

(31)
and
T
t
(l) = min

r−
i=i[t]+1
T ti (li, Ki) :
r−
i=i[t]+1
li = l

. (32)
When i[t] = 1 (resp. i[t] = r), we define T t(0) = 0 and T t(l) = +∞ for l ≥ 1 (resp. T t(0) = 0 and T t(l) = +∞ for l ≥ 1).
Clearly, we have
T t(l) = min{T t(l1)+ T ti[t](l2, Ki − 1)+ T t(l3) : l1 + l2 + l3 = l}, (33)
which can be computed in timeO(|C |2) given that the tables T t , T t and T ti[t] are already computed. Note that the computation
and updates of T ti[t] are performed in Step 2.3. We decompose the computation in Step 2.1 into two parts: computing T
t
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Table 1
T 11 for Example 5.
k = 0 k = 1 k = 2
l = 3 +∞ +∞ +∞
l = 2 +∞ +∞ 14
l = 1 +∞ 6 6
l = 0 0 0 0
Table 2
T 12 = T 1 for Example 5.
k = 0 k = 1 k = 2
l = 3 +∞ +∞ +∞
l = 2 +∞ +∞ 11
l = 1 +∞ 4 4
l = 0 0 0 0
and T
t
and computing T t using (33). Note that the initialization of T 1(·) and T 1(·) can be completed in O(r|C |2). Then,
we only need to update T t(·) and T t(·) when lifting proceeds from one cardinality constraint to the next, which can
be completed in O(|C |2). As a result, by using (31)–(33), we can improve the running time of our lifting algorithm to
O(r|C |2 +∑i∈R |Ni|2|C |) = O(r|C |2 + n2|C |) (because∑i∈R |Ni|2 ≤ n2) if the lifting is performed cardinality-wise. It is
interesting to note that for the special case of GUBKP, our cardinality-wise lifting algorithm has a running time comparable
to that proposed by Gu et al. [25].
Next, we illustrate on an example the lifting algorithm described above.
Example 5. Consider
PS2 = {x ∈ {0, 1}6 : (8x1 + 6x2 + 13x3)+ (7x4 + 4x5 + 6x6) ≤ 22, x1 + x2 + x3 ≤ 2, x4 + x5 + x6 ≤ 2}.
The set C = {1, 2, 4, 5} is a generalized cover for PS2. This cover yields the inequality
x1 + x2 + x4 + x5 ≤ 3
which is facet-defining for PS2({3, 6},∅). Because PS2 has two cardinality constraints, we build the tables T 11 and T 12 using
(29) where N1 = {1, 2, 3} and N2 = {4, 5, 6}. These tables are presented in Tables 1 and 2.
Let x3 be the first variable to be lifted. From (30),we obtain T 1(0) = 0, T 1(1) = 4, T 1(2) = 10, and T 1(3) = 17. Therefore,
using (28), the lifting coefficient of x3 is α3 = 2. Then, we use dynamic programming to update T 11 (·, ·). The values of T 21 (·, ·)
that are different from T 11 (·, ·) are T 21 (2, 1) = 13, T 21 (2, 2) = 13, and T 21 (3, 2) = 19. It follows from (30) that T 2(0) = 0,
T 2(1) = 4, T 2(2) = 10 and T 2(3) = 17. We conclude from (28) that the lifting coefficient for x6 is α6 = 1. 
Next, we discuss the extension of this lifting algorithm to PSr . Observe first that, in this case, the lifting problem (26) does
not always have a feasible solution. This can happen for example when variables from N−i were fixed at 0 and have not yet
been lifted. To circumvent this difficulty, we restrict the lifting sequence in a way that guarantees that (26) has a feasible
solution. There are two cases. The first case is when C ⊈ N−i for any i ∈ R. In this case, we let j∗ ∈ argmax{aj : j ∈ C}, and
define T− = {j ∈ (i∈R(N−i \ C−i ) \ EZ) : aj ≤ aj∗}. The sequence we propose is to lift all the variables in T− first and then
to lift the remaining variables in N \ (C ∪ EZ ∪ T−). Note that we do not restrict the lifting sequence for the variables within
these sets. We describe next in Corollary 15 that, when this lifting sequence is used, the lifting coefficients are polynomially
bounded. The proof of Corollary 15 can be found in Appendix
Corollary 15. Let C be a generalized cover in PSr that is not a subset of N−i for any i ∈ R, EZ is the associated set whose
lifting coefficients are equal to zero, and assume that PSr(N \ (C ∪ EZ),∅) is full-dimensional. Then, using the lifting sequence
described above, lifting is possible and lifting coefficients satisfy −(n − |C |)3 − (n − |C |)|C | ≤ αt ≤ (n − |C |)2 + |C | − 1 for
t = 1, . . . , n− |C ∪ EZ |. 
Note that these bounds on the lifting coefficients can be used to determine the ranges forwhich it is sufficient to compute
the tables T 1i (·, ·) for i ∈ R. Clearly, because the size of table T 1i (·, ·) is bounded by O(|Ni|n3), using a procedure similar to
that of Algorithm 1 for PS+r , we conclude that the lifting procedure can be completed in O(rn7).
In the case where C ⊆ N−i0 for some i0 ∈ R, it is clear that Ki ≥ 0 for i ∈ R \ {i0}. This case is therefore similar to PS+r and
we can perform efficient cardinality-wise lifting. We first lift the variables of N−i0 in non-decreasing order of their knapsack
coefficients and then lift the variables ofN+i0 . Next, we lift variables in such away that variables inN
−
i are always lifted before
those in N+i for each i ≠ i0. Note that except for variables in N−i0 , we do not restrict the order of variables to be lifted within a
setN−i orN
+
i . Using an argument similar to that of Corollary 15, we can prove that−(|N−i0 |+1)2−|C | ≤ αt ≤ |C |−1+|N−i0 |
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for t = 1, . . . , n−|C∪EZ |. Therefore, the size of table T 1i (·, ·) is bounded byO(|Ni‖Ni0 |2+|Ni‖C |) for i ∈ R and the cardinality-
wise lifting procedure can be completed inO(rn4). Wemention that, using the same idea, it is possible to develop an efficient
algorithm to lift the second-order and high-order cover inequalities of [12,13].
6. Strong bounds on the lifting coefficients of GCIs
In this section, we obtain strong lower and upper bounds on the lifting coefficients that are obtained from sequentially
lifting generalized cover inequalities. We then describe their corresponding maximal set. To the best of our knowledge,
this is the first time a maximal set is derived for multidimensional lifting. We then show that our results generalize those
obtained by Balas [15] and Gu et al. [26] and improve those derived by Sherali and Lee [3]. We observed in Section 5 that, in
PSr , not all lifting sequences yield lifting problems that have feasible solutions. In such situations, finite bounds on the lifting
coefficients cannot be obtained for arbitrary lifting sequences. For this reason, we restrict our study to PS+r in this section.
6.1. Bounds of lifting coefficients
For classical 0–1 knapsack problems, Balas [15] derives strong upper and lower bounds on the coefficients of maximally
lifted minimal cover inequalities. In particular, the upper and lower bounds proposed are always within one unit of each
other. Gu et al. [26] strengthen Balas’ result by describing a larger range of coefficients in which upper and lower bounds
are equal. In this section, we obtain similar results for PS+r and obtain upper and lower bounds for the sequential lifting
coefficients of GCIs in PS+r that are also within one unit of each other.
We first define D := {0, . . . , K1} × · · · × {0, . . . , Kr},D′ := {0⃗, e1, . . . , er} and use Ω
 z
v⃗

to denote Ω1
 z
v⃗

. It follows
from Theorem 3 that, for
 z
v⃗
 ∈ [0, b] × D and t = 1, . . . , n− |C |,
Ωt
 z
v⃗

≥ min
(y,v⃗′):y,y+z∈[0,b],v⃗+v⃗′∈D

Ω

y+ z
v⃗ + v⃗′

−Ω
 y
v⃗′

. (34)
Expressions of the form (34) have been used in the past to derive lower bounds on lifting coefficients; see [26,3]. However,
for structured problems with multiple constraints, (34) is not sufficiently strong to obtain good quality lower bounds. Next,
we strengthen (34) by considering the structure of the optimal solutions of the problem definingΩ
 z
v⃗

.
Theorem 16. For t = 1, . . . , n− |C |,
Ωt
 z
v⃗

≥ min
Ω
 z
v⃗

, min
(y,v⃗′,h):y,y+z∈[0,b],v⃗+v⃗′∈D,h∈Z+\{0},Ω

y
v⃗′

≥h≥
r∑
i=1
v′i

Ω

y+ z
v⃗ + v⃗′

−Ω
 y
v⃗′
 (35)
for (z, v⃗) ∈ [0, b] × D′.
Proof. Observe first that the optimization problem defining Ωt
 z
v⃗

given in (26) always has an optimal solution x∗ such
that x∗s = 0 if αs = 0 for 1 ≤ s < t . Let S+ = {s : 1 ≤ s < t, x∗s = 1}, S+i = S+ ∩ Ni, u∗ =
∑t
s=1 asx∗s =
∑
s∈S+ as and
v⃗∗ =∑ts=1 I⃗sx∗s =∑s∈S+ I⃗s. Then, using (6), we obtain
Ω

u∗
v⃗∗

≥
−
1≤s<t
αsx∗s =
−
s∈S+
αs ≥ |S+| ≥
r−
i=1
v∗i (36)
because αs ∈ Z+ \ {0} for s ∈ S+ and I⃗s ∈ {0⃗, . . . , er} for 1 ≤ s < t .
From Theorem 3, it is sufficient to consider the following two cases. When

u∗
v⃗∗

=

0
0⃗

, it is easy to see thatΩt
 z
v⃗
 =
Ω
 z
v⃗

. When

u∗
v⃗∗

≠

0
0⃗

, we have that |S+| ≥ 1 in (36). Therefore, it follows from Theorem 3 that
Ωt
 z
v⃗

≥ Ω

z + u∗
v⃗ + v⃗∗

−Ω

u∗
v⃗∗

≥ min
(y,v⃗′,h):y,y+z∈[0,b],v⃗+v⃗′∈D,h∈Z+\{0},Ω

y
v⃗′

≥h≥
r∑
i=1
v′i

Ω

y+ z
v⃗ + v⃗′

−Ω
 y
v⃗′

. 
Next, we study further expression (35) to obtain lower bounds onΩt
 z
v⃗

. To describe these lower bounds, we introduce
next the function LBv⃗ . For v⃗ ∈ D, for z ∈ [0, b] and for max{∑i∈R vi, 1} ≤ h ≤ |C | − 1, we define
LBv⃗(z, h, 0⃗) := min

Ω

y+ z
v⃗

−Ω
 y
v⃗

: y, y+ z ∈ [0, b],Ω
 y
v⃗

≥ h

(37)
and set it equal to +∞ if there does not exist a y satisfying these conditions. Similarly, whenever Ω

0
v⃗+ei

< +∞, we
define
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LBv⃗(z, h, ei) := min

Ω

y+ z
v⃗ + ei

−Ω
 y
v⃗

: y, y+ z ∈ [0, b],Ω
 y
v⃗

≥ h

(38)
and set it equal to+∞ if there does not exist a y satisfying these conditions. Note that minima are achieved in (37) and (38)
since the function Ω takes only integer values and since it is bounded. Let yv⃗(z, h, I⃗) be an optimal solution to LBv⃗(z, h, I⃗)
where I⃗ ∈ D′. We first study the general case where @i ∈ R such that C ⊆ Ni. Then, we briefly discuss the special case where
C ⊆ Ni for some i ∈ R and describe why it is not possible to obtain strong lower bounds in this case. We do not discuss the
case where C ⊆ N0, since in this situation Ω
 z
v⃗
 = Ω  z0⃗  for all (z, v) ∈ [0, b] × D and therefore the bound estimation
reduces to the work of [26].
6.1.1. Lower bound when @i ∈ R such that C ⊆ Ni
We first present in Theorem 17 a closed-form expression forΩ
 z
v⃗

. Let C be a generalized cover of PS+r . Without loss of
generality, we assume that C = {1, . . . , |C |} and that a1 ≥ · · · ≥ a|C |. We let Ai =∑1≤j≤i aj and λ =∑j∈C aj − b. We also
define R= =: {i ∈ R : ηi = 0}, and R= := R \ R=. For v⃗ ∈ D, we introduce v+i := max{vi − ηi, 0} for i ∈ R to represent the
minimal number of elements of the cover that must be removed from Ci because of the cardinality constraints in a feasible
solution toΩ
 z
v⃗

. Then, we define v⃗+ = {v+1 , . . . , v+r }. Because the coefficients of xj in the generalized cover inequality are
equal to 1 for j ∈ C , we can easily determine the elements of the cover not to be included in an optimal solution toΩ  z
v⃗

.
Assume that ji,l returns the index of variable in Ci with lth largest coefficient. Then, since {ji,1, . . . , ji,v+i } is the subset of Ci
composed of the v+i elements whose coefficients are the largest, we define T (v⃗) :=

i∈R:v+i >0{ji,1, . . . , ji,v+i } to represent
the set of elements not to be included in a solution of Ω
 z
v⃗

. We also denote T (v⃗) = C \ T (v⃗) = {k1, . . . , k|C |−|T (v⃗)|} with
k1 < · · · < k|C |−|T (v⃗)|.
Theorem 17. If T (v⃗) = ∅, i.e. v⃗+ = 0⃗,
Ω
 z
v⃗

= Ω
 z
0⃗

=

0 if 0 ≤ z ≤ A1 − λ
i if Ai − λ < z ≤ Ai+1 − λ, i = 1, . . . , |C | − 1. (39)
Otherwise,
Ω
 z
v⃗

=

−
i∈R
v+i − 1 if 0 ≤ z ≤
−
j∈T (v⃗)
aj − λ
−
i∈R
v+i + p if
−
j∈T (v⃗)
aj +
p−
j=1
akj − λ < z ≤
−
j∈T (v⃗)
aj +
p+1−
j=1
akj − λ
(40)
for p = 0, . . . , |T (v⃗)| and (z, v⃗) ∈ [0, b] × D. 
Next, using these closed-form expressions for Ω and using some properties about their shapes, we derive closed-form
expressions for LBv⃗(z, h, I⃗) for I⃗ ∈ D′. To do so, we prove in Proposition 18 that for I⃗ ∈ D′, yv⃗(z, h, I⃗) can always be chosen
to be y∗ + ϵ where y∗ is the rightmost point at whichΩ

y∗
v⃗

= h− 1 and ϵ is a sufficiently small positive number.
Proposition 18. Let v⃗ ∈ D andmax{∑i∈R vi, 1} ≤ h ≤ |C | − 1. Then,
LBv⃗(z, h, 0⃗) =

0 if 0 ≤ z < akp∗+1
m if
p∗+m−
j=p∗+1
akj ≤ z <
p∗+m+1−
j=p∗+1
akj
(41)
where p∗ = h−∑i∈R v+i and m = 1, . . . , |C | − 1− h. Also, for i ∈ R, if (vi + 1)+ = v+i ,
LBv⃗(z, h, ei) = LBv⃗(z, h, 0⃗).
Otherwise, let lˆ ∈ {1, . . . , |C | − |T (v⃗)|} be the index such that klˆ = ji,v+i +1. Then, we have
LBv⃗(z, h, ei) =

0 if 0 ≤ z < aj
i,v+i +1
m if
p∗+m−1−
j=p∗+1
akj + aji,v+i +1 ≤ z <
p∗+m−
j=p∗+1
akj + aji,v+i +1 ,m = 1, . . . , lˆ− p
∗ − 1
m if
p∗+m−
j=p∗+1
akj ≤ z <
p∗+m+1−
j=p∗+1
akj ,m = lˆ− p∗, . . . , |C | − h− 1
(42)
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for h ≤∑i∈R v+i + lˆ− 1, and
LBv⃗(z, h, ei) =

0 if 0 ≤ z < akp∗+1
m if
p∗+m−
j=p∗+1
akj ≤ z <
p∗+m+1−
j=p∗+1
akj ,m = 1, . . . , |C | − 1− h (43)
otherwise.
Proof. Observe that Ω is a step function whose step lengths are non-increasing (if we exclude the first step) when v⃗ is
fixed. Observe also that, for v⃗ ∈ D, the value of LBv⃗(z, h, 0⃗) represents the smallest height difference between two points at
distance z in the function Ω
 y
v⃗

when h ≥ max{∑i∈R vi, 1}. Therefore, we can easily see that yv⃗(z, h, 0⃗) can be chosen to
be y∗ + ϵ where y∗ is the rightmost point at whichΩ

y∗
v⃗

= h− 1 and ϵ is a sufficiently small positive number. The form
of expression (41) follows.
When (vi + 1)+ = v+i , because Ω

z
v⃗+ei

= Ω  z
v⃗

, we can easily see from the definition of LBv⃗(z, h, ei) that
LBv⃗(z, h, ei) = LBv⃗(z, h, 0⃗). Next, we derive a closed-form expression for LBv⃗(z, h, ei) when (vi + 1)+ > v+i . Because the
derivation for the case where h ≥∑i∈R v+i + lˆ is similar but simpler, we only discuss the case where h ≤∑i∈R v+i + lˆ− 1.
Again, becauseΩ
 z
v⃗

is a non-decreasing step function, there exists an optimal solution yv⃗(z, h, ei) = y + ϵ where y is
the rightmost point at whichΩ

y
v⃗

= q− 1, ϵ is a sufficiently small positive number and h ≤ q ≤ |C | − 1. Let LBq
v⃗
(z, h, ei)
be the value obtained for (38) by setting y = yq + ϵ where ϵ > 0 is sufficiently small and yq is the rightmost point at which
Ω

y
v⃗

= q− 1. Clearly, we have LBv⃗(z, h, ei) = minh≤q≤|C |−1{LBqv⃗(z, h, ei)}.
When h ≤ q ≤∑i∈R v+i + lˆ− 1, we compute that
LBq
v⃗
(z, h, ei) =

0 if 0 ≤ z < aj
i,v+i +1
m′ if
q−∑
s∈R
v+s +m′−1−
j=q− ∑
s∈Rv+s +1
akj + aji,v+i +1 ≤ z <
q−∑
s∈R
v+s +m′−
j=q−∑
s∈R
v+s +1
akj + aji,v+i +1 ,
mˆ if
q−∑
s∈R
v+s +mˆ−
j=q−∑
s∈R
v+s +1
akj ≤ z <
q−∑
s∈R
v+s +mˆ+1−
j=q−∑
s∈R
v+s +1
akj
(44)
wherem′ = 1, . . . , lˆ− (q−∑s∈R v+s )− 1 and mˆ = lˆ− (q−∑s∈R v+s ), . . . , |C | − q− 1.
When
∑
i∈R v
+
i + lˆ ≤ q ≤ |C | − 1, we compute that
LBq
v⃗
(z, h, ei) =

0 if 0 ≤ z < ak
q−∑
s∈R
v
+
s +1
m if
q−∑
s∈R
v+s +m−
j=q−∑
s∈R
v+s +1
akj ≤ z <
q−∑
s∈R
v+s +m+1−
j=q−∑
s∈R
v+s +1
akj
form = 1, . . . , |C | − q− 1.
Comparing the functions LBq
v⃗
(z, h, ei) using the fact that akj ≥ akj+1 for 1 ≤ j ≤ |C | −
∑
i∈R v
+
i − 1, we conclude that
LBv⃗(z, h, ei) = LBhv⃗(z, h, ei). 
As a consequence of Theorem17 and Proposition 18,we establish the following properties of LBv⃗(z, h, 0⃗) and LBv⃗(z, h, ei).
Corollary 19. (i) The functions LBv⃗(z, h, 0⃗) and LBv⃗(z, h, ei) are non-decreasing over h ∈ {max{∑i∈R vi, 1}, . . . , |C | − 1}.
Furthermore, for v⃗ ∈ D, LBv⃗(z, h, ei) ≥ LBv⃗(z, h, 0⃗) for z ∈ [0, b];
(ii) For v⃗ ∈ D and for i ∈ R such that h =∑rj=1 vj ≥ 1 and v⃗ + ei ∈ D, LBv⃗(z, h, 0⃗) ≤ LBv⃗+ei(z, h+ 1, 0⃗) for z ∈ [0, b];
(iii) For v⃗ ∈ D and for i, i′ ∈ R such that h = ∑rj=1 vj ≥ 1 and v⃗ + ei + ei′ ∈ D, LBv⃗(z, h, ei) ≤ LBv⃗+ei′ (z, h + 1, ei) for
z ∈ [0, b].
Proof. We can easily verify (i) using the definitions of LBv⃗(z, h, 0⃗) and LBv⃗(z, h, ei) in (37)–(38). Since the proofs of (ii) and
(iii) are similar to each other, we only prove (ii).
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Note that for (ii), v⃗ ≠ 0⃗ because h = ∑rj=1 vj ≥ 1. We consider two cases. First, when (vi + 1)+ = v+i , we
have Ω
 z
v⃗
 = Ω  z
v⃗+ei

for z ∈ [0, b]. Then, it follows from the definition of LBv⃗(z, h, 0⃗) and (i) that LBv⃗(z, h, 0⃗) =
LBv⃗+ei(z, h, 0⃗) ≤ LBv⃗+ei(z, h+ 1, 0⃗).
Second, when (vi + 1)+ = v+i + 1, T (v⃗ + ei) = T (v⃗) \ {ji,v+i +1}. Let T (v⃗) = {k11, . . . , k1|C |−∑l∈R v+l } and let
T (v⃗ + ei) = {k21, . . . , k2|C |−∑l∈R v+l −1}. Clearly, we have T (v⃗ + ei) ⊆ T (v⃗) and ak1m ≥ ak2m for m = 1, . . . , |C | −
∑
l∈R v
+
l − 1.
Also, p∗(v⃗, h) = h − (∑rj=1 v+j ) = h + 1 − (∑rj=1 v+j + 1) = p∗(v⃗ + ei, h + 1). Therefore, from (41), we have
LBv⃗(z, h, 0⃗) ≤ LBv⃗+ei(z, h+ 1, 0⃗) if v⃗ + ei ∈ D. 
Next, we derive a lower bound on the sequential lifting problemΩt
 z
v⃗

.
Corollary 20. For t = 1, . . . , n− |C |,
(i) Ωt
 z
0⃗
 ≥ min{Ω  z0⃗  , LB0(z)}, where LB0(z) = min{LB0⃗(z, 1, 0⃗), LBe1(z, 1, 0⃗), . . . , LBer (z, 1, 0⃗)} and
(ii) Ωt

z
ei

≥ min{Ω

z
ei

, LBi(z)} where LBi(z) = min{LB0⃗(z, 1, ei),min1≤j≤r,ei+ej∈D LBej(z, 1, ei)} for i ∈ R.
Proof. Note first that using (37) and (38), we can simplify the lower bound ofΩt in (35) as
Ωt
 z
I⃗

≥ min
Ω  zI⃗  , minv⃗,h:v⃗,v⃗+I⃗∈D,h≥max{∑
i∈R
vi,1}
LBv⃗(z, h, I⃗)
 . (45)
By recursively applying (i) and (ii) of Corollary 19, we obtain the lower bound onΩt
 z
0⃗

. Similarly, recursively applying (i)
and (iii) of Corollary 19, we obtain the lower bound onΩt

z
ei

for i ∈ R. 
Now, we show that these lower bounds on sequential lifting coefficients are tight.
Proposition 21. For any (z, I⃗) ∈ [0, b] × D′, there exists a coefficient vector (a, J⃗) ∈ [0, b] × D′ such that the lifting function
Ω2
 z
I⃗

obtained after lifting a variable with coefficient vector (a, J⃗) is equal to the lower bound described in Corollary 20.
Proof. Because the result forΩ2

z
ei

for i ∈ R can be proven similarly, we only consider the problemof determiningΩ2
 z
0⃗

.
There are two cases. Assume first that Ω
 z
0⃗
 ≤ LB0(z). If follows from Corollary 20 that Ω2  z0⃗  ≥ Ω  z0⃗ . From
Proposition 2, we conclude thatΩ2
 z
0⃗
 = Ω  z0⃗ . Note that the result here is independent of (a, J⃗).
Second, assume that Ω
 z
0⃗

> LB0(z). Without loss of generality, we assume that LB0(z) = LBW⃗ (z, 1, 0⃗) for W⃗ ∈ D′.
It follows from (37), (38) and the definition of Ω2
 z
0⃗

that Ω2
 z
0⃗
 = LB0(z) when the coefficient (a, J⃗) is chosen to be
(yW⃗ (z, 1, 0⃗), W⃗ ). 
Using the results of Corollary 20 and Proposition 21, we now obtain lower and upper bounds on lifting coefficients. We
first derive in Lemma 22 an expression for the lower bound that is simpler than that given in Corollary 20. The proof of
Lemma 22 can be found in Appendix.
Lemma 22. If R= = ∅, thenΩt
 z
0⃗
 ≥ min{Ω  z0⃗  , LB0⃗(z, 1, 0⃗)}. If R= ≠ ∅, thenΩt  z0⃗  ≥ min{Ω  z0⃗  , LBei∗ (z, 1, 0⃗)}where
j∗ ∈ argmini∈R={aji,1} and i∗ = i[j∗]. 
We now use Lemma 22 to determine bounds on the value of lifting coefficients in sequentially lifted GCIs. The proof of
Theorem 23 is also given in Appendix.
Theorem 23. Assume that αi is the lifting coefficient of xi in a generalized cover inequality. Then αi ∈

Ω

ai
I⃗i

− 1,Ω

ai
I⃗i

where

ai
I⃗i

is the coefficient vector of xi in PS+r . 
6.1.2. Lower bound when C ⊆ Ni for some i ∈ R
In this section, we show that strong lower bounds on lifting coefficients cannot be obtained when C ⊆ Ni for some i ∈ R.
Note thatΩ

z
v⃗+ek

= Ω  z
v⃗

if k ≠ i for v⃗ and v⃗ + ek ∈ D. Therefore, it is not restrictive to assume that r = i = 1 in the
derivation of the lower bound through (37) and (38).
We first give a closed-form expression for the lifting function of the generalized cover inequality. Note in this case that
η1 ≥ −1.
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Theorem 24. If h− 1− η1 ≤ 0,Ω
 z
h
 = Ω  z0 . Otherwise,
Ω
 z
h

=

h− 1− η1 if 0 ≤ z ≤ Ah−η1 − λ
m if Am − λ < z ≤ Am+1 − λ, m = h− η1, . . . , |C | − 1 (46)
for (z, h) ∈ [0, b] × {0, . . . , K}. 
Using an argument similar to that of Corollary 20 and the closed-form expression ofΩ in (46), we obtain the following
result.
Corollary 25. For the lifting problem (26),
(i) if η1 = −1, thenΩt
 z
0
 ≥ 0 for z ∈ [0, b],Ωt  z1  ≥ 0 if z ∈ [0, a2) andΩt  z1  ≥ 1 if z ∈ [a2, b];
(ii) if η1 ≥ 0, thenΩt
 z
0
 ≥ min{Ω  z0  , LB0(z, 1, 0)} andΩt  z1  ≥ min{Ω  z0  , LB0(z, 1, 0)} for z ∈ [0, b]. 
Observe that, in the case where η1 = −1, the lower bound on Ωt
 z
h

over [0, b] × {0, 1} drastically differs from that
of all other cases. This is due to the fact that, in this case, the cardinality constraint is at least as restrictive as the knapsack
constraint. We illustrate this difference in the following example.
Example 6. Consider
PS1 =

x ∈ {0, 1}2q :
q−
j=1
Mxj +
2q−1−
j=q+1
ϵxj +

Mq− M
2
− (q− 1)ϵ

x2q ≤ Mq− M2 ,
2q−1−
j=1
xj + c2qx2q ≤ q− 1

(47)
where q ≥ 2, M is a positive number and ϵ is a sufficiently small positive number. Clearly, C = {1, . . . , q} is a
generalized cover with η1 = −1. Next, we lift variables in the order xq+1, . . . , x2q−1, x2q. It is easy to see that αj = 1
for j = q + 1, . . . , 2q − 1. Furthermore, it can be verified that when c2q = 0, α2q = Ω2q

Mq−M2 −(q−1)ϵ
0

= 0 and when
c2q = 1, α2q = Ω2q

Mq−M2 −(q−1)ϵ
1

= 1. The lifting results in both of these cases are very different from those that would
have be obtained using the exact lifting function,Ω

Mq−M2 −(q−1)ϵ
0

= Ω

Mq−M2 −(q−1)ϵ
1

= q− 1. 
Example 6 illustrates not only the fact that it is not possible to obtain strong lower bounds on the lifting coefficients in
this case but also the fact that the lower bounds given in Corollary 25(i) are tight. We observe however that the situation
described in Example 6 occurs only when η1 = −1. When η1 ≥ 0, it can be proven that the result of Theorem 23 holds. In
the remainder of this section, we will therefore assume that η1 ≥ 0 whenever C ⊆ N1.
6.2. Maximal set of the generalized cover inequality in PS+r
Gu et al. [27,26] introduce the notion of maximal set to describe the set of lifting coefficients that can be determined
exactly without the knowledge of the lifting sequence. Knowing the maximal set for a particular inequality is helpful in
practice as it permits the derivation ofmany lifting coefficients at a very small computational expense. Therefore, to improve
the efficiency of sequential lifting algorithms, it is useful to derive a closed-form expression for themaximal set. Gu et al. [26]
derive the maximal set of the minimal cover inequality for the classical knapsack set. Using Corollary 20 and Proposition 21,
we next derive the multidimensional maximal set of the generalized cover inequality for PS+r . Recall that we focus on the
most general case where C is such that ηi ≥ 0 for i ∈ R.
Theorem 26. The maximal set of (26) for PS+r is Er = Er0 ∪ Er1 ∪ · · · ∪ Err where
Er0 =

(z, 0⃗) : z ∈ [0, b],Ω
 z
0⃗

= min

Ω
 z
0⃗

, LB0(z)

and
Eri =

(z, ei) : z ∈ [0, b],Ω

z
ei

= min

Ω

z
ei

, LBi(z)

for i ∈ R. Every sequentially lifted valid inequality of the form−
j∈C
xj +
−
j∈N\C
αjxj ≤ |C | − 1 (48)
that represents a facet of PS+r satisfies
(i) if (aj, I⃗j) ∈ Er , then αj = Ω

aj
I⃗j

;
(ii) if (aj, I⃗j) ∉ Er , then
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(a)Ω
 z
0

. (b)Ω
 z
1

. (c)Ω
 z
2

.
Fig. 1. Exact lifting function of Example 7.
(a) Maximal set E10 . (b) Maximal set E
1
1 .
Fig. 2. Two-dimensional maximal set for PS1 .
(a) αj ∈ {Ω

aj
I⃗j

− 1,Ω

aj
I⃗j

},
(b) there is at least one facet of the form (48) with αj = Ω

aj
I⃗j

,
(c) if Ki = 1 for some i ∈ R, there is at least one facet of the form (48) where αj = Ω

aj
I⃗j

for all j ∈ Ni. 
It follows from Theorem 26 that the maximal set of a given generalized cover inequality can be computed in O(r|C |)
provided that the O(|C |) breakpoints of the step functions LB0 and LBi are known. Observe also that the breakpoints of LB0 or
LBi can be computed in O(|C |) provided that the knapsack coefficients are sorted. For the special case whereΩ
 z
v⃗
 = Ω  z0⃗ 
for (z, v⃗) ∈ [0, b] × D′, which includes the classical knapsack problem, it can be verified that Er = E0 × D′ where E0 is the
maximal set of the knapsack problem obtained by Gu et al. [26].
Theorem 26 also suggests the existence of strong superadditive lifting functions for the generalized cover inequality. In
[14], we obtain such a strong superadditive approximation ofΩ and show that it equalsΩ on itsmaximal set and is nomore
than one unit less thanΩ .
Now, we illustrate the concept of maximal set on an example and compare our multidimensional maximal set with
that obtained from the knapsack constraint only. This example is obtained from [26] page 122 by adding a variable and a
cardinality constraint.
Example 7. Consider
PS1 = {x ∈ {0, 1}6 : 8x1 + 7x2 + 6x3 + 4x4 + 6x5 + 13x6 ≤ 22, x3 + x4 + x5 ≤ 2}.
Clearly, C = {1, 2, 3, 4} is a generalized cover with λ = ∑4j=1 aj − 22 = 25 − 22 = 3, a1,1 = 6 and η1 = 0. The lifting
functionΩ
 z
I

for (z, I) ∈ [0, 22] × {0, 1, 2} is represented in Fig. 1.
From Fig. 1, Proposition 18 and Corollary 20, we can derive that
LB0(z) = LB1(z, 1, 0) =
0 if 0 ≤ z < 8
1 if 8 ≤ z < 15
2 if 15 ≤ z < 19
and
LB1(z) = min{LB0(z, 1, 1), LB1(z, 1, 1)} =
0 if 0 ≤ z < 6
1 if 6 ≤ z < 13
2 if 13 ≤ z < 19.
In Fig. 2,we represent the two-dimensionalmaximal set E1 for PS1. This set is the union of E10 = {z ∈ [0, b] : Ω
 z
0
 ≤ LB0(z)}
and E11 = {z ∈ [0, b] : Ω
 z
1
 ≤ LB1(z)}. For the purpose of comparison, we describe in Fig. 3 the result obtained by Gu
et al. [26] when considering only the knapsack constraint. The shaded ranges in these figures represent the coefficients that
do not belong to the maximal sets. Note that the intervals that correspond to these shaded regions are open. Clearly, from
Fig. 2, we see that the coefficient of x5 belongs to E11 and so we conclude that α5 = 1. Therefore, x6 can be treated as the first
variable to be lifted and its lifting coefficient can be obtained usingΩ
 z
0

directly. As a result, we obtain that
5−
i=1
xi + 2x6 ≤ 3
is facet-defining for PS1. 
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Fig. 3. Maximal set E0 for knapsack constraint, from [26].
Observe that neither E10 or E
1
1 in Fig. 2 contain the maximal set E
0 in Fig. 3. This result may seem counter-intuitive at first.
However, it is not as the lifting coefficients of some values in E11 are consistently larger than the corresponding coefficients
in E0.
6.3. Improved bounds for GUBKP
In this section, we apply the result of Theorem 26 to a subclass of generalized cover inequalities for GUBKP studied by
Sherali and Lee [3]. We show that the results obtained in this paper strengthen the bounds on lifting coefficients presented
in [3].
The form of GUBKP studied in [3] is
PSˇ|M| = conv

y ∈ {0, 1}|N| :
−
i∈M
−
j∈Ni
a¯jyj ≥ b¯,
−
j∈Ni
yj ≤ 1, ∀i ∈ M

(49)
where b¯ ∈ Z+, a¯j ∈ Z+ and a¯j ≤ b¯ for j ∈ N , Ni ∩ Nk = ∅ for i ≠ k ∈ M , and i∈M Ni = N . The authors define
ji,1 = min argmax{a¯j : j ∈ Ni} for i ∈ M . For a given Q ⊆ M , they define J := ∪i∈Q Ni and MJ := Q . Also, they denote
MJ = M \Q . For a given A ⊆ M , they denote A+ = {ji,1 : i ∈ A}. Similarly, for B ⊆ N , they denote B+ = {ji,1 : ji,1 ∈ B, i ∈ MB}
and B− = B \ B+. The seed inequality, called minimal GUB cover inequality, used in [3] is−
j∈J
yj ≥ 1 (50)
with
∑
i∈MJ a¯ji,1 ≤ b¯− 1 and
∑
i∈MJ a¯ji,1 +mini∈MJ a¯ji,1 ≥ b¯. It is proven in [3] that (50) is facet-defining for PSˇ|M|(MJ− ,MJ+)
if
min
j∈J a¯j +
−
i∈MJ
a¯ji,1 ≥ b¯.
Through a simultaneous lifting procedure that computes all the lifting coefficients for yj with j ∈ Ni concurrently, the authors
lift (50) into an inequality of the form−
j∈J
yj +
−
j∈J−
βjyj +
−
j∈J+
βjyj ≥ 1+
−
j∈J+
βj (51)
and prove it is facet-defining for PSˇ|M|.
Using the transformation proposed by Johnson and Padberg [23], we can express PSˇ|M| in terms of PS+r . By letting xj = yj
if j ≠ ji,1 and xj = 1−∑k∈Ni yk if j = ji,1 for j ∈ Ni and i ∈ M , we obtain
PS+|M| = conv

x ∈ {0, 1}|N| :
−
i∈M
−
j∈Ni
ajxj ≤ b,
−
j∈Ni
xj ≤ 1, ∀i ∈ M

(52)
where b =∑i∈M a¯ji,1 − b¯, aj = a¯j if j = ji,1, aj = a¯ji,1 − a¯j if j ∈ Ni and j ≠ ji,1 for all i and j. In this space of x variables, (50)
becomes−
j∈J+
xj ≤ |MJ | − 1, (53)
which is a generalized cover inequality in which each variable belongs to a different cardinality constraint. Similarly, the
lifted cover inequality (51) corresponds to the inequality−
j∈J+
xj +
−
j∈J
αjxj ≤ |MJ | − 1 (54)
in PS+|M| with αj = βj if j ∈ J+ and αj = βji,1 − βj if j ∈ J− ∩ Ni; see [3], Eq. (34).
Although all the lifting coefficients of yj with j ∈ Ni are computed simultaneously, they could also have been obtained
sequentially because all the right-hand sides of the GUB constraints are equal to 1. Therefore, it is possible to compare the
results we obtained in Theorem 26 with the bounds presented in [3].
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In [3], two functions were introduced to derive bounds. The first one is
δt := min
−
j∈J
yj : y ∈ Sˇ|M|, yj = 0 ∀j ∈ Np

(55)
where t = jp,1 and p ∈ MJ . It can be easily proven that δt = Ω

at
e⃗p

+1. Let GUB(J) = {T ⊂ J : |T ∩Ni| ≤ 1, ∀i ∈ MJ}. Then,
for any T ∈ GUB(J), the feasible extension of T is defined as L(T ) = {L : L = L1 ∪ T for some L1 ⊂ J,∑j∈L a¯j ≥ b¯, |L ∩ Ni| ≤
1, ∀i ∈ M}. The authors then define JT = (J+ \ (T ∩ J+)) ∪ (T ∩ J−) and FJ = {T ∈ GUB(J) : L(T ) ≠ ∅, JT ≠ ∅}. The second
fundamental function considered in [3] is
N(T ) := min
−
j∈J+
yj :
−
j∈J+
ajyj ≥ b−
−
j∈T
aj, yj ∈ {0, 1} ∀j ∈ J+

− 1.
Based on these two functions, the authors derive the following results.
Theorem 27 ([3]). For (51),
(i) 0 ≤ βj ≤ δj − 1, if j ∈ J+;
(ii) −N(J+ \ {ji,1} ∪ {j}) ≤ βj ≤ maxT∈FJ :j∈T ,T\{j}∈FJ {N(T \ {j})− N(T )}, if j ∈ J− ∩ Ni. 
In Corollary 28, we present the bounds on βj obtained from Theorem 26 using the equivalent transformation βj = αj if
j ∈ J+ and βj = αji,1−αj if j ∈ Ni∩ J−. Note that, the generalized cover studied in [3] is a special case of the onewe studied in
this paper since all the variables yj to be lifted satisfy j ∉ Ni such that i ∈ MJ for j ∈ J . Therefore, for the lifting function (26) of
inequality (53), it is clear that all the cardinality constraints over Ni with i ∈ MJ are redundant and can be removed, i.e. there
are |M|−|MJ | cardinality constraints in (26). Furthermore, because ηi = 1 for i ∈ MJ , from (39), we haveΩ

z
ei

= Ω  z0⃗  for
all z ∈ [0, b] and for all i ∈ MJ . Therefore, from Theorem 26, we conclude that E |M| = E |M|−|MJ | = E0× {0⃗, e1, . . . , e|M|−|MJ |}.
Corollary 28. For (51), we have
(i) When j ∈ J+, if aj ∈ E |M|, then βj = Ω

aj
0⃗

. Otherwise, βj ∈ {Ω

aj
0⃗

− 1,Ω

aj
0⃗

};
(ii) When j ∈ J− ∩ Ni,
(a) if aji,1 and aj ∈ E |M|, then βj = Ω

aji,1
0⃗

−Ω

aj
0⃗

,
(b) if aji,1 ∈ E |M| and aj ∉ E |M|, then βj ∈

Ω

aji,1
0⃗

−Ω

aj
0⃗

,Ω

aji,1
0⃗

−Ω

aj
0⃗

+ 1

,
(c) if aji,1 ∉ E |M| and aj ∈ E |M|, then βj ∈

max

Ω

aji,1
0⃗

−Ω

aj
0⃗

− 1, 0

,Ω

aji,1
0⃗

−Ω

aj
0⃗

,
(d) if aji,1 ∉ E |M| and aj ∉ E |M|, then βj ∈

max

Ω

aji,1
0⃗

−Ω

aj
0⃗

− 1, 0

,Ω

aji,1
0⃗

−Ω

aj
0⃗

,Ω

aji,1
0⃗

−Ω

aj
0⃗

+ 1

. 
Note that in all these cases, we have lifting coefficient βj ≥ 0 for j ∈ J . This is because lifting is performed in a GUB-wise
fashion and within each GUB, lifting is sequence independent and Ωt

aji,1
ei

≥ Ωt

aj
ei

for t = 1, . . . ,MJ . Given the fact
that N(T ) ≥ 0 for T = J+ \ {ji,1} ∪ {j} and the fact that δj = Ω

aj
0⃗

+ 1 if j = jp,1, we can easily derive the following result.
Theorem 29. Except for the upper bound on βj for j ∈ J−, the bounds of Theorem 27 are weaker than the bounds
of Corollary 28. 
Further, we observe that the upper bound on βj for j ∈ J− obtained in Theorem 27 requires the computation of the
functionN over an exponential number of sets T . Therefore, its interest is more theoretical than practical. Sherali and Lee [3]
also propose improved bounds that they refer to as conditional bounds for βj for j ∈ J which depend on estimates of the
lifting coefficients of other variables within the GUB constraint. Because no specifics are given on how to obtain these initial
estimations, we could not compare our results directly to conditional bounds. However, we present an example from [3]
where our results are stronger. Note that in this case, the conclusion holds even when conditional bounds are used.
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Example 8 ([3]). Let
PSˇ4 = conv{y ∈ {0, 1}12 : 2y1 + 5y2 + 2y3 + 3y4 + y5 + 3y6 + y7 + 3y8 + 2y9 + 2y10 + 2y11 + 2y12 ≥ 16,
y1 + y2 ≤ 1, y3 + y4 ≤ 1, y5 + y6 ≤ 1, y7 + y8 ≤ 1}.
The inequality
y9 + y10 + y11 + y12 ≥ 1 (56)
is a cover inequality for PSˇ4 with J = {9, 10, 11, 12}. Using Johnson and Padberg’s transformation, we obtain
PS+4 = conv{x ∈ {0, 1}12 : 3x1 + 5x2 + x3 + 3x4 + 2x5 + 3x6 + 2x7 + 3x8 + 2x9 + 2x10 + 2x11 + 2x12 ≤ 6,
x1 + x2 ≤ 1, x3 + x4 ≤ 1, x5 + x6 ≤ 1, x7 + x8 ≤ 1}.
For PS+4 , the cover inequality (56) is converted to x9 + x10 + x11 + x12 ≤ 3. Note that J ⊈

i∈MJ Ni andΩ
 z
v⃗
 = Ω  z0⃗  for
(z, v⃗) ∈ [0, b] × {0⃗, e1, . . . , e4} as (57). Then,
Ω
 z
0⃗

= Ω

z
ei

=

0 if z = 0
1 if 0 < z ≤ 2
2 if 2 < z ≤ 4
3 if 4 < z ≤ 6.
(57)
Therefore, the maximal set E4 = E0 × {0⃗, e1, . . . , e4}. Using Theorem 6 of [26], we obtain that E0 = {0, 2, 4}. It follows
that lifting coefficients of x1, x2 in PS+4 are such that α1 ∈ {1, 2} and α2 ∈ {2, 3}. If sequential lifting is performed, we obtain
using the argument underlying the proof of Corollary 28 that β1 = α2 − α1 ∈ {0, 1, 2} and β2 = α2 ∈ {2, 3}where β1 and
β2 are the lifting coefficients of y1 and y2 respectively. This result is stronger than that obtained by Sherali and Lee [3] who
proved that β1 ∈ [−2, 2] and β2 ∈ [0, 3]. Based on the condition that β1 ≥ 0, the authors further derive conditional bounds
which show that β1 ∈ [0, 2] and β2 ∈ [1, 3]. We note that this result is also weaker than the one we obtained. 
7. Conclusion
In this paper, we describe strong inequalities that can be obtained through sequential lifting for 0–1 knapsack problems
with disjoint cardinality constraints and we study their properties. We derive first a set of generalized cover inequalities
that are facet-defining for the restriction of the set obtained by fixing all the variables not in the generalized cover to zero.
We further propose a sequential lifting algorithm for these inequalities that has polynomial running time. We then obtain
tight bounds for lifting coefficients PS+r and derive the maximal set of generalized cover inequalities. These bounds provide
a simple way to determine sequential lifting coefficients within one unit of their optimal values. We finally show that our
bounds generalize those obtained by Balas [15] and Gu et al. [26] for KP and strengthen those obtained by Sherali and Lee
[3] for GUBKP.
An important direction of future research is to study sequence-independent lifting for MCKP and to evaluate the
computational impact of inequalities derived by sequential and by sequence-independent lifting methods. In [14], we study
sequence-independent lifting for PS+r and derive a set of multidimensional superadditive lifting functions. We also perform
a preliminary computational study. The results indicate that multi-constraint lifting might be helpful in implementations
and that lifted inequalities from sequence-independent lifting reduce solution times for integer programs with MCKP
substructures.
Appendix
Corollary 15. Let C be a generalized cover in PSr that is not a subset of N−i for any i ∈ R, EZ is the associated set whose lifting
coefficients are equal to zero, and assume that PSr(N \ (C ∪ EZ),∅) is full-dimensional. Then, using the lifting sequence described
in Section 5 for PSr , lifting is possible and lifting coefficients satisfy−(n− |C |)3 − (n− |C |)|C | ≤ αt ≤ (n− |C |)2 + |C | − 1 for
t = 1, . . . , n− |C ∪ EZ |. 
Proof. Define |T−| = t∗. We proceed in two steps. First, we derive polynomial bounds on lifting coefficients αt for t ∈ T−.
Then, we derive polynomial bounds on lifting coefficients αt for t ∈ N \ (C ∪ EZ ∪ T−). Recall that j∗ ∈ argmax{aj : j ∈ C}.
When t ∈ T−, because C ⊈ N−i for any i ∈ R, there exists j0 in C \ C−i[j∗]. Since the generalized cover inequality is facet-
defining and since PSr(N \ (C ∪ EZ),∅) is full-dimensional, there exists a point X0 ∈ PSr(N \ (C ∪ EZ),∅) that satisfies the
GCI at equality with X0
j0
= 0 and X0j = 1 for every j ∈ C and j ≠ j0. It can be seen that the facet-defining GCI also satisfies
the conditions of Proposition 6. We conclude that the point X∗ defined by
X∗j =

X0j , if j ≠ j∗
0, if j = j∗ (A.1)
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belongs to PSr(N \ (C ∪ EZ),∅). It can be verified that X∗ is a feasible solution to Ω1
 z
I⃗

for all (z, I⃗) ∈
{(a1,−ei[1]), . . . , (at∗ ,−ei[t∗])}. Because the objective function value associated with X∗ is 1 and because of Proposition 2,
we conclude that αt ≤ 1 for t ∈ T−. To derive a lower bound on αt , we let x∗ be an optimal solution to Ωt

at
−ei[t]

,
U∗(at) =∑t−1k=1 akx∗k and V ∗(−ei[t]) =∑t−1k=1−ei[k]x∗k . From (7) in the proof of Theorem 3, we conclude that
Ωt

at
−ei[t]

= Ω1

at + U∗(at)
−ei[t] + V ∗(−e⃗i[t])

−
t−1
k=1
αkx∗k
≥ −1−
t−1
k=1
1 ∗ x∗k
≥ −t.
Therefore, we have αt ∈ {−t∗, . . . , 1} for t ∈ T−.
We now consider the lifting of variables in N \ (C ∪ EZ ∪ T−) = {t∗ + 1, . . . , n − |C | − |EZ |}. Because both
PSr(N \ (C ∪ EZ ∪ T−),∅) and PSr are full-dimensional, we can always obtain a feasible solution toΩt∗+1
 z
I⃗

for any (z, I⃗)
where (z, I⃗) is the coefficient of xt for t ∈ N \ (C ∪ EZ ∪ T−) using an argument similar to that of Proposition 4. Note that,
the objective functions of the problems definingΩt∗+1

at∗+1−ei[t∗+1]

andΩt∗+1

at∗+1
ei[t∗+1]

are of the form
min |C | − 1−
−
j∈C
xj −
t∗−
j=1
αjxj. (A.2)
It follows from Proposition 2 and the first part of this proof that αt ≤ |C | − 1+ t∗2 for t ∈ N \ (C ∪ EZ ∪ T−). Similar to our
discussion in the case t ∈ T−, we use Ωt∗+1 and (7) to derive a lower bound on αt for t ∈ N \ (C ∪ EZ ∪ T−). Let x′ be an
optimal solution toΩt

at
I⃗t

, U ′(at) =∑t−1k=t∗+1 akx′k and V ′(⃗It) =∑t−1k=t∗+1 I⃗kx′k. Then, we have
Ωt

at
I⃗t

= Ωt∗+1

at + U ′(at)
I⃗t + V ′(⃗It)

−
t−1
k=t∗+1
αkx′k
≥ −1−
t∗−
k=1
x′k − (|C | − 1+ t∗2)
t−1
k=t∗+1
x′k
≥ −1− t∗ − (|C | − 1+ t∗2)(t − t∗ − 1)
≥ −tt∗2 − t|C |.
Using the fact that t∗ + 1 ≤ t ≤ n− |C |, we obtain the desired result. 
Lemma 22. If R= = ∅, thenΩt
 z
0⃗
 ≥ min{Ω  z0⃗  , LB0⃗(z, 1, 0⃗)}. If R= ≠ ∅, thenΩt  z0⃗  ≥ min{Ω  z0⃗  , LBei∗ (z, 1, 0⃗)}where
j∗ ∈ argmini∈R={aji,1} and i∗ = i[j∗]. 
Proof. We first give an explicit expression for Ω

z
ei

for i ∈ R as we use it in the proof. If i ∉ R=, then Ω

z
ei

= Ω  z0⃗ .
Otherwise,
Ω

z
ei

=
0 if 0 ≤ z ≤ aji,1 − λm if Am−1 + aji,1 − λ < z ≤ Am + aji,1 − λ,m = 1, . . . , ji,1 − 1m if Am − λ < z ≤ Am+1 − λ,m = ji,1, . . . , |C | − 1. (A.3)
There are two cases. First, when R= = ∅, we have Ω

z
ei

= Ω  z0⃗  for i ∈ R. Therefore, by (37) and (38), LBei(z, 1, 0⃗) =
LB0⃗(z, 1, 0⃗). It follows from Corollary 20(i) thatΩt
 z
0⃗
 ≥ min{Ω  z0⃗  , LB0⃗(z, 1, 0⃗)}.
Next, we consider the case where R= ≠ ∅. Again, if i ∉ R=, then LBei(z, 1, 0⃗) = LB0⃗(z, 1, 0⃗). Also, when i ∈ R= and
ji,1 = 1, LBei(z, 1, 0⃗) = LB0⃗(z, 1, 0⃗). For the other situations where i ∈ R=, we have
LBei(z, 1, 0⃗) =
0 if 0 ≤ z < A1
m if Am ≤ z < Am+1,m = 1, . . . , ji,1 − 2
m if Am+1 − aji,1 ≤ z < Am+2 − aji,1 ,m = ji,1 − 1, . . . , |C | − 2.
(A.4)
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It is easy to see that LBei∗ (z, 1, 0⃗) ≤ LBei(z, 1, 0⃗) for i ≠ i∗ and LBei∗ (z, 1, 0⃗) ≤ LB0⃗(z, 1, 0⃗)where
LB0⃗(z, 1, 0⃗) =

0 if 0 ≤ z < A2 − a1
m if Am+1 − a1 ≤ z < Am+2 − a1,m = 1, . . . , |C | − 2. (A.5)
Again, we conclude from Corollary 20(i) thatΩt
 z
0⃗
 ≥ min{Ω  z0⃗  , LBei∗ (z, 1, 0⃗)}. 
Theorem 23. Assume that αi is the lifting coefficient of xi in a generalized cover inequality. Then αi ∈

Ω

ai
I⃗i

− 1,Ω

ai
I⃗i

where

ai
I⃗i

is the coefficient vector of xi in PS+r . 
Proof. We consider two cases.
First assume that R= = ∅. We know that Ω

z
ei

= Ω  z0⃗  for i ∈ R from Theorem 17. Then, from Proposition 2 and
Corollary 20, we obtain that
Ω

z
ei

= Ω
 z
0⃗

≥ Ωt

z
ei

≥ Ωt
 z
0⃗

≥ min

Ω
 z
0⃗

, LB0(z)

. (A.6)
Also, from Lemma 22, we have LB0(z) = LB0⃗(z, 1, 0⃗). Next, we show that Ω
 z
0⃗
 ≤ LB0(z) + 1. This is clear when
LB0(z) = +∞. So we can assume that z ≤ A|C | − a1. Because Ω
 z
0⃗

and LB0(z) are non-decreasing step functions, it is
sufficient to show that, for m0 ∈ {0, . . . , |C | − 2}, the value z of the rightmost point at which Ω

z
0⃗

= m0 is greater or
equal to the value z of the leftmost point at which LB0(z) = m0. From (39), we have z = Am0+1 − λ. From (A.5), we have
z = Am0+1 − a1. It follows that z − z = Am0+1 − λ− (Am0+1 − a1) = a1 − λ ≥ 0. Using the expression in (A.6), we obtain
LB0(z)+ 1 ≥ Ω

z
ei

= Ω
 z
0⃗

≥ Ωt

z
ei

≥ Ωt
 z
0⃗

≥ min

Ω
 z
0⃗

, LB0(z)

. (A.7)
Clearly, ifΩ
 z
0⃗
 ≤ LB0(z), we haveΩt  zei  = Ωt  z0⃗  = Ω  zei  = Ω  z0⃗ . IfΩ  z0⃗  > LB0(z), it follows from the facts that
Ω
 z
0⃗
 ≥ LB0(z)+ 1 andΩ  z0⃗  ≤ LB0(z)+ 1 thatΩ  z0⃗  = LB0(z)+ 1. The result follows.
Consider now the case where R= ≠ ∅. Because the results onΩt
 z
0⃗

can be proven using a similar but simpler argument,
we just give the proof forΩt

z
ei

. From (37), (38) and Corollary 20, we have
Ω

z
ei

≥ Ωt

z
ei

≥ min

Ω

z
ei

, LBi(z)

≥ min

Ω
 z
0⃗

, LB0(z)

. (A.8)
Note from Lemma 22 that we have LB0(z) = LBei∗ (z, 1, 0⃗). We first show that Ω

z
ei

≤ LB0(z) + 1. Clearly this result
holds when LB0(z) = +∞. So we can assume that z ≤ A|C |−aj∗ . Again, it is sufficient to show that, form ∈ {0, . . . , |C |−2},
the value z of the rightmost point at which Ω

z
ei

= m0 is greater or equal to the value z of the leftmost point at which
LB0(z) = m0. We next consider three situations according the value of m0. Observe that it follows from the definition of j∗
that ji∗,1 ≥ ji,1. Observe also that expressions for Ω

z
ei

and LBei(z, 1, 0⃗) are given in (A.3) and in (A.4) respectively. First,
whenm0 ≤ ji,1− 2, we have z = Am0 + aji,1 − λ and z = Am0 . Clearly, z− z = Am0 + aji,1 − λ− Am0 = aji,1 − λ ≥ 0. Second,
when ji,1−1 ≤ m0 ≤ ji∗,1−1, we have z = Am0+1−λ and z = Am0 . Also, z− z = Am0+1−λ−Am0 = am0+1−λ ≥ 0. Finally,
whenm0 ≥ ji∗,1, we have z = Am0+1− λ and z = Am0+1− aji∗,1 . Also, z− z = Am0+1− λ− (Am0+1− aji∗,1) = aji∗,1 − λ ≥ 0.
Using the expression (A.8), we obtain
LB0(z)+ 1 ≥ Ω

z
ei

≥ Ωt

z
ei

≥ min

Ω

z
ei

, LBi(z)

≥ min

Ω
 z
0⃗

, LB0(z)

. (A.9)
When Ω
 z
0⃗
 ≤ LB0(z), it is sufficient to show that Ω  zei  ≤ Ω  z0⃗  + 1. In fact, if an optimal solution x0 to Ω  z0⃗  is not
feasible toΩ

z
ei

, we can always obtain a feasible solution toΩ

z
ei

by changing the value of one variable of x0j for j ∈ Ni
from 1 to 0. Therefore, it is clear that Ω

z
ei

≤ Ω  z0⃗  + 1. When Ω  z0⃗  > LB0(z), Ω  z0⃗  ≥ LB0(z) + 1. From (A.9) and
the fact that Ω

z
ei

≥ Ω  z0⃗ , we have LB0(z) + 1 ≥ Ω  zei  ≥ Ω  z0  ≥ LB0(z) + 1, which implies that equality holds
throughout. The result follows. 
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