The quality of medical services can be significantly improved by supporting health care procedures with new technologies such as Cloud computing and Internet of Things (IoTs). The need to monitor patient's health remotely and in real time becomes more and more a vital requirement, especially for chronic patients and elderly. In this work, we focus on the management of health care related data stored on the Cloud produced by Bluetooth low energy devices. We present a Cloud based IoT Management System that collects vital user data (e.g. cardiac pulse rate and blood oxygen saturation) on real time. Our solution enables sensor data collection and processing fast and efficient, while users such as medical personnel can subscribe to patient's data and get notifications. The system is designed based on microservices and includes a notification service for both health care providers and patients minimizing the risk of late response to emergency conditions. Alerts are produced according to predefined rules and on patient specific reaction plans. We present an experimental study where we evaluate our system based on real world sensors, while we generate a synthetic dataset for simulating thousands of users. The results are prosperous, as the system responds close to real time even under heavy loads binding to the limits of the web server that receives the service request. The heaviest workload simulates 2000 user requests (while 80 are executed concurrently) is completed in less than 13 seconds when the system deployed in a virtual machine of 2GB RAM, 1 VCPU and 20GB Disk.
INTRODUCTION
Over the past few years, health care provision problems such as staff shortages, increased service costs and reduced health care budgets have made difficult to create systems that manage health care cases from distance. Particularly, patients with disabilities, chronic conditions and elderly people, require immediate and efficient communication with hospital's personnel and their physicians. For example, let us assume that a patient that is suffering from tachycardia requires regular meetings with his/her physician, to control his current status, record historical symptoms and to process and store all the appropriate measurements within and outside the hospital at any time. Today's process includes visiting the healthcare organization so to be monitored directly by medical personnel. In this work we design a generic sensor data collection service that works on the Cloud in order to address remote and real time data collection and to minimize the need for casual nonimportant and vital interactions (e.g. daily measurements). The solution allows sensor data collection using an internet-enabled gateway that receives signals from different sensors. We are focusing on the Bluetooth low energy 1 (BLE) communication protocol that supports low power and energy efficient data collection, robust radio as ranges are up to 100m and real time data transmission (in 3ms time) [5] .
To address the real time and fast sensor data collection and processing problems we design and implement a Cloud computing based system based on the architecture defined in [4] . Our solution is a data management collection and management system where user data are collected from BLE devices and forwarded to the Cloud, where throughout an integrated interface the physicians and medical personnel can access it on demand. The assumption is user smart devices collect data (such as smart phones and tables) where the sensors forward vital data (heartbeats, oxygen level in the blood) for further analytics. Wearing these sensors, it allows a user to monitor its own health status while at the same time measurements are sent to the physicians through an application portal. In this way, we achieve real time and remote monitoring so doctors can see the progress of the patient as well as to take decisions in cases of an emergency situation.
The proposed system involves two kinds of services, the smart cellphone service (called gateway), that is installed in the user device, while the Cloud system is responsible for data storage and processing. The smart phone gateway service is based on [2] and [3] , is dynamic and allows automated sensor discovery and registration of new sensors, where an XML schema declares each sensor. In addition, it has the ability to recognize and register new characteristic values of BLE sensors (e.g. pulse rate and blood-oxygen saturation) by simple editing the XML file. The Cloud based system includes a number of services including a) the user management service allows registration of new users as well as access rights and roles, b) the sensor management service that allows registration of sensors, c) the user subscription service that allows association of users to devices and defines the monitoring features, d) the data storage service that is based on a MySQL database system, and e) the event management service that allows creation of rules by medical personnel with regards to the patient's health status. The use of Cloud services, allows centralized (on the Cloud) data collection, efficient communication and storage and further processing for example in cases that require big-data analytics. The rest of the work is organized as follows; Section 2 presents the motivation of our work, Section 3 the architecture of the service and its implementation features, Section 4 the performance analysis and Section 5 the conclusions and the future research directions.
Motivation
Cloud computing offers an environment for building elastic and scalable applications taking advantage of hardware and software services. In the concept of IoT, it is the ideal setting for big data processing of sensors data [10] . Applications design and implementation included the need for accommodating an increasing number of users and devices along with their needs for management (i.e. storage, processing) of large streams of data acquired by these devices [6] . However, the data transmission process could be considered the most important "energy consuming operation in a sensor node" [7] . Smart applications developed for example in the concept of a smart city, could gain advantage of the flexibility and elasticity that Cloud computing technology could offer in addition to the low energy consumption of BLE devices.
The development of specific services for the management of IoT equipment is already in growth as shown in [1] . In this work, we focused on the problem of sensor data collection in Cloud systems in an automated and on the fly, thus we use a gateway developed in [3] that allows data collection from BLE sensors and we extend it to support Cloud sensor data management for storage and analysis. We utilize the BLE protocol that is a popular option for modern applications and system, and is a standard for low-power devices with low latency and short-range networks (<50m) as described in [3] . Its characteristics are low power consumption, low cost and balancing computing power 2 that are the vital requirements for today's sensors. Further to this, we develop a Cloud service that uses a microservices technology as described in [4] for IoT devices in order to collect data fast and efficient. The solution is designed and developed upon different modular REST services that interact with each other to integrate the whole system functionality following the advantages of the Service Oriented Architecture (SOA).
System Design
In this section we design and present the fundamental requirements to develop a Cloud based sensor management service. Our use case is based on healthcare data collection and storage on the Cloud. Based on that, we present the main functional and non-functional requirements for the healthcare provision system and the groups of associated users that interact with it (including patients, medical personnel and system administrators). In next section we describe the analysis of requirements for out use case.
Analysis of requirements
Since we focus on the healthcare provision use case, the patients are the end-users that utilize their personal devices to collect data from Internet of Things (IoT) sensors. The medical personnel accesses the system to collect data on demand and to set rules for certain features that are constantly monitoring. The system administrators configure and monitor the whole process. The following are the functional requirements. The system operational requirements are as follows. The user authorization is based on user credentials (OAuth protocol 3 ), the identification of patient by the medical personnel in order to associate them with specific rules, the process to import, edit and delete users, the process to import, edit and delete a sensor definition that is characterized by an XML schema as shown in the Appendix section, the assignment of patients to dedicated medical personnel, the correlation of a patient to a physician and its sensors/devices, the process to retrieve a specific user or all system users, the process to retrieve XML sensor description files.
The following are the functional system requirements for the patients. These are the process to send data produced by the sensors to the Cloud, the process to get updates and messages from medical personnel to the user phone, the process to modify how data is sent, and finally the process to retrieve historical data from patients' sensors. Similarly, the following are the functional system requirements for the medical personnel. These include a process for accessing sensor measurements, the process to set and change patient rules if necessary, the process to send a rule to the system and also to retrieve recent patient rules, the process to retrieve historical data from all patientspecific sensors, the process to view patients associated with medical personnel, the process to view patient status and to send messages to a patient. The key non-functional requirements include, security as a key factor to secure access to data and resources. In terms of performance the experimental analysis shows how the system behaves in different cases. Finally, we aim to expandability that is associated with the level of system adaptability. To satisfy this criterion, we used a generic XML format that could be utilized for different kinds of sensors.
High level system architecture
As discussed before, the implementation of our system is based on the SOA, so we integrate our solution based on the various sub-modules as shown in Figure 1 . These communicate with each other and information produced by the patients and is captured by the sensors, is forwarded to the Cloud system for storage and processing. We separate our design in the following sub-modules.
a. Front-end: This is the smart phone application side that works as a gateway to send data collected from the frontend sensors via the device on to the Cloud. b. Back-end Interface: It receives data from the front-end and implements the necessary sub-services for data storage and management. The data is processed and stored properly based on our application's usage scenario. c. Users: These are the consumers who access the information that the system produces, as well as other interface application. Consumers are subscribed to data and receive notifications on demand and in real time.
Description of the system services
This section includes the systems services that integrate the whole system functionality of the healthcare use case. The patient interface, it consists of a smart application that implements data collection services from data management sensors, temporary storage, encoding, transmission and communication with the Cloud back-end system. The application includes additionally features, such as a patient-to-patient interface with the back-end, enabling the patient to control the BLE sensors' measurements at any time as well as modify the way in which the data is sent. Finally, patients can communicate with a doctor through messages. The front-end services are as follows.
 Sensor data collector: This sub-module aims to collect data produced by BLE sensors and to send data to other backend sub-modules.  Local Storage Service: It locally stores specific types of data. Typically, the Local Storage Service includes the XML schema of all the sensors supported by this service, as well as the patient's e-mail associates users with rules. Finally, it includes the average measurements produced by the sensors at specific intervals when the mobile device is without Internet access.  Notification Service: The Notification Service controls the application for possible status changes so to promptly inform the user. For example, when data is not sent to the Cloud the system displays a message.  Connectivity Service (front-end): It is the communication service between Gateway and the Cloud. The data after encoding is sent to the Cloud based on the HTTP protocol.  Application Logic (front-end): System Logic is the set of processes we have developed in order services to communicate with each other. It defines how the services communicate so that the information is collected and forwarded to the back-end system. The Application Logic is the core of the system that coordinates all the services. The services that orchestrate Application Logic are the User Management Service, the Event and Subscriber Management Service, the Event Management Service, the User Identification and Authorization Service, the Rule Management Service, the Measurement Management Service, the Patient Management Authority, the Service Connectivity Management, Sensor Management Service, and Messaging Service, which are described in detail below. The services are described bellow.
 Then an "alert" indication is send to the patient, using the physician's interface. The physician then has the ability to send a message to that user's device using the Google Cloud Messaging [8] , which will send a message to the device in the form of an update.  User Identification and Authorization Service: It includes two phases process. Initially we use the KeyRock Identity Management GE 5 to authorize users. Then, the administrator can identify the users that require access to specific actions.  Storage service: It is a database service (based on MySQL) that stores user information, sensors and history of data sent by a sensor in conjunction with the date of measurement and patient status.  Sensor Management Service: It is a service responsible for importing, editing, viewing and deleting available sensordevices as in [3] . In particular, the administrator imports an XML file for each sensor that essentially has the descriptions of all metadata information about the sensors. Using this, we can dynamically introduce new sensor formats. The XML schema description is described below. We present an example of an XML scheme for the Polar H7 and NoninOnix 3250 sensors [11] as shown in Appendix section. In particular, we used two devices; the NoninOnix [12] that captures the range of oxygen in the blood (Spo2) and the pulse rate measurement and uses a sensor id (UUID) as an identifier, and the Polar H7, that produces the heart rate with a different UUID.
<sensor>: This includes all BLE sensor devices that the device supports. <device>: A specific sensor characterized by its device category (e.g. Polar H7 [12] ). <values>: Indicates the name of the measurement and its value. For example, the Polar H7 produces heart rate measurement. While the NoninOnix device [11] produces heart rate measurement. <format>: It describes the format that is produced by the sensors (e.g. FORMAT_UINT8 is 8 bit integer).
<position> & <multi>:
Many times the manufacturers of BLE sensors define a more complex function in order to decode the feature that we want to monitor. More specifically, the value can be recognized by a specific logical combination of several values of a feature. In this case it helps to dynamically manage the combination of feature values. This happens by specifying the position of the value within the attribute (<position>) and multiplying it appropriately with an integer value (<multi>).
 The Google Cloud Messaging Service [8] : It is a service responsible for managing the physician's messages to the patient as described in [2, 3] . These are the services that implement the functionality of medical users. These include:
 Rule Management Service: The physician sets rules for each patient that is monitored. The rules are basically the thresholds (upper and lower threshold) as they offer a maximum permissible value and a minimum permissible value where the intermediate level of the values determines the normal state of a patient. For example, a user may have a maximum threshold of 120 and a minimum of 80 heart rate bmp. If the patient's measurement value is higher than these limits then the user violates this rule set for him by his physician and the condition is now considered critical. In this step, if there is already a user-patient rule, then it is simply refreshed.  Measurement Management Service: The physician can access the history of the patients she/he is following. That is the most recent and past measurements, including the name of the measurement, the start time and its end time.  Patient Management Service: Through the interface, the physician can access how many and what patients she/he is following along with their condition (normal or at risk) and can choose to send a message to a patient.
Performance Analysis
This section presents the experimental evaluation of the proposed system that is deployed on OpenStack 6 . In particular, we deploy three VMs (2GB RAM, 1 VCPU, 20GB Disk) that include a context broker, a storage system based on MongoDB and the application that contains the rest of the system components. Each VM is configured to 1 VCPU, 2GB RAM and 20 GB hard disk. We measure the time required for each VM to complete an action and we separate each action according to the different system activities that are taking place corresponding to specific HTTP request. To demonstrate system performance, we measure the time needed for the following services to be executed.
a Figure 2 demonstrated the service completion times to execute HTTP requests in milliseconds. It should be mentioned that, the JSON Storage Service causes a delay for rules that are created for the first time. Also, we measure the performance of the application VM using the Apache's built-in tool called abApache HTTP server benchmarking 7 , which allows us to send multiple simultaneous requests to a service and measure its performance (in terms of how many requests per second can be handled by the web server). Our analysis is based on three experiments including (a) execution of 2000 requests from one user (we set the concurrency parameter that defines simultaneous users in one), (b) execution of 2000 requests submitted by 40 concurrent users and (c) we execution of 2000 requests by 80 concurrent users. It should be mentioned that the concurrency levels demonstrate the number of the HTTP requests that have to be completed before we send the next batch. Table 1 demonstrates the 7 https://httpd.apache.org/docs/2.4/programs/ab.html percentages of the HTTP requests associated to the completion times (ms). We can observe that the average time per request is 1086 ms. We also monitor the data transfer rate that is 0.89 Kbytes/s. During this experiment the VM resource usage was low (RAM usage was around 10%). Table 2 shows the percentages of the HTTP requests associated to the completion times (ms) for concurrency 40. It is shown, that the average time per request is 1386 ms. Also we monitor the data transfer rate that is 0.782 Kbytes/s. During this experiment the VM CPU usage was 60% while the RAM was under 10%. Table 3 shows the completion times of the percentages of the HTTP requests for concurrency 80. We can observe that the average time per request is 5106 ms. The data transfer rate that is 8.14 Kbytes/s. During this experiment the VM resource usage was high, the CPU usage was around 95% while the RAM usage was around 20%). Figure 3 demonstrates the HTTP request completion times for the three experimental cases. We can see that when the concurrency is set to 80, the time required to execute the experiment is increased dramatically. However, as shown in the diagram the overall HTTP requests serving time is consistent for 90% of executions (in around 6 seconds, while this time is doubled for the rest 10% of the benchmark, that is . 
Conclusions
The use of wearable sensors connected to the Internet and capable of transmitting patient health status to the Cloud is vital in today's systems, so health care personnel can access and take decisions fast. In this work we developed a Cloud based service for IoT and Cloud computing in order to collect data fast and efficient. We implemented a SOA solution and various microservices that interact with each other to integrate the general system. We presented a use case to monitor patients in real time while data are stored and processed on the Cloud. The architecture is flexible and dynamic and includes a BLE sensor registration solution based on [3] to conceptualize the data capturing and forwarding to the Cloud. We developed the system based on general-purpose services and we support functionalities such as a generic and dynamic registration of BLE sensors via an XML schema. The experimental section demonstrates an average low latency for the various processes of the service making our service ideal for the patient-monitoring scenario.
Α XML file description
Next is the XML file for two BLE sensors as in Section 2.3.
<? xml version="1.0" encoding="UTF-8" ?> <sensors> <device name="NoninOnix"> <uuid id="0aad7ea0-0d60-11e2-8e3c-0002a5d5c51b"> <values name="SPO2" type="%"> <format>FORMAT_UINT8</format> <position>7</position> <multi>1</multi> </values> <values name="pulse_Rate" type="zbpm" picture="1"> <format>FORMAT_UINT8</format> <position> [8, 9] </position> <multi>[256,1]</multi> </values> </uuid> </device> <device name="Polar H7"> <uuid id="00002a37-0000-1000-8000-00805f9b34fb"> <values name="pulse_Rate" type="bpm"> <format>FORMAT_UINT8</format> <position>1</position> <multi>1</multi> </values> </uuid> </device> </sensors>
