We study the phase separation that a particle-conserving ͑''canonical''͒ full-layered metal surface must undergo at temperatures between preroughening and roughening. The separation is into two disordered flat ͑DOF͒ domains of opposite order parameter with a step between them, each domain exhibiting a half-filled top layer. It is shown that both Gibbs-ensemble simulation and canonical Monte Carlo plus finite-size scaling, carried out on a specific lattice Hamiltonian model, demonstrate this phase-separation phenomenon microscopically. A number of existing particle-conserving molecular-dynamics simulations for fcc͑110͒ metal surfaces are then analyzed, and it is found that some display clear, previously unnoticed evidence of this DOF phase separation. Its main signal is a plateau of layer occupancies with temperature, around values close to 3 4 for the first surface layer, and around 1 4 for the adatom layer. It is proposed that this unusual type of phase separation could be observable on sufficiently step-free metal surfaces. ͓S0163-1829͑98͒07215-4͔
I. INTRODUCTION
Recently, there has been growing interest in the thermal disordering of crystal surfaces since the introduction, by den Nijs and Rommelse, of the preroughening transition leading to disordered flat phases, 1 and the suggestion that they should be realized on metal surfaces. [2] [3] [4] Preroughening ͑PR͒ is an equilibrium phase transition at TϭT PR between the ordered flat ͑OF͒ phase and the disordered flat ͑DOF͒ phase. Conventional roughening occurs at a higher temperature T R ϾT PR . As recent studies have brought out, the ultimate mechanism leading to PR is an extended repulsive interaction between parallel steps, favoring the onset of a disordered array of alternating up and down steps. Repulsive interactions between parallel steps originate, for example, from the elastic strains accompanying the steps. 5 PR is expected to be present so long as parallel steps repel each other strongly enough, if at the same time antiparallel steps do not.
Surface reconstruction, found at Tϭ0 in many metal surfaces, provides another route to PR. Within solid-on-solid ͑SOS͒ models, a reconstructed ground state can be obtained, for example, when the first-neighbor height-height interaction is negative, and only second-and further-neighbor interactions are positive. Most of the existing studies focus on the ͑110͒ face of noble metals, with a tendency, either manifest or latent, toward (1ϫ2) missing-row reconstruction. SOS models have been used to address this case in Refs. 6, 7, 2, and 8. In particular, thermal deconstruction of (1ϫ2) surfaces, e.g., Au͑110͒, is believed to lead to a stable DOF phase below roughening. 2, 8 So far, on the other hand, no clear evidence of PR has been reported for unreconstructed, i.e., (1ϫ1) metal surfaces, like Ag, Cu, and Ni͑110͒. Various SOS models predict the possibility of PR for these faces, at least under favorable conditions. Dormant reconstruction tendencies 2, 8 as well as elastic parallel-step repulsion, are certainly present at these surfaces, but it is uncertain if they are strong enough. Therefore, to this date, it is not known to any quantitative level whether a real unreconstructed metal surface meets the conditions for a PR transition, and for a corresponding stable DOF phase below roughening. This situation clearly calls for a more intense experimental effort, as well as for realistic simulations.
A realistic simulation of PR on a metal surface is, in spite of the availability of reasonably good potentials and techniques, still a very difficult task, for two main reasons. The first are very tough requirements of large sizes and size scaling, as well as of very long simulation times. These requirements are mandatory for PR-a two-dimensional ͑2D͒ critical phenomenon-and even more so for surface roughening. The second, subtler reason, is the necessity to address PR within a grand-canonical ensemble, as clearly suggested by the jump from integer or nearly integer population of the top layer, to the half-integer population which characterizes the DOF phase. This requirement raises a difficulty, in particular for molecular dynamics ͑MD͒, where grand-canonical schemes are still under debate, and far from well established. What is available so far is a number of very reliable, good quality canonical ͑i.e., particle-conserving͒ MD simulations of metal surfaces, covering the relevant temperature range TϷT R .
Similar to simulation, experimental realization of a DOF phase on a metal surface also requires grand-canonical conditions, i.e., an adjustable particle number. Experimentally, grand-canonical conditions, despite the absence of evaporation and/or condensation which is a typical condition of study of metals under ultrahigh-vacuum conditions, are usually obtained by diffusion of adatoms to and from steps. At sufficiently high temperature, these diffusion processes will generally be present, and make a metal surface effectively grand canonical, in a relatively slow experiment and in the presence of preexisting steps, inevitable in a real surface. Alternatively, approximate canonical conditions could be realized, for a limited time duration, in the center of a large flat surface terrace, for a surface of very good quality ͑low step concentration͒.
The question we pose here is the following: how would surface PR, and the subsequent onset of a DOF phase, manifest itself in such a fast, canonical experiment on a good quality metal surface, where particles do not have a chance to evaporate, and do not have the time to diffuse away to a step? Equivalently, how will PR show up in a realistic, particle-conserving MD or Monte Carlo ͑MC͒ simulation, unable by construction to change number of atoms, and thus to switch from a full to a half-full surface layer?
In the rest of this paper, we employ a lattice model of fcc͑111͒ surfaces 4 for a MC study of layer abundancies and occupancies ͑defined in Sec. II͒ at a fixed particle number. A possible phase separation into two DOF domains is introduced and its signature in terms of occupancies is presented. In Sec. III we demonstrate phase separation through a Gibbsensemble simulation of the lattice model. This calculation is followed in Sec. IV by the finite-size scaling analysis of layer occupancies under canonical conditions. Again, results indicate that the expected phase separation actually takes place. Based on this outcome, we review, in Sec. V, the results of realistic published MD simulations for several metal surfaces, and identify, for some of them, previously undetected signals of DOF phase separation. This finding is important, in that it invalidates many of the conclusions previously drawn by ignoring phase separation. Finally, it is suggested that the search of this phenomenon could and should be pursued experimentally.
II. LAYER OCCUPANCIES, ABUNDANCES, AND FINITE-SIZE BEHAVIOR
In a SOS model, a height variable is assigned at each site of a regular lattice so as to mark the border between the interior of the crystal ͑assumed to have no vacancies͒ and the outside. It is generally believed that SOS lattice models of crystal surfaces provide an acceptable ͑although rather qualitative͒ description of the surface thermodynamics in the area of roughening and growth. Recently, we have constructed a restricted SOS model for fcc͑111͒ surfaces ͑called FCSOS͒ which exhibits, in a range of parameters, a PR transition at some TϭT PR . 4 Above T PR , there is a well-defined DOF phase characterized by a nonzero DOF order parameter, followed at a higher temperature T R , by a roughening transition.
In the FCSOS model, the height-height interactions are all positive ͑nonreconstructive͒, but long ranged enough to give rise to a DOF phase with a half-occupied top layer and, consequently, a half-integer average height. The model is defined as follows: ͑a͒ heights are defined on a triangular lattice ͑three sublattices lϭ0,1,2͒; ͑b͒ a height h i ϭl ͑mod 3͒ is required for any site i in sublattice l, so as to reproduce the typical ABCABC... stacking of triangular planes in a fcc crystal; and ͑c͒ nearest-neighbor heights can only differ by ⌬h (1) ϭϮ1,Ϯ2. The FCSOS Hamiltonian reads
where ͚ (n) is a shorthand notation for the sum over all pairs of nth neighbors in the triangular lattice and couplings J, K, and L are taken positive, so as to have a finite step energy and to penalize parallel steps when approaching each other. The minimal requirement to obtain a stable DOF phase in the FCSOS model is a nonzero L value. 16 For Lϭ0 there is no PR or DOF phase. This indicates that the longer-range part of the step-step repulsion is crucial in leading to a PR transition in the model. The hypothetical inclusion of longerranged, realistic power-law step-step repulsive interactions, even if not feasible at present, could be expected to favor PR even further. The phase diagram of the FCSOS model was worked out for LϭK in Ref. 4 . In that case, the boundaries of the DOF region were found to be e ␤J Ӎ1.5 and e ␤K Ӎ1.8, with ␤ Ϫ1 ϭk B T. Now, consider a SOS model of the crystal surface chosen in such a way as to exhibit a PR transition at TϭT PR . We force this surface ͑i.e., the whole semi-infinite crystal͒ to possess a fixed number of particles and thus a fixed average height hϭ(1/N t )͚ i h i ͑h i is the height at site i, and N t is the number of sites in the plane͒. At a temperature T above T PR , this system is in principle similar to an Ising model being brought below T c , while keeping a fixed magnetization M . One expects in that case a phase separation into spin up and spin down domains, divided by a 1D interface. The up and down domain areas are in a ratio which is directly dictated by the required magnetization M . For the canonical surface above T PR , it is natural to expect 1 a similar phase separation between even and odd parity ͑''even on top'' and ''odd on top''͒ DOF regions, separated by a monatomic step. Since the top layer is half-occupied within each DOF region, the phase-separated surface with canonically fixed ''magnetization'' M ͑M ϭ0 corresponding to two equal-size regions, M ϭϮ1 to a pure DOF phase͒ will generally exhibit fractional average lattice occupancies over a number of layers. Since phase separation is a macroscopic phenomenon, the corrections due to the monatomic step are negligible in the thermodynamic limit, and the occupancies will be determined by M only. More generally, dealing with SOS models, we can introduce a layer-dependent abundancy a n , besides the corresponding layer-dependent occupancy o n . The nth layer abundancy can be defined as
͑2͒
where is the number of sublattices ͓ϭ2 for fcc͑110͒, and ϭ3 for fcc͑111͔͒ and N s is the total number of sites in each sublattice ͑thus N s ϭN t ͒; a n represents the probability to find the surface at layer n. A sum rule holds separately for each sublattice,
reflecting the absence, in SOS models, of overhangs, and of totally surrounded inner-layer vacancies. The occupancy of layer n is determined by the abundances of all lower ͑or upper͒ ''companion'' layers m ͓i.e., those with mod(nϪm,)ϭ0͔,
A schematic illustration of surface abundances and occupancies is given in Fig. 1 
Conversely, the magnetization M is given in terms of hϭ ͚ n na n by
For example, a FCSOS surface with an integer number of layers, corresponding to M ϭ0, would give rise to two equalsize phase-separated domains, implying overall abundances
, and a 3 ϭ0, and layer occupancies
, and o 3 ϭ0. More generally, the phaseseparated occupancies o n for outermost crystal layers nϭϪ1, 0, 1, 2, and 3 will be given, above
, and o 3 ϭ0. This result is clearly not specific to the model just assumed. For example, phase separation can be easily seen to lead to analogous occupancies in a rectangular surface for arbitrary M , in spite of the different symmetry and sublattice number.
Later in this paper, we shall seek a DOF-induced phase separation by means of numerical finite-size scaling. As a preliminary to that, we first consider the expected behavior, based on the Ising analogy mentioned above.
Phase separation in a system of lateral size N introduces a boundary, from which the free energy density can be written in the general form ͑similar to that for, e.g., smooth vicinal surfaces
where f ϱ is the thermodynamic-limit free energy of either phase, and is the boundary or step-free energy per unit length ͑step line tension͒. In the vicinal-surface problem, what determines the N Ϫ1 form of the dominant size correction is the smoothness of the step-free face, which implies for the step a locally finite transverse extension and a nonzero free energy ͑if instead the face were rough, the step width would diverge, and the first correction would be of order N Ϫ2 ͒. In the present problem, a well-defined monatomic step between the two phase-separated regions also implies that global abundances ͑and occupancies͒ must differ from their macroscopic value ͑4͒ by corrections which are also of order N Ϫ1 , namely
where C n should again be proportional to the step line tension . In analogy with the Ising case, we expect to be finite so long as the DOF order parameter is nonzero, and to vanish both at T PR and at T R . 8 After these preliminaries, we can move on to consider the phase separation issue in a solvable Hamiltonian model.
III. DOF PHASE-SEPARATION: GIBBS-ENSEMBLE STUDY OF A LATTICE MODEL
Phase coexistence is the signature of a first-order transition with an abrupt change of at least one extensive quantity. The description of phase equilibria in fluids and fluid mixtures is a long-standing problem in the realm of computer simulation. Before the advent of the Gibbs-ensemble technique, the standard way to study phase separation was to calculate the chemical potential or the free energy of each phase during a long series of MC or MD simulations. 10 When the two phases are found to share the same temperature, pressure, and chemical potential they are in equilibrium. Obviously, this procedure is rather impractical and enormously time consuming. The Gibbs-ensemble method provides a more direct route to phase coexistence, which is accomplished in a single simulation. 11 Its main use has been for fluid-fluid equilibria, such as liquid-gas coexistence in a simple fluid, but it has also been applied to other systems 12 ͑a comprehensive list of applications is included in Ref. 13͒ .
The Gibbs-ensemble method relies on a reasonable number of successful particle insertions. As such, the Gibbsensemble method can only be used to study equilibria involving phases that are not too dense. In fact, this is just the case of interest here, since in a half-occupied layer ͑like the topmost one in a DOF surface͒ there is enough room for insertions.
In order to illustrate the method, we consider classical liquid-gas coexistence, which was the context where the Gibbs-ensemble method has originally appeared. Particles are distributed into two separate boxes, each with its own periodic boundary conditions. The total particle number and the total volume are conserved. Moreover, particles only interact with other particles in the same box. These rules define an ensemble of configurations, called the Gibbs ensemble, which is equivalent, in the thermodynamic limit, to the canonical ensemble, even in presence of phase separation. 14 The reason for this is that the two ensemble partition functions differ for at most a surface term.
In a Gibbs-ensemble simulation, MC moves of three kinds are considered: ͑1͒ displacement of a particle within a box, ͑2͒ change of the volume of one box at the expenses of the other, and ͑3͒ exchange of a particle between the boxes. As usual, moves are accepted according to detailed balance. At a first-order transition, the advantage of this method over the standard canonical MC simulation is obvious: it removes the interface between the two coexisting phases without preventing the exchange of particles and volume between them. Gibbs-ensemble simulations of a fluid system at a temperature lower than critical lead, in fact, to liquid in one box and gas in the other, both densities being equal to the coexistence values at that temperature.
Moving to our problem, we wish to adapt this method to the SOS problem. The main use of the FCSOS model in the present context is simply to provide a case study for DOF phase separation. We simulate this model in the Gibbs ensemble by considering two separate ͱN t ϫͱN t ''boxes'' that can exchange ''particles'' with each other, in such a way that detailed balance holds at any MC step. Such a simulation setup would allow phase separation to develop if thermodynamically necessary.
MC moves of two kinds are included: ͑1͒ displacement of a randomly selected particle from a lattice site to another ͑sufficiently close by͒ within the same box, and ͑2͒ exchange of a random particle between the two boxes. Note that there is no volume exchange here. This means that although the mean heights of the two boxes can fluctuate, volume fluctuations of each are totally suppressed. 15 This raises no problem for all transitions in the lattice models addressed here, and must be contrasted with the case of the liquid-gas transition, where phase coexistence is not conceivable without the possibility of volume exchange between the two phases. For PR and the DOF-phase coexistence we are interested in, the lack of volume fluctuations is of no consequence and fully justified.
Although the total mean surface height is kept fixed during the simulation, within each box the system is free to adjust its own mean height. If we start the simulation from a full-layered, hϭ0, surface ͑M ϭ0 in magnetic language͒, with FCSOS parameters corresponding to a smooth ͑OF͒ surface, each box should separately end up in that phase. If, instead, parameters call for a DOF phase, the system should phase-separate into two DOF surfaces, one with hϭ Table I . The table shows the height statistics ͑i.e., unnormalized abundancies͒ from a Gibbs-ensemble simulation of a double 60ϫ60 lattice where, after equilibration, averages were computed over about 3 000 000 MC sweeps. At the higher temperature, the system clearly phase separates into a pair of DOF surfaces 1 ML apart. Comparison with an independent MC simulation carried out in the grand-canonical ensemble confirms ͑Table I͒ that both the OF and DOF phases become ensemble-insensitive in the thermodynamic limit. Moreover, we find that energy, specific heat, interface width, and order parameters are to a very good approximation the same for both ensembles ͑Table II͒.
Although the evidence provided by the Gibbs-ensemble simulation is striking, a more direct proof of the thermodynamical phase coexistence should still be provided. For this reason, we decided to calculate the chemical potential of the surface in each box, defined as the intensive parameter conjugate to the mean surface height. This quantity describes the response of the surface to the attempt of inserting one particle. Widom first derived in the context of simple fluids the relationship between the chemical potential and the insertion probability for an extra particle. 17 In a canonical setup, namely, at fixed h, one can readily show that an expression similar to that originally found by Widom holds for ,
where the average ͑over a canonical ensemble of surface configurations͒ is the SOS analog of the insertion probabil- ity, and ⌬E i ϩ is the difference in energy between a surface with one more particle on site i and the original surface ͑see Appendix A͒.
Actually, as shown by Smit and Frenkel, 18 formula ͑9͒ should be modified for application in the Gibbs ensemble. However, as shown in Appendix A, the lack of volume fluctuations in the present case leads to a simple extension of form ͑9͒,
In the Gibbs-ensemble simulation, the two boxes have in principle a finite probability to interchange their identity, even under phase-separation conditions. However, our sizes are sufficiently large that this switch does not occur within 3M sweeps. Because of this, the separate averages for each box can be used to define separate chemical potentials.
Even if h's are different we expect, due to the identical nature of the phases in the two boxes, that the quantity in Eq. ͑9͒ be the same for both. We take a double lattice of two different lateral sizes, 36 and 60, at e ␤J ϭ1.1 and KϭLϭϩϱ. After a 3 000 000-sweep simulation, we find ␤(box1)ϭ1.8023(1) and ␤(box2)ϭ1.8022(2) for the double 36ϫ36 lattice, and ␤(box1)ϭ1.80424(7) and ␤(box2)ϭ1.80438(4) for the double 60ϫ60 lattice. Therefore, within the numerical errors, the two chemical potentials are the same. We conclude that Gibbs-ensemble MC clearly demonstrates the existence of the DOF phase separation, once the average surface height is clamped to a fixed value.
IV. SURFACE OCCUPANCIES AND ABUNDANCIES IN PRESENCE OF PHASE SEPARATION
In this section, we carry out an MC study of layer occupancies in the FCSOS model, now under strict canonical, particle-conserving conditions. We do this to see whether the phase-separation scenario earlier introduced is confirmed, and if so what are the implications for a realistic canonical situation, such as that of a standard MD simulation, or of a suitably fast experiment on a step-free metal surface.
We choose convenient, but otherwise arbitrary, Hamiltonian parameters and temperature, namely, Jϭ0 and e ␤K ϭe ␤L ϭ5. Here, Hamiltonian ͑8͒ is known to give rise to a DOF phase. 19 We start with a full layer, i.e., M ϭ0 in magnetic language. Canonical MC moves are of the Kawasaki type, which conserves h. They consist of choosing pairs of lattice sites i and j some distance l i j apart, and then updating heights h i →h i Ϫ3 and h j →h j ϩ3, as if a particle jumped from i to j. In our case l i j includes up to fourth neighbors in the triangular lattice. Moves are always accepted in accordance with detailed balance.
After a short transient, about 3 000 000 MC sweeps are generated at equilibrium. Over this trajectory in phase space, we evaluate the abundancy and occupancy of each surface layer. This is done for increasing linear sizes, namely, NϭͱN t ϭ24,36,48,60,72. The results are then plotted to check the form ln͓a n ϱ Ϫa n (N)͔ϭln C n ϩln N, suggested by Eq. ͑8͒. This form is in fact used as a fitting form, with a n ϱ and C n as parameters. Figure 2 shows the fitting details for the topmost ͑adatom͒ layer 1. The fit is quite good, yielding a top ϱ ϭ 1 12 Ϯ0.003 and C top Ϸ0.365. For the first surface layer ͑layer 0͒, we similarly found the expected abundancy of 1 4 with exactly the same finite-size behavior as that of adatoms in Fig. 2 . On the other hand, the abundancy of the second layer below adatoms, layer Ϫ1, deviates progressively from 1 3 , as N grows, as shown in Fig. 3 . This is physically reasonable, reflecting, as required by sum rule ͑2͒, the presence of a small but We cannot at this stage rule out deviations from the scaling behavior ͑8͒ which could arise if, for example, some microscopic length scale were to enter the problem; in any case, we have found no evidence of them. We therefore conclude that the expected macroscopic phase separation of a flat integer-layer surface into two half-integer DOF domains is confirmed. Although obtained at a single point in the phase diagram, it is reasonable to assume that this behavior is generic, and applicable for different temperatures or even different Hamiltonians, so long as one stays inside the DOF phase.
V. DOF PHASE SEPARATION IN PARTICLE-CONSERVING MD SIMULATIONS
Preroughening-related phenomena have been proposed earlier for metal surfaces, in particular fcc͑110͒ noble metal faces. 2, 3, 6, 7 In spite of some experimental suggestions in this direction, 20, 21 there is as yet no clear consensus about their existence on real surfaces. One might even suspect that restricted SOS models lack some fundamental ingredient, which makes real surfaces different. A useful step is therefore to consider whether PR and DOF phases are or are not present in realistic simulations of metal surfaces. Particleconserving, off-lattice MD simulations, with continuos coordinates and realistic interparticle potentials, have been very popular for crystal surfaces. Lennard-Jones surfaces and their thermal disordering have been extensively investigated for over two decades. 22 Since the advent of quantitatively constructed, even if empirical or semiempirical, many-body potentials, metal surfaces have also been widely studied in this manner. Simulation evidence has been reported or construed about a variety of phase transitions-among them reconstruction, deconstruction, roughening, surface melting, faceting, etc. 9 However, no evidence or claim of PR ͑or the lack of it͒ is usually advanced based on this kind of simulation results. 23 The main difficulty in trying to do that is precisely because of the fixed particle number, most often full layers, involved in the simulation.
However, the mechanism just described of phase separation into DOF domains separated by monatomic steps, should be at work in these simulations too. The scope of this section is to reexamine some of the existing metal surface simulations, searching for possible evidence of a previously unnoticed DOF phase separation. In particular, we concentrate on layer occupancies, a quantity particularly easy to extract from realistic simulations, and therefore often available. Our qualitative expectations are summarized in Fig. 4 for an initial full layer at Tϭ0. At low temperatures, the number of first-layer vacancies and of adatoms is expected-in thermal equilibrium-to be very small, growing in an Arrhenius-like fashion with temperature. On surfaces such as metal fcc͑110͒, eventually undergoing roughening and surface melting close to T m , this adatom/vacancy concentration is known to grow very substantially with T, reaching values as high as 0.1 already at TϷ0.6T m ͑T m is the bulk melting temperature͒. 24 It was actually pointed out, some time ago, that proliferation of surface vacancies and/or adatoms is one of the earliest precursors of surface melting. 24, 25 Our basic expectation is that the particle-conserving simulated metal surface will phase separate into two coexisting DOF phases, as soon as TϭT PR is reached. Since the DOF phase remains stable up to TϭT R , the occupancies of the first layer and of the adatom layer should be pinned at growth of the surface vacancy and adatom concentrations should suddenly pause, and not restart again until roughening is reached at TϭT R . We can now examine in this light some existing metal surface simulations, in particular those of the ͑110͒ surfaces, where disordering is more pronounced.
͑i͒ Al͑110͒. The full-layer canonical MC and MD simulations by van der Gon et al. indicate that the first-layer occupancy decreases steadily from 1 to Ӎ0.85 at the bulk melting point of Al. Another more recent and detailed MD simulation of Al͑110͒ in our group 9 ͒. However, the layer occupancies were not provided by these authors. Experimentally, antiphase scattering anomalies have been reported around 340 K, 21 which might correspond to T PR for this surface. This temperature is very low, but it is not incompatible with the known T R Ϸ415 K for Pb͑110͒. 21 A more detailed analysis of simulation results as well as fresh experiments, are thus called for also in this case.
͑iii͒ Ni͑110͒. den Nijs 3 suggested that scattering data by Cao and Conrad 20 support PR of this surface at TϷ1300 K, while roughening does not take place until Ӎ1400 K. An early simulation in Ref. 28 , on the other hand, suggests a nonzero population of adatoms only at 1450 K. Subsequently, in that simulation, the adatom occupancy grows with temperature, reaching 0.25 only some 30 degrees below their embedded-atom-method model potential's melting point, T m ϭ1733K, without much of a plateau, at least with the relatively small sizes used ͑70 atoms/layer͒. Larger size simulations would be necessary in this case, as well as a critical assessment of the quality of the description provided for Ni͑110͒ by this potential, since the results appear to be inconsistent with Cao 
VI. CONCLUSIONS
In this paper, we have considered the phase separation of a particle-conserving ͑''canonical''͒ full-layered metal surface into disordered flat ͑DOF͒ domains of opposite order parameter, each domain having a half-full layer on top. The phase separation has been demonstrated microscopically by a Gibbs-ensemble calculation on a lattice Hamiltonian model. A fully canonical MC study of layer occupancies, conducted with finite-size scaling in order to reduce progressively the importance of the interface between the two phases, gives further strength to the phase-separation picture.
A number of published particle-conserving realistic MD simulations for fcc͑110͒ metal surfaces have been analyzed in this light. It is argued that at least some of them display clear, previously unrecognized evidence of a DOF phase separation. The main signal of that is a plateau of layer occupancies with temperature, around values close to 3 4 for the first crystal layer, and around 1 4 for the adatom layer. In all cases where DOF phase separation is proven, or even only suspected, one should reconsider the results of canonical simulations with new eyes. In fact these simulations will not automatically represent the experimental reality, unless the experiment is very specially designed, with very short times and very large terraces. In all other cases, which means a vast majority of all presently available data, the true state of affairs, corresponding to a well-defined single-domain DOF surface, could only be compared with a yet-to-come realistic grand-canonical simulation. We are currently developing such a scheme in our group.
On the experimental side, time-resolved fast surface heating experiments could be used on very flat, step-free surfaces, as a tool to uncover a DOF phase separation on candidate metal surfaces, such as Pb͑110͒ or Cu͑110͒.
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͑A4͒
By analogy with the hard-sphere system, the average in Eq. ͑A4͒ can be viewed as a sort of ''insertion probability.'' The best way to calculate this quantity in a MC calculation is to alternate attempted insertions of an extra particle to standard particle-conserving Kawasaki moves. During an insertion trial move, a height chosen at random is incremented and the factor e Ϫ␤⌬E is evaluated ͑in case of a restricted SOS model, this factor is zero if the move does not fit the constraints͒. In any case, the particle that has been added is then removed. At the end, all those factors e Ϫ␤⌬E are summed and the sum is divided by the number of trial insertions.
In the Gibbs ensemble, we consider first the expression for the partition function, 
