Electron holography is employed to study variations of the electrostatic crystal potential in Cu(In,Ga)Se 2 (CIGS) thin-film solar cells at different length scales: Long-range potential variations across the layer structure of the solar cell as well as inhomogeneities within the layers are analyzed by off-axis holography. In-line holography is applied to examine the local potential variation across a CIGS grain boundary. The phase reconstruction from a focal series is performed by a modified transport of intensity equation (TIE) which is optimized to reduce common artifacts. For comparison, three different microscopes of different optical configurations were used for in-line holography. Based on the results, the impact of the used microscope as well as further acquisition parameters on the in-line holography measurement is assessed. The measured potential variations are discussed considering the effect of different possible sources that may cause potential fluctuations. It is found that most of the variations are best explained by mean inner potential fluctuations rather than by inhomogeneities of the electronic properties. Finally, the present resolution limit of both methods is discussed regarding the feasibility of future electronic characterization of CIGS by holography.
Background
Thin-film solar cells based on Cu(In,Ga)Se 2 (CIGS) absorbers have demonstrated conversion efficiencies of up to 21.7 % [1] . But despite the high efficiencies, many loss mechanisms are not yet clearly understood. The absorber layer and the interfacial areas in addition build highly complex structures exhibiting nanoscale gradients and fluctuations in electronic, structural, and compositional properties.
Inhomogeneities in the electronic properties of CIGS can be divided into two groups [2, 3] . Firstly, stress and compositional gradients induce spatially independent fluctuations of the conduction and valence band edges which result in local band gap variations. Whereas the ) ratio (CGI) influences the valence band maximum. Thus, gradients of the GGI and CGI cause variations of the band gap energy in CIGS [4, 5] . Secondly, doping atoms, impurities, and charge accumulations at microstructural defects cause parallel fluctuations of the valence and conduction band edges [6] . As the intrinsic doping in CIGS is linked to the Cu concentration, the CGI plays a major role regarding potential fluctuations of the second type [5] . The p-type CIGS absorbers used in record efficiency solar cells are in general grown at sub-stoichiometric Cu concentrations (CGI < 1) because they facilitate the formation of high-quality pn-junctions. However, Cu-deficient CIGS composites show strong compensation, i.e., the net charge introduced by ionized, acceptorlike Cu vacancies (V − Cu ) is compensated by the formation of donor-like In
2+
Cu defects. Hence, it is expected that such defects provoke inhomogeneous charge distributions and may cause potential fluctuations of up to 150 mV in Cu-poor absorbers [7] . Additionally, to the potential fluctuations in the bulk, considerable potential variations are expected at grain boundaries in the polycrystalline CIGS. It is known that substantial changes in composition occur at the grain boundaries. Especially, significant variations of the CGI are usually observed at grain boundaries, but also variations in the GGI as well as the presence of impurities (e.g., Na, K, and O, e.g., [8, 9] ). Therefore, it is expected, that the effect of grain boundaries is of particular importance when potential variations in CIGS are considered. It is therefore supposed that the reachable efficiency limit of the solar cell is closely related to the presence of potential variations in CIGS which adversely affect the carrier transport and restrict the splitting of the quasi-Fermi levels [2, 3, 7] . However, a tool that allows for characterizing those fluctuations is still needed. It should then open new possibilities to study their impact on the solar cells properties and to further improve their efficiencies in a targeted way.
Electron holography (EH) provides a unique and powerful tool to access information about the electronic properties in nanometer scale. In contrast to conventional transmission electron microscopy (TEM) which only reveals amplitude information on the aberrated exit-plane wave (EPW) transferred to the image plane, holography allows for retrieving the amplitude and the phase of the unaffected EPW [10] . The phase shift, which the incident electron wave experiences while interacting with the specimen and the stray fields surrounding it, contains information about the variation of the composition-dependent crystal potential, about the electrostatic fields in and around the specimen, about the electronic and magnetic properties and about strain. Two of the most common holographic techniques are off-axis EH and bright field through focus in-line EH. Both of these techniques have widely been used to characterize homogeneous and monocrystalline material systems, such as silicon-based devices (e.g., [11] [12] [13] [14] [15] [16] ), nitrides (e.g., [17, 18] ), GaAs systems (e.g., [19] ), single nanoparticles (e.g., [20] [21] [22] ), or simple interfaces (e.g., [23] [24] [25] [26] ). However, only few EH studies have been reported on more complex materials, such as the CIGS compound (e.g., [6, 27, 28] ). Therefore, we apply both of these techniques in the present work to perform potential measurements on CIGS thin-film solar cells and analyze the possibilities and limitations of the two techniques in particular for the study of electronic properties in CIGS in future [2, 3, 7] .
Off-axis holography provides access to phase information by interfering the EPW with a reference wave which travels through vacuum. Using a positively charged biprism allows for directly acquiring a hologram, based on which the phase is retrievable in a simple and direct Fourier-based reconstruction procedure which is described elsewhere [29] . In-line holography is based on the extraction of the phase of the propagating electron wave deduced from the electron beam intensity measured at different defocus. Two different strategies have been proposed in literature to reconstruct the phase information from a focal series: either the phase information is retrieved by iterative algorithms (e.g., [24] ) or by the transport of intensity equation (TIE) (e.g., [30] ). In contrast to iterative reconstruction routines which require high computational effort, the TIE allows to calculate the phase variation in a direct approach. This work focuses on an advanced TIE-based reconstruction procedure which is described in detail in the "Methods" section.
In contrast to off-axis holography, in-line holography implies no direct restrictions concerning the region of interest on the specimen or the microscope equipment because neither a biprism nor a vacuum reference beam is needed. However, the phase reconstruction procedure is more complex compared to off-axis holography. This sets indirect restrictions on the microscope in order to avoid artifacts. Since all differences between images of different defocus that are not related to phase changes generate artifacts, an aberration-corrected microscope is advantageous and focus-dependent changes of the magnification and rotation as well as image distortion should be minimized. Furthermore, the field of view within which the TIE reconstruction is valid is related to the coherence length of the electron beam. Therefore, a highly (spatially) coherent electron source is required to allow reliable reconstruction within a few tens of nanometers [25, 31] . Finally, external fields or the presence of diffraction effects which are largely unavoidable in polycrystalline materials introduce artifacts as well. The latter depends mainly on the material and is especially pronounced in in-line holography, as the diffraction effects strongly vary with defocus.
Within the phase object approximation, the phase shift of the electron wave, measured by EH, is proportional to the total potential variation seen by the electron in the crystal. For crystals the phase object approximation is not generally correct, since it neglects diffraction contrast effects. But if the relative orientation of the crystal with respect to the electron beam is kept constant and low-index zone axes are avoided, then these effects may in many cases be neglected. According to Eq. (1), the total electrostatic potential variation (V total ) is then obtained based on the phase variation, where φ is the phase shift of the EPW, t is the thickness of the TEM specimen, and C E is an interaction constant which depends on the acceleration voltage of the microscope (C E, 200 kV = 7.27 mradV −1 nm −1 ; C E, 300 kV = 6.52 mradV −1 nm −1 ).
Besides the potential fluctuations due to varying electronic properties, further inhomogeneities contribute to the total potential variation that is encountered by the electron beam: In a non-magnetic material V total may be divided into four different contributions according to Eq. (2): (1) the mean inner potential (MIP), (2) the potential variation due to local redistribution of free charge carriers (V E ), (3) the potential contribution due to crystal lattice distortions (V Dist ), and finally, (4) the potential variation caused by electrostatic fields in and around the specimen (V Fields ), e.g., due to charging [32] . Thus, the separation of contributions is generally not trivial.
The MIP is defined as the average electrostatic potential in a crystalline material which can be estimated by Eq.
(1)
(2)
(3), where is the volume of the unit cell, n j is the number of atoms of species j per unit cell, and f j (q = 0) is the atomic elastic scattering amplitude for electrons in forward direction, with q being a spatial frequency vector [33] .
Literature values of scattering factors for electrons in forward direction of the relevant elements are summarized in Table 1 which gives the reported and estimated scattering factors for the different atoms and the corresponding ions (e.g., [33] [34] [35] ). Further, the MIP values for the relevant compounds are calculated according to Eq. (3) and are also shown in Table 1 .
Methods

Experimental details
Sample preparation
Two CIGS thin-film solar cell devices were produced on flexible polyimide foils according to the recipe described by Chirilă et al. [36, 37] , including a post-deposition treatment of the CIGS absorber layer with Na and K. The thin-film solar cell stack consists of the following layers: polyimide (PI) foil (∼25 µm, substrate), Mo (∼600 nm, back contact), co-evaporated CIGS (∼2 µm, p-type absorber layer), CdS (∼20 nm, n-type buffer layer), i-ZnO (∼50-60 nm, front contact), and ZnO:Al (∼200 nm, front contact), Ni/Al/Ni grid (∼4 μm, the grid is not totally covering the surface and therefore not visible in TEM images), MgF 2 (∼100 nm, anti-reflection coating). A sketch of the solar cell set-up superimposed to a low magnification scanning (S-)TEM image is shown in Fig. 1 .
The two solar cells differ in the composition of their absorber layer. The first absorber layer was co-evaporated with a standard CIGS composition (low Cu content) and the second with high Cu content. In Table 2 , the average composition of the absorber layer as measured by X-ray fluorescence measurements (XRF) and the characteristic properties of the two solar cells are summarized. As the CIGS growth receipt was modified in order to change the Cu content, the differences in efficiency of those two cells are not attributed to the difference in Cu content only, but also to other parameters such as the Ga/In grading and the band gap energy at the interface.
Two different kinds of TEM specimens were prepared from both solar cells: Firstly, cross-sectional stacks were conventionally polished and then Ar + -ion milled with a Bal-Tec RES 101 and a Fischione TEM ion mill 1050. This preparation procedure applies to the results obtained at the CIGS grain boundary. Secondly, TEM lamellae were prepared by in-situ lift-out, followed by thinning with a focused Ga + -ion beam (FIB). First a 10 nm Pt protection layer was sputtered on top of the solar cell by a Leica EM ACE600 coater. Then an additional Pt/C layer was deposited by FIB (Ga + -ion beam). A FEI Helios NanoLab 600i DualBeam was used with a milling voltage of 30 kV Ga + -ion milling, followed by 5 and 2 kV milling in the final stages. FIB lamellae were used for off-axis holography experiments.
Microscopes and experimental set-up
In-line holography was performed on three different microscopes: Firstly a Jeol 2200FS TEM/STEM was used equipped with a Schottky field emitter and operated at 200 kV. An (in-column) energy filter with an energy slit of 10 eV prevented inelastically scattered electrons from contributing to the image. Further, an objective aperture was inserted to reduce diffraction effects. Images were acquired for 20 s using a charge-coupled device (CCD) camera with 2048 × 2048 pixels. The noise level in the focal series was in a range of 3.5 ± 0.3 %.
Secondly, an in-line EH experiment was performed on a Jeol ARM 200F equipped with a cold FEG (200 kV) with C s -correctors in the imaging and illumination part (CETCOR, CESCOR from CEOS GmbH). A small objective aperture was inserted to reduce diffraction effects. The acquisition time was 5 s and a CCD camera with 2048 × 2048 pixels was used. The images contained roughly 2.1 ± 0.2 % noise.
And thirdly, the Hitachi I2TEM microscope (HF3300-C) was used, equipped with a cold FEG operated at 300 kV fitted with an advanced imaging C s -corrector (BCOR, CEOS GmbH) which fully corrects for off-axial coma, and 4 rotatable electrostatic biprisms. Inelastically scattered electrons were filtered by the biprisms Figs. 4 and 6 , respectively, 226 V to the second biprism for the results presented in Fig. 9 . The holograms which were obtained with a biprism voltage (lower biprism) of 193 V, reveal a fringe contrast of 13.8 %, a fringe spacing of 1.17 nm, and a hologram width of 450 nm. In the case of 226 V applied voltage on the second biprism, the hologram width remains 450 nm, but the fringe spacing decreases to 0.95 nm while the fringe contrast is reduced to 7.7 %. Again, the acquisition time was 5 s using a CCD with 4096 × 4096 pixels.
Modified TIE reconstruction procedure
Basic TIE
The TIE was first described by Teague as an intensity conservation equation which was later on solved within various approaches by Paganin and Nugent [30, 38] . A detailed derivation of the TIE (Eq. 4) is given by De Graef [39] . The TIE relates the intensity derivative of several images at different defoci to the lateral phase variation (Eq. 4), where (φ(x, y, z)) is the lateral phase variation, ( δ δz I 0 ) is the intensity derivative at z = 0, I 0 is the intensity at z = 0, is the electron wave length, and ∇ x,y the two-dimensional gradient operator in x and y, resp. ∇ −2 x,y its inverse.
In this work, the simple TIE was implemented as a script in Digital Micrograph. Then the algorithm was further adapted and improved as described in the following. The effect of the different improvement steps is exemplarily shown in Figs. 2 and 3, based on a simulated focal series. Figure 2 shows (a) the amplitude and (b) the original phase image, as well as (c) the overfocus image which is simulated using (a) and (b). Amplitude and phase images were arbitrarily chosen for visualization of the algorithm.
In an experimentally acquired focal series it is generally not possible to achieve a perfect alignment of the focal stack prior to the phase reconstruction because the images vary in defocus and are thus not identical. In order to demonstrate the effect of small residual misalignments in a real measurement, all defocus images used in the simulation were subjected to a random shift in respect to each other by <2 % of the image size. The phase image (shown in Fig. 3a ) is retrieved by the simple TIE using three images, i.e., Fig. 2a , c as well as the corresponding underfocus image.
Symmetrization The numerical solution of the TIE includes the application of the fast Fourier Transform (FFT) and its inverse, which implies periodic boundary conditions in the phase image (Eq. (5), where q i and q x,y are reciprocal vectors used for normalization). However, this condition is generally violated in real samples. As a consequence, artifacts appear at the edges of the reconstructed phase image and gradients over the whole reconstructed phase are generated. However, as reported by Volkov et al., these artifacts may in many cases be circumvented if the images are mirrored at the x-and y-axis before applying the TIE. Then, only the gradient of the phase normal to the boundaries must be zero at the boundary but not the absolute values of the phase or amplitude. Therefore, the so-called symmetrization allows for eliminating these types of artifacts for a wide range of objects. The symmetrization [22] and the improvement of the phase image due to the implementation of symmetrization into the simple TIE algorithm is demonstrated in Fig. 3b .
Low-frequency filtering
Another limiting characteristic of the TIE is the 1/q 2 -low-pass filter effectuated by the gradient operator ∇ −2
x,y , which results in an enhancement of low-frequency noise in the reconstructed phase image and blurring of sharp edges. In order to overcome these issues, different approaches have been reported in literature. The subtraction of a linear background [23, 26] and the selection of small sub-regions [26, 40] were used to subtract low-frequency noise in phase
reconstruction procedures where vacuum regions were present in the images. Ishizuka and Allman proposed to suppress low frequencies with a Tikhonov-type filter which is also applicable if no vacuum region is present in the selected region of interest [41] . This filter is applied to the gradient operator, according to Eq. (6), where q c is the cut-off frequency in reciprocal space. The reciprocal length q c defines the strength of the filter and needs to be optimized in order to suppress noise while still maintaining the relevant phase modulations.
Examples of phase images which are obtained by applying three different Tikhonov-type filters are presented in Fig. 3c -e. As demonstrated, the optimum choice of the filter strength is crucial. While a too weak filter ( Fig. 3c) does not reduce the background gradient sufficiently, a too strong filter ( Fig. 3e ) causes essential frequencies to be lost. In the latter case, the magnitude of phase variations is damped and the absolute values are therefore not reliable anymore. (5)], b additionally including symmetrization, and further additionally including a weak (c), a medium (d), and a strong (e) Tikhonov-type filter. In (f) a reconstruction including symmetrization, a medium Tikhonov-type filter and additionally 20 alignment iterations is shown, and finally further a reconstruction, that is additionally based on 5 images using (g) the HOFD derivative approximation or (h) the NR approach. In order to demonstrate the effect of image misalignment, a random shift of <2 % was added to each image of the simulated defocused image stack previous to the reconstruction procedures Iterative alignment Small misalignments of the focal series may already cause severe artifacts in the phase image as demonstrated by Barty et al. [42] . Generally, residual misalignment of the focal series cannot be avoided because the difference between the images due to the varying defocus hampers a perfect alignment. Therefore, an iterative in-situ alignment was further implemented into the TIE routine. After the first phase image has been reconstructed, the procedure allows simulating the defocus images based on the reconstructed phase and the in-focus image. Then, the experimental defocus images are aligned according to the simulated focal series and another slightly improved phase image is calculated. As shown in Fig. 3f , the obtained phase image in our example is clearly improved after using 20 alignment iterations.
Intensity derivative approximation The phase reconstruction using the TIE is based on the intensity derivative and thus, inaccuracies in the estimation of the intensity derivative crucially affect the phase retrieval. In the basic approach which uses three images the intensity derivative is approximated by two defocus images, assuming linearity according to Eq. (7). Hence, the error due to non-linearity of the derivative increases exponentially with increasing defocus of the two images (∼δz 2 ) and affects mainly the magnitude of the measured phase variation. Further, also the spatial resolution of the retrieved phase image deteriorates if larger defocus values are used [43] . In contrast, if small defoci are chosen, the noise in the defocus images causes distortions of higher significance and reduces the phase resolution. Therefore, the optimal defocus is a trade-off between reducing the effect of noise and reducing inaccuracies due to the linear derivative approximation [41] .
In order to improve the estimation of the derivative and therefore allowing for the use of larger defoci, more advanced approaches have been proposed in literature. The higher-order finite difference (HOFD) method estimates a non-linear derivative based on 2n + 1 images of different defocus, according to Eq. (8), where I(x, y, z + i�z) is a set of defocus images with i = −n, . . . , 0, . . . , n and where a i,HOFD are the image weight coefficients [41, 44] . Soto and Acosta proposed another set of image weight coefficients a i,NR which focuses stronger on noise reduction (NR) [45] .
By using these approaches better reconstructions can be achieved, even though the consideration of more images implies additional noise and misalignment in real focal series. However, the optimal number of images and their defocus needs to be evaluated to achieve the most accurate phase image. In Fig. 3g , h, a phase reconstruction example of both, the HOFD method and the NR approach are shown, each using five images (an underand overfocus image of twice as large defocus are used additionally). As compared to Fig. 3f , low-frequency artifacts are further suppressed by both approaches (g) and (h). Since no noise is artificially added in the simulated series, the HOFD approach leads to better results than the NR approach. In the performed in-line holography experiments, where real, noisier series are treated, a stack of five images combined with the NR approach turned out to be most suitable.
Results and discussion
Potential variations across the pn-junction
Off-axis holograms of the two solar cells were acquired in order to analyze the phase variation across the upper part of the solar cell layer stack, especially the CIGS/CdS interface region. In Fig. 4a , b, a mosaic of four reconstructed phase images across the different layers of the solar cell with the standard CIGS (low Cu content) absorber layer is presented as an overview. Further, high-angle annular dark-field (HAADF-) and bright-field (BF-) STEM micrographs of the corresponding area are shown in Fig. 4c, d , where the stacking of the different solar cell layers (CIGS, CdS, ZnO, MgF 2 ) is indicated. To analyze phase shift gradients through and within the different layers of the solar cell, line profiles (Fig. 5a, b ) of the phase variation were extracted perpendicular to the layer stack within the boxes (A 1 , A 2 , B 1 , B 2 ) marked in Fig. 4a , b. At the same position, line profiles (Fig. 5a, b) were obtained from the HAADF-STEM images in A and B. The phase images in Fig. 4 (a 1 , b 1 ) were normalized by setting the phase shift in vacuum to zero, the phase images in Fig. 4 (a 2 ) and (b 2 ) were normalized by matching their overlap region with the phase images in Fig. 4 (a 1 ) and (b 1 ). Nevertheless, a residual (8)
.
background gradient remained in the reconstructed phase images, which might stem from specimen charging under the electron beam and therefore may affect V Fields . Thus, the extracted profiles shown in Fig. 5a , b were further corrected by subtracting an additional linear background gradient. This gradient was approximated based on the HAADF intensity such that the long-range thickness variation measured by the phase fits best to the expected, relative long-range thickness variation measured by the HAADF-STEM intensity. Based on the HAADF-STEM intensities (I HAADF-STEM ), the relative thickness variation (t HAADF-STEM , Fig. 5c, d was estimated according to Eq. (9), where Z is the average atomic number of the compound and ρ at is the density of atoms per unit volume. The average atomic number of each layer was determined under the assumption that the composition is homogeneous.
Likewise, based on the phase images the absolute thickness (t phase , Fig. 5c, d ) was calculated according to Eq. (1), assuming that the MIP is constant within each layer and corresponds to the values of neutral compounds given in Table 1 . Compared to the absolute thickness values of 100-150 nm which were determined by the log-ratio method in Energy Filtered TEM (EFTEM) [46] , the thickness measured by the phase is slightly higher. As though residual background gradients may be present, these may affect the precision of the absolute values. In general, by neglecting contributions of V Fields and V Dist as well as diffraction effects, any relative disagreement of the two thickness plots t HAADF-STEM and t phase of Fig. 5c, d can be assigned to additional potential variations. These may
either stem from deviations of the MIP from the expected values, or from local redistributions of free charge carriers (V E ), given that the used values for the MIP, Z, and ρ at are accurate. Comparing t HAADF-STEM and t phase indeed reveals some disagreements:
1. At each interface, spikes that are caused by discontinuities of Z, ρ at and MIP are observed since the interfaces are neither flat nor perfectly perpendicular to the electron beam. These spikes are considered to be artifacts. 2. Both profiles show a small variation in t phase in the first 50 nm of the ZnO layer above the CdS/ZnO surface. In contrast, t HAADF-STEM increases linearly and thus suggests a linear thickness change of the specimen. Since the ZnO layer is intrinsically doped within the first 50 nm and aluminum-doped within the remaining ZnO layer, it is supposed that the additional potential variation reflects the change of the dopant type. Since the number of free charge carriers is different in the two parts of ZnO, V E is affected and may cause a change in V total . However, the measured potential variation may also be caused by variations of the MIP. In addition to the small amounts of Al which are added to the upper part of the layer the energy dispersive x-ray spectroscopy (EDX) profiles (Fig. 5e, f ) also indicate that the Zn:O ratio is lower there, compared to the first 50 nm of the ZnO. Therefore, it is assumed that the compositional changes and possible related changes in the ionicity of the atoms cause a change of the MIP and thus a change in V total as well. 3. Both thickness profiles, t phase and t HAADF-STEM , suggest a thickness increase of the specimen in the CdS Fig. 4a, b . Below, the intensity profiles that are extracted from the same regions in the HAADF-STEM image (yellow lines) are shown. In order to correct for residual background gradients in the phase images, an individual linear background was subtracted from each phase variation line profile. The relative thickness variation, measured by HAADF-STEM (I HAADF-STEM ) and the absolute thickness variation, measured by the phase images (t phase ) based on a, b, are given in c, d. The corresponding EDX profiles are depicted in e, f showing relative concentration variations. The copper signal in the ZnO region originates from stray electrons that impinge on the copper grid. Further a significant amount of Mg and O is measured in the CIGS region. These are artifacts due to the overlap of the Se L-lines with the K-lines of Mg and the Cr L-lines (Cr is present in the TEM specimen holder) with the O K-lines. In addition to the EDX profiles of the present elements, also the relative variation of GGI and CGI is qualitatively shown in the graph layer. However, since the specimen is prepared by FIB where CdS is milled very fast compared to ZnO, the CdS layer is not expected to be thicker than the ZnO layer. Since the EDX line profiles (Fig. 5e, f ) show rough ZnO/CdS-and CdS/CIGS-interfaces, the apparent thickness increase is better explained by the overlap of ZnO and CIGS with CdS. Assuming pure CdS, whereas in reality also CIGS or ZnO is present, leads to an overestimation of the CdS thickness. Considering t phase , which is based on the estimation of the MIP, the overlap of CdS with ZnO would lead to the larger error than the overlap with CIGS (as MIP CdS < MIP CIGS < MIP ZnO ). In the calculation of t HAADF-STEM in contrast, the overlap of CdS with CIGS would lead to a larger error than with ZnO, if pure CdS is assumed (Z 2 ρ CdS < Z 2 ρ ZnO < Z 2 ρ CIGS ). Therefore, an overlap of the layers at the interface through the thickness of the specimen perfectly agrees with the curves observed in Fig. 5c, d . 4 . At the pn-junction of the solar cell (i.e., the CdS/ CIGS interface in case of a heterojunction or the topmost part of the CIGS layer in case of a buried junction) an increase of the potential by the builtin voltage is expected from the p-type towards the n-type semiconductor, i.e., from CIGS towards the CdS layer. When assuming a potential increase of 1V a variation of roughly 7 % is expected which corresponds to a phase variation of ∼1.2 rad in (a) resp. ∼ 0.9 rad in (b) and to an apparent thickness increase of ∼12 nm in Fig. 5c resp. ∼9 nm in Fig. 5d . Indeed, especially in Fig. 5c , a blurred increase of the phase shift is observed in CIGS close below the CIGS/CdS interface in contrast to the HAADF-STEM intensity. However, the signal cannot be assigned clearly to the pn-junction. In case of a heterojunction, the signal of the pn-junction overlaps with changes of the local chemistry which strongly affect the MIP, Z, and ρ at . In this case, the chemical environment may lead to much larger variations in the phase shift compared to the shift due to the pn-junction. Considering a buried junction, the EDX line profiles in Fig. 5e , f indicate also strong variations of the local chemistry (especially GGI) in the topmost part of CIGS. Therefore, also the signal of a buried junction could not be reliably separated from the contribution of MIP variations.
In Fig. 6a , b, a mosaic of four phase images is shown that is retrieved from the holograms acquired on the solar cell with an absorber layer with high Cu content (GGI ∼0.37 and CGI ∼0.99). Again, the HAADF-STEM (c) and the BF-STEM (d) images are shown and the analyzed regions are marked in each micrograph. In Fig. 7a, b , the line profiles of the phase variation and the corresponding HAADF-STEM intensity are sketched as well as the corresponding relative thickness variation (t HAADF-STEM ) and the absolute thickness (t phase ) (Fig. 7c, d ). Also for these phase profiles, residual background gradients were subtracted. The absolute specimen thickness, measured by the phase variation, reveals a specimen thickness in CIGS of 50-60 nm which agrees well with values measured by EFTEM, i.e., 50-80 nm. Similar as in the profiles measured on the standard solar cell, the change due to the differently doped layers in ZnO, interface roughness in CdS and the pn-junction (resp. local changes in chemistry) close to the CdS/CIGS interface are found in the phase profiles on the solar cell with an absorber layer with high Cu content. However, in addition Fig. 6a, b . Below, the intensity profiles extracted from the same regions (A, B) in the HAADF-STEM image (Fig. 6a, b), are shown (a, b, yellow lines) . In order to correct for residual background gradients in the phase images, a linear background was subtracted from the phase variation line profiles (A 1 , A 2 , B 1 , and B 2 ). The relative thickness variation, measured by HAADF-STEM and the absolute thickness variation, measured by the phase images are given in (c, d) . The EDX line profile corresponding to region A is depicted in (e) showing relative concentration variations. The EDX line profile which is shown in (f) stems from a region close to B. The copper signal in the ZnO region originates from stray electrons that impinge on the copper grid. Further a significant amount of Mg and O is measured in the CIGS region. These are artifacts due to the overlap of the Se L-lines with the K-lines of Mg and the Cr L-lines (Cr is present in the TEM specimen holder) with the O K-lines. In addition to the EDX profiles of the present elements, also the relative variation of GGI and CGI is qualitatively shown in the graph to these features, the CIGS with high Cu content shows additional variations in both, t phase and t HAADF-STEM , at a distance of ∼200 nm below the CdS/CIGS interface. As found by the corresponding EDX profiles, the GGI decays at this position. Thus it is assumed that the variation is caused by different chemical variations which are related to the high Cu content in CIGS compared to the CIGS with low Cu content, e.g., the Ga notch might be shifted closer towards the interface. However, as at the same time the Se signal of the EDX profiles raises at roughly 200 nm below the interface, a slight thickness increase of the specimen at this position cannot be excluded as well. Furthermore, compared to the standard solar cell, additional inhomogeneities appear in the ZnO layer of the solar cell with the absorber layer with high Cu content in the profile t phase in Fig. 7d . However, the ZnO layer of both solar cells is expected to be similar. Therefore, these inhomogeneities are attributed to diffraction effects which are apparent in the BF-STEM micrograph in Fig. 6d .
Summing up the results presented in this section, various phase variations were identified in the region containing and surrounding the pn-junction of two different solar cells, e.g., phase variations were located in the ZnO layer, whose positions correlate with the transition between the differently doped layers i-ZnO and ZnO:Al. Further, phase variations at the ZnO/CdS/CIGS interface region and in CIGS were observed. Comparing the two CIGS layers of different Cu content, slightly different phase variations were observed, i.e., the phase image of the Cu-poor CIGS revealed additional, disordered short-range variations. However, the difference between the two CIGS layers is most probably related to compositional changes and not mainly to electronic inhomogeneities. Cu-poor growth conditions not only affect the GGI variation in CIGS but may also enhance the growth of smaller, disordered grains below the CIGS/CdS interface. Thus, these differences do not necessarily reflect changes in electronic properties, but rather depend on MIP and diffraction effects.
Local potential variations Local inhomogeneities in CdS and CIGS
In Fig. 8 , overview HAADF-STEM (a) and BF-STEM (b) images are exemplarily shown which are mosaic displays of several micrographs showing the CIGS/CdS/ ZnO interfaces in the solar cell with the absorber layer of high Cu content. Off-axis holograms were acquired in the regions A-D which are marked by red squares in Fig. 8 . The corresponding retrieved phase images ( Fig. 9a-d) show local inhomogeneities of smaller phase shift compared to the surrounding area. The inhomogeneities mainly appear in the CdS, especially close to the CdS/CIGS interface and in regions where the CdS layer is thick. But also within the CIGS layer, some inhomogeneities are present, mainly along some specific grain boundaries.
Profiles extracted from the reconstructed phase images (Fig. 9a-d) show variations across such inhomogeneities in a range of 0.35-1.9 rad in CdS (Fig. 9e, g, i, j) and 0.45-0.75 rad in CIGS (Fig. 9f, h ). The drop in the phase shift may originate from (i) reduced thickness (voids) or from (ii) local decrease of the potential in this region. Therefore, the local, absolute thickness was calculated for each individual profile using the absolute phase change measured next to the inhomogeneity and the MIP values for CdS (13.5 V) and CuIn 0.64 Ga 0.36 Se 2 (14.8 V) as given in Table 1 [34] . Then, the corresponding thickness of the pore in case (i) and the potential variation in case (ii) were calculated based on the obtained local specimen thickness and the corresponding MIP according to Eq. (1). Both values (cases i and ii) are indicated in the boxes for each graph as well. Since the inhomogeneities are also visible in the HAADF-STEM image and changes in the potential of ∼4.4 V in CdS and ∼2.9 V in CIGS would be much larger than expected, it is supposed that the variation in the phase shift is caused by voids in the sample. In this case (i), the thickness of the measured voids would be 4-7 nm for pores along the CIGS grain boundaries and 4-22 nm for pores in CdS. The analysis of the standard solar cell with an absorber layer with low Cu content revealed similar inhomogeneities in CIGS and CdS (not shown). Furthermore, the corresponding potential variation needed to cause the measured phase shift under the assumption that the thickness is constant is indicated (case ii) and also the thickness variation needed to cause the phase shift under the assumption that the potential is constant (case i)
Grain boundary in CIGS
Potential variations were measured at a CIGS grain boundary of random orientation in the standard CIGS absorber layer (see Table 2 ) by in-line holography. Aiming at the evaluation of the accuracy, precision, and reliability of phase variation measurements by in-line holography and the TIE reconstruction approach, the CIGS grain boundary provides an ideal region of interest. Due to its clear recognizability, the same grain boundary was investigated by three different microscopes in order to assess factors that are related to the used instrument. The three microscopes (1) Jeol 2200FS, (2) Jeol ARM 200F, and (3) Hitachi I2TEM were used.
The phase reconstruction was based on the modified TIE described in the "Methods" section including symmetrization, Tikhonov-type filtering, 200 alignment iterations, and the NR approximation for the estimation of the derivative based on five images. The strength of the Tikhonov-type filter (q c = 0.001 Å −1 ) was chosen by visually evaluating the strength that allows for efficiently suppressing noise but still acceptably preserving the potential well. In Fig. 10 , TEM micrographs of the grain boundary in focus (a-c) as obtained with each microscope are shown as well as the finally calculated intensity derivatives (d-f ) and the corresponding reconstructed phase images (g-i). Fig. 11 were extracted. Furthermore, the reference area is shown where the phase shift was set to zero A qualitative comparison of the three focal series indicates that all reconstructions are punctually affected by diffraction related artifacts. Considering the Jeol ARM 200F and the Jeol 2200FS, it was found that the use of a small objective aperture decreases diffraction effects in the focal series and improves the quality of the phase reconstruction as long as the diffraction limit does not dominate the spatial resolution. The difference between the phase images obtained by the Jeol 2200FS and the Jeol ARM 200F can thus be explained by the smaller objective aperture which was used on the Jeol ARM 200F in contrast to the Jeol 2200FS, as well as C s -correction and the higher coherency of the electron source in the Jeol ARM 200F .
In order to quantitatively analyze the results, two phase profiles were extracted across the grain boundary in the regions 1 and 2 marked in Fig. 10d-f and g-i.
The corresponding potential variations are displayed in Fig. 11 . They are calculated according to Eq. (1), assuming a constant specimen thickness of 30 nm as it was estimated by EFTEM [46] . The depths of the measured potential wells vary within 130-1500 mV depending on the used microscope and the position where the profile is measured. The possible sources of potential variations at grain boundaries in CIGS and their expected magnitudes are discussed in detail by Schmidt [6] . Changes in the local chemistry may cause variations in the MIP of up to a few volts. In contrast, potential variations related to electronic inhomogeneities (V E ) or lattice distortions (V Dist ) are expected to be lower, i.e., ∼100 mV. Therefore, it is supposed that the measured potential variations mainly reflect variations of the MIP. The local MIP may be affected by (1) the degree of the ionicity of the atoms, (2) by the local composition and (3) by the atomic density, e.g., by vacancies.
Regarding changes in the ionicity of the atoms, the
MIP considerably decreases with increasing ionicity of the cationic sites, e.g., if all Cu-sites are ionized or 28 % of the Ga and In sites are ionized, a potential decrease of 1 V is obtained. However, if charge neutrality within the unit cell is assumed, also the ionic scattering factor of Se needs to be considered. In this case, a decrease of the MIP by 1V is obtained if e.g., the ionization of all atoms is increased by 69 % in CuIn 0.64 Ga 0.36 Se 2 , considering the scattering factors based on values reported by Rez et al. [33] . 2. Variations of the GGI only cause slight changes in the MIP as the change in unit cell volume compensates for the difference in the scattering factors of In and Ga. Therefore, a decrease of the MIP in the range of 1 V would only be reached, if the GGI increases from 0 to nearly 1, while the lattice constant is maintained which is not expected. 3. Finally, a decrease of the MIP by 1 V can be caused by decreasing the average atomic density by 8 %.
Regarding Cu vacancies, a decrease of the MIP by 1 V could be achieved only by turning roughly a third of all the Cu sites into vacancies, while maintaining the lattice constant. However, taking into account that the crystal lattice is interrupted at the grain boundary, an additional decrease of the average atomic density at the grain boundary is expected which may fully or partly be responsible for the measured fluctuations.
Compared to values reported in literature which are in the range of 1-3 V for random grain boundaries [6, 27] , most of the experimentally determined values in this work are lower than expected. Especially, the potential wells measured using the Hitachi I2TEM are considerably weaker than expected and differ from the values Fig. 11 Potential wells at CIGS grain boundary. Phase variation profiles extracted from the phase images in Fig. 10d-f, i.e., from the indicated region 1 (a) and from the indicated region 2 (b) of the grain boundary. Potential wells in the range of 130-1500 mV are measured depending on the used microscope and the position of the grain boundary from where the profile is extracted measured using the Jeol 2200FS and the Jeol ARM 200F. However, various factors limit the accuracy of the variations which may explain these discrepancies. Firstly, the absolute values are affected by factors whose values are not precisely known but that linearly affect the calculation of the potential well, i.e., the specimen thickness and the magnitude of the real defocus step. Inaccuracies in the estimated specimen thickness lead to a systematic error which is independent from the microscope and from the phase retrieval algorithm. In the present work, an error of the thickness estimation in the range of ±20 % is expected. Further, according to Eq. (8), inaccuracies in the estimation of the real defocus step impact the result. Also, as the measurement reveals the total potential variation which is averaged across the specimen thickness, the determined variation is only accurate if the potential variation is uniform within the specimen thickness. Analyzing a slightly mistilted or an uneven grain boundary plane thus leads to an apparently broader and shallower potential well [6] .
Secondly, artifacts related to the TIE such as the Tikhonov-type filter, the intensity derivative approximation or artifacts such as diffraction effects impact the measured, absolute potential variations: The use of a too strong Tikhonov-type filter causes damping of the phase variation. In the present work, it is assumed that filterrelated damping is in the range of 10-30 %. Further, also the choice of the defocus steps affects the accuracy of the phase reconstruction, as the intensity derivative is an approximation limited by noise (small defocus steps) and artifacts due to non-linearity (large defocus steps). In practice, the choice of defocus further determines the amount of image misalignment and distortions. The larger the defocus differences, the larger are the differences of the images in the focal series. This unavoidably enhances the error due to image misalignments (including image rotation and changes in magnification) [24] . Thus, to estimate the effect of the chosen defocus step, a (perfectly aligned) focal series was simulated according to [47] based on the amplitude image in Fig. 10a and the phase image in Fig. 10g . Retrieving the phase again from this simulated series revealed that the absolute potential variations are only slightly affected by the choice of the defocus step in the present defocus range (1-10 µm). However, if the simulated image stack is misaligned by applying a random shift to each image, the reconstructed potential variation gets strongly damped with increasing defocus steps. Considering the experimentally determined potential wells, where residual misalignment of the image stack is present, the same trend is observed as well (Fig. 12) : The measured depth of the potential well at the grain boundary decreases with increasing defocus steps. This trend was observed on all three microscopes. Hence, the potential well measured by the Hitachi I2TEM appears to be smaller compared to the results obtained by the Jeol 2200FS and Jeol ARM 200F, because the used defocus steps in the Hitachi I2TEM are significantly larger (∼21/10.5 µm) than in the Jeol 2200FS and the Jeol ARM 200F (both ∼6.4/3.2 µm). Besides this, also the different acquisition mode (holograms) used with the Hitachi I2TEM, differences in the diffraction effects or stronger deviations from the edge-on orientation of the grain boundary may further decrease the resulting potential well and thus contribute to the deviation between the results obtained by the different microscopes. Especially, the results obtained by the Hitachi I2TEM at profile 1 may be affected by diffraction effects as strong artifacts are caused by the small grain close to the profile (see e.g., Effect of defocus step. Experimentally measured potential well depths depend on the applied defocus step (the reconstruction is performed using three images only). Although, the difference of the potential variation due to defocus variation is not the same for different microscopes, a clear trend is visible in the graph. The measured potential well depth decreases with increasing defocus step in a non-linear dependency. As the remaining misalignment of the focal series becomes more severe with increasing defocus steps, the resulting potential variation is damped more strongly leading to an underestimation of the real potential well if large defocus steps are applied. In contrast, if small defocus steps are used, the accuracy is limited by the effects of noise. Therefore, a direct comparison of results obtained on different microscopes or based on different defocus steps is not possible
Analysis of resolution with respect to electronic characterization
The analysis of long-and short-range potential variations in CIGS solar cells revealed the presence of various inhomogeneities in the investigated layers ZnO, CdS, and CIGS. However, in general the measured potential fluctuations are predominantly caused by MIP inhomogeneities, whereas no fluctuations could clearly be attributed to variations in the electronic properties (V E ). Therefore, the gained information is mainly of chemical nature and does not reveal direct information on fluctuations in the band structure. Considering potential variations caused by redistribution of free charge carriers, contributions of a few hundred millivolts are expected for high-efficiency CIGS solar cells, except at the pn-junction where variations in a range of 1 V are reasonable. Therefore, a high phase resolution is crucial for analyzing electronic properties by holography. The theoretical phase detection limit δφ of an off-axis hologram is determined according to Eq. (10) by the fringe contrast µ and the number of counts per pixel N or the acquisition time t, respectively [48] .
The fringe contrast is determined by the electron beam spread and the degree of coherence of the electron source. Therefore, the theoretical phase detection limit depends mainly on the microscope and sets a fixed limitation to the hologram quality and phase resolution
for a certain spatial resolution. In addition, the phase reconstruction procedure includes a low-pass window function which further deteriorates the reachable phase resolution for a certain spatial resolution [49] . In literature, a decrease of the signal-to-noise ratio (SNR) by roughly one order of magnitude was reported for medium (spatial) resolution holography [50] . The present off-axis holograms show around 2500 counts per pixel (respectively 125 electrons per pixel) and a contrast of 13.8 %. Therefore, the theoretical phase detection limit is ∼2.0 mrad according to Eq. (10) . In dependence of the required spatial resolution, the phase resolution further deteriorates, as is shown in Fig. 13a . Thus, aiming for a spatial resolution of 5-10 nm, the reconstructed phase images achieve a phase resolution of roughly 0.2 rad.
Based on the present parameters, the conditions (specimen thickness, acquisition time, fringe contrast) under which an inhomogeneity could be identified, are extrapolated. In Fig. 13 Extrapolation of the phase resolution. The achievable real phase resolution depends on the required spatial resolution according to which the reconstruction is performed. This relation, as experimentally determined for the acquired holograms, is shown in (a). In the present work, the resolution range marked by the black circle in (a) was used. Simulations were performed in regard to this range, illustrating under which conditions (potential variation, specimen thickness, fringe contrast, or acquisition time) a potential variation is detectable by off-axis holograms with an SNR of 3. Two examples are shown for fluctuations of b 1V and c 100 mV, for different thickness of the inhomogeneities (20-200 nm) . The simulations are based on an extrapolation of the present conditions under which the holograms were acquired, i.e., a fringe contrast of ∼13.8 %, the acquisition time of 5 s and the achieved phase resolution of 0.2 rad. These conditions are marked by a red dot in (b) and (c) resolved if its vertical extension (and therefore also the TEM specimen thickness) is much higher than 20 nm. In case the expansion of the fluctuation is only 40 nm and if the contrast could be improved to 20 %, still an acquisition time of ∼21 min would be required to resolve the phase shift. For such a long acquisition time, the camera is likely saturated by its dark current. Thus, by optimizing the parameters for a specific problem (field of view, contrast, acquisition time, and specimen thickness), the phase resolution still needs to be improved. Nevertheless, resolving potential variations in the range of 100 mV with nanoscale expansion (<100 nm) remains challenging.
The phase resolution which can be achieved by in-line holography is theoretically determined by (1) the choice of defocus which limits the frequency range that may be transferred, and (2) the degree of noise which is present in the initial images. However, in practice, also the experimental limitations as well as the reconstruction procedure play a major role. The phase resolution of the presented phase images was estimated by analyzing a region where the phase shift is assumed to be constant (i.e., within a homogeneous region of a CIGS grain). The phase detection limit was then determined as the standard deviation of the noise within this reference region. Based on this analysis, the phase images obtained by inline holography revealed a resolution of 0.05 rad on the Jeol ARM 200F (200 kV) which corresponds to ∼660 mV when considering a sample thickness of 30 nm and a SNR of 3. On the Jeol 2200FS (200 kV) a phase resolution of roughly 0.03 rad is reached which corresponds to ∼400 mV (SNR = 3, thickness = 30 nm). Considering the SNR in the phase images obtained by the Hitachi I2TEM (300 kV), a resolution of ∼0.0035 rad is observed which corresponds to 50 mV. As the series acquired by the Hitachi I2TEM contains much larger defocus steps, compared to the Jeol ARM 200F and the Jeol 2200FS, a much better phase resolution is achieved. However, the enhanced precision or sensitivity comes at the expense of accuracy. It is therefore supposed that the phase resolution on the Hitachi I2TEM would approach a comparable range, if a focal series of smaller defocus steps would be used. Nevertheless, the achieved resolution nearly reaches the limit for investigating fluctuations in the range of 100 mV. By further increasing the exposure time, the resolution might be pushed further to the limit. In addition, more advanced iterative reconstruction procedures may be applied (see e.g., [24] ) to make use of large, non-linear focal series that allows an optimized transfer of different frequency ranges and an improved image alignment algorithm.
Nevertheless, when addressing specific fluctuations of electronic properties in CIGS, one has to keep in mind that reaching the needed phase resolution is not the only issue. As discussed for long-and short-range potential variations, one main question is to separate different contributions that may lead to potential variations (see Eq. 2). In CIGS, fluctuations in electronic properties are supposed to be accompanied with compositional, chemical (ionicity), or structural variations (e.g., density of atoms and specimen thickness) which cause in general much stronger changes of the MIP than the expected change in V E . Further, thickness effects may lead to misinterpretation of measured phase variations. In principle, the measured phase variation can be corrected for thickness effects that cause a proportional increase of the phase shift with increasing specimen thickness (see Eq. (1)). However, as recently reported, also the MIP may vary significantly and non-linearly with changing specimen thickness due to different surface effects [51] . Thus, taking these issues into account makes the isolation of the phase shift contribution of V E and therefore electronic characterization of CIGS by EH challenging.
Conclusions
Off-axis and in-line electron holography have been applied to map potential variations in CIGS thin-film solar cells on different length scales. Potential variations across the upper layers of the solar cell (i.e., ZnO, CdS and CIGS) were identified by off-axis holography. This revealed various potential variations such as fluctuations in the ZnO layer correlating with a change of the doping type in the ZnO layer, and variations at the CIGS/CdS interface which indicate mainly chemical or compositional inhomogeneities. In the absorber layer, no fluctuations that could clearly be attributed to electronic inhomogeneities were observed. Close to the CdS/CIGS interface, we identified pores whose formation mechanism and impact on the device properties is not yet understood.
In-line holography was performed on a random grain boundary in CIGS using a modified TIE approach. The analysis exhibited a potential well in the range of 130-1500 mV at the grain boundary, revealing the presence of chemical or compositional inhomogeneities. Further, the influence of the used microscope on the in-line holography results is investigated by comparing the results obtained with three different TEMs. It is found that not only the used instrument but also the chosen defocus step combined with focal series misalignment impacts the results significantly.
Finally, the resolution limits of both methods are discussed, especially in view of potential measurements by holography for electronic characterization of CIGS in the future. No potential fluctuations that are clearly related to electronic inhomogeneities could be identified in bulk CIGS. Thus, possible fluctuations are smaller than the achieved resolution (in the range of 1 V, depending on the area). Thus, the results confirm the expectations, that potential variations in the investigated high efficiency CIGS solar cells are smaller than ∼1 V. In order to analyze probable electronic inhomogeneities in the range of 100 mV in CIGS solar cells by holography, not only the phase resolution needs to be further improved, but also the separation of different sources that cause phase shifts and their interpretation need to be addressed in more detail.
