Identifying the file type (TXT, EXE, JPEG, etc.) is important for computer security applications such as computer forensics, steganalysis, and antivirus programs. The common approach for this is to use file extensions, magic numbers, or other header information. However, these are susceptible to tampering or corruption; for instance, the file extension can be easily spoofed and the magic numbers can be obfuscated. A more reliable approach may be to analyze the file content instead of using only the tip of the information (metadata). This paper proposes two methods based on the file content. First, we use the cosine distance as a similarity metric when comparing the file content rather than the Mahalanobis distance that is popular and has been used by the other related approaches. The cosine similarity (unlike the Mahalanobis distance) retains the classification accuracy on a small number of highly frequent byte patterns which leads to a smaller model size and faster detection rate. Second, we decompose the identification procedure into two steps by taking the divide and conquer: in the first step, the similar files in terms of byte pattern frequencies are grouped into several clusters. In the next step, the cluster which contains different file types is fed to the neural network in order for finer classification. The experiments showed that the classification followed by clustering leads to higher accuracies.
Content-based File-type Identification Using Cosine
Similarity and a Divide-and-Conquer Approach
Introduction
computer operating systems is vital in order to manage -this problem vary depending on the operating system, with the name using period), magic number (keeping attachment filtering may require blocking types of inbound attachments that may contain malicious conwill be skipped by the virus scan [1] . Some applications raise alerts before opening unrecognized (suspiwith an unrecognized extension. Some steganalysis Stegdetect [2] , which detects steganographic contents in images, uses the libmagic1 package [3] and magic
Because the current solutions that rely on metadata information are susceptible to tampering or corruption, -mation. In the presence of adversaries, analyzing the patterns in this paper. The total number of occurrences Solutions such as [4] and --tion accuracy. This paper proposes two methods to improve the per-accuracy when using only certain percentage of highfrequency byte patterns; this results in a smaller model size and faster detection rate. Using high-frequency byte patterns can effectively eliminate nonrepresentacompare the cosine similarity with the Mahalanobis distance (popular metric used by many schemes such -is based on the clustering technique. Then we perform -without clustering.
The rest of the paper is organized as follows. Section 2 presents the related works. Section 3 describes the two proposed methods. Section 4 discusses the experimental details and the empirical results of the proposed meth-
Using File Headers
The most common and simplest means to identify the can be easily spoofed by users with malicious intent.
by virus scanners.
begin with an ASCII representation of GIF87a or GIF89a can also be easily spoofed. For instance, malcodes can be hidden using code obfuscation and alphanumeric
Li et al algorithm. They use an enhanced string kernel (ESK) -
Using File Contents
closet to our divide-and-conquer approach, they are also applied to our dataset in order to compare their
Li et al n-gram analysis.
centroid models, they calculate the mean and standard and use the Mahalanobis distance to compare these they compare the 1-gram distribution of the exemplar and the Manhattan distance is used instead of the Mahahave similar byte frequency distributions such as MS -tion. Two features are extracted from each block, i.e., -ing takes each byte as an input for one neuron of the neural network. However, the character code frequency counts the number of occurrences of each character code in the four blocks and takes the frequency of the character as an input for the neurons. It is assumed that occur at regular intervals; however, the character code PNG, TIF, GIF, and BMP, as a sample set and reported character code frequency.
byte frequency analysis (BFA) algorithm, they calculate the respective byte frequency distributions. They also calculate the correlation strength as another characterizing factor. They take the difference between given byte correlation strength approaches to 1 and vice versa. They use the byte frequency cross-correlation algorithm calculate the average frequency between all the byte pairs and the correlation strength, in a similar manner to array entry corresponding to the byte value is initialized with the correlation strength of 1. They construct the Martin and Nahid [17, 18] proposed the 'Oscar' method for identifying types of file fragments. They build single-centroid fileprints [4] but use the quadratic distance metric and the 1-norm as distance metric to compare the centroid with the byte frequency distributhe difference between two consecutive byte values considering the ordering information of bytes. They nearly perfect. Such detection rate is possible for JPEG character for all metadata tags, and an extra 0x00 is order to avoid ambiguity. Thus, a regular, unique, and which has a very high RoC. However, the technique other than JPEG.
Amirani et al. [19] used the hierarchical feature extraction method to more effectively exploit the byte freThey believed that the multiplicity of features reduces they utilize principal component analysis and an autoof byte patterns to certain smaller number (where the detection error is negligible). After feature extraction, they use three-layer multilayer perceptron (MLP) for consisting of 30 test data points, and they reported an used in their experiments may have been biased. That is, although their experimental results show high accuracy such as HTML and EXE, they didn't try to distinguish that only contain ASCII printable characters and can be confused during detection.
Moody and Erbacher [20] aimed to identify the embedThey gathered a variety of statistical characteristics of byte values in each window, including the average, standard deviation, and kurtosis and used them to -tion accuracy, which includes the high detection rate and compressibility measurements. They use sliding window and calculate the entropy and compressibility used to obtain the average and standard deviation, and by-point delta and Pearson's rank order correlation to -tent: (1) the byte frequency distribution, (2) the entropy and (3) the algorithmic or Kolmogorov complexity that exploits the substring order [23] . The Fisher linear discriminant is applied to these features in order to Calhoun and Coles [24] extended Veenman's work by as the ASCII frequency, entropy, etc.) and applying common substrings than those of different types. Our approach also uses the byte frequency distribution as feature and linear discriminant analysis for clas-method and Veenman's is the means by which we build computes a single discriminant function using all the type in each group. Hence, multiple functions can be In this paper, we extend our work by using a neural proposed method. We also present its comparison with Harris's approach (also based on a neural network). The
Proposed Methods

Cosine Similarity and High---Frequency Byte
cosine similarity for vector comparison. It retains the clashigh-frequency byte patterns. Thus, it results in a smaller model size and a faster detection rate. Moreover, we connot represent its normal patterns. If they are present in the accuracy. In that case, using a subset of high-frequency byte patterns is an effective means to eliminate them and
Cosine Similarity
If and
is the length of the vector. The cosine similarity is in the range [0, 1] . When the value is 1, the angle between x and y is 0; thus x and y are the same except for the magnitude. When it is 0, the angle is 90°, which means that they are dissimilar.
To prove the superiority of the cosine similarity, we compare it with the well-known measure, based on the
where y and are the respective mean value and standard deviation of the byte frequency distributions of the Mahalanobis distance, in that it puts more emphasis on the Mahalanobis distance.
frequency byte patterns via the following three steps: (1) we average the byt byte patterns is present; (2) the byte patterns are sorted in a descending order with respect to their frequencies, and (3) starting from the head of the sorted list, we extract the number of subsets containing different percentages of high-frequency byte patterns where 
Divide and Conquer
The other approach proposed in this paper consists of The motivation behind this approach is that the multicentroid modeling technique (by Li et al -types can be confused; this is an inherent problem with their scheme (refer to section 4.2.2 for details).
Clustering
Clustering is an exploratory statistical procedure to naturally group data into different clusters. algorithm, which is popular and well-known in pattern recognition [27] . We use a MLP neural network that has input, output, and hidden nodes (refer to Figure 2 ). Hidden nodes are intermediate nodes that are not input or -ing one unique byte pattern, for which its frequency is passed as an input value. There is only a single hidden layer in the neural network. The n numbers of hidden nodes are obtained on a hit-and-trial basis. The number of output nodes is the m instance, the NN has two output nodes for the cluster -cluster with the most similar byte pattern frequencies.
not match any type of the assigned cluster, it is said to f of type X is assigned to cluster Y but this cluster does not have type frequency distributions with the models. The aim is metrics for different percentages of high-frequency byte patterns (refer to the subsequent section). The accuracy
Analysis of Empirical Results
Mahalanobis distance and the cosine similarity (refer to
We notice that the cosine similarity retains its clas- the same or improves as the number of byte patterns in -racy is degraded for the Mahalanobis distance.
It is also noticed in Figure 4 that the multicentroid model shows better accuracy than the single-centroid one. x-and y-axes represent the byte patterns and the relative byte frequency, respectively). Figure 8 shows the cumulative improvement in elapsed time as the percentage of byte patterns is reduced. It is experiment considers each byte pattern as a variable (i.e., 1-gram analysis). Since the size of the model using a 1-gram frequency distribution is small (i.e., limited to memory space and time. However, models using higher n-grams [28, 29] (i.e., a variable consisting of a sequence of multiple bytes) are much bigger, since the number of distinct patterns grows exponentially. Therefore, the improvement in model size and computation time would be much greater if we used higher n-grams (but these are beyond the scope of this paper).
In short, the empirical results suggest that we can use a small percentage of high-frequency byte patterns with the cosine similarity, and this reduces the model size and improves the computation time for the cosine similarity. 
Results on the Divide---and---Conquer Approach
We use Ward's clustering method [30, 31] , to group simiforms clusters by minimizing the total within-cluster sum of squares. For instance, if XY is the cluster obtained by combining clusters X and Y, the sum of within-cluster distances (W nodes. It is expected that there is a point beyond which this phenomenon is mentioned by Liang et al. [32] . Dua et al. [33] mentioned that a linear activation function Thus the activation function is set to a hyperbolic tangent and the learning rate is set to 0.1.
The SAS e-miner [34] is used for the experiments.
Analysis of Empirical Results
similar byte frequency distributions are grouped together frequency distributions lie in multiple clusters. We also noted some outlier clusters that were not used in the type 
Conclusion
cosine similarity as a distance metric and a certain percentage of high-frequency byte patterns. The second method (c) Grouping file types using 8 clusters (b) Grouping file types using 6 clusters (a) Grouping file types using 3 clusters The improvement in the model size and the computation time would be much greater if we used a higher n-gram. Our conclusions about the divide-and-conquer approach are summarized as follows:
The divide-and-conquer approach can improve the classification accuracy over the classification algorithm used without clustering. For example, for original NN. In our experiment we noticed that such However, the accuracy of the proposed approach was of byte frequency distributions, some of which were therefore not discovered in the learning phase. We conjecture that the proposed approach sometimes shows lower accuracy than the original NN because of the occasional poor accuracy of the clustering algorithm.
We suggest two ways to further improve the divide-andconquer approach:
one of those less accurate types, then we can apply the original NN again. Although this will increase the detection time, in terms of the accuracy we can original NN. We can use a more accurate clustering algorithm, which will enhance the overall accuracy of the divideand-conquer approach.
In summary, we can use the CS or divide-and-conquer approach in applications where they are best suitable for. The CS can be as accurate as the MD, but uses much smaller model size and is much faster. Therefore, the CS may be useful where reasonable accuracy is required but the fast detection speed is essential. For example, it would be suitable for online processing such as packet conquer approach takes longer time than the CS but gives a better accuracy. Therefore, it may be suitable where the applications (where the time is not critical).
In our experiment, the text-based types (ASP, TXT, and approach. In the future, we will build a more robust solusuch as ASP, TXT, and HTML. To this end, it might be -
