Abstract-Autonomous underwater vehicles are flexible mobile platforms for ocean sampling and surveillance missions. However, navigation of these vehicles in unstructured, highly variable ocean environments poses a significant challenge. Model-based prediction of vehicle position may be used to improve navigation capability, but prediction error exists due to limited resolution and accuracy of flow values obtained from ocean models that calculate flow velocity at discrete grid points. We present a theoretical lower bound on the steadystate error in position prediction for underwater vehicles using ocean model flow data and show that it is determined by the gridsize used by the ocean models. Our conclusions are justified by simulation and data collected during an ocean experiment.
I. INTRODUCTION
Autonomous Underwater Vehicles (AUVs) are mobile, flexible sensor platforms which have been used in ocean studies. Thanks to their mobility and capability to operate without constant human supervision, they are able to sample ocean conditions with greater spatial and temporal resolution than is generally possible with moored or ship-based sensor platforms [1] . Multiple AUVs may be deployed in an area of interest simultaneously to form a network for more effective detection and measurement of ocean features [4] , [5] . However, localization and navigation for autonomous agents in highly unstructured, stochastic ocean flow fields remains a significant challenge in underwater vehicle control [3] .
In this paper, we introduce a novel concept of controlled Lagrange particle tracking (CLPT) that compares the motion of real vehicles in the ocean and that of simulated vehicles with dynamics based on input from ocean models. The CLPT error describes discrepancies between simulated vehicle positions and the true positions. We theoretically justify the existence of a lower bound for the steady-state CLPT error, and compute this bound for the simplified case of onedimensional ocean flows. Our theoretical results are shown to agree with experimental data collected during the Adaptive Sampling and Prediction (ASAP) experiment conducted in Monterey Bay in 2006 [11] . In this experiment, a fleet of 10 underwater gliders were deployed to take ocean samples in a 40 × 20km coastal region off Monterey Bay, CA. The gliders followed predetermined trajectories. An onshore computer was used to generate waypoints along the desired trajectories; these were passed to the gliders, which then used onboard controllers to reach the waypoints. The algorithms for waypoint computation were implemented in the glider coordinated control system (GCCS) [15] . The experiment was run alongside "virtual experiments", which utilized flow School of Electrical and Computer Engineering, Georgia Institute of Technology. Email: klimka,fumin@ece.gatech.edu data from ocean models (ROMS, NCOM, or HOPS [12] - [14] ) to simulate glider trajectories. The simulated gliders were initialized at the precise positions of their physical counterparts (obtained from GPS fixes taken when the gliders surfaced). Both sets of gliders (real and simulated) used the same internal control laws. The theoretical results developed in this paper explain the similarity between the behaviors of CLPT errors based on different ocean models.
The rest of the paper is organized as follows: in section II, we introduce CLPT and in section III we define the CLPT error. In section IV, we derive a lower bound for the CLPT error in a one-dimensional flow field. Section V describes simulation results for CLPT error growth. Conclusions and future work are described in section VI.
II. CONTROLLED LAGRANGIAN PARTICLE TRACKING
The goal of controlled Lagrangian particle tracking (CLPT) is to study and predict the trajectories of particles moving in ocean currents. In the past, Lagrangian particle tracking (LPT) has been used extensively to study the motions of drifting sensor platforms deployed in the ocean [7] - [10] . One commonly used approach in LPT is to simulate the trajectories of these platforms by integrating along the underlying Eulerian flow field. However, flow values from ocean models are available only at points of a discrete grid (with minimum gridsize of approximately 1.5km); the limited spatial and temporal resolution of the flow data results in discrepancies between the predicted and the observed vehicle trajectories.
In CLPT, we are interested in predicting the motion of vehicles with adjustable velocity inputs. Using an approach analogous to LPT, we model underwater vehicles as point particles moving in a flow field. The velocity u of the particle relative to the water is treated as a control input. It has been shown that submesoscale (length scale 10km) dynamics of such a particle moving in the ocean can be modeled to first order using the Langevin equation [6] 
where x(t) is the position of the particle, F(x, t) is the underlying deterministic flow, and ν represents small-scale stochastic flow variations which are not captured in the flow predictions given by the ocean models. The matrices A and Λ are given by where σ is the variance of the stochastic velocity fluctuations, τ represents Lagrangian correlation time, and Ω is the spin parameter. The stochastic input ω is modeled as zero-mean, Gaussian white noise. In simulation using ocean models, the vehicles are again modeled as particles, with dynamics described by
where z(t) is the position of the particle in simulation, and F (z, t) represents the flow estimate obtained from ocean models. Flow predictions from ocean models are given at discrete spatial points; flow values at intermediate locations are obtained by bilinear interpolation of the values at the gridpoints.
III. THE CLPT ERROR
We examine the discrepancy between the position of a particle in the environmental simulation z(t), and the true position x(t), assuming that the simulated and real particles are initialized at the same point (x(0) = z(0)).
The position error of the particle is defined as e(t) = x(t) − z(t). We will assume that the simulated and real particles are initialized to the same position (x(0) = z(0)) so that e(0) = 0. The equations for the evolution of the error in time are given by:
Defining f (z, t) := F(z, t) −F(z, t), the equation for e may be written as:
The first term of this equation reflects error growth caused by the error in the simulated position. In practice, the control velocity u may be designed to cancel the effects of the deterministic component of the flow. Thus, in the ideal case, the first term in (4) is negligibly small for appropriate u. The error growth may therefore be modeled as:
with e(0) = 0. Note that f (z, t) and ν are mutually independent terms. Taking the expected value of the error, using Ito calculus, gives:
The equation for ν represents a stable dynamical system; therefore as t → ∞, E(ν) → 0, and the system will converge to stable equilibrium points of the equation
In general f is an unknown function of position and time, whose values depend on the particular realization of the stochastic ocean flow. Given a particular ocean flow, however, f is completely deterministic, and the conditional expected value E(f ) = f . Given perfect flow cancellation, the expected position of the real glider remains E(x(t)) = x(0). Therefore, E(e(t)) = E(z(t) − x(0)). We can assume, without loss of generality, that the glider starts at the origin, x(0) = z(0) = 0. Then E(e(t)) given by (7) will be equal to z(t) in the following system:
where f (z, t) :=F(z, t) − F(z, t). For simplicity, we will ignore the time variation of f and treat it as a function of z only. We also assume that f has equilibria; that is, there exits a non-empty set Z s.t. f (z, t) = 0 ∀z ∈ Z.
If we can show that, for a given realization of f , z → z eq as t → ∞, where z eq is a stable equilibrium of (8), then (z eq − z(0)) is the steady state position error. The CLPT error is defined as the magnitude of the position error, |z eq − z(0)|. The expected CLPT error, E(|z eq −z(0)|), where E is taken over possible realizations of f , gives an estimate of the theoretical steady state position error in estimated position.
Differences over time between the true and simulated glider positions were calculated to find the CLPT position error for the ASAP experiment. A plot of error growth over time, averaged over all the gliders in the experiment, is given in Fig. 1 . Note that the qualitative behavior of the error is the same for experiments run using data from different ocean models; the error increases exponentially until it reaches a value approximately twice the size of the grid used by the model, and almost linearly thereafter. 
IV. CLPT ERROR FOR ONE-DIMENSIONAL FLOW
To theoretically compute the CLPT error E(|z eq − z(0)|) when z asymptotically converges to z eq , we begin with the case of one-dimensional flow. We use the following setup:
1) The particle is confined to move in one dimension (the domain of f is R, so f is now a scalar function, which we denote by f ; we will denote the scalar z by z). 2) We define a grid over R, with uniform gridsize h. The ocean model outputs an estimateF of the flow F at each gridpoint z k = kh. We assume that the values of f (z) =F (z)−F (z) at the grid points are iid Gaussian white noise variables, which will be denoted
and that values of f at intermediate points can be found by taking the linear interpolation of values at grid points. For z ∈ (z k , z k+1 ),
3) The initial conditions are given by z(0) = x(0) = 0. Under these conditions, the equilibria of f (z) are given by
Lemma 4.1: The position z eq in (10) is a stable equilibrium of (8) 
Proof: A sufficient and necessary condition for z eq to be a stable equilibrium is that it satisfies ∂f /∂z(z eq ) = (ξ k+1 − ξ k )/h < 0. Thus z eq is a stable equilibrium of (8) 
Suppose that ξ k > 0 and ξ k+1 < 0. Clearly, ξ k+1 −ξ k < 0, and we have a stable equilibrium.
Conversely, suppose that z eq is a stable equilibrium, so that ξ k+1 − ξ k < 0 holds. Note that eq. (9) only holds on the interval (z k , z k+1 ); that is, z k < z eq < z k+1 must be satisfied. Using the equation for z eq , we get:
where we have used the fact that ξ k+1 − ξ k < 0 to get (12) . Taking the inequality on the left-hand side of (12), we find that:
Using z k = hk and z k+1 = z k + h to cancel z k ξ k on both sides of the above inequality yields 0 < ξ k . Similarly, taking the inequality on the right-hand side of (12) yields ξ k+1 > 0. This proves the Lemma. We now calculate E(|z eq |), where z eq is a stable equilibrium of (9) such that z → z eq as t → ∞. We use the definition of expectation to write:
where ρ |zeq| (z) is the probability density function of |z eq |.
It is convenient to introduce ξ 0 as a conditioning variable in (13) , so that we get
Since ξ k are normally-distributed random variables with zero mean,
2 dz = 1/2, thus, in the first term, P (ξ 0 > 0) = 1/2 (similarly, in the second term, P (ξ 0 < 0) = 1/2), so that
The calculation of E(|z eq |) proceeds through the following three claims: Claim 4.1: If ξ 0 > 0, then z eq > 0, and moreover, z eq ∈ (z k , z k+1 ) where z k+1 is the position corresponding to the first negative value of ξ; that is, ξ j > 0 for all j ∈ {1, 2, ..., k}, and ξ k+1 < 0.
Proof: By the definition in (9), f is a continuous, piecewise affine function.
By continuity, f (0) = ξ 0 > 0 implies that f > 0 in some sufficiently small neighborhood of 0. Thus z cannot become negative, since dz/dt = f (z) > 0 for all z ∈ ; so lim t→∞ z(t) = z eq > 0.
Since f is piecewise affine, f > 0 on any interval (z k , z k+1 ) with ξ k , ξ k+1 > 0. At the same time, f must have a zero-crossing z eq on any interval (z k , z k+1 ) with ξ k > 0 and ξ k+1 < 0. By Lemma 4.1, z eq is a stable equilibrium of (8) .
Claim 4.2: If ξ 0 < 0, then z eq < 0, and moreover, z eq ∈ (z −k , z −k+1 ) where z −k is the point corresponding to the first positive value of ξ, that is, ξ j < 0 for all j ∈ {−1, −2, ..., −k + 1}, and ξ −k > 0.
Proof: The proof exactly parallels the proof of Claim 4.1. Therefore, E(|z eq |) = 3h/2. Proof: The statement
|z|ρ |zeq| (z|ξ 0 < 0)dz follows from the symmetry of the Gaussian distribution.
We will now show that E(|z eq |) = 3h/2. Equation (15) for the expected value of |z eq | may be written as:
This integral in turn can be split up as follows:
By Claim 4.1, P (z eq ∈ (z k , z k+1 )|ξ 0 > 0) is simply the probability that ξ 1 , ..., ξ k > 0 and ξ k+1 < 0.
Because the values of ξ are independent, P (ξ 1 , ..., ξ k > 0, ξ k+1 < 0) = k i P (ξ i > 0) P (ξ k+1 < 0). Because ξ i are iid zero-mean Gaussian variables, P (ξ i > 0) = 1/2 for all i (similarly, P (ξ k+1 < 0) = 1/2). Using this, and applying a change of variables u = z − z k , we can write (16) as:
(17) Suppose we know that z eq lies in the interval (z k , z k + h). Define u eq = z eq − z k in this interval. Using (10), we can write u eq as:
To calculate the integral in (17), we must first find ρ ueq (u|u eq ∈ (0, h)). To this end, consider the following map:
where
The inverse map is well-defined and is given by:
Let ξ denote the doublet (ξ k , ξ k+1 ), and w denote (u eq , v). The distribution of w is given by:
which gives
Substituting (25) into eq. (23) and using (22), we have:
Since ξ k and ξ k+1 are Gaussian white noise variables and ξ k > 0 and ξ k+1 < 0 is given, we have:
where U (·) denotes the unit step function.
Because the values of ξ are iid, the joint probability distribution ρ( ξ) = ρ(ξ k )ρ(ξ k+1 ). Thus, eq. (26) may be written as:
Taking the marginal distribution over v gives:
where we have used a change of variables given by
Eq. (29) is the distribution function in (17). Plugging in the above result for ρ ueq (u) = ρ |zeq−z k | (u|(z eq − z k ) ∈ (0, h)) in (17), we get:
Using integration tables, we find that
so that
This proves Claim 4.3. We now extend the above result to the case where the particle's initial position does not coincide with a particular gridpoint (that is, we drop condition 3). Suppose that the particle's initial position is z(0) ∈ (z k , z k+1 ]. There are then 4 possible cases, depending on the values of ξ k = f (z k ) and
1) ξ k > 0 and ξ k+1 > 0, 2) ξ k < 0 and ξ k+1 > 0, 3) ξ k > 0 and ξ k+1 < 0, 4) ξ k < 0 and ξ k+1 < 0. Let c be a random variable which labels the above cases; c takes values in the set {1, 2, 3, 4}, with P (c = i) = 1 4 for all i. The expected value of |z eq − z(0)| in this case may be calculated using conditional expectations:
Claim 4.4: The expected value of |z eq − z(0)| is independent of initial conditions, that is,
for any z(0). Proof: We proceed by calculating E( |z eq − z(0)|| c = i) for each case in turn.
To begin, consider case 1) (ξ k > 0 and ξ k+1 > 0).
it is clear, then, that the particle moves in the positive z-direction until it passes z k+1 ; the expected distance to the nearest equilibrium is then
where z k+1 > 0 is given. Shifting the origin to z k+1 and using Claim 4.3 gives E(z eq − z k+1 ) = 3h/2. Plugging this back into eq. (35) gives
Case 4) (ξ k < 0 and ξ k+1 < 0) is analogous to case 1); this time however, f (z) < 0 for all z ∈ (z k , z k+1 ]. The particle moves in the negative z-direction until it passes z k , therefore
Next consider case 2) (ξ k < 0 and ξ k+1 > 0). Here we can calculate the expectation as follows:
If f (z(0)) > 0, then f (z) > 0 for all z ∈ (z(0), z k+1 ]; so the particle moves in the positive direction until it passes z k+1 . As in case 1), the expected value of |z eq −z(0)| is then 3h/2 + (z k+1 − z(0)). If, on the other hand, f (z(0)) < 0, then f (z) < 0 for all z ∈ (z k , z(0)), and the particle moves in the negative direction until it passes z k . As in case 4), the expected value of |z eq − z(0)| is then (z(0) − z k ) + 3h/2. Eq. (38) can therefore be rewritten as:
It remains only to calculate the probabilities P (f (z(0)) > 0) and P (f (z(0)) < 0) = 1 − P (f (z(0)) > 0). Let y 0 := z(0) − z k (y 0 ∈ (0, h]). Using eq. (9), we can write:
This can be calculated, using the Gaussian distribution of the ξ and the fact that ξ k < 0 and ξ k+1 > 0, as:
Lastly, consider case 3) (ξ k > 0 and ξ k+1 < 0). By Lemma 1, there is a stable equilibrium z eq ∈ (z k , z k+1 ) where f (z eq ) = 0. By monotonicity of f within one interval, we have that if f (z(0)) < 0, then z(0) > z eq ; and if f (z(0)) > 0, then z eq > z(0). Therefore,
which can be calculated analogously to the probability in case 2) (using y 0 := z(0) − z k ):
2σ 2 ds.
Plugging eq. (36),(37),(39), and (42) into (33) gives
which is independent of the value of z(0). This proves Claim 4.4.
V. SIMULATION RESULTS
The results for CLPT error growth can be generalized to two-dimensional flow. It can be shown that an upper bound on minimum CLPT error as t → ∞ is given by 2.52h. The analytical treatment of this case, however, is more involved and will not be handled here. To compare the results of CLPT with observed error growth in the CLPT experiment, CLPT error growth in the two-dimensional case was simulated in Matlab.
The gridsize in the simulation is normalized to unity, and Matlab's "randn" function was used to generate stochastic zero-mean, Gaussian-distributed z 1 and z 2 -flow components at each gridpoint. A particle was initialized at (0, 0) , and its position over time was computed by integrating the velocity field along its trajectory, using Matlab's "ode23" function. Flow components at each position were calculated using bilinear interpolation of the gridpoint values.
The simulation is run 5000 times. Some sample plots of CLPT error growth for individual runs are shown in Fig. ? ?. Fig. ? ? shows the CLPT error growth, averaged over all runs. The simulated CLPT error converges to a value of 2.27h, which agrees with the theoretical value and with observations made during the ASAP experiment. 
VI. CONCLUSION AND FUTURE WORK
The ocean flow in which underwater gliders operate may be decomposed as the sum of a model flow, which can be calculated using ocean models, and an "error flow" which is not captured by the model. This error flow itself has two components: first are small-scale, stochastic components (which we denoted as ν) that are not captured by the ocean model due to its limited spatial resolution; and second are larger-scale flows (denoted by f ) which are caused by missing physics and numerical error within the ocean model. These flows can significantly affect the trajectory-tracking performance of underwater robots. We have shown that using a mathematical model based on Langevin equations for the growth of the CLPT error, it is possible to derive a theoretical lower bound on the magnitude of the robots' model-based position estimation error as t → ∞.
In our treatment of the CLPT error, we have assumed a particularly simple structure for the error flow in order to make our calculations tractable and develop the idea of CLPT error. Future work will focus on extending these results to more realistic ocean flows, and on applying these results improve the trajectory-tracking performance of underwater gliders.
