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Capítulo 5
Análisis Exploratorio

El Análisis Exploratorio de Datos, conocido por sus siglas en
inglés EDA (Exploratory Data Analysis), es considerado actual-
mente como un conjunto de procedimientos cuyo objetivo gene-
ral es proporcionar una visión más detallada y precisa de las
variables cuyo nivel de medición es el interval. Se apoya en un
planteamiento descriptivo y se realiza sin aceptar ideas precon-
cebidas sobre el contenido informativo de los datos, o lo que es
lo mismo, con una mentalidad “exploratoria”.
Desde un punto de vista técnico, el EDA se caracteriza por el
empleo de procedimientos analíticos y descriptivos de carácter
gráfico o semigráfico ya que éstos muestran más y mejor todas
las particularidades y carácteres de las variables sacando a la luz
las estructuras ocultas de los datos.
La aplicación del Análisis Exploratorio como previo paso al
sometimiento de una técnica concreta de análisis a la colección
de datos, ayuda, sustancialmente a:
1. Estudiar la tendencia, distribución y forma de cada uno
de los indicadores incluidos en el modelo matemático.   
2. Estudia la normalidad sobre el conjunto de indicadores
seleccionados.
3. Si no cumpliera el criterio de normalidad (imprescindible
en la aplicación de estadísticos paramétricos), este análi-
sis nos orienta sobre el tipo de transformación a la que
deberemos someter nuestros datos (Sánchez Carrión, J. 
J., 1995: 222-225).
En este capítulo vamos a ver:
1. Cómo analizar, desde una perspectiva exploratoria, cada
una de las variables continuas, a partir de la observación
de su distribución y de los resúmenes numéricos des-
criptivos (estadísticos) que les acompañan. 
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2. Sin embargo, y siempre que queramos la representación
conjunta de más de una variable con fines comparativos,
debemos tener el conjunto de indicadores que vayamos
a incluir en el modelo matemático, medidos en la misma
unidad, esto es, deben compartir la misma escala. Por
esta razón, y como previo paso al análisis exploratorio,
incluimos el Cuadro de Diálogo para la Tipificación de
variables.
3. Por último, se señala la secuencia de pasos a seguir en
aquellos casos en los que sea necesario transformar las
variables con la finalidad de que éstas cumplan uno a
uno de los requisitos de los análisis estadísticos paramé-
tricos: la normalidad.
Como ya hemos apuntado, en aquellos casos en los que
deseemos comparar variables intervales con distintas escalas
deberemos, previamente, tipificarlas y/o estandarizarlas. Cuando
una variable X (normal) se transforma en una variable Z (variable
estándar o puntuación estándar) deja de estar expresada en pese-
tas, centímetros, grados,... para expresarse en unidades de des-
viación típica, al dividir por ella el efecto de la media (Z = Xi - X
/ s ). Por esta razón, las cantidades de las puntuaciones estan-
darizadas son adimensionales, son independientes de las unida-
des empleadas. 
Para acceder al Cuadro de Diálogo que nos permita tipificar
seguiremos la secuencia Analizar: Estadísticos Descriptivos:
Descriptivos (figura 1). Una vez en él seleccionaremos la varia-
ble que queramos tipificar (figura 2) y la trasladaremos a la ven-
tana de Variables. Después, seleccionaremos la opción Guardar
valores tipificados como variables. En este momento aparecerán
en el fichero de datos las nuevas variables tipificadas pero no se
perderán las variables de nuestra matriz original de datos. De este
modo, en cualquier momento y según las necesidades, podre-
mos optar por utilizar unas u otras.
Como decíamos anteriormente, se genera una nueva varia-
ble la cual automáticamente es nombrada por el ordenador con
la letra “z” delante del nombre de la variable, para de este modo
identificar rápidamente la variable que ha sido estandarizada. La
2. Cuadro de Diálogo para la tipificación de variables
Figura 1
Figura 2
variable será colocada al final de la matriz de datos con dicho
nombre, en nuestro ejemplo será: “zp5a”. Nosotros en el ejem-
plo que presentamos hemos tipificado las variables p5a, p5b y
p5c pese a que éste no es un requisito necesario pues las tres
variables tienen la misma escala. Introducimos este paso a título
ilustrativo.
Una vez que ya disponemos de las variables o colección de
indicadores en la misma escala, los podremos representar en el
mismo gráfico, situación que nos permite compararlas y, en con-
secuencia, sacar conclusiones respecto a los tres puntos que se
citan en la presentación de la lección. Nunca podremos estar tra-
bajando con variables que tengan escalas diferentes, porque en
ningún caso, podremos comparar los resultados obtenidos con
dichas variables.
Para empezar el análisis exploratorio es necesario acceder a
su Cuadro de Diálogo. La secuencia queda como sigue:
1er paso: Analizar: Estadísticos Descriptivos: Explorar (figura
3).
2º paso: Una vez que ya nos encontramos en el correspon-
diente Cuadro de diálogo, deberemos seleccionar de la lista de
variables que forman nuestra matriz de datos aquellas que según
los objetivos e intereses de la investigación nos interese explorar
de forma conjunta (figura 4). Éstas, y que generalmente no exce-
derán en número a nueve, las incluiremos en la lista que el cua-
dro de diálogo nombra como Dependientes. En el ejemplo que
proponemos las variables seleccionadas han sido: p5a ACTUAL-
MENTE; p5b HACE 1 AÑO; y p5c DENTRO 1 AÑO. Las tres
aluden a la marcha de su vida en tres períodos de tiempo dife-
rentes. 
3er paso: Posteriormente, comprobamos que en la sección de
Mostrar (parte inferior del cuadro de diálogo), esté marcada la
opción de Ambos puesto que nos interesa que en las tablas de
resultados aparezcan no sólo los gráficos característicos de este
tipo de análisis, sino también los estadísticos asociados a los
mismos. Dentro de los Estadísticos tendremos los estadísticos
robustos, esenciales para la detección de una distribución nor-
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3. Cuadro de Diálogo del Análisis Exploratorio
Figura 3
Figura 4
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mal. Por otro lado, los Gráficos, más característicos del análisis
exploratorio son dos, a saber: el diagrama de tallos y hojas (stem
and leaf) y el gráfico de “caja con bigotes” (box and wisper). Por
último, la opción Gráficos nos ofrece la posibilidad de solicitar el
histograma de las distribuciones de las variables.
4º paso (opcional): A continuación entramos en los
Estadísticos cliqueando el botón que le da nombre si queremos
especificar alguno de ellos en concreto. Éste se sitúa en la parte
inferior del cuadro de diálogo. Si esta opción la dejamos como
está, el propio ordenador calculará los más característicos y los
necesarios. Sólo en el caso que queramos especificar un esta-
dístico concreto, entraremos en esta opción.
5º paso: Por último, deberemos pedirle al programa la repre-
sentación gráfica que nos interesa (figura 5). Para acceder a esta
opción cliquearemos el botón de Gráficos que también aparece
en la parte inferior del cuadro de diálogo. 
• Cuando tengamos varias variables que estén tipificadas o
que posean la misma escala, y que queramos comparar,
marcaremos la opción Dependientes juntas dentro de
Diagrama de cajas. Esto nos permitirá representar en un
mismo gráfico y de forma conjunta cada una de las
“cajas con bigotes” para, de este modo, poder compa-
rarlas. En el caso de que solo tengamos una variable o
no estén tipificadas, dejaremos la opción que viene por
defecto: Niveles de los factores juntos. 
• Dado que uno de nuestros intereses es determinar la nor-
malidad de las variables, también marcamos la opción
Gráficos con pruebas de normalidad. 
La aplicación de este test de normalidad nos muestra dos
gráficos: (1) Normal Probability Plot, en donde a cada valor
observado se le empareja con su valor esperado, procedente éste
último de una distribución normal (si la muestra es extraída de
una población normal ambos valores se encontrarán en la misma
línea recta); y, (2) el Detrended Normal Plot en donde se mues-
tran las desviaciones de los puntos con relación a una línea recta
(si la muestra ha sido extraída de una población normal los pun-
tos deben situarse alrededor de una línea horizontal con el origen
en el punto .00.  
Figura 5
No obstante, y pese a que los gráficos pueden orientarnos
sobre la procedencia, o no, de la muestra de una población nor-
mal, contamos con la posibilidad de obtener una prueba analíti-
ca que certifique la normalidad de las variables. El test de
Kolmogorov-Smirnov, con un nivel de significación de Lilliefors,
establece la probabilidad de cometer un error si rechazamos la
hipótesis nula. Si la sig. es superior a 0.2000 la distribución de
la población es normal.
• Por último, más a la derecha, en la opción de los
Descriptivos le pedimos que represente el diagrama de
tallos y hojas, finalizando con ello la secuencia necesaria
para la realización del análisis exploratorio de las varia-
bles deseadas.
Sabemos que la mayor parte de los análisis que vamos a uti-
lizar a partir de ahora, son análisis paramétricos que exigen unos
requisitos de distribución de los datos como los de normalidad,
homocedasticididad... Por ello, un paso previo a cualquier análi-
sis de este tipo, consiste en realizar las transformaciones oportu-
nas para que las variables adopten una forma normal o, al
menos, simétrica. En síntesis, el proceso de transformación nos
permitirá obtener de una variable que en principio no sigue una
distribución normal, una variable que se aproxime a la distribu-
ción normal. El favorecer la normalidad en la distribución de una
variable no es sólo una característica deseable en si misma sino
que, además, propicia la linealidad en su relación con el resto de
las variables.
SPSS contempla un amplio abanico de posibilidades a la
hora de transformar las variables. Para optar por una u otra trans-
formación podemos consultar dos resultados que el análisis
exploratorio nos ofrece. En primer lugar, debemos recordar que
el test K-S (Kolmogorov-Smirnov) nos indicaba si era o no nece-
saria la transformación; y en segundo lugar, los gráficos de “tallos
y hojas” y/o “cajas con bigotes”, al representar la dirección de
la asimetría, nos indica el tipo de transformación más indicada ya
que éstas se clasifican atendiendo a la asimetría que manifiestan
las distribuciones de las variables; esto es, según sean asimétri-
cas positivas (mediana más cerca de la parte inferior de la caja,
concentración de casos en los valores inferiores de la distribución
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4. Cuadro de Diálogo de Transformaciones
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y cola extendida hacia los valores grandes) o, asimétricas negati-
vas (mediana más cerca de la parte superior de la caja, casos
concentrados en los valores altos y cola alargada hacia los valo-
res inferiores de la distribución). Junto a las representaciones grá-
ficas puede resultar de utilidad consultar los estadísticos que
hacen referencia a la forma de las distribuciones.
Tukey ofrece lo que él llama la “Escalera de las transforma-
ciones”, donde muestra el tipo de transformación recomendada
según sea la intensidad de la asimetría o la dirección en la que
van los casos extremos. 
• Si la distribución es asimétrica positivas (x2, x3, antilog x)
(la mediana más cerca de la parte inferior de la caja,
concentración de  los casos en los valores inferiores de
la distribución y cola extendida hacia los valores gran-
des): elevar al cuadrado o al cubo, así como calcular anti-
logaritmos, tiene el efecto de corregir la asimetría (más
fuerte la corrección cuanto mayor sea la exponencia-
ción).
• Para corregir distribuciones asimétricas negativas (log x, 
x, -1/x, -1/x2) (Mediana más cerca de la parte supe-
rior de la caja, concentración de los casos en los valores
altos de la distribución y la cola alargada hacia los valo-
res inferiores de la distribución): es conveniente utilizar
raíces cuadradas, logaritmos, etc.
Las transformaciones más comúnmente utilizadas son:
“Iogaritmo (In)”, “raíz cuadrada (SQRT)” y “potencias (**2)”.
Para acceder al Cuadro de Diálogo seguir (figura 6)
Transformar: Calcula. Los pasos del proceso son los que siguen:  
1er paso: En Variable de destino (figura 7) indicar el nombre
de la nueva variable que va a crearse a partir de la transformación
que señalemos. 
2º paso: A continuación, seleccionar del Cuadro de
Funciones la operación matemática adecuada según el tipo de
asimetría que tengamos y llevarla al Cuadro Expresión numérica. 
3er paso: Por último, y para completar la expresión numérica
anterior, indicar la variable original, situada en el Cuadro de varia-
Figura 6
Figura 7
bles, que quiere transformarse mediante esa función llevándola a
este mismo cuadro.
La escalera de transformaciones de Tukey es una buena guía
orientativa sobre el tipo de transformación a realizar. Pese a ello,
no deja de ser una “guia” ya que a efectos prácticos en raras oca-
siones conseguimos la distribución normal anhelada con la pri-
mera transformación. Por ello, y una vez obtenida la primera
transformación, a la distribución obtenida, la someteremos a los
test de normalidad ya descritos. Si con el proceso no llegamos a
los resultado requeridos, volveremos a repetir la operación y
secuencia de pasos descritos en esta última sección. Sin embar-
go, conviene advertir que con variables que muestran una distri-
bución próxima a la normalidad la aplicación de diferentes trans-
formaciones provoca hacerlas más asimétricas. Por ello, y ante
estas circunstancias, lo más conveniente es seguir trabajando con
la variable original.
• Alvira, Francisco (1986): “Introducción al análisis de datos”,
en García Ferrando, M. et al. (compilador) (1986), El análisis de
la realidad social. Madrid, Alianza Universidad textos, pp. 325-
358.
En este capítulo el autor ofrece una breve introducción
a algunas de las técnicas de análisis de datos. En con-
creto expone el análisis exploratorio y el proceso de
transformación de variables.
En esta reseña bibliográfica, y al respecto del proceso de
transformación de  variables, queremos hacernos eco de uno de
los temas que más controversia ha canalizado. En los estudios de
diferenciación y/o segregación social, con una amplia y conso-
lidada tradición en sociología urbana, no existe consenso entre
los propios investigadores a la hora de determinar si el criterio de
normalidad debe, definitivamente, cumplirse. A este clima de
incertidumbre metodológico contribuye el hecho de que las
investigaciones en las que se aplica las técnicas factoriales, y
entre éstas a aquellas que lo hacen con el objetivo de identificar
pautas latentes de organización en el espacio social urbano, no
recogen explícitamente este aspecto. Esta situación no deja de
resultar paradójica ya que la validez estadística e inferencias
sociológicas derivadas de estas técnicas dependen de su cumpli-
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miento. A continuación consideramos los términos en los que se
han manifestado algunos autores al respecto.  
• Johnston, R. J. (1976): “Residencial Area Characteristics:
Research Methods for Identifying Urban Sub-Areas. Social Area
Analysis and Factorial Ecology”, en Herbert, D. T y Johnston, R.
J. (eds) (1976), Social Areas in Cities. New York, John Wiley
and Sons, vol I, pp. 193-235.
Para Johnston (ecólogo especializado en aspectos meto-
dológicos de la técnica factorial aplicada a los estudios
de diferenciación social y segregación espacial) este
supuesto es irrelevante en los estudios de ecología
humana. Justifica su afirmación en que este supuesto
teórico se aplica cuando se trabaja con muestras desde
las que se desea inferir al conjunto de población. En los
estudios que nos ocupan, este supuesto es improbable
ya que se trabaja directamente con la población, esto es,
con datos censales siendo éstos un recuento exhaustivo
de la población.
• Díaz Muñoz Mº Ángeles (1988): El espacio social en la ciu-
dad de Alcalá Henares. Madrid, Universidad Complutense,
Colección de Tesis Doctorales, nº 209, 2 tomos.
El análisis intraurbano que lleva a cabo la autora en la
ciudad de Alcalá Henares, y una vez aplicadas las trans-
formaciones pertinentes con el fin de normalizar sus
variables, le lleva a afirmar que si bien con éstas se con-
siguen unos mejores resultados factoriales (las correla-
ciones obtenidas son mayores), éstos no se traducen en
una reducción de factores (finalidad última de las técni-
cas factorial) capaces de explicar un mayor porcentaje
de varianza explicada.
• Lavia, Cristina (1995): Áreas sociales en el sistema urbano
vasco. Bilbao, Instituto Vasco de Administraciones Públicas
(IVAP), 506 págs.
Por último, Cristina Lavia otorga un papel diferente a la
condición de normalidad. La autora, y puesto que a par-
tir de la normalización no ha conseguido mejorar su
modelo matemático e interpretativo, relega este análisis
como criterio de selección en aquellos casos en los que
se deba decidir entre operacionalizaciones alternativas a
una misma variable. En esta circunstancia, cuando un
mismo concepto o dimensión del concepto es suscepti-
ble de ser medido por distintos indicadores o variables
operativas, se elegirá aquel que mejor se ajuste a las
pautas de normalidad.
Como ya hemos apuntado, la finalidad del análisis explorato-
rio reside en confirmar a partir de éste la supuesta normalidad
que se supone deben cumplir las variables que sometamos a
cualquiera de los análisis paramétricos. Para ello, contamos con
pruebas y gráficos específicos. Si la conclusión es que nuestra
matriz de datos no sigue una distribución normal deberemos
transformar las variables hasta conseguir el cumplimiento de
dicho supuesto. Nuevamente, el análisis exploratorio a partir de
gráficos y estadísticos específicos nos permiten este proceso. Las
salidas que se obtienen al solicitar un análisis exploratorio de los
datos son:
• En primer lugar, y como es preceptivo en todos los aná-
lisis efectuados con el paquete estadístico SPSS, el pro-
grama ofrece dos tablas cuya finalidad es dar información
de carácter general respecto a las variables selecciona-
das: la primera de ellas expone un resumen global de los
datos; y la segunda nos muestra los estadísticos descrip-
tivos básicos y robustos para cada una de las variables
que van a participar en el análisis. 
• El análisis exploratorio, a diferencia, de la clásica pers-
pectiva descriptiva, subraya la importancia de representar
gráficamente las variables con el fin de poder identificar
con mayor facilidad su distribución, tendencia y caracte-
rísticas. Por esta razón se presentan los gráficos de tallos
y hojas y los gráficos de cajas con bigotes para cada una
de las variables. Al respecto cabe recodar que tanto las
tablas arriba presentadas como las respectivas represen-
taciones gráficas contienen la información que nos va a
orientar en el supuesto caso de que alguna de nuestras
variables deban ser transformadas.
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• Por último, y con la finalidad de valorar si efectivamente
las variables sometidas a análisis superan el supuesto de
normalidad, y a tenor de las especificaciones introduci-
das en los respectivos cuadros de diálogo del análisis
aplicado, el programa ofrece una tabla con la prueba de
normalidad de la que podemos concluir que las variables
seleccionadas son normales y, en consecuencia, no las
deberemos someter a ningún proceso de transformación.
Tal y como ya ocurriera con la exposición de los estadís-
ticos básicos, el programa nos ofrece gráficos de norma-
lidad que complementan y ayudan a resolver la citada
cuestión. 
6.1. Resumen del procedimiento
6.2. Descriptivos Básicos
(continúa...)
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6.2. Descriptivos (Continuación)
6.3. Pruebas de Normalidad: Kolmogorov - Smirnov
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P5a
Actualmente Stem-and-Leaf Plot
Frequency    Stem &  Leaf
47,00 Extremes    (=<2,0)
38,00        3 .  00000
,00        3 .
55,00        4 .  00000000
,00        4 .
332,00        5 .  00000000000000000000000000000000000000000000000
,00        5 .
224,00        6 .  00000000000000000000000000000000
,00        6 .
231,00        7 .  000000000000000000000000000000000
,00        7 .
176,00        8 .  0000000000000000000000000
,00        8 .
40,00        9 .  000000
57,00 Extremes    (>=10)
Stem width:   1
Each leaf:       7 case(s)
P5b
Hace un ao Stem-and-Leaf Plot
Frequency    Stem &  Leaf
60,00 Extremes    (=<2,0)
56,00        3 .  000000000
,00        3 .
72,00        4 .  000000000000
,00        4 .
266,00        5 .  00000000000000000000000000000000000000000000
,00        5 .
221,00        6 .  0000000000000000000000000000000000000
,00        6 .
254,00        7 .  000000000000000000000000000000000000000000
,00        7 .
164,00        8 .  000000000000000000000000000
,00        8 .
52,00        9 .  000000000
55,00 Extremes    (>=10)
Stem width:   1
Each leaf:       6 case(s)
6.4. Diagrama de Tallos y Hojas (Stem and Leaf)
(continúa...)
P5c
dentro de 1 ao Stem-and-Leaf Plot
Frequency    Stem &  Leaf
25,00        0 .  00000
,00        0 .
10,00        1 .  00
,00        1 .
25,00        2 .  00000
,00        2 .
34,00        3 .  0000000
,00        3 .
55,00        4 .  00000000000
,00        4 .
183,00        5 .  0000000000000000000000000000000000000
,00        5 .
134,00        6 .  000000000000000000000000000
,00        6 .
183,00        7 .  0000000000000000000000000000000000000
,00        7 .
164,00        8 .  000000000000000000000000000000000
,00        8 .
76,00        9 .  000000000000000
,00        9 .
107,00       10 .  000000000000000000000
,00       10 .
204,00       11 .  00000000000000000000000000000000000000000
Stem width:   1
Each leaf:       5 case(s)
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6.5. Gráfico de Normalidad
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6.6. Diagrama de Cajas con Bigotes (Box and Wisper)
