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The first quantum technology, which harnesses uniquely quantum mechanical effects for its core
operation, has arrived in the form of commercially available quantum key distribution systems that
achieve enhanced security by encoding information in photons such that information gained by an
eavesdropper can be detected. Anticipated future quantum technologies include large-scale secure
networks, enhanced measurement and lithography, and quantum information processors, promising
exponentially greater computation power for particular tasks. Photonics is destined for a central role
in such technologies owing to the need for high-speed transmission and the outstanding low-noise
properties of photons. These technologies may use single photons or quantum states of bright laser
beams, or both, and will undoubtably apply and drive state-of-the-art developments in photonics.
The theory of quantum mechanics was developed at the
beginning of the twentieth century to better explain the
spectra of light emitted by atoms. At the time, many fa-
mously believed that all of Physics was close to finalized,
with a few remaining anomalies to be ironed out. The
full theory emerged as a completely unexpected descrip-
tion of how the world works at a fundamental level: It
painted a picture that was fundamentally probabilistic,
where a single object could be in two places at once—
superposition—and that two objects in remote loca-
tions could be instantaneously connected—entanglement.
These unusual properties have been directly observed and
quantum mechanics remains the most successful theory
humankind has developed in terms of the precision of
its predicitions. Today we are learning how to harness
these ‘bizarre’ quantum effects to realize profoundly new
‘quantum’ technologies.
Quantum information science1 has emerged over the
last decades to address the question ‘Can we gain new
functionality and power by harnessing quantum mechan-
ical effects by storing, processing and transmitting infor-
mation encoded in inherently quantum mechanical sys-
tems?’ Fortunately the answer is yes. Quantum infor-
mation is both a fundamental science and a progenitor
of new technologies: already several commercial quan-
tum key distribution systems that offer enhanced secu-
rity by communicating information encoded in quantum
systems are available2. It is anticipated that such sys-
tems will be extended to quantum communication net-
works, providing security based on the laws of physics.
Perhaps the most profound (and distant) anticipated fu-
ture technology is a quantum computer that promises
exponentially faster operation for particular tasks1, in-
cluding factoring, database searches, and simulating im-
portant quantum systems, which one day may have rele-
vance to technologically important materials. Quantum
metrology3 aims to harness quantum effect in measure-
ment to achieve the highest precision allowed by nature,
while quantum lithography aims to use quantum states
of light to define features smaller than the wavelength4.
There are a number of physical systems being pur-
sued for these future technologies1, however, quantum
states of light appear destined for a central role: light is
a logical choice for quantum communication, metrology
and lithography, and is a leading approach to quantum
information processing (QIP). Photonic quantum tech-
nologies have their origin in the fundamental science of
quantum optics, which itself has been a testing ground
for the ideas of quantum information science. For ex-
ample, quantum entanglement was experimentally tested
using photons generated from atomic cascades in the
1970s and early 1980s5,6. In the late 1980s and 1990s,
the non-linear process of ‘spontaneous parametric down-
conversion’ (SPDC) was shown to be a convenient source
of pairs7 of photons for such fundamental experiments
and to generate quantum states of a bright laser beam—
‘squeezed states’8. SPDC has been used for many fun-
damental quantum information tasks, including quantum
teleportation9,10. Similarly, the interaction of single pho-
tons with single atoms in an optical cavity—cavity quan-
tum electrodynamics (QED)—has been a rich field of
fundamental science with major applications to photonic
quantum technologies11
While we don’t yet know exactly what form future
quantum technologies will take, it seems likely that quan-
tum information will be transmitted in quantum states of
light, and that some level of information processing will
be implemented on these quantum states. It also seems
clear that if we are to realize these technologies we will
need to harness and ultimately drive some of the latest
developments in the conventional field of photonics.
Secure communication with photons
Light speed transmission and low noise properties make
photons indispensable for quantum communication—
transferring a quantum state from one place to another12.
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FIG. 1: a, A qubit can be encoded as the polarization of a
single photon. b An arbitrary state of a qubit can be repre-
sented on the Poincaree´ or Bloch sphere. c A half wave plate
(λ/2) can be used to rotate this polarisation. d A polarisa-
tion encoded qubit can be interconverted to a path enecoded
qubit via a polarising beam splitter.
A quantum bit (or qubit) of information can be encoded
in any of several degrees of freedom—polarization, path,
time-bin etc. Manipulation at the single photon level is
usually straightforward—using birefringent waveplates in
the case of polarization for example (Fig. 1).
This ability to transfer quantum states between remote
locations can be used to greatly enhance communication
security. We can use the fundamental fact that any mea-
surement of a quantum system necessarily disturbs that
system to reliably detect the presence of an eavesdrop-
per. Several commercially available quantum key distri-
bution (QKD) systems operate on this principle (com-
prehensive reviews on the topic can be found in Refs.
2, for example). These QKD systems currently rely on
attenuated laser pulses rather than single photons—an
approach that has been shown to be sufficient for point
to point applications2. However, attenuation of these
weak laser pulses over transmission in fibre, or free space,
currently limits the range of such systems to 100’s km
(quantum states of bright light are described below).
The advanced state of our modern communication sys-
tems owes much to the Erbium Doped Fiber Amplifier
(EDFA) for it’s ability to amplify optical signals as they
propagate over long distances of optical fibre. Unfor-
tunately, amplification of a quantum signal is not so
straightforward: measurement of the quantum state of
the signal destroys the information (the same disturbance
that enables detection of an eavesdropper). A major
challenge is to realise a quantum repeater that is able
to store quantum information and implement entangling
measurements. Ultimately, sophisticated quantum net-
works will likely require nodes with a small-scale version
of the quantum information processors described below.
Quantum information processing
The requirements for realizing a quantum computer are
confounding: scalable physical qubits—two state quan-
tum systems—that can be well isolated from the en-
vironment, but also initialised, measured, and control-
lably interacted to implement a universal set of quantum
logic gates13. Despite these great challenges, a number
of physical implementations are being pursued, includ-
ing nuclear magnetic resonance, ion, atom, cavity quan-
tum electrodynamics, solid state, and superconducting
systems. Over the last few years single photons have
emerged as a leading approach14.
A major difficulty for optical quantum information
processing (QIP) is in realizing two-qubit entangling logic
gates. The canonical example is the controlled-NOT gate
(CNOT), which flips the state of a target qubit con-
ditional on a control qubit being in the logical state
“1”—the quantum analogue of the XOR gate. Figure
2a outlines why this operation is difficult: The two opti-
cal paths that encode the target qubit are combined at
a 50% reflecting beamsplitter (BS). The output modes
of this BS are then combined at a second BS to form a
Mach-Zehnder interferometer. The logical operation of
this interferometer by itself is to do nothing: classical
interference of the single photon in the interferometer re-
sults in the target photon exiting in the same state it
entered in, i.e. |0〉 → |0〉; |1〉 → |1〉. If, however, the
pi phase shift is applied inside the interferometer (such
that |0〉 + |1〉 ↔ |0〉 − |1〉) the target qubit undergoes a
bit-flip or NOT operation: |0〉 ↔ |1〉. A CNOT must
implement this phase shift if the control photon is in the
“1” path. No known or foreseen nonlinear optical mate-
rial has a non-linearity strong enough to implement this
conditional phase shift (although progress has been made
with single atoms in high-finesse optical cavities11,15, as
discussed below, and electromagnetically induced trans-
parency has been considered16).
In 2001 a surprising breakthrough showed that scalable
quantum computing is possible using only single photon
sources and detectors, and linear optical networks17—
i.e. without the need for an optical nonlinearity. This
scheme uses additional auxiliary (or ‘ancilla’) photons
that are not part of the computation, but enable a CNOT
gate to work. A cartoon of a non-deterministic (proba-
bilistic with success signal) CNOT is shown in Fig. 2b.
The control and target qubits, together with two auxil-
iary photons, enter a (here unspecified) optical network
of BSs (essentially a multi-path nested interferometer),
where the four photons’ paths are combined, and quan-
tum interference can occur (Fig. 2c). At the output of
this network, the control and target photons emerge, hav-
ing had the CNOT logic operation applied to their state,
conditional on a single photon being detected at both
detectors. This detection event occurs with probability
P < 1; the rest of the time another detection pattern is
recorded. The success probability of this nondetermin-
istic CNOT can be boosted to near-unity by harnessing
quantum teleportation9,18—a process whereby the un-
known state of a qubit can be transferred to another
qubit. The idea is to teleport the control and target
qubits onto the output of a non-deterministic gate that
has already been measured to have worked19.
Although this ‘KLM’ scheme17 was ‘in-principle’ possi-
ble, initially the large resource overhead arising from the
nondeterministic interactions and the difficulty of con-
trolling photons moving at the speed of light made it
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FIG. 2: An optical controlled-NOT gate. a, Schematic of a
possible realization of an optical CNOT gate. b, Schematic of
the KLM scheme. c, Quantum interference of photons: two
photons arriving simultaneously at a beamsplitter both leave
in the same output mode with certainty because quantum
interference of the probability amplitudes to detect a photon
at A and at B destructively interfere. d, A Mach-Zehnder
interferometer. The sensitivity with which the phase φ can be
measured is related to the gradient of the interference fringe.
practically daunting. This situation has changed over
the past several years14: Experimental proof-of-principle
demonstrations of two-20–23 and three-qubit gates24 were
followed by demonstrations of simple-error-correcting
codes25–27 and small-scale quantum algorithms28,29. New
theoretical schemes, which dramatically reduced the con-
siderable resource overhead30–33 by applying the previ-
ously abstract ideas of cluster state (or measurement-
based) quantum computing34, were soon followed by ex-
perimental demonstrations35,36.
Even with these advances, the resource overhead
associated with non-deterministic gates remains high.
An alternative approach is to interact photons deter-
ministically via an atom-cavity system11,37,38, which
can be configured to implement arbitrary determinis-
tic interactions39,40 (semiconductor approaches are dis-
cussed below). However, there may be a payoff between
resource overhead and susceptibility to errors. What-
ever the approach to implementing gates, the realisa-
tion of multiple high-fidelity deterministic single-photon
sources remains a major challenge. In the demonstra-
tions described above, single photons were generated via
the process of spontaneous parametric downconversion
(SPDC): a bright ‘pump’ laser is shone into a non-linear
crystal, aligned such that a single pump photon can spon-
taneously split into two “daughter” photons, conserving
momentum and energy. Multiplexing several (waveg-
uide) SPDC sources41 could provide an ideal photon
source, or single atom or atom-like emitters, such as the
semiconductor quantum dots described below, could be
used. The latter shows potential for emitting a string of
photons pre-entangled in a cluster state42, and as nodes
in quantum networks.
Quantum metrology and lithography
All science and technology is founded on measurement.
Improvements in precision have led not just to more de-
tailed knowledge but also new fundamental understand-
ing. This quest to realize ever more precise measurements
raises the question are there fundamental limits. Since
a measurement is a physical process one may expect the
laws of physics to enforce such limits. This is indeed the
case, and it turns out that explicitly quantum mechanical
systems are required to reach these limits3.
The subwavelength precision offered by optical phase φ
measurements in an interferometer (Fig. 2d) is the rea-
son that they have found applications across all fields of
science and technology, from cosmology (gravity wave de-
tection) to nanotechnology (phase-contrast microscopy).
Despite this great sensitivity, there is a limit: For a finite
resource (energy, number of photons, etc.) the phase
sensitivity is limited by statistical uncertainty. It has
been shown that using semi-classical probes (eg. coher-
ent laser light) limits the sensitivity ∆φ to the standard
quantum limit (SQL): ∆φ ∼ 1/√N , where N is the aver-
age number of photons used43–45. The more fundamental
Heisenberg limit is attainable with the use of a quantum
probe (eg. an entangled state of photons): ∆φ ∼ 1/N
(Refs. 3,45)—quantum metrology.
The Heisenberg limit and the SQL can be illustrated
with reference to an interferometer (Fig. 2d), where
we represent a single photon in mode a and no pho-
tons in mode b by the quantum state |10〉ab. After
the first beam splitter this photon is in a quantum me-
chanical superposition of being in both paths of the in-
terferometer: (|10〉cd + |01〉cd)/
√
2. After the φ phase
shift in mode d, this superposition evolves to the state
(|10〉cd+ eiφ|01〉cd)/
√
2. After recombining at the second
beam splitter, the probability of detecting the single pho-
ton in mode e is Pe = (1− sinφ)/2 (this is just classical
interference at the single photon level). Determination of
Pe can therefore be used to estimate an unknown phase
shift φ. If we repeat this experiment N times then the un-
certainty in this estimate is ∆φ ∼ 1/√N—the SQL, aris-
ing from a Poissonian statistical distribution (the same
limit is obtained when a bright laser and intensity detec-
tors are used).
If, instead of using photons one at a time, we were able
4to prepare the maximally entangled N -photon ‘NOON’
state (|N0〉cd+|0N〉cd)/
√
2 inside the interferometer, this
state would evolve to (|N0〉cd+eiNφ|0N〉cd)/
√
2 after the
φ phase shift. From this state we could estimate the
phase with an uncertainty ∆φ ∼ 1/N—the Heisenberg
limit—an improvement of 1/
√
N over the SQL. Beating
the SQL is known as phase super-sensitivity46,47.
Interference experiments using two-48, three-46, and
four-photon states49,50 have been demonstrated, giving
rise to a detection probability p ∝ sin(Nφ). Observation
of such a “λ/N” fringe, with a period N times shorter
than a conventional interferometer with wavelength λ
light, is called phase super-resolution46. However, it has
been demonstrated that phase super-resolution can be
observed using only semi-classical resources47. Therefore
observation of λ/N fringes does not guarantee quantum
enhanced phase sensitivity and precise accounting of re-
sources is required51.
The closely related idea of quantum lithography in-
volves using quantum states of light, such as the NOON
state, to harness the “reduced de-Broglie” wavelength to
lithographically define λ/2N -sized features4. Significant
challenges include achieving arbitrary two-dimensional
patterns and realizing N-photon resists. For quantum
metrology, it is important to consider whether the phase
to be measured is fixed but unkown, or time varying, re-
quiring a high bandwidth measurement. A recent break-
through showed that the need for complicated entan-
gled states could be replaced by increased measurement
time52, which is useful in the former case. Gravity wave
detection is an example of the latter case, which can best
be addressed by the CV approaches described below.
Quantum technologies with bright laser beams
The same non-linear crystal used in SPDC can be used
to deterministically create quantum states of a bright
laser beam: The variance in the generalized amplitude
x and phase p of a light beam are bound by the quan-
tum uncertainty relation: ∆x∆p ≥ ~/2. The output of
a laser has ∆x = ∆p; while a ‘squeezed’ state of light
has ∆x 6= ∆p. Squeezed states include a beam of only
even numbers of photons (
∑∞
n=0 cn|2n〉, where n is the
photon number); and entangled two-mode squeezed vac-
uum (
√
1− q2∑∞n=0 qn|n〉A|n〉B where q = tanh r and r
is the squeezing parameter). Such squeezed states can be
used as an alternative to the (discrete, two-level) qubit
encoding described above. As with single photons, quan-
tum entanglement for CV photonic quantum technologies
can be created in several degrees of freedom of light: the
most common is amplitude and phase quadratures8; and
others include polarization53–55 and spatial modes56.
CV quantum communication can be regarded as a
quantum version of conventional coherent communica-
tion, where information is encoded in coherent states of
light—laser light. The essence of CV quantum commu-
nication is an ‘optimum measurement’, which projects
the encoded states onto some entangled basis states, and
gives us channel capacity beyond the Shannon limit57.
The realisation of this measurement can be regarded as
QIP, and so CV quantum communication and QIP are
inseparable and since the processing must include co-
herent states of light it is CV QIP. Quantum metrology
schemes using adaptive homodyne measurement58 have
been demonstrated59. This type of ‘quantum feedback
and control’ is becoming a powerful tool for quantum
metrology.
The most fundamental component of CV pho-
tonic quantum technologies is CV quantum
teleportation10,60,61. The fidelity F of CV telepor-
tation is directly determined by the amount of squeezing
(typically quantified by the reduction in noise level of
the squeezed variable below the unsqueezed shot noise
value, measured in dB) of the quantum entanglement
resource: F ≤ (1 + e−2r)−1. Achieving strong squeezing
is experimentally challenging because losses destroy the
even-photon nature and an infinite level of squeezing
is not physically possible—it would require an infinite
amount of energy (number of photons). The long-
standing record of 6dB of squeezing62 was overcome
using periodically poled KTiOPO4 (PPKTP) as the
nonlinear medium in a subthreshold optical parametric
oscillator (OPO) cavity to achieve 7dB of squeezing63,
and 9dB with improvement of phase stability in the
homodyne measurement64. In 2008 10dB was achieved
with a monolithic MgO:LiNbO3 OPO
65, which would
correspond to a teleportation fidelity of 0.91. In actual
teleportation experiments a fidelity of 0.83 has been
achieved66, equivalent to 7dB of effective squeezing.
The advantage of QIP with single photon qubits is the
near-unit fidelity of operations; however, the lack of a
strong optical non-linearity at the single photon level
means that one has to select success events after the
processing (as described above) making processing in-
evitably slow. By contrast, the advantage of QIP with
CVs is the deterministic or unconditional nature of pro-
cessing; while the major disadvantage is non-unit fidelity
of the processing because of the impossibility to achieve
an infinite amount of squeezing (r <∞). Thus hybridiza-
tion of qubits and CVs for photonic QIP could be desir-
able for the realization of QIP with unit fidelity and high
success rate.
Encoding in ‘Schro¨dinger kittens’
A squeezed vacuum created by SPDC is a beam of even
number of photons; when a single photon or two pho-
tons are subtracted from it, the resulting state is a
‘Schro¨dinger kitten’—a superposition of coherent states
of opposite phase | ± α〉 ≡ |α〉 ± |− α〉, where α ∼ 1
(Ref. 67). These ‘kittens’ are almost orthogonal to each
other and can be used as logical qubits: |0〉L = | − α〉;
|1〉L = |+ α〉. Since | ± α〉 are CV states, this can be re-
garded as hybrid qubit-CV QIP. These Schro¨dinger kit-
tens have been created in the lab68–70.
Squeezing bandwidth is the most important factor for
handling these ‘kittens’. This is because the avalanche
photodiodes typically used for the photon subtraction
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FIG. 3: a, Generalized quantum teleportation. b, Off-line
quantum information processing with the generalized quan-
tum teleportation. c, Generalized quantum teleportation is
applied to one-way quantum computation with cluster states.
A measurement is generalized as Uˆ†pˆUˆ .
have a much wider bandwidth than that of the squeezer,
and thus bandwidth of the ‘kittens’ is the full bandwidth
of the squeezer. To handle the ‘kittens’, the bandwidth of
QIP should be broader than that of the ‘kittens’. More
generally the bandwidth determines the speed of QIP.
Since a cavity is usually used for the enhancement of
nonlinearity to achieve high level of squeezing, the band-
width is limited by the cavity bandwidth: ∼100 MHz at
most. For broadband quantum teleportation and QIP,
we should therefore not use a cavity. An alternative is to
use a waveguide to enhance the nonlinearity, which has
been done with waveguided periodically poled LiNbO3
(PPLN)71. The bandwidth of squeezing and entangle-
ment in this case is only limited by the bandwidth of the
phase matching condition in principle: ∼10THz.
Finally, single photons can be created via single photon
subtraction from weekly squeezed vacuum, or so-called
‘photon pairs’ (two photons minus one photon gives one
photon). Again, to handle single photon polarisation
qubits, the bandwidth of QIP should be broader than
that of the single photons. In this way one can handle
polarised-photon qubits in a CV context, if the band-
width is broad enough. This is hybridisation of qubits
and CVs, the first step of which was recently demon-
strated via CV teleportation of ‘Schro¨dinger kittens’ cre-
ated with photon subtraction72.
Generalized quantum teleportation
The concept of quantum teleportation has been extended
to generalized quantum teleportation76,77 (for both qubit
and CV regimes), which can be applied to off-line QIP.
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FIG. 4: a, One-way quantum computation with cluster states.
This example is on a three-mode linear cluster state. b, Ex-
perimentally created CV cluster states73. These are simulta-
neous eigenstates of the operators listed near the figures. For
qubits, a cluster state is an eigenstates of so-called ‘stabiliz-
ers’: σˆ
(i)
x
⊗
i′∈N(i) σˆ
(i′)
z , where σˆx is Pauli-X operator, N(i) is
the set of nearest neighbor qubits of qubit i, and σˆz is Pauli-Z
operator74. For CVs, they are again the eigenstates of stabi-
lizers: Xˆi(si)
∏
i′∈N(i) Pˆi′(si), where Xˆ(s) and Pˆ (s) are the
x- and p-translation operators, respectively, and N(i) is the
set of nearest neighbor modes of mode i75. For example, the
three-qubit linear cluster state is (|+0+〉+ |−1−〉)/√2, where
|±〉 = (|0〉 ± |1〉)/√2, and the three-mode linear CV cluster
state is
∫∞
−∞ da|p = a〉|x = a〉|p = a〉.
The essence of the scheme (Fig. 3a) is off-line: pre-
existing entanglement between the input |ψ〉 and an an-
cilla followed by measurement and feedforward. An ex-
ample is shown in Fig. 3b in which the ancilla is a specific
state Uˆ |c〉, where the unitary operation Uˆ is the one we
want to apply on the input. The crucial advantage of
the scheme is that the difficulty of operation is confined
in state preparation of the ancilla, since the fidelity of
teleportation itself is rather high: one does not have to
make the unitary operation for an arbitrary input, in-
stead it is enough to make it on a particular state |c〉,
which is much easier than the case for an arbitrary input.
There are two important quantum gates that make use of
this scheme: a universal squeezer78,79 and a cubic phase
gate80, where the ancillae are a squeezed state and a cu-
bic phase state, respectively. The universal squeezer79
and a quantum non-demolition (QND) entangling gate
with the squeezers81 have been demonstrated. Here the
6QND entangling gate is the CV version of a CNOT gate
which is also very important for CV QIP.
Another key application of generalized quantum tele-
portation is one-way quantum computation with cluster
states both in qubit and CV regimes34,77 (Fig. 4). The
essence of the scheme is ‘generalized measurement’ as
shown in Fig. 3c. The difference between the schemes
in Figs. 3b and c is that the ancilla in Fig. 3b is always
|p = 0〉 (eigenstate of pˆ with zero eigenvalue). Measure-
ment in Fig. 3c is generalized as Uˆ†pˆUˆ which corresponds
to projection onto eigenstates of the operator Uˆ†pˆUˆ .
The scheme of Fig. 3c can be cascaded as shown in
Fig. 4a. In this case, one can prepare some special en-
tangled state of many parties (optical beams) called a
‘cluster state’ in advance as shown in Fig. 4b. By making
a measurement on Uˆ†i pˆUˆi at each mode (optical beam)
according to the desired operation and feeding the results
forward, one can get the desired output state Uˆ3Uˆ2Uˆ1|ψ〉.
In some sense, the measurements on Uˆ†i pˆUˆi are the ‘soft-
ware’ and one can get desired outputs by just changing
the ‘software’. Toward this goal, Menicucci et al. pro-
posed an efficient way to generate multimode CV cluster
states82. Moreover, the CV cluster states shown in Fig.
4 have been generated experimentally73,83.
Photonics for Quantum Technologies
Our ability to generate, control, and detect light has been
driven by, and now permeates, all fields of human activity
from communication to medicine. Generating, detecting,
and manipulating quantum states of light (including sin-
gle photons and squeezed states) is more challenging than
for bright laser beams, but many techniques can never-
theless be adapted from the rich field of photonics. The
most challenging tasks in quantum optical circuits are
requirement for quantum interference of two (or more)
photons and achieving interaction between two photons
(as is required for nontrivial two qubit gates). The for-
mer challenge results from imperfections in the processes
used for single photon generation, and the latter from the
fact that optical nonlinearities are generally very small or
negligible at a single photon level.
The impressive proof-of-principle demonstrations of
photonic quantum technologies described above have
mostly relied on large-scale (bulk) optical elements
(beamsplitters, mirrors, etc.) bolted to room-sized op-
tical tables, with light propagating in air. In addition,
single photon qubit approaches have relied on unscalable
single photon sources and detectors. For both single pho-
ton qubit, and bright CV approaches there is now a need
to develop high performance sources, detectors and op-
tical circuits, ideally integrated on a single optical chip.
For single photon approaches it is also desirable to realise
a strong optical non-linearity at the single photon level,
while for CV approaches an integrated high-bandwidth
squeezer is desirable.
These tasks lie at the interface between quantum op-
tics, device (nano) fabrication and photonics. In this
respect, the mature field of photonics has much to offer
the relatively immature field of optical quantum tech-
nologies. Already there are important examples, includ-
ing photonic quantum circuits on a silicon chip84, high
efficiency photon number resolving detectors85, semicon-
ductor cavity quantum dot single photon sources86, and
photonic crystal quantum dot based single photon non-
linearities87. We now take a brief look at recent develop-
ments in these areas.
Integrated quantum optical circuits
A promising approach to miniaturizing and scaling op-
tical quantum circuits is to use the on-chip integrated
waveguide approach developed primarily for the telecom-
munications industry and used for stable time-bin inter-
ferometers in QKD demonstrations at 1550 nm (Refs.
88,89). Such an approach promises to improve perfor-
mance since spatial mode matching, crucial for classi-
cal and quantum interference, should be near-perfect in
such an architecture. Recently, silica-on-silicon waveg-
uide quantum circuits were fabricated and shown to per-
form quantum logic gates with high fidelity (Fig. 5)84.
Integration of controlled phase shifters in integrated in-
terferometers have been used to control single photon
qubit states as well as manipulate multi-photon entan-
gled states of up to four photons, including a demon-
stration of quantum metrology on a chip90. An inte-
grated quantum optical circuit consisting of several one-
and two-qubit gates was recently used to perform a com-
piled version of Shor’s quantum factoring algorithm on a
chip91.
An alternative fabrication technique based on laser di-
rect writing has been demonstrated92. It promises rapid
prototyping, high-density three-dimensional devices, fab-
rication in material systems that may not be amenable
to conventional lithography, and provides great control
over the transverse spatial mode—important for low
loss coupling to sources or detectors. A hybrid fabri-
cation approach using UV direct write has also been
demonstrated93. Waveguide squeezers have been used
to create entangled-beams for CV systems71. A num-
ber of challenges remain to be addresses, including low-
loss interfacing with sources, detectors and optical non-
linearities, further miniaturisation, fast switching and re-
configurable circuits (via and electro-optic effect for ex-
ample).
Detectors
A detailed discussion of photo-detectors for quantum
technologies is beyond the scope of this review; here we
outline some key points. Since photodiodes show almost
unit quantum efficiency for visible and near IR wave-
length, balanced homodyne detectors with photodiodes
can be almost ideal quantum detectors for CV systems.
However, it is known that universal quantum operation
is not possible only with squeezed states of light, lin-
ear optics, and homodyne detection94. To get the uni-
versality of CV QIP (and also qubit QIP), we need a
higher order nonlinearity which can be obtained via the
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FIG. 5: a, Light is guided in a waveguide much like in an
optical fibre in this simulation of the transverse intensity pro-
file of single mode propogation. b, Silica-on-silicon waveguide
architecture c, A waveguide Mach-Zehnder interferometer in
which waveguide directional couplers can replace the bulk op-
tics beamsplitters of Fig. 2. A metal element forms a resistive
heater that locally changes the refractive index and thereby
the phase in one waveguide of the interferometer.
measurement-induced nonlinearity described above. For
the meaurement-induced nonlinearity, photon counting is
essential for both CVs80 and qubits. Moreover, there is a
possibility to ‘synthesize’ a powerful nonlinear measure-
ment with ‘quantum feedback and control’. One example
is adaptive homodyne measurement mentioned above. It
seems clear, therefore, that qubit, CV and hybrid ap-
proaches will all require single photon detectors. Com-
mercially available silicon avalanche photodiodes have an
intrinsic quantum efficiency of ∼ 70% at 800 nm and, like
photomultiplier tubes, are unable to resolve the number
of photons in a pulse—a key requirement in many ap-
plications. Great progress has been made in develop-
ing high efficiency number resolving detectors85 based
on superconducting nanowires, APDs and other tech-
nologies. The development of high-efficiency, photon-
number-resolving detectors remains a key nano-photonics
challenge.
Semiconductor-based single photon sources
Many quantum technologies, including quantum key dis-
tribution (QKD) and quantum computation and net-
working based on photonic qubits95,96 require sources of
single photons on demand. As the name says, such a
device produces only one photon at its output when it
is excited by some means (optically or electrically). Ide-
ally, the source should have a high efficiency (i.e., a pho-
ton should be emitted and collected in each excitation
cycle), small probability of emitting more than one pho-
ton per pulse (measured by the second-order coherence
function g(2)(0)), and should produce indistinguishable
photons at its output (which can thus interfere with each
other). These three parameters are critical for almost all
quantum information processing applications, although
some QKD protocols such as BB84 do not require indis-
tinguishable photons.
The basic idea employed to generate single photons on
demand is very simple: this can be done by performing
pulsed excitation of any single quantum emitter (such as
a quantum dot (QD), an atom, a molecule, a nitrogen va-
cancy center in diamond, or an impurity in semiconduc-
tor), followed by spectral filtering to isolate only one pho-
ton with desired properties at the output97. (Non-solid
state approaches to single photon sources are beyond the
scope of this review.) For example, an optical (or electri-
cal) pulse would generate carriers (electrons and holes)
inside a quantum dot; these carriers can occupy only dis-
crete energy levels resulting from quantum confinement
and Coulomb interaction in a QD. Hence, when such car-
riers recombine, they produce several photons of different
frequencies, and spectral filtering can be used to isolate
only one of them.
While multi-photon probability suppression (g2(0)) is
already small for a single, isolated quantum emitter ex-
cited using the described methods, single photon effi-
ciency and indistinguishability are poor, as photons are
emitted in random directions in space and dephasing
mechanisms are strong. However, both efficiency and in-
distinguishability can be improved by embedding a quan-
tum emitter into a cavity (with high quality factor Q and
small mode volume V), where the spontaneous emission
rate of the emitter can be enhanced relative to its value
in bulk (or free-space) as a result of its coupling to the
cavity mode (Purcell effect). In this case, the external
outcoupling efficiency increases by increasing the fraction
of photons coupled to the cavity mode that are redirected
towards a particular output where they can be collected.
In addition, as a result of the Purcell effect, the radia-
tive lifetime is reduced significantly below the dephasing
time, leading to an increase in the indistinguishability of
emitted photons (and also an increase in the possible rep-
etition rate of the source). The improvement in this case
happens as long as the radiative lifetime is well above the
relaxation time of carriers from the higher order excited
states to the first excited state (jitter time which is on
the order of 10-30 ps in self-assembled InAs/GaAs quan-
tum dots). By using this approach, single photons have
been generated with high efficiency and indistinguishabil-
ity (of up to 81%) by optical86 and electrical excitation
of quantum dots in micropillar cavities98. However, with
such incoherent excitation techniques the maximum in-
distinguishability that one could achieve is on the order
of 90% (by using Purcell effect to tune radiative lifetime
between the jitter and dephasing times). Recently, the
indistinguishability of 90% has been reported for a single
photon source based on resonant optical excitation of a
single QD weakly coupled to a micropillar cavity99: in
this case, the jitter time limitation is overcome (as car-
rier relaxation from higher order states is bypassed), but
dephasing still affects the source performance.
8Still, achieving a perfect indistinguishability necessary
for quantum computing remains to be a challenge. To
overcome this limit, one could employ cavity quantum
electrodynamics (QED) and resonant excitation of the
strongly coupled quantum dot - cavity system100. The
field of solid-state cavity QED has witnessed an expo-
nential growth in recent years, as described below, and it
is almost certain that we will see solid-state single pho-
ton sources with perfect indistinguishability in the near
future. (Non-solid state approaches97 to single photon
sources are beyond the scope of this review.)
Strong single-photon non-linearities on-chip
As mentioned above, one of the greatest challenges in
photonic quantum information processing is achieving
nonlinear interaction between two photons, which is
needed for nontrivial two qubit quantum gates and quan-
tum nondemolition measurements of photon numbers101.
This is a result of the fact that optical nonlinearities
are very small at a single photon level. In the past,
the largest nonlinearities have been realized with single
atoms strongly coupled to resonators102,103 and atomic
ensembles104. However, the field of solid state cav-
ity QED has recently witnessed a rapid progress, in-
cluding the demonstrations of strong coupling regime
in photoluminescence105–107 and coherent probing of the
strongly coupled quantum dot-cavity system108,109 It has
recently been shown that the same magnitude of nonlin-
earity can be achieved in an on-chip configuration with
a strongly coupled quantum dot-nanocavity system110.
Namely, inside a photonic crystal nanocavity contain-
ing a strongly coupled quantum dot, one can presently
achieve a controlled phase (up to pi/4) and amplitude (up
to 50%) modulation between two modes of light at the
single-photon level. Finally, photon induced tunnelling
and blockade have also been demonstrated in a solid state
system111, which makes the solid state cavity QED sys-
tems comparable to their atomic physics counterparts in
terms of the achievable strength of interaction112.
Although solid state cavity QED systems in many ways
offer many advantages over atomic cavity QED systems
(in terms of scalability, on chip architecture, miniaturiza-
tion, higher speeds resulting from smaller mode volumes,
and the elimination of need to trap quantum emitters),
inhomogeneous broadening of solid state emitters and
handling at cryogenic temperatures still pose a challenge.
Several approaches to overcome these problems have been
proposed, including alignment techniques for photonic
crystal resonators to randomly distributed self assembled
QDs113, tuning of cavities on the whole chip by digital
etching114 or gas condensation115, local tuning of cavi-
ties by photorefractives116, and local tuning of QDs by
temperature117,118 or electric field119,120. Many groups
are also working on nitrogen vacancy in diamond for ob-
taining room temperature operation121,122, but their cou-
pling to photonic structures is challenging, and strong
coupling regime has yet to be achieved.
Researchers are also looking into quantum emitters
Resonator Heating PadRidge WaveguideGrating outcouplera
b c
FIG. 6: a, A rudimentary photonic crystal quantum circuit
(from Reference87). The device consists of a PC cavity cou-
pled to a PC waveguide terminated with a grating outcoupler.
The cavity contains a single quantum dot strongly coupled to
it. For local temperature control, the cavity is placed next to
a metal pad that can be heated using an external laser beam.
To increase the thermal insulation of the structure, the PC
waveguide is interrupted and a narrow ridge waveguide link
is inserted. b, Magnified view of the grating outcoupler. c,
Magnified view of the ridge waveguide link
that are compatible with telecom wavelength operation,
but many of them have inferior properties relative to the
emitters (QDs or NV centers) operating at shorter wave-
lengths. For this reason, frequency conversion techniques
at a single photon level have been proposed and devel-
oped in recent years123, including on chip demonstration
in periodically polled lithium niobate (PPLN) waveguide
geometry124
On the other hand, atomic systems are also moving
towards chip scale realizations based on, e.g., silica mi-
crotoroid geometries15. Photonic approaches not only al-
low for a more compact realization of quantum informa-
tion processing proposals, but also enable much smaller
cavity mode volumes, and higher coupling strengths be-
tween the emitters and the cavity field, thus leading to
much stronger coupling regimes (and thus higher operat-
ing speeds) than previously achievable with larger scale
resonators.
Future Outlook
We have just witnessed the birth of the first quantum
technology based on encoding information in light for
quantum key distribution. Light seems destined to con-
tinue to have a central role in future technologies includ-
ing secure networks and quantum information process-
ing. To date qubit and CV QIP have largely been inves-
tigated separately with much progress in each. Despite
this progress, there remain many hurdles to overcome be-
fore the ultimate goal of universal QIP can be achieved.
9Combining these approaches may allow us to take advan-
tage of both regimes to overcome these hurdles, particu-
larly with respect to the power of off-line schemes based
on quantum teleportation.
As we have seen, approaches to optical quantum tech-
nologies are beginning to adopt state-of-the-art develop-
ments from the field of photonics. In the near future
we will likely see the development of photonic quan-
tum technologies driving the development of photonics
itself. Many challenges also remain in solid-state pho-
tonic quantum technologies. As mentioned above, in-
distinguishable single photons on demand have yet to be
demonstrated, but as a result of the recent breakthroughs
in solid-state cavity QED, we can expect developments
in that direction in the near future. Moreover, although
controlled phase shifts have been demonstrated between
two optical beams at a single photon level, in order to
reach a full pi phase shift, we need to enhance the cavity
QED effects and likely also cascade several of the demon-
strated elements. Finally, for the employment of these
blocks in functional quantum computers and repeaters,
we also need local quantum memory nodes, so combina-
tion of the demonstrated efficient photonic blocks with
techniques for manipulation of solid state qubits (e.g.,
quantum dot or nitrogen vacancy spin states) is critical.
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