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Abstract
By a similar idea for the construction of Milnor’s gamma functions, we introduce “higher
depth determinants” of the Laplacian on a compact Riemann surface of genus greater than one.
We prove that, as a generalization of the determinant expression of the Selberg zeta function,
this higher depth determinant can be expressed as a product of multiple gamma functions and
what we call a Milnor-Selberg zeta function. It is shown that the Milnor-Selberg zeta function
admits an analytic continuation, a functional equation and, remarkably, has an Euler product.
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1 Introduction
In 1983, Milnor ([M]) introduced a family of functions {γr(z)}r≥1 what he thought as a kind of
“higher depth gamma functions”. These are defined as partial derivatives of the Hurwitz zeta
function ζ(w, z) :=
∑∞
n=0(n + z)
−w at non-positive integer points with respect to the variable w.
∗Partially supported by Grant-in-Aid for Scientific Research (B) No. 21340011.
†Partially supported by Grant-in-Aid for Young Scientists (B) No. 21740019.
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We call γr(z) a Milnor gamma function of depth r and will denote it by Γr(z) (see [KOW2] for
several analytic properties of Γr(z)). The purpose of Milnor’s study about such functions is to
construct functions satisfying a modified version of the Kubert identity f(x) = ms−1
∑m−1
k=0 f(
x+k
m
)
([Kub]), which plays an important role in the study of Iwasawa theory.
The aim of the present paper is, as an analogue of the study of the Milnor gamma functions, to
study “higher depth determinants” of the Laplacians on compact Riemann surfaces of genus g ≥ 2
with negative constant curvature. Let us give the definition of the higher depth determinant in
more general situations. Let A be a linear operator on some space. We assume that A has only
discrete spectrum with eigenvalues 0 = λ0 < λ1 ≤ λ2 ≤ · · · → ∞. Define a spectral zeta function
ζA(w, z) of Hurwitz’s type by
ζA(w, z) :=
∞∑
j=0
(λj + z)
−w.
We further assume that the series converges absolutely and uniformly for z on any compact set in
some right half w-plane, and can be continued meromorphically to a region containing w = 1− r,
for r ∈ N. Moreover, we assume that it is holomorphic at w = 1− r. In such a situation, we define
a higher depth determinant of A of depth r by
Detr(A+ z) := exp
(
− ∂
∂w
ζA(w, z)
∣∣∣
w=1−r
)
.
When r = 1, this gives the usual (zeta-regularized) determinant of A. Notice that if A is a finite-
rank operator and λ1, . . . , λN are their eigenvalues, then we have Detr(A) =
∏N
j=1 λ
λr−1
j
j , whence
Detr(A⊕B) = (DetrA) · (DetrB) if both A and B are finite-rank.
To state our main results, let us recall the case of the determinant of the Laplacian, that is,
the case r = 1. Let H be the complex upper half plane with the Poincare´ metric and Γ a discrete,
co-compact torsion-free subgroup of SL2(R). Then, Γ\H becomes a compact Riemann surface of
genus g ≥ 2. Let ∆Γ = −y2( ∂2∂x2 + ∂
2
∂y2
) be the Laplacian on Γ\H, λj the jth eigenvalue of ∆Γ and
put Spec (∆Γ) := {λj | j ∈ N0}. We write λj = r2j + 14 where rj ∈ iR>0 if 0 ≤ λj < 14 and rj ≥ 0
otherwise. Moreover, let α±j :=
1
2 ± irj . Notice that α±j ∈ [0, 1] with α+j < α−j if 0 ≤ λj < 14 and
Re (α±j ) =
1
2 otherwise. It is shown that the series ζ∆Γ(w, z) converges absolutely for Re (w) > 1,
admits a meromorphic continuation to the whole plane C and is in particular holomorphic at w = 0
(see, e.g., [DHP, S, Vo]). Moreover, the determinant det (∆Γ − s(1 − s)) := Det1(∆Γ − s(1 − s))
can be calculated as
det
(
∆Γ − s(1− s)
)
= GΓ(s)ZΓ(s) = φ(s)
g−1ZΓ(s).(1.1)
Here, φ(s) is a meromorphic function defined by
φ(s) : = e−2(s−
1
2
)2−4(s− 1
2
)ζ′(0)+4ζ′(−1)Γ(s)−2G(s)−4
= e−2(s−
1
2
)2Γ1(s)
−2Γ2(s)4
with ζ(s), Γ(s), G(s) and Γn(s) being the Riemann zeta function, the classical gamma function, the
Barnes G-function (= a double gamma function ([B1])) and the Barnes multiple gamma function
([B2]), respectively. The other factor ZΓ(s) in (1.1) is the Selberg zeta function defined by the
Euler product
ZΓ(s) :=
∏
P∈Prim(Γ)
∞∏
n=0
(
1−N(P )−s−n) (Re (s) > 1).
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Here, Prim (Γ) is the set of all primitive hyperbolic conjugacy classes of Γ and N(P ) is the square
of the larger eigenvalue of P ∈ Prim (Γ). It is known that ZΓ(s) can be continued analytically to
the whole plane C and has the functional equation
(1.2) ZΓ(1− s) =
(
S1(s)
2S2(s)
−4
)g−1
ZΓ(s),
where Sn(s) is the normalized multiple sine function defined by (3.31) ([KK]). Notice that if we
define the complete Selberg zeta function ΞΓ(s) by
ΞΓ(s) :=
(
Γ2(s)
2Γ2(s + 1)
2
)g−1
ZΓ(s),
then, the functional equation (1.2) is equivalent to
(1.3) ΞΓ(1− s) = ΞΓ(s).
Moreover, it is known that ZΓ(s) has zeros at s = 1, 0, −k for k ∈ N with multiplicity 1, 2g − 1,
2(g − 1)(2k + 1), respectively (the latest are called the trivial zeros because they also come from
the gamma factor as the Riemann zeta function) and at s = α±j for j ∈ N (these are called the
non-trivial zeros). In particular, ZΓ(s) satisfies an analogue of the Riemann hypothesis, i.e., all
imaginary zeros of ZΓ(s) are located on the line Re (s) =
1
2 . See [D] for arithmetic trial of a
determinant expression for the Riemann zeta function.
In this paper, as generalizations of the case of r = 1, we study the function
DΓ,r(s) := Detr
(
∆Γ − s(1− s)
)
:= exp
(
− ∂
∂w
ζ∆Γ
(
w,−s(1− s))∣∣∣
w=1−r
)
for an arbitrary r ∈ N. Here, for j corresponding to the zero and the exceptional eigenvalues λj
(that is, 0 ≤ λj < 14), the summand (λj−s(1−s))−w of the spectral zeta function ζ∆Γ
(
w,−s(1−s))
is defined by (λj − s(1 − s))−w := exp(−w log(j)(λj − s(1 − s))) where log(j) is one of the branch
of the logarithm defined by (2.4) in Section 2. For the other j, as usual, we employ the principal
branch of the logarithm log which takes values in R + i(−π, π]. We will see in Section 2 that the
defining domain of DΓ,r(s) is a certain region with two connected components which are convex
and symmetric with respect to the line Re (s) = 12 .
Define the region ΩΓ by
ΩΓ := C \
(( ⋃
0≤λj< 14
[α+j , α
+
j − i∞) ∪ [α−j , α−j + i∞)
)
(1.4)
∪
( ⋃
λj≥ 14
[
α+j ,
1
2
+ i∞) ∪ [α−j , 12 − i∞)
))
.
Here, for α, β ∈ C, the semi-closed line from α to β are denoted by [α, β) and so on. Notice that
ΩΓ is connected if and only if
1
4 /∈ Spec (∆Γ) (see Figure 1). The following theorem describes main
results of this paper.
Theorem 1.1. Let r ≥ 2.
(i) The function DΓ,r(s) can be extended holomorphically to the region ΩΓ and satisfies DΓ,r(1−
s) = DΓ,r(s).
(ii) It can be written as
DΓ,r(s) = GΓ,r(s)ZΓ,r(s) = φr(s)
g−1ZΓ,r(s).(1.5)
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Figure 1: DΓ,r(s) is holomorphic in ΩΓ (
1
4 /∈ Spec (∆Γ)).
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Figure 2: φr(s) is holomorphic in C\
(
(−∞,−1]∪
[0,−i∞)).
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Figure 3: ZΓ,r(s) is holomorphic in ΩΓ\(−∞,−1]
(14 /∈ Spec (∆Γ)).
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Here, φr(s) is a holomorphic function in C \
(
(−∞,−1] ∪ [0,−i∞)) expressed as (3.16) by the
Milnor gamma functions and, further, can be written as a product of multiple gamma functions.
The other factor ZΓ,r(s), which we call a Milnor-Selberg zeta function of depth r, is a holomorphic
function in ΩΓ \ (−∞,−1] having a functional equation
(1.6) ZΓ,r(1− s) =
( 2r∏
j=1
Sj(s)
−αr,j(s− 12 )
)g−1
ZΓ,r(s)
for s ∈ ΩΓ \
(
(−∞,−1] ∪ [2,+∞)) where αr,j(t) is the polynomial defined in (3.27). Moreover,
ZΓ,r(s) has an Euler product expression in a sense that it can be written as a product and quotient
of “poly-Selberg zeta functions” Z
(m)
Γ (s) defined by an Euler product for Re (s) > 1.
Similarly to the result of r = 1, we may call GΓ,r(s) (or φr(s)) a gamma factor. Note that
φr(s) and ZΓ,r(s) are generalizations of φ(s) and ZΓ(s), respectively. Actually, one can see that
φ1(s) = φ(s), ZΓ,1(s) = ZΓ(s), α1,1(t) = −2 and α1,2(t) = 4 (see Remark 3.10) and hence the
equation (1.5) (resp. (1.6)) coincides with (1.1) (resp. (1.2)) when r = 1.
We remark that, from the equation (1.5), remarkable cancellation of the singularities on (−∞,−1]
occurs (though both functions GΓ,r(s) and ZΓ,r(s) have singularities on the above interval (see Fig-
ure 2 and 3), their product DΓ,r(s) does not). Visit also Remark 4.7 for some observations on these
singularities.
The organization of the paper is as follows. In Section 2, from the integral representation
of the spectral zeta function, we first show the existence of DΓ,r(s) and, then, study its basic
analytic properties. In particular, we give a proof of the claim (i) in Theorem 1.1 (Theorem 2.3).
Here, we make a special choice (2.4) of the log-branch which allows us reasonably to reach the
functional equation of DΓ,r(s) (see Remark 2.4). Next, using the Selberg trace formula, we derive
the factorization (1.5). In Section 3, we determine the explicit expression of the gamma factor
φr(s) in terms of the Milnor gamma function Γr(z) (Proposition 3.6). Furthermore, we give two
other expressions of φr(s); one by the Barnes multiple gamma functions Γn(z) (Theorem 3.9), and
another by the Vigne´ras multiple gamma functions Gn(z) (Corollary 3.11). We notice that the
latter two take advantage of observing analytic properties of φr(s). Using ladder relations of the
multiple gamma and sine functions, we also have a functional equation of φr(s) (Theorem 3.13). In
Section 4, via the expression (1.5), we study analytic properties of the Milnor-Selberg zeta function
ZΓ,r(s) such as an analytic continuation and a functional equation (Theorem 4.1). Moreover,
introducing a “poly-Selberg zeta function” Z
(m)
Γ (s) by a certain Euler product (which is regarded
as another generalization of the Selberg zeta function), we show that ZΓ,r(s) can be expressed as a
product and quotient of Z
(m)
Γ (s) (Theorem 4.11). This is nothing but the Euler product expression
of ZΓ,r(s).
In the course of the explicit determination of the gamma factor φr(s), we will encounter the
following series involving the Hurwitz zeta function;
Rm(t, z) :=
∞∑
j=1
ζ(2j + 1, z)
2j +m+ 1
t2j+m+1.
This type of series has been studied in several places (see, e.g., [A, KS]). It will be shown that the
exponential of such a series (with z = 12) is expressed as a product of the Milnor gamma function
(Proposition 3.4). We also note that a similar discussion developed in this paper yields explicit
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expressions of the higher depth determinants of the Laplacian on the higher dimensional spheres
([Y]). See also [WY] for number theoretic analogues of the present study.
In this paper, as usual, C, R, Q are respectively denoted by the field of all complex, real and
rational numbers. We also use the notations Z, N and N0 to denote the set of all rational, positive
and non-negative integers, respectively.
2 Higher depth determinants
2.1 Existence and basic properties
Let ∆Γ be the Laplacian on the compact Riemann surface Γ\H of genus g ≥ 2, 0 = λ0 < λ1 ≤
λ2 ≤ · · · → ∞ the eigenvalues of ∆Γ and Spec (∆Γ) := {λj | j ∈ N0}. For T ≥ 0, define θ(T )∆Γ (t) :=∑
λj≥T e
−λjt. It is known that θ(T )∆Γ (t) converges absolutely for Re (t) > 0 and has the asymptotic
formula θ
(T )
∆Γ
(t) ∼ ∑∞n=−1 c(T )n tn as t ↓ 0 with c(T )−1 6= 0 (see, e.g., [R]). Notice that c(T )−1 is not
depend on T and hence we denote it by c−1. Define ζ
(T )
∆Γ
(w, z) :=
∑
λj≥T (λj + z)
−w where we let
(λj + z)
−w := exp(−w log (λj + z)) for all j ∈ N0. In particular, we put ζ∆Γ(w, z) := ζ(0)∆Γ(w, z).
The series ζ
(T )
∆Γ
(w, z) converges absolutely and uniformly in any compact set in {w ∈ C |Re (w) >
1} × {z ∈ C |Re (z) > −T} and hence defines a holomorphic function in the region. At first, one
easily sees the following
Lemma 2.1. The function ζ
(T )
∆Γ
(w, z) admits a meromorphic continuation to the region C × {z ∈
C |Re (z) > −T} with a simple pole at w = 1 and being regular otherwise. In other words, it can
be written as
ζ
(T )
∆Γ
(w, z) =
c−1
w − 1 + ψ
(T )
∆Γ
(w, z),
where ψ
(T )
∆Γ
(w, z) is a holomorphic function in C× {z ∈ C |Re (z) > −T}.
Proof. Let Re (w) > 1 and Re (z) > −T . Then, from the integral expression
(2.1) ζ
(T )
∆Γ
(w, z) =
1
Γ(w)
∫ ∞
0
twe−ztθ(T )∆Γ (t)
dt
t
,
for any N ∈ N0, we have
ζ
(T )
∆Γ
(w, z) =
1
Γ(w)
∫ 1
0
twe−zt
(
θ
(T )
∆Γ
(t)−
N∑
n=−1
c(T )n t
n
)dt
t
+
1
Γ(w)
∫ 1
0
twe−zt
( N∑
n=−1
c(T )n t
n
)dt
t
+
1
Γ(w)
∫ ∞
1
twe−ztθ(T )∆Γ (t)
dt
t
=
1
Γ(w)
∫ 1
0
twe−zt
(
θ
(T )
∆Γ
(t)−
N∑
n=−1
c(T )n t
n
)dt
t
+
1
Γ(w)
N∑
n=−1
c(T )n
∫ 1
0
tw+n−1
( ∞∑
m=0
(−zt)m
m!
)
dt+
1
Γ(w)
∫ ∞
1
twe−ztθ(T )∆Γ (t)
dt
t
,
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whence
ζ
(T )
∆Γ
(w, z) =
1
Γ(w)
∫ 1
0
twe−zt
(
θ
(T )
∆Γ
(t)−
N∑
n=−1
c(T )n t
n
)dt
t
(2.2)
+
1
Γ(w)
N∑
n=−1
∞∑
m=0
c
(T )
n (−z)m
m!(w + n+m)
+
1
Γ(w)
∫ ∞
1
twe−ztθ(T )∆Γ (t)
dt
t
.
Since θ
(T )
∆Γ
(t) −∑Nn=−1 c(T )n tn = O(tN+1) as t ↓ 0, the first integral in the righthand-side of (2.2)
converges absolutely for Re (w) > −(N + 1) and hence, as a function of w, defines a holomorphic
function in the region. The second term defines a meromorphic function on C having a simple pole
at w = 1 (notice that the points w = 0,−1,−2, . . . are not poles of ζ(T )∆Γ (w, z) because of the gamma
factor). Moreover, since Re (z) > −T , the last integral converges absolutely for all w ∈ C, whence
it defines an entire function. Therefore, letting N →∞, we obtain a meromorphic continuation of
ζ
(T )
∆Γ
(w, z) to C× {z ∈ C |Re (z) > −T}.
We now study the higher depth determinants. From Lemma 2.1, the function
Det(T )r
(
∆Γ + z
)
:= exp
(
− ∂
∂w
ζ
(T )
∆Γ
(w, z)
∣∣∣
w=1−r
)
is well-defined and is holomorphic in {z ∈ C |Re (z) > −T}. Notice that, since ∂
∂w
ζ
(T )
∆Γ
(w, z)
∣∣
w=1−r
is holomorphic, by the definition, Det
(T )
r (∆Γ + z) has no zeros in the region. In particular, we put
Detr(∆Γ + z) := Det
(0)
r (∆Γ + z).
Proposition 2.2. The function Detr(∆Γ + z) can be continued analytically to
(i) an entire function with zeros at z = −λj when r = 1.
(ii) a holomorphic function in C \ (−∞, 0] with no zeros when r ≥ 2.
Proof. Let Re (z) > 0. Then, for any T > 0, we have
ζ∆Γ(w, z) =
∑
0≤λj<T
(λj + z)
−w + ζ(T )∆Γ (w, z).
From Lemma 2.1, the righthand-side is holomorphic at w = 1− r. Hence, differentiating both sides
at w = 1− r, we have
Detr
(
∆Γ + z
)
=
∏
0≤λj<T
exp
(
(λj + z)
r−1 log(λj + z)
)
· Det(T )r
(
∆Γ + z
)
.(2.3)
When r = 1, since exp(log (λj + z)) = λj + z, the first factor in the righthand-side of (2.3) is a
polynomial and hence is entire. This shows that Det1(∆Γ + z) can be extended analytically to
{z ∈ C |Re (z) > −T}. When r ≥ 2, the first factor in this case is holomorphic in ⋂0≤λj<T C \
(−∞,−λj ] = C\(−∞, 0], whence Detr(∆Γ+z) can be extended to {z ∈ C |Re (z) > −T}\(−T, 0].
Therefore, letting T →∞, one obtains the desired claim.
Based on the above discussions, we next study the case z = −s(1 − s). Write λj = r2j + 14
where rj ∈ iR>0 if 0 ≤ λj < 14 and rj ≥ 0 otherwise. Moreover, let α±j := 12 ± irj . We notice
that λj − s(1 − s) = (s − α+j )(s − α−j ) and α±j ∈ [0, 1] with α+j < α−j if 0 ≤ λj < 14 and
Re (α±j ) =
1
2 otherwise. As is the case of the previous discussion, we also start from the zeta
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function ζ
(T )
∆Γ
(w,−s(1−s)) =∑λj≥T (λj−s(1−s))−w, however, in this case, for small j, we replace
the branch of the logarithm. Namely, we let (λj − s(1 − s))−w := exp(−w log(j)(λj − s(1 − s)))
where
log(j)(λj − s(1− s)) := log |λj − s(1− s)|(2.4)
+ i
{(
arg+(s− α+j ) + arg−(s− α−j )
)
(0 ≤ λj < 14),
arg
(
(s− α+j )(s − α−j )
)
(λj ≥ 14)
with the argument arg± being respectively taken as −12π ≤ arg+ z < 32π and −32π ≤ arg− z < 12π
for z ∈ C. We notice that log(j) = log if λj ≥ 14 . It is easy to see that lj(s) := log(j)(λj − s(1− s))
is a single-valued holomorphic function in Wj where
Wj :=
C \
([
α+j , α
+
j − i∞
) ∪ [α−j , α−j + i∞)) (0 ≤ λj < 14 ),
C \
([
α+j ,
1
2
+ i∞) ∪ [α−j , 12 − i∞)) (λj ≥ 14),
and satisfies the trivial functional equation lj(1 − s) = lj(s) for s ∈ Wj . Let U (T ) := {s ∈
C |Re (−s(1 − s)) > −T} (see Figures 4, 5 and 6 for T = 0, T = 14 and T > 14 , respectively).
Note that U (T ) has two connected components if 0 ≤ T ≤ 14 and is connected otherwise. Clearly,
limT→∞ U (T ) = C. Moreover, let W (T ) :=
⋂
λj>T
Wj. Notice that W
(T ) ⊃ U (T ). From Lemma 2.1,
the function ζ
(T )
∆Γ
(w,−s(1−s)) is meromorphic in C× (W (T )∩U (T )) = C×U (T ) and is in particular
holomorphic at w = 1− r for all r ∈ N. Let D(T )Γ,r (s) := Det(T )r (∆Γ− s(1− s)), which is holomorphic
in U (T ) and satisfies D
(T )
Γ,r (1 − s) = D(T )Γ,r (s) for s ∈ U (T ). Define the region ΩΓ :=
⋂∞
j=0Wj . Notice
that ΩΓ is equal to the righthand-side of (1.4) and remark that it is connected if and only if
1
4 /∈ Spec (∆Γ). Similarly to the previous discussion, an analytic continuation of DΓ,r(s) := D
(0)
Γ,r(s)
beyond the region U := U (0) is given as follows. Let jΓ := min{j |λj ≥ 14} and T > λjΓ(≥ 14). For
s ∈ U , we have
DΓ,r(s) = e
(T )
Γ,r (s) ·D(T )Γ,r (s),(2.5)
where
e
(T )
Γ,r (s) :=
∏
0≤λj<T
exp
((
λj − s(1− s)
)r−1
log(j)
(
λj − s(1− s)
))
.
Note that, by the definition, e
(T )
Γ,r (s) also satisfies the trivial functional equation e
(T )
Γ,r (1−s) = e(T )Γ,r (s).
When r = 1, since e
(T )
Γ,1 (s) is again a polynomial, it is an entire function. On the other hand, when
r ≥ 2, e(T )Γ,r (s) is holomorphic in ΩΓ. From the equation (2.5), these show that DΓ,r(s) can be
extended to U (T ) if r = 1 and U (T ) ∩ ΩΓ otherwise. Therefore, letting T → ∞ and noting that
limT→∞ U (T ) ∩ΩΓ = ΩΓ, one obtains the following
Theorem 2.3. The function DΓ,r(s) can be continued analytically to
(i) an entire function with zeros at s = α±j when r = 1.
(ii) a holomorphic function in ΩΓ with no zeros when r ≥ 2.
Moreover, DΓ,r(s) satisfies the functional equation DΓ,r(1− s) = DΓ,r(s).
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Figure 4: U = U (0).
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Figure 6: U (T ) with T > 14 .
Remark 2.4. Define the region U± := U ∩ {s ∈ C | ± Re (s) > ±12}. Notice that U = U+ ⊔ U−.
Since the function DΓ,r(s) is defined on each region U
±, let us write the restriction of DΓ,r to U±
as D±Γ,r. It is clear that
(2.6) D∓Γ,r(1− s) = D±Γ,r(s) (s ∈ U±).
When r ≥ 2 and 14 /∈ Spec (∆Γ), the statements of Theorem 2.3 are equivalent to the following.
Both functions D±Γ,r(s) can be continued analytically to the region ΩΓ and the equation D
+
Γ,r(s) =
D−Γ,r(s)(= DΓ,r(s)) (s ∈ ΩΓ) follows from the identity theorem. Hence, from (2.6), the functional
equation of DΓ,r(s) is immediate.
Remark 2.5. Let r ≥ 2. Then, the function DΓ,r(s) is also extended beyond the region U even if
we take the principal branch of the logarithm to define (λj − s(1− s))−w for all j ∈ N0. Actually,
by the same manner as above, one can show that DΓ,r(s) admits an analytic continuation to the
region C\ ([0, 1]∪ (12 + iR)), which never become connected for any Γ. Moreover, one finds that our
choice of the log-branch is compatible with a functional equation and an Euler product expression
of the Milnor-Selberg zeta function ZΓ,r(s) established in Section 4.
2.2 Calculations of the spectral zeta function
In this subsection, we study the function ζ∆Γ(w,−s(1 − s)) by using the Selberg trace formula
∞∑
j=0
fˆ(rj) =
∑
γ∈Hyp (Γ)
logN(δγ)
N(γ)
1
2 −N(γ)− 12
f
(
logN(γ)
)
+ (g − 1)
∫ ∞
−∞
fˆ(r)r tanh(πr)dr.(2.7)
Here, Hyp (Γ) is the set of all hyperbolic conjugacy classes in Γ, δγ ∈ Prim (Γ) for γ ∈ Hyp (Γ) is the
unique element satisfying γ = δkγ for some k ≥ 1 and f is a test function whose Fourier transform
fˆ(r) :=
∫∞
−∞ f(x)e
−irxdx satisfies the conditions fˆ is holomorphic in the band {r ∈ C | |Im r| <
1
2 + δ}, fˆ(−r) = fˆ(r) and fˆ(r) = O(|r|−2−δ) as |r| → ∞ for some δ > 0,
Let Re (w) > r with r ∈ N and s ∈ U . Throughout the present paper, we always denote by
t = t(s) := s− 12 . From (2.1) with T = 0, we have
ζ∆Γ
(
w + 1− r,−s(1− s)) = 1
Γ(w + 1− r)
∫ ∞
0
ξw+1−re−t
2ξ
( ∞∑
j=0
e−r
2
j ξ
)dξ
ξ
.
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Applying the trace formula (2.7) with the test function f(x) = 1
2
√
πξ
e−
x2
4ξ (then fˆ(r) = e−r2ξ) to
the inner sum in the above integral and changing the order of the integrations, we have
ζ∆Γ
(
w + 1− r,−s(1− s)) = ΘΓ,r(w, t) + (g − 1)∫ ∞
−∞
(
x2 + t2
)−w+r−1
x tanh(πx)dx(2.8)
= ΘΓ,r(w, t) + 2(g − 1)
r−1∑
ℓ=0
(
r − 1
ℓ
)
t2(r−1−ℓ)J2ℓ+1(w, t),
where
ΘΓ,r(w, t) :=
1
Γ(w + 1− r)
∫ ∞
0
ξw+1−rθΓ(ξ, t)
dξ
ξ
with
θΓ(ξ, t) :=
1
2
√
πξ
∑
γ∈Hyp (Γ)
logN(δγ)
N(γ)
1
2 −N(γ)− 12
e
−t2ξ− (logN(γ))2
4ξ
and
(2.9) Jm(w, t) :=
∫ ∞
0
ϕm(x;w, t)dx
with
ϕm(x;w, t) := (x
2 + t2)−wxm tanh(πx).
Here, (x2 + t2)−w := exp(−w log (x2 + t2)). We call Jm(w, t) an m-th moment function. When
s ∈ U , since Re (t2) > 14 and there exists a constant εΓ > 0 such that logN(γ) > εΓ for all
γ ∈ Hyp (Γ), the integral in ΘΓ,r(w, t) converges absolutely for all w ∈ C and hence ΘΓ,r(w, t)
defines an entire function as a function of w. Moreover, we will show in the next section that
Jm(w, t) can be continued meromorphically to the whole w-plane C and is in particular holomorphic
at w = 0. Therefore, differentiating both sides of (2.8) at w = 0, we see that the higher depth
determinant DΓ,r(s) can be expressed as
(2.10) DΓ,r(s) = GΓ,r(s)ZΓ,r(s),
where GΓ,r(s) := φr(s)
g−1 with
φr(s) :=
r−1∏
ℓ=0
exp
(
− ∂
∂w
J2ℓ+1(w, t)
∣∣∣
w=0
)2(r−1ℓ )t2(r−1−ℓ)
(2.11)
and
ZΓ,r(s) : = exp
(
− ∂
∂w
ΘΓ,r(w, t)
∣∣∣
w=0
)
.(2.12)
Our next task is to examine each factor φr(s) and ZΓ,r(s) more precisely.
3 Gamma factors φr(s)
3.1 Derivative of the moment function Jm(w, t) at w = 0
To obtain an explicit expression of the gamma factor φr(s), let us study the function Jm(w, t)
defined by (2.9). Notice that, for a fixed s ∈ C, the integral Jm(w, t) converges absolutely for
Re (w) > m+12 and hence, as a function of w, defines a holomorphic function in the region. In
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what follows, from the definition (2.11), we may assume that m is odd. Moreover, for simplicity,
we assume that 12 < s < 1, which implies that 0 < t <
1
2 . Then, as a function of z, ϕm(z;w, t)
is holomorphic in {z ∈ C |Re (z) > 0} and is naturally continued meromorphically to the region
C \ ((−∞, 0] ∪ [−it, it]) by extending log (z2 + t2).
Suppose that Re (w) > m+12 . Let R be a sufficiently large positive integer and ε a small real
number. Consider the counterclockwise contour integral with the integrand ϕm(z;w, t) (on the
z-plane) along the path
C(t;R, ε) := [+0, R] ⊔ C+(0;R) ⊔ [−R,−0] ⊔ L−(t; ε) ⊔ C(it; ε) ⊔ L+(t; ε),
where C+(0;R) is the semi-circle in the upper half plane with radius R centered at the origin,
C(it; ε) is the circle with radius ε centered at it and L+(t; ε) (resp. L−(t; ε)) is the right (resp. left)
side of the segment connecting 0 and (1− ε)it. We take ε so small that the circle C(it; ε) contains
no points of the form i(k + 12 ), that is, the poles of tanh(πz), for all k ∈ N0 (see Figure 7).
PSfrag replacements
Re
Im
−R R
C
C+
iR
L+L−
i 1
2
...
i(R− 1
2
)
it
Figure 7: C(t;R, ε).
The residue theorem yields
(3.1)
∫
C(t;R,ε)
ϕm(z;w, t)dz = 2i
m+1e−πiw
R−1∑
k=0
(
k +
1
2
)−2w+m(
1− t2(k + 1
2
)−2)−w
.
On the other hand, we have∫
C(t;R,ε)
ϕm(z;w, t)dz =
∫
C+(0;R)
ϕm(z;w, t)dz +
(∫
[−R,−0]
+
∫
[+0,R]
)
ϕm(z;w, t)dz(3.2)
+Am(w, t; ε) +Bm(w, t; ε),
where
Am(w, t; ε) :=
(∫
L+(t;ε)
+
∫
L−(t;ε)
)
ϕm(z;w, t)dz,
Bm(w, t; ε) :=
∫
C(it;ε)
ϕm(z;w, t)dz.
Now, let us calculate each integral in the righthand-side of (3.2). At first, it is easy to see that the
integral on C+(0;R) converges to 0 as R → +∞ because it is O(Rm+1−2Re (w)). Next, since m is
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odd and arg(z2 + t2) = 0 (resp. 2π) if z ∈ [+0, R] (resp. z ∈ [−R,−0]), we have(∫
[−R,−0]
+
∫
[+0,R]
)
ϕm(z;w, t)dz = (1 + e
−2πiw)
∫ R
0
ϕm(x;w, t)dx.
= 2e−πiw cos(πw)
∫ R
0
ϕm(x;w, t)dx.
This shows that
lim
R→+∞
(∫
[−R,−0]
+
∫
[+0,R]
)
ϕm(z;w, t)dz = 2e
−πiw cos(πw)Jm(w, t).
Finally, we calculate Am(w, t; ε) and Bm(w, t; ε). Notice that both functions are entire as functions
of w and, by the Cauchy integral theorem, do not depend on the choice of ε. Since arg(z2+ t2) = 0
(resp. 2π) if z ∈ L+(t; ε) (resp. z ∈ L−(t; ε)), we have
Am(w, t; ε) = (1− e−2πiw)
∫ (1−ε)t
0
ϕm(iξ;w, t)idξ
= 2im+1t−2we−πiw sin(πw)
∫ (1−ε)t
0
(
1− ξ
2
t2
)−w
ξm tan(πξ)dξ,
whence
Am(w, t; ε) = lim
ε→0
Am(w, t; ε) = 2i
m+1t−2we−πiw sin(πw)
∫ t
0
(
1− ξ
2
t2
)−w
ξm tan(πξ)dξ.
Moreover, by straightforward calculations, we see that Bm(w, t; ε) = O(ε
1−Re (w)) as ε → 0. This
shows that Bm(w, t; ε) = limε→0Bm(w, t; ε) = 0 for Re (w) < 1, whence, by the identity theorem,
Bm(w, t; ε) = 0 for all w ∈ C. Therefore, letting R→ +∞ in the formulas (3.1) and (3.2), we have
Jm(w, t) =
im+1
cos(πw)
(
Jm,1(w, t) + Jm,2(w, t)
)
,(3.3)
where
Jm,1(w, t) := −t−2w sin(πw)
∫ t
0
(
1− ξ
2
t2
)−w
ξm tan(πξ)dξ,(3.4)
Jm,2(w, t) :=
∞∑
k=0
(
k +
1
2
)−2w+m(
1− t2(k + 1
2
)−2)−w
.(3.5)
The function Jm,1(w, t) is clearly entire as a function of w. Let us calculate the derivative of
Jm,1(w, t) at w = 0. To do that, we employ the following basic multiple trigonometric functions
([KOW1], see also [KK]). Put P1(u) := (1 − u) and Pn(u) := (1 − u) exp(u + u22 + · · · + u
n
n
) for
n ≥ 2. Then, the basic multiple sine Sn(z) and cosine function Cn(z) are respectively defined by
Sn(z) : =

2πz
∏
m∈Z
m6=0
P1
( z
m
)
= 2πz
∞∏
m=1
(
1− z
2
m2
)
= 2 sin(πz) (n = 1),
exp
( zn−1
n− 1
) ∏
m∈Z
m6=0
(
Pn
( z
m
)
Pn
(− z
m
)(−1)n−1)mn−1
(n ≥ 2),
Cn(z) : =
∏
m∈Z
m:odd
Pn
( z
(m2 )
)(m
2
)n−1
= Sn(2z)21−nSn(z)−1.
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Notice that, when n ≥ 2, Sn(0) = Cn(0) = 1. Moreover, for z 6= 0, we have the following integral
expressions.
Sn(z) = exp
(∫ z
0
πξn−1 cot(πξ)dξ
)
, Cn(z) = exp
(
−
∫ z
0
πξn−1 tan(πξ)dξ
)
.(3.6)
Proposition 3.1. It holds that
(3.7)
∂
∂w
Jm,1(w, t)
∣∣∣
w=0
= log Cm+1(t).
Proof. From (3.4), we have
Jm,1(w, t) = −
(
1 +O(w)
)(
πw +O(w3)
) ∫ t
0
(
1 +O(w)
)
ξm tan(πξ)dξ
=
(
−
∫ t
0
πξm tan(πξ)dξ
)
w +O(w2).
Hence, the claim follows from the formula (3.6).
We next study the function Jm,2(w, t). We first show the following
Lemma 3.2. We have
Jm,2(w, t) =
∞∑
j=0
(
w + j − 1
j
)
t2jζ
(
2w + 2j −m, 1
2
)
.(3.8)
This gives a meromorphic continuation to the whole plane C as a function of w with possible simple
poles at w = m+12 − j for j ∈ N0. In particular, it is holomorphic at w = 0.
Proof. Notice that, since 0 < t < 12 (recall that we assume that
1
2 < s < 1), it holds that
|t2(k + 12)−2| < 1 for all k ≥ 0. Therefore, from (3.5), using the binomial theorem, we have
Jm,2(w, t) =
∞∑
k=0
(
k +
1
2
)−2w+m ∞∑
j=0
(
w + j − 1
j
)
t2j
(
k +
1
2
)−2j
=
∞∑
j=0
(
w + j − 1
j
)
t2jζ
(
2w + 2j −m, 1
2
)
.
Hence one obtains the expression (3.8). Moreover, since ζ(2w + 2j −m, 12) is uniformly bounded
with respect to j, this gives a meromorphic continuation to C. Now the rest of assertions is clear
because the Hurwitz zeta function ζ(w, z) has a simple pole at w = 1. Notice that the origin is not
a pole of Jm,2(w, t) since, when j =
m+1
2 ≥ 1,
(
w+j−1
j
)
= O(w) as w→ 0.
Before calculating the derivative of Jm,2(w, t) at w = 0, let us recall the multiple gamma
functions, which is defined via the Barnes multiple zeta function ([B2])
ζn(w, z) :=
∑
m1,...,mn≥0
1
(m1 + · · ·+mn + z)w (Re (w) > n).
This clearly gives a generalization of the Hurwitz zeta function; ζ1(w, z) = ζ(w, z). It is known
that ζn(w, z) can be continued meromorphically to the whole plane C with possible simple poles at
w = 1, 2, . . . , n. The multiple gamma function Γn,r(z) of depth r is defined by
Γn,r(z) := exp
( ∂
∂w
ζn(w, z)
∣∣∣
w=1−r
)
.
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In particular, we put Γn(z) := Γn,1(z) and Γr(z) := Γ1,r(z). These are respectably called the Barnes
multiple gamma function ([B2]) and the Milnor gamma function of depth r ([M], see also [KOW2]).
From the Lerch formula ∂
∂w
ζ(w, z)
∣∣
w=0
= log Γ(z)√
2π
, we have Γ1,1(z) = Γ1(z) = Γ1(z) =
Γ(z)√
2π
, whence
these in fact give generalizations of the classical gamma function. We remark that Γn(z)
−1 is an
entire function with zeros at z = −k of order (k+n−1
n−1
)
for k ∈ N0.
From the expression (3.8), it can be written as
Jm,2(w, t) = ζ
(
2w −m, 1
2
)
+
m−1
2∑
j=1
(
w + j − 1
j
)
t2jζ
(
2w + 2j −m, 1
2
)
+
(
w + m+12 − 1
m+1
2
)
tm+1ζ
(
2w + 1,
1
2
)
+
∞∑
j=m+3
2
(
w + j − 1
j
)
t2jζ
(
2w + 2j −m, 1
2
)
=: T1(w, t) + T2(w, t) + T3(w, t) + T4(w, t).
Using the expansions
(
w+j−1
j
)
= 1
j
(w +H(j − 1)w2 + O(w3)) as w → 0 for j ≥ 1 where H(m) :=∑m
k=1
1
k
and ζ(w, z) = 1
w−1 − ψ(z) + O(w − 1) as w → 1 where ψ(z) := ddz log Γ(z) = Γ
′
Γ (z) is the
digamma function and employing the formula ζ(1−m, z) = −Bm(z)
m
for m ∈ N where Bm(z) is the
Bernoulli polynomial defined by xe
zx
ex−1 =
∑∞
m=0Bm(z)
xm
m! , we have
T1(w, t) = ζ
(−m, 1
2
)
+
∂
∂w
ζ
(
2w −m, 1
2
)∣∣∣
w=0
w +O(w2)(3.9)
= −Bm+1(
1
2 )
m+ 1
+
(
2 logΓm+1
(1
2
))
w +O(w2),
T2(w, t) =
m−1
2∑
j=1
1
j
(
w +O(w2)
)
t2j
(
ζ
(
2j −m, 1
2
)
+O(w)
)
(3.10)
=
(
−
m−1
2∑
j=1
Bm+1−2j(12)
j(m+ 1− 2j) t
2j
)
w +O(w2),
T3(w, t) =
tm+1
m+1
2
(
w +H
(m− 1
2
)
w2 +O(w3)
)( 1
2w
− ψ(1
2
)
+O(w2)
)
(3.11)
=
1
m+ 1
tm+1 +
(
2
m+ 1
(1
2
H
(m− 1
2
)− ψ(1
2
))
tm+1
)
w +O(w2),
T4(w, t) =
∞∑
j=m+3
2
1
j
(
w +O(w2)
)
t2j
(
ζ
(
2j −m, 1
2
)
+O(w)
)
(3.12)
=
(
2Rm(t)
)
w +O(w2)
as w→ 0. Here, Rm(t) is defined by
Rm(t) :=
∞∑
j=1
ζ
(
2j + 1, 12
)
2j +m+ 1
t2j+m+1.
This yields the following
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Proposition 3.3. It holds that
∂
∂w
Jm,2(w, t)
∣∣∣
w=0
= 2
m+1∑
k=1
(−1)k
(
m
k − 1
)
tm+1−k logΓk
(
t+
1
2
)
(3.13)
− log Cm+1(t) + 1
m+ 1
(
H
(m− 1
2
)− 2H(m))tm+1.
Proof. This follows from the identity ∂
∂w
Jm,2(w, t)
∣∣
w=0
=
∑4
j=1
∂
∂w
Tj(w, t)
∣∣
w=0
together with (3.9),
(3.10), (3.11), (3.12) and the following proposition, which will be proved in Subsection 3.4.
Proposition 3.4. Let m ≥ 1 be an odd integer. Then, we have
Rm(t) =
m+1∑
k=1
(−1)k
(
m
k − 1
)
tm+1−k logΓk
(
t+
1
2
)− 1
2
log Cm+1(t)(3.14)
− 1
m+ 1
(
H(m)− ψ(1
2
))
tm+1 +
1
2
m−1
2∑
j=1
Bm+1−2j(12 )
j(m+ 1− 2j) t
2j − logΓm+1
(1
2
)
.
From the equation (3.3), noting that cos(πw)−1 = 1 +O(w2) as w→ 0, we have
∂
∂w
Jm(w, t)
∣∣∣
w=0
= im+1
(
∂
∂w
Jm,1(w, t)
∣∣∣
w=0
+
∂
∂w
Jm,2(w, t)
∣∣∣
w=0
)
.
Therefore, substituting (3.7) and (3.13) into this equation, one eventually obtains the derivative of
the moment function Jm(w, t) at w = 0.
Proposition 3.5. It holds that
∂
∂w
Jm(w, t)
∣∣∣
w=0
=
im+1
m+ 1
(
H
(m− 1
2
)− 2H(m))tm+1(3.15)
+ 2im+1
m+1∑
k=1
(−1)k
(
m
k − 1
)
tm+1−k logΓk
(
t+
1
2
)
.
3.2 Explicit expressions of φr(s)
We obtain the following expression of φr(s) by the Milnor gamma functions.
Proposition 3.6. We have
φr(s) = e
− (2r)!!
r2(2r−1)!!
(s− 1
2
)2r
2r∏
k=r
Γk(s)
( rk−r)
2k
r
(−1)k+r−1(2s−1)2r−k .(3.16)
To prove this, we need the following lemmas about sums of the binomial coefficients.
Lemma 3.7. Let r ∈ N. Then, the following equality holds;
Cr : =
r−1∑
ℓ=0
(
r − 1
ℓ
)
(−1)ℓ
ℓ+ 1
(
H(ℓ)− 2H(2ℓ+ 1)) = − (2r)!!
r2(2r − 1)!! .(3.17)
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Proof. Since H(ℓ)− 2H(2ℓ+1) = −2∑ℓk=0 12k+1 (we understand that H(ℓ) = 0 if ℓ ≤ 0), changing
the order of the summations, we have
(3.18) Cr = −2
r−1∑
k=0
1
2k + 1
r−1∑
ℓ=k
(
r − 1
ℓ
)
(−1)ℓ
ℓ+ 1
= −2
r
r−1∑
k=0
(
r − 1
k
)
(−1)k
2k + 1
.
Here, we have used the formula
∑r−1
ℓ=k
(
r−1
ℓ
) (−1)ℓ
ℓ+1 =
(−1)k
r
(
r−1
k
)
, which is easily obtained by induction
on k. Therefore, since the sum on the rightmost-hand side of (3.18) is equal to the beta integral∫ 1
0
(1− x2)r−1dx = 1
2
B(
1
2
, r) =
Γ(12)Γ(r)
2Γ(r + 12 )
=
(2r)!!
2r(2r − 1)!! ,
one obtains the desired formula.
Lemma 3.8. (i) Let r ∈ N and 1 ≤ k ≤ 2r. Then, the following equality holds;
Dr(k) :=
r−1∑
ℓ=⌊k−1
2
⌋
4(−1)ℓ+k
(
r − 1
ℓ
)(
2ℓ+ 1
k − 1
)
=
(
r
k − r
)
2k
r
(−1)k+r−122r−k.(3.19)
In particular, Dr(k) = 0 if 1 ≤ k ≤ r − 1.
(ii) Let 1 ≤ p ≤ 2r. Then, the following equality holds;
(3.20) D˜r,p :=
2r∑
k=p
(
k − 1
k − p
)
Dr(k) =

0 (p : odd),
4
(
r − 1
p
2 − 1
)
(−1) p2−1 (p : even).
Proof. From the binomial expansion (1− t2)r−1 =∑r−1ℓ=0 (r−1ℓ )t2ℓ, one sees that
Dr(k) =
4(−1)k
(k − 1)!
dk−1
dtk−1
(
t
(
1− t2)r−1)∣∣∣
t=1
(3.21)
=
4(−1)k
(k − 1)!
[
dk−1
dtk−1
(
1− t2)r−1∣∣∣
t=1
+(k − 1) d
k−2
dtk−2
(
1− t2)r−1∣∣∣
t=1
]
.
This shows that Dr(k) = 0 if 1 ≤ k ≤ r − 1. Now, let r ≤ k ≤ 2r and j ≥ r − 1. Then, by the
Leibniz rule, we have
dj
dtj
(
1− t2)r−1∣∣∣
t=1
=
dj
dtj
(
(1− t)r−1(1 + t)r−1
)∣∣∣
t=1
=
j∑
m=0
(
j
m
)( dm
dtm
(1− t)r−1
)∣∣∣
t=1
·
( dj−m
dtj−m
(1 + t)r−1
)∣∣∣
t=1
= j!
(
r − 1
j − r + 1
)
(−1)r−122r−2−j .
Hence, from (3.21), using this formula with j = k− 1 and k− 2, one obtains (3.19). Moreover, it is
clear that the equation (3.19) is also valid for 1 ≤ k ≤ r− 1 because ( r
k−r
)
= 0 for such a k. Hence
the claim (i) follows. We next show the claim (ii). Consider the generating function
∑2r
p=1 D˜r,px
p.
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Changing the order of the summations and using the formula (3.19), we see that this is equal to
2r∑
p=1
2r∑
k=p
(
k − 1
k − p
)
Dr(k)x
p =
2r∑
k=1
Dr(k)x(1 + x)
k−1
= 4x2(1− x2)r−1
= 4
r∑
p=1
(
r − 1
p− 1
)
(−1)p−1x2p.
Hence the claim follows.
We now give the proof of Proposition 3.6.
Proof of Proposition 3.6. From the equation (3.15), changing the order of the products, we have
φr(s) = e
Crt
2r
r−1∏
ℓ=0
2ℓ+2∏
k=1
Γk
(
t+
1
2
)4(−1)ℓ+k(r−1ℓ )(2ℓ+1k−1)t2r−k(3.22)
= eCrt
2r
2r∏
k=1
Γk(s)
Dr(k)t2r−k .
Therefore, one immediately obtains the formula from (3.17) and (3.19).
To clarify the analytic properties of φr(s), let us rewrite the expression (3.16) in terms of the
Barnes multiple gamma functions. The following expression is obtained in [KOW2];
(3.23) Γr(z) =
r∏
j=1
Γj(z)
cr,j(z),
where, for r ≥ 1 and j ≥ 1, cr,j(z) is the polynomial in z defined by
cr,j(z) :=
j−1∑
l=0
(
j − 1
l
)
(−1)l(z − l − 1)r−1.(3.24)
For example, cr,r(z) = (r− 1)!, cr,r−1(z) = 12 (2z − r)(r− 1)!, . . . and cr,1(z) = (z − 1)r−1. It is easy
to see that the polynomial cr,j(z) satisfies the recursion formula
cr,j(z) = (z − 1)cr−1,j(z) + (j − 1)cr−1,j−1(z − 1).
From this, noting that c1,j(z) = (1 − 1)j−1 = 0 for j ≥ 2, we have cr,j(z) = 0 for 1 ≤ r ≤ j − 1.
Notice that cr,j(z) is also given by the generating function
(3.25) (T + z)r−1 =
r∑
j=1
cr,j(z)
(
T + j − 1
j − 1
)
.
For x ∈ R, let us denote ⌊x⌋ by the largest integer not exceeding x. Then, we have the following
expression of φr(s) in terms of the Barnes multiple gamma functions.
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Theorem 3.9. We have
φr(s) = e
− (2r)!!
r2(2r−1)!!
(s− 1
2
)2r
2r∏
j=1
Γj(s)
αr,j(s− 12 ),(3.26)
where αr,j(t) is the even polynomial defined by
αr,j(t) : = 4
r∑
ℓ=⌊ j+1
2
⌋
(
r − 1
ℓ− 1
)
(−1)ℓ−1c2ℓ,j
(1
2
)
t2r−2ℓ.(3.27)
This gives
(i) a meromorphic continuation of φr(s) to the whole plane C with poles at s = −k of order
2(2k + 1) for k ∈ N0 when r = 1.
(ii) an analytic continuation to the region C \ ((−∞,−1] ∪ [0,−i∞)) when r ≥ 2.
Proof. From the equations (3.22) and (3.23), it suffices to show that
(3.28) αr,j(t) =
2r∑
k=j
ck,j
(
t+
1
2
)
Dr(k)t
2r−k.
Actually, from the equation (3.24), the righthand-side of (3.28) is rewritten as
2r∑
k=j
(
j−1∑
l=0
(
j − 1
l
)
(−1)l(t− 1
2
− l)k−1)Dr(k)t2r−k
=
j−1∑
l=0
(
j − 1
l
)
(−1)l
(
2r∑
k=j
k−1∑
m=0
(
k − 1
m
)(−1
2
− l)(k−m)−1Dr(k)t2r−(k−m)
)
.
Putting k −m = p in the inner sums, one sees that this is equal to
2r∑
p=1
(
2r∑
k=max{p,j}
(
k − 1
k − p
)
Dr(k)
)(
j−1∑
l=0
(
j − 1
l
)
(−1)l(1
2
− l − 1)p−1)t2r−p
=
2r∑
p=1
(
2r∑
k=max{p,j}
(
k − 1
k − p
)
Dr(k)
)
cp,j
(1
2
)
t2r−p.
Moreover, the summand for p = 1, 2, . . . , j − 1 vanishes because cp,j(z) = 0, whence, consequently,
this can be written as
∑2r
p=j D˜r,pcp,j(
1
2)t
2r−p. Therefore, from (3.20), one obtains the equation
(3.28). The rest of the assertion follows from the equations α1,1(t) = −2 and α1,2(t) = 4 and the
fact that the point z = −k is a zero of Γj(z)−1 of order
(
k+j−1
j−1
)
. This ends the proof.
Remark 3.10. From the equations cr,r−1(z) = 12(2z − r)(r − 1)! and cr,r(z) = (r − 1)!, one sees
that both αr,2r−1(t) and αr,2r(t) are integers respectively given by
αr,2r−1(t) = 4(−1)r−1c2r,2r−1
(1
2
)
= (−1)r(4r − 2)(2r − 1)!,
αr,2r(t) = 4(−1)rc2r,2r
(1
2
)
= 4(−1)r−1(2r − 1)!.
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We next give an expression of φr(s) via the Vigne´ras multiple gamma function Gn(z), which are
characterized by a generalization of the Bohr-Mollerup theorem ([Vi]). Notice that G1(z) = Γ(z)
and G2(z) = G(z) where G(z) is the Barnes G-function studied in [B1]. From [SC, p. 87 (27)], we
know that Gn(z) is essentially equal to Γn(z);
(3.29) Gn(z) = e
(−1)n ∑n−1j=0 bn,j(z)ζ′(−j) · Γn(z)(−1)n−1 .
Here, bn,j(z) is the polynomial of degree n − 1 − j defined by the generating function
(
j+n−1
n−1
)
=∑n−1
k=0 bn,k(z)(j + z)
k. To be more precise, let s(n,m) be the Stirling number of the first kind
defined by (z)n =
∑n
m=0(−1)n+ms(n,m)zm where (z)n := Γ(z+n)Γ(z) = z(z + 1) · · · (z + n − 1) is the
Pochhammer symbol. Then, it is given by bn,k(z) =
(−1)n−1−k
(n−1)!
∑n−1
m=k
(
m
k
)
s(n,m + 1)zm−k. The
following expression is immediately obtained from (3.26) together with the identity (3.29).
Corollary 3.11. We have
φr(s) = e
− (2r)!!
r2(2r−1)!!
(s− 1
2
)2r+
∑2r−1
ℓ=0 βr,ℓ(s− 12 )ζ′(−ℓ)
2r∏
j=1
Gj(s)
(−1)j−1αr,j(s− 12 ).(3.30)
Here, βr,ℓ(t) is the polynomial defined by
βr,ℓ(t) : =
2r∑
j=ℓ+1
bj,ℓ
(
t+
1
2
)
αr,j(t).
Example 3.12. Let t = s− 12 . Then, from (3.26) and (3.30), we have
φ1(s) = e
−2t2Γ1(s)−2Γ2(s)4
= e−2t
2−4tζ′(0)+4ζ′(−1)G1(s)−2G2(s)−4,
φ2(s) = e
− 2
3
t4Γ1(s)
−2t2+ 1
2Γ2(s)
4t2−13Γ3(s)36Γ4(s)−24
= e−
2
3
t4−8t2ζ′(−1)+12tζ′(−2)−4ζ′(−3)G1(s)−2t
2+ 1
2G2(s)
−4t2+13G3(s)36G4(s)24,
φ3(s) = e
− 16
45
t6Γ1(s)
−2t4+t2− 1
8Γ2(s)
4t4−26t2+ 121
4 Γ3(s)
72t2−330Γ4(s)−48t
2+1020Γ5(s)
−1200Γ6(s)480
= e−
16
45
t6−16t3ζ′(−2)+32t2ζ′(−3)−20tζ′(−4)+4ζ′(−5)
×G1(s)−2t4+t2−
1
8G2(s)
−4t4+26t2− 121
4 G3(s)
72t2−330G4(s)48t
2−1020G5(s)−1200G6(s)−480.
Notice that the expression of φ(s) = φ1(s) is obtained in [Vo].
3.3 Functional equations of φr(s)
In this subsection, we establish a functional equation of φr(s). To do that, we first recall the
normalized multiple sine function Sn(z) studied in [KK];
(3.31) Sn(z) := Γn(z)
−1Γn(n − z)(−1)n .
Notice that, from the reflection formula, we have S1(z) = 2 sin(πz) = S1(z). We remark that it is
shown in [KK, Theorem 2.14] that Sn(z) can be expressed as a product of Sj(z) for j = 1, 2, . . . , n
and vice versa.
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Theorem 3.13. We have
(3.32) φr(1− s) =
( 2r∏
k=1
Sk(s)
αr,k(s− 12 )
)
φr(s)
for all
(i) s ∈ C when r = 1.
(ii) s ∈ C \ ((−∞,−1] ∪ [2,+∞) ∪ [0,−i∞) ∪ [1,+i∞)) when r ≥ 2.
To obtain this, we need the following lemmas.
Lemma 3.14. We have
(3.33) Γn(1− z) =
n∏
j=1
(
Sj(z)Γj(z)
)(−1)j(n−1j−1).
Proof. Let En(z) := Sn(z)Γn(z). Note that, from the ladder relations
Γn(z + 1) = Γn(z)Γn−1(z)−1,(3.34)
Sn(z + 1) = Sn(z)Sn−1(z)−1,(3.35)
we have En(z + 1) = En(z)En−1(z)−1. Here, we put Γ0(z) := z−1 and S0(z) := −1. By the
definition (3.31), we have En(z)
(−1)n = Γn(n − z). Hence, using the relation (3.34) repeatedly, we
have
En(z)
(−1)n = Γn(n− z) = Γn(1− z)
n−2∏
m=0
Γn−1
(
n− 1− (z +m))−1
= Γn(1− z)
n−2∏
m=0
En−1(z +m)(−1)
n
.
Therefore, using the equation En−1(z +m) =
∏n−1
j=n−1−mEj(z)
(−1)n−1−j( mn−1−j), which is obtained
from the ladder relation of En(z) and the formula
∑b
m=a
(
m
a
)
=
(
b+1
b−a
)
, one sees that
Γn(1− z) = En(z)(−1)n
(
n−2∏
m=0
En−1(z +m)(−1)
n
)−1
= En(z)
(−1)n
(
n−2∏
m=0
n−1∏
j=n−1−m
Ej(z)
(−1)j+1( mn−1−j)
)−1
= En(z)
(−1)n
n−1∏
j=1
Ej(z)
(−1)j ∑n−2m=n−1−j ( mn−1−j)
=
n∏
j=1
Ej(z)
(−1)j(n−1j−1).
This shows the claim.
Lemma 3.15. For 1 ≤ k ≤ 2r, we have
(3.36) αr,k(t) = (−1)k
2r∑
j=k
(
j − 1
k − 1
)
αr,j(t).
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Proof. Write the righthand-side of (3.36) as α˜r,k(t). It suffices to show that
∑2r
k=1 αr,k(t)
(
T+j−1
j−1
)
=∑2r
k=1 α˜r,k(t)
(
T+j−1
j−1
)
. In fact, from (3.27), using the formula (3.25), we have
2r∑
k=1
αr,k(t)
(
T + j − 1
j − 1
)
= 4t2r−2
(
T +
1
2
)(
1− (T +
1
2)
2
t2
)r−1
.
On the other hand, using the identity
∑j
k=1(−1)k
(
j−1
k−1
)(
T+k−1
k−1
)
= −(−T+j−2
j−1
)
, we have
2r∑
k=1
α˜r,k(t)
(
T + j − 1
j − 1
)
= −
2r∑
j=1
αr,j(t)
(
(−T − 1) + j − 1
j − 1
)
= −4t2r−2(−T − 1
2
)(
1− (−T −
1
2 )
2
t2
)r−1
= 4t2r−2
(
T +
1
2
)(
1− (T +
1
2 )
2
t2
)r−1
.
Hence the claim follows.
We now give a proof of Theorem 3.13.
Proof of Theorem 3.13. We first notice that both functions t2r and αr,j(t) are invariant under the
transform s 7→ 1− s because they are even polynomials in t. Hence, replacing s with 1− s in (3.26)
and using the formulas (3.33) and (3.36), we have
φr(1− s) = e−
(2r)!!
r2(2r−1)!!
t2r
2r∏
j=1
(
j∏
k=1
(
Sk(s)Γk(s)
)(−1)k(j−1k−1))αr,j(t)
= e
− (2r)!!
r2(2r−1)!!
t2r
2r∏
k=1
(
Sk(s)Γk(s)
)(−1)k ∑2rj=k (j−1k−1)αr,j(t)
=
( 2r∏
k=1
Sk(s)
αr,k(t)
)
φr(s).
This shows the equation (3.32).
3.4 Proof of Proposition 3.4
Let m ∈ N0. The aim of this subsection is to give a proof of Proposition 3.4. Let
Rm(t, z) :=
∞∑
j=1
ζ(2j + 1, z)
2j +m+ 1
t2j+m+1 (|t| < |z|).
Note that Rm(t) = Rm(t,
1
2). We start from the identity ([SC, p.159 (4)])
R0(t, z) =
∞∑
j=1
ζ(2j + 1, z)
2j + 1
t2j+1 =
1
2
(
log Γ(z − t)− log Γ(z + t)
)
+ tψ(z) (|t| < |z|).
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Letting z = 12 , we have
Rm(t) =
∫ t
0
ξm
d
dξ
R0
(
ξ,
1
2
)
dξ(3.37)
= −1
2
∫ t
0
ξm
(
ψ
(1
2
− ξ)+ ψ(1
2
+ ξ
))
dξ +
1
m+ 1
ψ(
1
2
)tm+1
= −Φm
(
t,
1
2
)− 1
2
log Cm+1(t) + 1
m+ 1
ψ(
1
2
)tm+1,
where
Φm(t, z) :=
∫ t
0
ξmψ(ξ + z)dξ.
Notice that, in the last equality, we have used the formula ψ(12 − ξ) = ψ(12 + ξ) − π tan(πξ) and
(3.6). Hence, it is enough to evaluate the integral Φm(t, z). Define the polynomials nA−k(z) for
1 ≤ k ≤ n− 1 and nBm(z) for m ∈ N0 by the generating function
te(n−z)t
(et − 1)n =
n−1∑
k=1
(−1)knA−k(z)t−k +
∞∑
m=0
(−1)mnBm(z) t
m
m!
.
These are called the Barnes multiple Bernoulli polynomials ([B2]). Notice that the degree of nBm(z)
is m + n − 1. Since 1Bm(z) = Bm(z), nBm(z) gives a generalization of the Bernoulli polynomial.
In fact, using the polynomial nBm(z), one can evaluate the special values of the Barnes multiple
zeta function ζn(w, z) at non-positive integer points;
(3.38) ζn(1−m, z) = −nBm(z)
m
(m ∈ N).
To obtain an explicit expression of Φm(t, z), we first show the following
Lemma 3.16. It holds that
(3.39) (m+ 1)
∫ t
0
ξm log Γn,r(ξ + z)dξ
=
m+1∑
k=1
(−1)k−1
(
m+ 1
k
)(
r + k − 1
k
)−1
tm+1−k log Γn,r+k(t+ z) + Pn,r(t, z;m),
where Pn,r(t, z;m) is the polynomial in t of degree n+ r +m defined by
Pn,r(t, z;m) : =
m+1∑
k=1
(−1)kH(r, r + k − 1)
r + k
(
m+ 1
k
)(
r + k − 1
k
)−1
tm+1−knBr+k(t+ z)(3.40)
+ (−1)m+1
(
m+ r
m+ 1
)−1(
log Γn,m+r+1(z) − H(r,m+ r)
m+ r + 1
nBm+r+1(z)
)
with H(m,n) :=
∑n
k=m
1
k
= H(n)−H(m− 1) for n ≥ m.
Proof. Integration by parts yields∫ t
0
ξm(ξ + α)−wdξ =
m+1∑
k=1
(−1)k−1m!
(m+ 1− k)!
tm+1−k(t+ α)−w+k
(−w + 1)k
+ (−1)m+1m! α
−w+m+1
(−w + 1)m+1 .
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Hence, for Re (w) > m+ n+ 1, changing the order of the integral and summation, we have∫ t
0
ξmζn(w, ξ + z)dξ =
∑
m1,...,mn≥0
∫ t
0
ξm
(
ξ + (m1 + · · ·+mn + z)
)−w
dξ
=
m+1∑
k=1
(−1)k−1m!
(m+ 1− k)!
tm+1−kζn(w − k, t+ z)
(−w + 1)k + (−1)
m+1m!
ζn(w −m− 1, z)
(−w + 1)m+1 .
This gives a meromorphic continuation of the lefthand-side to the whole plane C. Now the desired
formula (3.39) immediately follows from the above equation by differentiating both sides at w = 1−r
together with the following equation obtained from (3.38);
∂
∂w
(ζn(w − k, z)
(−s+ 1)k
)∣∣∣
w=1−r
=
1
(r)k
(
log Γn,r+k(z)− 1
r + k
H(r, r + k − 1)nBr+k(z)
)
.
Corollary 3.17. It holds that
(3.41) Φm(t, z) =
m+1∑
k=1
(−1)k+1
(
m
k − 1
)
tm+1−k logΓk(t+ z) + Pm(t, z),
where Pm(t, z) is the polynomial in t of degree m+ 1 defined by
Pm(t, z) : =
1
m+ 1
H(m)tm+1 +
m∑
l=1
(−1)l+mBm+1−l(z)
l(m+ 1− l) t
l + (−1)m+1 logΓm+1(z).(3.42)
Proof. From the formula (3.39), we have
Φm(t, z) = t
m logΓ1(t+ z)−m
∫ t
0
ξm−1 log Γ1,1(ξ + z)dξ
=
m+1∑
k=1
(−1)k+1
(
m
k − 1
)
tm+1−k logΓk(t+ z)− P1,1(t, z;m − 1).
Here, we have used the identity Γ1,1(z) = Γ1(z) =
Γ(z)√
2π
. Hence it suffices to show that
(3.43) −P1,1(t, z;m− 1) = Pm(t, z).
From the definition (3.40), using the identity Bm(t + z) =
∑m
l=0
(
n
l
)
Bl(z)t
m−l and changing the
order of the summations, we have
−P1,1(t, z;m− 1) = (−1)
m+1
m+ 1
m+1∑
l=0
(
m+ 1
l
)
dl(m)Bm+1−l(z)tl
+
(−1)mH(m)
m+ 1
Bm+1(z) + (−1)m+1 logΓm+1(z),
where dl(m) :=
∑l
k=0
(
l
k
)
(−1)kH(m − k). This implies that, to obtain the equation (3.43), it is
enough to show that
dl(m) =

H(m) (l = 0),
(−1)l−1 (m− l)!(l − 1)!
m!
(1 ≤ l ≤ m),
(−1)m+1H(m) (l = m+ 1).
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Actually, the case l = 0 is clear. Let 1 ≤ l ≤ m + 1 and Fl(s) :=
∑∞
m=0 dl(m)s
m a generating
function of dl(m). Then, from the identity
∑∞
m=1H(m)s
m = −(1− s)−1 log (1− s), we have
Fl(s) =
l∑
k=0
(
l
k
)
(−s)k
∞∑
m=1
H(m)sm = −(1− s)l−1 log (1− s).
Hence, by the Leibniz rule, we have
dl(m) =
1
m!
dm
dsm
Fl(s)
∣∣∣
s=0
= − 1
m!
m∑
k=0
(
m
k
)
dm−k
dsm−k
(
(1− s)l−1) dk
dsk
(
log (1− s))∣∣∣
s=0
(3.44)
=
m∑
k=max{m+1−l,1}
(−1)m−k
k
(
l − 1
m− k
)
.
When 1 ≤ l ≤ m, this is equal to
l−1∑
k=0
(−1)k
m− k
(
l − 1
k
)
=
∫ 1
0
xm−1(1− x−1)l−1dx = (−1)l−1 (m− l)!(l − 1)!
m!
.
On the other hand, when l = m+1, using the formula ψ(m) = −γ +H(m− 1) for m ∈ N and the
equation (see, e.g., [SC, p.15 (13)])∫ 1
0
(1− ξ)z−1 − 1
ξ
dξ = −γ − ψ(z) (Re (z) > 0),
where γ = 0.57721 . . . is the Euler constant, we see that the rightmost-hand side of (3.44) equals
(−1)m
m∑
k=1
(−1)k
k
(
m
k
)
= (−1)m
∫ 1
0
(1− x)m − 1
x
dx = (−1)m+1H(m).
This completes the proof.
We now give the proof of Proposition 3.4.
Proof of Proposition 3.4. Notice that, since m is odd, Bm+1−l(12 ) = 0 if l is odd. Hence one obtains
the formula (3.14) from (3.37) together with the formulas (3.41) and (3.42) with z = 12 .
4 Milnor-Selberg zeta functions ZΓ,r(s)
In this final section, we study the Milnor-Selberg zeta function ZΓ,r(s). Recall that ZΓ,r(s) is
defined by (2.12) and is holomorphic in the region U (see Figure 4).
4.1 Analytic properties of ZΓ,r(s)
The following theorem is easily obtained from the earlier discussion.
Theorem 4.1. The function ZΓ,r(s) can be continued analytically to
(i) the whole plane C when r = 1.
(ii) ΩΓ \ (−∞,−1] when r ≥ 2.
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Moreover, it satisfies the functional equation
(4.1) ZΓ,r(1− s) =
( 2r∏
j=1
Sj(s)
−αr,j(s− 12 )
)g−1
ZΓ,r(s)
for all
(i) s ∈ C when r = 1.
(ii) s ∈ ΩΓ \
(
(−∞,−1] ∪ [2,+∞)) when r ≥ 2.
Proof. From (2.10), we have
(4.2) ZΓ,r(s) = φr(s)
−(g−1)DΓ,r(s).
This gives the desired analytic continuation from Theorem 2.3 and Theorem 3.9. The functional
equation (4.1) immediately follows from Theorem 2.3 and Theorem 3.13.
To study a “complete Milnor-Selberg zeta function”, we need the following lemma.
Lemma 4.2. For 0 ≤ l ≤ 2r − 1, let
αˆr,l(t) := (−1)l
2r−l∑
j=1
(
2r − j
l
)
αr,j(t).
Then, for 1 ≤ m ≤ 2r, we have
(4.3)
2r−1∑
l=2r−m
(
l
2r −m
)
αˆr,l(t) = (−1)mαr,m(t).
Proof. Using the equation
∑b
l=a(−1)l
(
l
a
)(
b
l
)
= δa,b(−1)a where δa,b is the Kronecker delta, we have
2r−1∑
l=2r−m
(
l
2r −m
)
αˆr,l(t) =
m∑
j=1
(
2r−j∑
l=2r−m
(−1)l
(
l
2r −m
)(
2r − j
l
))
αr,j(t) = (−1)mαr,m(t).
The following gives a generalization of the functional equation (1.3).
Corollary 4.3. Define the complete Milnor-Selberg zeta function by
(4.4) ΞΓ,r(s) :=
(2r−1∏
l=0
Γ2r(s+ l)
αˆr,l(s− 12 )
)g−1
ZΓ,r(s).
Then, we have
(4.5) ΞΓ,r(s) = e
(2r)!!
r2(2r−1)!!
(g−1)(s− 1
2
)2r · DΓ,r(s).
In particular, ΞΓ,r(s) is
(i) an entire function when r = 1.
(ii) a holomorphic function in ΩΓ when r ≥ 2.
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Moreover, it satisfies the functional equation
ΞΓ,r(1− s) = ΞΓ,r(s)
for all
(i) s ∈ C when r = 1.
(ii) s ∈ ΩΓ when r ≥ 2.
Proof. It is sufficient to prove the equation (4.5). To do that, from (2.10) with (3.26), it is enough
to show that
∏2r−1
l=0 Γ2r(s+ l)
αˆr,l(t) =
∏2r
m=1 Γm(s)
αr,m(t). Actually, from the ladder relation (3.34),
one can show that Γ2r(s+ l) =
∏l
j=0 Γ2r−j(s)
(−1)j(lj). This yields
2r−1∏
l=0
Γ2r(s + l)
αˆr,l(t) =
2r−1∏
l=0
l∏
j=0
Γ2r−j(s)
(−1)j(lj)αˆr,l(t)
=
2r∏
m=1
Γm(s)
(−1)m ∑2r−1
l=2r−m (
l
2r−m)αˆr,l(t)
=
2r∏
m=1
Γm(s)
αr,m(t).
In the last equality, we have used the equation (4.3). This completes the proof.
Example 4.4. Let t = s− 12 . Then, we have
ΞΓ,1(s) =
(
Γ2(s)
2Γ2(s + 1)
2
)g−1
ZΓ,1(s) = ΞΓ(s),
ΞΓ,2(s) =
(
Γ4(s)
− 1
2
+2t2Γ4(s+ 1)
− 23
2
−2t2Γ4(s+ 2)−
23
2
−2t2Γ4(s+ 3)−
1
2
+2t2
)g−1
ZΓ,2(s),
ΞΓ,3(s) =
(
Γ6(s)
1
8
−t2+2t4Γ6(s+ 1)
237
8
−21t2−6t4Γ6(s+ 2)
841
4
+22t2+4t4
× Γ6(s+ 3)
841
4
+22t2+4t4Γ6(s+ 4)
237
8
−21t2−6t4Γ6(s+ 5)
1
8
−t2+2t4)g−1ZΓ,3(s).
Remark 4.5. Using the ladder relations (3.34) and (3.35), one can prove that
2r∏
j=1
Sj(s)
αr,j(t) =
∏2r−1
l=0 Γ2r(1− s+ l)αˆr,j (t)∏2r−1
l=0 Γ2r(s+ l)
αˆr,j(t)
.
This reads the definition (4.4) of the complete Milnor-Selberg zeta function.
Remark 4.6. The equation (4.5) implies that we can get rid of the singularities of ZΓ,r(s) in
(−∞,−1] by multiplying suitable gamma factors. Moreover, it also says that the Milnor-Selberg
zeta function ZΓ,r(s) has no “non-trivial zeros” because DΓ,r(s) does have no zeros.
Remark 4.7. Let f(s) be a function on C and m(s) a polynomial. Suppose that it can be written
as f(s) = (s − a)m(s)g(s) around s = a where g(s) is a holomorphic function at s = a with
g(a) 6= 0. In this case, let us say that f(s) has a “multiplicity polynomial m(s) at s = a” and write
m(s) = m(s; f, a). It is clear that this is a generalization of the multiplicity (or order) of zeros or
poles of meromorphic functions (they are the case m(s) ∈ Z). For example, if f(s) has a zero (resp.
a pole) of order n at s = a, then the multiplicity polynomial of f(s)q(s) for a polynomial q(s) at
s = a is given by m(s; f q, a) = nq(s) (resp. −nq(s)).
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From the expression (4.2), for k ∈ N, one can see that
(4.6) m(s;ZΓ,r,−k) = 2(g − 1)(2k + 1)(s − k)r−1(s− k − 1)r−1.
In particular, when r = 1, this coincides with the multiplicity 2(g − 1)(2k + 1) of the trivial zero
s = −k of the Selberg zeta function ZΓ(s). The equation (4.6) is obtained as follows; from the
equation (4.2) and the expression (3.26) together with the fact that Γj(s)
−1 has a zero at s = −k
of order
(
k+j−1
j−1
)
, it can be written as
ZΓ,r(s) =
(
2r∏
j=1
(s+ k)
(g−1)(k+j−1j−1 )αr,j(t)
)
· zΓ,r(s),
where zΓ,r(s) is some holomorphic function at s = −k with zΓ,r(−k) 6= 0. This shows that
m(s;ZΓ,r,−k) = (g − 1)
2r∑
j=1
(
k + j − 1
j − 1
)
αr,j(t)
= 4(g − 1)
r∑
l=1
[
2ℓ∑
j=1
c2ℓ,j
(1
2
)(k + j − 1
j − 1
)](
r − 1
ℓ− 1
)
(−1)ℓ−1t2r−2ℓ
= 2(g − 1)(2k − 1)t2r−2
r−1∑
ℓ=0
(
r − 1
ℓ
)(
−(k + 1
2
)2
t−2
)ℓ
= 2(g − 1)(2k − 1)
(
t2 − (k + 1
2
)2)r−1
.
Note that, in the third equality, we have employed the formula (3.25).
4.2 Poly-Selberg zeta functions
In order to study an Euler product expression of the Milnor-Selberg zeta function ZΓ,r(s), we now
introduce a certain generalization of the Selberg zeta function.
For m ∈ N, define the function Z(m)Γ (s) by the following Euler product.
(4.7) Z
(m)
Γ (s) :=
∏
P∈Prim (Γ)
∞∏
n=0
Hm
(
N(P )−s−n
)(logN(P ))−m+1
,
where Hm(z) := exp(−Lim(z)) with Lim(z) :=
∑∞
k=1
zk
km
being the polylogarithm of degree m.
This infinite product converges absolutely for Re (s) > 1. We call Z
(m)
Γ (s) a poly-Selberg zeta
function of degree m. Notice that, since Li1(z) = − log (1− z) and hence H1(z) = 1− z, we have
Z
(1)
Γ (s) = ZΓ(s). To give an analytic continuation of Z
(m)
Γ (s), we first show the following
Lemma 4.8. It holds that
− logZ(m)Γ (s) =
∑
γ∈Hyp (Γ)
logN(δγ)
N(γ)
1
2 −N(γ)− 12
N(γ)−s+
1
2
(logN(γ))m
(Re (s) > 1).(4.8)
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Proof. Note that N(P k) = N(P )k and hence logN(P k) = k logN(P ) for P ∈ Prim (Γ) and k ∈ N.
Hence, from the definition (4.7), we have
− logZ(m)Γ (s) =
∑
P∈Prim (Γ)
∞∑
n=0
∞∑
k=1
N(P )−(s+n)k
km(logN(P ))m−1
=
∑
P∈Prim (Γ)
∞∑
k=1
N(P )−ks
km(logN(P ))m−1
1
1−N(P )−k
=
∑
P∈Prim (Γ)
∞∑
k=1
logN(P )
N(P k)
1
2 −N(P k)− 12
N(P k)−s+
1
2
(logN(P k))m
.
Writing P k = γ, one obtains the desired expression.
The poly-Selberg zeta function satisfies a differential ladder relation. As a consequence, when
m ≥ 2, one can obtain an iterated integral representation of Z(m)Γ (s) which gives an analytic
continuation beyond the line Re (s) = 1.
Proposition 4.9. (i) It holds that
dm−1
dsm−1
logZ
(m)
Γ (s) = (−1)m−1 logZΓ(s) (Re (s) > 1).(4.9)
(ii) Fix a ∈ C with Re (a) > 1. Then, for m ≥ 2, we have
Z
(m)
Γ (s) = Q
(m)
Γ (s, a) exp
(∫ s
a
∫ ξm−1
a
· · ·
∫ ξ2
a︸ ︷︷ ︸
m−1
logZΓ(ξ1)dξ1 · · · dξm−1
)(−1)m−1
,(4.10)
where Q
(m)
Γ (s, a) :=
∏m−2
k=0 Z
(m−k)
Γ (a)
(−1)k
k!
(s−a)k . If 14 /∈ Spec (∆Γ), then this gives an analytic
continuation of Z
(m)
Γ (s) to the region ΩΓ \ (−∞,−1], otherwise, to the region Ω+Γ := ΩΓ ∩ {s ∈
C |Re (s) > 12}.
Proof. We first show the equation (4.9). The case m = 1 is clear because Z
(1)
Γ (s) = ZΓ(s). Let
m ≥ 2. From (4.8) (or the differential equation d
dz
Lim(z) =
1
z
Lim−1(z)), we have
(4.11)
d
ds
logZ
(m)
Γ (s) = − logZ(m−1)Γ (s).
Using this equation repeatedly, one obtains the equation (4.9). We next show (ii) by induction on
m. Assume that 14 /∈ Spec (∆Γ). Let m = 2. Then, integrating the equation (4.9) with m = 2, we
have
logZ
(2)
Γ (s) = logZ
(2)
Γ (a)−
∫ s
a
logZΓ(ξ)dξ.(4.12)
Here, we take the path in Re (s) > 1. This immediately shows the equation (4.10) with m = 2
for Re (s) > 1. Here, in the righthand-side of (4.12), one can move s freely in the region in where
logZΓ(s) is single-valued and holomorphic, that is, ΩΓ \ (−∞,−1] (notice that the Selberg zeta
function ZΓ(s) has zeros at s = 1, 0,−k for k ∈ N and s = α±j for j ∈ N). Hence the equation
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(4.10) gives an analytic continuation of Z
(2)
Γ (s) to ΩΓ \ (−∞,−1]. Now, assume that the claim (ii)
holds for m− 1. Then, we have
logZ
(m−1)
Γ (ξ) =
m−1∑
k=0
(−1)k
k!
(ξ − a)k logZ(m−1−k)Γ (a)(4.13)
+ (−1)m−2
∫ ξ
a
∫ ξm−2
a
· · ·
∫ ξ2
a︸ ︷︷ ︸
m−2
logZΓ(ξ1)dξ1 · · · dξm−2.
Taking the integral of the equation (4.13) together with the formula (4.11), we have
logZ
(m)
Γ (s) = logZ
(m)
Γ (a) +
m−3∑
k=0
(−1)k+1
(k + 1)!
(s − a)k+1 logZ(m−(k+1))Γ (a)
+ (−1)m−2
∫ s
a
∫ ξ
a
∫ ξm−2
a
· · ·
∫ ξ1
a︸ ︷︷ ︸
m−2
logZΓ(ξ1)dξ1 · · · dξm−2dξ.
Therefore, by the same discussion as above, one shows the claim (ii) for all m ≥ 2. The proof works
similarly for the case 14 ∈ Spec (∆Γ) (notice that Ω+Γ is the connected component of ΩΓ which
includes the region {s ∈ C |Re (s) > 1}).
Remark 4.10. The discussion above can be applied to a general scheme for arbitrary number fields.
In fact, let L(s, π) be a L-functions attached to irreducible cuspidal automorphic representation π
of GLd(AK), where K is an algebraic number field and AK is the adele ring of K. We have shown
in [WY] that, as a generalization of the result in [D], a “higher depth regularized products” of the
non-trivial zeros of L(s, π) can be evaluated as a product of the Milnor gamma functions and “poly
L-functions”, which are similarly defined by an Euler product as the poly-Selberg zeta function.
4.3 Euler product expressions of ZΓ,r(s)
The following formula can be regarded as an Euler product expression of ZΓ,r(s) (remark that the
poly-Selberg zeta function Z
(m)
Γ (s) is defined by the Euler product (4.7)).
Theorem 4.11. It holds that
(4.14) ZΓ,r(s) =
(
r−1∏
m=0
Z
(r+m)
Γ (s)
(r−1+m)!
m!(r−1−m)!
(2s−1)r−1−m
)(r−1)!(−1)r−1
.
Proof. We start from the definition (2.12). Let s ∈ U+ := U ∩ {s ∈ C |Re (s) > 12}. Then, using
the formula ∫ ∞
0
ξwe−(aξ+
b
ξ
) dξ
ξ
= 2
( b
a
)w
2
Kw(2a
1
2 b
1
2 ) (Re (a) > 0, Re (b) > 0),
where Kν(x) is the modified Bessel function of the second kind, we have
ΘΓ,r(w, t) =
1√
πΓ(w + 1− r)
×
∑
γ∈Hyp (Γ)
logN(δγ)
N(γ)
1
2 −N(γ)− 12
( logN(γ)
2t
)w+ 1
2
−r
Kw+ 1
2
−r
(
t logN(γ)
)
.
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Here, employing the asymptotic formulas
1
Γ(w + 1− r) = (−1)
r−1(r − 1)!w +O(w2),( logN(γ)
2t
)w+ 1
2
−r
=
( logN(γ)
2t
) 1
2
−r
+O(w)
and
Kw+ 1
2
−r
(
t logN(γ)
)
= K 1
2
−r
(
t logN(γ)
)
+O(w)
as w→ 0 together with the equation (see, e.g., [EMOT])
K 1
2
−r(y) = Kr− 1
2
(y) =
( π
2y
) 1
2
e−y
r−1∑
m=0
(2y)−m
(r − 1 +m)!
m!(r − 1−m)! ,
one can see from (4.8) that
logZΓ,r(s) = − ∂
∂w
ΘΓ,r(w, t)
∣∣∣
w=0
(4.15)
= (−1)r−1(r − 1)!
r−1∑
m=0
(r − 1 +m)!
m!(r − 1−m)!(2t)
r−1−m logZ(r+m)Γ (s).
This shows the expression (4.14).
Example 4.12. Let t = s− 12 . Then, we have
ZΓ,1(s) = Z
(1)
Γ (s) = ZΓ(s),
ZΓ,2(s) = Z
(2)
Γ (s)
−(2t)Z(3)Γ (s)
−2,
ZΓ,3(s) = Z
(3)
Γ (s)
2(2t)2Z
(4)
Γ (s)
12(2t)Z
(5)
Γ (s)
24.
Remark 4.13. We remark that, when r ≥ 2 and 14 /∈ Spec (∆Γ), from Proposition 4.9, the
expression (4.14) also gives an analytic continuation of ZΓ,r(s) to the region ΩΓ \ (−∞,−1]. (We
have already known this fact from Theorem 4.1. See Figure 3 in Section 1.)
Finally, as is the case of Z
(m)
Γ (s), we show that the Milnor-Selberg zeta function ZΓ,r(s) also
satisfies a differential ladder relation and hence has an iterated integral representation, which again
gives an analytic continuation to ΩΓ \ (−∞,−1] if 14 /∈ Spec (∆Γ).
Corollary 4.14. (i) It holds that
(4.16)
( 1
2s− 1
d
ds
)r−1
logZΓ,r(s) = (r − 1)! logZΓ(s) (s ∈ U+).
(ii) Fix a ∈ U+. Then, for r ≥ 2, we have
ZΓ,r(s) = QΓ,r(s, a) exp
(∫ s
a
∫ ξr−1
a
· · ·
∫ ξ2
a︸ ︷︷ ︸
r−1
(r−1∏
j=1
(2ξj − 1)
)
logZΓ(ξ1)dξ1 · · · dξr−1
)(r−1)!
,(4.17)
where QΓ,r(s, a) :=
∏r−2
k=0 ZΓ,r−k(a)
(r−1k )(s−a)k(s+a−1)k . If 14 /∈ Spec (∆Γ), then this gives an analytic
continuation of ZΓ,r(s) to the region ΩΓ \ (−∞,−1], otherwise, to the region Ω+Γ .
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Proof. To prove the equation (4.16), it is sufficient to show for r ≥ 2 that
(4.18)
( 1
2s− 1
d
ds
)
logZΓ,r(s) = (r − 1) logZΓ,r−1(s).
Actually, from the expression (4.15) together with (4.11), one sees that
d
ds
logZΓ,r(s) = (−1)r(r − 1)!
r−2∑
m=0
(r +m− 2)!
m!(r −m− 2)! (2s − 1)
r−m−1 logZ(m+r−1)Γ (s)
= (2s − 1)(r − 1) logZΓ,r−1(s).
This shows the equation (4.18). The iterated integral representation (4.17) and the analytic con-
tinuation can be easily derived by the similar discussion performed in Proposition 4.9.
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