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The 3Cr23Ni8Mn3N heat-resistant steel was subjected to isothermal constant strain rate compression experiments 
using a Gleeble - 1 500D thermal simulator. The thermal deformation behavior in the range of deformation tem-
perature 1 000 - 1 180 °C and strain rate 0,01 - 10 s-1 was studied. Based on experimental data, the stress-strain curves 
of 3Cr23Ni8Mn3N were established. And the constitutive relation of BP neural network (3 × 10 × 10 × 1) was con-
structed. The flow stress was predicted and compared by the ANN constitutive model. The correlation coefficient (R) 
is 0,999, and the average relative error (AARE) is 0,697 %. The results show that the ANN constitutive model has high 
accuracy for predicting the thermal deformation behavior of 3Cr23Ni8Mn3N. The model can provide a good refer-
ence value for thermal processing. 
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INTRODUCTION
3Cr23Ni8Mn3N (23-8N) is an austenitic heat resist-
ant steel. In recent years, due to the characteristics of 
diesel engines (high power, low energy consumption, 
high temperature), it is widely used in medium and 
large size machinery. At present, the commonly used 
steels for high-power diesel exhaust valves are 
53Cr21Mn9Ni4N and 4Cr14Ni14W2Mo, which are 
mainly used in the exhaust and intake valves below 700 
°C. However, with the continuous development of tech-
nology, the requirements for diesel engine valves have 
increased. The existing material steel grades are no 
longer sufficient for their demand (economical, corro-
sion resistance, thermal strength). Therefore, some 
countries use austenitic heat-resistant steel to manufac-
ture gas valves. 33Cr23Ni8Mn3N is a Cr-Ni-N type 
austenitic heat-resistant steel. The differences are that 
the carbon and nitrogen contents are increased, the 
nickel is reduced by 3,5 % and chromium is increased 
by 2 %. These changes not only maintain a stable aus-
tenite structure but also material properties (high tem-
perature resistance, gas resistance, cost performance). 
In addition, the advantages of this material have been 
proved to improve the function of the valve, save costs 
and improve the material sensitivity in the valve manu-
facturing process.
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At present, many scholars use the Arrhenius equa-
tion regression model to establish the constitutive 
model of materials. For example, Lin et al. [1] estab-
lished the constitutive equation of 45CrMo material, 
Sun et al. [2] established the constitutive equation of 
AZ31 magnesium alloy, Li et al. [3] established peak 
constitutive equation of 21-4N heat-resistant steel. 
However, the Arrhenius equation belongs to the re-
gression model, the internal dynamic response of the 
material during thermal deformation is also a very 
complicated process. There are certain deficiencies in 
relational prediction. Artificial Neural Network (ANN) 
has been widely used in engineering because it can ef-
fectively find complex nonlinear relationships [4,5]. 
Error Back Propagation Network (BP Network) is one 
of the most widely used and successful neural net-
works. There are already some scholars who have es-
tablished neural network models for material constitu-
tive relations. For example, Wang et al. [6] used the 
PSO-BP neural network to establish the constitutive 
model of Ti-10.2Mo-4.9Zr-5.5Sn alloy. Sun et al. [7] 
established the high temperature constitutive relation 
of Ti-22Al-25Nb by BP neural network method, and 
compared with the results calculated by traditional re-
gression fitting method. The comparison shows that 
the prediction accuracy of the BP neural network con-
stitutive model is significantly better than the tradi-
tional model. Senthilkumar et al. [8] investigated a 
comparison between ANN and different constitutive 
models which shows that the ANN model has a higher 
accuracy in estimating the flow stress during thermal 
deformation of AA5 083 / 2 % TiC nanocomposite. 
Chen et al. [9] compared the prediction accuracy of the 
BP neural network model and the Zerilli – Armstrong 
192
Z. M. CAI et al.:  CONSTITUTIVE MODEL OF 3Cr23Ni8Mn3N HEAT-RESISTANT STEEL BASED ON BACK...
 METALURGIJA 58 (2019) 3-4, 191-195
model for the flow stress of pure molybdenum, and 
proved that BP neural network model is more accurate 
than Zerilli – Armstrong model. Li et al. [10] estab-
lished constitutive equations and neural network mod-
els respectively, which proved that neural networks 
are more valuable. Sani et al. [11] compared constitu-
tive equation and ANN model in amagnesium alloy.
The above shows that the constitutive model of materi-
als using BP neural network provides a good reference 
value for the thermal deformation behavior of materials. In 
addition, the constitutive relationship model of the thermo-
plastic deformation behavior of materials established by 
BP neural network can greatly reduce the limitations 
brought by traditional regression methods. The BP neural 
network constitutive model of metal materials has been 
recognized by many scholars at home and abroad.
In this paper, based on the thermal simulation iso-
thermal compression test data of 3Cr23Ni8Mn3N, the 
flow stress constitutive model of 3Cr23Ni8Mn3N is es-
tablished by BP neural network. The stress of the mate-
rial is predicted, which indicates that the established BP 
model has high precision for stress prediction of 
3Cr23Ni8Mn3N. It is of great significance to better de-
termine the thermal processing parameters of the 
3Cr23Ni8Mn3N.
EXPERIMENTAL MATERIALS AND PROCESSES
The experimental material is 3Cr23Ni8Mn3N heat-
resistant steel, and its chemical composition (in wt.%) 
is 0,38 C - 0,95 Si - 2,30 Mn - 7,02 Ni - 0,38 N - 24 Cr 
- (bal.) Fe. The sample size is Φ 8 mm × 15 mm. The 
alloy is subjected to isothermal constant strain rate 
compression deformation test on a Gleeble - 1 500D 
thermal stress simulation test machine. The test data of 
stress, strain, displacement, temperature and time are 
automatically collected by a computer system. The de-
formation temperature T is 1 000, 1 060, 1 120, and 1 
180 °C, respectively, and the strain rate range of 0,01, 
0,1, 1, 10 s−1. The degree of deformation is 60 %. Ac-
cording to the experimental results, the stress - strain 
curves are established as shown in Figure 1.
NEURAL NETWORK CONSTITUTIVE MODEL
The BP model usually consists of three parts: the in-
put layer, the hidden layer and the output layer. Each 
layer contains several neurons. The neurons in different 
layers are connected to each other, and the neurons in 
the same layer are unconnected to each other. Its struc-
ture is shown in Figure 2. Input data is passed from the 
input layer to the hidden layer and the output layer by 
the transfer function. When the error between the output 
data and the actual data is too large, the neural network 
propagates the error signal back, and continuously 
modify the weight of each layer of the neural network to 
adjust the output result according to the situation. Train-
Figure 1  True stress – strain curves of 3Cr23Ni8Mn3N obtained 
by hot simulation compression tests. (a) T = 1 000 °C; 
(b) T = 1 060 °C; (c) T = 1 120 °C; (d) T = 1 180 °C.
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ing is completed when the output error reaches the de-
sired set point.
The specific operation flow of the BP neural net-
work model is as follows.
(1)  Initialization, each connection weight and threshold 
of the network model is assigned a random value in 
the interval [- 1,1].
(2)  The input sample x, the target output y and the target 
precision θ are determined.
(3)  Calculate the actual output. Calculate the output of 




 In the equation, yj is the output of node j, (x) is the 
Sigmoid function; wij is the connection weight be-
tween the input layer and the hidden layer; xi is the 
input of node i.
(4)  Calculate the error between the target value and 
the actual value E.
  (3)
In the equation, Yj is the ideal output.
(5) Weight correction
  (4)
In the equation, n0 is the number of trainings; η is the 
variable that controls the speed of the weight modifica-
tion; H is the weight increment , 
and δpj is the error term of the j-node in the p-mode.
(6) Calculate hidden layer unit error:
  (4′)
(7)  If the error E < θ, the training is completed, oth-
erwise go to step (2) until the accuracy require-
ment is met.
ESTABLISHMENT OF BP CONSTITUTIVE 
MODEL
In order to accurately describe the dynamic response 
of 3Cr23Ni8Mn3N steel stress to thermal parameters, a 
BP neural network model is used to construct the con-
stitutive equation, which can be expressed as:
 σ = σ (ε, ε′, T) (5)
These three variables (strain ε, strain rate ε′ and de-
formation temperature T) can be used as input variables, 
and the output layer is flow stress. The established neu-
ral network constitutive relationship model is:
 σ = NN (ε, ε′, T) (6)
At present, most scholars determine the hidden lay-
ers of neural networks and the number of neurons in 
each hidden layer according to experience. The calcula-
tion equation of the number of neurons in the hidden 
layer is as follows:
  (7)
n is the number of neurons in the hidden layer, N is 
the number of input layer neurons, M is the number of 
neurons in the output layer, m is an integer between 1 
and 8.
Prior to training, data should be pre-processed. In 
this paper, the data is normalized using the mapminmax 
function, the value range is [- 1, 1], and its expression is 
as follows:
  (8)
In the equation, X is the original vector value; Xmin 
and Xmax are the minimum and maximum values of X, 
respectively; Y is the vector value normalized by the X 
vector.
After the preparation is completed, using Matlab’s 
toolbox to program according to the BP network im-
plementation process. Choosing different training 
functions to train to get the best training results. The 
training results are shown in Table 1. As can be seen 
from the table, the error of the trainlm training func-
tion is significantly better than the other, using the 
trainlm function. Likewise, by using different learning 
functions and activation functions, then comparing BP 
network error analysis. When the trainlm is a training 
function, the leanngd is learning function, the activa-
tion function of the hidden layer is tansig, and the ac-
tivation function of the output layer is purelin, the 
training is best. In the same way, through the selection 
of different hidden layer structures in the Matlab neu-
ral network toolbox for repeated training, the training 
results are shown in Table 1. According to Table 1, 4 
layers (3 × 10 × 10 × 1) neural network structure was 
selected, which has high precision and is suitable for 
3Cr23Ni8Mn3N steel. When the training target is 10-3, 
after 42 iterations, the system quickly converges and 
the system error reaches the training target. The con-
vergence curve is shown in Figure 3. As can be seen 
from Figure 3, the neural network tends to converge 
quickly, and high precision.
Figure 2 Schematic map of BP neural network
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Table 1  Performance of BP neural network model for 
testing datasets of 3Cr23Ni8Mn3N
Architecture Systematic Error
Traingdm Traingdm Trainlm
3-10-5-1 0,0 858 0,1 450 0,0 041
3-10-6-1 0,0 850 0,1 970 0,0 013
3-10-7-1 0,1 180 0,0 944 0,0 019
3-10-8-1 0,1 000 0,1 710 0,0 013
3-10-9-1 0,0 660 0,1 290 0,0 014
3-10-10-1 0,0 843 0,0 897 0,0 009
3-10-11-1 0,0 954 0,0 813 0,0 011
3-10-12-1 0,0 674 0,0 787 0,0 011
3-10-13-1 0,4 120 0,0 912 0,0 132
MODEL ACCURACY EVALUATION
The advantage of the neural network model is that it 
can predict the flow stress of the whole process. After 
the training is completed, the flow stress of 3Cr23N-
i8Mn3N heat-resistant steel is predicted by the trained 
BP neural network model, and the predicted results are 
compared with the experimental data. The results ob-
tained are shown in Figure 4. The prediction accuracy is 
very high. To more accurately illustrate the accuracy of 
the prediction of the equation, the standard statistical 
parameters were used to calculate the correlation coef-
ficient (R) and the mean absolute relative error AARE 
(%) according to Equation (9) and Equation (10):
  (9)
  (10)
In the equation, E is the experimental stress, P is the 
predicted stress, E̅, P̅ is the average of the experimental 
and predicted values, and N is the total number of ex-
perimental data. Figure 4 shows the comparison be-
tween the predicted values of the ANN constitutive 
model and the experimental values. As can be seen from 
Figure 3 Training convergence curve of BP neural network
Figure 4  Comparison of predicted values of flow stress and 
experimental values (a)T = 1 000 °C; (b)T = 1 060 °C; 
(c)T = 1 120 °C; (d)T = 1 180 °C
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the figure, the predicted values of each point are almost 
consistent with the experimental values. This indicates 
that the BP neural network constitutive model has a 
high prediction accuracy for the prediction of the 
3Cr23Ni8Mn3N flow stress. Figure 5 shows the corre-
lation of the experimental values and the predicted data. 
It can be seen from the figure that the prediction results 
are generally highly correlated. Its correlation coeffi-
cient is R = 0,999, AARE (%) = 0,697 %. This indicates 
that the BP neural network model can better predict the 
flow stress of 3Cr23Ni8Mn3N heat-resistant steel, and 
provide a theoretical basis for the selection of thermal 
processing equipment and the formulation of reasona-
ble thermal processing parameters. 10-4
CONCLUSION
(1) The constitutive model of 3Cr23Ni8Mn3N heat-
resistant steel established by BP neural network has 
high precision. After calculation, R = 0,999, AARE (%) 
= 0,697 %; this indicates that the ANN constitutive 
model can provide a good reference value for the ther-
mal processing behavior of 3Cr23Ni8Mn3N.
(2) BP neural network model can make up for the 
limitation of the traditional regression model can’t re-
flect the whole process of deformation.
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