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Abstract: In contrast to larger species, little is known about the flight of the smallest flying insects,
such as thrips and fairyflies. These tiny animals range from 300 to 1000 microns in length and
fly at Reynolds numbers ranging from about 4 to 60. Previous work with numerical and physical
models have shown that the aerodynamics of these diminutive insects is significantly different from
that of larger animals, but most of these studies have relied on two-dimensional approximations.
There can, however, be significant differences between two- and three-dimensional flows, as has been
found for larger insects. To better understand the flight of the smallest insects, we have performed a
systematic study of the forces and flow structures around a three-dimensional revolving elliptical
wing. We used both a dynamically scaled physical model and a three-dimensional computational
model at Reynolds numbers ranging from 1 to 130 and angles of attacks ranging from 0◦ to 90◦.
The results of the physical and computational models were in good agreement and showed that
dimensionless drag, aerodynamic efficiency, and spanwise flow all decrease with decreasing Reynolds
number. In addition, both the leading and trailing edge vortices remain attached to the wing over the
scales relevant to the smallest flying insects. Overall, these observations suggest that there are drastic
differences in the aerodynamics of flight at the scale of the smallest flying animals.
Keywords: insect flight; aerodynamics; low Reynolds number; flow visualization; immersed
boundary method
1. Introduction
The smallest flying insects are on the order of 1 mm or less in body length, and some species
of fairyflies are less than 250 µm long [1]. These insects are of significant agricultural, ecological,
and economic importance. Thrips are a common agricultural pest [2,3], and parasitoid wasps have
the potential for use in biological control of agricultural pests [4,5]. For example, a recent study
demonstrated that the successful control of thrips using a small predatory insect resulted in an
economic benefit of nearly $60 million in California [6]. These tiny insects can also transmit pollen [7,8]
and serve as biological vectors for plant pathogens through mechanical transmission [9,10].
Typically, the smallest insects flap their wings at frequencies greater than 200 Hz [11,12] with
some insects such as mosquitos reaching frequencies above 800 Hz [13]. At this scale and wingbeat
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frequency, viscous forces are significant, and the relevant Reynolds numbers (Re) are on the order of
4 to 60. Previous work has shown that the wing kinematics and aerodynamics of the smallest insects are
significantly different from those of their larger counterparts [11,12,14–26]. Whereas one might assume
that such small insects would be dependent upon wind currents for locomotion (and this may be true
for long distance travel), they are nevertheless capable of controlled flight over short distances [7].
Understanding the aerodynamics of flapping flight at this small scale may lead to improved dispersal
strategies for biological control. Additionally, further insight into the aerodynamic limits of flight in
tiny insects may be beneficial to engineers developing biologically-inspired micro-aerial vehicles [27].
Computational fluid dynamics provides a convenient framework for comparing the flight of small
and large insects. For example, the forces and flow structures around flapping wings can be compared
over a range of Re simply by changing the dynamic viscosity while holding all other parameters
constant. In a two-dimensional numerical study, Wang [25] showed that when the Re was lowered
from 157 to 15.7, the lift coefficients decreased by more than 50%. Similarly, Wu and Sun showed that
lift coefficients decreased and drag coefficients increased when the Re decreased from 1800 to 20 in
three-dimensional simulations [28]. Miller and Peskin [20] found that at Re < 32, the flow patterns
around a wing are different from those with Re > 64 in two-dimensional simulations. They also showed
that the force required to pull two wings apart during a clap and fling motion [12] is greater at lower
Re [21], however, these forces are somewhat reduced by wing flexibility [22].
Most studies relevant to the flight of tiny insects have been performed in two dimensions
[11,18,20–22,26,29–31]. While valuable information can be obtained from two-dimensional studies,
previous research shows that critical differences exist between two- and three- dimensional studies for
larger insects. In general, two-dimensional studies fail to capture three-dimensional effects such as
spanwise flow, and there can be differences in the separation of the leading edge vortex [31]. Many of
these differences relate to the fact that insect wings revolve around their root—like a helicopter
blade—and, thus, flows are under the influence of three-dimensional phenomena such as Coriolis
forces [32].
A few studies have modeled tiny insect flight in three dimensions. Sun and Yu [23] investigated
the flight of a tiny insect at Re = 15. Kolomenskiy et al. [17] modeled three-dimensional effects during
the clap and fling, but did not consider Re below 128. Based on a computational model, Liu and
Aono [33] found that a thrips (Re = 10) did not produce as much force as a fruit fly (Re = 134), but they
did not explore the range of Re between these two cases.
In this study, we used both a dynamically scaled physical model and a three-dimensional
computational model to investigate the effect of changing Re from 1 to 130 on the generation of
aerodynamic forces and the flow structures of a three-dimensional elliptical wing. The specific
objective was to characterize the flows and forces generated by the steady motion of a revolving wing
over a range of Re and angles of attack relevant to the hovering flight of the smallest insects [34–37].
As a result, some of the features observed in the actual flapping kinematics such as variation in
rotational phase, motion perpendicular to the stroke plane, and variations in angle of attack during
a stroke [38] were not considered in this study. However, using the computational model, we could
explore three-dimensional effects, such as spanwise flow. Our results show that as Re decreases,
drag increases significantly, aerodynamic efficiency decreases, spanwise flow decreases, and the
leading edge vortex (LEV) and trailing edge vortex (TEV) do not separate from the wing.
2. Methods
2.1. Dynamically Scaled Model Wing
Force and flow field measurements were obtained using a dynamically scaled physical model
(Figure 1), which has been described in detail elsewhere [39–41]. The experimental system consisted
of a wing attached to a coaxial arm, immersed in a 1 m × 1 m × 2 m tank filled with mineral oil.
Computer-driven servo-motors controlled the orientation and movement of the wing, while force
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sensors recorded the lift and drag. Although the experimental system consists of two wings, only a
single arm and wing were used in this study. We constructed a wing from a 2.0 mm thick clear acrylic
sheet with an elliptical planform with a maximum chord length, c, of 8.25 cm and span, b, of 16.5 cm.
The force sensor connected the base of the wing to the end of the arm, resulting in a wingtip radius, R,
of 20.1 cm.
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Figure 1. The experimental setup. (a) The dynamically scaled wing was immersed in a clear 1 m × 1 
m × 2 m plexiglass tank filled with mineral oil. Only a single wing was used in this study; (b) The 
wing was constructed from 2.0 mm thick clear acrylic sheet (c = 8.25 cm, b = 16.5 cm, and R = 20.1 cm) 
and revolved through a 180° arc in a horizontal stroke plane with constant angular velocity at a fixed 
angle of attack. Flow structure was visualized using two-dimensional digital particle image 
velocimetry (DPIV). The DPIV laser light sheet was oriented along the center of the wingspan. 
The Reynolds number was calculated as 
ܴ݁ = ఠഥ ோ௖ఘఓ , (1) 
where ഥ߱ is the angular velocity of the wing tip during the steady portion of the revolution, ߩ is the 
fluid density, and ߤ is the dynamic viscosity of the fluid. Aerodynamics forces were measured for 
Re = 130, and flow was visualized using DPIV for Re ranging from 1 to 100. The tank was filled with 
mineral oil (ρ = 830 kg·m−3; µ = 996 × 10−4 kg·m−1·s−1).  
The lift and drag coefficients were calculated according to [40] as 
Figure 1. The experi ental setup. (a) The dynamically scaled wing was im ersed in a clear 1 m × 1 m
× 2 m plexiglass tank filled with mineral oil. Only a single wing was used in this study; (b) The wing
as constructed from 2.0 m thick clear acrylic sheet (c = 8.25 cm, b = 16.5 cm, and R = 20.1 cm) and
revolved through a 180◦ arc in a horizontal stroke plane with constant angul r velocity at a fixed angle
of attack. Flow structure was visualized using two-dimensional digital p rticle image velocimetry
(DPIV). The DPIV laser light sheet was orient d along the center of t wi gspan.
The Reynolds number was calculated as
Re =
ωRcρ
µ
, (1)
where ω is the angular velocity of the wing tip during the st ady portion of the revolution, ρ is the
fluid density, and µ is the dynamic viscosity of the fluid. Aerodynamics forces were measured for
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Re = 130, and flow was visualized using DPIV for Re ranging from 1 to 100. The tank was filled with
mineral oil (ρ = 830 kg·m−3; µ = 996 × 10−4 kg·m−1·s−1).
The lift and drag coefficients were calculated according to [40] as
CF =
2F
ρω2R3crˆ22(S)
, (2)
where F is a specific force component (lift, drag, total), c is the mean chord length, R is the wing length,
and rˆ22(S) is the non-dimensional second moment of wing area.
2.2. Kinematics
The drive system of the experimental system provided the model wing with a 2-degree of freedom
motion, which included pitching about the spanwise axis (that is, changes in angle of attack) and
rotation about the axis of the arm (that is, sweeping within the stroke plane). The kinematic pattern
used in this study consisted of a single wing revolving once through an 180◦ arc in a horizontal stroke
plane with constant angular velocity at a fixed angle of attack (Figure 1b), with the angle of attack
varied from −9◦ to 99◦. The angular velocity of wing revolution was varied trapezoidally, such that
the first 10% of each stroke consisted of constant acceleration, followed by constant velocity (80%)
and then constant deceleration (10%). Note that this is a simplification of the actual motion of low Re
insects as any changes in angle of attack or deviations from a horizontal stroke plane are neglected.
In the experimental cases, the system was kept at rest for no less than 3 minutes to ensure the fluid had
come to rest.
2.3. Flow Visualization
We used digital particle image velocimetry (DPIV) to quantify the flow structure in a
two-dimensional plane positioned at the mid-span of the revolving wing (Figure 1b). A 27 cm × 20 cm
field-of-view was imaged using a 1376 × 1024 pixel resolution camera (Imager Intense®, LaVision Inc.,
Ypsilanti, MI, USA) equipped with a 60-mm lens (Micro-Nikkor®, Nikon Inc., Tokyo, Japan).
Silver-coated hollow glass beads (Conduct-o-fil®, Potters Industries Inc., Parsippany, NJ, USA) of mean
diameter 13 µm were used for seeding the fluid. The high viscosity of the mineral oil ensured that these
particles faithfully followed the fluid motion, with response times based on Stokes’ law calculated
to be approximately 15 µs. The settling time of the particles was negligible (terminal velocity of
0.7 µs) when compared to the timescale of the experiments. For illuminating the flow, a double-pulsed
Nd:YAG laser (New Wave Solo®, Fremont, CA, USA, 120 mJ/pulse at 532 nm wavelength) was
used; the light sheet generated from this source was approximately 2 mm thick and positioned to be
parallel to the chord during image capture. The time of separation between the light sheets varied
from 15 ms to 30 ms based on the velocity of wing motion. For the low range of Re we investigated,
the flow was highly repeatable. Typically, 8 images were recorded per run for processing, resulting in
a minimum of 4 vector fields from which we constructed two-dimensional velocity fields. The flow
field measured in repeated DPIV experiments for an identical set of input conditions and processing
algorithm parameters differed only by small fluctuations. Four vector fields obtained from 8 images
were found to be sufficient for statistical convergence of the ensemble averaged flow field to be within
a few percent of the mean velocity. During an experimental run, the computer controlling the wing
motion delivered a trigger signal to the DPIV system when the wing reached 90◦ from the start of
revolution. Next, the DPIV system triggered the laser to pulse twice and the camera captured an image
during each pulse. The light sheets were located at mid-span and parallel to the chord and the camera
was positioned perpendicular to the light sheets. The wing motion was highly repeatable; the error in
wing location for a series of measurements was typically less than 1 mm.
We used a standard single-pass Fast Fourier Transform (FFT) based cross-correlation algorithm
for processing the raw images (Davis 7.0, LaVision GmbH, Göttingen, Germany). Each image pair
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captured was cross-correlated using an interrogation window size of 32 × 32 pixels with 50% overlap
resulting in an 86 × 64 vector array. The displacement of tracer particles was maintained to be less
than 5 pixels and the velocity gradients in the flow field were sufficiently low to justify this choice.
No pre-processing of the raw data was performed prior to processing. Vectors greater than 3 standard
deviations of the mean vector length in their respective images were removed. The deleted vectors
were filled by interpolation of a mean value from a 3 × 3 nearest neighbor matrix. A custom program
written in MATLAB (The MathWorks, Inc., Natick, MA, USA) was used to calculate the ensemble
averaged velocity and vorticity fields. The wing was started from rest for all experiments and there
was no influence of the wake from previous strokes.
2.4. Numerical Method
We explored the forces and fluid flow experienced by a wing at low Re with a three-dimensional
immersed boundary (IB) simulation of a wing moving in a viscous fluid. The IB method solves the
fluid-structure interaction at low to intermediate Re by separating the fluid and structure equations
into different frames of reference: the viscous, incompressible fluid equations are discretized in the
Eulerian frame, whereas the immersed structure is discretized in the Lagrangian frame. The IB method
was first developed by Peskin in 1972 to study the flow patterns around heart valves and has been
used to model a variety of biological fluid dynamics problems including aquatic locomotion [42,43],
insect flight [20–22], and jellyfish swimming [44]. In this study, we chose a hybrid finite difference/finite
element version of the immersed boundary method (IB/FE). In the IB/FE method, a finite element
formulation is used to describe the boundary, whereas a finite difference formulation is used to describe
the fluid. The IB/FE method is described in Appendix A, and in detail in Griffith and Luo [45].
2.5. Computational Wing
We quantified the forces and fluid flows generated by a rotating wing at low Re with the
three-dimensional numerical simulation. The computational wing mesh was constructed using
Gmsh [46] and consisted of 1994 tetrahedral elements with at least two elements across the wing
thickness. The computational wing model did not include the force sensor or drive shaft, but otherwise
had the same dimensions and prescribed motion as the experimental scaled model wing. Specifically,
the wing consisted of an elliptical wing mesh based on the dimensions of the scaled model: c = 8.25 cm,
b = 16.5 cm, R = 20.11 cm, and the wing was 2.0 mm thick. The wing was immersed in a
1 m × 1 m × 1 m fluid domain. As with the physical model, we varied the angle of attack of the
wing from 0◦ to 90◦ and swept it through a 180◦ arc with a trapezoidal angular velocity time course.
Three-dimensional flow fields were analyzed when the wing was at mid-stroke (θ = 90◦), and the
forces were averaged over the steady part of the stroke. Re was varied in the computational model by
changing µ while holding all other parameters constant.
We used a distributed-memory parallel implementation of the immersed boundary method
with Cartesian grid adaptive mesh refinement called IBAMR [47]. IBAMR has been used to
investigate a variety of biological fluid dynamics problems, including modelling cells with spines [48],
biofilm deformation in capillaries [49], lamprey swimming [50], and heart valves [51,52]. The adaptive
method used four grid levels to discretize the Eulerian equations with a refinement ratio of four
between levels. Regions of fluid that contained the wing or vorticity above 0.125 s−1 were discretized
at the highest refinement. The effective resolution of the finest level of the grid corresponded to that of
a uniform 2563 discretization. The boundary conditions were set to no-slip (u = 0) on all sides of the
computational domain. The wing was moved using a preferred position that was changed over time.
A penalty force was applied proportional to the distance between the actual and desired position of
the wing. Other simulation-specific numerical parameters are listed in Table 1.
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Table 1. The numerical parameters. Lengths are nondimensionalized by the length of the domain and
time by the total time it takes to rotate pi radians.
Dimensionless Parameter Value
Chord Length 0.0825
Span Length 0.165
Radius of Wing Tip 0.2011
Sweep Distance (Radians) pi
Final Simulation Time 1
Acceleration Time 0.1
Deceleration Time 0.1
Domain Length (L) 1
Number of Refinement Levels 4
Refinement Ratio 1:4
Time Step (dt) 1 × 10−5
Spatial Step Size (dx) 1/256
2.6. Grid Convergence Study
To test for spatial convergence, we compared a uniform 2563 discretization to a uniform 5123
discretization. Flow fields described by these two resolutions were simulated using an angle of attack
of 45◦ and an Re ranging from 1 to 128. The average dimensionless lift and drag coefficients over
the steady part of the stroke are shown in Figure 2. The average percent difference in force between
the 2563 grid and the 5123 grid was ≤3% for lift and ≤7% for drag. For computational efficiency, an
effective 2563 discretization was used for all remaining simulations.
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3. Results
3.1. Forces around a Revolving Three-Dimensional Wing at Low Reynolds Numbers
The time-averaged lift and drag coefficients for the revolving physical and numerical model
wings as functions of the angle of attack are shown in Figure 3 for Re = 130. The red lines show
the quasi-steady force model described in Dickinson et al. [40] with coefficients selected for the
computational model given as follows:
CL = 0.18+ 1.36 sin(2.16α− 9.5),
CD = 2.0− 1.2 cos (2.02α− 2.0). (3)
In general, there was good agreement between the computational and physical models;
both results showed the same trends in forces generated as a function of Re and the angle of attack.
The average difference between the physical and computational forces was <10%. The force sensor
was not sensitive enough to measure forces at Re below 100, therefore, forces at lower Re are only
shown for the computational model.
The results for Re = 130 were consistent with previously published results on a three-dimensional
model of a flapping fruit fly wing [31,32,40]. The overall relationship between the force coefficients
and angles of attack supported previous studies [31,53].
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Figure 3. The comparison of (a) lift and (b) drag for the computational (solid markers) and experimental
(open markers) models over a range of angles of attack at Re = 130. The red lines show the quasi-steady
force model described in Dickinson et al. [40].
The forces shown in Figure 4a correspond to the steady motion of a revolving model wing at a
fixed angle of attack of 45◦, a value that is typical of the mid-stroke of most insects during hovering
flight [38]. At the low Re applicable to thrips, drag coefficients rise to several times the values measured
at higher Re, a result that has been seen in previous numerical studies [20]. The onset of the transition to
highly elevated drag coefficients occurred near Re = 30. Note that an increase in the drag coefficient in
this Re range is well known for many shapes including spheres and cylinders [54]. The lift coefficients
also begin to increase for Re < 10, and this corresponds to larger net flux of fluid pushed downward by
the wing (Figure A1).
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Defined in terms of the average ratio of lift to drag (Figure 4b), flight becomes increasingly less
efficient as Re decreases. The ratio of lift to drag at a 45◦ angle of attack approaches 1 for Re greater
than 100, which agrees with previous results for fruit flies and larger insects [25,41,53,55,56]. The ratio
of lift to drag approaches 0.2 for the smallest flying insects such as fairyflies and haplothrips. This is in
agreement with previous studies that show that the ratio of lift to drag decreases significantly with
decreasing Re [20,25].
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Figure 4. The average (a) dimensionless lift (squares) and drag (circles) and (b) the ratio of lift
to drag over a range of Re (aoa = 45◦). These results were obtained from three-dimensional
co putational simulations.
The aerodynamic polars in Figure 5a show that while peak lift coefficient remained relatively
constant, the plot shifted to the right with decreasing Re. This illustrates the sensitivity of the drag
coefficient to Re at all angles of attack. The aerodynamic polar for Re = 128 was in good agreement
with previous experimental models at Re = 110 [32] and Re = 120 [39]. Note that the drag was nonzero
at a 0◦ angle of attack due to large viscous forces. Drag coefficients increased with increasing angle
of attack. The maximum value of lift coefficient occurred at an angle of attack of 45◦ for all values
of Re and increased slightly with increasing Re. Figure 5b shows a plot of the ratios of lift to drag as
functions of angles of attack. At Re = 4, the peak ratio of lift to drag occurs at 45◦. However, as the Re
increases, the peak ratio of lift to drag occurs at lower angles of attack. Overall, these observations
indicate that, at small scales, the aerodynamics of flapping insects is dominated by viscous drag.
3.2. Flow Structures at Low Reynolds Numbers
The effect of changing Re on the flow structure around the wing can be conveniently examined
from the streamlines plotted for the physical (Figure 6) and computational model (Figure 7). The flow
fields shown corresponds to the instant when the wing had swept 90◦ from its starting position at
an angle of attack of 45◦. For the physical model (Figure 6), the streamlines are instantaneous curves
tangent to the local fluid velocity at every point in the vector flow field. Similarly, the streamlines for
the computational model (Figure 7) are instantaneous curves that begin at seed locations along the
leading edge of the wing and are tangential to the local fluid velocity at every point in the vector field.
Each streamline was computed by a Runge-Kutta based numerical integration of the seed location
through the vector field.
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Figure 5. (a) The plot of average dimensionless lift versus average dimensionless drag for over a range
of Re. In all cases, peak lift occurs at an angle of attack of 45◦; (b) The plot of the ratio of lift to drag
versus angle of attack over a range of Re. Numerical results are shown by solid lines and experimental
results by dashed lines.
At higher Re, closer to the dynamic scale of fruit flies, an attached leading edge vortex (LEV) was
observed at mid-stroke (Figures 6a and 7i), as has been well-described in previous studies [31,39,40,57].
The corresponding trailing edge vortex (TEV) is shed in the wake and is no longer attached to the
trailing edge at mid-stroke. It is not visible in the region of the flow field shown. The attached LEV
is primarily responsible for delayed stall and enhanced lift generation [20,40,58]. The LEV, if formed,
remained attached to the wing throughout the range of Re considered.
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Figure 7. The streamlines around the LEV of the wing at mid-stroke obtained from three-dimensional
computational simulations (angle of attack = 45◦, Re ranges from 4 to 128). The TEV is not shown.
Seven streamlines are evenly spaced along the span of the wing, each originating at the leading edge.
Streamlines are color-coded to indica e a ting position. The colors cor spond to the position along
the span. The blue streamlin is furthest from the axis of rotation and the red is the closest. Note that
the wing is traveling to the left.
The computational results showed that as the Re is decreased from 128 to 4, the relative speed at
which the TEV is advected into the wake also decreases (Figure 8). Note that the TEV appears closer
to the wing for lower Re. As the relative effect of viscosity i creases, the TEV is trapped in the larger
boundary layer of the wing for longer periods of ti e and is effectively pulled along with t wing.
At a Re range of from 4 to 32, which is r presentative of the range of flight xperienced by the smallest
insects, both the LEV and TEV did not separate from the wing (Figure 8a–f). The TEV was not shed into
the wake at this range of Re due to the increased viscous forces present in the flow field that stabilize
the vortex. This ‘vortical symmetry’ is in agreement with numerical results of Miller and Peskin [20]
for two-dimensional wings. With decreasing Re and correspondingly reduced kinetic energy of the
flow, both the LEV and TEV were more diffuse. In the experimental case for Re = 1 and 2, the TEV is
rather diffuse and is not discernible within the visualized region of flow. The lack of separation of the
TEV resulted in an overall reduction in the bound circulation around the wing.
3.3. Spanwise Flow
n advantage of performi g thre -dimensional computational studies i that we can readily
obtain detailed information on spanwise flo and three-dimensional flow structures. In Figure 9,
two-dimensional velocity vectors are shown in a plane that slices through a cross-section of the wing.
A pseudocolor plot of the spanwise velocity (in a direction normal to the plane) is also provided to
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illustrate the three-dimensionality of the flow. Figure S1 shows a top-down view of a pseudocolor
plot of the spanwise flow through a slice just above the wing. At Re = 4 (Figure 8a and Figure S1a),
spanwise flow occurred over a broad region behind the wing. As the Re increased, the magnitude of
the spanwise flow increased, and the region of non-negligible spanwise flow became smaller. Figure 9
also shows that the shape of the region of spanwise flow became more elongated as Re increases.
The size and shape of the region of spanwise flow at Re = 128 matched a previous experimental study
at Re = 120 [39] and a computational study at Re = 120 [59].
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Figure 8. The vorticity plots for aoa = 45◦ at a range of Re. The cross-section shown is through the
chord at the midpoint of the span, midway through the stroke. The vectors show the direction of
flow an are scaled to the magnitude of the flow velocity. The color map shows the vo ticity of the
fluid (red = clockwise and blue = counterclockwise; min = −30 and max = 30). Note that the wing is
traveling to the left.
Figure 9 and Figure S1 show that maximum spanwise flow occurred farther behind the wing
as the Re decreased. This is in agreement with the results of a previous experimental study [39]
which found similar results comparing Re = 120 and Re = 1400, and the results of a computational
study [59], which found similar results comp ring Re = 120 and Re = 1500. Figur 9 shows that there
was little spanwise flow in the LEV at Re < 128, which is also supported by previous experimental
studies [32,39,59]. In a numerical study, Aono et al. [60] showed that spanwise flow was primarily
confined to the core of the LEV at Re = 6300, but little spanwise flow existed in the LEV at Re = 134.
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Figure 9. The vector fields and spanwise flow at mid-stroke obtained from three-dimensional
computational simulations (angle of attack = 45◦, Re range from 4 to 128). The cross-section shown
is through the chord at the midpoint of the span. The vectors show the direction of flow and are
scaled to the magnitude of the flow velocity. The color map shows the spanwise flow (min = 0 and
max = 0.5) normal to the plane. Not hat the w ng is traveling to the left. The average spanwise flow
was calculated along the dashed transect in (a) and is shown in Figure 10.
Figure 10 shows the average spanwise flow for a range of Re (angle of attack = 45◦) calculated
along the dashed transect shown in Figure 9a. The average spanwise flow increased with increasing
Re, which has been observed previously at Re > 100 [39,59,60]. The dependence of the average
spanwise flow n Re was the mo t s nsitive for lower Re, particularly Re < 20. For 40 < R < 128,
averag spanwise flow increased linearly with Re. It is interesting to note that the most sensitive Re
range also corresponded to the scales at which the TEV did not separate from the wing and where the
drag coefficient became particularly sensitive to Re.
We also investigated how small changes in the angle of attack affected the three-dimensional
flow structure at Re = 4 (Figure 11) and Re = 128 (Figure 12) using the computational model
(flow visualization around the physical model at varying angles of attack for Re = 32 is available in
Appendix C and Figure A2). Figure S2 shows the three-dimensional flow structure at the intermediate
value of Re = 32. For all angles of attack, the spanwise flow increased and beca e more spatially
concentrated the Re increased. As expected, the flow field structure was symmetric for both 0◦
and 90◦ angles f attack at all Re. As the angle of attack increased from 0◦ to 90◦, the magnitude of
the spanwise velocity also increased and was greater at larger Re. At Re = 4, the maximum spanwise
flow increased by only 42% between 0◦ and 90◦ angles of attack, whereas, at Re = 128, the maximum
spanwise flow increased by 200%. At Re = 4, there was little change in the shape of the region of
spanwise flow as the angle of attack increased, whereas at Re = 128, the shape of the region of spanwise
flow was greatly influenced by the angle of attack. As the angle of attack increased from 0◦ (Figure 12a)
to 45◦ (Figure 12i), the region of spanwise flow extended behind and below the wing. As the angle of
attack increased from 45◦ to 90◦ (Figure 12j), the region of spanwise flow became symmetrical again,
and no longer extended below the trailing edge of the wing.
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Figure 11. The vector fields and spanwise flow at mid-stroke obtained from three-dimensional
computational simulations (Re = 4, angle of attack range from 0◦ to 90◦). The cross-section shown is
through the chord at the midpoint of the span. T e vectors show the direction of flow and are scaled to
the magnitude of the flow velocity. The color map shows the sp nwise flow (min = 0 and max = 0.5) in
the direction normal to the plane. Note that the wing is traveling to the left.
Fluids 2018, 3, 45 15 of 22
Fluids 2018, 3, x FOR PEER REVIEW  15 of 22 
 
Figure 12. The vector fields and spanwise flow at mid-stroke obtained from three-dimensional 
computational simulations (Re = 128, angle of attack range from 0° to 90°). The cross-section shown is 
through the chord at the midpoint of the span. The vectors show the direction of flow and are scaled 
to the magnitude of the flow velocity. The color map shows the spanwise flow (min = 0 and max = 
0.5) in the direction normal to the plane. Note that the wing is traveling to the left. 
4. Discussion 
In this study, we quantified the flow structures and forces around a three-dimensional revolving 
wing at a range of angles of attack and at Re ranging from 4 to 128 for both a dynamically scaled 
physical model and three-dimensional numerical simulations. Note that we only considered the case 
of a single rigid wing engaged in steady translation. We did not consider more complicated 
kinematics or the effects of wing-wing interactions, such as clap and fling [12]. Clap and fling has 
been observed in tiny insects such as Encarsia formosa [12] and thrips [15], and it is believed to enhance 
lift by the formation of a large attached LEV [21–23,35,61–68]. A two-dimensional numerical study 
demonstrated that very large drag forces are required to fling the wings apart at Re relevant to the 
smallest flying insects [21], however, that force is reduced when the wings are flexible [22] or porous 
[11]. A logical future direction in the analysis of flight of the smallest insects would be an investigation 
of the three-dimensional forces and flow structures around flexible wings engaged in clap and fling 
at the Re relevant to tiny insects. 
For a single wing undergoing steady translation, our results are that (1) as the Re decreased, drag 
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Figure 12. The vector fields and spanwise flow at mid-stroke obtained from three-dimensional
computational simulations (Re = 128, angle of attack range from 0◦ to 90◦). The cross-section shown is
through the chord at the midpoint of the span. The vectors show the direction of flow and are scaled to
the magnitude of the flow velocity. The color map shows the spanwise flow (min = 0 and max = 0.5) in
the direction normal to the plane. Note that the wing is traveling to the left.
4. Discussion
In this study, we quantified the flow structures and forces around a three-dimensional revolving
wing at a range of angles of attack and at Re ranging from 4 to 128 for both a dynamically scaled
physical model and three-dimensional numerical simulations. Note that we only considered the case
of a single rigid wing engaged in steady translation. We did not consider more complicated kinematics
or the effects of wing-wing interactions, such as clap and fling [12]. Clap and fling has been observed
in tiny insects such as Encarsia formosa [12] and thrips [15], and it is believed to enhance lift by the
formation of a large attached LEV [21–23,35,61–68]. A two-dimensional numerical study demonstrated
that very large drag forces are required to fling the wings apart at Re relevant to the smallest flying
insects [21], however, that force is reduced when the wings are flexible [22] or porous [11]. A logical
future direction in the analysis of flight of the smallest insects would be an investigation of the
three-dimensional forces and flow structures around flexible wings engaged in clap and fling at the Re
relevant to tiny insects.
For a single wing undergoing steady translation, our results are that (1) as the Re decreased,
drag increased significantly; (2) defined in terms of the average ratio of lift to drag, single wing
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flapping became increasingly less efficient as Re decreased; (3) at the range of flight experienced by the
smallest insects (4 < Re < 32), both the LEV and TEV remain attached to the wing; and (4) spanwise flow
decreased with decreasing Re, especially in the range relevant to the smallest flying insects. Overall,
these observations highlight the substantive differences in the aerodynamics of flight at the scale of the
smallest flying insects when compared to larger insects. Flight at this extremely small scale is clearly
challenging, and fundamental differences in aerodynamics suggest alternate wing morphology and
kinematics might be necessary.
Overall, our results support previous research showing that aerodynamic efficiency is lower for
smaller insects [11,12,15,17,18,20–25]. At the smallest scales (Re < 10), both lift and drag coefficients
increased as Re decreases. However, the drag coefficient was most sensitive to changes in Re;
drag increased significantly with decreasing Re, whereas there were only small changes in lift. At the
scale of fruit flies (Re ~100), the ratio of lift to drag approached 1 as seen both here (Figure 4b) and
elsewhere [25,41,53]. The ratio of lift to drag approached 0.2 for the smallest insects such as fairyflies
and haplothrips (Re < 10).
The TEV and LEV did not separate from the wing for Re < 32 (Figures 7 and 8). This vortical
symmetry at lower Re has implications for the aerodynamics. An asymmetric attached LEV and shed
TEV has been shown to increase lift [20,36,58]. At a Re range of 4–32, which is representative of the
range of flight experienced by the smallest insects, both the LEV and TEV did not separate from
the wing due to the increased viscous forces present in the flow field that stabilize the TEV. For Re,
between about 10 and 32, this results in an overall reduction in the bound circulation around the
wing, and consequently a decrease in lift. Equivalently, the symmetric attached LEV and TEV reduced
the time rate of change of the first moment of vorticity which is proportional to the lift acting on
the wing [20].
Perhaps surprisingly, lift does begin to increase for Re < 10, though drag increases faster. This result
is supported by an analysis of Oseen’s equations describing flow past an inclined elliptical cylinder in
the classical paper of Imai [69]. He found that the lift coefficient for a flat plate at a 45-degree angle of
attack increased from about 2.9 at Re = 1 to about 6.9 at Re = 0.1. This result was later supported by
In et al. [70] who numerically solved the Navier-Stokes equations of the vorticity-stream function in
body-fitted coordinates for the steady flow past an inclined elliptical cylinder. They found that the lift
coefficient increased from about 1.2 to 2 as the Re was lowered from 10 to 1. The physical intuition for
this phenomenon is not immediately obvious, and it is likely that circulation based arguments for lift
generation are not relevant at these Re. Some intuition may be gained by noticing that the flow does
not separate from the wing tips for Re < 4 and moves smoothly over and under the wing. As a result of
the inclination, the net movement of fluid is downward, creating an upward force on the wing. Due to
the increased boundary layer at lower Re, an increased volume of fluid is deflected downward. This trend
is quantified in Figure A1 which shows the net flux of fluid pushed downward as a function of Re.
Using the computational model, we also quantified spanwise flow along the rotating wing.
Our results showed that as Re decreases, the magnitude of spanwise flow decreased, whereas the
region over which it occurs behind the wing broadens (Figure 9). In larger insects such as hawkmoths,
the spanwise flow is concentrated in the LEV [60]. Our numerical results showed that there was
little spanwise flow in the LEV at Re < 128, which is in agreement with previous experimental
studies [32,39,59] and numerical studies [17,60]. The shape of the region of non-negligible spanwise
flow also changed with Re. At Re = 4 (Figure 9a), a cross-section of the region of spanwise flow behind
the wing was round and symmetrical. As the Re increased, however, the region became elongated
and began to extend behind and below the wing. At Re = 128 (Figure 9h), the shape of the region of
spanwise flow was in agreement with previous experimental studies [39,59].
The major difference between two-dimensional computations and three-dimensional insect wings
is the presence of spanwise flow and its consequences on vortex dynamics [31]. For example, the LEV is
shed after traveling a few chord lengths in two-dimensional models [20,53], whereas the LEV remains
stably attached to a revolving three-dimensional wing for much longer distances [31,40]. For the
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LEV to remain attached to the wing, the following three processes should be balanced: the advection
of the vortex, the intensification of vorticity due to vortex stretching, and the diffusion of vorticity
by viscosity. In this case, vortex stretching is observed through the spanwise flow. As the Re is
lowered, spanwise flow is reduced while vortex diffusion is enhanced. In the two-dimensional case,
vortex stretching cannot occur. The patterns of vortex shedding at low Re in this three-dimensional
study were in good agreement with the numerical results of a two-dimensional wing [20]. This suggests
that the diffusion of vorticity is sufficient to stabilize the LEV in the flight of the smallest insects.
Moreover, two-dimensional studies may more accurately model small insect flight than large
insect flight.
Finally, the question remains as to how tiny insects are able to generate sufficient lift to stay
aloft. To fully address this question, we need better data on wingbeat kinematics and more detailed
numerical or physical models that consider wing-wing interaction. To estimate whether or not a
single wing in steady translation can generate sufficient lift, we can consider the case of the chalcid
wasp, Encarsia formosa. This insect has a total mass of about 2.5× 10−8 kg, a wingbeat frequency
of 370 Hz, and a wing length of 7.0 × 10−4 m [12]. We will also assume a lift coefficient of 1.3,
stroke amplitude of 2pi/3 radians, an elliptical wing shape, and a maximum chord of 4.7× 10−4 m.
Using Equation (2) with rˆ22(S) = 0.38, we obtain a lift force of 1.17× 10−7 N, and the lift generated by
two wings that do not interact aerodynamically would be 2.34× 10−7 N. The gravitational force acting
on the insect is about 2.45× 10−7 N, suggesting the lift augmentation due to unsteady mechanisms
and wing-wing interaction is important for maintaining altitude, accelerating upwards, and carrying
any additional load.
Supplementary Materials: The following are available online at http://www.mdpi.com/2311-5521/3/3/45/s1,
Figure S1: Spanwise flow above the wing at mid-stroke (aoa = 45◦, Re range from 4–128). Figure S2: Vector fields
and spanwise flow at mid-stroke (Re = 32, aoa range from 0◦ to 90◦).
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Appendix A
As in the classical immersed boundary method, a finite difference formulation is used to solve the
fluid equations in the IBFE method. The difference lies in how the structure is modeled: a finite element
(FE) formulation is used to describe the boundary in IBFE, whereas a finite difference formulation
is used to describe the boundary in the classical immersed boundary method. The IBFE method is
described in detail in Griffith and Luo [45]. The formulation is
ρ
(
∂u(x, t)
∂t
+ u(x, t)·∇u(x, t)
)
= −∇p(x, t) + µ∆u(x, t) + f(x, t), (A1)
∇·u(x, t) = 0 (A2)
f(x, t) =
∫
U
F(s, t)δ[x− χ(s, t)]ds, (A3)
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∫
U
F(s, t)·V(s)ds = −
∫
U
Pe(s, t) : ∇sV(s)ds, ∀V(s), (A4)
∂χ
∂t
(s, t) =
∫
Ω
u(x, t)δ[x− χ(s, t)]dx, (A5)
F(s, t) is defined in terms of the first Piola-Kirchhoff solid stress tensor, Pe(s, t), using a weak
formulation in which V(s) is an arbitrary Lagrangian test function. The elastic properties of the wing
are described using a neo-Hookean material model. χ(s, t) denotes the physical position of material
point s at time t.
Equations (A1) and (A2) are the standard Eulerian incompressible Navier-Stokes equations.
Similar to the classical IB method, Equations (A3) and (A5) couple the Lagrangian and Eulerian
variables. Equation (A3) spreads force from the Lagrangian boundary to the Eulerian fluid,
and Equation (A5) interpolates the local fluid velocity at the boundary.
Appendix B
Figure 4a shows that as the Re decreased below 20, the lift increased. We investigated the
downwash (y-component of velocity) in a box region surrounding the wing (0.2 × 0.2 × 0.3) when the
wing was at midstroke. The results in Figure A1 show that the downwash decreased as Re decreased,
reached a minimum at ~Re = 20, then increased at Re 20.
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Figure A1. The average dimensionless y-component of velocity at mid-stroke (aoa = 45◦). The velocity
is averaged over a 0.2 m × 0.2 m × 0.3 m region surrounding the wing.
Fluids 2018, 3, 45 19 of 22
Appendix C
Fluids 2018, 3, x FOR PEER REVIEW  19 of 22 
Appendix C 
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(c) 63; and (d) 90 degree angles of attack. The light sheets were located at mid-span and parallel to the 
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Figure A2. The flow visualization of the dynamically scaled wing using DPIV (Re = 30) at (a) 0; (b) 27;
(c) 63; and (d) 90 degree angles of attack. The light sheets were located at mid-span and parallel to the
chord when the wing position was at 90◦ of the revolution stroke. Note that the wing is traveling to
the right.
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