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TOPOLOGICAL RIGIDITY FOR CERTAIN
FAMILIES OF DIFFERENTIABLE PLANE CURVES
Jean Paul DUFOUR and Yasuhiro KUROKAWA
Abstract. We show that the topological classification and the smooth classification
are generically the same for certain families of plane curves in a semi-local case(the
double local case). Especially we give the normal form of transversely jointed two
families of plane curves with second order contact at the envelope.
Keywords : singularity, divergent diagram, semi-local, web structure, rigidity
1. Introduction
The divergent diagrams of map germs (R, 0) ← (R2, 0) → (R2, 0) appear in
several subjects in geometry(e.g.[1, 2, 4, 6, 7, 8, 10, 13]). For these subjects, in any
case such divergent diagrams are identified up to smooth coordinate changes in each
spaces. Particularly in [1, 4] a generic classification of such divergent diagrams have
been studied. Moreover in [4] it was shown that their topological classification and
their C∞-classification are generically the same. Such property is called topological
rigidity. This classification have been applied to the vision theory([6, 9, 10]).
In a semi-local case of the above studies the following diagram of map germs
appear:
(R, 0) ←−−−− (R2, 0)
(R2, 0)
(R, 0) ←−−−− (R2, 0)
Generic types of such diagrams were studied in [6, 10] and certain normal forms were
given in [10] by using the standard method of singularity theory. However their
topological rigidity is unsolved problem. In this paper we discuss the following
problem.
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The two diagrams of C∞-map germs (f j1 , γ
j
1; f
j
2 , γ
j
2), j = 1, 2 :
(R, 0)
fj1←−−−− (R2, 0) γ
j
1−−−−→ (R2, 0) γ
j
2←−−−− (R2, 0) f
j
2−−−−→ (R, 0)
are called C∞-(resp.topologically)equivalent if there exists C∞-diffeomorphism germs
(resp. homeomorphism germs) hi : (R, 0) → (R, 0), Hi : (R2, 0) → (R2, 0), i = 1, 2
and K : (R2, 0)→ (R2, 0) such that hi ◦ f1i = f2i ◦Hi, K ◦ γ1i = γ2i ◦Hi for i = 1, 2.
Topological Rigidity Problem : For the diagrams of map germs
(R, 0)← (R2, 0)→ (R2, 0)← (R2, 0)→ (R, 0)
the topological classification and the C∞-classification are generically the same or
not?
Our result states that the answer of this problem is affirmative. More precisely
to state our theorem we shall recall some results in the following section.
2. Previous results and statements of Theorems
At first we shall recall some results of families of plane curves in [1, 3, 4, 6, 10,
14]. Denote by Ex1,... ,xn (or briefly En) the ring of all smooth function germs on
R
n at 0 with coordinates (x1, . . . , xn) and denote by Mx1,... ,xn (or briefly Mn)
the unique maximal ideal of Ex1,... ,xn . Denote by Sf the singular set of a C∞-map
germ f : (Rn, 0)→ Rm.We shall suppose that all map germs are of class C∞ unless
otherwise stated.
In [4] the generic type of (R, 0)← (R2, 0)→ (R2, 0) have been given as follows:
(I) f is a submersion and γ is regular.
(II) f is of Morse type and γ is regular.
(III) f is a submersion, γ is a fold, f restricted to the singular set Sγ of γ is regular
and (f, γ) : (R2, 0)→ (R3, 0) is regular.
(IV ) f is a submersion, γ is a fold, f |Sγ is of Morse type
and (f, γ) : (R2, 0)→ (R3, 0) is regular.
(V ) f is a submersion, γ is a fold, (f, γ) : (R2, 0)→ (R3, 0) is a Whitney umbrella
whose
line of double points is transversal at 0 to the direction {0} × R2 in R3.
(V I) f is a submersion, γ is a cusp and (f, γ) : (R2, 0)→ (R3, 0) is regular.
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In the semi-local case generic types have been given as follows([6, 10]):
(I, I)0, (I, I)1, (I, I)2 : (f1, γ1), (f2, γ2) are both of type (I)
and (f1 ◦ γ1−1, f2 ◦ γ2−1) : (R2, 0) → (R2, 0) is respectively regular, a fold, a
cusp.
(II, I) : (f1, γ1) is of type (II), (f2, γ2) is of type (I)
and (f1 ◦ γ1−1, f2 ◦ γ2−1) : (R2, 0)→ (R2, 0) is a fold.
(III, I)0, (III, I)1 : (f1, γ1) is of type (III), (f2, γ2) is of type (I) and respectively
γ1(Sγ1) ⋔¯ γ2(f
−1
2 (0)), γ1(Sγ1) ⋔¯ γ2(f
−1
2 (0)) with two point contact.
(IV, I) : (f1, γ1) is of type (IV), (f2, γ2) is of type (I), γ1(Sγ1) ⋔¯ γ2(f
−1
2 (0))
and
⋃
t∈(R,0) γ1(Sλt) ⋔¯ γ2(f
−1
2 (0)) where λt ∈ E1 such that graph(λt) = f−11 (t).
(V, I) : (f1, γ1) is of type (V), (f2, γ2) is of type (I), γ1(Sγ1) ⋔¯ γ2(f
−1
2 (0)),⋃
t∈(R,0) γ1(Sλt) ⋔¯ γ2(f
−1
2 (0)) where λt ∈ E1 such that graph(λt) = f−11 (t)
and the tangent cone of γ1(f
−1
1 (0)) ⋔¯ γ2(f
−1
2 (0)).
(V I, I) : (f1, γ1) is of type (VI), (f2, γ2) is of type (I)
and the tangent cone of γ1(Sγ1) ⋔¯ γ2(f
−1
2 (0)).
(III, III) : (f1, γ1), (f2, γ2) are both of type (III) and γ1(Sγ1) ⋔¯ γ2(Sγ2).
Remark 1.1. In case (IV, I) a condition
⋃
t∈(R,0) γ1(Sλt) ⋔¯ γ2(f
−1
2 (0)) is added to
the previous generic condition of (IV, I) in [10]. Even if this condition is added, the
above condition of (IV, I) is generic. Similarly in case (V, I) two conditions such
that
⋃
t∈(R,0) γ1(Sλt) ⋔¯γ2(f
−1
2 (0)) and the tangent cone of γ1(f
−1
1 (0)) ⋔¯ γ2(f
−1
2 (0))
are added in this paper. These added conditions are effective to solve the rigidity
problem.
The following figures give families of plane curves γi(f
−1
i (t)), i = 1, 2 for each
generic types.
3
.4
Normal forms of the generic types have been given in [1, 3, 4, 10, 14](See sect.5).
However we give another normal form for type (III, III) which is more precise than
the previous normal form([10]) and moreover effective to show the rigidity problem.
Theorem A. The normal form for type (III, III) is the following:
f1(x1, y1) = x1 + y1, γ1 = (x1, y
2
1)
f2(x2, y2) = x2 + y2 + θ(x2, y2), γ2 = (x
2
2, y2)
where θ is an arbitrary function germ in Mx2,y2 satisfying θ(x2, 0) = θ(0, y2) = 0.
Remark 1.2. In [10] normal form of (III, III) was given as follows: f1 = y1 +
α1 ◦ γ1, γ1 = (x1, y21); f2 = x2 + α2 ◦ γ2, γ2 = (x22, y2), where α1, α2 ∈ Mu,v with
∂α1
∂u (0) 6= 0, ∂α2∂v (0) 6= 0.
Remark 1.3. In the semi-local case we remark that the followings: (1) The generic
types are not topologically equivalent one another. (2) The normal forms depend
on arbitrary functions with some conditions, that is so-called “functional moduli”
appear in the normal forms except (I, I)0, (I, I)1, (I, I)2 and (II, I). (On the normal
forms of each generic types, see sect. 5)
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Therefore to solve the topological rigidity problem it is sufficient to consider each
generic types with functional moduli.
Theorem B. The topological rigidity holds for every generic types.
3. Proof of Theorem A
Firstly we detect the normal form for γ1 and γ2. Next we shall find out certain
coordinate transformations preserving γ1 and γ2 which give the normal form in
Theorem A.
Lemma 3.1. Let (R2, 0)
γ1−−−−→ (R2, 0) γ2←−−−− (R2, 0) be a bi-germ such that
γ1, γ2 are both fold map germs and that the discriminant sets of γ1, γ2 are transversal
at 0 each other. Then we can express the bi-germ for some coordinates as follows:
γ1(x1, y1) = (x1, y
2
1), γ2(x2, y2) = (x
2
2, y2).
Proof. We choose coordinates (x1, y1) in the source space of γ1, (u, v) in the target
space of γ1 and γ2 such that γ1(x1, y1) = (x1, y
2
1). Then we can take coordinates
(x2, y2) such that γ2(x2, y2) = (u◦γ2, y2). From the Malgrange preparation theorem,
there exist A,B ∈ Eu,v such that x22 = A ◦ γ2 + 2(B ◦ γ2)x2. Consider coordinate
transformations φ1, ψ, φ2 which preserve γ1 by φ1(x1, y1) = (A ◦ γ1(x1, y1) + B2 ◦
γ1(x1, y1), y1),
ψ(u, v) = (A(u, v) +B(u, v)2, v),
φ2(x2, y2) = (x2 −B(u ◦ γ2(x2, y2), y2), y2).
By these coordinate changes we obtain the normal form of the bi-germ. 
From now on we suppose that in this section always the bi-germ
(R2, 0)
γ1−−−−→ (R2, 0) γ2←−−−− (R2, 0)
is defined by γ1(x1, y1) = (x1, y
2
1), γ2(x2, y2) = (x
2
2, y2).
The following Lemma is obvious:
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Lemma 3.2. Let (R2, 0)
γ1−−−−→ (R2, 0) γ2←−−−− (R2, 0) be a bi-germ given by the
above. Let H1, H2, K : (R
2, 0)→ (R2, 0) be diffeomorphism germs defined by
H1(x1, y1) = (x1A
2 ◦ γ1, y1B ◦ γ1),
H2(x2, y2) = (x2A ◦ γ2, y2B2 ◦ γ2),
K(u, v) = (uA2, vB2),
where A,B ∈ Eu,v with A(0) 6= 0, B(0) 6= 0. Then γ1 ◦H1 = K ◦ γ1 and γ2 ◦H2 =
K ◦ γ2 hold.
We say that the triple of the above diffeomorphism germ (H1, K,H2) is a (γ1, γ2)-
compatible diffeomorphism germ.
Lemma 3.3. The germs of type (III, III) are equivalent to
(R, 0)
x+y←−− (R2, 0) γ1−→ (R2, 0) γ2←− (R2, 0) f−→ (R, 0),
where f(x, y) = x+ y+higher term.
Proof. Let (f1, γ1; f2, γ2) be type (III, III). Firstly we shall show that the type (III,
III) is equivalent to (x1 + y1, γ1; f, γ2), where f ∈ Mx,y with ∂f∂x (0)∂f∂y (0) 6= 0.
Since (f1, γ1) is of type (III),
∂f1
∂y1
(0) 6= 0. So by using the inverse function of
f1(0, y1) as a coordinate change in the target of f1, we can suppose that f1(0, y1) =
y1. Then by the Malgrange preparation theorem, there exist α, β ∈ E2 such that
f1(x1, y1) = α(x1, y
2
1)+y1β(x1, y
2
1). Thus α(0, y
2
1) = 0.Moreover since f1|Sγ1 is non-
singular we may suppose that ∂α∂u (0) > 0. Hence we have α(x1, y
2
1) = x1α˜(x1, y
2
1)
for some α˜ ∈ E2 with α˜(0) > 0. Now set A =
√
α˜, B = β. Then using the (γ1, γ2)-
compatible diffeomorphism given in Lemma 3.2 we obtain the required form, where
f = f2 ◦H−12 .
Next put a = (∂f∂x (0)/
∂f
∂y (0))
− 2
3 , b = (∂f∂y (0))
−1
(∂f∂x (0)/
∂f
∂y (0))
− 4
3 . Then consider
the coordinate transformations h1(t1) = at1 in the target of f1 = x1+ y1, k(t) = bt
in the target of f , (γ1, γ2)-compatible diffeomorphisms H1, K,H2 by putting A =
√
a, B = a in Lemma 3.2. Using these coordinate transformations we obtain the
required form in this Lemma. 
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In order to find coordinate transformations which reduce to the normal form in
Theorem A, we now need the following observation. Suppose that the diagram
(3.1)
(R, 0)
x+y←−−−− (R2, 0) γ1−−−−→ (R2, 0) γ2←−−−− (R2, 0) f−−−−→ (R, 0)
h
y H1y Ky yH2 yk
(R, 0)
X+Y←−−−− (R2, 0) γ1−−−−→ (R2, 0) γ2←−−−− (R2, 0) f˜−−−−→ (R, 0)
commutes for some diffeomorphism germs h,H1, K,H2, k, where H1, K,H2 have
the forms in Lemma 3.2, f = x+ y+higher term, f˜ satisfies
(3.2) f˜(x, 0) = f˜(0, x) = x.
Then from (3.1) we have h(x + y) = xA2(x, y2) + yB(x, y2), k ◦ f(x, y) = f˜(xA ◦
γ2(x, y), yB
2 ◦ γ2(x, y)). Thus we have h(x) = xA2(x, 0) and h(y) = yB(0, y2).
Therefore h is increasing and odd. Namely there exists a ∈ E1 with a(0) > 0 such
that
h(t) = ta(t2).
Hence A(u, 0) = ±√a(u2) and B(0, v) = a(v) for any v ≥ 0. Moreover from (3.2)
we have
(3.3) k ◦ f(x, 0) = xA(x2, 0), k ◦ f(0, y) = yB2(0, y).
Therefore we have k ◦ f(x, 0) = ±x√a(x4) and k ◦ f(0, y) = ya2(y) for y ≥ 0.
So we now suppose that k ◦ f(t, 0) = t√a(t4), k ◦ f(0, t) = ta2(t) hold for all
t ∈ (R, 0). The we have
(3.4) k = t
√
a(t4) ◦ f(t, 0)−1 = ta2(t) ◦ f(0, t)−1,
where f(t, 0)−1, f(0, t)−1 respectively denoting the inverse function germ of f(t, 0), f(0, t).
We can write
f(0, t)−1 ◦ f(t, 0) = tb(t)
for some b ∈ E1 with b(0) = 1. Then from (3.4) we have
(3.5) a(t4) = b2(t)a4(tb(t)).
Conversely the following holds.
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Proposition 3.4. If for any f ∈ E2 with the form f(x, y) = x+ y + higher term,
there exists a ∈ E1 with a(0) > 0 satisfying the equation (3.5), then there exists
coordinate changes h,H1, K,H2, k such that the diagram (3.1) commutes and f˜ =
k ◦ f ◦H−12 satisfying the property (3.2).
Proof. For f = x + y + higher term, let a ∈ E1 with a(0) > 0 be a solution of
the equation (3.5). Then from (3.5) we have the equality on the right hand side in
(3.4). So that we define k(t) by (3.4). Now we put h(t) = ta(t2). Then from the
Malgrange preparation theorem h(x+y) = xα(x, y2)+yβ(x, y2) for some α, β ∈ Eu,v
with α(0) > 0. By putting A =
√
α,B = β(u, v) − β(0, v) + a(v), we have (3.3).
Define H1, K,H2 by the form in Lemma 3.2. Then we have the commutativity of
the diagram (3.1) and from (3.3) we see that f˜ = k ◦ f ◦H−12 satisfies (3.2). 
Therefore the proof of Theorem A is reduced to show, for any f(x, y) = x+ y+
higher term, the existence of a ∈ E1 in Proposition 3.4. To do this firstly we shall
consider under the formal category and next we shall consider under C∞ category
to kill the flat terms.
Lemma 3.5. Any germ of type (III, III) with the form in Lemma 3.3 is equivalent
to
(R, 0)
x+y←−− (R2, 0) γ1−→ (R2, 0) γ2←− (R2, 0) f˜−→ (R, 0),
where f˜(x, 0) = x+ flat term, f˜(0, y) = y + flat term.
Proof. Define the map j∞ : E1 → E1/M∞1 ∼= R[[t]] by j∞(a(t))=the Talyor expan-
sion of a(t). By direct calculations we see that for any b¯(t) ∈ R[[t]] with b¯(0) = 1
there exists a¯(t) ∈ R[[t]] satisfying
(3.6) a¯(t4) = b¯2(t)a¯4(tb¯(t)), a¯(0) > 0.
For any f = x+y+higher term, we put b¯ = j∞(b), where f(0, t)−1◦f(t, 0) = tb(t).
Then let a¯ ∈ R[[t]] be a solution of (3.6). Applying the Borel’s theorem there
exists a ∈ E1 such that j∞(a) = a¯. Then we put h(t) = ta(t2) and moreover we
take a representative element k in t
√
a(t4) ◦ f(t, 0)−1 +M∞1 . We define a (γ1, γ2)-
compatible diffeomorphism germ by the same way as in the proof of Proposition
3.4. Then by using these coordinate changes we have the required result. 
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To kill the flat terms of f˜ we shall apply Proposition 3.4. That is, since f˜(0, t)−1◦
f˜(t, 0) = t(1 + flat function), in order to prove Theorem A it is sufficient to show
Proposition 3.6. For any b(t) ∈ E1 of the form b(t) = 1 + flat function there
exists a ∈ E1 with a(0) > 0 satisfying (3.5).
To prove this we need the following Lemma. Let θ : (R, 0) → (R, 0) be the
inverse function germ of t 7→ tb(t), where b(t) = 1 + flat function. We see that
θ(x) = xc(x) where c(x) = 1+flat function. Then from the equation (3.5), we see
that a(θ(x)4) = (1/c(x))2a(x)4. Thus we have
(3.7) a(x) = c(x)
1
2 a(θ(x)4)
1
4 .
Then by direct calculations inductively we have
Lemma 3.7. (i) In the above equation (3.7), for any non-negative integer n, a(x)
satisfy
a(x) =
(
n∏
k=0
c(σk(x))1/4
k
)1/2
a(σn+1(x))1/4
n+1
,
where σ(x) = θ(x)4, σ0(x) = x, σn = σ ◦ · · · ◦ σ︸ ︷︷ ︸
n
(n ≥ 1).
(ii) lim
n→∞
a(σn(x))1/4
n
= 1 on (R, 0).
Hence if a(x) ∈ E1 satisfying the equation (3.5) exists, then a(x) must be a(x) =(
∞∏
n=0
c(σn(x))1/4
n
)1/2
. Actually the following holds:
Proposition 3.8.
(
∞∏
n=0
c(σn(x))1/4
n
)1/2
exists and is C∞.
Therefore proof of Proposition 3.6 is reduced to proof of Proposition 3.8. To
prove Proposition 3.8 we need the following Lemmas.
We recall that (
∞∏
n=0
fn) = lim
N→∞
f0 · · · fN exists and is C∞ if and only if lim
N→∞
N∑
k=0
log fk
exists and is C∞, where fk ∈ E1 with fk > 0.
Put SN (x) =
N∑
n=0
log c(σn(x))1/4
n
=
N∑
n=0
1
4n log c(σ
n(x)).
Lemma 3.9.
(
∞∏
n=0
c(σn(x))1/4
n
)1/2
is uniformly convergent.
Proof. There exists ε > 0 such that |σn(x)| < |x|3n < ε < 1, which leads to
| 14n log c(σn(x))| < 14n for any n on |x| < ε. Hence limN→∞SN (x) is uniformly con-
vergent on |x| < ε. 
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Next we shall show that S(x) = lim
N→∞
SN (x) is of class C
∞. Firstly we see
that S(x) = 14S(σ(x)) + log c(x). Actually from the definition of SN we have
1
4
SN (σ(x)) =
N∑
n=0
1
4n+1
log c(σn+1(x)) = SN+1(x) − S0(x). Then by N → ∞ we
have the required relation.
Therefore if S(x) is of class Cp(p = 0, 1, 2, · · · ), we inductively have
(3.8) S(p)(x) =
1
4
S(p)(σ(x))σ′(x)p + λp(x),
where S(p)(x)=the p-th order differential of S(x), λp(x) ∈ E1 depend on p. We put
T (x) := S(p)(x), α(x) := σ′(x)p, λ(x) := λp(x). Then we inductively have
(3.9) T (x) =
1
4n
α(x)α(σ(x))α(σ2(x)) · · ·α(σn−1(x))T (σn(x))
+
n−1∑
i=0
1
4i
α(x)α(σ(x)) · · ·α(σi−1(x))λ(σi(x)).
Lemma 3.10. There exists ε > 0 such that
lim
n→∞
1
4n
α(x)α(σ(x))α(σ2(x)) · · ·α(σn−1(x))T (σn(x)) = 0
on |x| < ε for any p.
Proof. Clearly there exists ε ∈ (0, 1) such that |σ′(x)| < |x|2 on |x| < ε. Thus we
see that
| 1
4n
σ′(x)pσ′(σ(x))p · · ·σ′(σn−1(x))pT (σn(x))| < 1
4n
|x|2pn|T (σn(x))|
on |x| < ε for any p. Then the right hand side is convergent to 0 on |x| < ε if
n→∞. 
Lemma 3.11. There exists ε > 0 such that for any α(x) ∈ E1 with α(0) = α′(0) =
0 and for any λ(x) which is C1 class function germ on (R, 0) with λ(0) = λ′(0) = 0
the followings hold: Let un(x) = α(x)α(σ(x))α(σ
2(x)) · · ·α(σn(x))λ(σn+1(x)).
(i) lim
N→∞
N∑
n=0
un(x) is pointwise convergent on |x| < ε.
(ii) lim
N→∞
N∑
n=0
un(x) is of class C
1.
Proof of (i). We can take an ε0 ∈ (0, 12) such that for any α, λ in this Lemma there
exists a positive number Mα,λ ∈ R such that the followings hold for any |x| < ε0:
|α(x)| < Mα,λ, |α′(x)| < Mα,λ, |λ(x)| ≤Mα,λ|x|, |λ′(x)| ≤Mα,λ|x|.
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Take εσ ∈ (0, 12) such that |σ| < |x|3 (hence |σn| < |x|3
n
for any n) on |x| < εσ. Let
ε1 = min{ε0, εσ}. Then we see |un| < Mn+2α,λ |σn+1(x)| < Mn+2α,λ |x|3
n+1
on |x| < ε1.
We easily verify that the series
∑
Mn+2α,λ |x|3
n+1
converges pointwise on |x| < ε1 and
hence
∑
un is also. 
Proof of (ii). Since un(x) is of class C
1, it is sufficient to show that there exists
ε > 0 independent of λ such that the series
∑
u′n(x) converges uniformly on |x| < ε.
Take ε2 > 0 such that |(σi)′| < 1 for any i on |x| < ε2. Let ε = min{ε1, ε2}, where
ε1 is defined just as before. Then we have |u′n(x)| < (n+2)Mn+2α,λ |x|3
n+1
on |x| < ε.
Hence we easily verify that
∑
u′n(x) converges pointwise.
Moreover we have |u′n(x)| < (n + 2)Mn+2α,λ (1/23
n+1
) =: Kn on |x| < ε. Since
n
√
Kn → 0,
∑
Kn converges. Therefore
∑
u′n(x) converges uniformly on |x| <
ε. 
Now we are ready to show that S(x) is of class C∞.
Proof of Proposition 3.8. We recall the relation (3.8) of S(x). In (3.8), if S(x) is of
class Cp, by direct calculations we see λ0 = log c, λ1 =
c′
c
, λp =
1
4
S(p−1)(σ) · (p −
1)(σ′)p−2σ′′+λ′p−1 =sums and products of λ
(p−1)
1 , S
′(σ), S′′(σ), . . . , S(p−1)(σ), σ, σ′, σ′′, . . . , σ(p)
for p ≥ 2. Since c, σ are of class C∞, if S(x) is of class Cp, then λp is of class C1.
Then by putting λ = λp, α = (σ
′)p, from the relation (3.9), Lemma 3.10 and Lemma
3.11 we can inductively prove that S(p) =
∞∑
n=0
1
4n+1
un + λp is of class C
1 for any
p. 
4. Topological rigidity for type (III, III)
In this section we shall prove the following which is a part of Theorem B:
Proposition 4.1. If two diagrams of type (III, III) are topologically equivalent,
then they are C∞-equivalent.
One of the essential tool to prove theorem B is the following Theorem of rigidity
of webs. LetW = (F1, . . . ,Fd) be a configuration of d foliationsFj , j = 1, . . . , d(d ≥
2) in a domain U of R2 with codimension 1. Define the set S(W) by S(W) := the
set of points at which Fi and Fj (1 ≤ i < j ≤ d) are non-transversal. We call
W a non-singular d-web or briefly d-web (resp. singular d-web) on U of codim 1
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if S(W) = φ (resp. S(W) 6= φ) and call S(W) the singular set of W. Therefore
locally a (singular) d-web is a configuration W = (f1, . . . , fd) of d submersion
germs fj : (R
2, 0) → (R, 0). Then the singular set S(W) is given by S(W) = {p ∈
(R2, 0) | dfi ∧ dfj(p) = 0, 1 ≤ i < j ≤ d}.
Theorem 4.2. (Rigidity of webs[4]) Let W = (f1, f2, f3),W ′ = (f ′1, f ′2, f ′3) be two
3-webs on (R2, 0). If there exist homeomorphism germs Φ : (R2, 0) → (R2, 0), hj :
(R, 0)→ (R, 0) such that hj ◦ fj = f ′j ◦ Φ for any j = 1, 2, 3, then Φ, hj(j = 1, 2, 3)
are C∞-diffeomorphism germs.
As a corollary of Theorem 4.2 we see that rigidity of webs holds for every d-webs
with d≥ 3.
Suppose that two diagrams of type (III, III) are topologically equivalent. That
is, from Theorem A, we suppose that the following diagram commute:
(4.1)
(R, 0)
x+y←−−−− (R2, 0) γ1−−−−→ (R2, 0) γ2←−−−− (R2, 0) f−−−−→ (R, 0)
h1
y H1y Ky yH2 yh2
(R, 0)
X+Y←−−−− (R2, 0) γ1−−−−→ (R2, 0) γ2←−−−− (R2, 0) f˜−−−−→ (R, 0)
where f, f˜ ∈ E2 with f(x, 0) = f(0, x) = x, f˜(x˜, 0) = f˜(0, x˜) = x˜ and hi, Hi(i =
1, 2), K are homeomorphism germs. We put H1 = (X, Y ), H2 = (X˜, Y˜ ), K =
(U, V ).
We remark that there exists a 4-web in the domain {(u, v) ∈ (R2, 0)|u > 0 and v >
0} which are constructed by γi(fi−1(t)), i = 1, 2. Therefore from Theorem 4.2 we
see that K restricted to {(u, v) ∈ (R2, 0)|u > 0 and v > 0} is a C∞-diffeomorphism
germ.
Lemma 4.3. We have the followings:
(i) h1, h2 are C
∞-diffeomorphism germs and moreover h1 = h2 = idR
(ii) H1 = idR2
(iii) H2 is a C
∞-diffeomorphism germ and moreover H2 restricted to {(x, y) ∈
(R2, 0)|
y ≥ 0 or x = 0} is the identity map germ.
Proof of (i). We take a point p ∈ {x + y = 0} ∩ {x > 0, y < 0} such that p is
sufficiently near 0. Then we consider a non-singular C∞-curve T at p such that
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T and each lines x + y = t(t ∈ (R, 0)) are transversal. Then x + y restricted
to T is a C∞-diffeomorphism germ. Since γ1|{x>0,y<0} and K|{u>0,v>0} are C∞-
diffeomorphism germs, from (4.1) we see that H1|{x>0,y<0} is a C∞-diffeomorphism
germ. From (4.1) we have h1 ◦ (x + y)|T = (X + Y ) ◦H1|T , namely h1 is a C∞-
diffeomorphism germ. For h2, similarly take a point p ∈ f−1(0) ∩ {x < 0, y > 0}
which is sufficiently near 0 and then consider a curve T at p such that T and each
fibres of f are transversal. Then by the similar argument we see that h2 is a C
∞-
diffeomorphism germ.
Hence there existA,B ∈ Eu,v such that h1(x+y) = A(x, y2)+yB(x, y2). Similarly
there exist A˜, B˜ ∈ Eu,v such that h2◦f(x, y) = A˜(x2, y)+xB˜(x2, y).We remark that
in (4.1) H1, K,H2 preserve both the horizontal-axis and the vertical-axis in each
spaces. From (4.1) we have U(x, y2) = A(x, y2), V (x, y2) = y2B(x, y2)2 and simi-
larly U(x2, 0) = x2B˜(x2, 0)2, V (0, y) = A˜(0, y). Thus we have h1(y) = yB(0, y
2) and
h1(x) = xB˜(x, 0)
2 for x ≥ 0. Similarly h2(x) = xB˜(x2, 0) and h2(y) = yB(0, y)2
for y ≥ 0. This means that h1, h2 are increasing and odd. Therefore there exist
ai ∈ E1 with ai(0) > 0 such that hi(t) = tai(t2), i = 1, 2. Hence ai(t)4 = ai(t4) for
t ≥ 0, i = 1, 2. Thus we see ai(t) ≡ 1 for t ≥ 0, namely hi(t) = t on (R, 0). 
Proof of (ii). From (i) it is clear. 
Proof of (iii). For f = x+y+higher term ∈ E2 consider the map germ Jf : (R2, 0)→
(R2, 0) defined by Jf (x, y) = (f(x, y), f(−x, y)).Clearly Jf is a C∞-diffeomorphism
germ. Since H2(−x, y) = (−X˜(x, y), Y˜ (x, y)) and h2 = id, we have Jf = Jf˜ ◦H2.
Namely H2 is a C
∞-diffeomorphism germ. The latter part of (iii) is clear by (i)
and (ii). 
From Lemma 4.3 (iii) and the γ2-compatibility, we can putH2 = (xA(x
2, y), yB(x2, y))
for some A,B ∈ Eu,v with A = 1 on {u ≥ 0 and v ≥ 0}, B = 1 on {u ≥ 0 and v ≥
0} ∪ {u = 0}. Then we see that K = (uA2, vB) on {u ≥ 0}. On the other hand
K(u, v) = (u, v) on {v ≥ 0}. Now we need the following Proposition.
Proposition 4.4. Let h ∈ Eu,v with h = 1 on {u ≥ 0 and v ≥ 0}. Then there
exists h˜ ∈ Eu,v such that h˜ = h on {u ≥ 0} and h˜ = 1 on {u ≤ 0 and v ≥ 0}.
If this Proposition 4.4 is proved, the proof of Proposition 4.1 is finished by the
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following.
Proof of Proposition 4.1. For the above A,B ∈ Eu,v we take its extension A˜, B˜ with
the same property in Proposition 4.4. Then define the C∞-diffeomorphism germ
K˜ : (R2, 0)→ (R2, 0) by K˜ = (uA˜(u, v)2, vB˜(u, v)). Then we see that K˜ ◦ γ1 = γ1
and K˜ ◦ γ2 = γ2 ◦H2. This completes the proof. 
In order to prove Proposition 4.4 we apply the theory of regularly situated sets
by  Lojasiewicz as follows (See [11], [12]p.12): Let Ω be an open set in Rn and let X
be a closed subset of Ω. Let E(X) be the ring of all Whitney functions of infinite
order on X.
Let X, Y be closed subsets of Ω. Let δ : E(X∪Y )→ E(X)⊕E(Y ) be the diagonal
mapping defined by
δ(F ) = (F |X , F |Y ).
Let pi : E(X)⊕ E(Y )→ E(X ∩ Y ) be the mapping defined by
pi(F,G) = F |X −G|Y .
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Definition 4.5. ([11, 12]) Two closed subsets X, Y of an open set Ω are said to
be regularly situated if the sequence
0 −→ E(X ∪ Y ) δ−→ E(X)⊕ E(Y ) pi−→ E(X ∩ Y ) −→ 0
is exact.
Theorem 4.6. ( Lojasiewicz) Given X, Y closed in an open set Ω a necessary
and sufficient condition that they are regularly situated is the following: Either
X ∩ Y = φ or
(Λ) Given any pair of compact sets K ⊂ X,L ⊂ Y, there exists a pair of constants
C > 0 and α > 0 such that, for every x ∈ K, one has
d(x, L) ≥ C d(x,X ∩ Y )α,
where d denoting the euclidean distance in Rn.
We apply Theorem of  Lojasiewicz for the following particular case. Consider
closed subsets X, Y of R2 defined by
X = {reiθ|0 ≤ r ≤ ε,−pi
4
≤ θ ≤ 2
3
pi}, Y = {reiθ|0 ≤ r ≤ ε, 5
6
pi ≤ θ ≤ 7
4
pi},
where ε is a fixed positive number.
Lemma 4.7. X, Y are regularly situated.
Proof. We can easily see d(p, Y ) = d(p,X ∩Y ) for every p ∈ {reiθ|0 ≤ r ≤ ε,−pi4 ≤
θ ≤ pi3 } and also see that d(p, Y ) = d(p, 0) sin( 56pi− arg p), d(p,X ∩ Y ) = d(p, 0) for
every p ∈ {reiθ|0 ≤ r ≤ ε, pi
3
≤ θ ≤ 2
3
pi}. Thus we have d(p, Y ) ≥ 1
2
d(p,X ∩ Y ) for
any p ∈ X. Then for X, Y obviously the condition (Λ) holds. 
Clearly to prove Proposition 4.4 it is enough to show the following.
Lemma 4.8. Let h : (R2, 0) → (R, 0) be a C∞-function germ such that h = 0 on
{(x, y)|x ≥ 0 and y ≤ 0}. Then there exists a C∞-function germ h˜ : (R2, 0) →
(R, 0) such that h˜ = h on {x ≥ 0} and h˜ = 0 on {y ≤ 0}.
Proof. We take a sufficiently small ε > 0. Then we can define f ∈ E(X) by h|X
and define g ∈ E(Y ) by 0|Y . Obviously (f, g) ∈ Ker pi. Then by Lemma 4.7 there
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exists F ∈ E(X ∪Y ) such that δ(F ) = (f, g). By the definition of Whitney function
there exists a C∞-function F˜ defined in a neighbourhood of X ∪ Y in R2 such
that j∞F˜ (p) = F (p) in X ∪ Y. Put h˜ :=the germ of F˜ at 0, which is the required
C∞-function germ. 
5. Rigidity for each types except (III, III)
In this section we shall complete proof of Theorem B. Firstly we recall the
following normal forms which have been given in [3, 10, 14].
Theorem 5.1. The normal forms of each generic types except (III, III) for the
diagrams (R, 0)
f1←− (R2, 0) γ1−→ (R2, 0) γ2←− (R2, 0) f2−→ (R, 0) are the followings:
(I, I)0 f1 = y1, γ1 = (x1, y1);
f2 = x2, γ2 = (x2, y2).
(I, I)1 f1 = y1, γ1 = (x1, y1);
f2 = x
2
2 + y2, γ2 = (x2, y2).
(I, I)2 f1 = y1, γ1 = (x1, y1);
f2 = x
3
2 + x2y2 + y2, γ2 = (x2, y2).
(II, I) f1 = x
2
1 ± y21 , γ1 = (x1, y1);
f2 = x2, γ2 = (x2, y2).
(III, I)0 f1 = x1 + y1, γ1 = (x1, y
2
1);
f2 = x2 + θ(x2, y2), γ2 = (x2, y2),
where θ ∈Mx2,y2 with θ(x2, 0) = 0.
(III, I)1 f1 = x1 + y1, γ1 = (x1, y
2
1);
f2 = x
2
2 + θ(x2, y2), γ2 = (x2, y2),
where θ ∈Mx2,y2 with θ(x2, 0) = 0, ∂θ∂y2 (0) 6= 0.
(IV, I) f1 = x
2
1 + y1, γ1 = (x1, y
2
1);
f2 = x2 + θ(x2, y2), γ2 = (x2, y2),
where θ ∈Mx2,y2 with θ(x2, 0) = 0, ∂θ∂y2 (0) 6= 0.
(V, I) f1 = x1 + x1y1 + y
3
1 , γ1 = (x1, y
2
1);
f2 = x2 + θ(x2, y2), γ2 = (x2, y2),
where θ ∈Mx2,y2 with θ(x2, 0) = 0, ∂θ∂y2 (0) 6= 0, ∂θ∂y2 (0) 6= 3.
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(V I, I) f1 = y1 + α ◦ γ1, γ1 = (x1, y31 + x1y1);
f2 = x2 + θ(x2, y2), γ2 = (x2, y2),
where α ∈ Mu,v, θ ∈Mx2,y2 with θ(x2, 0) = 0.
For the normal forms with functional moduli except type (III, III), that is, for
the normal forms of (III, I)0, (III, I)1, (IV, I), (V, I) and (V I, I) we may skip γ2
to consider the topological rigidity problem because γ2 = id.
5.1 Proof of rigidity for (III, I)0, (IV, I), (V, I).
We uniformly prove for these types. In this proof we always suppose that γ =
(x, y2) : (R2, 0) → (R2, 0). Assume that two normal forms of the same type(i.e.
(III, I)0, (IV, I), (V, I)) are topologically equivalent:
(5.1)
(R, 0)
g←−−−− (R2, 0) γ−−−−→ (R2, 0) f−−−−→ (R, 0)
h
y Hy Ky yk
(R, 0)
g←−−−− (R2, 0) γ−−−−→ (R2, 0) f˜−−−−→ (R, 0)
where h,H,K, k are homeomorphism germs.
Step 1. h, k are C∞-diffeomorphism germs.
Case (III, I)0. The diagrams of this type have a 3-web structure on {v > 0}. By
the rigidity of webs, K|{v>0} is a C∞-diffeomorphism germ. Since γ|{y>0} is a
C∞-diffeomorphism germ, from (5.1) we see that H|{y>0} is a C∞-diffeomorphism
germ. Take a point p ∈ g−1(0) ∩ {y > 0} such that p is sufficiently near 0. Then
we can consider a non-singular curve T at p such that T and each fibres of g are
transversal. Namely g|T gives a C∞-diffeomorphism germ. Hence g restricted to
H(T ) is a C∞-diffeomorphism germ. Then from (5.1) h◦g|T = g|H(T )◦H|T , namely
h is a C∞-diffeomorphism germ.
Similarly we take a point q ∈ f−1(0) ∩ {v > 0} such that q is sufficiently near
0 and then consider a non-singular curve S at q such that S and each fibres of f
are transversal. Then we see that k = f˜ |K(S) ◦K|S ◦ f |−1S is a C∞-diffeomorphism
germ.
Case (IV, I). In this case there is a singular 3-web on the domain {v > 0} and
its singular set is the v-axis(v > 0). That is, there is a 3-web on the domain
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{(u, v)|u 6= 0, v > 0}. By the rigidity of webs, K restricted to {u 6= 0, v > 0} is a
C∞-diffeomorphism germ. Hence we see that H restricted to {x > 0, y < 0} is a
C∞-diffeomorphism germ. Take a point p ∈ g−1(0) ∩ {x > 0, y < 0} such that p is
sufficiently near 0. Then taking a curve T at p with the same property as the case
(III, I)0 we see that h is a C∞-diffeomorphism germ.
On the other hand by the generic condition, since f−1(0) and v-axis(v > 0) are
transversal we can take a point q ∈ f−1(0) ∩ {u 6= 0, v > 0}. Then we can take a
curve S at q in {u < 0, v > 0} or {u > 0, v > 0} which has the same property as in
the case (III, I)0. Hence k is a C∞-diffeomorphism germ.
Case (V, I). In this case there is a singular 3-web on {v > 0} such that 3 foliations
are given by the level curves γ(g−1(t)) and f−1(t). That is, the singular 3-web W
is given by
f1 = u+ (u+ v)
√
v, f2 = u− (u+ v)
√
v, f3 = f = u+ bv + θ(u, v)
for v > 0, where b 6= 0, θ ∈ M2u,v. We decompose the singular set S(W) by
S(W) = S1,2 ∪ S2,3 ∪ S3,1, where Si,j = {(u, v)|v > 0, det J(fi,fj)(u, v) = 0}(i 6= j),
J(fi,fj)(u, v) denoting the Jacobi matrix of (fi, fj) at (u, v). We have S1,2 = {u +
3v = 0, v > 0}. We see that the tangent directions of the level curves of f1 and f2
are vertical at every points in S1,2.
To show the Step 1, we shall apply the same technique as the case (III, I)0.
So that we shall avoid the set S2,3 ∪ S3,1 as follows. Let m ∈ R. Then we
have det J(f3,f1)(mv, v) = (1 +
∂θ
∂u
(mv, v))m+3
2
√
v − (b+ ∂θ
∂v
(mv, v))(1 +
√
v). Since
lim
v→0
det J(f3,f1)(mv, v) = −b 6= 0, there exists δ1(m) > 0 such that det J(f3,f1)(mv, v) 6=
0 for δ1(m) > v > 0.We can choose δ1(m) such that δ1(m) is a continuous function
with respect to m. Similarly there exists δ2(m) > 0 such that det J(f3,f2)(mv, v) 6= 0
for δ2(m) > v > 0. Now for f we take a sufficiently large l ∈ R such that f−1(0)
and S1,2 lie in the set {(mv, v)| − l < m < l, v > 0}. Put δ = min{δ1(m), δ2(m)}
for −l ≤ m ≤ l and consider the domain Df = {(mv, v)| − l < m < l, 0 < v < δ}.
Then we see that there is a non-singular 3-web on Df − S1,2. By rigidity of webs
, we see that K restricted to Df − S1,2 is a C∞-diffeomorphism germ. Therefore
H restricted to γ−1(Df − S1,2) ∩ {y > 0} is a C∞-diffeomorphism germ. Take a
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point p ∈ g−1(0) ∩ {y > 0} such that p is sufficiently near 0. We can take a curve
T at p in γ−1(Df − S1,2) ∩ {y > 0} such that T and each fibres of g around 0 are
transversal. Then by the same argument as the case (III, I)0, we see that h is a
C∞-diffeomorphism germ.
Since f−1(0) and S1,2 are transversal by the generic condition, we can take
a point q ∈ f−1(0) ∩ (Df − S1,2) and moreover we can take a curve S at q in
Df − S1,2 such that S and each fibres of f around 0 are transversal. Then by the
same argument as the case (III, I)0, we see that k is a C∞-diffeomorphism germ.
Step 2. H is a C∞-diffeomorphism germ.
For the normal forms (g, γ, f) of each cases we define a C∞-map germ Φf :
(R2, 0)→ (R2, 0) by Φf = (g, f ◦ γ). Then we have h× k ◦ Φf = Φf˜ ◦H.
Cases (III, I)0, (IV, I). we see that Φf is a C
∞-diffeomorphism germ. Hence from
Step 1, H is a C∞ -diffeomorphism germ.
Case (V, I). From a generic condition “the tangent cone of γ(g−1(0)) and f−1(0)
are transversal” (i.e.∂f∂v (0) 6= 0), by direct caluculations we see that Φf is a fold
map germ. Thus by Step 1 we see that H is a C∞-diffeomorphism germ because if
γ ◦H1 = H2 ◦ γ , where H1 is a homeomorphism germ and H2 = (U, V ) is a C∞-
diffeomorphism germ, then we have H1 = (U(x, y
2), y
√
V1(x, y2)) for some V1 ∈ E2
with V1(0) 6= 0.
Step 3. A C∞-extension of K restricted to the web domain.
We shall construct a C∞-diffeomorphism germ K˜ preserving the commutativity
(5.1) even if we replace K with K˜ as follows: By the coordinate change (f, v) in the
source of f , we may suppose f = pi1, where pi1 is the first projection pi1(u, v) = u.
Similarly f˜ = pi1. Hence it is enough to construct a C
∞-diffeomorphism germ
K̂ : (R2, 0)→ (R2, 0) such that the following diagram commutes
(R2, 0)
δ−−−−→ (R2, 0) pi1−−−−→ (R, 0)
H
y K̂y yk
(R2, 0)
δ˜−−−−→ (R2, 0) pi1−−−−→ (R, 0)
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where δ = (f, v) ◦ γ, δ˜ = (f˜ , v) ◦ γ. Let H = (X, Y ). Then from Step 2 and by the
Malgrange preparation theorem there exists A,B ∈ Eu,v such that Y = A◦δ+yB◦δ.
From (5.1) we see that A ◦ δ = 0 in (R2, 0). Then put K̂(u, v) = (k(u), vB(u, v)2).
From (5.1) and Steps 1, 2 we see that K̂ is the required C∞-diffeomorphism germ.
This completes the proof of rigidities for (III, I)0, (IV, I), (V, I). 
5.2 Proof of rigidity for (III, I)1.
The following was shown in [4].
Lemma 5.2. Let (R, 0)
f←− (R2, 0) γ−→ (R2, 0) be of type (III). Then only using
C∞-coordinate changes in the source and the target of γ, without any coordinate
changes in the target of f , the normal form of (III) is given by f = x+y, γ = (x, y2).
We suppose that γ = (x, y2) : (R2, 0) → (R2, 0). From Theorem 5.1 the normal
form of (III, I)1 is (x + y, γ, f), f(u, 0) = u2, ∂f∂v (0) 6= 0. Assume that two normal
forms of (III, I)1 are topologically equivalent:
(5.2)
(R, 0)
x+y←−−−− (R2, 0) γ−−−−→ (R2, 0) f−−−−→ (R, 0)
h
y Hy Ky yk
(R, 0)
X+Y←−−−− (R2, 0) γ−−−−→ (R2, 0) f˜−−−−→ (R, 0)
where h,H,K, k are homeomorphism germs. We remark that if f(u, v) = −v + u2,
then the parabola f = 0 is the singular set of the singular 3-web on {v > 0}
associated with this normal form. However clearly the type (III, I)1 with f(u, v) =
−v + u2 is topologically equivalent to only oneself. Hence we may suppose that
f(u, v) 6= −v + u2. Then there exists a 3-web structure on {v > 0}. We remark
that from (5.2) ∂f∂v (0) < 0 (resp. > 0) if and only if
∂f˜
∂v (0) < 0 (resp. > 0) because
the level curves f−1(0) with ∂f
∂v
(0) > 0 do not lie in the web domain {v > 0}. We
see that K|{v>0} and h are C∞-diffeomorphism germs by the same argument as in
(III, I)0.
By Lemma 5.2 we have the following C∞-commutative diagram
(R, 0)
h(x+y)←−−−− (R2, 0) γ−−−−→ (R2, 0) f−−−−→ (R, 0)∥∥∥ Ĥy K̂y ∥∥∥
(R, 0)
X+Y←−−−− (R2, 0) γ−−−−→ (R2, 0) f◦K̂
−1
−−−−→ (R, 0)
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where Ĥ, K̂ are C∞-diffeomorphism germs. Therefore it is sufficient to show that
C0- commutativity implies C∞-commutativity in the following diagram:
(5.3)
(R, 0)
x+y←−−−− (R2, 0) γ−−−−→ (R2, 0) f◦K̂
−1
−−−−→ (R, 0)∥∥∥ H◦Ĥ−1y K◦K̂−1y yk
(R, 0)
X+Y←−−−− (R2, 0) γ−−−−→ (R2, 0) f˜−−−−→ (R, 0).
We see that H ◦ Ĥ−1 = id on (R2, 0) and K ◦ K̂−1 = id on {v ≥ 0}.
Now we consider the following two cases:
Case ∂f∂v (0) < 0 : By the same argument as the case (III, I)
0, we see that k is a
C∞-diffeomorphism germ. Define C∞-diffeomorphism germ K˜ : (R2, 0) → (R2, 0)
by K˜(u, v) = (u, f˜(u, v))−1◦(u, k◦f ◦K̂−1(u, v)). Then we have K˜ = id on {v ≥ 0}
and f˜ ◦ K˜ = k ◦ f ◦ K̂−1. This completes the proof of rigidity in the case ∂f∂v (0) < 0.
Case ∂f∂v (0) > 0 : In this case f
−1(0) is not in the 3-web domain {v > 0}. We
see that f restricted to v-axis (v > 0) is a C∞-diffeomorphism germ. Then by the
similar argument as in (III, I)0 we see that k|{t>0} is a C∞-diffeomorphism germ.
Moreover from (5.3) we have k(t) = f˜(0, ϕ(t)) for t > 0, where ϕ(t) is the inverse
function germ of t = f ◦ K̂−1(0, v). Let k˜(t) be a natural C∞-extension of k|{t>0}
defined by k˜(t) = f˜(0, ϕ(t)) for all t ∈ (R, 0). Clearly k˜ is a C∞-diffeomorphism
germ. Then similarly we can define C∞-diffeomorphism germ K˜ : (R2, 0)→ (R2, 0)
by K˜(u, v) = (u, f˜(u, v))−1 ◦ (u, k˜ ◦f ◦ K̂−1(u, v)). By the same argument as in the
case ∂f∂v (0) < 0 we have the required result.
This completes the proof of rigidity of case (III, I)1. 
5.3 Proof of rigidity for (VI, I).
In this case we suppose that γ = (x, y3+xy). Denote by ∆ the set {4u3+27v2 <
0} of inner points of the cusp. At first we prepare a crucial Proposition.
Proposition 5.3. Let (gi, γ, fi) be two normal forms of type (V I, I) , where gi =
y+ θi ◦ γ, θi ∈M2(i = 1, 2). Then θ1|∆ = θ2|∆ and f1|∆ = f2|∆ if and only if there
exist C∞- diffeomorphism germs H,K : (R2, 0) → (R2, 0) such that the following
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diagram commutes:
(R, 0)
g1←−−−− (R2, 0) γ−−−−→ (R2, 0) f1−−−−→ (R, 0)∥∥∥ Hy Ky ∥∥∥
(R, 0)
g2←−−−− (R2, 0) γ−−−−→ (R2, 0) f2−−−−→ (R, 0).
Proof. Necessity: Assume that θ1|∆ = θ2|∆ and f1|∆ = f2|∆. Define C∞-map
germs Hi : (R
2, 0) → (R2, 0) by Hi = (fi ◦ γ, gi), i = 1, 2. Since the level curve
fi = 0 and the tangent cone of the cusp are transversal, we see that Hi is a C
∞-
diffeomorphism germ. Namely Hi changes the 2-web (fi ◦ γ, gi) to the canonical
grid. Put H = H−12 ◦H1. Then we have g1 = g2 ◦H and f1 ◦ γ = f2 ◦ γ ◦H.
On the other hand from the assumption clearly we have H|γ−1(∆) = id|γ−1(∆).
Then as was shown in [4]p.464 we see that H is a γ-lowable, namely there exists a
C∞- diffeomorphism germ K : (R2, 0) → (R2, 0) such that K ◦ γ = γ ◦ H. Hence
we see that these H,K realize the required commutativity.
Sufficiency is a corollary of the argument of the below. 
Assume that two diagrams of (V I, I) are topologically equivalent:
(R, 0)
g1←−−−− (R2, 0) γ−−−−→ (R2, 0) f1−−−−→ (R, 0)
h
y Hy Ky yk
(R, 0)
g2←−−−− (R2, 0) γ−−−−→ (R2, 0) f2−−−−→ (R, 0)
where gi = yi + θi ◦ γ(i = 1, 2) and h,H,K, k are homeomorphism germs.
Step 1. We may suppose that h = id.
There is a 4-web structure in ∆ associated with (V I, I). Hence by rigidity of
webs K|∆ is a C∞-diffeomorphism germ. Then as was shown in [4]p.469 (which is
the similar argument as in the previous cases) we see that h is a C∞-diffeomorphism
germ. Hence (h ◦ g1, γ, f1) is C∞-equivalent to (g1, γ, f1). On the other hand by [4,
Proposition 1 (p. 462)] we have the following C∞-commutative diagram
(R, 0)
h◦g1←−−−− (R2, 0) γ−−−−→ (R2, 0) f1−−−−→ (R, 0)∥∥∥ Ĥy K̂y ∥∥∥
(R, 0)
y+θ◦γ←−−−− (R2, 0) γ−−−−→ (R2, 0) f̂=f1◦K̂
−1
−−−−−−−→ (R, 0)
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for some θ ∈M2, where Ĥ, K̂ are C∞-diffeomorphism germs. Namely we have the
following C0-commutative diagram:
(R, 0)
y+θ◦γ←−−−− (R2, 0) γ−−−−→ (R2, 0) f̂−−−−→ (R, 0)∥∥∥ H◦Ĥ−1y K◦K̂−1y yk
(R, 0)
g2←−−−− (R2, 0) γ−−−−→ (R2, 0) f2−−−−→ (R, 0).
Since the level curve f̂ = 0 and the tangent cone of the cusp are also transversal,
we can suppose that f̂(u, 0) = u by the coordinate change, which is the inverse
function of f̂(u, 0), in the target of f̂ . Hence it is sufficient to show the case h = id.
Step 2. θ1|∆ = θ2|∆, f1|∆ = f2|∆ and apply Proposition 5.3
By the same argument as in [4]p.470, due to h = id we see that H|γ−1(∆) =
id|γ−1(∆), K|∆ = id|∆. Hence θ1 = θ2 on ∆. Moreover we have k(s) = s for s < 0.
Hence f1 = f2 on ∆. Then applying the necessity part of Proposition 5.3, the proof
of rigidity for (V I, I) is completed. 
Acknowledgments
A part of this work was done when the second author visited GETODIM Institut de Mathe´matiques
Universite´ de Montpellier II, supported by Research Fellowships of Japan Society for the Pro-
motion of Science, and this work was completed when he is in ICMSC-Instituto de Cieˆncias
Matema´ticas de Sa˜o Carlos, Universidade de Sa˜o Paulo, supported by FAPESP grants. He would
like to thank GETODIM and ICMSC for their hospitalities. Also the second author would like to
thank Prof. S. Izumiya for his valuable advices and constant encouragements, Prof. S. Izumi for
his useful discussion and Prof. M. A. S. Ruas for her helpful comments.
References
1. V. I. Arnol’d, Wave front evolution and equivariant Morse lemma, Comm. Pure Appl. Math.
29 (1976), 557-582.
2. M. J. Dias Carneiro, Singularities of envelopes of families of submanifolds in RN , Ann. Scient.
Ec. Norm. Sup 16 (1983), 173-192.
3. J. P. Dufour, Stabilite´ simultane´e de deux fonctions diffe´rentiables, Ann. Inst. Fourier 29
(1979), 263-282.
4. J. P. Dufour, Families de courbes planes diffe´rentiables, Topology 22 (1983), 449-474.
5. J. P. Dufour and P. Jean, Rigidity of webs and families of hypersurfaces, Singularities and
Dynamical Systems (ed S. N. Pnevmatikos), North-Holland (1985), 271–283.
6. J. P. Dufour and J. P. Tueno, Singularitie´s et photographies de surfaces, J. Geometry and
Physics 9 (1992), 173-182.
7. A. Hayakawa, G. Ishikawa, S. Izumiya and K. Yamaguchi, Classification of generic integral
diagram and first order ordinary differential equations, International J. Math. 5 (1994), 447-
489.
24
8. S. Izumiya and Y. Kurokawa, Holonomic systems of Clairaut type, Differential Geometry and
its Applications 5 (1995), 219-235.
9. J. J. Koenderink, Solid Shape, The MIT Press (1990).
10. Y. Kurokawa, Singularities for projections of contour lines of surfaces onto planes, Preprint.
11. S.  Lojasiewicz, Sur le prible`me de la division, Studia Math. 18 (1959), 87-136.
12. B. Malgrange, Ideals of differentiable functions, Oxford Univ. Press (1966).
13. R. Thom, Sur la theorie des enveloppes, J. Math. pure et appl. XLI, fasc.2 (1962), 177-192.
14. Y. H. Wan, Morse theory for two functions, Topology 14 (1975), 218-228.
Jean Paul Dufour
Getodim Institut de Mathe´matiques, Universite´ de Montpellier II
Pl. E. Bataillon 34060 Montpellier Cedex, France
E-mail : dufourj@darboux.math.univ-montp2.fr
Yasuhiro Kurokawa
Instituto de Cieˆncias Matema´ticas de Sa˜o Carlos
Universidade de Sa˜o Paulo, Caixa Postal 668, CEP 13560-970, Sa˜o Carlos, SP,
Brazil
E-mail : kurokawa@icmc.sc.usp.br
25
