ABSTRACT. Let k be an algebraically closed field of characteristic p > 0. Let D be a p-divisible group over k. Let n D be the smallest non-negative integer for which the following statement holds: if C is a p-divisible group over k of the same codimension and dimension as D and such that
Introduction
Let p ∈ N be a prime. Let k be an algebraically closed field of characteristic p. Let c, d ∈ N ∪ {0} be such that r := c + d > 0. Let D be a p-divisible group over k of codimension c and dimension d. The height of D is r. Let n D ∈ N ∪ {0} be the smallest number for which the following statement holds: if C is a p-divisible group of codimension c and dimension d over k such that C[p n D ] is isomorphic to D[p n D ], then C is isomorphic to D. We have n D = 0 if and only if cd = 0. For the existence of n D we refer to [Ma, Ch. III, Sect. 3] , [Tr1, Thm. 3] , [Tr2, Thm. 1] , [Va1, Cor. 1.3] , or [Oo2, Cor. 1.7] . For instance, one has the following gross estimate n D ≤ cd+1 (cf. [Tr1, Thm. 3] ). Traverso's truncation conjecture predicts that n D ≤ min{c, d}, cf. [Tr3, Sect. 40, Conj. 4] . This surprising and old conjecture is known to hold only in few cases (like for supersingular p-divisible groups over k; see [NV, Thm. 1.2] ). Before one aims to solve this conjecture, one needs to have easy ways to compute and estimate n D . Each estimate of n D represents progress towards the classification of p-divisible groups over k; implicitly, it represents progress towards the understanding of the ultimate stratifications defined in [Va1, Subsect. 5.3] and (therefore also) of the special fibres of all integral canonical models of Shimura varieties of Hodge type. The goal of this paper is to put forward basic principles that:
(i) compute either n D or some very sharp upper bounds of n D , and
(ii) govern the classification of truncated Barsotti-Tate groups over k.
For the sake of generality, a great part of this paper will be worked out in the context of latticed F -isocrystals with a (certain) group over k.
Latticed F -isocrystals. Let W (k) be the ring of Witt vectors with coefficients in k.
Let B(k) be the field of fractions of W (k). Let σ be the Frobenius automorphism of W (k) and B(k) induced from k. By a latticed F -isocrystal over k we mean a pair (M, φ), where M is a free W (k)-module of finite rank and φ : M [
] is a σ-linear automorphism. We recall that if pM ⊆ φ(M ) ⊆ M , then the pair (M, φ) is called a Dieudonné module over k and ϑ := pφ −1 : M → M is called the Verschiebung map of (M, φ). We denote also by φ the σ-linear automorphism of End(M [ Let G B(k) be a connected subgroup of GL GL GL M [
1 p ] such that its Lie algebra Lie (G B(k) ) is left invariant by φ i.e., we have φ(Lie(G B(k) )) = Lie (G B(k) ). Let G be the Zariski closure of G B(k) in GL GL GL M . The triple (M, φ, G) is called a latticed F -isocrystal with a group over k, cf. [Va1, Def. 1.1 (a) ]. Let g := Lie(G B(k) ) ∩ End(M ). If G is smooth over Spec(W (k)), then g = Lie(G). Let n G ∈ N ∪ {0} be the i-number of (M, φ, G) defined in [Va1, 3.1.4] . Thus n G is the smallest non-negative integer for which the following statement holds:
• If g ∈ G(W (k)) is congruent modulo p n G to 1 M , then there exists h ∈ G(W (k)) which is an isomorphism between (M, gφ, G) and (M, φ, G) (equivalently, between (M, gφ) and (M, φ)). In other words, we have hgφh −1 = φ (equivalently, hgφ(h) −1 = 1 M ).
In [Va1] we developed methods that provide good upper bounds of n G (see [Va1, Subsubsect. 3.1.3 and Ex. 3.1.5] ). The methods used exponential maps and applied to all possible types of the affine, integral group scheme G over Spec (W (k) ). But when the type of G is simple (like when G is GL GL GL M ), then one can obtain significantly better bounds. This idea was exploited to some extent in [Va1, Sect. 3.3] and it is brought to full fruition in this paper. Accordingly, in the whole paper we will work under the following assumption:
1.1.1. Assumption. We have M = 0, the direct summand g of End(M ) is a W (k)-subalgebra of End(M ), and (thus) G is the group scheme over Spec(W (k) ) of invertible elements of g.
Typical cases we have in mind: (i) G is either GL GL GL M or a parabolic subgroup scheme of GL GL GL M , (ii) G is the centralizer in GL GL GL M of a semisimple W (k)-subalgebra of End(M ), and (iii) g is W (k)1 M ⊕ n, with n a nilpotent subalgebra (without unit) of End(M ).
1.1.2. Slopes. Dieudonné's classification of F -isocrystals over k (see [Di, Thms. 1 and 2] , [Ma, Ch. 2, Sect. 4] , [De] , etc.) implies that we have a direct sum decomposition M [ 1 p ] = ⊕ α∈Q W (α) that is left invariant by φ and that has the property that all Newton polygon slopes of (W (α), φ) are α. We recall that if m ∈ N is the smallest number such that mα ∈ Z, then there exists a B(k)-basis for W (α) which is formed by elements fixed by p −mα φ m . One says that (M, φ) is isoclinic if there exists a rational number α such that we have M [
1 p ] = W (α). We consider the direct sum decomposition
that is left invariant by φ and such that all Newton polygon slopes of (L + , φ) are positive, all Newton polygon slopes of (L 0 , φ) are 0, and all Newton polygon slopes of (L − , φ) are negative. We have direct sum decompositions L + = ⊕ α,β∈Q α<β Hom(W (α), W (β)), L 0 = ⊕ α∈Q End(W (α)), and L − = ⊕ α,β∈Q α<β Hom(W (β), W (α)). Thus both L + and L − are nilpotent subalgebras (without unit) of End(M ).
We have L 0 = End(M [ 
Level modules and torsions. We define
Let A 0 := {e ∈ End(M )|φ(e) = e} be the Z p -algebra of endomorphisms of (M, φ). Let O 0 be the W (k)-span of A 0 ; it is a W (k)-subalgebra of End(M ). We have identities
We also define
We have the following relations φ( (ii) The direct sum O + ⊕ O 0 (resp. O 0 ⊕ O − ) is a W (k)-subalgebra of End(M ) having O + (resp. O − ) as a nilpotent, two-sided ideal.
Let O := O + ⊕ O 0 ⊕ O − . In general, O is not a W (k)-subalgebra of End(M ) (see Example 2.2). Thus we call O as the level module of (M, φ). Lemma 2.4 points out that there exists no other possible choice (or variant) for the level module O of (M, φ).
; thus we have O = O GL GL GL M . We refer to O G as the level module of (M, φ, G) . By the level torsion of (M, φ, G) we mean the unique number ℓ G ∈ N ∪ {0} for which the following inclusions hold
and which obeys the following two disjoint rules:
(a) if g = O G and the two-sided ideal of g generated by (g ∩ O + ) ⊕ (g ∩ O − ) is not topologically nilpotent, then ℓ G := 1;
(b) in all other cases, ℓ G is the smallest non-negative integer for which (1) holds.
1.2.1. A connection to [Va1] . Let m G := T T T (g, φ) ∈ N ∪ {0} be the Fontaine-Dieudonné torsion of (g, φ) introduced in [Va1, Defs. 2.2.2 (a) and (b)]. We recall that m G is the smallest number with the property that there exists a W (k)-submodule m of g which contains p m G g and for which the pair (m, φ) is a Fontaine-Dieudonné p-divisible object over k in the sense of loc. cit. One has a direct sum decomposition (m, φ) = ⊕ j∈J (m j , φ) such that each pair (m j , φ) is an elementary Fontaine-Dieudonné p-divisible object over k. The pair (m j , φ) is a special type of isoclinic latticed F -isocrystals over k that are definable over F p ; let α j ∈ Q be the Newton polygon slope of (m j , φ). One basic property of (m j , φ) is: if α j > 0 (resp. α j = 0 or α j < 0), then we have φ(m j ) ⊆ m j (resp. φ(m j ) = m j or φ −1 (m j ) ⊆ m j ). Thus if α j > 0 (resp. α j = 0 or α j < 0), then we have m j ⊆ g ∩ O + (resp. m j ⊆ g ∩ O 0 or m j ⊆ g ∩ O − ). This implies that m ⊆ O G . Therefore we have ℓ G ≤ m G except in the case when g = O G = m and ℓ G = 1. This implies that ℓ G ≤ max{1, m G }. In general, ℓ G can be smaller than m G (see Example 2.2).
Example.
We assume that all Newton polygon slopes of (g, φ) are 0. Then we have O G = g ∩ O 0 and ℓ G is the smallest non-negative integer such that we have inclusions Our first main goal is to prove (see Section 3) the following Theorem.
1.3. Main Theorem A. We recall that (M, φ, G) is a latticed F -isocrystal with a group over k and that we work under Assumption 1.1.1.
(a) Then we have an inequality n G ≤ ℓ G . (b) We assume that (M, φ) is a direct sum of isoclinic latticed F -isocrystals over k. Then we have n GL GL GL M = ℓ GL GL GL M .
We neither know nor expect examples with n GL GL GL M < ℓ GL GL GL M . Our second main goal is to apply the Main Theorem A and the theory of group actions over k to the study of p-divisible groups over k.
1.4. First applications to p-divisible groups. Let D and n D be as in the beginning paragraph of the paper. We say that D is isoclinic if its (contravariant) Dieudonné module is isoclinic. If (M, φ) is the Dieudonné module of D, then let ℓ D := ℓ GL GL GL M ∈ N ∪ {0}. We call ℓ D the level torsion of D. The following elementary Lemma is our starting point for calculating and estimating n D .
Lemma. We assume that (M, φ) is the Dieudonné module of D. Then we have
See [Va1, Lem. 3.2.2 and Cor. 3.2.3] and [NV, Thm. 2.2 (a) ] for two proofs of Lemma 1.4.1 (the second proof is not stated in the language of latticed F -isocrystals with a group). Accordingly, we call n D the i-number (i.e., the isomorphism number) of D. Based on Lemma 1.4.1, we have the following Corollary of the Main Theorem A.
Basic Corollary. For each non-trivial
The inequality n D ≤ ℓ D was first checked for the isoclinic case in [Va1, Ex. 3.3 .5].
1.4.3. Proposition. We assume that D = i∈I D i is a direct sum of at least two isoclinic p-divisible groups over k. Then we have the following basic estimate In general, the constant 2κ of Proposition 1.4.4 is optimal (see Example 4.7.1).
1.5. Minimal and quasi-special types. Let B = {e 1 , . . . , e r } be a W (k)-basis for M . Let π be an arbitrary permutation of the set J r := {1, . . . , r}. Let (M, φ π ) be the Dieudonné module over k with the property that for each s ∈ {1, . . . , d} we have φ π (e s ) = pe π(s) and for each s ∈ {d + 1, . . . , d + c} we have φ π (e s ) = e π(s) . Let C π be a p-divisible group over k whose Dieudonné module is (M, φ π ). For a cycle π i = (e s 1 , . . . , e s r i ) of π, let c i and d i = r i − c i be the number of elements of the sets {s 1 , . . . , s r i } ∩ {d + 1, . . . , d + c} and {s 1 , . . . , s r i } ∩ {1, . . . , d} (respectively), and let
1.5.1. Definitions. We recall that c and d are non-negative integers such that r := c + d > 0, that D is a p-divisible group over k of codimension c and dimension d, and that J r = {1, . . . , r}.
(a) We say that D is F -cyclic (resp. F -circular), if there exists a permutation π (resp. an r-cycle permutation π) of J r such that D is isomorphic to C π .
(b) We say that π is a minimal permutation, if the following condition holds: (*) for each cycle π i = (e s 1 , . . . , e s r i ) of π and for all q ∈ N and u ∈ {1, . . . , r i }, we have φ
(c) We say that D is minimal, if there exists a minimal permutation π of J r such that D is isomorphic to C π .
(d) A non-trivial truncated Barsotti-Tate group B of level 1 over k is called minimal, if there exists a p-divisible groupD over k such thatD [p] is isomorphic to B and we have nD ≤ 1.
(e) Let m ∈ N\{1}. A non-trivial truncated Barsotti-Tate group B of level m over k is called minimal, if there exists a p-divisible groupD over k such thatD[p m ] is isomorphic to B and we have nD = m.
We say that D is quasi-special (resp. special), if it is a direct sum of isoclinic quasi-special (resp. isoclinic special) p-divisible groups over k.
The terminology F -cyclic and F -circular is suggested by [Va2, Def. 1.2.4 (c) ]. The terminology minimal p-divisible groups and minimal truncated Barsotti-Tate groups of level 1 is the one used in [Oo3] and [Oo4] . It is easy to check that the above definitions of minimal p-divisible groups over k and of minimal truncated Barsotti-Tate groups of level 1 over k are equivalent to the ones used in [Oo3, Subsect. 1.1] (this also follows from the Main Theorem D below). Definition (e) is the natural generalization of (d). The terminology special (see (f)) is as in [Ma, Ch. III, Sect. 2] . If D is F -cyclic, then it is also quasi-special but it is not necessarily special (see Lemma 4.2.4 (a) and Example 4.7.1). The class of isomorphism classes of quasi-special p-divisible groups of codimension c and dimension d over k, is a finite set (see Lemma 4.2.4 (b)); this result recovers and refines slightly [Ma, Ch. III, Sect. 3, Thm. 3.4] .
A systematic approach to C π 's was started in [Va2] and [Va3] using the language of Weyl groups (the role of a permutation π of J r is that one of a representative of the Weyl group of GL GL GL M with respect to its maximal torus that normalizes W (k)e s for all s ∈ J r ); for instance, we proved that for two permutations π 1 , π 2 of J r , the p-divisible groups C π 1 and C π 2 are isomorphic if and only if C π 1 [p] and C π 2 [p] are isomorphic (cf. [Va3, Thm. 1.3 (a) and Fact 4.3.1]). The p-divisible groups C π are also studied in [Oo4] using the language of cyclic words in the variables φ and ϑ. We note down that in the condition (*), it suffices to consider natural numbers q which are at most equal to the order of π i . Thus we view (b) and (d) as a more practical form of [Oo4, Sect. 4] .
In Subsection 4.6 we prove the following Theorem. The proof of the inequality part of Theorem 1.5.2 relies on Proposition 1.4.3 and on an explicit formula for n D (see property 4.6 (ii); if D is F -cyclic, see also Scholium 4.6.1).
1.6. Applications of group actions. In Section 5 we introduce certain group actions over k whose sets of orbits parametrize isomorphism classes of (truncations of) all pdivisible groups of codimension c and dimension d over k. These group actions encode all the data one could possible think of in connection to (truncations of) p-divisible groups of codimension c and dimension d over k (like their i-numbers, their reduced groups of automorphisms, specializations, stratifications, their local deformations, local or global structures, etc.). As in [Tr3, Sects. 26 to 39] and [Va3, Subsect. 4.2.2 and Sect. 5 .1], these group actions involve (projective limits of) connected, smooth, affine groups over k. The idea of using group actions to study isomorphism classes of (truncations of) p-divisible groups over k goes back to Manin (see [Ma, Ch. III, Sect. 3] ). But Manin used disjoint unions (indexed by finite sets of isomorphism classes of special p-divisible groups over k) of discrete actions (i.e., of actions involving finite groups). In this paper, we will only use group actions in order to obtain the below Unipotent Principle and to get few direct applications of it. We recall that a connected, smooth, affine group over k is called unipotent if it has no torus of positive dimension. The next two Theorems are proved in Subsubsection 5.3.3 and Subsection 5.5 (respectively). (ii) the k-scheme V m+1 is an affine space of dimension r 2 ; 
Main Theorem B (the Unipotent Principle
We would like to phrase (b) and (c) as: centralizing sequences go quasi-strictly up under specializations. We use the strict inequality of Theorem 1.6.3 (a) to prove (see Subsection 6.1) the following Theorem. 
The implication (e) ⇒ (b) was first checked for the isoclinic case in [Va1, Ex. 3.3.6] and for the general case in [Oo3, Thm. 1.2] . A great part of [Oo4] is devoted to the proof of the equivalences between (b), (c), (d), and (e) (cf. [Oo4, Thm. B] ). The fact that (d) implies (c) is a natural application of the strict inequality of Theorem 1.6.2 (a). The case m = 2 of the Main Theorem C is equivalent to [Oo4, Thm. B] . The proofs of Main Theorems C and D we provide are short, elementary, and foundational; they can be entirely adapted to the general context of Shimura F -crystals studied in [Va3] .
Preliminaries
Let (M, φ) be a latticed F -isocrystal over k. In this Section we include simple properties that pertain to (M, φ) 
, and Aut(D[p m ]) red introduced in Section 1, will be used throughout the paper. Let D t be the p-divisible group over k which is the Cartier dual of D. All finitely generated W (k)-modules are endowed with the p-adic topology. As in Subsection 1.2, in the whole paper we keep the following order: first +, next 0, and last −.
Duals and homs. Let
If B is a W (k)-basis for M , let B * := {x * |x ∈ B} be the dual W (k)-basis for M * . Thus for x, y ∈ B, we have x * (y) = δ xy . For q ∈ Z and x, y ∈ B, let a q (x, y) ∈ B(k) be such that we have φ q (x) = y∈B a q (x, y)y. We have φ q (x * ) = y∈B σ q (a −q (y, x))y * and therefore φ −q (x * ) = y∈B σ −q (a q (y, x))y * . This implies that:
2.2. Example. We assume that we have a direct sum decomposition
We take G such that g is the
is a nilpotent, two-sided ideal of g. Thus ℓ G = 0, cf. the rule 1.2 (a). If the pair (N, φ) is not a Dieudonné-Fontaine p-divisible object over k, then the Dieudonné-Fontaine torsion m G of (g, φ) is positive (and in fact it can be any natural number).
2.3. Lemma. We assume that n GL GL GL M = 0. Then there exists an integer s such that we have
Proof: Let q ∈ N. By induction on q we show that the Lemma holds if the rank r of M is at most q. If q = 1 and r = 1, then the Lemma is obvious. The passage from q to q + 1 goes as follows. We can assume that r = q + 1. By multiplying φ with p −s for some s ∈ Z, we can assume that φ(M ) is a W (k)-submodule of M that contains a direct summand of M of rank at least 1. Letx ∈ M \ pM be such that φ(x) ∈ M \ pM . Let gx ∈ GL GL GL M (W (k)) be such that gxφ(x) =x. As n GL GL GL M = 0, (M, φ) is isomorphic to (M, gxφ). Thus there exists x ∈ M \ pM such that φ(x) = x. Let M 0 be the W (k)-submodule of M generated by elements fixed by φ; it is a direct summand of M which contains x.
If M 0 = M , then we are done as φ(M ) = M . Thus to end the proof it suffices to show that the assumption that M 0 = M leads to a contradiction. Let M 1 := M/M 0 and let φ 1 : M 1 → M 1 be the σ-linear endomorphism induced by φ. For each element g 1 ∈ GL GL GL M 1 (W (k)) there exists an element g ∈ GL GL GL M (W (k)) that fixes M 0 and that maps naturally to g 1 . As (M, gφ) and (M, φ) are isomorphic and due to the definition of M 0 , we easily get that (M 1 , φ 1 ) and (M 1 , g 1 φ 1 ) are isomorphic. Thus the i-number of (M 1 , φ 1 , GL GL GL M 1 ) is 0. As the rank of M 1 is less than q + 1, by induction we get that there exists a natural number s 1 such that φ(M 1 ) = p s 1 M 1 (we have s 1 = 0, due to the definition of M 0 ). Let z 1 ∈ M 1 \ pM 1 be such that φ 1 (z 1 ) = p s 1 z 1 . Letz ∈ M be such that it maps naturally to z 1 . We have
) be such that it permutes x and z, it normalizes M 0 ⊕ W (k)z, and it acts trivially on (
The Newton polygon slopes of (M, g xz φ) are 0, s 1 2 , and s 1 . As the Newton polygon slopes of (M, φ) are 0 and s 1 and as s 1 ∈ N, we get that (M, φ) and (M, g xz φ) are not isomorphic. This contradicts the equality n GL GL GL M = 0.
Proof: We will prove only the non-negative part of the Lemma as the non-positive part of it is proved in the same way. Thus we assume that we have φ q (x) ∈ End(M ) for all q ∈ N. We write
We easily get that we have p s φ q (x − ) ∈ End(M ) for all q ∈ N. This implies that x − = 0 (as all Newton polygon slopes of (L − , φ) are negative). Thus x = x + + x 0 . The sequence (φ q (x + )) q∈N converges to 0 (as all Newton polygon slopes of (L + , φ) are positive). Thus there existsq ∈ N such that y + := φq(x + ) ∈ O + . Let y := φq(x) and y 0 := y − y + = φq(x 0 ) ∈ End(M ) ∩ L 0 . As for each q ∈ N we have φ q (y + ) ∈ O + ⊆ End(M ) and φ q (y) ∈ End(M ), we also have φ q (y 0 ) ∈ End(M ). Thus
2.5. Invertible elements. In this Subsection we recall basic properties of invertible elements of W (k)-subalgebras of End(M ). Let h be a W (k)-subalgebra of End(M ).
, then the determinant of x is an invertible element of W (k) and therefore from the Cayley-Hamilton theorem we get that x −1 is a polynomial in x with coefficients in W (k); thus x −1 ∈ h (i.e., x is an invertible element of h).
(ii) Each invertible element of h is also an invertible element of any other W (k)-subalgebra of End(M ) that contains h.
(iii) If we have a direct sum decomposition h = n ⊕ h 0 such that h 0 is a W (k)-subalgebra of h and n is a nilpotent, two-sided ideal of h, then we have a short exact
) → 1 which splits and which is defined by the rule: if x ∈ n and y ∈ h 0 are such that
(iv) Let i be a two-sided ideal of h which is topologically nilpotent (i.e., we have
is well defined and is the inverse of 1 M + x. This implies that an element of h is invertible if and only if its image in h/i is an invertible element of h/i.
The proof of the Main Theorem A
In this Section we prove the Main Theorem A (see Subsections 3.4 and 3.5). We begin by introducing certain W (k)-algebras and group schemes over Spec(W (k)) and by presenting basic properties of them (see Subsections 3.1 and 3.2). In Subsection 3.3 we list simple properties of isomorphism classes of certain latticed F -isocrystals over k. All these properties play a key role in Subsection 3.4. In Subsections 3.6 and 3.7 we include two remarks as well as a more general variant of Theorem 1.3 (b).
Group schemes of invertible elements. Let h
Let H, H +0 , and H 0 be the affine group scheme over Spec(W (k)) of invertible elements of h, h + ⊕ h 0 , and h 0 (respectively). Due to Subsection 2.5 (ii), we have a sequence
of subgroups. As h + and h − are nilpotent subalgebras (without unit) of h, we have
From Subsection 2.5 (iii) we get that we have a natural split short exact sequence
Based on (2), for each element h ∈ H(W (k)) we can write uniquely
where a(h) ∈ h + , b(h) ∈ h 0 , and c(h) ∈ h − . We have a(h) = Π + (h).
3.1.1. The ideal i. If ℓ G = 0, let i be the two-sided ideal of h = g generated by h + and h − .
We check that i is a topologically nilpotent, two-sided ideal of h. If ℓ G = 0, this is so by the very definitions (see rules 1.2 (a) and (b)). We assume that ℓ G ≥ 1. This implies that p ℓ G g is a topologically nilpotent, two-sided ideal of h. As h + is a nilpotent, two-sided ideal of
is a nilpotent, twosided ideal. From the last two sentences, we get that i = p ℓ G g + h + + h − is a topologically nilpotent, two-sided ideal of h.
Fact. For each element
Proof: As 1 M + b(h) and h are congruent modulo i, the first part of the Fact follows from Subsection 2.5 (iv). The last part of the Fact follows from (3c).
. Let h 0Z p be the Z p -subalgebra of h 0 formed by elements fixed by φ. Let H 0Z p be the affine group scheme over Spec(Z p ) of invertible elements of h 0Z p . The group scheme H 0Z p is a Z p -structure of H 0 and thus the Frobenius automorphism σ acts naturally on
The scheme H 0Z p is an open subscheme of the vector group scheme over Spec(Z p ) defined by h 0Z p (viewed only as a Z p -module). Thus the affine, smooth group scheme H 0Z p has connected fibres.
We consider the following three conditions:
, f + is an algebra). Then the following three properties hold: (a) Conditions (i) and (ii) hold if and only if j is a left and right h
0 ⊕ h − -module. (b) Conditions (ii)
and (iii) hold if and only if f
(
c) The three conditions (i) to (iii) hold if and only if j is a W (k)-subalgebra of h.
Proof:
is a left and right h 0 ⊕ h − -module if and only if we have 3.2. Subalgebras. In this Subsection we list several subalgebras of h.
Frobenius filtration of
We have h
, and each h +,i is a W (k)-module and a nilpotent algebra. As φ i (h 0 ) = h 0 (see Subsubsection 3.1.3) and as h + is a left and right h 0 -module, h +,i is also a left and right h 0 -module. As all Newton polygon slopes of (h + , φ) are positive, we have ∩ ∞ i=0 h +,i = 0. Thus (h +,i ) i∈N∪{0} is a decreasing, separated, and exhaustive filtration of h + to be called the Frobenius filtration.
The Theta operations.
We assume that h + = 0. Let M(h + ) be the set of W (k)-submodules of h + endowed with the pre-order relation defined by inclusions. We consider the increasing operators Θ, Θ a , Θ s :
The lower right indices a and s stand for algebraic and slope module (respectively), as suggested by Lemma 3.1.4 (a) and (c).
As Θ is increasing and as Θ(
Proof: We use induction on i. For i = 0 we have e 0 = h and thus the Lemma holds. The passage from i to i + 1 goes as follows. We check that the three conditions (i) to (iii) of Lemma 3.1.4 hold for
Thus condition 3.1.4 (i) holds. To check that condition 3.1.4 (ii) holds, it suffices to show that each one of the following four elements f
, and φ(f i ) of M(h + ) are left and right h 0 -modules; we will only check that they are left h 0 -modules as the arguments for checking that they are right h 0 -modules are entirely the same. As f i is a left
Thus e i+1 is a W (k)-subalgebra of h, cf. Lemma 3.1.4 (c). This ends the induction.
Lemma. We assume that
Proof: Let x ∈ h +,i and y ∈ h − . As
is an algebra and a left and right h 0 -module (see Subsubsection 3.2.1), from Lemma 3.1.4 (c) we get that h +,i ⊕ h 0 ⊕ h − is a W (k)-subalgebra of h.
Proof: Let i be as in Subsubsection 3.1.1. Let n 0 be the topologically nilpotent, two-sided ideal of h 0 such that we have i = h + ⊕ n 0 ⊕ h − . We will check by induction on q ∈ N that f a,∞ ⊆ i q + n 0 + h − . As f a,∞ ⊆ h + ⊆ i, the basis of the induction holds. The passage from q to q + 1 goes as follows. Let i ∈ N be such that Θ
This ends the induction. As i is topologically nilpotent, we have
We show that the assumption that f ∞ = 0 leads to a contradiction. As f ∞ = 0 and ∩
Based on this and the inclusion
and this contradicts the choice of i 0 . Thus f ∞ = 0.
3.3. Isomorphism properties. In this Subsection we list properties of the isomorphism classes of those latticed F -isocrystals with a group over k which are of the form (M, gφ, G) with g ∈ G(W (k)). We recall that σ acts on H 0 (W (k)) as φ does, cf. Subsubsection 3.1.3.
Proof: As H 0Z p is an affine, smooth group scheme over Spec(Z p ) whose special fibre is connected (see Subsubsection 3.1.3), (a) and (b) are only the Witt vectors version of Lang theorem for affine, connected, smooth groups over F p ; see [NV, Prop. 2 .1] and its proof for details. As φ(h + ) ⊆ h + and φ(H 0 (W (k))) = H 0 (W (k)), from (3c) we get that for each
is a nilpotent element of g. This implies
is an invertible element of g i.e., we have g i ∈ G(W (k)). We have g = g 0 . For i ∈ N we have φ(g i ) = g i−1 . As all Newton polygon slopes of (L − , φ) are negative, the sequence (φ −i (c(g))) i∈N of elements of g ∩ O − converges to 0. This implies that the element h := lim i→∞ g i g i−1 · · · g 1 ∈ G(W (k)) is well defined. We compute that
. Thus to prove Theorem 1.3 (a), it suffices to prove the following stronger statement:
We will first prove the following Lemma.
has the property that a(g + ) = 0.
Proof: We can assume that
has the property that a(g i ) ∈ e i . Taking h 0 = 1 M , we have g 0 = g ∈ h = e 0 . Thus the basis of the induction holds. The passage from i to i + 1 goes as follows.
We will take h i+1 to be a product of the form h i,+ h i,0 h i . Let δ i ∈ N ∪ {0} be the greatest number such that we have b(
. As e i+1 is a W (k)-algebra, we conclude that both 1 M − φ(a(g i+1,0 )) and
Thus we have g i+1 ∈ e i+1 . This ends the induction. Due to Lemma 3.2.6, the sequences (a(g i )) i∈N∪{0} and (a(g i+1,0 )) i∈N∪{0} of elements of h + converge to 0. We have b(
From the last two sentences we easily get that the sequence (b(g i+1 )) i∈N∪{0} of elements of h 0 converges to 0. Thus the sequence (δ i ) i∈N∪{0} of non-negative integers converges to ∞. This implies that the sequence (h i,0 ) i∈N∪{0} of elements of H 0 (W (k)) converges to 1 M . As h i,+ = 1 M + a(g i+1,0 ), the sequence (h i,+ ) i∈N∪{0} converges to 1 M . Thus the sequence (h i,+ h i,0 ) i∈N∪{0} of elements of H +0 (W (k)) converges also to 1 M . As h i+1 = h i,+ h i,0 h i , we get that the sequence (h i ) i∈N∪{0} of elements of H +0 (W (k)) converges to an element h + ∈ H +0 (W (k)). We have
Thus the statement 3.4 (*) holds. This ends the proof of Theorem 1.3 (a).
Remarks. (a)
The proof of Theorem 1.3 (a) can be also worked out using
. Thus we have an identity H +0 (W (k)) = { * −1 φ( * )| * ∈ H +0 (W (k))} (to be compared with Lemma 3.3.1 (a)).
3.5. Proof of 1.3 (b). We prove Theorem 1.3 (b). We consider a direct sum decomposition
with the property that for all elements i of the finite set I we have φ(
For instance, we can take I to be the set of Newton polygon slopes of (M, φ) and then as each M i we can take M ∩ W (i) (see Subsubsection 1.1.2 for W (α) with α ∈ Q). For each i ∈ I, let α i ∈ Q be the unique Newton polygon slope of (M i , φ). In Subsubsection 3.5.1 we do not assume that the association i → α i is one-to-one.
3.5.1. Scholium. One computes ℓ GL GL GL M as follows. For i ∈ I, let B i be a W (k)-basis for M i . Let B := ∪ i∈I B i ; it is a W (k)-basis for M . Let B * := {x * |x ∈ B} be the W (k)-basis for M * which is the dual of B (see Subsection 2.1). Due to (4a), we have direct sum decompositions End(
For i, j ∈ I, x ∈ B i , and y ∈ B j , we define a number ℓ(x, y) ∈ N ∪ {0} via the following two rules:
• if α i ≥ α j , let ℓ(x, y) ∈ N ∪ {0} be the smallest number such that we have
• if α i < α j , let ℓ(x, y) ∈ N ∪ {0} be the smallest number such that we have
Let ℓ + , ℓ 0 , ℓ − ∈ N∪{0} be the smallest numbers such that
, ℓ + is the smallest nonnegative integer with the property that we have
for all q ∈ N, all i, j ∈ I with α i > α j , and all x ∈ B i and y ∈ B j . Therefore
Similar arguments show that
and that (5c) ℓ − := max{ℓ(x, y)|x ∈ B i , y ∈ B j , i, j ∈ I, α i < α j }.
From (4b) and the very definitions of ℓ + , ℓ 0 , and ℓ − we get that max{ℓ + , ℓ 0 , ℓ − } ∈ N ∪ {0} is the smallest number such that p max{ℓ + ,ℓ 0 ,ℓ − } annihilates End(M )/O. Next we define a number ε GL GL GL M ∈ {0, 1} via the following rules. If O = End(M ), let ε GL GL GL M := ℓ GL GL GL M (cf. rules 1.2 (a) and (b)); we have ℓ + = ℓ 0 = ℓ − = 0 and thus 1.2 (b) ). From the last two sentences and the formulas (5a), (5b), and (5c) we get that, regardless of what O is, we have
The latticed F -isocrystals (Hom(M j , M i ), φ) and (Hom(M i , M j ), φ) are dual to each other (cf. Subsection 2.1) and the dual of the W (k)-basis {x⊗y
Based on this, from the property 2.1 (*) we get that for all i, j ∈ I we have an equality (6b) max{ℓ(x, y)|x ∈ B i , y ∈ B j } = max{ℓ(y, x)|x ∈ B i , y ∈ B j }.
3.5.2. End of the proof of 1.3 (b). Let ℓ := ℓ GL GL GL M . Based on Theorem 1.3 (a), we have n GL GL GL M ≤ ℓ. Thus to prove that n GL GL GL M = ℓ, it suffices to show that n GL GL GL M > ℓ − 1. If n GL GL GL M = 0, then ℓ = 0 (see Lemma 2.3) and therefore n GL GL GL M > ℓ − 1. Thus to prove that n GL GL GL M = ℓ, it suffices to show that for ℓ ≥ 2 we have n GL GL GL M > ℓ − 1. To check this we can assume that the map I → Q that takes l ∈ I to α l ∈ Q is injective (i.e., each M l is the maximal direct summand of M such that all Newton polygon slopes of (M l , φ) are α l ). Let q be the smallest positive integer for which the following two properties hold:
(i) there exists a W (k)-basis B = ∪ l∈I B l for M which is contained in ∪ l∈I M l and for which there exist elements i, j ∈ I, x ∈ B i ⊆ M i , and y ∈ B j ⊆ M j such that (cf. (6a) and (6b)) we have ℓ(x, y) = ℓ and α j ≤ α i ;
(ii) we have e q,x,y := p ℓ(x,y) φ q (x⊗y
The existence of q follows from (6a), (6b), and the very definition of the numbers ℓ(x, y). For z ∈ M , let a z,q be the unique integer such that we have φ
Thus a i,q is the greatest integer such that we have φ q (M i ) ⊆ p a i,q M i and b j,q is the smallest integer such that we have p
It is easy to see that we have max{ℓ + , ℓ 0 } ≥ a y,q − a x,q ≥ ℓ(x, y), cf. property (ii) for the second inequality. From the last two sentences we easily get that a x,q = a i,q and a y,q = b j,q . Thus we have ℓ = ℓ(x, y) = a y,q − a x,q = b j,q − a i,q . As ℓ = a y,q − a x,q > 0, we have x = y.
Let Λ := {w ∈ M \ pM |a w,q = a x,q }; it is the set of those elements w ∈ M for which p −a x,q φ q (w) is a direct summand of M . For w ∈ Λ let
it is the endomorphism of M that fixes each element z ∈ B \ {y} and that takes y to y + p ℓ−1 w. As ℓ ≥ 2, we have g w ∈ GL GL GL M (W (k)). As each g w is congruent modulo p ℓ−1 to 1 M , to prove that n GL GL GL M > ℓ − 1 it suffices to show that there exists an element w ∈ Λ such that the latticed F -isocrystals (M, φ) and (M, g w φ) are not isomorphic. We show that the assumption that this is not true leads to a contradiction. Thus for each element w ∈ Λ there exists an element h w ∈ GL GL GL M (W (k)) such that we have g w φ = h −1 w φh w i.e., we have
We write h w = 1 M + u w , where u w ∈ End(M ). Substituting the expressions of h w and g w in (7a), we come across the following equation
(here u w (w ⊗ y * ) is the product inside End(M ) of u w and w ⊗ y * ). We consider the following two disjoint cases. Case 1. We assume that i = j (i.e., α j < α i ). As g w leaves invariant each M l with l ∈ I \ {i, j}, M i , and (M i ⊕ M j )/M i , from the equation (7a) we get that h w enjoys the same property. Thus by replacing h w with h 0w h w , where h 0w ∈ GL GL GL M (W (k)) induces an automorphism of each (M l , φ) with l ∈ I, we can assume that h w acts identically on each M l with l ∈ I \ {i, j}, on M i , and on (M i ⊕ M j )/M i . Thus we have u w ∈ Hom(M j , M i ). Therefore u w (w) = 0 and thus the equation (7b) becomes the equation
The inequality α j < α i implies that all Newton polygon slopes of (Hom(M j , M i ), φ) are positive. Thus the sequence (φ m (p ℓ−1 w⊗y * )) m≥0 converges to 0 and therefore the equation (7c) has a unique solution in
] which is given by the following formula
We have the following two properties of the terms of the sum (7d):
(iii) All the terms of the sum of (7d) belong to 1 p Hom(M j , M i ) (this is so as w and y belong to a W (k)-basis for M formed by elements of ∪ l∈I M l and therefore the element ℓ(w, y) can be defined as in Subsubsection 3.5.1 and it is equal to ℓ(x, y) = ℓ). Moreover, all but a finite number of these terms belong to Hom(M j , M i ).
(iv) The term φ q (p ℓ−1 w ⊗ y * ) of the sum of (7d) belongs to
property (ii) and the fact that a w,q = a x,q ).
Let γ be an invertible element of W (k). Letγ ∈ k \ {0} be its reduction modulo p. Based on the properties (iii) and (iv), the condition that the element u γw obtained as in (7d) belongs to Hom(M j , M i ) is expressed byγ being a solution of a system of polynomial equations in one variable which have coefficients in k and which contain at least one polynomial of degree at least p q . Therefore there exist such elements γ with the property that we have
. Thus for such an element γ we have γw ∈ Λ and
Case 2. We assume that i = j (i.e., α i = α j ). As in the Case 1 we argue that we can assume that h w acts trivially on M l with l ∈ I \ {i}. Thus to reach a contradiction in this case we can assume that M i = M (i.e., that I = {i}). Thus (M, φ) is isoclinic and therefore we have
Due to the definition of q, we have φ
. From this and the equation (7a) we get that φ s (h w ) ∈ GL GL GL M (W (k)) for all s ∈ {1, . . . , q} but φ q+1 (h w ) / ∈ GL GL GL M (W (k)). Thus we have φ s (u w ) ∈ End(M ) for all s ∈ {1, . . . , q} but φ q+1 (u w ) / ∈ End(M ). Due to this and the equation (7b) we get that
, then we have ℓ 0 ≥ ℓ + 1 and this contradicts (6a). Thus φ
. This implies that a w+u w (w),q = a x,q and therefore v(w, u w ) := w + u w (w) ∈ Λ.
Let M be the affine space (scheme) over k defined naturally by the k-vector space M/pM . Let ϕ q : M → M be the morphism of k-schemes that takes * ∈ M(k) = M/pM to the element of M(k) which is the reduction modulo p of p −a x,q φ q (m) ∈ M , where m ∈ M as an arbitrary lift ofm. The set Im(Λ → M/pM ) is the set of k-valued points of the open, non-empty subscheme S := ϕ −1 q (M \ {0}) of M. Given v(w, u w ), the equation (7b) determines u w modulo A 0 up to a finite number of possibilities. From this and the identity w = v(w, u w ) − u w , we get that the association that takes (w, u w ) modulo p to v(w, u w ) modulo p has finite fibres. This association can be viewed as the one defined naturally (at the level of k-valued points) by a morphism of k-schemes whose codomain is S and whose domain has the same dimension r as S. By reasons of dimensions, we get that:
There exists an open, non-empty subscheme V of S which has the property that each k-valued pointv of V is of the form v(w, u w ) modulo p for some element w ∈ Λ and some element u w ∈ End(M ) that satisfies the equation (7b).
We also have the following elementary property:
From the properties (v) and (vi) we get that:
(vii) There exists an element v ∈ Λ such that for each invertible element γ of W (k) whose reduction modulo p does not belong to a finite subsetΓ of k, the following equation
obtained from (7b) by replacing (u w , w + u w (w)) with (u, γv), has a solution u ∈ End(M ).
As pp ℓ−1 v ⊗ y * ∈ p ℓ End(M ) ⊆ O and due to the property (vi), we easily get that each solution u ∈ End(M ) of (7e) belongs to Based on (7f ), the coordinates ofū andē with respect to an a priori given k-basis for O formed by elements fixed byφ, are solutions of a system of polynomial equations with coefficients in k. This implies that the property (vii) can be translated in terms of a suitable morphism between k-schemes whose codomain X is the affine space defined naturally bȳ O, factors through the closed subscheme of X defined naturally by the k-vector subspacē E ofŌ. Therefore the property (vii) continues to hold if we replace the role of k by the one of an algebraic closure k 1 of k((X)), where X is an independent variable. Thus, by enlarging the finite subsetΓ of k, the property (vii) holds as well if γ gets replaced by γX ∈ W (k 1 ) (here we identify W (k) [[X] ] with a W (k)-subalgebra of W (k 1 ) that contains the Witt vector X = (X, 0, . . . ) ∈ W (k 1 )). Under such a replacement, the equation (7e) has (up to addition of elements in the free Z p -module
] is empty and therefore we reached the desired contradiction.
Conclusion. The contradictions we reached in the above two cases prove that we have n GL GL GL M > ℓ − 1. Thus n GL GL GL M = ℓ = ℓ GL GL GL M . This ends the proof of Theorem 1.3 (b) and therefore also of the Main Theorem A.
3.6. Remarks. Suppose (M, φ) is a direct sum of isoclinic latticed F -isocrystals over k.
From this inclusion we easily get the following monotony properties: we have ℓ G ≤ ℓ GL GL GL M and therefore (cf. Main Theorem A) we also have n G ≤ n GL GL GL M .
(b) We assume that (M, φ) is the Dieudonné module of D; thus ℓ GL GL GL M = ℓ D . We will use the notations of Subsection 3.5. We also assume that there exist elements x, y ∈ B such that ℓ(x, y) ≥ 2 and we have x ∈ B i and y ∈ B j with α j < α i . Let g ∈ GL GL GL M (W (k)) be the element that fixes each z ∈ B \ {y} and that takes y to y + p ℓ(x,y)−1 x. Let D g be a p-divisible group over k whose Dieudonné module is isomorphic to (M, gφ).
and D g has the same Newton polygon as D (as α j = α i ). If by chance we also have an identity ℓ D = ℓ(x, y), then Subsection 3.5 can be easily adapted to give us that, up to a replacement of x ∈ B i by a multiple of it with an invertible element of W (k), we can assume that D g is not isomorphic to D.
Variant of 1.3 (b)
. Let (M, φ, G) be a latticed F -isocrystal with a group over k such that Assumption 1.1.1 holds. We assume that the following two conditions hold:
(ii) for all q ∈ N, there exists a W (k)-basis B for M and a sequence of integers (a z,q ) z∈B such that certain subsets of {x ⊗ y * |x, y ∈ B} are W (k)-bases for all direct summands of g listed in (i) and moreover we have
Then the proof of Theorem 1.3 (b) (see Subsection 3.5) can be entirely adapted to give us that n G = ℓ G . We only add here two things. First, if by chance in Subsubsection 3.5.2 we have ℓ(x, y) = ℓ GL GL GL M with x ∈ B i and y ∈ B j such that α j > α i , then one needs to use φ q (instead of φ −q ) in order to reach the desired contradiction. Second, if we have
, then one needs to use Lemma 2.4 in order to be able to treat
Direct applications to p-divisible groups
In this Section we prove the results stated in Subsubsections 1.4.2 to 1.4.4 (see Subsections 4.5 to 4.7). In Sections 4.1 to 4.4 we introduce basis invariants of p-divisible groups over k and we present basic properties of them that are needed in Subsections 4.5 to 4.7. Until the end we will assume that (M, φ) is the Dieudonné module of D.
Definitions. (a)
Let q ∈ N. Let α D (q) ∈ N ∪ {0} be the greatest number such that we have φ
(c) Let (M 1 , φ 1 ) and (M 2 , φ 2 ) be the Dieudonné modules of two isoclinic p-divisible groups D 1 and D 2 (respectively) over k. Let α 1 and α 2 be the unique Newton polygon slopes of D 1 and D 2 (respectively). Let ℓ D 1 ,D 2 ∈ N ∪ {0} be the smallest number that has the following property: 
then O = End(M ) and the two-sided ideal of End(M ) generated by
O + ⊕ O − is End(M ); thus ℓ D = ε D = 1. If c, d ≥ 1 and D is not isomorphic to (Q p /Z p ) c ⊕ (µ µ µ p ∞ ) d , then
Simple properties.
In this Subsection we list few simple properties of the invariants we have introduced so far. 
Fact. We have n
D = n D t and ℓ D = ℓ D t . Proof: We show that n D ≤ n D t . Let C be a p-divisible group of codimension c and dimension d over k. If C[p n D t ] is isomorphic to D[p n D t ],
Fact. The following three properties hold:
(a) for all q ∈ N, we have inclusions
which are optimal in the sense that we also have
Proof: Part (a) follows from the very Definition 4.1 (a). As p
is the Dieudonné module of D t and due to (8a) and (8b), we get that (b) holds. We prove (c). Due to (b) we have an equality 
Lemma. (a) If D is either F -cyclic or special, then D is also quasi-special. (b) The class Q c,d of isomorphism classes of quasi-special p-divisible groups of codimension c and dimension d over k, is a finite set.
Proof: Each isoclinic special p-divisible group over k is isoclinic quasi-special. Each Fcyclic p-divisible group over k is a direct sum of F -circular p-divisible groups over k. Based on the last two sentences, it suffices to prove (a) in the case when D is F -circular. Let π be an r-cycle of J r such that D is isomorphic to C π . We have φ 2 with c+d > 0, the class I c,d of isomorphism classes of isoclinic quasi-special p-divisible groups of codimension c and dimension d over k, is a finite set. We assume that D is isoclinic quasi-special. Then we have φ
. Therefore the Dieudonné module (M, φ) is definable over the finite field F p r . Thus every isoclinic quasi-special p-divisible group of codimension c and dimension d over k has a Dieudonné module over k which: (i) is isomorphic to (M, gφ) for a suitable element g ∈ GL GL GL M (W (k)), and (ii) it is definable over F p r .
Let M = F 1 ⊕ F 0 be a direct decomposition such that F 1 /pF 1 is the kernel of φ modulo p. We have φ(
fixes F 0 and that acts on F 1 via the inverse of the identity character of G m , is a Hodge cocharacter of (M, φ, GL GL GL M ) in the sense of [Va1, Subsubsect. 2.2.1 (d) ]. Thus the triple (M, φ, GL GL GL M ) is a latticed F -isocrystal with a group over k for which the W -condition of loc. cit. holds. From the Atlas Principle applied to (M, φ, GL GL GL M ) and to an emphasized family of tensors indexed by the empty set (see [Va1, Thm. 5.2 .3]), we get that the set of isomorphism classes of Dieudonné modules over k which are of the form (M, gφ) with g ∈ GL GL GL M (W (k)) and which are definable over the finite field F p r is finite. From this and the classical Dieudonné theory, we get that the class I c,d is a finite set.
Proposition. We assume that D is isoclinic. Then the following six properties hold:
which is generated by elements fixed by ϕ r 1 (resp. by ϕ r ) and which contains M , thenũ D ∈ N ∪ {0} (resp. v D ∈ N ∪ {0}) is the smallest non-negative integer such that pũ
Thus from (8a) and (8b) we get that ℓ D is the smallest integer which is greater or equal to δ D (q) for all q ∈ N. From this (a) follows.
We prove (b). From (a) we get that
, cf. Lemma 4.2.3 (a). From these inequalities we get that (b) holds.
We will prove (c) only for M 0 as the case ofM 0 is argued in the same manner. We (8a) and (8b) we get
Thus the smallest nonnegative number s such that we have p s M ⊆ ϕ n r 1 (M ) for all n ∈ N is max{0, β D (r 1 n) − d 1 n|n ∈ N} and therefore it is u D . Thus (c) holds.
We will prove (d) only for M 1 as the case ofM 1 is argued in the same manner. The
Thus from (c) applied to D t , we get that u D t is the smallest non-negative integer with the property that p We prove (f). Each endomorphism of (M, φ) (M 1 , φ) ) is the Dieudonné module of an isoclinic simple (resp. isoclinic quasi-simple) p-divisible group over k.
Proposition.
We assume that D = i∈I D i is a direct sum of at least two isoclinic p-divisible groups over k. Then the following three properties hold: 
Proof: Let M = ⊕ i∈I M i be the direct sum decomposition such that (M i , φ) is the Dieudonné module of D i . Let B i be a W (k)-basis for M i . Let B := ∪ i∈I B i . For x, y ∈ B, let ℓ(x, y) ∈ N ∪ {0} be defined as in Scholium 3.5.1. We have ℓ D i ,D j = max{ℓ(y, x)|x ∈ B i , y ∈ B j }, cf. the very definitions. Thus (a) is a particular case of Formula (6b). As D is isoclinic, we have ε D = 0. Thus (b) is a particular case of Formulas (6a), (5a), (5b), and (5c). We prove (c). Due to (8a), for all q ∈ N we have
From this and (8a) and (8b) we get that there exist a direct summand of Hom(φ
which is also a direct summand of p
Thus the smallest number s ∈ N ∪ {0} with the property that for all q ∈ N the
From this and the rule (i) of the Definition 4.1 (c), we get that (c) holds. 
Example. We assume that D is isoclinic and that
4.5. Proof of 1.4.3. We assume that D = i∈I D i is a product of at least two isoclinic p-divisible groups over k. Let M = ⊕ i∈I M i be the direct sum decomposition defined by the product decomposition D = i∈I D i . As n D = ℓ D and as for i ∈ I we have n D i = ℓ D i (cf. Corollary 1.4.2), based on Proposition 4.4 (a) and (b), to prove Proposition 1.4.3 it suffices to show that for all i, j ∈ I with i = j we have
As
.4 (a)), to check the inequality (9) we can assume that
. Based on Proposition 4.4 (c), to prove the inequality (9) it suffices to show that for all q ∈ N we have
Proposition 4.3 (a). From this and the inequality α
If we have an equality
. From this and (10) we get that the inequality
always holds; therefore the inequality (9) holds. This ends the proof of Proposition 1.4.3.
4.6. Proof of 1.5.2. Let D = i∈I D i be a product decomposition into isoclinic quasisimple p-divisible groups over k. For i ∈ I, let c i and d i be the codimension and the dimension (respectively) of D i , and let
This identity implies that:
From (i) we get that for all q ∈ N we have δ D i (q + r i2 ) = δ D i (q). From this and Proposition 4.3 (a) applied to D i , we get that:
As the function β D i ( * ) defined for * ∈ N is increasing, for all q ∈ {1, . . . , r i2 } we have
It is easy to see that the p-divisible group D t i is isoclinic quasi-special and that the analogue of the triple (r i2 , d i2 , c i2 ) for it is (r i2 , c i2 , d i2 ). Thus we have
This proves Theorem 1.5.2 if D = D i i.e., if I = {i}.
We assume that I has at least two elements. From Proposition 1.4.3 we get that n D = ℓ D ≤ max{1, n D i + n D j |i ∈ I, j ∈ I \ {i}}. From this and (11a) we get that
As c i2 + c j2 ≤ c and 4.6.1. Scholium. Let π be a permutation of J r = {1, . . . , r}. Let o be the order of π. We assume that (D, φ) is (C π , φ π ); thus D is F -cyclic and therefore (cf. Lemma 4.2.4 (a)) quasi-special. We will translate the property 4.6 (ii) and Proposition 4.4 (a) and (b) in terms only of the permutation π. Let π = i∈I π i be the product decomposition of the permutation π into cycles. As in Subsection 1.5, we write π i = (e s 1 , . . . , e s r i ) for some number r i ∈ N (which can be 1). Let M i be the W (k)-span of {e s 1 , . . . , e s r i }.
∈ N ∪ {0} be as in Subsection 1.5. Due to the property 4.6 (i), the difference
For s ∈ J r and q ∈ {1, . . . , o}, let η q (s) ∈ N∪{0} be such that we have φ π (e s ) = p η q (s) e π q (s) . Thus η q (s) is the number of elements of the sequence e s , π(e s ), . . . , π q−1 (e s ) that belong to the set {e 1 , . . . , e d }. We have (12a) α D i (q) = min{η q (s j )|j ∈ {1, . . . , r i }} and β D i (q) = max{η q (s j )|j ∈ {1, . . . , r i }}.
The W (k)-basis B = {e 1 , . . . , e r } for M is a disjoint union of W (k)-basis for M i 's. We consider the standard W (k)-basis {e s ⊗ e * t |s, t ∈ J r } for End(M ) defined by B. We have φ
, then e s ⊗ e * t belongs to L + (resp. to L 0 or L − ) and therefore the number ℓ(e s , e t ) defined in Scholium 3.5.1 is max{0, η q (t) − η q (s)|q ∈ {1, . . . , o}} (resp. is max{0, η q (s) − η q (t)|q ∈ {1, . . . , o}}). From Formula (6a) we get that
4.6.2. Example. We assume that c = d = 8; thus r = 16. Let π = π 1 π 2 , where π 1 = (9 10 5 11 12 6 7 8) and π 2 = (1 2 13 3 4 14 15 16) are 8-cycles. We have o = 8. Let D = C π = D 1 ⊕ D 2 be the product decomposition corresponding to the cycle decomposition π = π 1 π 2 . All Newton polygon slopes of D 1 and D 2 are 1 2 and it is easy to see that D t 1 is isomorphic to D 1 . We have (δ D 1 (1) , . . . , δ D 1 (8)) = (1, 2, 2, 2, 2, 2, 1, 0); thus n D 1 = 2 (cf. property 4.6 (ii)). From Fact 4.2.1 we get that n D 2 = 2. We have (η 1 (9), . . . , η 8 (9)) = (0, 0, 1, 1, 1, 2, 3, 4) and (η 1 (1), . . . , η 8 (1)) = (1, 2, 2, 3, 4, 4, 4, 4). Thus (η 1 (9) − η 1 (1), . . . , η 8 (9) − η 8 (1)) = (−1, −2, −1, −2, −3, −2, −1, 0). Thus ℓ(e 9 , e 1 ) = ℓ(e 1 , e 9 ) = 3. This implies that n D = ℓ D ≥ 3. From Proposition 1.4.3 we get that
Plenty of similar examples can be constructed in which the identity n D 1 ⊕D 2 = n D 1 + n D 2 − 1 holds and D 1 and D 2 are isoclinic of equal height and different dimension.
4.7. Proof of 1.4.4. The Dieudonné module ofD is (M , φ), whereM is a W (k)-submodule of M which contains p κ M . LetÕ =Õ + ⊕Õ 0 ⊕Õ − be the level module of (M , φ). If D andD are ordinary, then the Proposition 1.4.4 is trivial. Thus to prove the Proposition 1.4.4, we can assume that D andD are not ordinary; thus from the Definition 4.1 (d) we get that ℓ D (resp. ℓD) is the smallest natural number such that we have
For q ∈ N we have φ
From this, the inclusion p ℓD End(M ) ⊆Õ, and (13) we get that [NV, Ex. 3 .3] for a simpler proof that n C π = d (in loc. cit. C π is denoted as C d ). Let E be a supersingular p-divisible group over k of height 2. From [NV, Rm. 2.6 and Ex. 3.3] we get that the smallest number κ ∈ N ∪ {0} such that we have an isogeny
. This implies that in general, Proposition 1.4.4 is optimal. 4.7.2. Example. We assume that r > 0 and that D is isoclinic. Let M 0 andM 0 be as in Proposition 4.3 (c). Let D 0 andD 0 be the p-divisible groups over k whose Dieudonné modules are isomorphic to (M 0 , φ) and (M 0 , φ) (respectively), cf. 
. From this and (14a) we get:
Isomorphism classes of p-divisible groups as orbits of group actions
Let m ∈ N. The goal of this Section is to construct and formalize group actions over k whose sets of orbits parametrize isomorphism classes of either p-divisible groups of codimension c and dimension d over k or of their truncated Barsotti-Tate groups of level m (see Subsection 5.2). In Subsection 5.1 we introduce group schemes over k and Spec(W (k)) that play a key role in the definition of the group actions. Theorem 5.3 presents basic properties of stabilizers subgroup schemes of the group actions introduced. Proposition 5.4 recalls a well known result on group actions over k; we use it to prove in Section 5.5 the Theorem 1.6.3. We recall that (M, φ) is the Dieudonné module of D.
Group schemes. Let
1 is the kernel of the reduction modulo p of φ. The ranks of F 1 and F 0 are d and c (respectively). The decomposition M = F 1 ⊕ F 0 gives birth naturally to a direct sum decomposition of W (k)-modules
Let W + be the maximal unipotent subgroup scheme of GL GL GL M that fixes F 1 and M/F 1 . Let W 0 := GL GL GL F 1 × W (k) GL GL GL F 0 ; it is a closed subgroup scheme of GL GL GL M whose Lie algebra is the direct summand End(F 1 ) ⊕ End(F 0 ) of End(M ) and whose relative dimension is d 2 + c 2 . The maximal parabolic subgroup scheme W +0 of GL GL GL M that normalizes F 1 is the semidirect product of W + and W 0 . Let W − be the maximal unipotent subgroup scheme of GL GL GL M that fixes F 0 and M/F 0 . If R is a commutative W (k)-algebra, then
These identities imply that the group schemes W + and W − are isomorphic to G cd a over Spec(W (k)); in particular, they are smooth, commutative, and unipotent. We consider the affine, smooth scheme
We consider the product morphism P 0 : H → GL GL GL M and the following morphism
induces an open embedding between Spec(B(k))-schemes.
5.1.1. The study of H. LetH be the dilatation of GL GL GL M centered on the smooth subgroup W +0k of GL GL GL M/pM (see [BLR, Ch. 3, Sect. 3 .2] for dilatations). We recall that if GL GL GL M = Spec(R M ) and if I +0k is the ideal of R M that defines W +0k , then as a schemẽ H is the spectrum of the R M -subalgebra RH of R M [ ] generated by all elements * p with * ∈ I +0k (see loc. cit.). It is well known thatH is a smooth, affine group scheme over Spec(W (k)) which is uniquely determined by the following two additional properties (they follow directly from the definition of R H ; see [BLR, Ch. 3, Sect. 3 .2, Props. 1, 2, and 3]):
(i) there exists a homomorphismP 0− :H → GL GL GL M whose generic fibre is an isomorphism of Spec(B(k))-schemes;
(ii) a morphism f : X → GL GL GL M of flat Spec(W (k))-schemes factors (uniquely) throughP 0− if and only if the morphism f k : X k → GL GL GL M/pM factors through W +0k .
Due to the property (ii), we haveH(
. Due to this and the property (ii), one easily gets that P 0− factors throughP 0− i.e., there exists a unique affine morphism P : H →H such that we have P 0− =P 0− • P. The resulting maps P(W (k)) :
) are bijections, to be viewed in what follows as natural identifications. From this and the fact that H andH are smooth, affine Spec(W (k))-schemes, we get that the morphism P k : H k →H k of Spec(k)-schemes is an isomorphism. This implies that the morphism
of smooth, affine Spec(W m (k))-schemes is an isomorphism, to be viewed in what follows as a natural identification. Therefore H W m (k) has a natural structure of a smooth, affine group scheme over Spec(W m (k)). Thus the p-adic completion of H has a natural structure of a formal group scheme over Spf(W (k)) isomorphic to the p-adic completion ofH.
Simple facts. The product (j
The group scheme structures on W + , W 0 , and W − induced naturally by the group scheme structure onH, are the original ones (as subgroup schemes of GL GL GL M ). Moreover the group scheme structure induced on W + × W (k) W 0 is naturally isomorphic to W +0 .
Though the decomposition H
, the group W +0k over k and therefore also the subgroup Im(P 0,− (W (k))) ≤ GL GL GL M (W (k)) do not; one easily gets that for each m ∈ N the group scheme
5.1.3. The W m functor. Let Aff k be the category of affine schemes over k. Let Set be the category of sets. Let X be an affine scheme over Spec(W (k)) of finite type. Let W m (X) : Aff k → Set be the contravariant functor that associates to an affine k-scheme Spec(R) the set X(W m (R)), where W m (R) is the ring of Witt vectors of length m with coefficients in R. It is well known that this functor is representable by an affine k-scheme of finite type (cf. [Gr, Sect. 4, Cor. 1, p. 639] ) to be also denoted as W m (X). We have W m (X)(k) = X(W m (k)) as well as a natural identification W 1 (X) = X k .
We assume that X is smooth over Spec(W (k)). If J is an ideal of R of square 0, then the ideal Ker(W m (R) → W m (R/J)) is nilpotent and therefore the reduction map X(W m (R)) → X(W m (R/J)) is surjective (cf. [BLR, Ch. 2, Sect. 2.2, Prop. 6] ). From this and loc. cit. we get that the affine k-scheme W m (X) of finite type is smooth.
We assume that X is a smooth, affine group scheme over Spec(W (k)). Then W m (X) is a smooth, affine group over k. The length reduction epimorphisms W m+1 (R) ։ W m (R) define naturally an epimorphism Red m+1,X : W m+1 (X) ։ W m (X) of groups over k. The kernel of Red m+1,X is the vector group over k defined by Lie(X k ) and thus it is a unipotent, commutative group isomorphic to G dim(X k ) a . Using this and the identification W 1 (X) = X k , by induction on m ∈ N we get that:
(ii) the group W m (X) is connected if and only if X k is connected.
5.2. The group actions T. Let σ φ : M → M be the σ-linear automorphism which takes x ∈ F 1 to 1 p φ(x) and takes x ∈ F 0 to φ(x). Let σ φ act on the sets underlying the groups GL GL GL M (W (k)) and GL GL GL M (W m (k)) in the natural way:
Let
In this paper we will use only once the fact that D m has a natural group structure over k. Thus we will view H m as a connected, smooth, affine group over k of dimension mr 2 and (except for the proof of Theorem 5.3 (c) below) we will view D m as a connected, smooth, affine variety over k of dimension mr 2 (cf. Subsubsection 5.1.3). We have a natural action 
This implies thath modulo p normalizesF 1 i.e., we can writeh = h 1 h 2 h 4 , where
and g 2 [m] belong to the same orbit of the action T m .
5.2.2. The limit process. Let ρ m+1 := Red m+1,H and τ m+1 := Red m+1,GL GL GL M (see Subsubsection 5.1.3 for notations). Thus ρ m+1 : H m+1 ։ H m is the natural reduction epimorphism of groups over k and τ m+1 : D m+1 ։ D m is the natural reduction epimorphism of varieties over k. The action T m is a natural reduction of the action T m+1 . In other words, the following obvious formulas hold:
As ρ m+1 and τ m+1 are morphisms of affine schemes, the projective limits
exist in the category of affine k-schemes and H ∞ is a group scheme over k. We have (W (k) ). We also have a limit action
with the property that for all elements h ∈ H ∞ (k) and g ∈ D ∞ (k), the product T ∞ (h, g) ∈ D ∞ (k) is the unique element such that for all m ∈ N we have
. From Lemma 5.2.1, by passing to limit m → ∞, we get: 
it is isomorphic to an affine space over k of dimension r 2 (cf. Subsubsection 5.1.3 applied to GL GL GL M ). Let O m+1,m,1 M be the set of orbits of the action T m+1 which map to O m (i.e., which are contained in τ Proof: LetB be a truncated Barsotti-Tate group of level m over k which has codimension c and dimension d. LetD be a p-divisible group over k which liftsB, cf. [Il, Thm. 4 .4 e)]. AsD has codimension c and dimension d, its Dieudonné module is isomorphic to (M,gφ) for some elementg
. Thus both (a) and (b) are implied by Lemma 5.2.1 and the classical Dieudonné theory which achieves an antiequivalence between the category of truncated Barsotti-Tate groups over k and the category of Dieudonné modules of truncated Barsotti-Tate groups over k (see [Fo, pp. 153 and 160] 
Proof: To prove (a), we can assume that Lie(C 0 1 ) = 0. Let s := (s 1 , s 2 , s 3 ) ∈ Lie(C 0 1 ) be a non-zero element. Let R be a smooth curve which has a parametrization of the
, which for t = 0 passes through the identity element (1 M/pM , 1 M/pM , 1 M/pM ) of H 1 (k), and whose tangent space at (1 M/pM , 1 M/pM , 1 M/pM ) is generated by s. The condition that R sits inside C 0 1 is expressed by the following identity
(cf. Subsection 5.2). Taking the differential of the equation (15) at the identity element (i.e., for t → 0), we get that s 1 + s 2 = 0 (the sum being taken inside End(M/pM )). As W +k × k W 0k is a subgroup of H 1 = H k isomorphic to W 0k , the equation s 1 + s 2 = 0 implies that s 1 = s 2 = 0. Thus s = (0, 0, s 3 ) ∈ Lie(W −k ). This implies that (a) holds. We prove (b). As Lie(C 
(ii) we have O m+1 := τ has an open, dense orbit. As T 0 m+1 is a unipotent group (cf. Theorem 5.3 (e)), from the second part of Proposition 5.4 we get that V m+1 ∩O m+1 = V m+1 i.e., V m+1 ⊆ O m+1 . Thus (i) implies (ii).
We check that (iii) implies (ii). As (iii) holds, the action of T m+1 on V m+1 has a finite number of orbits. Thus this action has an open, dense orbit. As in the previous paragraph we argue that V m+1 ∩ O m+1 = V m+1 and therefore that V m+1 ⊆ O m+1 . Thus (iii) implies (ii). Therefore the three statements are equivalent. We prove Theorems 1. 6.3 (b) and (c). The integral ring R is normal and its field of fractions k 1 is algebraically closed. Thus R is a perfect ring. Let σ R be the Frobenius automorphism of the ring W (R) of Witt vectors with coefficients in R. Let (M R , φ R , ϑ R ) be the Dieudonné module of D over R (i.e., the projective limit indexed by s ∈ N of the evaluation of the Dieudonné F -crystal D(D) of D at the thickening Spec(R) ֒→ Spec(W s (R)) defined by the natural divided power structure of the ideal (p) of W s (R)). Thus M R is a free W (R)-module of rank r, φ R : M R → M R is a σ R -endomorphism, and ϑ R : M R → M R is the σ −1 R -linear endomorphism which is the Verschiebung map of φ R . Let F 1 R be a direct summand of M R of rank d which lifts the kernel of the reduction modulo p of φ R . As D has codimension c and dimension d, the pair (M R , F 1 R ) is isomorphic to (M, F 1 ) ⊗ W (k) W (R). Thus there exists an element g R ∈ GL GL GL M (W (k)) such that the quadruple (M R , F Thus to end the proof of the Main Theorem D, it suffices to show that 1.8 (b) implies 1.8 (e) and that 1.8 (e) implies 1.8 (a).
6.2.1. On 1.8 (b) ⇒ 1.8 (e). Let φ 1 , ϑ 1 : M/pM → M/pM be the reductions modulo p of φ, ϑ : M → M . In [Kr] (see also [Oo1, Subsect. (2. 3) and Lem. (2.4)] and [Mo, Subsect. 2 .1]) it is shown that there exists a k-basis {b 1 , . . . , b r } for M/pM and a permutation π of J r = {1, . . . , r} such that the following two properties hold:
(i) if s ∈ {1, . . . , d}, then φ 1 (b s ) = 0 and ϑ 1 (b π(s) ) = b s , and (ii) if s ∈ {d + 1, . . . , r}, then φ 1 (b s ) = b π(s) and ϑ 1 (b π(s) ) = 0.
Let ϑ π := pφ −1 π : M → M ; if s ∈ {1, . . . , d}, then ϑ π (e π(s) ) = e s , and if s ∈ {d + 1, . . . , r}, then ϑ π (e π(s) ) = pe s . Properties (i) and (ii) imply that the k-linear map M/pM → M/pM that takes b s to e s modulo p, is an isomorphism between (M/pM, φ 1 , ϑ 1 ) and the reduction modulo p of (M, φ π , ϑ π ). This means that D[p] is isomorphic to C π [p], cf. the classical Dieudonné theory. As n D ≤ 1, we get that D is isomorphic to C π .
We check that π is a minimal permutation. Let π = i∈I π i be the product decomposition of π into cycles. We write π i = (e s 1 , . . . , e s r i ) of π, where r i ∈ N. Let c i , d i = r i − c i , and α i = [qα i ]+ε q (s u ) e π q (s u ) for some number ε q (s u ) ∈ {0, 1}. As this property holds for all pairs (q, i) ∈ N × I, π is a minimal permutation. As D is isomorphic to C π , we get that D is minimal. Thus 1.8 (b) implies 1.8 (e).
6.2.2. On 1.8 (e) ⇒ 1.8 (a). To prove that 1.8 (e) implies 1.8 (a), we can assume that π is a minimal permutation of J r , that D = C π , and that φ = φ π . Let π = i∈I π i , M = ⊕ i∈I M i , and D = i∈I D i be the decompositions obtained as in Subsubsection 6.2.1. For i ∈ I, let π i = (e s 1 , . . . , e s r i ), c i , d i = r i − c i , and α i = d i r i be as in Subsection 1.5. As the permutation π is minimal, for all u ∈ {1, . . . , r i } we have φ 
