The total data rate from digitizers is 2515 MB/s. The data from digitizers is streamed to a disk array (RAID 0) with the data throughput capacity of 3000 MB/s. Meanwhile, the selected data are transported to an FPGA-based real-time data processing module, which utilize a pretrained neural network to calculate the plasma density profile. Now, the new reflectometry is being installed on EAST, and its performance is tested preliminarily in the 2018 experimental campaign.
I. INTRODUCTION

M
ICROWAVE reflectometry is an important diagnostic tool for plasma density measurement [1] - [3] which is widely used on fusion devices, including JET [4] , [5] , Tore Supra [6] , DIII-D [7] , [8] , and ASDEX upgrade [9] , [10] . On the Experimental Advanced Superconducting Tokamak (EAST) development of reflectometry system was started in 2012. The swept frequency reflectometries that operate in Q-, V-, and W -band and the fixed frequency reflectometry working in V -band were gradually installed on the EAST between 2012 and 2016 [11] - [14] . By 2017, the reflectometry on EAST could provide plasma density profile and fluctuation measurement simultaneously in the pedestal [15] , [16] .
To extend the detection range from pedestal to core and provide more comprehensive measurement, the reflectometry on the EAST is undergoing an upgrade. The upgraded reflectometry system consists of nine reflectometries as shown in Table I . There are four fixed frequency reflectometries for plasma density fluctuation measurement, which work at eight fixed point in 20-60 GHz (O mode) and 12 fixed point in 50-75 GHz (X-mode). Meanwhile, five swept frequency reflectometries for plasma density profile operate in 23-110 GHz (X mode) and 40-90 GHz (O mode). The reflectometries can work independently, but they might share transmission lines, waveguides, or antennas because of the lack of diagnostic port and limited space.
In the following chapters, an upgraded data acquisition and control system (DACS) for the reflectometry system is introduced. The new DACS is designed to not only meet the current requirements but also respond to the future challenges on EAST.
II. REQUIREMENTS OF REFLECTOMETRY SYSTEM
A typical architecture of microwave reflectometry on the EAST is shown in Fig. 1 . In the transmitter of reflectometry, the signal from a voltage control oscillator (VCO) or phase-locked oscillator (PLO) is multiplied to the operating band. The microwave signal is divided into two parts. One part is amplified and launched to plasma, while the other part of signal is coupled to the receiver as reference beam. In plasma, 0018-9499 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. the microwave is reflected at cutoff layer, and then the reflected signal is collected by the receiving antenna. The received signal is converted to an intermediate frequency signal (IF signal) by mixing the local oscillator signal. IF signal is demodulated by in-phase and quadrature detector (I /Q detector). At last, the in-phase and quadrature signals (I /Q signal) are acquired by the DACS. The sampling frequency of the DACS system is determined by the I /Q signal. For plasma density fluctuation measurement, the I /Q signal's frequency is only related to the frequency of plasma fluctuation. On the EAST, the fluctuation frequency that we are interested in is no more than 1 MHz. As a result, the sampling rate for fluctuation measuring should be no less than 2 MSPS.
For plasma density profile measurement with the swept frequency probing, the I /Q signal's frequency is determined by the beat frequency (F beat F beat ), which is a function of sweeping time and propagation time (τ τ ) of the microwave into the plasma
In the current experimental setup, the sweeping time is 40 μS with 10 μS dead time. In the reflectometry, a delay line is used on a reference beam to reduce the impact of propagation time on beat frequency. Currently, the beat frequency is no more than 10 MHz, but in the future, the sweeping time might be reduced to 10 μS to provide a better temporal resolution. The DACS needs fast enough sampling rate to accommodate the beat frequency.
To monitor transient events in the tokamak, including edge local modes (ELMs), L mode to H mode transient, and I phase, the DACS should continuously record all the signal during a shot. The EAST aims for long plasma pulse of up to 1000 s. On July 3, 2017, EAST became the first tokamak to successfully sustain H-mode plasma for over 100 s. The DACS should have enough continuous data streaming capability and massive data storage capability.
Under the swept frequency mode, the reflectometry needs a voltage control signal (0-20 V) to modulate the VCO. The control signal should be a carefully calculated curve to calibrate the nonlinear of the VCO. To avoid bringing more noise, an arbitrary waveform generator (AWG) providing an output signal with high-precision time and amplitude is necessary.
The reflectometry works with lots of other diagnostics tools on the EAST. To ensure data synchronization, the DACS needs to work under the control of trigger signal and clock signal from the central control. Due to the delay caused by the long transmission line, the trigger should be carefully adjusted to provide perfect synchronization.
III. DETAILED DESIGN OF THE DACS
The DACS is based on PXIe bus. As shown in Fig. 2 , the digitizers, timing module, data processor, and RAID controller with disk array are all connected to the controller by PXIe bus. The AWG is controlled by the controller via universal serial bus (USB). A trigger and clock manager (TCM) provides the synchronization for the DACS. The DACS interacts with the other controllers and uploads data-to-data warehouse by gigabit ethernet. Most devices in the DACS are commercial off-the-shelf (COTS) components except the AWG and TCM. with an input impedance of 50 or 1 M . The signal to noise and distortion (SINAD) is 61 dB when the input range is set to 1 V. The sample rate can be set between 4 and 60 MSPS when the external sample clock is used. The digitizer PXIe-5105 can provide ideal performance to acquire the signal with a frequency of 1 MHz from the fluctuation reflectometry.
A. Digitizer
For plasma density profile measurement, five swept frequency reflectometries working in 32-100 GHz (X mode) and 40-90 GHz (O mode) have five receivers and ten I /Q signals to be acquired. Two 8-channel 14-bit 250 MSPS (PXIe-5171R) are implemented in the DACS. The PXIe-5171R can only support 50-input impedance and input voltage range of 0.2-5 V. The analog-to-digital converter (ADC) works at a fixed rate of 250 MSPS, but decimation factor can be set to get lower sample rate. The beat frequency of the profile reflectometry is lower than 10 MHz, so the decimation factor is set as 4 and the sample rate is 62.5 MSPS. The effective number of bits (ENOB) is 11 with antialias filter enabled and input frequency lower than 30 MHz. The digitizer also provides a field-programmable gate array (FPGA Xilinx Kintex-7 XC7K410T) on board to customize the functions. In DACS, the official firmware is basically kept as it is except a data extractor is added to provide data for the data processing module (DPM). In addition to ten acquisition channels for outputs of reflectometry, there are still six spare channels. Five of them are used to acquire and monitor the sweep control signals from the AWG.
B. Arbitrary Waveform Generator
The profile reflectometries need five VCO control signals. If we choose commercial signal generators, three or more instruments need to be installed in the control cubical which is too crowded to accommodate them. So, a high integrated AWG is developed for the DACS.
As shown in Fig. 3 , a USB interface chip (Cypress CY7C68013) provides the communication between the AWG and the DACS controller. An FPGA (Altera Cyclone IV EP3C80F780C6) is used as the controller. In the FPGA, the control parameters are stored in registers. The waveform data are written to lookup tables. The phase and cycle controllers provide the address for the lookup tables, which are realized by changing the parameters of accumulators. The outputs of waveform lookup tables are sent to three dual 14-bit 250 MSPS digital-to-analog converters (DAC AD9746). The current signals from DAC are converted to voltage signal (−1 to 1 V) by operation amplifier circuits. Then the signals are low-pass filtered and amplified by three cascaded amplifiers to attain the output range of 0-20 V as sweep control signals. Meanwhile, the reduced copy of sweep control signals (0-1V) is sent to the digitizers for monitoring.
To reduce the nonlinear noise, the nonlinear properties of VCO, DAC, and amplifiers are considered in the generation of the control curves. The curves are carefully calculated in advance and sent to the AWG by the controller.
C. Synchronization
To provide perfect synchronization, the clock and trigger signal from the central controller is conditioned by TCM. The TCM is integrated on the same printed circuit board (PCB) with the AWG. The TCM utilizes the spare FPGA resource of the AWG to realize its control function and shares the USB port to communicate with the controller.
The ADCs and DACs in the DACS all require high-quality clock. The input clock is connected to a jitter cleaner (CDCE62002) which can achieve a good jitter performance under 0.5 ps rms. The cleaned clock is used to drive the DAC in the AWG and the timing module in the DACS.
The trigger from the central controller arrives from different diagnostic tools at different times, which will cause the data from different sources not to align with each other. To align the trigger signals, programmable delay lines (Maxim DS1110) are used to adjust the trigger delay between 20 to 500 ns. Delay of more than 1 ms can be made on the central controller. The delayed triggers are sent to the AWG and the timing module.
The output signals of the VCO need propagation time to pass through the microwave devices, waveguide, and cables. If the sweep frequency monitoring signals from the AWG are directly connected to the digitizer, there are misalignments in the data between sweep frequency monitoring signals and I /Q signals. The time gaps between them are about 200 ns, which will cause the frequency error of 100-200 MHz in data processing. To align with the I /Q signals, several zero numbers are inserted to the heads of acquired data of the sweep frequency monitoring signals; meanwhile, the monitoring signals pass through long cables before they are sent to the digitizer.
The 12 digitizers are not directly synchronized by the TCM, but by the timing module connected to PXIe bus. The timing module provides PXI_CLK10 signal from the oscillator on board to drive the digitizers as clock source. After the timing module receives the clock from the TCM, the PXI_CLK10 is automatically phase locked to the input clock. An independent buffer with a source impedance matched to the backplane is applied for the PXI_CLK10 signal, and skew of slots is less than 1 ns. The PXIe bus provides PXI differential star triggers (PXIe-DSTAR) whose slot to slot skew is only 150 ps. The PXIe-DSTAR is applied to distribute the trigger signal from the TCM to digitizers.
D. Data Streaming
The 12 digitizers generate massive data. The total data rate (D total ) can be calculated by the following equation:
where n is the number of high-speed channels (15) , m is the number of low-speed channels (80), S H S H is the sample rate of the high-speed channel (62.5 MSPS), S L S L is the sample rate of the low-speed channel (4 MSPS), and ww is the width of data in byte (2) . The total data rate of the DACS is 2515 MB/s. With this data rate, the DACS needs to work continuously for hundreds of seconds.
The PXIe chassis (PXIe-1085) provides 24 GB/S total data bandwidth and 8 GB/S data bandwidth for one slot. The data width is only theoretical value, not considering the time spent on data packaging and transport protocol, but the maximum effective bandwidth, about 85% of theoretical one, already well meets the transmission requirements.
The transmitted data should be promptly stored, and the storage speed must exceed the total data rate of 2515 MB/s. A disk array of redundant array of independent disks (RAID0) is applied to store the high rate data. The disk array consists of 24 250 GB solid-state drives (SSD). The input data are divided into 24 parts and stored in parallel. The test has shown that the maximum data write speed is more than 3000 MB/s. The disk array provides data storage capability of 5.6 TB, which means that the DACS can continuously acquire data of over 2300 s.
E. Data Processing
Traditionally, the plasma density profile is used for off-line physical analysis. It is hard to obtain the profile in real time until a novel neural network approach is introduced for plasma profile inversion [17] . In 2012, the new method is applied in reflectometry-based plasma position feedback control on ASDEX upgrade [18] , and then the real-time performance is further improved in 2017 [19] . It means that the reflectometry is valuable for real-time control of fusion devices.
To validate the feasibility of the neural network approach on the EAST, a data processing module (DPM) is added to the DACS. The DPM uses an NI PXIe-7822R as a hardware platform, which provides an FPGA (Kintex-7 325T) to implement the neural network. The PXIe-7822R supports peer to peer streaming, that means the data can be directly sent from the digitizers (PXIe-5171R) without being transferred through the controller. This technology improves the real-time performance of data processing and diminishes the impact on data acquisition. Considering the data processing capability, X only small partial data (extract 50 μs data every 1 ms) will be transported to the DPM.
Training the neural network is completed on the computer by MATLAB. The classical back-propagation (BP) algorithm is applied for training. In MATLAB, a neural network is built with 64 input nodes, 36 nodes on one hidden layer, and 64 output nodes. To generate the training dataset, 2000 profiles are calculated by standard inversion from history data. To further expand the training dataset, artificial noise is added to the original data and 6000 new profiles are added. The 5600 profiles are randomly selected from the dataset for training, and remaining 2400 profiles are used for testing. After training and testing, the neural network has confirmed parameters and can be transplanted onto FPGA.
The FPGA programming is done by LabVIEW FPGA. The original data from digitizers need to be processed by the time-frequency algorithm first. The LabVIEW FPGA provide ready-made time-frequency modules for invocation. In FPGA, the architecture of the neural network is simplified. Because the training has been completed already, the structure of backpropagation is omitted. Lack of floating-point computing structures in FPGA, the activation functions are implemented by being simplified into approximate segmented functions and lookup tables.
The data transporting lasts about 50 μs. The test result shows that the time-frequency algorithm and neural network consumes about 400 μs when the time base is 40 MHz. So that the data processing can be completed in 1 ms before the new data come in.
When the neural network is running on the computer, the average error of the testing result is about 0.24 centimeter. After the neural network is transplanted to FPGA, the average error increases to 0.51 cm. Approximate operations in FPGA might be the source of the extra error. There might be 3%-5% cases in one shot, in which the results can deteriorate badly, leading to incomprehensible. Most of these cases come with edge localized modes (ELMs) when the original data can change dramatically and currently the neural network is unable to identify and resolve the problem.
Compared to traditional inversion method on the EAST, which requires manual intervention and costs several minutes. The DPM provides a good time efficiency and automation mechanism. Although the accuracy still needs to be optimized, the change of results matches well with the actual situation. Currently, the results of DPM can be used to rapidly observe the changing trend of boundary profiles, which is helpful for plasma transporting and turbulence research.
F. Software
The software of DACS is developed by LabVIEW that can support the hardware very well. The workflow is shown in Fig. 4 . A finite state machine controls the whole program. The software starts with idle state. In the idle state, most of the hardware are in sleep mode. There is only a loop checking if the shot will be started by listening the shot broadcast on the internal network. Usually, the shot broadcast including the shot number and duration will come in 40 s before the shot start. If the broadcast is received, the software will come to the initial state. All the instruments are awakened and initialized. The firmware of digitizers is written. Preset parameters are sent to digitizers, timing module, AWG, and TCM. These preparations will be completed in 10 s. Then all digitizers are ready for acquiring data and wait for the trigger signal. Once the trigger signal comes in, the software jumps to acquire state and transports all acquired data from digitizer memory to storage device. According to the shot duration, the total number of data can be calculated. When the total collected data number exceeds target value, the software makes most instruments to go into sleep mode and then switches to data upload state. The data are uploaded to the data warehouse via gigabit ethernet. After all the data are uploaded, the software comes back to the idle state and waits for the next shot.
Modular programming is implemented in the software development process. It is convenient to add or remove instruments like digitizers, timing modules, storage devices in the DACS system.
IV. EXPERIMENTAL RESULT
In 2018 experimental campaign, the upgraded reflectometry and the DACS are tested preliminarily. A typical H-mode shot (No. 80675) is chosen to show the experimental result. This shot is with the low hybrid wave (LHW) heating power at 750 kW and the neutral beam injection (NBI) source power at 3.5 MW. The configuration of the plasma is upper single null (USN) and the safety factor at 95% normalized flux surface (q95) is ∼4.0. The plasma current of this shot is 450 kA and the toroidal magnetic field is 1.78 T.
The low plasmas confinement (L-mode) transit to high confinement (H-mode) at time 3.334 s and indicated from the Dα signals [ Fig. 5(a) ]. Broadband turbulence can be found before the L-H transition, while the high-frequency turbulence is suppressed after the L-H transition, indicating better particle confinement in H-mode plasmas. After the transition, broadband turbulence corresponding to each spark in Dα signals, suggesting enhanced particle transport. This behavior of the edge turbulence is typically observed in tokamak experiments [20] . The line averaged electron density at the core increases gradually after the L-H transition as shown in Fig. 5(c) . The edge electron density (and gradient) increases gradually during the L-H transition, as shown in both Figs. 5(d) and 6.
V. CONCLUSION
For the upgrade of the reflectometry system on the EAST, the DACS's capability of various aspect is improved. The number of high-speed data acquisition channels increases from 6 to 16, when the number of low-speed ones increases from 32 to 80. The AWG's sample rate is improved to 250 MSPS with five outputs. The data streaming capability reaches 3000 MB/s. The data storage capability is 5.6 TB. The real-time data processing is tried and can offer density profile in 1 ms. All the improvements make the DACS to be qualified for the reflectometry data acquisition work on the EAST.
Part of the reflectometry system is still being installed, so the performance of the upgraded reflectometry system was tested preliminarily in 2018 experimental campaign. The experimental result shows that the reflectometry can provide a reliable measurement for the EAST for H-mode plasma physical research.
