In this work, we consider singular perturbations of the boundary of a smooth domain. We describe the asymptotic behavior of the solution uε of a second order elliptic equation posed in the perturbed domain with respect to the size parameter ε of the deformation. We are also interested in the variations of the energy functional. We propose a numerical method for the approximation of uε based on a multiscale superposition of the unperturbed solution u0 and a profile defined in a model domain. We conclude with numerical results.
Introduction.
Various physical situations involve materials with a two-scale structure. From the macroscopic point of view, the considered body can usually be modeled by a smooth domain of R 2 or R 3 , but this does not take into account the microscopic design of the material. We are specially interested in small inhomogeneities or cavities located on the border of the body. If they are arranged within a periodical network, homogenization techniques (see [1] , for example) apply and a macroscopic model is valid, provided the characteristic properties of the material are modified accordingly. Such methods do not hold for local inhomogeneities, which are in the applications usually either omitted (for the smallest ones) or integrated into the macroscopic domain. Naturally, the numerical approximation of such problems requires a severe mesh refinement near the perturbation, which sometimes prevents from taking them into account in the computations.
In this paper, we deal with an elliptic partial differential equation in a domain with a small local boundary perturbation. We give the complete asymptotic expansion of its solution with respect to the size of the perturbing pattern, derive the variation of the associated energy (topological derivative) and propose a numerical method for the approximation of its solution based on the theoretical study.
Let us describe the geometrical setting we shall work within: Ω 0 is an open bounded subset of R 2 with smooth boundary containing the origin O. We assume, for simplicity in a first time, that the boundary ∂Ω 0 coincides with a straight line near the origin, precisely for |x| < r * . We will also deal in this work with smooth curved boundaries. On the other hand, H ∞ denotes an infinite domain of R 2 , which coincides with the upper half-plane at infinity, precisely for |x| > R * . The perturbed domain Ω ε is defined for small ε by (see Figure 1 ) Ω ε = {x ∈ Ω 0 ; |x| > εR * } ∪ {x ∈ εH ∞ ; |x| < r * }.
Let us mention that we make no assumption of inclusion of the perturbed domain into the original one (or conversely). We will extend this framework to some curved smooth situations. We define u ε as the solution in H 1 (Ω ε ) of the equation −∆u ε = f in Ω ε , where f is some function in L 2 (Ω 0 ) vanishing in a neighborhood of the origin. We consider Dirichlet boundary conditions on Γ D ⊂ ∂Ω ε (which does not reach the origin) and Neumann boundary conditions elsewhere (other types of boundary conditions can also be treated). The asymptotic analysis of similar problems have been investigated by several authors in various special cases, see [15, 16, 10, 8] . We adopt here the point of view of multiscale asymptotic expansions rather than the method of matching of asymptotic expansions -for a comparison of the two approaches, se [18] . It appears that the solution u ε can be approximated at first order by a superposition of the unperturbed solution u 0 and a profile, via cut-off functions in slow and rapid variables:
The original and pertubed domains.
The cut-off functions ζ and χ are chosen smooth, radial, and satisfying
• the function ζ(x) equals 1 for |x| > R * , and vanishes for |x| < R * /2 ;
• the function χ(x) equals 1 for |x| < r * /2 and vanishes for |x| > r * .
The profile W 1 is defined as the solution in the domain H ∞ of a homogeneous model problem. In the expansion (2), the term u 0 only contributes away from the origin and the information concerning the perturbing pattern is carried by the profile. These two contributions interact in the transition zone through the cut-off functions.
We can base a numerical approach for the approximation of u ε on formula (2) . Indeed, the computation of the term u 0 does not involve the perturbation and may therefore be done on a coarse mesh of Ω 0 . If we have a suitable approximation of the profile W 1 , the superposition formula (2) gives a numerical solution for u ε . The cut-off functions are handled in the practical process by means of patch of elements.
Moreover, expression (2) allows to compute the topological derivative -see [12, 13, 17] -of the energy j(ε):
where the real number A H∞ only depends on the geometry of H ∞ . The paper is divided as follows. In a first section, we give the full asymptotic expansion of the state function in the case of a straight boundary near the origin, this is based on a multiscale asymptotic method. We extend then these results to a curved case. As far as we know, such a curved geometry with a self-similar perturbation has not been considered so far. Next, we derive the leading terms in the asymptotical description of the energy functional. The last part is devoted to the numerical method using patch of elements near the perturbation: a numerical validation of our theoretical results is given in the studied model case of the Laplace equation. We conclude the paper with comments on a possible application of the methods and technics developped in the present paper to mechanical engineering.
Asymptotic expansion of the state function.
We consider the solution u ε of the following problem, posed in the geometry described by Figure 1 :
The technique we use to build an asymptotic expansion of u ε into powers of the small parameter ε is adapted from the multi-scale approach of [18] .
We first write the Taylor expansion at a target precision K of the limit term u 0 at point x = 0 (thanks to standard elliptic regularity, u 0 is a smooth function up to the boundary):
the first terms of the Taylor polynomial T K being given by u 0 (x) = u 0 (0), u 1 (x) = |∇u 0 (0)|x 1 (more generally u k is a homogeneous polynomial of total degree k). The limit term u 0 is not necessarily defined in the whole domain Ω ε , but its Taylor part may be extended to Ω ε . For this reason, a better start is given by the truncated functionũ
The difference between u 0 andũ 0 is small since the remainder R K is flat in the cut-off region. Let us denote by r 0 ε the difference between u ε andũ 0 , it naturally satisfies the following problem
where the data ϕ 0 ε and ψ 0 ε arise from the cut-off and are supported in the ring of size ε defined as {x ∈ Ω ε ; εR * /2 < |x| < εR * }, they will contribute to the remainder since they are essentially of order ε K . Thus, the principal defect in equation (8) comes from the normal derivative of the Taylor expansion of u 0 , whose leading term reads
which does not vanish only on the boundary part of Ω ε which corresponds to the perturbing pattern (the vector n = (n 1 , n 2 ) stands for the unitary outer normal on ∂Ω ε ). Following the ideas of [4, 5, 18] , we introduce the profile V 1 as the solution of the problem in the infinite domain H ∞ :
where N 1 denote the first component of the unitary inner normal vector on ∂H ∞ . The following lemma state the well-posedness of such a problem. 
Furthermore, we have the following behaviors at infinity:
The proof is given in [4] : existence and uniqueness in the variational space follows from a weighted Poincaré-like inequality, the behavior at infinity may be proven thanks to the tool of Mellin transform.
Using the profile V 1 , we are able to write the beginning of the asymptotic expansion of u ε : we set
By construction, this remainder satisfies
The function ϕ 1 ε comes from the cut-off function χ:
Note that in the Laplacian, only derivatives of χ are involved since V 1 is harmonic, and only |x| > r * /2 has to be considered in (15) . The function ψ 1 ε has its support inside the ball |x| < εR * and is given by
since V 1 stands for the term corresponding to k = 1 of the Taylor expansion (the constant term u 0 does not contribute to the normal derivative).
It is not straightforward to obtain a remainder estimate on r 1 ε since the L 2 -norm of ϕ 1 ε is only O(1). We need to build further terms to get the (optimal) estimate
The proof will follow from Theorem 2.2 below.
To continue the construction of the expansion, we need to take into account the next terms in the Taylor expansion of u 0 by new profiles, and add correctors for the cut-off. The technology used in [4, 5, 18] can be extended, the main differences have been described just above for the first terms. Precisely, we get
Theorem 2.2 We assume that f is an L
2 -function, with compact support inside Ω 0 . Then the solution u ε of (5) admits the following asymptotic expansion for N < K
The termũ 0 is defined by ( 
Proof of Theorem 2.2:
We give a sketch of the proof for the complete asymptotic expansion. Supposing the expansion built until rank N − 1, we set
the remainder of order N − 1. By definition, the profiles V i satisfies
(again, the datum is compactly supported and Lemma 2.1 ensures 1 existence and uniqueness of V 1 ).
Laplacian. By construction, the residual in ∆r N ε is corrected up to order N − 1 by the w
thanks to an estimate similar to (12) . We define hence w N ε as the solution in
with same boundary conditions as u 0 .
Boundary conditions. The Dirichlet boundary condition on Γ D is fully satisfied by r N ε , but the Neumann boundary condition is not. Indeed, only the N − 1 first Neumann-traces have been taken into account so far by the profiles Conclusion. The introduction of the terms w N and V N allows to define the remainder r N +1 ε of order N , which satisfies
• the Neumann boundary condition is satisfied up to a term in O L 2 (∂Ωε) (ε N +1 ) thanks to an estimate similar to (16) .
Using an a priori estimate on Problem (5) (independent on ε), we immediately get the rought estimate r
. To obtain the order ε N +1 , we simply write
yielding to the result from the estimates
Remark 2.3 By a mere rearrangement of the terms, the expansion of u ε can read as follows
The new profiles 
or, with the previous remark,
3 Extension to some curved boundaries.
In this section, for the lightness of the presentation, we consider the case of Dirichlet boundary conditions. Let
. We also restrict ourselves to the cavity case to avoid the need ofũ 0 , and we make the assumption that the initial domain is convex in the neighborhood of O. The geometrical situation is illustrated in Figure 2 . This situation is not a mere extension of the flat one, considered previously. Indeed, if we rectify the boundary locally near O, the perturbation is not selfsimilar anymore in the new coordinates! Following the analysis performed in [5] , we introduce the profile V 1 d as the solution of the problem in the infinite domain H ∞ :
where x 2 denotes the second component of the position on ∂H ∞ . As for the Neumann case, existence and uniqueness of such a profile follows from next lemma, similar to lemma 2.1.
Lemma 3.1 Problem (10) admits a unique weak solution
Furthermore, there is a constant C depending only H ∞ such that
As in [5] , we approximate u ε by u 0 + χV
This remainder solves
The difference with the flat case treated is the presence of non-vanishing boundary conditions on ∂Ω 0 ∩∂Ω ε . The expansions obtained in [5] and in Section 2 were justified without taking into account the short range interaction between the profiles and the geometry of the initial domain Ω 0 . The flatness assumption of Ω 0 around O cancels the interaction between slow and rapid variable that we have to face in the curved case. Let us emphasize the fact that the approximation u 0 + εχV
does not satisfy the homogeneous Dirichlet boundary conditions on ∂Ω 0 ∩ ∂Ω ε . However, its trace almost vanishes.
Like in the previous section, the laplacian part is easy to handle and it holds:
We need to consider the boundary conditions on ∂Ω ε in the two natural parts: on ∂Ω ε ∩ Ω 0 , we immediately get r d ε = u 2 , which is naturally of order ε 2 as a reminder of order 2 in a Taylor expansion. We have to prove that this estimate extends to ∂Ω 0 ∩ ∂Ω ε . This proof turns out to be the most difficult part of the extension to curved boundaries. The leading idea of the analysis is a decomposition of profiles in terms of homogeneous functions, usually obtained from the Mellin transform, see [9, 4] . Here, we only need the weak following statement. Let us specify the geometry of ∂Ω 0 around O. We assume ∂Ω 0 to be C 2 and fix the coordinate axis such that ∂Ω 0 is the graph x 2 = h(x 1 ) of a function h in the neighborhood of O with h(0) = h ′ (0) = 0. Then, there exists a number C > 0 and a radius r > 0 such that for x = (x 1 , x 2 ) ∈ ∂Ω 0 , it holds
this property is connected to the C 2 regularity of ∂Ω 0 . We fix r * = r and choose ε ≪ r * : the characteristic size of the perturbation is small with respect of the radius of curvature of ∂Ω 0 at O. This assumption is a natural limitation of the method. The geometrical context is summed up in Figure 3 . We can now state the estimates on the boundary conditions. The term V 1 d is homogeneous of order −1, therefore it is easy to check that
is of order ε. Thus, we focus on the remainder
Proposition 3.3 One has r
Proof of Proposition 3.3: For localization reasons (we will split the norm on subdomains of ∂Ω ε ), we consider the L 2 and H 1 norms, the result on the H 1/2 norm following by interpolation. Precisely, it is enough to prove r
Thanks to the assumption made on the truncation in slow variable, the only two areas to be considered are: (i) ε∂ω the boundary of the cavity itself, and (ii) the part of ∂Ω ε \ε∂ω in the support of the cut-off χ.
(i) On ε∂ω, r d ε is by construction the remainder of order two in the Taylor expansion of u Ω0 . Therefore, it is smooth with an L ∞ -norm of order ε 2 and there is a constant C > 0 such that
After one derivation, one looses one order and gets
which correspond to the stated estimates (34) and (35).
(ii) For x = (x 1 , h(x 1 )) ∈ ∂Ω ε \ ε∂ω, the remainderr
Now, for x 1 ∈ (−r * , r * ), we take advantage of the homogeneous Dirichlet boundary conditions and write the remainder as an integral and make the change of variable y = εs:
Using χ ≤ 1 and the upper bound (32) on the profile R, we get the pointwise estimate
which leads to
After the change of variables x 1 = εy, we finally get
Let us now address the derivative. For x = x 1 , h(x 1 ) ∈ ∂Ω ε \ ε∂ω, one has
We decompose this sum into
The study of T 3 is a corollary of (34):
The other terms involve derivation in the fast variable and hence a loss of order. More precisely, we have:
Once we integrate over x 1 , we obtain
Finally, we write
We treat the double products thanks to the Cauchy-Schwarz inequality to get (35).
All the tools needed to prove the main result of this section are now at our disposal.
Theorem 3.4 In the curved situation described previously , it holds:
The boundary condition satisfies
Variations of energy integrals for singular domain deformations.
In this section, we investigate the behavior of the Dirichlet energy with respect to singular deformations of the boundary, our presentation is similar to [14] . We recall the definition of the Dirichlet energy of a bounded open subset of
where u Ω0 is the solution of −∆u = f in H 1 0 (Ω 0 ). We consider the same class of singular deformations than in the previous section. The notations are recalled in Figure 4 . The first result is the following. 
Proof of Proposition 4.1.: The proof is elementary and based on the Gauss formula. Hence, it can easily be extended to other energy-type functionals (eigenvalues for instance, which express in terms of rayleigh quotients). However, the technique cannot be extended to other shape functionals (e.g. least square fitting to a desire state).
Since
The second integral can be rewritten via the Gauss formula. One has to be careful with the outer normal vector field. By n, we denote the outer normal vector field of ∂Ω ε or ∂Ω 0 depending on the context. It may be the opposite to the outer normal field to ω − ε , ω + ε denoted by n :
We expand the first integral and get :
Applying Green's formula and using the homogeneous Dirichlet boundary conditions on ∂Ω ε and ∂Ω 0 , we have :
We now sum up all these intermediary computations, and we get :
This concludes the proof.
Change of boundary conditions. The same method allows to handle other boundary conditions on the perturbed part of the boundary. Assume that the state function u Ωε now solves the mixed problem
We can state the counterpart of Proposition 4.1. 
The proof is very similar to the proof of Proposition 4.1. The changes appear in the Green formula .
Inserting the asymptotic expansion of u ε into formulae (38) and (40), we easily obtain Proposition 4.3 In the framework of Proposition 4.1, the Dirichlet energy admits the following asymptotic expansion:
where the number A H∞ called polarisation number by analogy with the polarisation matrix of Polya writes
K is the normalized profile:
Proposition 4.4 In the framework of Proposition 4.2, formula (41) hold with the modified polarisation number
with the modified boundary conditions.
5 Numerics.
Strategy.
As already mentioned, the solution u ε of the model problem (5) is difficult to approximate from a numerical point of view: the refinement needed near the perturbation for a reasonable precision prevents (at least for small values of ε) to compute u ε directly. The asymptotic expansion, see Theorem 2.2, suggests the following numerical strategy. Writing the expansion (24) of u ε at order 1, we get
For simplicity, we consider here the case of an cavity (Ω ε ⊂ Ω 0 ) and thanks to Remark 2.3, the cutoff function ζ may be chosen identically equal to 1. A natural approximation of u ε reads then
• the limit term u 0 may be computed accurately in a pretty coarse mesh independently of ε ;
• the profile V 1 does not depend on ε, but only on the geometry of the pattern H ∞ . Its approximation is not straightforward, since it is defined on an unbounded domain. Various techniques are available for the numerical resolution of such a problem in an unbounded domain with an unbounded boundary. The basic idea consists in bounding the domain by an artificial boundary Σ on which we impose a suitable boundary condition. This condition should take into account the behavior at infinity V 1 (X) → 0 as |X| → 0.
(i) Simplest choice: impose a homogeneous Dirichlet condition V = 0 on Σ = B(0, R) ∪ ∂H ∞ . In this case, the radius R of the ball has to be large enough. Depending on the target precision, this naive -but easy to implement -solution may be acceptable.
(ii) Use the knowledge concerning the behavior at infinity of the profile V 1 : rather than 0, we impose the condition V = R −1 sin θ on Σ, i.e. the leading term in the expansion at infinity of the profile V 1 . The results are much better and we used this method in the the model computations shown in next section.
(iii) Numerous more accurate artificial boundary conditions are available, most of them developed in the framework of wave propagation: local transparent conditions (see [6, 7] ) or non-local "exactly absorbing" conditions using an integral representation (localized finite element method [11] ).
The functions u 0 and V 1 being computed, it remains to perform the superposition of u 0 (x) with the correcting term εχ(x)V 1 ( x ε ). Since the mesh used for the approximations do not coincide, we need to transfer
onto the mesh where u 0 has been computed. This step can be facilitated by using a regular mesh for V 1 (e.g. cartesian in polar coordinates, except near the perturbing pattern). The function χ is replaced in the computations by the use of a patch of elements: V 1 is not taken into account except in this patch.
The obtained approximation is close to u ε up to order O(ε 2 ). For small values of ε, we expect the method to work fine; for larger ε, the results may be inaccurate, but in that case the perturbation can be incorporated directly to the initial mesh without harsh refinement. Of course, from a practical point of view small and large have to be adapted to the considered situation.
Numerical results.
We present some numerical results which validate our approach. The considered problem is the following
where f (x, y) = 2π 2 cos(πx) sin(πy) and Ω ε is the square (−1/2, 1/2) × (0, 1) with a semicircular hole of radius ε, centered at (0, 0). Figure 5 and Table 1 show, for ε = 1/32 the solution u ε (top-left picture), the difference between u ε and the limit term u 0 (top-right picture), the difference between u ε and the corrected limit term u 1 = u 0 + εV 1 ( · ε ) (bottom-right picture 2 ). The bottom-left graph represents, for various values of ε, the norm of the errors (L 2 , H 1 and L ∞ -norms). The efficiency of the correction by the first profile clearly appears in these results: for example, with ε = 1/128, the L ∞ -norm of u ε − u 1 is about 40 times less than the L ∞ -norm of u ε − u 0 .
In Figure 6 and Table 2 , we present the same results in the Dirichlet case for a curved Ω 0 :
The same conclusions arise; the gain in L ∞ -norm is here around 50. 6 Extension to linear elasticity and possible application to mechanical engineering.
It turns out that the presented results naturally extend to linear elasticity. Indeed the technique relies on the construction of the profiles, which requires essentially a variational framework for the unbounded problem. Of course as counterpart of one profile for the Laplace equation, two profiles have to be introduced here, since the unknown is a two-dimensional vector. Precisely, writing the equations in the Naviers form:
with f and g i vanish near the perturbation, we have the first order formula (in the inclusive case, for simplicity)
• The profiles V 
with G 1 = (N 1 , 0) and G 2 = (0, N 1 ) (N 1 is the first component of the outer normal on ∂H ∞ ).
• the coefficient α ℓ is given by α ℓ = −σ ℓ1 (u 0 ).
The presented techniques have applications in civil engineering. With colleagues from computational mechanics, we are interested in investigating the influence of surface defects on the initiation of a crack and its propagation in a material (typically concrete). The goal is to predict where the material should break. Basically, the mechanical behavior splits into three phases: a first elastic one before the crack initiation, next the apparition of microcracks, and last the development of macrocracks responsible for the rupture. We propose to treat the first step with the tools of multiscale correction, to predict where the first cracks will occur. The superposition technique is based on the linearity of the operator. Hence it is justified only in the first phase. We handle the second and third phases with a continuum damage model and a strong discontinuity approach (see [3] ).
The superposition technique has been inserted into the main code for crack initiation. The numerical tests are being carried out and first results have been presented in the conference [2] without proceedings, a paper is under redaction. We present in figure 7 the first component of the solution u ε and of the errors u ε − u 0 and u ε − u 1 for the value ε = 1/32. The data for the computation are the following: λ = 0.5769, 2µ = 0.7692 and f corresponds to u 0 = [1/2 + 1/2 sin(πx), (−λ cos(πx) sin(2πy))/(λ + 2µ)]; the boundary conditions are homogeneous Neumann on the top and bottom sides, u ε = 0 on the left side and u ε = (1, 0) on the right side.
Of course, we would like to take into account the surface defects in the second phase as well, but the description is no more linear. It is very challenging to extend our ideas to this situation which involves a damaged phase and hence nonlinearities. Such an extension is out of reach with the methods presented in this work.
