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P. Baroni, M. Giacomin and G. Guida, Self-stabilizing defeat status computation:
dealing with conflict management in multi-agent systems
The role of argumentation in supporting various forms of interaction among possibly conflicting
autonomous agents has been explicitly recognized in the literature. In argumentation, conflict man-
agement is carried out by the formal process of defeat status computation. In this paper we consider
the generalization of this process to a distributed setting. We show that significant stabilization prob-
lems may arise even in relatively simple cases. A fundamental negative result is then proved: no
general self-stabilizing algorithm exists for distributed defeat status computation, indicating that self-
stabilizing algorithms for this problem can be defined only under specific conditions. Accordingly,
we focus on two cases: an algorithm tailored to a specific family of inference graphs, that include only
rebutting defeaters, and an algorithm that applies to any inference graph, also including undercutting
defeaters, but may provide (cautiously) incorrect results for some nodes. For both algorithms the
worst-case round complexity is analyzed and it is proved that no algorithms with lower complexity
exist for the same tasks.  2005 Published by Elsevier B.V.
C. Bessiere, J.-C. Régin, R.H.C. Yap and Y. Zhang, An optimal coarse-grained arc
consistency algorithm
The use of constraint propagation is the main feature of any constraint solver. It is thus of prime
importance to manage the propagation in an efficient and effective fashion. There are two classes of
propagation algorithms for general constraints: fine-grained algorithms where the removal of a value
for a variable will be propagated to the corresponding values for other variables, and coarse-grained
algorithms where the removal of a value will be propagated to the related variables. One big advan-
tage of coarse-grained algorithms, like AC-3, over fine-grained algorithms, like AC-4, is the ease of
integration when implementing an algorithm in a constraint solver. However, fine-grained algorithms
usually have optimal worst case time complexity while coarse-grained algorithms do not. For exam-
ple, AC-3 is an algorithm with non-optimal worst case complexity although it is simple, efficient in
practice, and widely used. In this paper we propose a coarse-grained algorithm, AC2001/3.1, that
is worst case optimal and preserves as much as possible the ease of its integration into a solver (no
heavy data structure to be maintained during search). Experimental results show that AC2001/3.1 is
competitive with the best fine-grained algorithms such as AC-6. The idea behind the new algorithm
can immediately be applied to obtain a path consistency algorithm that has the best-known time and
space complexity. The same idea is then extended to non-binary constraints.  2005 Published by
Elsevier B.V.0004-3702/2005 Published by Elsevier B.V.
doi:10.1016/j.artint.2005.04.002
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