Labeling data for classification requires significant human effort. To reduce labeling cost, instead of labeling every instance, a group of instances (bag) is labeled by a single bag label. Computer algorithms are then used to infer the label for each instance in a bag, a process referred to as instance annotation. This task is challenging due to the ambiguity regarding the instance labels. We propose a discriminative probabilistic model for the instance annotation problem and introduce an expectation maximization framework for inference, based on the maximum likelihood approach. For many probabilistic approaches, brute-force computation of the instance label posterior probability given its bag label is exponential in the number of instances in the bag. Our contribution is a dynamic programming method for computing the posterior that is linear in the number of instances. We evaluate our method using both benchmark and real world data sets, in the domain of bird song, image annotation, and activity recognition. In many cases, the proposed framework outperforms, sometimes significantly, the current state-of-the-art MIML learning methods, both in instance label prediction and bag label prediction. Ç 0162-8828 ß
INTRODUCTION
M ULTI-INSTANCE multi-label (MIML) learning is a framework where learning is carried out under label uncertainty. Conventional single instance single label (SISL) learning assumes that each instance in the training data is labeled. In the MIML setting, instances are grouped into bags and each bag is labeled with a bag label set. For example, an image can be viewed as a bag of segments tagged with names of objects present in the image (e.g., 'house', 'grass', and 'sky') without associating individual segments with a label. Various problems are considered in the MIML setting including: (i) learning a bag level label classifier and (ii) learning an instance level classifier. There are various applications of MIML learning, e.g., in natural language processing [3] , gene expression pattern annotation [4] , and video annotation [5] . We refer the reader to [6] for a detailed review of MIML methods.
A bag level label classifier can be constructed without explicitly reasoning about the instance labels. This is the approach taken by MIMLBoost, MIMLSVM [7] , Citation-kNN, and Bayesian-kNN [8] . In MIMLSVM, the training bags are first clustered using the Hausdorff distances among them. Then, each bag is encoded with a vector of similarities to each of the cluster centers. Finally, an SVM classifier is trained and used to predict the bag label of a new bag. The training phase of the aforementioned methods does not provide an instance level classifier.
The focus of our paper is instance level label prediction, i.e., instance annotation [1] , [9] . Even though most MIML methods focus on bag level prediction, a few of the existing methods resort to instance level classifiers as a means to obtain bag level predictions, e.g., M3MIML [10] , rank-loss support instance machines (SIM) [9] , [11] . M3MIML aims at maximizing the margin among classes where the score for each class is computed from the score of each bag and the score of each bag is computed from a single score-maximizing instance in the bag. As a result, M3MIML may not use information from many instances in each bag. A smaller number of methods directly aim at solving the instance annotation problem. For example, SIM considers both max score and softmax score taking into account all of the instance scores in each bag. Probabilistic graphical models have been proposed for the instance annotation problem in different applications. Due to the high computational complexity in the inference step, they employ approximation techniques, such as sampling [12] and variational inference [13] . Foulds and Smyth [11] propose a generative model with an exact inference based on the expectation maximization framework. However, compared to discriminative methods, generative methods often achieve lower accuracy [14] , [15] .
We develop a discriminative probabilistic model with an efficient inference method that takes into account all instances in each bag. We find that the proposed framework outperforms, sometimes significantly, the current state-of-theart instance annotation methods. The contributions of this paper are as follows. First, we propose the discriminative ORed-logistic regression model for the instance annotation problem. Second, we propose an expectation maximization framework to facilitate maximum likelihood inference. Third, we introduce a computationally efficient and exact algorithm for posterior probability calculation in the E-step. Finally, we demonstrate the superiority of this approach over various domains such as bird song, image annotation, and activity recognition, for both bag level prediction and instance level prediction.
RELATED WORK
Multi-instance multi-label learning problems have been implicitly addressed by probabilistic graphical models. In text data processing, Latent Dirichlet Allocation (LDA) [16] is a well-known generative topic model for processing a corpus of text documents. For each document (bag), a topic proportion u is generated. Then, from the topic proportion, a topic y is randomly selected and a word (instance) x is selected at random based on the topic. However, different from the MIML setting, LDA is an unsupervised model in which words are observed but their topics are hidden. Supervised/labeled LDA models incorporate a bag label [17] , [18] . In supervised LDA [17] , the observed document label Y is generated based on the hidden topics y in that document. From the observation (observed labels and words) parameters are estimated using approximate maximum likelihood through variational expectation maximization.
Several maximum margin based methods have been considered for MIML learning. SIM [9] alternates between updating supporting instances in each bag and maximizing the margin among hyperplanes obtained from these instances. MIMLfast [19] maximizes the margin among classes by maximizing difference of class scores which are evaluated from bag scores. To construct a score for each bag, MIMLfast uses only the instance which maximizes the scores. This principle may ignore information from most instances in each bag. Another maximum margin based method that uses the max principle is M3MIML [10] .
Super set label learning (SSLL) or partial label learning has been considered for instance annotation. LSB-CMM [20] uses a logistic stick breaking encoding scheme to link each instance vector to its labels. Due to the complexity of the model, variational expectation maximization and MCMC sampling are employed. In the LSB-CMM model, each instance is considered independently therefore the model does not take advantage of the union relationship among instance labels in each bag. In addition, several SVM-based solutions have been proposed for the partial label learning setting such as SVM based partial label learning [21] and PL-SVM [22] . Other solutions are low-rank [23] and graphbased techniques [24] . Dictionary learning [25] , error-correcting code [26] , and feature structure awareness [27] are recent techniques used for super set label learning.
Discriminative graphical models have been proposed for various applications such as relational data [28] and computer vision [29] . In [30] , using the TrueSkill framework, the skill of individual player is updated based on the ranking of the player's team. Based on TrueSkill, BOMC [31] is a discriminative framework which is applied for the single-instance multilabel problem. Different from BOMC, the proposed model is for multi-instance multi-label learning. Additionally, the graphical model in [31] uses Gaussian prior for classes and uses factor nodes which are significantly different from the proposed graphical model. Moreover, an exact and efficient inference method is proposed in our model instead of the approximate expectation propagation method in BOMC.
MIMLNC [32] is a discriminative probabilistic model for multi-instance multi-label learning. MIMLNC learns from bags that contain novel class instances that are not accounted for in the bag labels. In particular, it is possible that a given instance in a bag is not associated with any of the labels assigned to the bag. Consequently, the relation between the bag label and the instance labels is different from the union relation in this paper leading to a model different from the one in this paper. Additionally, this paper introduces the forward and substitution inference method with linear computational complexity OðnÞ. In contrast, the inference method of MIMLNC has significantly higher computational complexity Oðn 2 Þ.
In this paper, we would like to develop an instance annotation approach that addresses some of the aforementioned challenges associated with MIML methods. We would like to construct a probabilistic framework that uses instance class membership probability instead of using a single score-maximizing instance. Furthermore, even though generative models are well suited to deal with missing or small amounts of data, when the data size is sufficiently large, generative models are outperformed by discriminative models [14] , [15] , [28] , [33] . We are motivated by this argument to develop a discriminative model for instance annotation. Moreover, we would like to design a model sufficiently simple that allows for exact inference. Finally, we would like to maintain the relation among instance labels in each bag through the bag label.
PROBLEM FORMULATION AND THE PROPOSED MODEL
This paper considers the instance annotation problem in the MIML framework. We consider a collection of bags and their labels fðX b ; Y b Þg B b¼1 . Specifically, each X b denotes the set of instance feature vectors of the bth bag, x b1 ; x b2 ; . . . ; and x bn b , where x bi 2 X R d is the feature vector for the ith instance in the bth bag and n b denotes the number of instances in the bth bag. Moreover, the bag label set (bag label for short) Y b is a subset of the set Y ¼ f1; 2; . . . ; Cg, where C is the number of classes. To simplify the notation, we use ðX D ;
The goal of instance annotation is to train a classifier that maps an instance in X to a single label in Y under the MIML framework i.e., given ðX D ; Y D Þ. Main notations used in this paper are in Table 1 .
The Proposed Model: ORed-Logistic Regression
The graphical representation of the proposed model is illustrated in Fig. 1 . Following the notations of Section 3, we assume that bags X 1 ; X 2 ; . . . ; X B are independent, i.e., pðX 1 ; X 2 ; . . . ;
We introduce the latent variable y bi to denote the label for the ith instance in the bth bag. Instance labels in each bag y b1 ; y b2 ; . . . ; y bn b are independent given the set of all feature vectors in the bag X b . Next, we model the probability relationship between y bi the label of the ith instance in the bth bag and its feature vector x bi by a multinomial logistic regression function as follows:
where w c 2 R dÂ1 is the weight for the cth class score function 1 and w ¼ ½w 1 ; w 2 ; . . . ; w C . We use I½Á to denote the indicator function taking the value of 1 when its argument is true and 0 otherwise. Note that the probability of X 1 ; X 2 ; . . . ; X B is not a function of w. This property is key to the discriminative nature of our model. Next, we assume that the label of each bag is the union of its instance labels. Consequently, the probability of the label of each bag Y b given its instance labels y b ¼ ½y b1 ; y b2 ; . . . ; y bn b is expressed as follows
j¼1 fy bj g:
To make our notations less cumbersome, we write
fy bj g, i.e., we omit the braces, which indicate that fy bj g is a singleton. Based on the aforementioned description, the proposed model has the following properties. First, our model is a discriminative probabilistic model [33] since it learns a mapping from instance feature vectors to class labels as in (1) . Second, the instance labels in each bag are constrained by their bag label using (2) . As a result, the model preserves the MIML structure from the dataset.
Maximum Likelihood
We consider the maximum likelihood principle for inference in our model. From the formula for conditional probability, pðY D ; X D jwÞ ¼ pðX D jwÞpðY D jX D ; wÞ. Moreover, based on our assumption that X D is independent of w, pðX D jwÞ ¼ pðX D Þ. Consequently, the probability of the observation given the unknown parameters is given by
where pðY b jX b ; wÞ is obtained by marginalizing pðY b ; y b jX b ; wÞ over y b as follows
From the conditional probability and from the graphical model that given y b the bag label Y b is independent of X b and w, we can rewrite (4) as
where the last step is obtained by substituting pðY b jy b Þ from (2) and the assumption that instances in each bag are independent. Substituting (5) back into (3) and taking the logarithm, the log-likelihood function can be written as
Note that log pðX D Þ is a constant w.r.t. w and hence does not affect the inference of w. To obtain the MIML maximum likelihood estimation of w, the log-likelihood in (6) is maximized w.r.t. w, and the maximizingŵ is selected, i.e., w ¼ arg max w l MIML ðwÞ: Maximizing the log-likelihood in (6) is difficult since to the best of our knowledge, no closed-form efficient solution exists. Therefore, we propose an expectation maximization (EM) approach [35] to maximize (6).
Expectation Maximization Review
Denote the log-likelihood of the observation X given the parameter u by lðuÞ ¼ log pðX juÞ. In EM, the hidden variable Y is introduced to develop a surrogate function to the log-likelihood. The surrogate uses the complete data log-likelihood log pðX; YjuÞ and is given by gðu;
The EM framework alternates between the computation and the maximization of the surrogate function w.r.t. u. Specifically, the two steps are: the number of bags in the dataset C the number of classes in the dataset N the total number of instances in the dataset x bi the ith instance of the bth bag y bi the label for the ith instance of the bth bag n b the number of instances for the bth bag X b the set of instances in the bth bag Y b the bag label set for the bth bag y b ½y b1 ; y b2 ; ; y bn b d the dimension of every instance x bi X D fX 1 ;
a set includes all labels in º nc excluding c 1. For simplicity, our derivations follow the linear relation w T x. In practice, we implement a generalization to the affine model w T x þ b as in [34, p. 120] by setting w ¼ ½w T ; b T and x ¼ ½x T ; 1 T . E-step: Compute gðu; u 0 Þ ¼ E Y ½log pðX ; YjuÞjX ; u 0 M-step: u ðkþ1Þ = argmax u gðu; u ðkÞ Þ. This paper uses the Generalized EM approach [36] where in the M-step, instead of finding u ðkþ1Þ such that u ðkþ1Þ ¼ argmax u gðu; u ðkÞ Þ, we obtain u ðkþ1Þ satisfying gðu ðkþ1Þ ; u ðkÞ Þ ! gðu ðkÞ ; u ðkÞ Þ. As with EM, GEM guarantees non-decreasing log-likelihood lðu ðkÞ Þ as a function of k [36] .
Expectation Maximization for the Proposed
ORed-LR Model
In our setting, the observed data X ¼ fY D ; X D g, the parameter u ¼ w, and the hidden data Y ¼ y ¼ fy 1 ; y 2 ; . . . ; y B g. To compute the surrogate gðw; w 0 Þ, we begin with the derivation of the complete log-likelihood. We apply the conditional rule as follows
Then, the complete log-likelihood can be computed by taking the logarithm of (7), replacing pðy bi jx bi ; wÞ from (1) into (7) , and reorganizing as follows:
Finally, taking the expectation of (8) w.r.t. y given Y D , X D , and w 0 , we obtain the surrogate function gðÁ; ÁÞ as follows: (9), we have the following expectation maximization iterations:
s.t. gðw ðkþ1Þ ; w ðkÞ Þ ! gðw ðkÞ ; w ðkÞ Þ, for gðÁ; ÁÞ in (9).
The Expectation Step
Computing pðy bi ¼ cjY b ; X b ; wÞ can be done using pðy bi ¼ c; Y b jX b ; wÞ and the following conditional rule
The probability pðy bi ¼ c; Y b jX b ; wÞ can be computed in a brute-force manner by keeping y bi ¼ c and marginalizing over all other instances y bj , where j 2 f1; . . . ; n b g and j 6 ¼ i, as follows
The E-step challenge. The cost of computing prior probabilities pðy bj ¼ ljx bj ; wÞ for j ¼ 1; . . . ; n b and l 2 Y b using (1) is Oðn b CdÞ. The cost of marginalizing using (11) is
Consequently, the computational complexity for the E-step is exponential w.r.t. the number of instances in each bag. For many probability models, the computational complexity of exact calculation of the posterior probability necessitates approximate inference. To overcome this challenge, we propose a dynamic programming method to compute pðy bi ¼ c; Y b jX b ; wÞ from the prior probabilities pðy bj ¼ ljx bj ; wÞ.
F F orward A And S SubsT T itution (FAST) Algorithm for the E-Step
In this section, we solve the aforementioned E-step challenge using a dynamic programming approach. To compute
S y bk . We illustrate the relation between these sets using Fig. 2b . By introducing sets
we can convert the graphical model in Fig. 2a to a chain model in Fig. 2b . The chain structure allows us to perform a step by step grouping of independent factors in (11) resulting in a polynomial time complexity. The idea of converting a V structure to a chain structure for an efficient inference has been investigated in [37] . Specifically, from the chain structure, we can dynamically compute
j¼1;j6 ¼i y bj the union of the instance label of the bth bag excluding label y bi . Then, we compute pðY ni b jX b ; wÞ from pðY n b b jX b ; wÞ using Proposition 2 as in Fig. 2g . Finally, the desired probability pðy bi ¼ c; Y b jX b ; wÞ can be computed from pðY ni b jX b ; wÞ and pðy bi ¼ cjx bi ; wÞ as in Fig. 2h . Our forward and substitution algorithm is summarized by the following steps.
Step 1. To compute pðY n b b jX b ; wÞ, we use an incremental calculation of pðY kþ1 b jX b ; wÞ from pðY k b jX b ; wÞ using the following proposition. This process is also illustrated in Figs. 2c to 2f.
wÞ, for any º in the power set of Y b excluding the empty set, can be computed using the following recursion For k ¼ 0:
For k ! 1:
where we use º nc to denote the set fljl 2 º; l 6 ¼ cg; for any º and c 2 º.
The computational complexity of Step 1 can be derived as follows.
contains at least one instance, there are at most 2 jY b j À 1 possible bag labels º for Y kþ1 b in (13) . Moreover, computing the probability of each bag label Y kþ1 b using (13) involves the computation of at most 2 Â jY b j terms in the sum. As a result, the computational complexity of computing
wÞ, the aforementioned recursion is applied for k ¼ 0; . . . ; n b À 1 and hence the computational complexity is OðjY b j2 jY b j n b Þ.
Step 2. For each i 2 f1; 2; . . . ; n b g, efficiently compute pðY ni b jX b ; wÞ from pðY n b b jX b ; wÞ using the following proposition.
where 1 r; s 2 jY b j À 1. Then, pðY ni b jX b ; wÞ can be computed from pðY b jX b ; wÞ by solving u ¼ Av.
For a proof, we refer the reader to Appendix.
We assume that º 1 , º 2 , . . ., º 2 jY b j À1 are sorted in an ascending order of their cardinality. Moreover, if two sets are equal in cardinality, they are sorted based on the lexicographical order. For this order, the matrix A constructed from Proposition 2 is a lower triangular matrix. We prove this by contradiction. Assume that A is not a lower triangular matrix then there exist ðr; sÞ such that r < s and Aðr; sÞ 6 ¼ 0. From Proposition 2, if Aðr; sÞ 6 ¼ 0 then º s ¼ º r or º s & º r which means that s r leading to a contradiction with r < s. The structure of A for a bag with three labels {1,3,4} is presented in Fig. 3 . Since A is lower triangular, v can be obtained from A and u using the forward substitution method [38] with the time complexity proportional to the number of nonzero elements in A which is OðjY b j2 jY b j Þ. As a result, the computational complexity for Step 2 is OðjY b j2 jY b j n b Þ.
Step 3. Next, for each i 2 f1; 2; . . . ; n b g, compute pðy bi ¼ c; Y b jX b ; wÞ from pðy bi ¼ cjx bi ; wÞ and pðY ni b jX b ; wÞ, for all c 2 Y b , using Proposition 3.
Proposition 3 The probability pðy bi
wÞ for all c 2 º can be computed using The computational complexity required to obtain pðy bi ¼ c; Y b jX b ; wÞ for all c 2 Y b and for all i 2 f1; 2; . . . ; n b g using Proposition 3 is OðjY b jn b Þ.
Computational Complexity of the E-Step. Combining the computational complexities in Steps 1, 2, and 3, the computational complexity of the forward and substitution algorithm is OðjY b j2 jY b j n b Þ. From Section 3.4.1, the computational complexity for obtaining the prior probabilities is Oðn b CdÞ. Consequently, the computational complexity of the E-step implementation per bag using the forward and substitution algorithm is OðjY b j2 jY b j n b þ n b CdÞ. As a result, the simple structure of our ORed-logistic regression model allows to perform an efficient and exact inference instead of using approximation techniques which may then degrade the accuracy.
Maximization Step
We use gradient ascent to increase the objective function in (9) as follows
where the first derivative of gðw; w ðkÞ Þ w.r.t. w c is computed as follows
and h in (16) is determined using the backtracking line search method [39] . In each backtracking step, the surrogate function in (9) is computed with the time complexity Oð P B b¼1 n b CdÞ. As a result, the computational complexity of the maximization step is Oð P B b¼1 n b CdMÞ, where M is the average number of backtracking steps.
PREDICTION
We consider both instance level label prediction and bag level label prediction.
Instance Label Prediction
In instance label prediction, we consider predicting instance labels without knowing their bag label. Consider the ith instance in the tth test bag. The predicted label iŝ y ti ¼ argmax k w T k x ti , without the need for dynamic programming. Therefore, the computational complexity of prediction for the tth test bag is Oðn t CdÞ.
Bag Label Prediction
For the tth test bag, the predicted bag labelŶ t is obtained by taking the union of its instance labelsŷ ti as follows:
EXPERIMENTS
In this section, we evaluate and compare the proposed framework with several state-of-the-art approaches for MIML instance annotation and bag level prediction.
General Setting
Approaches. We compare the proposed approach of ORedlogistic regression model with maximum likelihood inference for instance annotation denoted by MLR 2 with the following methods: SIM [9] , MIMLfast (Mfast for short) [19] , and LSB-CMM (LSB for short) [20] . For bag level predicton we include a comparison with MIMLSVM (M-SVM for short) [7] and MIMLNN (M-NN for short) [6] , [40] .
Parameter Tuning. For MLR, by observation that the objective function in (9) stabilizes in around 50 expectation maximization iterations for all datasets, we fix the number of iterations for the proposed EM framework to 50. For SIM, we tune over the set f10 À4 ; 10 À5 ; 10 À6 ; . . . ; 10 À9 g. For Mfast, following [19] , we search over the set f50; 100; 200g, f1; 5; 10g, f1; 5; 10; 15g, f10 À4 ; 5 Á 10 À4 ; 10 À3 ; 5 Á 10 À3 g, f10 À5 ; 10 À6 g for parameters m, C, K, g 0 , h, respectively. Additionally, to satisfy the norm constraint in Mfast, we divide each feature vector by a constant in the set f10 À2 ; 3 Á 10 À2 ; 10 À1 ; 3 Á 10 À1 ; . . . ; 3Á 10 2 ; 10 3 g. Note that in the training phase, Mfast learns a parameter W which can be used to compute the score f Mfast ðx ti ; cÞ indicating the confidence of instance x ti having class c. However, Mfast does not predict the labelŷ ti for each instance x ti . It indirectly uses f Mfast ðx ti ; cÞ to compute f Mfast ðX t ; cÞ indicating the confidence of the tth test bag having class c. In the experiments, we access f Mfast ðx ti ; cÞ and predict the labelŷ ti asŷ ti ¼ argmax c f Mfast ðx ti ; cÞ. For LSB, we follow the approach in LSB-CMM paper to adapt our MIML data to the super set label setting. Each instance is considered as a data sample with its bag label as its superset label. Specifically, if the data in the MIML setting is fX b ¼ fx b1 ; x b2 ; . . . ;
, then it is converted to the superset label setting as ffx b1 ; Y b g; fx b2 ; Y b g; . . . ; fx bn b ; Y b gg B b¼1 . We search s 2 over the set f10 À2 ; 10 À1 ; 1; . . . ; 10 5 g as suggested by the authors. Moreover, we set the parameter a as 0.05 and set K to 5 Â (the number of classes). For M-SVM, we use RBF kernel, with g in {0.1, 0.2, 0.4, 0.8} and the parameter ratio is searched over the set {0.2, 0.4, 0.6, 0.8, 1}. For M-NN, we search over the set {0.2, 0.4, 0.6, 0.8, 1} for the parameter ratio, and the parameter over the set f10 À2 ; 10 À1 ; 1; 10g.
Datasets. We compare the aforementioned approaches on six datasets: HJA birdsong, MSCV2, Letter Frost, Letter Carroll [9] , Voc12 [41] , and 50Salad [42] . For the HJA birdsong, there are a few bags where the bag label is not equal to the union of its instance labels. Therefore, we create an additional version of the HJA birdsong dataset namely HJA union in which the label of each bag is the union of its instance labels. For the Letter Carroll and Letter Frost datasets, bags are created from words of two poems, and instances of each bag are their letters which are sampled from the Letter Recognition dataset [43] on the UCI Machine Learning repository. However, in each of these two poems, two letters are missing. Therefore, we only consider 24 classes in each dataset. MSCV2 and Voc12 are image annotation datasets where each image is considered as a bag with its segments as instances of the bag. Each segment is represented by a 48dimensional histogram of gradients and colors vector, as in [9] and [41] . 50Salad dataset [42] contains accelerometer information of sensors attached on knife, bowl, peeler, small spoon, and large spoon in a lab kitchen. These sensors record various people doing various cooking activities on different time slots. We consider six activities including: cutting cheese using knife, cutting lettuce using knife, mixing ingredient using bowl, peeling cucumber using peeler, dressing using small spoon, and serving salad on plate using large spoon. We consider each 100-second interval accelerometer information as a bag, and instances are around 2-second intervals in this duration. We use 57 statistical features such as mean, skewness, peaks, and so on, from three-dimensional accelerometer information to represent instances. 3 Evaluation Measures. We consider different metrics for evaluation of instance annotation and bag label prediction. For instance annotation, we consider instance level accuracy by dividing the correctly predicted label instances by the total number of predicted instances. For bag label prediction, we consider Hamming loss, ranking loss, average precision, one error, and coverage as in [6] , [7] , [10] , [19] .
Instance Annotation Experiments
Setting. In this section, we compare the proposed MLR approach with Mfast, SIM, and LSB methods. We also consider the logistic regression classifier in the single instance single label setting (SLR) in which all instance labels are provided. The accuracy of SLR is considered as an upper bound for those of all methods. Furthermore, we consider the dummy classifier that classifies every instance in the test dataset with the most common class in the training dataset without using any information from the feature vectors. The accuracy of the dummy classifier is considered as a lower bound for those of all methods. We use 10-fold cross validation to evaluate the performance. There are two methods, namely post-hoc parameter tuning, for selecting the optimal parameters: (1) using an instance level metric and (2) using a bag level metric. Note that the proposed MLR approach is free of parameter tuning hence we only consider these tuning schemes for baseline methods. In that way, there is no unfair advantage for MLR from selecting the best parameter settings. The results with post-hoc tuning using instance level accuracy and bag level accuracy are presented in Tables 2 and 3, respectively. Results . From Tables 2 and 3 , the MLR approach outperforms and in some cases significantly outperforms other methods on the datasets considered. On MSCV2, Letter Carroll, and Letter Frost, the results of MLR are from 7 to 12 percent higher than those of Mfast, SIM, and LSB, whose performances are comparable. For HJA bird, Voc12, and 50Salad, LSB is comparable or achieves a higher accuracy than Mfast which outperforms SIM. For these three datasets, the proposed MLR approach outperforms LSB 3 percent on HJA bird and is comparable with LSB on Voc12 and 50Salad. Furthermore, the accuracy obtained by MLR is only 5-6 percent lower than that of SLR on HJA bird and MSCV2 datsets, and 1-3 percent on other datasets.
Analysis. The accuracy of all methods on HJA dataset is lower than on HJA union dataset. This is due to the violation of the union assumption in the HJA dataset. The accuracy of SLR approach on both datasets is the same since SLR relies only on the instance labels. MLR significantly outperforms other methods in MSCV2, Letter Carroll, and Letter Frost. The reason is that for those datasets, the average number of classes per bag is high. By carefully considering all possibilities for instance labels and avoiding any approximation in inference, MLR uses all the instances effectively. In contrast, Mfast and SIM use the max or softmax principle which may ignore useful information from most of the instances. Moreover, LSB uses an approximate inference method, MCMC sampling. In general, sampling methods are slow to converge and due to randomness present a challenge in establishing a stopping criteria. Furthermore, in LSB, each instance has a set of possible labels which is the label of its bag. As a result, LSB may ignore a useful constraint, that the union of instance labels equals their bag label, which is preserved in our dynamic programming approach. For the Voc12 dataset, the dummy classifier works well since there exists a dominant class consisting of more than 30 percent instances of the dataset. In Table 3 , the accuracy of MLR is similar to that in Table 2 since MLR has no tuning parameter. For LSB and SIM, the accuracy in Table 3 is slightly smaller than in Table 2 since the tuning is performed indirectly using the bag level measurement instead of directly using the instance level accuracy. For Mfast, while we follow the parameter tuning scheme proposed in [19] , we understand that post-hoc tuning benefits methods with a high number of parameter settings. Since we consider a large number of choices (a total of 3,168) for the parameters, the accuracy drops significantly from the scenario when we both tune and test on instance level metric, as in Table 2 , to the case when we tune on bag level metric and test on instance level metric, as in Table 3 .
Potential Extension to Multi-Instance Learning. The proposed model can be advantageous in soft-labeling for Multi-instance learning (MIL) [44] where the bag label is determined from the number of positive instances. Specifically, in [44] , a HMM generative model with an auto-regressive framework is The proposed approach and values that are statistically indistinguishable using two-tailed paired t-tests at 95 percent confidence level with the optimal performances are bolded.
3. Our datasets: http://eecs.oregonstate.edu/res earch/ bioacoustics/ORLR/Datasets.zip proposed where the probability for the number of positive instances is computed using a dynamic programming method. The results indicate superior performance over stateof-the-art MIL methods such as mi-SVM [45] and miGraph [46] for activity recognition from accelerometer data.
Instance Annotation Accuracy versus the Number of Training Bags
Setting. In this section, we examine the ability of the proposed approach to effectively use the information from all instances compared to LSB and SIM. We exclude Mfast since its post-hoc instance level tuning accuracy is far different from its bag level tuning accuracy. In addition, adding one parameter for the percentage of training bags leading to a larger number of parameter settings which is already high for Mfast, and longer runtime. We perform the experiments on HJA, MSCV2, Letter Carroll, Letter Frost, Voc12, and 50Salad datasets. For each dataset we randomly select {1, 2, 5, 10, 20, 50, 90 percent} of the data for training and the remaining data for testing. For each of these sampling percentage values, we perform the experiment 10 times and report the average accuracy. The accuracy as a function of the sampling percentage is depicted in Fig. 4 .
Results. From Fig. 4 , we observe that the accuracy for each method increases with the number of training bags. Furthermore, in order to achieve similar accuracy, our MLR approach uses fewer bags. This has significant implications in practice since the data labeling process is costly. In addition, the time required for training could also be saved. For example, in MSCV2, MLR can achieve similar level of accuracy to that of SIM and LSB using only 17 percent of training data SIM and LSB use. With a small amount of data, there is a clear gap between MLR and the ideal upper bound SLR. However, with enough training data, the performance of MLR is close to SLR. For example, in 50Salad, at 10 percent of training data, the performance of MLR is 20 percent less than that of SLR. However, with 90 percent data for training, the gap is only 1-2 percent. From the figure, we could observe how efficiently each approach uses information from instance labels. SLR achieves high accuracy even with a small number of training bags since it is directly given instance labels. MLR achieves a similar level of accuracy using a smaller number of bags, compared to SIM and LSB, indicating that MLR efficiently uses information from bag labels. In SIM, the softmax function for computing the weight of each instance in bags is heuristically defined instead of directly coming from the objective function. As a result, SIM may not efficiently use information from all instances. For LSB, a possible explanation for its lower accuracy compared to that of MLR is that approximation methods including variational EM and MCMC sampling are used for inference. Another possible explanation is that LSB does not maintain the constraint that the union of instance labels in each bag is equal to their bag label. We also observe that the accuracy of SIM and LSB are quite similar.
Bag Label Prediction
Setting. Even though this paper focuses on instance label prediction, the applicability of the proposed method for bag label prediction is also considered. We perform experiments on datasets with instance level label such as HJA, MSCV2, Letter Carroll, Letter Frost, Voc12, and 50Salad following the method described in Section 4.2. We compare MLR with the following methods: SIM, Mfast, LSB, M-SVM, and M-NN. The proposed approach and values that are statistically indistinguishable using two-tailed paired t-tests at 95 percent confidence level with the optimal performances are bolded.
Moreover, we also compare MLR with the logistic regression trained in the SISL setting (SLR) and a dummy classifier designed to optimize the performance for each of the following evaluation metrics: Hamming loss, ranking loss, average precision, one error, and coverage. Note that the dummy classifier assigns the same output for any test bag. For Hamming loss, the dummy classifier outputs a bag label consisting of all classes which appear in more than 50 percent of training bags. For ranking loss, average precision, one error, and coverage, with each class c, the dummy classifier outputs f dummy ðX t ; cÞ ¼ (the percentage of training bags having class c) indicating the confidence of the test bag X t having class c. Note that f dummy ðX t ; cÞ is independent of X t . To compute ranking loss, average precision, one error, and coverage from the confidence values, we follow [6] . For MLR, SIM, and LSB, the confidence for the bag on each class is computed as the maximal value of the confidence of its instances w.r.t. the class. Specifically, f MLR ðX t ; cÞ ¼ max i pðy ti ¼ cjx ti ; wÞ, f LSB ðX t ; cÞ ¼ max i pðy ti ¼ cjx ti ; w;âÞ, and f SIM ðX t ; cÞ ¼ max i w T c x ti . For Mfast, M-SVM, and M-NN, the bag level metrics are computed as in [7] , [19] , [40] , respectively. The results are reported in Table 4 . # (") next to a metric indicates that the performance improves when the metric is decreased (increased). The proposed approach and values that are statistically indistinguishable using two-tailed paired t-tests at 95 percent confidence level with the optimal performances are bolded. Note that the SLR approach is only used as a reference since instance level labels are provided in training.
Results. From Table 4 , we observe that MLR matches or outperforms other methods in term of each evaluation measure in almost all datasets, except for the MSCV2 where the accuracy of MLR is lower than those of M-NN and M-SVM. The reason is that M-NN and M-SVM consider bag level information by encoding each bag with a vector containing the similarities of the bag with representative bags in the dataset. However, instance annotation methods including MLR, SIM, LSB, and Mfast only focus on instance level features without including additional bag level information. Consequently, approaches that rely on bag level information may outperform instance level approaches on datasets where each test bag information is helpful to predict its instance labels such as image datasets including MSCV2. For example, a single white color pixel may come from either the sky or a blank paper. However, if we know that the image was taken outdoor, we would rather predict the pixel is from the sky. Among the considered instance annotation methods, MLR seems to outperform other methods in bag level measurements.
Runtime Evaluation
In this section, we demonstrate and compare the runtime performance of MLR with SIM, LSB, and Mfast. We demonstrate that MLR is quite competitive. Despite the exponential dependence on jY b j, the number of unique labels in the bth bag, the proposed algorithm is computationally efficient in term of runtime. The following advantages of MLR contribute to its computational efficiency. (i) the exponential term 2 jY b j can be viewed as a small constant; (ii) bags with a large number of classes can be ignored; (iii) the absence of tuning parameter eliminates the need for the time consuming cross validation process; and (iv) empirical evaluations show that MLR achieves higher accuracy in shorter runtime compared to SIM, Mfast, and LSB.
The Average Number of Labels Per Bag jY b j in Many MIML Datasets is Small. A survey from more than 16 MIML datasets, as shown in Table 5 , from small scale, such as Letter Frost (144 bags) to large scale such as MIR (billion bags) shows that the number of labels per bag is small. Specifically, in MIR, there are around one billion real images taken from Flickr and among them only 25,000 images are labeled. The average number of labels per image is 5 which is very small compared to the total number of classes 2,000. Other examples are Corel16k, MSRA, Alipr where the average number of labels per image are only 3.1, 2.7, and 3.6, respectively. However, in these datasets, there are a total of 326, 99, and 332 classes, and the number of bags are 16,000, 30,000, and 60,000, respectively.
Bags with a Large Number of Labels Can be Ignored. Consider the case where the average number of labels per bag is small and a few bags contain a high number of labels, e.g., Letter Carroll and protein datasets, as can be seen in Fig. 5 . These bags contribute significantly to the runtime increase. In this scenario, a pruning strategy in which bags with a large number of labels are ignored (see details in Section 5.5.1) is helpful. By removing these bags, the exponential in the number of labels per bag will no longer depend on such bags, only on bags with close to average number of labels per bag. For example, for protein dataset, even though the maximum number of labels per bag is around 100, if we remove only 20 percent bags having a large number of labels, the maximum number of labels per bag is 10 making the proposed algorithm practical. In addition, bags with large number of labels produce little information. For example, if a bag contains only one label, all instances in the bag are from this label. In contrast, if the bag contains many labels, there are many possibilities for instance labels leading to vagueness. Consequently, the proposed method and other MIML methods may not benefit from bags with high number of labels.
Runtime Comparision Among MLR, SIM, LSB, and Mfast. We perform a runtime comparison among the aforementioned methods 4 . MLR 5 and Mfast are implemented in Matlab, SIM is implemented in C, and LSB is implemented in R. The code was obtained from authors. MLR is parameter free, while SIM, LSB, and Mfast require multiple runs over different values of tuning parameters. Note that for Mfast, [19] , Corel16k [47] , HJA bird, MSCV2, Voc12, Letter Carroll, Letter Frost [9] , OSU Wrist [48] , Alipr [49] , LabelMe [50] , [51] , UIUC Sport [50] , [52] , NUS-WIDE [52] , MIR [53] , Protein [54] Datasets Table 7 is different from Fig. 7 where MLR is purely implemented in Matlab to clearly see the effect of pruning.
to exactly compute the runtime using recommended parameter combinations, we follow the authors' parameter tuning in [19] , without our additional normalization parameter as introduced in Section 5.1. We show later (in Fig. 6 ) that the accuracy using normalization parameter is higher than the tuning approach proposed by the authors [19] .
The runtime for each of these methods on HJA, MSCV2, Letter Carroll, Letter Frost, Voc12, and 50Salad is presented in Tables 6 and 7 . From Table 6 which takes into account the parameter tuning, we observe that MLR is significantly faster than the competing methods. From Table 7 which considers the case where each algorithm is given its optimal parameter setting, we observe that MLR is faster than LSB and SIM (except on 50Salad) and only slower than Mfast. Note that compared to the settings of Table 6 , an unfair advantage is provided for competing algorithms in Table 7 by providing them the optimal values of the parameters. Additionally, compared to SIM, MLR has a disadvantage since all components (except the E-step is in mex) are implemented in Matlab which may result in a larger runtime.
Accuracy versus Runtime Curves. We illustrate the accuracy versus runtime when changing the number of iterations for MLR, SIM, Mfast, 6 and LSB, in Fig. 6 . 7 From Fig. 6 , MLR achieves the stable accuracy of competitive algorithms faster than competitive algorithms themselves. Moreover, in most cases (except for LSB in 50Salad) none of compared methods achieve the accuracy level of MLR. For example, in MSCV2, MLR achieves 56 percent in accuracy, however, other algorithms achieve only around 50 percent. Additionally, consider Mfast, the fastest algorithm among compared algorithms in achieving their stable accuracy. Note that the accuracy of Mfast with our normalization parameter (Mfast1) is comparable or significantly higher, as in LetterFrost and 50Salad, than that of without normalization parameter (Mfast2). However, the additional tuning parameter increases the overall runtime in training the Mfast classifier. From Fig. 6 , MLR achieves the stable accuracy of Mfast2 faster than Mfast2 itself. For example, in MSCV2, the stable accuracy of Mfast2 is around 50 percent which takes it about 6-7 seconds. However, MLR achieves to 50 percent in only 3 seconds. Similar trends are in HJA, Letter Frost, and 50Salad.
Speed Up Using Pruning
In this section, we study techniques to reduce the computational complexity of our approach. The main time-consuming part of MLR is in the E-step. Since the forward and substitution method has an exponential term regarding the number of classes per bag 2 jY b j , speeding up is necessary for datasets such as Letter Carroll or Letter Frost, where the factor P B b¼1 jY b j2 jY b j n 2 b significantly dominates the factor P B b¼1 n b Cd, because of several bags having a large number of classes.
Pruning is a technique in our paper that removes bags containing a large number of classes in the dataset. In order to prune, we sort bags based on the value of n b jY b j2 jY b j in an ascending order and remove a fixed percentage of bags with these highest values from the training set. We perform 10-fold cross validation. Assume that n b is equal for every bag, thus a bag contains a large number of classes jY b j would have a significantly high value of n b jY b j2 jY b j proportional to the time MLR spends on the bth bag in the expectation step. In fact, those bags are less informative, due to the label ambiguity, which increases as a function of the size of the label set. As a result, we expect the accuracy is hardly changed after pruning while the runtime decreases.
To understand the intuition behind the pruning technique used for MLR in this section, we present the following experiments on HJA, MSCV2, Letter Carroll, and Letter Frost datasets. First, we sort the bags in term of n b jY b j2 jY b j in an ascending order. Then, we select B 0 bags which contain 80 percent of the bags with lowest values and observe that the B 0 selected bags only constitute a small proportion of the sum, which are around 1/3, 1/7, 1/20, and 1/12 for HJA, MSCV2, Letter Carroll, and Letter Frost, respectively.
We perform the experiment on HJA, Letter Carroll, and Letter Frost. We prune {0, 10, 20, . . . , 90 percent} the number of bags having highest value. The accuracy and runtime as functions of the proportion of keeping bags on Letter Carroll, Letter Frost, and HJA are reported in Fig. 7 .
From Fig. 7 , we observe a significant speed up on Letter Carroll and Letter Frost datasets. Specifically, we can speed up the computation time in Letter Carroll and Letter Frost by 9.2 and 5.0 times by just removing 20 percent of the data and the accuracy is hardly changed. In the Letter Carroll and Letter Frost, there are few bags having 10 classes (words have more than 10 different letters). Removing these words does not affect the overall accuracy result. However, since the computational complexity is exponential in the number of classes per bag, the runtime for such bags constitutes a large percentage of the overall runtime. In the HJA dataset, the effect is less pronounced. We can maintain the accuracy by removing 20 percent bags and the runtime decreases by a factor of 2. From Fig. 7 , for a small proportion The reported runtime is based on an oracle parameter tuning approach in which the parameter value yielding the highest accuracy is used. Mfast1 is Mfast with the optimal normalization parameter value. Mfast2 is Mfast with the normalization parameter value is set to 1.
6. Note that there are two versions of Mfast, with our normalization parameter (Mfast1) and without our normalization parameter (Mfast2).
7. Note that all algorithms are iterative.
of keeping bags, the runtime is linear w.r.t. the number of bags. It can be explained as for those datasets, after removing a high proportion of bags with high number of classes, the remaining bags almost have the same number of classes. As a result, the computational complexity per bag using the forward and substitution algorithm depends on the number of instances per bag only which is assumed to be equal. Consequently, the runtime depends linearly on the number of keeping bags. Note that if all bags have a larger number of labels, the approach will not yield significant improvement in runtime. However, as shown in Fig. 5 and Table 5 , there are many MIML datasets with a small number of labels per bag and bags with a large number of labels constitute a small proportion of the data.
Performance Summary
Instance Annotation Accuracy. We evaluate the proposed method on the following publicly available datasets: HJA birdsong, MSCV2, Letter Carroll, Letter Frost [9] , Voc12 [41] , and 50Salad [42] . As shown in Table 2 , the instance annotation accuracy of the proposed method is 7 percent higher than those of SIM [9] , LSB [20] , and Mfast [19] on MSCV2 datset. On Letter Carroll and Letter Frost datasets, the proposed method significantly outperforms SIM, LSB, and Mfast methods. Our method slightly outperforms LSB on HJA dataset, and is comparable with LSB on HJA union, Voc12, and 50Salad datasets. Moreover, the proposed method achieves higher accuracy using less number of training bags, as shown in Fig. 4 . Runtime. Even though there is an exponential factor w.r.t. the number of classes per bag in the computational complexity of the proposed MLR approach, the average number of classes per bag is not high in reality making MLR The reported time when running with the parameter value giving the highest accuracy. MLR is faster than LSB and SIM (except on 50Salad). a practical instance annotation solution. Additionally, pruning is a technique designed for MLR that helps to reduce the runtime on datasets with high average number of classes per bag such as Letter Carroll and Letter Frost by a factor from 4 to 7 times by removing only 20 percent of the bags.
CONCLUSION
This paper focuses on the instance annotation problem in multi-instance multi-label setting. We proposed an OR-ed logistic regression model for the problem and used an expectation maximization framework to facilitate maximum likelihood estimation of the model parameters. We focused on the challenge of how to efficiently compute the exact instance label posterior probabilities given their bag level labels to keep the accuracy as high as possible. We address this challenge by using a dynamic programming method, with the computational complexity linear in the number of instances per bag. Experiments on different datasets indicate that the proposed approach outperforms other state-of-the-art methods including SIM, LSB, and Mfast, especially on the MSCV2 dataset where the accuracy of the proposed approach is around 7 percent higher than those of SIM, LSB, and Mfast. Our MLR approach is not only free of parameter tuning but also achieves higher accuracy, as well as uses less bags to get to the same accuracy level compared to other methods. In MSCV2, MLR just requires around 17 percent training bags to achieve the same level of accuracy as SIM and LSB. Experiments on bag level classification show that even though without using bag level features, MLR is comparable to other bag level classifiers such as M-SVM and M-NN. Other experiments show that the proposed approach can be efficiently speeded up using the pruning technique.
APPENDIX A PROOF OF PROPOSITION 2
In the graphical model in Fig. 2e , by marginalizing pðY iþ1 b ; Y i b ; y bðiþ1Þ jX b ; wÞ over Y i b and y bðiþ1Þ , we obtain
where P is the power set of Y b except the empty set. Furthermore, since in the model Y i b and y bðiþ1Þ are independent, and using the assumption that
y bðiþ1Þ , we can rewrite the RHS of (18) as follows
From (19), we obtain
Then, from (20) and by definition of A, u, and v, we obtain the relation u ¼ Av.
