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Estimation of the Reciprocal of the 
Density Quantile Function at a Point 
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Communicated bv the Editors 
Consistent estimators for the reciprocal of the density at a quantile point, which 
is the derivative of the quantile function, are considered. Rates of convergence of 
these estimators, depending on the smoothness properties of the density, are 
obtained. Two different, but natural. estimators of the reciprocal of the density at 
a quantile point, based on several samples from a location parameter family with 
unknown and possibly different location parameters are proposed. An important 
multivariate application is the estimation of the asymptotic dispersion matrix of 
several sample quantiles, as they involve reciprocals of the density at the corre- 
sponding population quantiles. f? 1990 Academic Press, Inc. 
1. INTRODUCTION 
In nonparametric asymptotic inference such as those based on the quan- 
tiles (see [2]) and analysis of diversity based on the L,-norm (see [S]) the 
reciprocals of the density quantile function at some points appear as 
nuisance parameters. One method of dealing with such a situation is to 
estimate these parameters and substitute the estimates for the unknowns in 
the inference procedures. In this paper we discuss some computationally 
efficient methods of estimation of the reciprocal of the quantile at a given 
point. 
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We consider a r.v. X with a continuous d.f. (distribution function) F, 
density function f and q.d.f. (quantile density function) f(F-‘( ‘)) defined 
on the range (0, 1). Here and in what follows for any distribution function 
G and O<tGl, let G-‘(t)=inf{y:G(y)Zt) and G-‘(O)=inf{G-‘(t): 
0 < t}. Let p E (0, 1) be fixed and /(F-‘(p)) >O. We are interested in the 
estimation of 8 = (l/f(F-l(p))) = (F-‘)‘(p) based on n i.i.d. r.v.‘s Xi, . . . . X, 
with the common d.f. F. Such estimators are needed in estimating the 
asymptotic dispersion matrix C of several sample quantiles. To see this let 
o<p,< ... < pk < 1 and let tin denote pith sample quantile for i = 1, . . . . k. 
It can be shown that the asymptotic distribution of 
&(Cl,, - P? ...Y 5kn - Pk) 
is Gaussian with mean zero and dispersion C= ((cJ~)), where 
co= Pi(l - Pj)/f(F-l(Pi))f(F-l(Pj)), 16idjGk. 
In order to estimate cij, we need estimates of l/f(F’(p,)) for i= 1, . . . . k. 
Without loss of generality we let Xi = F-‘( Vi), where U,, U,, . . . . U, are 
i.i.d. uniform r. v.‘s. We represent the empirical d.f.‘s of Xi, . . . . X,, and 
U 1, . ..> U, by F,, and V,, respectively. Further let h(y) eY be a polynomial 
such that 
(1.1) 
An example of such a function h is 
h(y) = (2y - 4~‘) e-Y. (1.2) 
When f is sufficiently smooth, Babu [l] considered an estimate of 
e=(l/f(F-‘(p)))=(F-l)‘(p) of the type 
o(x,n)=n”I‘(F~l(p+~~-d)-F,;l(p))h(v)~~, (1.3) 
0 
where 6 E (0, 1) is a fixed number and 0 < x < (1 - p) d. For x > (1 - p) n6, 
let 
D(x,n)=D((l-p)&n). 
To motivate the unusual form of the estimator considered here, note that 
if F has a derivative at F- ‘( p) then 
(F-l(u)-F-‘(p))/(u-p)=e+o(l) 
683/33/l-8 
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as u approaches p. As F-‘(u) is unknown, we replace it by a vth sample 
quantile F; ‘(u). As a consequence (F; ‘(v) - F; ‘( p))/( v - p) is expected to 
be close to 8. Hence a linear combination of these should also be near 8. 
If the linear combination contains too many terms, it might introduce some 
bias. So one has to have an optimal choice. Notice that D(x, n) involves 
only order statistics greater than the pth quantile. One might consider 
reflection-invariant estimation e,(x) by using an even function h, in the 
place of h and defining 
&(x)=n’j.’ (F;1(p+on-6)-F~‘(p))ho(u)dv 
- .x 
for 0 <x < ns min( p, I- p). However, in this case if we write 
&x) = mx, n) + e,cx, n), 
then by a result similar to Lemma 1, we have 
n-“do(x) 2 j-; (w(p + on-“) - w(p)) h,(v) do) 
+~“(w(p+un-6)-~(p))ho(a)du 
li 
+ a bias term + a negligible error, (1.4) 
where w  denotes the Brownian motion and 2 denotes the equality of the 
distributions. Since the first two terms in (1.4) are independent, the second 
term contributes an additional variance factor. Thus the best possible 
estimates are obtained by considering linear combinations of as few order 
statistics as possible. 
Throughout this paper we assume that f is continuously differentiable in 
a neighborhood of F-‘(p) and that E(X:) -C co. 
In the case of density estimation, it is well known that the rate of con- 
vergence of the optimal estimators depend on smoothness of F. Let 8 
denote a collection of distribution functions F. Let f(0) denote the density 
of F at zero. A positive integer r is called an optimal rate of convergence 
(see Stone [lS]), if for every sequence T, of estimators 
lim inf c(T,, c, r)>O 
n - z 
for all c > 0 and 
lim lim inf c( T,,, c, r) = 1, 
r-0 n-,x 
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and for some sequence T,” of estimators 
lim liminfc(Tz,c,e)=O, 
c-0 n-r02 
where 
C(gn,C,~)=SUP~F(lgn-f(0)l>c~-‘). 
FE0 
It is known that for the class of k times differentiable functions F, the 
optimal rate in density estimation is 1/(2k - 1). From the results of 
Farrell [S], it can be deduced that, if F is k times continuously differen- 
tiable, then there exists a sequence T, of estimators such that 
r~~‘(*~-~) IT,-f(O)1 -+O. (1.5) 
Without any additional information on the smoothness of the kth 
derivative of F, (1.5) cannot be improved. 
From practical (computational) point of view, our estimator (1.3), with 
6 = 1/(2k - 1) is a good estimator of 8 in view of ( 1.5). By subdividing the 
sample into small subsamples, constructing the estimator (1.3) for each 
subsample and combining them into a single estimator T,, by taking 
appropriate linear combination, we can make the mean square error of 
n’( T,, - 0) as small as we please. In view of (1.5), this method yields 
asymptotically optimal estimate when the number of subsamples tend to 
infinity. From practical point of view we can only take finite number of 
subsamples and combine them to get computationally good estimator of 19. 
Further we note that our choice of the kernel h is free from the values of 
For its derivatives. It only depends on the number of derivatives assumed. 
We also consider estimates similar to (1.3) based on several samples 
from a location parameter family with unknown and possibly different 
location parameters. It is shown that the estimate computed from the 
pooled sample, by combining the several samples, is less efficient than 
computing separate estimates from individual samples and combining them 
into a single estimate using appropriate weights, which may appear as a 
paradox. Such a situation arises mainly because of the approximation by a 
Iixed number of subsamples instead of letting the number of subsamples to 
approach infinity as mentioned above. 
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2. THE MAIN THEOREM 
We need the following lemmas. 
LEMMA 1. Let R,(v) be defined as 
F,-‘(p+vn-S)-F,-1(p)+e(V,(p+vn-6) 
- V,(p)-on-“)-(F-‘(p+vn-q-F-‘(p)). 
Then for some E > 0, 
2 
R,(v) h(v) du = O(K’+~-‘). (2.1) 
Proof: Let e,(v) = (l/‘(F-‘(p + vn-“))). Observe that 0,(O) = 0 and 
R,(u) = A(v) + 4,(v) + C,(u)-&(O) - C,(O), 
where 
A,(V)= -(e,(v)-e)(V,(p+vn-6)---vn-6) 
B,(v)=F;‘(p+un-a)-F-‘(p+vn-6) 
- e,(v)(v;l(p + vnp6) - p - VU-~) 
c,(v)=e,(u)(V~-l(p+vn-6)+ ~,(~+~~-6)-2~-2~~-7. 
Because of HGlder’s inequality, it is enough to show that 
Ef 
(logn)2 
(A,(u))‘Jh(v)J dv=O(n-‘-‘-“) 
0 
ES 
hgn? 
(B,(u))~ [h(v)1 dr = O(n-lpS-E) 
0 
E.i 
mgn? 
(C,(~))~Ih(u)l dr = O(n-‘p6-E) 
0 
(2.2) 
(2.3) 
(2.4) 
and 
E(B,(0))2+E(C,(0))2=O(n-1-6-“). (2.5) 
Since for 0 < v < (log n)‘, un -’ is close to zero as n --) co, we have 
E(A,(u))2=n~1(p+un-S)(1-p-un~6)(0,(u)-8)2 
=O(n-1(e,(v)-8)2)=0(n-1-25~2), (2.6) 
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where the last inequality follows as f is continuously differentiable in a 
neighborhood of F-‘(p). Clearly (2.6) implies (2.2). 
By noting that for 0 < t < 1, 
F,‘(t) = F-‘( V,‘(t)) 
and using the existence of continuous second derivatives of F in a 
neighborhood of F- ‘(p), we have for any a > 0 and uniformly for 
0 6 v < (log n)2, 
(B,(u))~ = ((F,‘(p+ w-‘))~ + O(1)) Z(n, a) 
+O((v,‘(p+vn-6)-p-vn-6)4), 
where Z(n, a) is the indicator function of the event 
p/,‘(p+vn-6)-p-vn-6( >a. 
Using the results P4 and P7 of Babu [l, pp. 136-1371 we have for 
0 <v < (log n)2, 
E(B,(V))2= O(nP). (2.7) 
Then (2.3) follows from (2.7). Now using the result of Babu and Singh [3, 
Theorem 2, p. 5371, 
E(Vn(t)+ v,-‘(t)-22t)2 
<n-3’2(logn)4+4P(IVH(t)+ V,l(t)-2tj >n-3’4(logn)2) 
< n3’2(log n)” + O(n -2) 
for any 0 < t < 1, which shows that for 0 < v G (log n)2 
E(c,(u))2 = O(n-3’2(log n)“). (2.8) 
Then (2.4) follows from (2.8), and (2.5) follows from (2.7) and (2.8). This 
completes the proof of Lemma 1. 
LEMMA 2. Let 
D*(x, n) = D(x, n) if x < (log n)2 
= D( (log n)2, n) if x > (log n)2, 
where D(x, n) is the estimate of 0 = (l/f(F-‘(p))) as defined in (1.3). Then 
y, = E{;tf (0*(x, n) - D(x, n))2} = O(np2). 
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ProojI Since E(XT) < co, 
E(rnj; IX,l’) = O(n) 
so that 
y,=n*‘E(~~~ (Xii*) (J” 
(lwY Ih( du)’ 
= O(n 26 + ‘e-*-‘(log n)‘) = O(n-*). 
LEMMA 3. Let for x>O, 
Y~(x)=~~g’-~‘(V,(p+un-“)- V,(p)-un-“)h(u)dv 12.9) 
H,(x) = ig(.‘) (Fe’(p + on-‘) - F-‘(p)) h(u) du, (2.10) 
JO 
where g(x) = min(x, (log n)‘). Then for Some E > 0, 
E{sup (D(x, n) + 8n6Y,(x) -n6H,(x))*} = O(n-‘+6-E). 
.r 5 0 
Proof The result follows by applying Lemmas 1 and 2. 
Note that -8nsYn(x) is the main random quantity contributing to the 
estimate D(x, n), and n’H,(x) is the main term contributing to the bias. 
Further E( Y,,(x)) = 0 for all x > 0 and 
SI(V,(p+un-“)-ad-un~“)h(o)du 
2 
0 > 
=E ~~(V,(u~-6)-un-~)h(u)du)2 
( 
.x .x = s r E(( V,(vne6) - unU6) 0 *o 
x (V,(un-‘) - un-“)) h(u) k(u) du dv 
x .v 
= 
f f 
E(( V,(un-‘)- une6) 
0 0 
x (V,(un-‘) - un-‘)) h(u) h(u) du du .x 5 
=n- 1-6 IJ J min(u, u) h(u) h(v) du du + n 0 0 -‘(j’uh(u)du~} 
=n -1-%*(X)+O(n-1-2~)=n-‘-“(a*+O(n-”)) 
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for some E > 0 whenever x = log n, where 
d(X) = 1; 1; min(u, u) h(u) h(u) du dv -+ o2 
cc cc = s s min(u, u) h(u) h(u) du du 0 0 (2.11) 
as x --) co. Note that rr2 > 0. The results noted above are summarized in the 
main Theorem 1. 
THEOREM 1. We have for some E > 0 and all x > 0: 
(i) E(D(x, n)) = n6H,(x) + O(np”+‘6- “‘*), where the last term holds 
uniformly. 
(ii) n’-‘E(D(x, n))’ = 8*0’(x) + n l f%;(x) + o(n-). 
(iii) n(l -6)‘28-1(D(x, n) - n’H,(x)) 
= -n(1+s~'2Yn(x)+Op(l)~ s .’ W(v) h(u) du, (2.12) 0 
where W is the standard Brownian motion. 
(iv) T,, = n’1-““20-‘(D(10g n, n) - n’H,(log II)) 
& 
I 
OcI W(u) h(u) dv * N(0, 02). (2.13) 
0 
(v) E(T;)=c*+o(~). (2.14) 
Remark. The reason for using D(log n, n) to estimate 0, instead of 
D(x,, n) for a general sequence {xn}, is that the former is shown to be 
efficient, in the mean square error sense, among the class of estimators 
(D(x,n):x>O} in Babu [l]. 
So far, the choice of 0 < 6 < 4 is arbitrary and no smoothness conditions 
other then the existence of the first derivative off is assumed. If F is k times 
continuously differentiable in a neighborhood of F - r(p), then 
H,(logn)=Bn-“+o 
(J 
logn 
n -ks~k Ih( du 
> 
(2.15) 
0 
provided h is chosen such that 
5 m  &h(u) du = 0 0 1 for j=O, 1,  2, .., k. 
The existence of such an h is shown in Babu [I, p. 1381. 
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Thus, for S = (2k - 1 ))I, D(log n, n) as an estimate of 6 = (l/f(F-‘(p))) 
has the properties, 
B, = E(D(log 12, n) - 0) = o(n(“- 1)‘2) (2.16) 
M,=E(D(logn,n)-8)‘=(a*+o(l))n~‘+”, (2.17) 
where B, is the bias and M, is the mean square error. Since 
n(S-1)/2M-1/2--to-I>0 
n 3 
it follows that 
B, = o(My). (2.18) 
We could achieve the rate (2.18) mainly because h is allowed to take 
negative values. Such an error bound is not possible in kernel estimation 
with positive kernels. 
The choice of 6 = (2k - 1) -’ for power of n is shown to be optimal in 
Farrell [S] and Stone [ 151 for density estimation, in the sense that for any 
E>O and c> 0 there is an F with k continuous derivatives such that, for 
any estimator T,, of 8, 
P(d+‘IT,-01 <c)+O as n--+03. 
Main advantage of the estimate D(logn, n), from the computational 
point of view is that, the function h depends only on the assumed number 
of derivatives of F and not on the values of F or its derivatives. 
Let 
E,=d l 
logn 
(F-‘(p+on-6)-FF’(p)-80n-6)h(o)do. (2.19) 
0 
If F is k times continuously differentiable, then by (2.15), 
implies 
D(log n, n)= -n‘%Y,(log n) + E, + o(n-“+(6-t)i2). (2.20) 
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3. POOLING SUB-SAMPLE ESTIMATES 
Suppose that we have a sample of size N, which could be split into r sub- 
samples 
Xl 1 > ‘.., x,, 
Xr,, .‘., x,, 
from the same continuous distribution F, and the problem is the estimation 
of 0 = (l/f(F-l(p))). We can do this in two different ways: 
(a) Combine all the samples into a single sample of size N = nr and 
compute 
8, = D(log N, N). (3.1) 
(b) Estimate 8 from each sample and take the average of the r 
estimates 
(3.2) 
where 0,,, = Dj(log n, I?) computed from the jth sample, i.e., using the 
observations X,r , . . . . X, only. 
Then the bias and mean square error (mse) of 8, - 8 and of 6*, - 8 are 
as follows: 
Estimate Bias Mse 
8,-e EN+ O(N-E-“-&/2) N6-~(cr2+o(1)) 
eg-e E,+~(n-“-‘l-“‘/2) rP’nd-1(c2+0(l))+(bias)2 
Let r=rN= [((log N)-‘+R,))‘], w  h ere [x] denotes the largest integer 
less than or equal to x, E, is defined in (2.19) and 
RN= sup I~FI~~-~'~)E,(. 
fi~tt16N 
Clearly, R, + 0, log N b rN -+ cc and n = N/rN 2 (N/log N). Since 0 < 6 < 1, 
r-lns-1=Nd-lr-6=O(Nb-l), 
and the square of the bias of 0; - 8 is 
(E, + Otn- E+(6-1)/2))2. (3.3) 
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Hence 
mse(8; - 0) = o(N’- ‘) (3.4) 
and 
mse(t?,-0)=(02+o(l))Nd-1. (3.5) 
So NC1 P6’/2(0; - 0) -+P 0 as N-+ co, and also in L,-norm. Thus (3; is better 
than e,,, based on essentially the same size. 
Note 1. In using t9j$, we are changing the “kernel h.” We could get such 
an improvement mainly because for the estimator ei,,,, the square of the 
bias is o(mse). 
Note 2. The result does not contradict those of Farrell [S] and 
Stone [15]. Farrell’s optimum rates depend on the error in the k-term 
Taylor series expansion fk off: When 
where q’ exists and is strictly increasing concave function, Farrell computes 
the error rates in terms of k and the inverse of r]. 
Note 3. In most of the papers, the “kernel” is assumed to take only 
non-negative values. Rosenblatt [ 11, p. 18181 gets an estimate of density, 
using a kernel taking negative values also, with a smaller bias but a larger 
mse. Woodroofe [17] considers kernels with possible negative values but 
his main emphasis is an optimization of window width using two-stage 
estimation. See also the paper by Epanechnikov [7] for use of kernels with 
possible negative values. 
Note 4. The computation of 0; is less expensive than that of 0,. The 
former involves steps of O(r(n!)) and the latter of O(N!) which is much 
larger when N is large. This is mainly because in the worst case, sorting 
and arranging N numbers in increasing order requires N! iterations. 
Note 5. Sacks and Ylvisaker [ 121 keep the shape of the kernel fixed 
and determine the optimum size of the window, which depends on the 
unknown f(xo). An easily computable estimate is obtained to efficiently 
adopt the sequence to the unknown value of f(xo). Though they obtain 
optimal rates, it is not known whether the constants can be improved by 
using methods other than the kernel method of estimation. Here again the 
square of the bias is of the order of the mse. 
Note 6. The estimator e,$ as defined in (3.2) is the sum of the 
estimators of the type (3.1) computed from subsamples. In some situations, 
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the observations may be obtained serially, in which case the subsamples 
can be formed by taking consecutive observations. Our method shows that 
for updating the estimate of a quantile density as more observations come 
in we need only make an estimate from the current observations and take 
the weighted average of the previous estimate and the current estimate. 
This is better than pooling all the observations at each stage and making 
an updated estimate. However, in situations where all the observations are 
available at one stage, we need only consider a random division into sub- 
samples, which makes our estimator permutation invariant. Alternatively, 
estimates may be obtained for several random divisions and their average 
taken. 
4. POOLING OF ESTIMATES FROM DIFFERENT SOURCES 
Results similar to Theorem 1 can be established when we have samples 
from a number of location parameter distributions with unknown and 
possibly different location parameters. More precisely let Xi,, . . . . Xi,, be i.i.d. 
random variables from distribution 8” for i = 1, . . . . r and further let there 
exist a continuous F such that F(x) = F’(x + m,), where mi is the pth quan- 
tile of F’. (We could also take mi to be the median, but in that case we 
need to assume differentiability of f at F-‘(p) and also at the median 
point. Further assume that F has finite second moment. So, X, are 
essentially from the same population except for differences in location, As 
in Section 3 there are two ways of estimating 8 = (l/f(F-l(p))). Denote 
N=n,+ ... +n,. 
First, consider the variables 
Xi, - m, , . . . . Xin, - mi 
which are i.i.d. and use them to compute 
T;, = D(log N, n,), i = 1, . . . . r, 
and then obtain the pooled estimate 
T;=I,T,,+ ... +i,T,, (4.1) 
with C Ai= 1, as an estimate of 8. Note that TiN is in fact independent of 
mi as it depends only on the differences of order statistics. We have the 
following theorem concerning the asymptotic distribution of T,*. 
THEOREM 2. Let c, >O and c,>O be two constants such that 
NC, < ni < NC, for i = 1, . . . . r and 6 = (2k - 1) - ‘. Suppose F is k-times con- 
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tinuously differentiable in a neighborhood of F- ‘( p), for some k 3 2. Then 
we have as n -+ co. 
Further, 
uf=mse(B-‘T,*)= i (~fn~-1)~2(1+0(1)) 
i= 1 
and it takes the asymptotically minimal value 
( > ;$, nf-” -‘c2(1 +0(l)) 
for the choice 
&=*f-” ( ) !$, n;-6 --I. (4.3) 
Proof The asymptotic normality (4.2) follows from the results (iv) and 
(v) of Theorem 1. The second part follows by minimizing C Afn;- ’ subject 
to the condition C li= 1. This completes the proof. 
The second method consists in correcting the observations in each 
sample for the location parameter and combining all the corrected observa- 
tions into a single sample of size N for estimating 19. More precisely, if miN 
is a sample pth quantile computed from the ith sample Xi,, . . . . A’,,,, we 
consider the values 
Xi, - mIN, . . . . X,, - mi, 
i= 1, . . . . r 
as a single sample of size N and obtain their empirical distribution func- 
tion, which we designate by F,$. Note that 
F:(x)= i $F,,(s+S,), 
i= I 
where di, = miN - mi and FiN is the empirical distribution function based 
on 
Xi, - mi, . . . . X, - mi. 
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Now, define 
T$’ = Nd 1”’ N (I;;-‘(p+vN-6)-F;-1(p))h(u)dv. 
0 
THEOREM 3. Suppose ni and F satisfy the conditions of Theorem 2. Then 
&‘jjT(‘-“)1*(7-;) _ 0) "-, N((), 02) as N+oo 
and 
o:=mse(Tg’)= N’-‘a’(l+o(l)). 
Proof of this theorem, which is somewhat technical, is given in the 
Appendix. 
Note that the ratio of mse’s of T,$ and T$’ is 
for large N, where T,$ is given by (4.1). So the mse of T$ is smaller, for 
the choice of Izi given in (4.3), than that of T!,$). 
Thus, as in the case of parallel samples discussed in Section 3, it appears 
that estimating 8 from each sample and pooling the different estimates with 
appropriate weights is better than considering all the observations together 
after correcting each observation for the location parameter and estimating 
0 as if based on N observations from a single population. 
APPENDIX 
Let I(A) denote the indicator of A. 
LEMMA Al. Let Y,, . . . . Y,,, be i.i.d. random variables from a d.jI G, where 
G is twice continuously differentiable in a neighborhood (V-E, n + E) of 
v] = G-‘(q), 0 <q < 1, and G’(x) > 0 for x E (V-E, n + E). Further let G, be 
the edf based on Y,, . . . . Y,,, and a,,, = ,-‘I2 log m, b, = rnW314 log m. Then 
we have: 
(a) For any b > 0, 
P( sup IG;1(t)-GG-1(t)(>ba,)=O(m~2), 
It-91 -=a 
where CI is smallsuch that n-E<G-‘(q-a)<G-‘(q+a)<n+&, 
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(b) For any a>0 and c>O, 
PC sup sup /G,(x) - G,(y) - G(x) + G( y)I > ab,,) = O(m ‘). 
IX-1.I<(.U, IL’-ql<&/Z 
(C) If E(Y:)< co, then for a>2)ql+2, 
Pm = ~((G~‘(q))*~(lG~‘(q)l> a))= OW”). 
Proof: Proof of (a) is essentially contained in Lemma 2 of Bahadur [4]. 
Proof of (b) is similar to Lemma 1 of Bahadur [4]. Also see proof of 
Theorem 2 of Babu and Singh [3]. 
To prove (c), note that G(a) > q and for t z a, 
W,‘(q) > 1) 6 P(qa G,(t)) 
G P(q - G(t) B (G,(t) - G(t))) 
<P(lG,(t)-G(t)(42(G(a)-q)4) 
<O((G(a)-q)p4m-2G(t)(l -G(t))) 
=0(~~(G(t)(l -G(t)))). 
Similarly it follows that for t d -a, 
P(G,‘(q) < t) = O(m*(G(t)(l - G(t)))). 
Since G has finite second moment, 
j?m<a2P(lG;‘(q)l>a)+2[w tP(IG;‘(q)j>t)dt=O(m--2). 
u 
This completes the proof. 
LEMMA A2. Let x1 < x2 < . . . < x, and pi (real) be such that ]/3J < p, 
i= 1, . . . . m. Let y, < y, < . . 6 y, be a reordering of x, - a,, . . . . x, - p,,,. 
Then [xi - yil < /? for all i. 
ProofI Suppose that y, = xi - fl, for some j < k. Then there is a t B k 
such that x,-j?,< yk, so 
-p<p,=x,- y,,(x,-y,=xk-xj+pj 
< x, - x, + pi < x, - p, - .l’k + p, d p. 
So, in this case and also when xk - flk = yk, 
IXk - Ykl G B. 
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Suppose that y, = xj - /?, for some j > k. Then there is a t  ,< k such that 
Xj-fijGxr-Pr, SO 
)!l>/?j=xj- y,axk- y,=x~-xj+~j>x,-xj+p~;B/?*. 
This completes the proof. 
LEMMA A3. Let F, FN, F$, and di, be as in Section 4. Let t, -+O as 
n-co andletforO<t<l, 
YN(t)=(F$-l(t)-F,$(t)-F,$-l(p)+F;l(p)l. (A3.1) 
Then for all t E (0, 1 ), 
lW1(+F;‘(t)l d l~;2N 16iNI, 
. . 
(A3.2) 
for any b > 0, 
P(sup (F,*-‘(t) - F;‘(t)\ > ba,)= O(Ne2) (A3.3) 
and uniformIy in t, 
aAt))*) = ow-*I + O($J) + W(y,(t) > t,)). (A3.4) 
ProoJ (A3.2) is an immediate consequence of Lemma A2, and (A3.3) 
follows from (A3.2) and (a) of Lemma Al. To prove (A3.4) let 
a> 2(1+ IF-‘(p)l). By (c) of Lemma Al and (A3.2), we have uniformly in 
t E (0, l), 
$4 max J%% ~~lp,iv~~p~l ,p,> + OV(Mt) > 4,)) + t’N 
lci<r 
= o(N-*)+ O(P(y,(t)> tN))+ O(tC). 
This completes the proof. 
LEMMA A4. Let dN = N- Us-‘* log N; where 6* = min($, 6). Under the 
conditions of Theorem 3, for some c>O, we have uniformly for 
It-pI<ee,=N-610gN, 
P(yN(t)> cdN)=O(N-*). 
yN is defined in (A3.1). 
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ProoJ: We use Lemma Al repeatedly to prove the result. First note that 
for any a>0 and )t--~j <e,, 
P(IF,*(F,*-‘(t))-F,*(F,‘(t))-F(F,*~’(t))-F(F,’(1))1 >ad,) 
= O(N-2). (A4.1) 
By putting 0 = (l/‘(Y’(p))) and using (A3.3) and the existence of con- 
tinuous second derivative of F in a neighbourhood of Fp ‘( p), we get for 
some a > 0, uniformly in (t - p( < eN, that 
P(({F(F,*-‘(t))-F(F,‘(t)))B-(F~-’(t)-F,’(t))J>ad,) 
= O(W2). (A4.2) 
Further, since F is assumed to be continuous and X,- miN and Xii’ - misN 
are independent for i# i’, it follows that with probability 1, for all t, 
IF;(F;?(t))-tJ <; and IF,,dF,&)) - t( G;. (A4.3) 
Let 
~4) = IFdGV)) - F;(F$(t)) +dF;l(p)) + FN*(F;Q))I 
JN(‘)=,~~~, IF(F,‘(t))-F(F,-‘(t)+6i,) . . 
-F(F,‘(p))+F(F,‘(p)+6;,)l 
and 
KN(~)= ,~f:‘, IFi,(F,‘(t))-F,(F~-‘(t) + SiN) . . 
-F(F,‘(t))+F(F;‘(t)+6j,). 
In view of (A4.3), to complete the proof it is enough to show that for some 
a > 0, 
sup P(tlJt) > ad,) = 0(W2). (A4.4) 
lr--plGeN 
Clearly, 
adt) G KN(l) + KN(P) +JJr). (A4.5) 
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By (a) and (b) of Lemma Al, we have uniformly for 1 t-p\ < eN, 
P(K,(t) > bN) = cl@-2) (A4.6) 
and we obtain, using Taylor series expansion of F around F-‘(p), 
~J,(t)=‘(,~~~r(6f~+ I~i,l(lF~l(t)-FF-‘(t)l 
. . 
+ IFp’(p) - F-‘(t)1 1). 
By (a) of Lemma Al, we have for some b > 0, 
P(J,(t) > bd,) = U(W2). (A4.7) 
Now (A4.4), follows from (A4.5), (A4.6), and (A4.7). This completes the 
proof. 
Theorem 3 follows from Theorem 1, (A3.4), and Lemma A4. 
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