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The identiﬁcation of interdicted nuclear or radioactive materials requires the application of dedicated
techniques. In this work, a new approach for characterizing powder of uranium ore concentrates (UOCs)
is presented. It is based on image texture analysis and multivariate data modelling. 26 different UOCs
samples were evaluated applying the Angle Measure Technique (AMT) algorithm to extract textural
features on samples images acquired at 250 and 1000 magniﬁcation by Scanning Electron Micro-
scope (SEM). At both magniﬁcations, this method proved effective to classify the different types of UOC
powder based on the surface characteristics that depend on particle size, homogeneity, and graininess
and are related to the composition and processes used in the production facilities. Using the outcome
data from the application of the AMT algorithm, the total explained variance was higher than 90% with
Principal Component Analysis (PCA), while partial least square discriminant analysis (PLS-DA) applied
only on the 14 black colour UOCs powder samples, allowed their classiﬁcation only on the basis of their
surface texture features (sensitivity40.6; speciﬁcity40.6). This preliminary study shows that this
method was able to distinguish samples with similar composition, but obtained from different facilities.
The mean angle spectral data obtained by the image texture analysis using the AMT algorithm can be
considered as a speciﬁc ﬁngerprint or signature of UOCs and could be used for nuclear forensic in-
vestigation.
& 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Nuclear forensic science, or nuclear forensics, is a relatively
young discipline which evolved as the need for analysing inter-
dicted nuclear or radioactive material arose. In the event of a
discovery of illicit trafﬁcking of nuclear material, questions such
as’‘what is the material?’,’‘How it was produced?’,’‘Where did it
come from?’ have to be answered as soon as possible. Typically, an
investigation involves several measurable parameters, also termed
as signatures or ﬁngerprints; these can be understood as physical,
chemical, isotopic characteristics of the nuclear materials that
could collectively help to identify its origin [1–4].B.V. This is an open access article u
Calibration; CV, cross-valida-
mponent Analysis; PLS-DA,
mean square error; UOCs,
Fongaro).Uranium ore concentrates (UOCs), or “yellow cakes”, are the
precursors of nuclear fuel. These materials are often traded in large
quantities and, therefore, diversions or thefts can happen. In fact,
nuclear forensic investigations have been reported on this type of
materials [5–7]. Depending on their processing history, these
“yellow cakes” possess different compositions and it is therefore
possible to differentiate or distinguish them from each other.
Various measurable quantities associated with yellow cake com-
positions have been reported. These include analysis of major
isotopes of uranium [8,9], and minor isotopes such as thorium
[10], lead [11–13], strontium [12], sulphur [14] and neodymium
[15]. Other minor constituents such as rare-earth elements
[8,11,13,16–18], non-volatile organics [19] and anionic impurities
[18,20,21] have also been analysed. Spectroscopic techniques such
as infrared [21], near infrared reﬂectance [22,23], laser-induced
breakdown [24] and Raman [25,26] of “yellow cakes” have also
been applied.
A less explored signature is the correlation between the mor-
phological characteristics of different UOCs, obtained using imagender the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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IA represents a valid tool for the scientists that has been widely
used in a wide range of ﬁelds such as medicine, agriculture, food,
remote sensing, etc. [27–30] and that is currently gaining popu-
larity in the nuclear ﬁeld [31–33]. This technique allows the rapid
deﬁnition of morphological and intensity characteristics of an
object or of a complex structure in terms of size, shape, colour or
surface properties (surface texture). Several qualitative and
quantitative methods have already been applied to images of nu-
clear materials for different purposes [34–36]. Keegan et al. [7], for
instance, described qualitatively the morphology of samples from
two different UOCs; the physical examination was conducted
using both optical and electron microscopy and the samples re-
vealed a difference in the microstructure of smaller grains; in
particular, in one case the smaller grains exhibited rougher, ‘more
textured’ morphology, while in the other the grains were
smoother showing ‘less textured’ morphology. This difference in
microstructure, as explained by Keegan, might be evidence of a
different processing history for the two materials. Recently, Ho
et al. have demonstrated that IA can be used as an analytical
technique to identify and classify several different UOCs samples
on the basis of their morphology characteristics [37].
IA offers great advantages as it is highly accurate, reproducible,
consistent and rapid [27,38,39]. In IA different levels of image
processing can be used for feature extraction and pattern re-
cognition. Starting with the simplest operations (low level of
processing), it may include qualitative analysis by visual inspec-
tion, intermediate level processing or complex operations (high
level processing) involving multivariate approach in the image
data elaboration (see Fig. 1 in supplementary materials).
Among the different methods, image texture analysis is gaining
interest with scientists and different image texture analysis
methods have already been used for powder characterization
[38,40]. This is because in an image where the entire ﬁeld of view
of the powder sample is acquired these methods provide in-
formation not only on the individual particles but also on the bulk
powder environment (i.e. how the particles are arrangedTable 1
Information regarding 26 UOC samples investigated in this study.
Sample Facilitya and abbreviation Country Composit
1 South Alligator (ALL) Australia Uranyl hyd
2 Atlas (Atl)* USA Mixed oxi
3 Chevron Hill (ChH) USA Mixed (AD
4 Congo (Con) Belgian Uranyl hyd
5 South Dakota (Dak) USA Mixed (ox
6 ESI (ESI) Canada ADU (ADU
7 ESI (ES2) USA ADU (ADU
8 El Dorado (ElD) Canada ADU (ADU
9 Federal American Partners (FAP)* USA U3O8 (U3O
10 Heng Yang (HeY)* China UO2 (þ U
11 Key Lake (KeL)* Canada U3O8 (U3O
12 Mary Kathleen (MaK)* Australia U3O8 (U3O
13 Mulberry (Mul) USA ADU (ADU
14 Nufcor (Nuf)* South Africa U3O8 (U3O
15 Olympic Dam (OlD)* Australia U3O8 (U3O
16 Palabora (Pal)* South Africa U3O8 (U3O
17 Petromics (Pet)* USA Mixed oxi
18 Queensland (Que)* Australia U3O8 (U3O
19 Rabbit Lake (RaL) Canada Uranyl per
20 Ranstad (Ran) Sweden Sodium di
21 Rössing (Rss)* Namibia U3O8 (U3O
22 South Uranium Plant (SUP)* South Africa U3O8 (U3O
23 Somair (Som) Niger Sodium di
24 Spisak Black (SpB)* Yugoslavia Uranyl hyd
25 Techsnab (Tec)* Russia Mixed (U3
26 United Nuclear (UnN) USA ADU (ADU
a 14 samples that are physically black in colour are denoted with an *.
b The compositions are assumed from their corresponding infrared and/or Raman stogether). Traditional IA for powder characterization is focused on
single particle analysis instead and this approach requires time
consuming steps for sample preparation, e.g. for dispersion of the
powder before microscopic imaging [7,40].
The aim of this work was to evaluate the ability of the image
texture analysis to identify different powders of UOCs from their
surface appearance (surface topography, surface texture). The
Angle Measure Technique (AMT) [41,42] algorithm was applied, as
part of the image texture analysis methods, to 26 UOCs from 26
separate facilities located in various countries. The surface ap-
pearance of the powder samples of the UOCs is inﬂuenced by the
composition and the process technology [7], which give rise to
different chemical-physical properties such as grain size, shape,
homogeneity, etc., and to the capacity to create agglomerates of
different dimension. All these features were evaluated by the as-
sessment of the Image Texture.2. Materials and methods
2.1. Powder samples
Table 1 illustrates the main parameters associated with the
UOCs samples used in the present work. A total of 26 UOCs sam-
ples were selected in function of their composition and the tech-
nology used for the production and, furthermore, 14 samples (la-
belled with “*” in the table) were also characterized by a black
colouring of their powders. The samples were prepared in the
following way: a few hundred milligrams of powder were placed
in a clean petri-dish; a layer of adhesive carbon (sticky on both
sides) was applied onto of a 12.5 mm SEM sample disk holder; the
holder coated by the double sticky tape was put in contact with
the sample powder. The holder was gently pressed onto the
sample until sufﬁcient powder adhered to the tape. The samples
were subsequently coated with 10 nm gold to ensure conductivity
in view of the Scanning Electron Microscopy examination.ionb and abbreviation Known processes
roxide (UH) U ppt with MgO
de (Mix) U ppt with H2O2
Uþoxide) (Mix) U ppt with NH3
roxide (UH) Not known/available
ideþhydroxide) (Mix) U ppt with MgO
) U ppt with NH3
) Not known/available
) U ppt with NaOH
8) U ppt with NH3
3O8) (UO2) Not known/available
8) U ppt with NH3, calcined at 750 °C
8) U ppt with NH3
) Not known/available
8) Not known/available
8) U ppt with NH3, ADU dried and calcined at 750 °C
8) U ppt with NH3
de (Mix) Not known/available
8) U ppt with NH3
oxide (UP) U ppt with magnesia and H2O2
uranate (SDU) U ppt with NaOH
8) U ppt with NH3
8) U ppt with NH3, calcined at 490 °C for 6 h
uranate (SDU) U ppt with NaOH
roxide (UH) Not known/available
O8þADU) (Mix) Not known/available
) Not known/available
pectra.
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2.2.1. Image acquisition
From each of the 26 samples holders, 5 images with a dimen-
sion of 25602320 pixels were acquired at two different magni-
ﬁcations, 250 and 1000 (10 images/sample holder), using a
Scanning Electron Microscope (SEM) VEGA-TESCAN TS5130LSH
from Oxford instruments. From the two sets of 130 photos at
250 and 1000 , two stacks (PRE-STACK250 , PRE-
STACK1000 ) with dimensions of 24501850 pixels were gen-
erated and cropped. Each PRE-STACK is constituted by the se-
quence of the 130 images corresponding to one magniﬁcation. On
each image belonging to one PRE-STACK, 4 Regions of Interest
(ROI) of 1000800 pixels were selected and cropped at 4 different
positions in such a way that almost the entire surface of the ori-
ginal image was covered. In this way, 4 sub-samples labelled
stack1m, stack2m, stack3m, and stack4m (where m¼250 or
1000 ) were obtained for each of the two PRE-STACKs. The di-
mensions of each ROI correspond to 432.9346.32 mm
(149921.92 mm2) and 108.2386.58 mm (9370.55 mm2) for the
images acquired at 250 and 1000 , respectively. Each stackm
comprising 130 images was then pre-processed and analysed se-
parately. As the images exhibited big differences in the mean in-
tensity level (see Figs. 2 and 3 in supplementary materials), it has
been necessary to pre-process the stacks in terms of mean cen-
treing and grey level ranges (0–255) in order to eliminate this
effect. For this purpose a speciﬁc script for ImageJ v. 1.48 (ImageJ,
U.S. National Institutes of Health, Bethesda, Maryland, USA, http://
imagej.nih.gov/ij/) [43] was used to mean centre the images. An
example of the normalization is showed in Fig. 1: it is evident that
the samples appearance has become more uniform. All the stacks
were also reduced in dimensions before the analysis, as proposed
by Kucheryavski et al. (2008) [44], and resized to 500400 pixels
in length and width respectively, in order to reduce the length of
analysis.
2.2.2. Image texture analysis and angle measure technique (AMT)
There are different deﬁnitions of image texture, but in general
this property of an image is highly dependent on the physical
surface characteristic of the object analysed (surface topography,Fig. 1. Images of stack11000x before and afmorphology, surface texture) and it could be deﬁned as the spatial
distribution, frequency and grey level value of each pixel com-
posing the image [38–40,42,44–47]. The term “surface texture” is
generally used to describe the surface appearance of the materials
using features that can also be perceived and evaluated through
visual inspection of the objects or their images. Surfaces can ap-
pear smooth, rough, grainy, etc., and the differences detected can
be related to differences in colour or differences in surface topo-
graphy [46]. Different approaches could be used for image texture
evaluation; statistical, structural and spectral [39,46,48]; the AMT
adopts the spectral approach.
In recent years the use of AMT, for surface texture character-
ization of different materials has increased, thanks in particular to
its sensitivity in detecting small differences in the surface ap-
pearance of different samples [38,40,46,48–50]. The AMT algo-
rithm can be considered a powerful tool for the analysis of single
and two-dimensional signals and was used in conjunction with
chemometrics, for the characterization of signal and texture
complexities of images, at different scales [41,42]. To the best of
our knowledge, this is the ﬁrst paper reporting on its application
in the nuclear domain.
The AMT algorithm is based on different steps as illustrated in
Fig. 2. It begins with the unfolding process to convert a two-di-
mensional signal, corresponding to the grey level intensity of each
pixel in the image, into 1-dimensional signal without losses of the
most important structure information. The unfolding process can
be done along different directions such as line by line, spiral,
contour [49]. The images are vectorized and can be represented in
a graph as an intensity line, where the x-axis represents pixel in-
dex in the unfolded image, and y-axis represents the grey level
value (intensity level) for each pixel.
A number of points on the intensity line are selected as sam-
pling subset; the number of sampling points has to be at least 2–
5% of the total number of the pixels composing the image, so the
image dimension plays an important role in the analysis because it
can affect the calculation time [42,44]. For each point of the
sampling subset, a circle with a radius s (scale) with a length
ranging from 1 (minimum length s¼1 pixel) to n (maximum
length, it may be chosen pragmatically; in general corresponds to
the image width), is drawn by the AMT algorithm. Then, theter mean centre intensity correction.
Fig. 2. Schematic illustration of the AMT algorithm. The individual angle is measured as the supplement to angle CAB.
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line, for each scale value [42]. The circles intersect the intensity
curve at two points (see Fig. 2): the supplementary angle of CAB (α
angle) is calculated and stored. For each scale value, the average
value of α is then calculated and the result is deﬁned as the mean
angle (MA). This process is repeated for each scale value up to n.
The MA values can be represented in a graph where the computed
MA is plotted as a function of the scale; the resulting plotted line is
the so-called AMT spectrum.
Finally, multivariate techniques are applied to the mean angle
spectral data [38,40,42,44,46,48–50]. A detailed description of the
AMT algorithm and its implementation and optimization has been
reported elsewhere [41,42,44,51].
In this work, a maximum s of 500 pixels and a sampling of
4000 points, corresponding to 2% of the total pixels in the images,
were used for the AMT algorithm. Calculation of the AMT spectra
was done using the jAMTExplorer, an ImageJ plugin implementa-
tion of the AMT algorithm [51–53].
2.3. Multivariate data analysis
A PLS Toolbox 7.5.2 (Eigenvectors Research, Inc., USA) for Ma-
tLab v. 7.8.0 (The MathWorks Inc., Natick, MA, US) software was
used for multivariate data analysis; in particular, Principal Com-
ponent Analysis (PCA) and Partial Least Square Discriminant
Analysis (PLS-DA) were applied to the AMT spectra. PCA is a cen-
tral part of multivariate data analysis and in general, it is primarily
used in explorative analysis. High dimensional and collinear da-
tasets are reduced in dimensionality to reveal latent and relevant
information in data [26,46]. PCA was used here for qualitative
analysis and as internal cross validation, the continuous block
method was applied using a data split of 5 due to the number ofreplicates for each sample in the matrix. For the pre-processing of
MA data prior to PCA analysis, mean centre was used. The PLS-DA
is a supervised class-modelling method in which a prior knowl-
edge of the classes of the samples test is required [26,54–56]. PLS-
DA is based on Partial Least Square Regression (PLSR). The X ma-
trix is the PCA scores. The Y matrix is constructed on columns of
binary numbers where 1 represents the sample member of a class
and 0 is applied if it is not a member. The sample membership of a
class is then modelled and predicted as a 0 or 1 within a threshold
limit of usually 0.5. Diagnostic plots of different thresholds will
reveal the stability of the classiﬁcations [26,46,57]. A fundamental
step to build a PLS-DA model is the determination of the correct
number of latent variables. This choice is commonly performed by
using cross validation where the samples are separated into cali-
bration/validation set; the model is built with the calibration set
and validated with the other. In this work the PLS-DA model was
used as PLS2-regression (Dummy-PLS2 model) and was carried
out on the images of the black samples and acquired at 250 of
magniﬁcation. The model was validated using internal cross-vali-
dation applying the continuous block method with a data split of
5 due to the number of replicates for each sample in the matrix
[57]. The goodness of the model was evaluated, both in calibration
and cross-validation, through the examination of sensitivity
(number of samples predicted to be in the class divided by number
actually in the class), speciﬁcity (number of samples predicted as
not in the class divided by actual number not in the class), the
classiﬁcation error and the root mean square error in calibration
and cross validation (RMSEC/CV) parameters [46,58,59].
3. Results and discussion
Qualitative results were produced by the evaluation of the
surface texture using the AMT method. PCA was carried out on the
Fig. 3. PCA results of the stack11000x: (A) scores plot and relative loadings plot of the original matrix; (B) scores plot and relative loadings plot of the average matrix.
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ferent stacksm at each magniﬁcation. The results obtained for
1000 and for 250 were similar; the total variance explained
for the 8 PCA considered, has been at least 90% with the two ﬁrst
PCs. Therefore, the results are conﬁned to stack11000x and
stack1250x in which the optimal results (highest values of ex-
plained variance of PC1-PC2) were obtained.
3.1. Results on images at 1000 magniﬁcation
Fig. 3 shows the PC1-PC2 scores plots and the relative loading
plots for stack1. After the analysis, all 26 samples are showed in
the score plot; in particular 7 different symbols have been used to
represent them (and their replicates) in function of their compo-
sition while 26 labels have been used to indicate the relativefacilities used for the production. The ﬁnal PCA results were ob-
tained after reduction of the spectral range to a scale value of 260
and elimination of the outliers (high Q and T2 values): the ﬁrst two
principal components (PCs) were enough to explain the samples
distribution in function of their surface characteristics only. The
total explained variance was 96.9% (PC1S1¼93.1%; PC2S1¼3.8%).
Looking at the scores plot in Fig. 3A, it is possible to identify
sample clusters; in particular, those with a surface characterised
with a less textured morphology are more concentrated on the
right side of the score plot, while the samples characterised by
higher textured morphology tend to be on the left part. The
samples Tec, Que, SUP, Nuf, ElD, UnN, HeY, SpB, Pal, KeL, can be
identiﬁed while the others are more overlapped. This behaviour
could be explained by the sample preparation procedure, as de-
scribed in point 2.1, where small differences in the pressure
Fig. 4. AMT spectral representation. (A) Spectra of all samples of stack11000x; (B) average mean angle spectra of the samples of stack11000x; (C) spectra of 6 selected samples
and their relatives images from stack11000x (EID, Nuf, Mak, FAP, HeY, Tec).
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Fig. 5. Intensity proﬁle along the black line of 6 different samples (EID, Nuf, Mak, FAP, HeY, Tec) having a different surface aspect and then different image texture.
L. Fongaro et al. / Talanta 152 (2016) 463–474 469
Fig. 6. PCA results of the stack1250x: (A) scores plot and relative loadings plot of the original matrix; (B) scores plot and relative loadings plot of the average matrix.
L. Fongaro et al. / Talanta 152 (2016) 463–474470applied to catch the powder with the sample holder may affect the
surface texture. In order to see an average behaviour, PCA was also
applied on the mean matrix calculated from the mean angle
spectral data matrix of stack11000x. The resulting matrix was
formed with only 26 samples. In this case, as internal cross vali-
dation, the leave-one-out method was used. The score plot is re-
ported in Fig. 3B and all the 26 samples can be easily identiﬁed.
The samples distribution in the score plot depends always on their
surface texture and exhibits good reproducibility, as all replicates
of one sample have shown the same behaviour. The image texture
of the samples images decreases from the right to the left along
the PC1 axis. The closer together the samples are, the more similar
they are in terms of surface appearances; this implies that it would
be more difﬁcult to identify their origin and composition using
only their image. On the contrary, when the samples are sufﬁ-
ciently spread out in the score plot, this means that they havedifferent surface texture morphology (and then different image
texture) and this feature can be used for their qualitative identi-
ﬁcation in term of technology/origin and/or composition. The
loadings plot conﬁrms that low scales have stronger inﬂuence on
the relative position of samples in the scores plot along PC1/PC2,
up to a scale of 75; thereafter, a gradual decrease in its effect is
observed.
To better understand the reason of the samples separation, the
corresponding MA spectral data shown in Fig. 4A, B and C should
be observed directly. The shape of the spectra is typical for iso-
tropic images: at low scales (in this case up to 75) it corresponds to
high values of mean angle; thereafter the MA value decreases
gradually. Low MA values correspond to low local variation in the
image texture complexity (irregularities, roughness, smoothness,
graininess, etc.) whereas high MA values indicate signiﬁcant var-
iations in the image texture complexity [38]. From Fig. 4A,
Table 2
Results of PLS-DA classiﬁcation of UOCs black samples acquired at 250 magni-
ﬁcation. Sensitivity, speciﬁcity, classiﬁcation error and root mean square error
(RMSE) in calibration and cross-validation of the PLS-DA model.
Sample Sensitivity Speciﬁcity Classiﬁcation
Error
Root mean
square error
Calib. Cross
Valid.
Calib. Cross
valid.
Calib. Cross
Valid.
Calib. Cross
Valid.
Atl 1.0 0.8 0.8 0.8 0.12 0.22 0.25 0.26
Fap 0.8 0.8 0.7 0.6 0.27 0.28 0.26 0.27
Hey 1.0 0.8 0.8 0.8 0.08 0.21 0.22 0.23
Kel 1.0 1.0 1.0 1.0 0.01 0.01 0.23 0.25
Mak 1.0 0.6 0.4 0.4 0.31 0.52 0.27 0.27
Nuf 1.0 1.0 1.0 1.0 0.01 0.01 0.16 0.18
OID 0.8 0.5 0.6 0.5 0.35 0.49 0.24 0.25
Pal 1.0 0.8 0.9 0.9 0.05 0.16 0.21 0.23
Pet 1.0 1.0 0.9 0.9 0.04 0.05 0.22 0.24
Que 0.6 0.6 0.7 0.7 0.34 0.34 0.25 0.27
Rss 0.8 0.8 0.7 0.6 0.27 0.28 0.25 0.27
SUP 0.8 0.8 0.7 0.7 0.26 0.27 0.26 0.27
SpB 1.0 1.0 0.9 0.9 0.04 0.04 0.20 0.22
Tec 1.0 1.0 0.9 0.9 0.05 0.05 0.24 0.26
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images of stack11000x, it is difﬁcult to identify unequivocal differ-
ences among samples or groups of samples associated with the
facilities used for the production. The analysis becomes somewhat
easier when the average curve of MA spectra for each sample is
reported (Fig. 4B). Even though the spectra of all the samples have
similar patterns, the curves are sufﬁciently spread apart. To better
explain the MA spectra, only 6 samples and their SEM images are
reported in Fig. 4C. Two samples (ElD and Nuf) are characterised
by a smooth surface and the presence of very small grains. Two
other samples (MaK and FAP) are characterized by grains of in-
termediate size while the other two samples (HeY and Tec) are
characterised by rough and irregular surface with big grains.
Spectra at low MA values for all the scales correspond to samples
with a small variation in the image texture complexity from the
local to the global level. On the contrary, the spectra having higher
values of mean angle for all the scales correspond to samples
having high variation in the image texture complexity, evident by
the presence of the small grains and smooth surface of the bulk
quantity. When talking about texture it is very important to clearly
state if one refers to themorphology texture or to the image texture
because, as in this case, they can exhibit opposite trends.
In fact, the images with small grains show a lot of intensity
variation in a relative small distance in a speciﬁc direction, as can
be seen in Fig. 5 where the intensity proﬁle of the 6 images (ElD,
Nuf, MaK, FAP, HeY and Tec) having different surface aspect (sur-
face appearance) and then different image texture are showed.
Looking at the same 6 samples in the scores plot of Fig. 3, the
distribution of samples based on their similar “characteristics” can
now be understood.
It is noteworthy that in this work only the composition and the
process technologies used for the production of the different UOCs
have been considered as independent factors to distinguish the
samples in the scores plots while the loadings plots display the
relationship among the variables (in this case the scales). No other
information´s have been taken into account to explain the samples
distribution in the scores plots. This explorative analysis has
shown how the AMT algorithm has been able to distinguish
samples produced with the same composition but by different
facilities. The points in the scores plot in Fig. 3A can be represented
by their respective SEM images using a speciﬁc script for Matlab
[41]. In this manner, a visual representation of the samples dis-
tribution in function of their surface texture is obtained (seeSupplementary Materials).
3.2. Results on images at 250 of magniﬁcation
The same approach was used on the stacks with the images
acquired at 250 magniﬁcation. Only the result for stack1 is re-
ported. In this case, it must be considered that the amount of in-
formation acquired in the images at 250 magniﬁcation is more
than that acquired at 1000 magniﬁcation. In other words, the
quantity analysed has been more representative of the actual
samples. Fig. 6A shows the scores plot of PC1–PC2 and the relative
loadings plot, while in Fig. 6B the scores and the loadings plots
obtained from the average matrix are reported. All 26 samples are
showed in the scores plot; also in this case, it is possible to identify
clusters of the samples TeC, Que, Nuf, ElD, HeY, SpB, Pal, KeL, Pet,
Con despite some overlaps. Similar to Fig. 3A, samples with a less
textured morphology occupy the right part of the scores plot,
while the samples characterised with higher textured morphology
are on the left part. The ﬁrst two PCs were enough to explain the
samples distribution in function of their surface characteristics
only, with 96.3% of total explained variance (PC1S1¼77.0%;
PC2S1¼19.3%).
The main difference between the results obtained at the two
magniﬁcations is that in the image acquired at 1000 of magni-
ﬁcation, the image texture is more affected by the morphology of
individual particles that can be observed in the images, while at
250 magniﬁcation, the texture is more related to the bulk
properties of the powder (less details of individual grains can be
seen).
3.2.1. PLS-DA classiﬁcation of black samples
After a preliminary step of the explorative analysis using PCA, a
supervised classiﬁcation by PLS-DA was developed in order to ﬁnd
the sample class modelling only as a function of the surface tex-
ture characteristics. In this case only 14 classes, corresponding to
the facilities used for the UOCs black samples production, were
modelled. The PLS-DA was carried out on the images at magniﬁ-
cation of 250 because more information related to the bulk
properties of the surface samples, instead of the grain size and
shape, can be extracted and used for identiﬁcation and classiﬁca-
tion purpose. The X matrix used in the model comes from the PCA
result of the stack1250x. The model was evaluated in calibration
and cross-validation using sensitivity, speciﬁcity, the classiﬁcation
error and the root mean square error [26,45]; the values are re-
ported in Table 2. The values found by the PLS-DA algorithm are
optimal for the models and the best classiﬁcation model was ob-
tained using 3 latent variables. In general, the samples have been
classiﬁed in a satisfactory way; in fact the values of sensitivities, in
C and CV, are more than 0.6 except for the samples MaK, OlD and
Que. Also the speciﬁcities in C and CV are more than 0.6 except for
the samples FAP, MaK, OlD and Rss. The better classiﬁed samples
were Nuf, KeL, Pet, SpB, Tec, Pal and HeY; in fact, they can be
clearly identiﬁed as single clusters in the score plots of the ﬁrst
two latent variables (LV 1¼82.9%; LV 2¼13.8%), considering the
facilities as independent factor (Fig. 7A). These samples are char-
acterised by higher values of sensitivity and speciﬁcity (very close
to 1) both in C and CV, and lower values of the classiﬁcation error
and RMSE in C and CV. The other samples are rather overlapped, as
already observed in the PCA; however, Fig. 7B shows that the
samples Atl, FAP and SUP are less overlapping in the scores plot
with ﬁrst and the third latent variables (LV 1¼82.9%; LV 3¼1.5%).
Fig. 7C shows that, if the composition is used as independent
factor, the model is able to classify and differentiate very well
samples with different chemical composition, namely those pro-
duced with U3O8, UO2 and UH. The samples produced starting
with a mixture of different compounds (labelled as Mix), appear
Fig. 7. PLS-DA classiﬁcation results performed on the images acquired at 250 of magniﬁcation. Only the black samples were considered. A and B, scores plot of LV1 vs LV2
and LV1 vs LV3 respectively, considering the facilities as independent factor; C, scores plot of LV1 vs LV2 considering the composition as independent factor.
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means that the combination between the chemical composition of
the UOCs and the facilities used for their production plays an
important role in the morphology characteristics that can be
identiﬁed in the samples analysed, conﬁrming what has been
deduced by Keegan et al. [7]. The results obtained in the present
work show that the classiﬁcation method could be considered as a
valid approach to deﬁne a route for effective UOCs samples iden-
tiﬁcation on the basis of their image surface properties.4. Conclusion
In this study a new method, the image texture analysis, has
been applied to nuclear forensic investigation. In particular the
AMT algorithm combined with multivariate data analysis was used
to obtain a new ﬁngerprint or new signature, the AMT spectrum,
of different UOCs samples from their surface characteristics. The
AMT method is based, like other methods (IR/Raman spectro-
scopy), on the chemometric approach on multivariate data set
obtained directly from the textured images of the samples. The
results have shown how PCA provided a view of the distribution of
samples in the scores plot and all the samples could be identiﬁed.
A supervised classiﬁcation, the PLS-DA, applied to the images of
black samples acquired at 250 magniﬁcation, showed very
promising results. This preliminary research has shown how the
AMT algorithm can be used to distinguish samples having the
same composition, but produced by different facilities in different
countries. The present method could be taken into account as a
new tool to obtain rapidly information about nuclear materials
under investigation. These quick results could be later compared
with the information coming from more time consuming techni-
ques. The time factor can play an important role in the in-
vestigative process to answer questions surrounding interdicted
nuclear or radioactive materials. In conclusion, the present image
texture analysis method could be considered as an additional va-
luable instrument in the nuclear research ﬁeld with a good po-
tential for improvement based on further studies. Future per-
spectives could include an improvement of the model based on
the AMT spectral data for the identiﬁcation and classiﬁcation of
unknown UOCs samples and the possible use of simpler and faster
equipment for image acquisition like the optical microscope or
high resolution photo cameras that don´t require sample pre-
paration. This method and this particular application may open a
new perspective for Nuclear Forensics Science.Acknowledgements
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