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In this work the inclusion relations between absolute summability domains of a normal
matrix A and certain factorable matrices are described. Thus, some classes of factorable
matrices transforming the absolute summability domain of A into a set of convergent or
absolutely convergent series are characterized. As an application, the special case where A
is the Cesàro matrix is considered.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In the present work the transforms of absolute summability domains of normal matrices under triangular factorable
matrices are studied. Let A = (ank) be a matrix with real or complex entries and
Anx :=
−
k
ankxk, Ax := (Anx)
for every sequence x = (xk) with real or complex entries. Throughout this work we assume that indices and summation
indices run from 0 to∞ unless otherwise specified. Let
cs :=

x = (xk) | ∃ lim
n
n−
k=0
xk

, m := {x = (xk) | xk = O(1)} ,
l :=

x = (xk) |
−
k
|xk| <∞

,
csA := {x = (xk) | Ax ∈ cs} , lA := {x = (xk) | Ax ∈ l} .
LetM be the set of all lower triangular factorable matricesM = (mnk), where
mnk = rnvk, k ≤ n; rn, vk ∈ C,
and
Mcsv := {M ∈M | (rn) ∈ cs} Mlv := {M ∈M | (rn) ∈ l}
for a given sequence v = (vk). A matrix A = (ank) is said to be normal if A is lower triangular and ann ≠ 0 for every n. The
inclusions of summability domains (and the subsets of summability domains) of different normal matrices are studied in
several papers (see, for example, [1–5]).
In this work the necessary and sufficient conditions for lA ⊂ csM (resp., for lA ⊂ lM ) for everyM ∈ Mcsv (resp., for every
M ∈Mlv) are found. As an application, the special case where A is the Cesàro matrix is considered.
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2. The main results
First we give a necessary condition for lA ⊂ csM and lA ⊂ lM for a givenM ∈M.
Proposition 2.1. Let A = (ank) be a matrix with e0 = (1, 0, 0, . . .) ∈ lA.
1. If lA ⊂ csM for M ∈M, then (rn) ∈ cs.
2. If lA ⊂ lM for M ∈M, then (rn) ∈ l.
Proof. The proof easily follows from the relationMne0 = rnv0. 
Theorem 2.2. Let A = (ank) be a normal matrix and A−1 = (ηnk) its inverse matrix. Then lA ⊂ lM for eachM ∈Mlv if and only if
m−
n=l
vnηnl = O(1). (2.1)
Proof. As the inverse matrix A−1 of a normal matrix A is lower triangular, then for every x = (xk) ∈ lA we can write
xk =
k−
l=0
ηklzl,
where zl = Alx. Hence forM ∈M and for each x ∈ lA we have
Mnx = tnLn(z), (2.2)
where
Ln(z) :=
n−
l=0

n−
k=l
vkηkl

zl.
The normality of A implies that for every z = (zl) ∈ l there exists x ∈ lA such that Alx = zl. Consequently from (2.2) we see
thatMx ∈ l for everyM ∈Mlv and every x ∈ lA if and only if (tnLn(z)) ∈ l for every (tn) ∈ l and every z ∈ l. The last relation
holds if and only if
Ln(z) = Oz(1) (2.3)
for each z ∈ l. As for each z ∈ lwe can write
Ln(z) =
n−
l=0
bnlzl, where bnl :=
n−
k=l
vkηkl,
then for the validity of (2.3) for each z ∈ l it is necessary and sufficient that B = (bnk) is a transform from l into m. By
Proposition 6 of [6], B transforms l intom if and only if condition (2.1) is fulfilled. This completes the proof. 
Theorem 2.3. Let A = (ank) be a normal matrix and A−1 = (ηnk) its inverse matrix. Then lA ⊂ csM for each M ∈ Mcsv if and
only if
∞−
n=l
|vnηnl| = O(1). (2.4)
Proof. As in the proof of Theorem 2.2 forM ∈ M we get equality (2.2) for each x ∈ lA, where zl = Alx. Consequently from
(2.2) we see thatMx ∈ cs for everyM ∈Mcsv and every x ∈ lA if and only if (tnLn(z)) ∈ cs for every (tn) ∈ cs and every z ∈ l.
By the well-known theorem of Dedekind and Hadamard the last relation holds if and only if−
n
|∆Ln(z)| = Oz(1) (2.5)
for each z ∈ l, where∆Ln(z) = Ln(z)− Ln+1(z). As
∆Ln(z) = −vn+1
n+1−
l=0
ηn+1,lzl or ∆Ln(z) =
n+1−
l=0
dn+1,lzl, dnl := −vnηnl,
for each z ∈ l, then for the validity of (2.5) for each z ∈ l it is necessary and sufficient that D = (dnk) is a transform from l
into l. By Proposition 77 of [6], D transforms l into l if and only if condition (2.4) is fulfilled. This completes the proof. 
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As condition (2.1) follows from condition (2.4), from Theorems 2.2 and 2.3 we immediately get the following result.
Corollary 2.4. Let A = (ank) be a normal matrix and v = (vk) a sequence with complex entries. If lA ⊂ csM for each M ∈ Mcsv ,
then lA ⊂ lM for each M ∈Mlv .
Also from Theorems 2.2 and 2.3 we get immediately:
Corollary 2.5. Let A = (ank) be a normal matrix and v = (vk) a sequence with complex entries. If lA ⊂ csM for each M ∈ Mcsv
or lA ⊂ lM for each M ∈Mlv , then
vlηll = O(1). (2.6)
3. Applications for Cesàro matrices
Let Cα = (ank), α ∈ C \ {−1,−2, . . .}, be the series-to-series Cesàro matrix, i.e. Cα is a lower triangular matrix where
(see [7])
ank = kA
α−1
n−k
nAαn
for k ≤ n, where Aαn = ( n+αn ) are Cesàro numbers. Then the inverse matrix A−1 = (ηnk) of Cα is the lower triangular matrix,
where (see [7])
ηnk = knA
α
k A
−α−1
n−k
for k ≤ n. Further we need the following properties of Cesàro numbers (see [7, pp. 77–81]):
A−10 = 1; A−1n = 0 for every n ≥ 1, (3.1)
|Aαn | ≤ K1(n+ 1)Reα for every α ∈ C, K1 > 0, (3.2)
|Aαn | ≥ K2(n+ 1)Reα for α ∈ C \ {−1,−2, . . .}, K2 > 0. (3.3)
As Cαn e
0 = an0 and a00 = 1, an0 = 0 for n ≥ 1 for α ∈ C \ {−1,−2, . . .}, then e0 ∈ lCα for α ∈ C \ {−1,−2, . . .}.
Therefore from Proposition 2.1 we immediately get:
Corollary 3.1. Let α ∈ C \ {−1,−2, . . .}.
1. If lCα ⊂ csM for M ∈M, then (rn) ∈ cs.
2. If lCα ⊂ lM for M ∈M, then (rn) ∈ l.
With the help of Theorems 2.2 and 2.3 we prove the following results.
Proposition 3.2. Let α ∈ C with Reα > 0 or α = 0, and v = (vk) be defined by vk = 1/Atk, t ∈ C. Then lCα ⊂ csM for each
M ∈Mcsv if and only if Reα ≤ Re t.
Proof. In this case condition (2.4) of Theorem 2.3 can be presented as follows:
Tl := lAαl
∞−
n=l
A−α−1n−lnAtn
 = O(1). (3.4)
As A0l = 1, then (3.3) for α = 0 is equivalent to the condition
1Atk = O(1) (3.5)
by (3.1). Condition (3.5) holds by (3.2) and (3.3) if and only if Re t ≥ 0. This completes the proof for α = 0.
Let now Reα > 0. We notice that condition (2.6) of Corollary 2.5 now takes the formAαlAtl
 = O(1) (3.6)
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by (3.1). With the help of (3.2) and (3.3) we get that this relation holds if and only if Reα ≤ Re t . Using relations (3.2) and
(3.3) we obtain for Reα ≤ Re t that
Tl = O(1) (l+ 1)Reα+1
∞−
n=l
(n− l+ 1)−Reα−1
(n+ l+ 1)Re t+1
= O(1) (l+ 1)Reα+1
∞−
n=0
1
(n+ 1)Reα+1(n+ l+ 1)Re t+1
= O(1) (l+ 1)Re (α−t)
∞−
n=0
1
(n+ 1)Reα+1  nl+1 + 1Re t+1
= O(1)
∞−
n=0
1
(n+ 1)Reα+1 = O(1).
This completes the proof. 
Proposition 3.3. Let α ∈ C with Reα > 0 or α = 0, and v = (vk) be defined by vk = 1/Atk, t ∈ C. Then lCα ⊂ lM for each
M ∈Mlv if and only if Reα ≤ Re t.
Proof. Like in the proof of Proposition 3.2 we can verify that for α = 0, condition (2.1) takes form (3.5), which holds by (3.2)
and (3.3) if and only if Re t ≥ 0. This completes the proof for α = 0.
Let now Reα > 0. Then like in the proof of Proposition 3.2, condition (2.6) takes the form (3.6), which holds by (3.2) and
(3.3) if and only if Reα ≤ Re t . Hence lCα ⊂ lM for eachM ∈Mlv by Proposition 3.2 and Corollary 2.4. 
Acknowledgment
This work was supported by the Estonian Science Foundation grant 8627.
References
[1] A.D. Jauhari, P. Sinha, On inclusion relation of absolute summability, Int. J. Contemp. Math. Sci. 5 (53) (2010) 2641–2646.
[2] C. Michels, Absolutely (r; p; q)-summing inclusions, Studia Math. 178 (2007) 19–45.
[3] E. Savas, B.E. Rhoades, General inclusion theorems for absolute summability of order k ≥ 1, Math. Inequal. Appl. 8 (2007) 505–520.
[4] P. Sinha, H. Kumar, K. Baranwal, Inclusion theorems for absolute matrix summability methods of an infinite series (IV), Int. J. Contemp. Math. Sci. 5 (49)
(2010) 2443–2451.
[5] W.T. Sulaiman, Inclusion theorems for absolute matrix summability methods of infinite series, Int. Math. Forum 4 (2009) 1181–1189.
[6] M. Stieglitz, H. Tietz, Matrixtransformationen von Folgenräumen. Eine Ergebnisübersicht, Math. Z. 154 (1977) 1–14.
[7] S. Baron, Introduction to the Theory of Summability of Series, Valgus, Tallinn, 1977, (in Russian).
