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1. Introduction
The interplay of tectonic, climatic, and erosional processes controls topography and in turn steep alpine 
environments are characterized by high erosion rates (Montgomery & Brandon, 2002; Whipple et al., 1999). 
Climate affects mechanical weathering, including frost cracking processes (Eppes & Keanini, 2017), that 
breakdown rock (Matsuoka & Murton, 2008). This rock is subsequently transported by rockfall processes 
(Krautblatter & Dikau, 2007) and results in erosion of rockwalls. Rockwall erosion rates also depend on in 
situ stress, geological, hydrological, and biological conditions (Krautblatter & Moore, 2014). Field meas-
urements of rockwall erosion using rockfall collectors suggest that rockfall is influenced by seasonal ice 
segregation (Matsuoka & Sakai, 1999; Sass, 2005c) and volumetric expansion caused by short-term freezing 
(Fahey & Lefebure, 1988; Matsuoka, 2019; Sass, 2005c), which both are controlled by moisture supply (Rode 
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altitudes.
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et al., 2016; Sass, 2005a, 2005c). If rockfall deposits are not reworked by glaciers (e.g., Scherler et al., 2011) 
or rivers (e.g., Schrott et al., 2003), long-term rockfall results in scree slope formation (Statham, 1976). The 
spatial distribution of scree slopes suggests a climatic control on frost weathering on a regional scale (Hales 
& Roering,  2005; Thapa et  al.,  2017). Erosion rates derived from talus slopes (Sass,  2010) and spatially 
distributed rockfall collectors (Sass, 2005b) indicate an increase of rockfall supply from north-facing per-
mafrost affected rockwalls on short-term (up to 5 years) and mid-term timescale (∼400 years; Sass, 2010). 
On Holocene timescale, talus slope deposits suggest an increased rockwall erosion rate on north-facing 
compared to south-facing rockwalls (Sass, 2007). Terrestrial laser scanning and seismic monitoring data 
showed an increase in rockfall activity during freezing periods, suggesting that frost weathering acts as a 
preparatory and triggering factor of rockfall (e.g., Dietze et al., 2017; Strunden et al., 2015). In summary, 
frost weathering is a key agent of rockwall erosion. Rockfall presents hazards to humans and infrastructure 
(e.g., Evans & Hungr, 1993). Rockfall also provides material for debris flows that can propagate hazards 
down the sediment cascade to the valley bottom (Hirschberg et al., 2021; Rengers et al., 2020). Due to the 
link to climate, climate change will affect frost weathering activity and therefore alter rockwall erosion and 
the hazard potential of rockfall and debris flows.
The efficacy of different frost weathering processes has been discussed since the 1980s (McGreevy & Whal-
ley, 1985; Walder & Hallet, 1986). Fractures in rock can grow when stresses exceed the strength properties 
of rock (critical cracking), but cracks can also grow steadily at stresses below critical levels (subcritical 
cracking) (Eppes & Keanini, 2017). Volumetric expansion by freezing ice occurs during short-term freezing 
cycles and can produce stresses as high as 207 MPa (Matsuoka & Murton, 2008), which would exceed the 
tensile strength of common rocks by one order of magnitude (Perras & Diederichs, 2014). Field measure-
ments suggest that these processes occur during freezing periods in late autumn and due to refreezing of 
meltwater in late spring and summer (Matsuoka, 2001, 2008). Recently, Draebing and Krautblatter (2019) 
quantified the volumetric expansion of geometrically defined saturated fractures and demonstrated that 
the resulting stresses exceeded the strength properties of rocks. Therefore, volumetric expansion is highly 
effective but unlikely due to a lack of saturation of fractures in the field. In contrast, ice segregation occurs 
during sustained freezing conditions due to cryosuction-induced stresses (Matsuoka & Murton, 2008). Lab-
oratory (Duca et al., 2014; Hallet et al., 1991; Murton et al., 2006) and field studies (Draebing, Krautblatter, 
& Hoffmann,  2017; Weber et  al.,  2018) support the importance of ice segregation for frost weathering. 
Draebing and Krautblatter (2019) tested the efficacy of ice segregation on fractured rock and ice segregation 
produced subcritical stresses below the strength threshold of rocks. The ice-induced stresses started to oc-
cur at a temperature between −0.04℃ and −2.35℃ depending on lithology (Draebing & Krautblatter, 2019) 
at pore water availability ranges that are common in Alpine rockwalls (Girard et al., 2013; Sass, 2005a). 
Field measurements of frost cracking and ice-induced crack widening at or near the rock surface (Amitrano 
et al., 2012; Draebing, Krautblatter, & Hoffmann, 2017; Girard et al., 2013) and in rock depths up to 20 m 
(Wegmann & Gudmundsson, 1999; Wegmann & Keusen, 1998) demonstrated that frost cracking occurs 
across the full temperature range between 0℃ and −15℃. Sustained freezing results in higher frost crack-
ing activity than frequent freeze-thaw cycling (Amitrano et al., 2012; Girard et al., 2013).
Different frost cracking models have been developed to model ice segregation induced weathering. Ther-
mo-mechanical models include lithological and hydrological effects (Walder & Hallet, 1985) and were suc-
cessfully used to model frost cracking at the laboratory (Murton et al., 2006) and rockwall scales (Sanders 
et al., 2012). At the landscape scale, it is difficult to relate the physics of ice growth to rock breakdown by 
frost cracking and rockwall erosion by rockfall, thus, controlling rock hydraulic, thermal and mechanical 
parameters are difficult to obtain. A simple empirical frost cracking model using elevation dependent air 
temperature was developed by Hales and Roering (2007) to model spatial and temporal patterns of rock-
wall erosion. This model was applied in studies in the European Alps (Delunel et al., 2010; Messenzehl 
et  al.,  2018; Savi et  al.,  2015), New Zealand Alps (Hales & Roering,  2009), Himalayas (Orr et  al.,  2019; 
Scherler, 2014), and the Oregon Coast range (Marshall et al., 2015, 2017). Resulting frost cracking intensity 
(FCI) was validated using fracture spacing as a proxy for rock mass susceptibility to frost weathering (Hales 
& Roering, 2007, 2009; Messenzehl et al., 2018) or compared to erosion rates (Delunel et al., 2010; Marshall 
et al., 2015, 2017; Savi et al., 2015). Anderson et al. (2013) extended the model to simulate long-term de-
velopment of periglacial landscapes. Recently, Rempel et al. (2016) developed a thermo-mechanical model 
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geomorphic scales. Marshall et al.  (2021) applied the model in combination with climate simulations to 
model frost weathering in unglaciated North America during the Last Glacial Maximum. The different mod-
els use air temperature as a proxy for rock temperature (e.g., Hales & Roering, 2007; Rempel et al., 2016), 
but previous permafrost studies demonstrated that there is a significant temperature offset between air and 
rockwall temperature (e.g., Hasler, Gruber, & Haeberli, 2011; Magnin et al., 2015).
All frost cracking models assume thermal, hydrologic and mechanical properties of rocks. We define these 
rock properties as geological control in this paper. Previous studies have not yet tested how these properties 
influence model results at the rockwall and mountain scales. For this purpose, we installed six rock tem-
perature loggers along an altitudinal transect including different aspects and different lithology. We used 
the obtained rock temperature data to (a) model frost cracking activity at the rockwall scale by applying 
the models by Hales and Roering  (2007), Anderson et al.  (2013), Walder and Hallet  (1985) and Rempel 
et al. (2016). We (b) tested the sensitivity of these model results to rock thermal diffusivity, hydraulic proper-
ties, initial crack length and fracture toughness to identify if observed frost cracking patterns are an artifact 
of a limited range of input parameters. We (c) mapped fracture spacing and quantified rock strength in the 
field as a proxy for frost weathering, compared the data to frost cracking model results on rockwall and 
mountain scale. We ultimately discussed the implications of climate change on frost weathering.
2. Study Site
Our research was conducted in the Hungerli Valley and Steintaelli, Swiss Alps (Figure 1). The Hungerli Val-
ley is an east-to-west oriented hanging valley of the Turtmann Valley (Figure 1c), while the Steintaelli is a 
50 m northeast (NE) to southwest (SW) orientated ridge on the crestline between Matter and Turtmann Val-
ley (Figure 1b). The lithology consists of paragneiss, mainly schisty quartz slate with inclusions of aplite and 
quartzite in the Rothorn (RH) cirque and amphibolite in the Hungerlihorli (HH, Figure 1c; Bearth, 1980). 
Rockwalls reach from 2,400 m up to the Rothorn at 3,277 m. Adjacent to the rockwalls, talus slopes formed 
by rockfall processes store one fifth of the sediment of the Hungerli Valley (Otto et al., 2009). In the Stein-
taelli, geophysical measurements indicated the occurrence of permafrost on the NE-facing slope, while per-
mafrost was absent in the SW slope between 2006 and 2019 (Draebing, Haberkorn, et al., 2017; Krautblatter 
& Draebing, 2014; Scandroglio et al., 2021). Permafrost distribution is strongly controlled by snow cover, 
which resulted in 3.7℃–3.9℃ colder mean annual rock surface temperature (MARST) at the NE compared 
to SW slope (Draebing, Haberkorn, et al., 2017). Snow cover influenced cryogenic and thermal processes 
that resulted in fracture opening due to ice segregation on the crest and thermal induced fracture dynamics 
on the SW slope (Draebing, Krautblatter, & Hoffmann, 2017).
3. Methods
We conducted measurements on rockwalls ranging from 2,580 to 3,158 m to identify the influence of alti-
tude on frost weathering (Figure 2a). To determine the influence of aspect, we investigated two rockwalls 
(RW1 and RW3) at similar altitudes with opposing north and south expositions.
3.1. Rockwall and Rock Mechanical Data
We collected several 0.4 × 0.2 × 0.15 m large schisty quartz slate samples from the talus slope below RW4, 
amphibolite samples below RW3-N and aplite samples below RW2. We assumed that talus slope samples 
represented the mechanical properties of the adjacent rockwalls. To calibrate mechanical frost cracking 
model parameters in the laboratory, we quantified rock sample anisotropy (Draebing & Krautblatter, 2012), 
Poisson’s ratio v, and shear modulus G using seismic laboratory measurements (see Text S1 and Table S2 
in the supporting information). We derived uniaxial compressive strength σu (Mutschler,  2004), tensile 
strength σt (Lepique, 2008), and estimated fracture toughness KC (Chang et al., 2002; Zhang, 2002). To cali-
brate the heat transfer model, rock porosity φr and density ρr were measured following the German industry 
norm (DIN 52102 and DIN EN 1097-6).
In the field, we conducted horizontal and vertical scanline measurements (Priest, 1993) at RW2 to RW4 
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we calculated the fracture spacing (Priest, 1993), which will be compared to the lower limit, depth range 
and peak location of modeled frost cracking (Figure 2c) to validate the effect of frost cracking (Hales & 
Roering, 2007, 2009; Messenzehl et al., 2018). We quantified rock strength using Schmidt hammer meas-
urements (Selby, 1980), which are a common tool to quantify effects of near surface weathering (McCar-
roll, 1991; Murphy et al., 2016; Shobe et al., 2017) including frost weathering (Matsuoka, 2008; Matthews 
et al., 1986). We compared measured rock strength to near surface model results of frost cracking.
3.2. Meteorological and Rock Temperature Data
We used air temperature (AT) and snow depth data obtained from the meteo station Oberer Stelliglet-
scher (2,910 m), located on flat terrain 2–3 km southeast (SE) of our study area in the Matter Valley (Mete-
oSwiss, 2019b). The data shows a gap from mid-January to end of February 2018 (Figure 3a), probably as a 
result of intense snow depth (>3.5 m). To fill the gap, we adapted AT from near-by (6.5 km) meteo station 
Grächen (MeteoSwiss, 2019a), located at 1,605 m in the Matter Valley using a linear correlation (r2 = 0.85). 




Figure 1. (a) The research area is located in the Swiss Alps (inset map). Hillshade map shows the locations of instrumented rockwalls (Swiss Alti3D 2 m 
DEM provided by the Federal Office of Topography, swisstopo). Overview photos of the (b) the Steintaelli ridge and (c) Hungerli Valley. Red stars highlight the 
location of temperature loggers; RH and HH indicate the Rothorn and Hungherlihorli peaks.
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Rock surface temperatures (RSTs) depend on topography, snow cover, fracturing and water availability. 
Topography changes the insolated geometry and results in solar radiation differences (Gruber et al., 2004; 
Hasler, Gruber, & Haeberli, 2011), while snow cover can build up from ledges and reach a thickness of 
several meters at rockwalls (Haberkorn et al., 2017; Phillips et al., 2017; Wirz et al., 2011) insulating the 
rock surface (Haberkorn, Hoelzle, et al., 2015; Haberkorn, Phillips, et al., 2015). Fracturing increases sur-
face roughness and the ability to retain snow (Gruber & Haeberli, 2007), increases convective heat flow by 
air (Moore et al., 2011) and advective heat flow by water (Gruber & Haeberli, 2007; Hasler, Gruber, Font, 
& Dubois, 2011; Phillips et al., 2016) as well as water availability and permeability (Dietrich et al., 2005; 
Gruber & Haeberli,  2007). To monitor RST, we installed six Maxim iButton DS1922  L temperature log-
gers in 10 cm deep boreholes following methods developed by previous studies (e.g., Draebing, Haberko-
rn, et al., 2017; Haberkorn, Phillips, et al., 2015). These temperature loggers have a nominal accuracy of 
±0.5℃ according to the manufacturer, but zero curtain occurrence suggest an accuracy of ±0.25℃ at the 
freezing point. The loggers recorded RST in 3 h intervals between September 1, 2016 and August 31, 2019 
(RW2, RW3-N, and RW4) or between September 1, 2017 and August 31, 2019 (RW1-N, RW1-S, and RW3-S), 
respectively. Snow cover and zero curtain duration can be detected in RST time series using daily standard 
deviations due to insulating properties of snow (Haberkorn, Hoelzle, et al., 2015; Schmid et al., 2012). We 
applied the uniform standard deviation threshold of <0.5 K for positive and negative RST by Haberkorn, 
Phillips, et al. (2015), which was previously validated in a study in the Steintaelli (Draebing, Haberkorn, 
et al., 2017). We calculated the mean annual air temperature (MAAT) and adapted AT to logger elevations 
by using the temperature lapse rate. To compare temperature logger locations, we calculated the MARST. 
We calculated mean winter and mean summer air/rock surface temperatures to analyze seasonal effects. We 
calculated a 10-days running average of air and RSTs and calculated the thermal offset that should reflect 




Figure 2. We investigated frost weathering along a topographical gradient. (a) Schematic illustration of our research set up with installed rock temperature 
loggers (red stars) on rockwalls ranging from ∼2,500 to 3,200 m covering North and South rockwall aspects. (b) In our model approach, we used rock surface 
temperature data from our loggers to run 1D rock thermal models and used four different frost cracking models to simulate frost weathering. (c) Frost 
weathering model results are interpreted in terms of the depth location of the frost cracking peak and the lower limit of frost cracking. Modeling results are 
compared to fracture density mapping and Schmidt hammer measurements (R).
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To model rock temperatures up to 10 m depth in 0.1 m resolution intervals, we used a 1D conductive heat 
model applying the Fourier Equation (Carslaw & Jaeger, 1986) and incorporated latent heat effects, per 
previous studies (e.g., Anderson et al., 2013; Hipp et al., 2014). Measured rock porosity of the rock samples 
were below 1% (Table 2). In contrast to intact rock samples, rock masses of rockwalls consist of fractures. 
These fractures are incorporated into the model by increasing the rockwall porosity to 3% as done in pre-
vious rock temperature model approaches (e.g., Draebing, Haberkorn, et al., 2017; Noetzli & Gruber, 2009; 
Noetzli et al., 2007; Wegmann & Keusen, 1998; Wegmann et al., 1998). We assume isotropic rock properties 
and that pores and fractures are fully saturated (e.g., Rempel et al., 2016; Walder & Hallet, 1985). For details 
on the model-processing see Text S2 in the supporting information and for used parameters see Table 2.
3.3. Frost Cracking Modeling
To evaluate frost weathering in the six rockwalls studied, we used our rock temperature data to drive 




Figure 3. (a) Air temperature and snow depth data from the meteorological station Oberer Stelligletscher located at 2,910 m for the period ranging from 
September 1, 2016 to August 31, 2019. The light gray rectangle highlights the interpolated air temperature used to fill a data gap. (b–g) Rock surface temperature 
(red lines), running 10-days mean rock surface temperature (dark red lines) and running 10-days thermal offset (blue lines) for the measurement period 
between 2016 and 2019. Rockwalls are arranged along the topographical gradient from 3,158 to 2,580 m. Light gray rectangles highlight the snow cover period.
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Roering (2007; HR-Model) and Anderson et al. (2013; A-Model)) assume that the frost cracking rate by ice 
segregation is proportional to the temperature gradient and therefore they use the temperature gradient as a 
proxy for cracking intensity. Both model approaches assume that frost cracking will occur in a temperature 
range between −8℃ and−3℃ termed the frost cracking window (FCW) by Anderson (1998). The second 
assumption is water availability. In the Hales and Roering (2007) model, water is available when RSTs are 
above 0℃ (upper boundary) and the temperature gradient is negative. Additionally, water availability from 
groundwater is defined as rock temperatures at 10 m depth are above 0℃ (lower boundary) and when the 
temperature gradient is positive. The model by Anderson et al. (2013) assumes water is available at a rock 
temperature above 0℃ anywhere along the one-dimensional path inside the rock mass, but water transport 
is restricted by a penalty function that modifies the modeled temperature gradients depending on their dis-
tance to the next water reservoir. If the temperature and water assumptions are fulfilled, both models sum 
up the temperature gradients and use this as a proxy for frost cracking.
We used two thermo-mechanical models to simulate frost weathering at rockwalls. Both models assume 
that a rockwall consists of pores of different shapes and sizes including non-equant voids called cracks. In 
their model, Walder and Hallet (1985; WH-Model) assumed cracks have a penny-shaped form with an ini-
tial crack radius xi of 0.05 m, which corresponds to a crack length of 0.1 m, and a crack plane parallel to the 
rockwall (φp = 0°). These cracks are spaced widely enough to enhance independent growth. All cracks grow 
in a mode I form along the plane of the crack purely by ice pressure. In our model approach, we assumed 
the existence of an independent crack at every model increment step of 0.1 m rock depth (Figure 2b). The 
model further assumes that the pore space of unfrozen rock is fully saturated at all times. Segregation ice 
growth starts for temperatures below the freezing point in pores Tf = −1℃, but only if an unfrozen rock 
mass area with water is available (T > Tf). One-dimensional water migration in the model is restrained by 
the thermal gradient and the grain/pore surface resistivity (Text S3 in the supporting information). When 
ice pressure rises in the ice lens, an elastic opening of the crack occurs and deforms the crack into an oblate 
ellipsoid. Crack length grows inelastically if one third of the critical fracture toughness (Kc) is reached. We 
used hydraulic and mechanical parameters suggested by Walder and Hallet (1985) except for Poisson’s ratio, 
shear modulus and critical fracture toughness, which we measured in the laboratory (Table 2). To enable an 
annual comparison of crack growth, we started the simulation with an initial crack length of 0.1 m for every 
year (September 1 to August 31) to ensure comparability between years. We summed up the final crack 
length at each year and divided this length by the rock depth of our model to get a quantitative measure to 
compare frost cracking at different rockwalls.
The model by Rempel et al.  (2016) assumes a porosity change to occur alongside frost weathering. The 
authors determine an upper temperature limit ∆Tc for ice segregation depending on fracture toughness and 
crack radius (see Text S4 in the supporting information) and a lower limit of ice segregation controlled by 
permeability dependent water availability. We use the values suggested by Rempel et al. (2016; R-Model; 
Table 2), unfrozen permeability measured by Krautblatter (2009) and laboratory defined critical fracture 
toughness. Rempel et al. (2016) integrate porosity change over depth to get the total expansion Λ resulting 
from ice segregation.
3.4. Sensitivity of Frost Cracking Models
All frost cracking models are sensitive to the temperature gradient. The temperature gradient results from 
the rock temperature modeling using the Fourier equation that propagated heat using rock thermal diffusiv-
ity κ (= k/cρr), which depends on rock thermal conductivity k, rock specific heat capacity c and rock density 
ρr. All parameters show a variation on rock sample scale, which will increase on rockwall scale. Therefore, 
rock thermal diffusivity comprises a range of values and we used a mean value for frost cracking modeling. 
To test the sensitivity to heat conduction, we additionally modeled the frost cracking using minimum and 
maximum values of rock diffusivity (Table 2).
The thermo-mechanical models by Walder and Hallet (1985) and Rempel et al. (2016) are in addition sensi-
tive to hydraulic parameters such as conductivity or permeability, initial crack length and fracture toughness. 
Hydraulic permeability values range over magnitudes such as 10−18 to 10−12 m2 (Rempel et al., 2016). We use 
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for the sensitivity test of the R-Model. To test the sensitivity of the WH-Model to hydraulic properties, we 
increased the applied hydraulic conductivity (5 × 10−14 m s−1) by four orders of magnitude to include a 
similar variation as in the R-Model. Crack length varies in rocks (Maji & Murton, 2020) and needs to be 
assumed, therefore, we conducted tests using a crack length of 0.01 and 0.1 m. Fracture toughness varies 
between rock types and comprises a wide range within each rock type (Atkinson, 1984). For our model ap-
proach, we used a mean value of fracture toughness derived from an estimation based on uniaxial strength 
measurements (Chang et al., 2002). For the sensitivity tests, we used in addition a minimum and maximum 
value (Table 2). The minimum value was derived from the Schmidt hammer tests (Table S1) according to 
ISRM (1978). We estimated the maximum value based on tensile strength measurement on rock samples 
(Zhang, 2002).
4. Results
4.1. Rockwall Mechanical Properties
We used the Schmidt hammer rebound value R as a proxy for rock strength. Observed mean rock strength 
was highest at RW3-N (64, Table 1, Figure 5ad), which consists of amphibolite. Rockwalls consisting of 
schisty quartz slate showed a variation of mean rock strength and ranged from 31 at RW3-S (Figure 5x), 39 
at RW4 (Figure 5aj), 46 at RW1-N (Figure 5l) to 53 at RW1-S (Figure 5f). RW2 that comprise aplite had a 
mean rock strength of 49 (Figure 5r). Mean fracture spacing showed large spatial variation within schisty 
quartz slate rock masses ranging from 0.32 m at RW3-S, 0.67 m at RW4, 0.85 m at RW1-N to 2.82 m at RW1-S 
(Table 1, Figures 7a–7d). Aplite and amphibolite rock masses possessed a mean fracture spacing of 0.37 and 
0.43 m, respectively.
4.2. Meteorological, Rock Surface and Rock Temperature Data
The meteorological station located at 2,910 m recorded a MAAT between −1.1℃ and −0.6℃ (Table 3). In 
winter, mean winter air temperature (MWAT) ranged from −6.5℃ to −9.1℃, while mean summer air tem-
perature (MSAT) was 5.9℃–6.8℃ in summer. Snow cover ranged between 216 and 246 days (Table 3), onset 
was around mid-November and snow cover lasted until mid-June. Recorded snow depth on flat terrain 
reached between 157 and 371 cm (Figure 3a). RSTs followed the annual and daily oscillation of ATs (Fig-
ures 3b–3g). The MARST showed no clear altitudinal trend with decreasing temperatures at higher loca-
tions as expected from AT trends (Table 3). South-facing rockwalls revealed warmer MARST than north-fac-
ing rockwalls and ranged between 2.2℃ and 2.5℃ at RW1 at 3,157 m and between 4.6℃ and 6℃ at RW3 
at ∼2,700 m. The altitudinal difference between north and south-facing loggers at RW3 is 50 m, which cor-
responds to 0.3℃ colder conditions at the higher located south-facing rockwall. At north-facing rockwalls, 
mean winter rock surface temperature (MWRST) showed an increase with decreasing altitude. South-fac-
ing rockwalls showed 0.5℃–1.6℃ warmer winter conditions than north-facing rockwalls, however the log-
ger located at RW3-S recorded −1.8℃ colder temperatures in 2017/18 than RW3-N. Mean summer rock 




Rockwall Altitude (m) Exposition (°) Slope (°) Lithology
Rock strength (R) Fracture spacing (m)
1st–3rd Qu. (Mean) 1st–3rd Qu. (Mean)
RW1-S 3,158 154 79 Quartz Slate 45–58 (53) 1.65–2.98 (2.82)
RW1-N 3,157 33 90 Quartz Slate 45–48 (46) 0.24–1.16 (0.85)
RW2 2,907 70 78 Aplite 46–52 (49) 0.12–0.50 (0.37)
RW3-S 2,723 148 71 Quartz Slate 30–34 (31) 0.10–0.41 (0.32)
RW3-N 2,674 311 85 Amphibolite 59–68 (64) 0.13–0.52 (0.43)
RW4 2,580 17 87 Quartz Slate 37–42 (39) 0.31–1.00 (0.67)
Table 1 
Altitude, Exposition, Slope Angle, Lithology, 1st to 3rd Quartile and Mean of Rock Strength Measured With the Schmidt 
Hammer, and 1st to 3rd Quartile and Mean of Fracture Spacing of Instrumented Rockwalls
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South-facing rockwalls revealed 1.9℃–2.1℃ warmer conditions at RW1 that increased to 8.5°C–8.6°C dif-
ference at RW3.
The annual temperatures of north-exposed rockwalls revealed an amplitude increase with increasing alti-
tude (Figures 3c, 3d, 3f, and 3g), which was between −7.0℃ and 13.9℃ at RW4 at 2,580 m and −15.6℃ and 
17.6℃ at RW1-N at 3,157 m. The annual temperature amplitude was increased at south-facing rockwalls 





Aplite Amphibolite Quartz slate
Value (range) Value (range) Value (range)
All models
Rock density (kg m−3) ρs 2,760 2,970 2,800
Assumed (measured) rock porosity (%) nr 3 (0.89 ± 0.02) 3 (0.52 ± 0.11) 3 (0.80 ± 0.17)
Rock thermal conductivitya (W m−1 K−1) λs 2.8 (1–3.8) 1.54 (1.3–1.7) 2.5 (1–4.1)
Rock specific heat capacitya (kJ kg−1 K−1) cs 0.80 (0.67–1.05) 0.75 (0.67–0.88) 0.80 (0.67–1.05)
Rock thermal diffusivity (m2 s−1) κ 1.23 (0.33–1.99) 0.67 (0.49–0.83) 1.08 (0.33–2.12)
Latent heat (kJ kg−1) L 334
Rock water content (%) W 3
Water content below pore freezing pointb (%) Wu 5
Ice density (kg m−3) ρi 920
Ice thermal conductivity (W m−1 K−1) λi 2.24
Ice specific heat capacity (kJ kg−1 K−1) ci 2.09
Water density (kg m−3) ρw 1,000 
Water thermal conductivity (W m−1 K−1) λw 0.56
Water specific heat capacity (kJ kg−1 K−1) cw 4.18
Thermo-mechanical models
Critical fracture toughnessd* (MPa m1/2) KC 1.9 (1.6–2.1) 2.2 (1.9–3.1) 1.7 (1.3–2.0)
Walder and Hallet (1985)
Pore freezing pointc (℃) Tf −1
Hydraulic conductivityc (m s−1) khc 5 × 10−14
Grain sizec (mm) R 0.75
Liquid layer thicknessc (nm ℃1/2) hl 6
Initial crack radiusc (m) xi 0.05
Angle between crack plane and rockwallc (°) ϕ 0
Poisson’s ratio () ν 0.339 0.3205 0.263
Shear modulus (GPa) G 16.73 35.34 23.05
Growth-law parameterd (m s−1) Vc 340 340 340
Growth-law parameterc () γ 37.1 37.1 37.1
Rempel et al. (2016)
Bulk melting temperaturee (K) Tm 273
Unfrozen permeabilityf (m2) kp0 10−18 (10−18–10−14)
Power law exponente () α 4
Undercooling for ice formatione (℃): ∆Tf 0.1
aCermák and Rybach (1982). bAnderson et al. (2013). cWalder and Hallet (1985) with values from Atkinson and Rawlings (1981), Gilpin (1979, 1980) and 
Segall (1984). dDraebingand Krautblatter (2019). eRempel et al. (2016) with values from Andersland and Ladanyi (2004). fKrautblatter (2009), *this study.
Table 2 
Model Parameters
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north-facing rockwalls measured small daily temperature variations up to 4℃, whereas loggers at south-ex-
posed rockwalls recorded variations up to 16.5℃. Snow cover attenuated daily temperature oscillations 
with expected high deviation between north- and south-exposed rockwalls. At north-facing rockwalls, snow 
cover started between October and December and lasted between 220 and 251 days (RW2) per year with 
only minor differences between RW2-RW4 and individual years (Figures 3d, 3f, and 3g). An exception was 
the highest rockwall RW1-N with only 120–160 days (Figure 3c). At south-facing rockwalls, snow onset was 
delayed to mid-November and February and snow cover duration was reduced to 138–164 days at RW1-S 
and between 5 and 85 days at RW3-S (Figures 3b and 3e).
The thermal offset is characterized as the temperature difference between measured 10-days average RST 
and modeled 10-days average AT adjusted to rockwall altitude. RST at south-facing rockwalls are usually 
warmer than AT during snow-free periods resulting in a positive thermal offset (Figures 3b and 3e). At 
north-facing rockwalls, the thermal offset fluctuated around zero during snow-free periods (Figures  3c, 
3d, 3f, and 3g). Following snow onset, the thermal offset was positive indicating warmer RST than AT. The 
thermal offset reversed to negative temperatures at half or two third of the snow cover period and RST were 
colder than ATs.
Temperature regimes inside our rockwalls showed a typical attenuated and shifted development of rock 
temperature with the warmest and coldest temperatures at the surface (Figure 4). The results revealed that 
positive temperatures reached seasonally down to 2.5 m depths at RW2 and to 3.5 m at RW1-N, while the 
rock mass below showed continuous negative rock temperatures for the entire study period (Figures 4b 
and 4c). In contrast, south-facing and lower elevated north-facing rockwalls experienced seasonal freez-
ing, while rock temperatures below 1.2 and 5.5 m depths, respectively, remained positive throughout the 
measurement period (Figures 4a, 4d–4f). Maximum summed annual temperature gradients at north-facing 
rockwalls reached from 95 to 175℃ dm−1 at the surface. In contrast, south-facing rockwalls revealed higher 
maximum summed annual temperature gradients between 377℃ dm−1 (RW1-S) and 816℃ dm−1 (RW3-S).
4.3. Frost Cracking Model Results
The HR-Model showed the largest intensity of frost cracking between 1.17 and 1.32℃-day dm−1 at RW1-S 
and between 1.53 and 1.71℃-day dm−1 at RW3-S at south facing rockwalls (Figures 5a, 5s, and 7e). The 
frost cracking maximum was located at (0.1 m) or near the surface (0.1–0.3 m). Frost cracking affected the 
rock mass down to 0.9 and 1.8 m rock depth (Table 4). North-facing rockwalls revealed a decrease of frost 
cracking and frost penetration depth with increasing altitude (Figures 5g, 5m, 5y, 5ae, and 7e, Table 4). Frost 





MAAT/MARST (°C) Snow duration (d) MWAT/MWRST (°C) MSAT/MSRST (°C)
2016/17 2017/18 2018/19 2016/17 2017/18 2018/19 2016/17 2017/18 2018/19 2016/17 2017/18 2018/19
Meteo Station −0.6 −1.0 −1.1 216 225 246 −6.5 −9.1 −7.1 6.6 5.9 6.8
RW1-Sa NA 0.3 1.4 NA 150 138 NA −7.3 −6.9 NA 9.3 10.1
RW1-Na NA −1.9 −1.1 NA 161 120 NA −8.8 −8.5 NA 7.4 8.0
RW2 −1.7 −1.7 −1.4 207 224 245 −7.5 −6.3 −5.3 5.9 4.2 4.3
RW3-Sb NA 5.6 7.8 NA 81 5 NA −4.1 −0.7 NA 15.9 16.2
RW3-N 0.9 1.0 1.8 228 227 233 −3.6 −2.3 −1.2 8.6 7.3 7.7
RW4 0.7 1.5 1.8 220 220 223 −4.4 −1.8 −1.6 7.6 7.3 7.4
Abbreviations: MAAT, Mean annual air temperature; MARST, Mean annual rock surface temperature; MSAT, Mean summer air temperature; MSRST, Mean 
summer rock surface temperature; MWAT, Mean winter air temperature; MWRST, Mean winter rock surface temperature.
aAugust 29, 2017–August 28, 2019. b2017/18–2018/19.
Table 3 
Mean Annual Air Temperature (MAAT), Mean Annual Rock Surface Temperature (MARST), Snow Duration, Mean Winter Air Temperature (MWAT), Mean 
Winter Rock Surface Temperature (MWRST), Mean Summer Air Temperature (MSAT), and Mean Summer Rock Surface Temperature (MSRST) Values for 
Meteorological Station and Temperature Loggers




Figure 4. Modeled rock temperature distribution of the upper 10 m depth for the period September 1, 2016 until 
August 31, 2019. Rockwalls are arranged along the topographical gradient from 3,158 to 2,580 m. Red dotted lines 
highlight 1st of August and blue dotted lines 1st of February in each year.
Rockwall
Maximum frost cracking intensity Depth of maximum FCI (m) Depth range of frost cracking (m)
HR (°C-day/dm) A (°C-day/dm) WH (m) R (%) HR A WH R HR A WH R
RW1-S 1.17–1.32 0.21–0.32 0.27–0.38 0.07 0.1–0.3 0.1–0.3 0.8–0.9 0.1 0.1–1.8 0.1–1.8 0.1–1.8 0.1–1.0
RW1-N 0.06–0.14 0.03–0.04 0.16–0.17 0.02–0.03 0.1 0.1 0.3–1.1 0.1–0.9 0.1–0.2 0.1–0.2 0.1–3.1 0.1–1.7
RW2 0–0.08 0–0.01 0.11–0.13 0.01–0.02 0.1 0.1 0.2–0.5 0.1–0.3 0–0.4 0–0.4 0.1–2.0 0.1–1.3
RW3-S 1.53–1.71 0.39–0.64 0.11–0.19 0.10–0.15 0.1 0.1 0.1–0.3 0.1 0.1–0.9 0.1–0.9 0.1–1.0 0.1–0.5
RW3-N 0–0.68 0–0.08 0.10–0.11 0 0.1 0.1 0.1 NF 0.1–0.7 0–0.7 0.1–0.4 0
RW4 0.07–0.67 0.01–0.04 0.10–0.19 0–0.01 0.1 0.1 0.1 0.1 0–1.1 0.1–1.1 0.1–1.0 0–0.2
Abbreviation: FCI, Frost cracking intensity; NF, No frost cracking.
Table 4 
Maximum Modeled Frost Cracking Intensity (FCI), Depth of Maximum FCI, Depth Range of Frost Cracking for HR-, A-, WH-, and R-Model
Journal of Geophysical Research: Earth Surface
the magnitude of modeled frost cracking was reduced by 65%–80% on south facing rockwalls (Figures 5b 
and 5t) and by 20%–90% on north facing rockwalls (Figures 5h, 5n, 5z, 5af, and 7f, Table 4).
The WH-Model revealed the highest modeled crack lengths at RW1-S with 0.27–0.38 m and RW1-N with 
0.16–0.17 m located at ∼3,157 m (Figure 7g). The peak of frost cracking was reached at a depth between 0.8 
and 0.9 m on the south-facing rockwall and between 0.3 and 1.1 m on the north-facing rockwall and affected 
the rockwall up to 1.8 m depth at RW1-S and 3.3 m at RW1-N (Figures 5c and 5i, Table 4). RW2 consisting 
of aplite and located at 2,907 m showed a lower crack length growth than RW1-N with a peak at 0.2–0.5 m. 




Figure 5. Modeled frost cracking in terms of frost cracking intensity, crack length or porosity change using the models by Hales and Roering (2007), Anderson 
et al. (2013), Walder and Hallet (1985), and Rempel et al. (2016) plotted versus rock depth. Boxplots of measured fracture spacing and measured rock strength 
with diamonds presenting mean values. Rockwalls are arranged along the topographical gradient from 3,158 to 2,580 m.
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growth up to 0.11 and 0.19  m with high differences between 2017/18 
and 2018/19 (Figure 5u). The peak crack length growth was reached at 
the surface and frost weathering penetrated 1 m into the rock mass. In 
contrast, RW3-N consisting of amphibolite revealed no to very low crack 
length growth with a maximum at the surface and a rock mass affect-
ed up to 0.4 m depth (Figure 5aa). RW4 showed frost cracking only in 
2016/17 and crack length reached 0.19 m with a maximum at the surface 
and a penetration depth up to 1.1 m (Figure 5ag).
The R-Model revealed a frost cracking pattern similar to the WH-Mod-
el (Figure 7h). The highest magnitude of frost cracking was modeled at 
south-facing rockwalls with a porosity change of 0.1%–0.15% at RW3-S 
and 0.07% at RW1-S (Figures  5d and  5v, Table  4). The maximum frost 
cracking was modeled at the surface and affected the rockwalls to a depth 
of 1  m at RW3-S and 1.8  m at RW1-S. North-facing rockwalls RW1-N 
and RW2 revealed a porosity change of 0.02%–0.03% with a maximum 
at the surface but also a second peak between 0.3 and 0.9 m rock depth. 
Frost cracking affected the rockwalls to depth between 1.3 and 1.7  m 
(Figures 5j and 5p). RW3-N, consisting of amphibolite, showed no frost 
cracking at all (Figure 5ab), while frost cracking at RW4 was minimum 
(0.01%) with a low penetration depth of 0.2 m and the maximum at the 
surface (Figure 5ah).
4.4. Sensitivity Analysis
We tested the sensitivity of the used frost cracking models for rock ther-
mal diffusivity, hydraulic properties, initial crack length and fracture 
toughness. Rock thermal conductivity and specific heat capacity varies 
largely within rock types and we used end members of calculated rock 
thermal diffusivity. Decreasing the rock diffusivity shifted the modeled 
frost cracking pattern in all used models. The magnitude of frost crack-
ing was amplified, but the depth at which peak intensity occurred was 
shifted closer to the surface and the penetration depth was reduced (Fig-
ures 6a–6d, Figure S1). Increasing the rock thermal diffusivity resulted in 
a decrease of frost cracking magnitude, slightly reduced the penetration 
depth and shifted the frost cracking peak. Increasing the hydraulic con-
ductivity from 5 × 10−14  to 5 × 10−10 m s−1 and hydraulic permeability 
from 10−18 to 10−14 m2 increased the frost cracking magnitude of the WH- 
and R-Model, while penetration depth and peak location was maintained 
(Figures 6e, 6f, and S2). In WH-Model, the four-order of magnitude in-
crease of hydraulic conductivity resulted in an increase of crack length 
growth by two to three orders of magnitude. The hydraulic permeability 
increase by four orders of magnitude shifted the porosity change in the 
R-Model by the same order of magnitude.
Applying a decreased initial crack length of 0.01 m instead of 0.1 m, the 
frost cracking was decreased to zero in the WH- and R-Model (Figures 6g, 
6h, and S3). Only at RW1-N, the WH-Model showed a minor frost crack-
ing activity. For sensitivity analysis of fracture toughness, we used max-
imum and minimum end members for each rock type. Increasing the 
fracture toughness shifted the modeled frost cracking pattern in WH- and 
R-Model with a reduced magnitude, a peak closer to surface and reduced 




Figure 6. Sensitivity analysis of rock thermal diffusivity for the models 
by (a) Hales and Roering (2007), (b) Anderson et al. (2013), (c) Walder 
and Hallet (1985), and (d) Rempel et al. (2016). Sensitivity analysis of 
(e) hydraulic conductivity and (f) hydraulic permeability, (g–h) initial 
crack length and (i–j) fracture toughness of the models by Walder 
and Hallet (1985) and Rempel et al. (2016). Modeled results of logger 
RW1-N from 2018/19 (blue lines) to RW4 from 2016/17 (yellow lines) are 
exemplary shown, for a complete sensitivity analysis see Figures S1–S4.
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toughness resulted in a frost cracking shift with frost cracking magnitude increase, a peak located at a great-
er depth and deeper frost cracking penetration (Figures 6i, 6j, and S4).
5. Discussion
5.1. Thermal Regime of the Rockwalls
Air temperatures are influenced by elevation, but RST also depend on topography, snow cover, fracturing 
and water availability. The model results for north-facing rockwalls demonstrate that MARST, MWRST, 
and MSRST show no clear altitudinal trend with decreasing temperatures at higher locations, as expected 
from AT trends (Table 3). In addition, RSTs revealed an annual variation that increased with altitude at 
north-exposed rockwalls and was amplified at south-facing rockwalls (Figures 3b–3g). RSTs revealed high-




Figure 7. (a–d) Rock mass depth affected by frost cracking plotted versus measured fracture spacing. Points represent depth of the maximum frost cracking 
(Table 4) plotted versus mean fracture spacing of each rockwall. Error bars indicate the range of modeled frost cracking depth (Table 4) and the lower and upper 
quartile of measured fracture spacing. Modeled mean cracking intensity of (e) Hales and Roering (2007) and (f) Anderson et al. (2013), (g) modeled depth-
integrated crack length using the model by Walder and Hallet (1985), (h) modeled depth-integrated porosity change using the model by Rempel et al. (2016) 
plotted versus altitude. The error bars present the minimum and maximum modeled frost cracking of each model.
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(Figure 1b) compared to shaded location at RW2 within the Rothorn cirque (Figure 1c), therefore, the alti-
tudinal pattern is disturbed by shading effects due to topography as previously observed by several studies 
(e.g., Haberkorn, Hoelzle, et al., 2015). Daily temperature variation increased from north-facing rockwalls 
with 4℃ variation up to 16.5℃ at south-exposed rockwalls. We interpret this behavior as a result of topog-
raphy that changes the insolated geometry and results in solar radiation differences (Gruber et al., 2004; 
Hasler, Gruber, & Haeberli, 2011).
Our rock temperature data showed 2.2℃–2.5℃ warmer MARST at south-facing rockwalls to north-facing 
rockwalls at RW1, which even increased to 4.6℃–6.0℃ at RW3 (Table 3). Rockwalls at RW1 are located 
on approximately identical elevation, while RW3-S is located 50 m above RW3-N, which corresponds to a 
0.3℃ temperature decrease based on the calculated lapse rate of 6°C km−1. This would even increase the 
observed temperature difference. The measured MARST differences are within the range of previously ob-
served aspect-induced differences that ranged between 3.3℃ and 3.8℃ at Gemsstock (Haberkorn, Hoelzle, 
et al., 2015), up to 3.9℃ at the Steintaelli in 2012–2014 (Draebing, Haberkorn, et al., 2017) and up to 5℃ 
in partly snow covered rockwalls at Aiguille du Midi (Magnin et al., 2015), Matterhorn and Jungfraujoch 
(Hasler, Gruber, & Haeberli, 2011). Several authors observed also an increase of MARST differences up 
to 7℃ in snow-free rockwalls (Gruber et al., 2004; Hasler, Gruber, & Haeberli, 2011). These large MARST 
differences results in permafrost occurrence on the north-facing RW1-N, while RW1-S is permafrost-free 
as demonstrated by geophysical measurements between 2006 and 2019 (Draebing, Haberkorn, et al., 2017; 
Krautblatter & Draebing, 2014; Scandroglio et al., 2021). Our recorded aspect-induced temperature differ-
ences correspond to an altitude between 350 and 1,000 m assuming a temperature lapse rate of 6℃ km−1 
and demonstrate that MAAT adjusted to altitudes will fail completely to simulate the influence of aspect.
Snow cover in rockwalls is highly variable due to topographic effects such as slope angle, distance to rock 
ledges and wind drift (Haberkorn, Hoelzle, et al., 2015; Wirz et al., 2011). Our logger data revealed a de-
creased snow duration at RW1-N at 3,157  m (120–161  days) compared to lower-elevated RW2, RW3-N, 
and RW4 (>207 days; Table 3 and Figure 3). RW1 also experienced a delayed onset of snow cover, which 
can be the result of less topographic shading and enhanced solar radiation at ridge locations (Haberkorn, 
Hoelzle, et  al.,  2015), steeper rockwalls and a longer required snow accumulation time from the below 
laying ledge slope upwards as observed previously in the Steintaelli (Draebing, Haberkorn, et al., 2017). 
Less snow cover at RW1-N enabled more cooling in winter (Figure 3c). Our data demonstrated an earlier 
snow melt at RW1-N compared to RW2-RW4 especially in 2018/19 (Figure 3), which we interpret as a re-
sult of increased insolation at the ridge location. At north-facing rockwalls, the thermal offset fluctuated 
around zero during snow-free periods (Figures 3c, 3d, 3f, and 3g), however, the thermal offset was positive 
indicating warmer RST than AT following snow onset. This indicates that snow cover had a warming effect 
on rockwall temperatures (Draebing, Haberkorn, et al., 2017; Luetschg et al., 2008). A delayed snow onset 
as observed at RW1-N results in increased cooling of the rockwall. The thermal offset reversed to negative 
temperatures at half or two third of the snow cover period, therefore, RST were colder than ATs and snow 
had a cooling effect (Draebing, Haberkorn, et al., 2017; Luetschg et al., 2008). In summary, insolation and 
insulation controls the effect of air on RST. The insulation effect can be decreased in very steep cliffs due 
to decreased or lack of snow cover. Frost weathering approaches using an elevation-adjusted MAAT with 
uniform half amplitudes for annual or daily oscillation fail to model the thermal regime adequately (e.g., 
Delunel et al., 2010; Hales & Roering, 2009; Scherler, 2014). Anderson et al. (2013) already stated that frost 
cracking models should take the radiation field and non-uniform snow cover more realistically into ac-
count, thus, these effects results in complex RST histories. By using measured RST, we are able to integrate 
these complexities into our frost cracking model approach.
5.2. Sensitivity of Frost Cracking Models to Thermal, Hydraulic, and Mechanical Properties
5.2.1. Influence of Thermal Parameters and Thermal Processes on Frost Cracking
The thermal regime was modeled based on assumptions on heat transport, porosity and water infill, which 
vary spatially and temporally and cannot be better resolved by existing model approaches. The investigated 
rockwalls comprising schisty quartz slate are highly anisotropic resulting from rock fabric (anisotropy factor 
0.55) compared to isotropic amphibolite (0.05) and aplite (0.06) (Draebing & Krautblatter, 2019). Howev-
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which are incorporated into the heat transport model by increasing porosity from below 1% to 3% (Table 2), 
which is the common way to incorporate fractures in conductive heat models (Noetzli & Gruber, 2009; 
Noetzli et al., 2007; Wegmann, 1998). An increased water-filled porosity will significantly increase the lag 
of heat transport due to latent heat processes (Wegmann,  1998). In addition, fractures increase vertical 
groundwater flow (Dietrich et  al.,  2005; Forster & Smith,  1989) and associated advective heat transport 
(Draebing et  al.,  2014; Gruber & Haeberli,  2007) as well as convective heat transport by wind (Gischig 
et al., 2011a, 2011b; Moore et al., 2011), which are neglected in the conductive heat transport model. There-
fore, the application of heat transport models to anisotropic rocks and rock masses can result in over- or 
underestimation of rock temperatures. In high-Alpine rockwalls, heat transport is affected by topography 
and heat transport from warmer south to colder north rockwalls (Noetzli et al., 2007). These 3D-effects 
can be incorporated on individual mountain peaks, but these processes cannot be resolved by 1D-model 
approaches or incorporated to frost weathering models working on larger geomorphic scales as landscapes 
(e.g., Hales & Roering, 2007; Rempel et al., 2016).
Rock thermal diffusivity varies within rock types and between rockwalls. To test the influence of thermal 
diffusivity on frost cracking, we applied a wide range of diffusivities to frost cracking modeling. All frost 
cracking models showed a sensitivity to thermal diffusivity but the magnitude and depth of the frost crack-
ing pattern is persistent between different diffusivities. Decreasing the thermal diffusivity increased the frost 
cracking magnitude but decreased the penetration depth (Figures 6a–6d and S1). In contrast, an increased 
diffusivity decreased the frost cracking magnitude but increased the affected depth within the rock mass. 
All models used a temperature gradient in their frost cracking simulation. Our data revealed that maximum 
summed temperature gradients at the surface of south-facing rockwalls were between 372℃ dm−1 (RW1-S) 
and 816℃ dm−1 (RW3-S) and more than two times larger than temperature gradients at north-facing rock-
walls, which ranged from 95℃ to 175℃ dm−1. Higher temperature gradients result in higher FCI for the 
HR- and A-Model (Anderson et al., 2013; Hales & Roering, 2007). In the WH-Model, increased temperature 
gradients amplify water migration toward the freezing front by decreasing flow resistance (see Equation A-2 
in Walder & Hallet, 1985). Therefore, ice lenses growth is amplified and can develop higher ice pressures. In 
the R-Model, the square of the temperature gradient is used to calculate the porosity change (see Equation 
7 in Rempel et al., 2016), and so the influence of conductivity is increased in this model. In summary, the 
dependence on temperature gradient explains the higher FCI in all models at south-facing rockwalls (Fig-
ures 5 and 7e–7h). The range of thermal regime, where frost cracking occurs, plays a major control on the 
frost weathering model. The HR- and A-Model apply a strict temperature range called FCW between −8℃ 
and −3℃. This range corresponds with laboratory measurements of frost cracking on high porosity Berea 
sandstone (Hallet et al., 1991), but laboratory and field measurements of acoustic emissions demonstrated 
that frost cracking occurred as soon as alpine rocks froze (Amitrano et al., 2012; Duca et al., 2014; Girard 
et  al.,  2013). Field measurements also observed frost cracking occurring at temperatures down to −15° 
(Amitrano et al., 2012; Girard et al., 2013) and no temperature cut off. In contrast, the WH- and R-Model 
incorporate hydraulic and mechanical factors into their models that control the temperature limits of frost 
cracking.
5.2.2. Influence of Water Availability on Frost Cracking
The occurrence of water is a prerequisite for frost weathering and all used models assume saturated con-
ditions. Rock moisture measurements in intact rock showed that rocks are not fully saturated and mois-
ture fluctuates in the upper 0.2 m during the year (Girard et al., 2013; Sass, 2005a). The moisture fluctu-
ation is influenced by moisture percolation through the fracture network (Dietrich et al., 2005; Forster & 
Smith, 1989; Girard et al., 2013) and by distance to snow fields that contribute moisture during snow melt 
(Girard et al., 2013; Sass, 2005a). Moisture simulations suggest that slope angle and lithology can cause 
differences in pore water saturation (Rode et al., 2016). Therefore, results from all frost cracking models 
represent the maximum scenario of frost cracking. Fractures increase not only permeability of rocks and 
access of water, but enhance chemical and biological activity in the subsurface, which can weaken rock and 
therefore amplify further cracking (Anderson et al., 2013).
The HR-Model assumes the availability of water from the surface or from groundwater in 20 m depth (in 
our model 10 m depth), when rock temperatures are positive. Therefore, our model results showed lowest 
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temperatures at 10 m are negative throughout the year (Figures 4b–4c). Our model results using the A-Mod-
el revealed 65%–80% lower frost cracking activity in south-facing rockwalls and slightly lower frost cracking 
at north-facing rockwalls. The model assumes water available along rock depths with positive temperatures, 
however, penalizes water transport, which reduces the frost cracking activity. Anderson et al. (2013) stated 
that penalization is a simplification and not a true assessment of water availability. Water in rock can be 
present even in frozen rocks (Mellor, 1970), but the water preconditions of the A-Model resulted in low or 
no frost cracking at permafrost affected rockwalls RW1-N and RW-2 (Figures 5h and 5n).
The WH- and R-Model assume saturated conditions but use hydraulic conductivity or permeability at the 
pore freezing point to reduce water availability. Unfrozen permeability varies by six orders of magnitude 
(Rempel et al., 2016) and applying a sensitivity test of hydraulic permeability and conductivity with end 
members differing by four orders of magnitude demonstrate a high sensitivity of both models. The frost 
cracking magnitude increased between two and three orders in the WH- and four orders in the R-Model 
(Figures 6e, 6f and S2), though the depth and location of magnitude pattern is persistent. Therefore, the 
magnitude of frost cracking can only be interpreted in a qualitative way, but the depth pattern can be quan-
titatively compared to fracture spacing and rock strength. Hydraulic properties are affected by curvature 
effects and influenced by pore size, grain size and ice-liquid surface energy, which are poorly constrained 
and vary at geomorphic scales such as rockwalls. Our model results of WH- and R-Models revealed intense 
frost cracking in the permafrost-affected rockwalls RW1-N and RW2 (Figures 5i, 5j, 5o, and 5p). Murton 
et  al.  (2006) used the model by Walder and Hallet  (1985) to model frost cracking in high porosity and 
isotropic permafrost-affected Tuffeau limestone samples and the modeled cracking lengths reflected well 
observed crack clustering. Walder and Hallet (1985) use a generalized Darcy’s law with a constant hydraulic 
conductivity khc of 5 × 10−14 m s−1 based on sediments and soils. In contrast, Rempel et al. (2016) deter-
mine their lower boundary of frost cracking by integrating permeability in the form of a simple power-law 
approximation. Both approaches result in frost cracking activity in temperature ranges from −1℃ down to 
−15℃, which are in better accordance to field measurements (Amitrano et al., 2012; Girard et al., 2013).
5.2.3. Influence of Initial Crack Length and Fracture Toughness
The problem of cracking is associated with initial conditions associated with rock structure (Anderson 
et  al.,  2013). Cracks can be generated by tectonic stress (Molnar et  al.,  2007), paraglacial stress release 
(Grämiger et al., 2017; Grämiger et al., 2020), and internal stress distribution (Leith et al., 2014a, 2014b) fol-
lowing glacier retreat or surface processes (Clarke & Burbank, 2010, 2011). Cracks also develop progressive-
ly (Walder & Hallet, 1985) and therefore initial conditions will be far away from assumed constant cracks. 
The WH- and R-Models are sensitive to initial crack length. Decreasing crack length by one order of magni-
tude reduced frost cracking to zero or leads to almost no frost cracking at RW1-N (Figures 6g, 6h, and S3).
The WH- and R-Models are sensitive to fracture toughness as our model results demonstrated a decrease of 
frost cracking magnitude with a peak closer to the surface and reduced penetration depth as fracture tough-
ness increases (Figures 6i, 6j, and S4). In contrast, decreasing fracture toughness increased the frost crack-
ing magnitude, shifted the peak to higher depth and increased penetration depth. Walder and Hallet (1985) 
incorporate fracture toughness by increasing the length of penny-shaped cracks when ice pressure reached 
a third of fracture toughness. Since frost cracking starts as ice pressure approaches the rock strength and ice 
pressure development depends on temperature, each rock type has an individual strength-dependent frost 
cracking temperature range (Walder & Hallet, 1985), which is supported by laboratory and field studies 
(Draebing & Krautblatter, 2019; Draebing, Krautblatter, & Hoffmann, 2017; Murton et al., 2006). Therefore, 
frost cracking is enhanced at RW1-N, RW1-S, RW3-S and RW-4 (Figures 5c, 5d, 5i, 5j, 5u, 5v, 5ag, and 5ah), 
where low-strength schisty quartz slate (fracture toughness 1.66 MPa m1/2) is abundant, in contrast to high-
er strength aplite (1.87 MPa m1/2) at RW2 (Figures 5o and 5p) and amphibolite (2.19 MPa m1/2) at RW3-N 
(Figures 5aa and 5ab).
The upper boundary of the R-Model is calculated based on fracture toughness and crack length. This up-
per temperature limit of frost cracking increases from amphibolite to aplite and schisty quartz slate due 
to decreasing KC and increases with increasing crack length (Figure S5). Therefore, large cracks are more 
easily propagated than small cracks, which is in accordance to studies on fracture mechanics (Atkinson & 
Rawlings, 1981; Erismann & Abele, 2001). A uniform crack length is assumed during modeling and frost 
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increases effective porosity and enhances fluid flow is ignored. Due to higher strength of amphibolite, no 
frost cracking occurs at all at RW3-N, while lower strength schisty quartz slate rocks are easier to crack.
5.3. Topographic Pattern of Frost Cracking in the Hungerli Valley
All models showed highest frost cracking activity at south-facing rockwalls, but the fracture spacing and 
rock strength measurements cannot support the resulting frost cracking patterns. The highest overall frost 
cracking was measured at RW1-S and affected the upper 1 m in the R-Model and upper 1.8 m in the HR-, 
A-, and WH-Models (Figures 5a–5d). However, fracture spacing showed variation between 1.65 and 2.98 m 
with an average spacing of 2.82 m (Figure 5e); therefore, fracture spacing is larger than the effect of frost 
cracking within the rock mass and does not correspond to the model results (Figures 7a–7d). With the ex-
ception of the WH-Model, all models revealed a peak frost cracking at the surface. Repetitive frost cracking 
activity reduces both compressive and tensile strength of rocks (Jia et al., 2021, 2015); therefore, a frost 
cracking peak at the surface should result in lowering the rock strength due to rock breakdown. However, 
Schmidt hammer measurements at RW1-S showed the highest measured rebound values (53) of schisty 
quartz slate rocks (Figure 5f), which is contrary to the modeled frost cracking patterns. The rebound value 
could be increased if fresh rock is exposed following a rockfall, but a fresh rockfall scar was not visible at 
RW1-S or any other logger location.
Model results from RW3-S showed high frost cracking rates (Figures 7e–7h) with an affected rock mass 
of 0.5 m in the R-Model, 0.9 m in HR- and A-Models and 1 m in the WH-Model (Figures 5s–5v). Fracture 
spacing varied between 0.1 and 0.41 m with a mean of 0.32 m (Figure 5w) which corresponds best with the 
R-Model. Frost cracking showed highest magnitudes at surface at all models and mean rebound values were 
the lowest measured values in the Hungerli Valley (31). The Schmidt hammer value corresponds to a high 
weathering activity at the surface (Figure 5x). However, measured fracture spacing is smaller than the rock 
mass affected by frost cracking activity, therefore, other weathering processes affecting the near surface of 
rockwalls can be responsible for near surface cracking. RW3-S experienced highest daily thermal variation, 
which can increase thermal stresses (Eppes et  al.,  2016) that can support near surface rock breakdown 
and, therefore, the low rock strength can be a result of other weathering processes than frost weathering. 
Field observations using rockfall collectors and talus deposits recorded significantly more frost weather-
ing associated rockfall at north-facing than south-facing rockwalls (Sass, 2005b, 2007), but frost cracking 
models in this study revealed highest magnitudes at south-facing rockwalls. The contrary model patterns of 
RW1-S and RW3-S can be a result of unrealistic rock moisture assumptions at south-facing rockwalls. Due 
to higher insolation, south-facing rockwalls have the lower moisture contents near to the surface (0.2 m; 
Rode et al., 2016; Sass, 2005a) where highest frost cracking magnitudes were modeled. Therefore, moisture 
conditions are contrary to assumed saturated conditions in the frost cracking model set up. However, there 
is no study yet that provides information on aspect-induced rock moisture variation below 0.2 m, which 
would enable an improvement of used model assumptions.
The permafrost affected rockwalls RW1-N and RW2 showed contrary results between purely thermal mod-
els (HR and A-Model) and thermo-mechanical models (WH- and R-Model; Figures 7e–7h). At RW1-N, frost 
cracking effects were limited to the upper 0.1–0.2 m of the rockwall in the HR- and A-Model with peaks at 
the surface (Figures 5g, 5h, 5m, and 5n). We interpret this frost cracking pattern as a result from the water 
availability assumptions (see Section 5.2.2). In contrast, WH- and R-Models revealed high frost cracking 
intensities. The WH-Model showed an affected rock mass of 3.1 m with peak intensity at 0.3–1.1 m (Fig-
ure 5i), while the R-Model revealed a penetration depth of 1.7 m with peaks between 0.1 and 0.9 m (Fig-
ure 5j). These model results correspond to measured fracture spacing that ranged between 0.24 and 1.16 m 
with an average of 0.85 m (Figures 5k, 7c,  and 7d). Schmidt hammer values at RW1-N were 46 and suggest 
a hard rock strength due to low FCI at the surface (Figure 5l). RW2 showed a similar pattern with decreased 
penetration depth to 1.3 m in the R-Model (Figure 5p) and 2 m in the WH-Model (Figure 5o) and peaks at 
0.1–0.3 m and 0.2–0.5 m, respectively. Model results correspond to measured fracture spacing that varied be-
tween 0.12 and 0.5 m with an average of 0.37 m (Figure 5q). Rebound values of the aplite rockwall were 40 
(Figure 5r), which suggests less frost cracking at the surface and corresponds better with WH-Model results.
RW3-N consists of high-strength amphibolite characterized by high rebound values of 64 (Figure 5ad). The 
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2016/17 (Figures 5aa and 5ab), which we interpret as a result of insufficient ice pressure development that 
were unable to exceed the rock strength thresholds of the models. In contrast, the A-Model showed highest 
frost cracking on north-facing rockwalls and the HR-Model slightly lower magnitudes (Figures 5y, 5z, 7e,  
and 7f). FCI peaked at the surface and reached to 0.7 m. Fracture spacing ranged from 0.13 to 0.52 m with a 
mean spacing of 0.43 m (Figure 5ac) that corresponds with HR-, A- and WH-Model results (Figures 7a–7c). 
However, the observed peaks at the surface especially of the A- and HR-Model are contrasting to the highest 
measured rebound values of 64 (Figure 5ad). RW4 consisting of schisty quartz slate showed highest frost 
cracking intensities at HR- and WH-Models and lower intensities at A- and R-Models (Figures 5ae–5ah). 
Fracture spacing ranged from 0.21 to 1 m with 0.67 m on average (Figure 5ai), which corresponds better to 
A-, HR-, and WH-Models (Table 4) than the R-Model that showed only minor penetration depth of 0.2 m. 
The low measured rebound value of 39 (Figure 5aj) supports the occurrence of high intensities at surface 
simulated by all models.
Anomalous high frost cracking intensities on south-facing rockwalls resulted from model limitations and 
therefore we excluded these rockwalls from the following analysis. The north-facing rockwalls in the Hun-
gerli Valley experience a topographic pattern of frost cracking with increasing frost cracking with decreasing 
altitude in the HR- and A-Models and a contrary increasing frost cracking activity with increasing altitude 
in the WH- and R-Models (Figures 7e–7h). Fracture spacing (Figures 7a–7d) and Schmidt hammer values 
suggest a higher correspondence of results obtained using WH- and R-Models. In the calcareous Alps, field 
observations recorded an increased rockfall activity at higher location using rockfall collectors (Sass, 2005b) 
and using lichenometry on talus slopes (Sass, 2010). Sass (2005b, 2010) suggested that the observed rockfall 
increase along altitude was associated with permafrost increased frost weathering. Therefore, field stud-
ies contradict model results by HR- and A-model and support the observed frost cracking patterns of the 
WH- and R-Models. Frost weathering is increased at high elevations, increases rockwall erosion and on 
long-term scale could limit mountain height by acting as a frost buzzsaw (Hales & Roering, 2009). Warming 
by climate change will reduce frost cracking at our observed rockwalls. Other weathering processes such 
as thermal (e.g., Eppes et al., 2020), chemical (Murphy et al., 2016) or biological weathering (Viles, 2013) 
could become more important controls on rockwall erosion. In Alpine environments, the thermal regimes 
enhancing frost cracking will be shifted to higher elevations which can alter rockwall erosion as well as 
rockfall and debris flow hazard potential.
6. Conclusions
In high Alpine rockwalls, topography controls the thermal regime by changing insolation and insulation. 
Consequently, a thermal offset between AT and RST exists; this complicates an AT based frost cracking 
model approach. Frost weathering depends on the thermal regime, water availability and mechanical rock 
properties. Our sensitivity analysis demonstrated that thermo-mechanical models are very sensitive to hy-
draulic parameters and frost cracking changes by orders of magnitude, while the models are less sensitive 
to mechanical and thermal parameters. As a result of the sensitivity, the predictions of frost cracking mag-
nitude changes, but the spatial frost cracking patterns within the rock mass including the peak locations 
are consistent. All frost cracking models indicated that the highest modeled frost weathering occurs on 
south-facing rockwalls, which is contrary to measured fracture and rock strength properties of these rock-
walls and to results of previous field studies. We suggest that this is a result of overestimated rock moisture 
availability, which would reduce frost weathering and should be investigated in future research. Purely 
thermal models underestimate the FCI in permafrost-affected rockwalls due to their water-availability con-
straints. In contrast, thermo-mechanical models incorporate hydraulic permeability or conductivity and 
show the highest frost cracking in permafrost-affected rockwalls, which is consistent with observed fracture 
and rock strength patterns. Thermo-mechanical models revealed a topographic altitudinal frost cracking 
pattern characterized by an increasing frost weathering intensity with increasing altitude, while purely 
thermal models showed an inverse related topographic frost cracking pattern with highest intensities at 
lower elevations. Therefore, thermo-mechanical models produced more realistic frost weathering patterns 
on rockwalls and along topographic gradients in the Hungerli Valley. According to the model results of 
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our observed rockwalls. In Alpine environments, thermal regimes enhancing frost cracking will be shifted 
to higher elevations, which will affect rockwall erosion and hazard potential.
Data Availability Statement
All datasets for this research are available at doi: 10.6084/m9.figshare.14178539.
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