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A Primal Dual Active Set Algorithm with
Continuation for Compressed Sensing
Qibin Fan, Yuling Jiao, Xiliang Lu
Abstract—The success of compressed sensing relies essentially
on the ability to efficiently find an approximately sparse solution
to an under-determined linear system. In this paper, we developed
an efficient algorithm for the sparsity promoting ℓ1-regularized
least squares problem by coupling the primal dual active set
strategy with a continuation technique (on the regularization
parameter). In the active set strategy, we first determine the
active set from primal and dual variables, and then update the
primal and dual variables by solving a low-dimensional least
square problem on the active set, which makes the algorithm
very efficient. The continuation technique globalizes the con-
vergence of the algorithm, with provable global convergence
under restricted isometry property (RIP). Further, we adopt two
alternative methods, i.e., a modified discrepancy principle and
a Bayesian information criterion, to choose the regularization
parameter. Numerical experiments indicate that our algorithm
is very competitive with state-of-the-art algorithms in terms of
accuracy and efficiency.
Index Terms—compressive sensing, ℓ1 regularization, primal
dual active set method, continuation, modified discrepancy prin-
ciple, Bayesian information criterion.
I. INTRODUCTION
COMPRESSIVE sensing (CS) has recently emerged as apromising approach for acquiring (approximately) sparse
signals. An important problem in CS is to find the sparsest
solution of the following under-determined linear system [1]–
[3]
Ψx = y, (1)
where Ψ ∈ Rn×p is the sampling matrix with n ≪ p, x is a
sparse signal, y is the measurement, which may contain noise.
It can be equivalently written as an optimization problem
min
x∈Rp
‖x‖0, subject to ‖Ψx− y‖2 ≤ ǫ, (2)
where ‖x‖0 denotes the the number of nonzero entries in the
vector x and ǫ is the noise level. Due to the nonsmooth and
nonconvex structure of problem (2), it is very challenging to
find the sparsest solution. Now it is widely accepted that the
ℓ1 convex relaxation can provide a satisfactory approximate
solution, if the solution x and the sampling matrix Ψ satisfies
certain conditions.
There are three different versions of ℓ1 convex relaxation
that have received a lot of attentions. They are Basis Pursuit
Denoising (BPDN) [4]:
min
x∈Rp
‖x‖1, subject to ‖Ψx− y‖2 ≤ ǫ, (3)
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the ℓ1-regularized least squares problem [4]:
min
x∈Rp
1
2‖Ψx− y‖22 + λ‖x‖1, (4)
and the least absolute shrinkage and selection operator
(LASSO) [5] model:
min
x∈Rp
‖Ψx− y‖2, subject to ‖x‖1 ≤ τ. (5)
Where λ and τ are regularized parameter and tuning param-
eter, respectively. It was shown in [6] if these parameters are
chosen properly, problems (3) - (5) have the same minimizer.
In this paper, we are interested in the fast solution of the ℓ1-
regularized least squares model (4).
Over the last few years, a large number of algorithms have
been developed for problems (3) - (5). We will list only a few
exemplary methods here, and refer to the review [7]–[9] for a
comprehensive overview. Gradient type methods, e.g., gradient
projection sparse reconstruction [10], sparse reconstruction
via separable approximation [11], spectral gradient projection
[6], fixed point iteration with continuation strategy [12], [13],
iterative shrinking/thresholding algorithm [14], [15] and their
accelerated extension [16], [17], [18], are extremely popular.
Other classical methods, e.g., homotopy method [19]–[21],
alternating direction method of multipliers [22], iteratively
reweighted least square method [23], have also received re-
vived interest in solving ℓ1 minimization problems.
These algorithms can have only sublinear or linear conver-
gence rate. Therefore, it is of immense interest to develop
Newton type algorithms that enjoy a (locally) superlinear
convergence rate. For an invertible matrix Ψ, the primal dual
active set (PDAS) method (also known as semismooth Newton
method), has been studied in [24]–[26]. This idea can be
extended to the CS setting to solve problem (4). Theoretically,
it enjoys a locally superlinear convergence.
However, in Newton type algorithm, a good initial guess
is very important for the successful application of the PDAS
method. Unlike gradient based algorithms, the PDAS method
does not have a monotonic decreasing property for the cost
functional. Therefore without a good initial guess the algo-
rithm may not converge. Meanwhile, in the model (4), the
regularization parameter λ balances the sparsity of the solution
and the fidelity of the measurements. And its proper choice
plays an essential role for getting a satisfactory reconstruction.
In this article we propose a simple but efficient technique
to find a good initial guess by combining the continuation
strategy with primal dual active set algorithm. Moreover,
equipped with a proper stop rule, the regularization parameter
can be chosen automatically without much adding work. To be
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precise, the ℓ1-regularized minimization problems are solved
with warm start on a predefined decreasing sequence {λs}s,
i.e, the solution x(λs) to λs-problem is chosen as the initial
guess for λs+1-problem solved by PDAS. It needs only a few
(Newton) steps since x(λs) provides a good initial guess.
The main contributions of this paper are twofold. First, we
derive a local one step convergence result for λs+1-problem
which improves the well known local supperliner convergence
of PDAS [24]. More importantly, we prove the global conver-
gence for the primal dual active set algorithm with continua-
tion (PDASC) under the standard restricted isometry property
(RIP) assumption on the matrix Ψ in the noise-free case. On
the other hand, when the measurement involves noise, we
adopt the parameter selection rule based on either a modified
discrepancy principle or Bayesian information criterion. One
can use this rule to select a suitable regularization parameter λˆ
and solution x(λˆ) during the continuation process with nearly
no adding effort.
The rest of the paper is organized as follows. In section 2 we
introduce the mathematical background, PDAS algorithm and
continuation technique, discuss their convergence properties
and the regularization parameter selection rule. In section
3, several numerical examples are presented to illustrate the
efficiency and accuracy PDASC algorithm, by comparing with
several state-of-the-art sparse reconstruction algorithms. The
technical proofs are in the appendices.
II. PDASC ALGORITHM
A. Notations
Given a vector x = (x1, x2, ..., xp)t ∈ Rp, we denote
by ‖x‖q = (
∑p
i=1 |xi|q)
1
q with q ∈ [1,∞) and ‖x‖∞ =
max1≤i≤p |xi|. Further, Ψt and ‖Ψ‖ denote the transpose and
2-norm of the matrix Ψ, respectively. The matrix Ψ is assumed
to be columnwise normalized, i.e., ‖Ψi‖2 = 1 for i = 1, ..., p.
The notation 1 (or 0) refers to a column vector with all entries
equal to 1 (or 0). For any set
A ⊆ S , {1, 2, ..., p}
of size |A|, xA ∈ R|A|(ΨA ∈ Rn×|A|) is the subvector
(submatrix) whose entries (columns) are listed in A.
We denote by Γ0(Rp) the set of all proper lower semicon-
tinuous convex functions on Rp. The subdifferential of any
f ∈ Γ0(Rp) is a set-value mapping defined by
∂f(z) := {w ∈ Rp : f(v) ≥ f(z) + 〈w, v − z〉, ∀v ∈ Rp}.
The subdifferential of f = ‖x‖1 is the pointwise set-value
sign function Sign(x) [27], i.e.,
z ∈ Sign(x)⇔ zi


= 1, xi > 0,
= -1, xi < 0,
∈ [-1,1], xi = 0.
(6)
The classical Fermat’s rule for proper lower semicontinuous
convex functions [28] asserts
0 ∈ ∂f(z∗)⇔ z∗ is a minimizer of f. (7)
For a given f ∈ Γ0(Rp), the proximal operator Proxf is
defined by Proxf (z) := argminx∈Rp{ 12‖x− z‖2 + f(x)}.
Then there holds [29]
w ∈ ∂f(z)⇔ z = Proxf (z + w). (8)
The proximal operator of ‖ · ‖1 is given by the pointwise soft-
thresholding operator [27]
Proxλ‖x‖1(z) = Tλ(x), (9)
where
z = Tλ(x)⇔ zi = max{|xi| − λ, 0}sign(xi). (10)
B. Motivation and PDAS Algorithm
Now we characterize the minimizer of (4) by its KKT
system (c.f. [12]), which motivates the PDAS algorithm; see
also Appendix A for a short proof, which is included for
completeness.
Theorem 1: If x∗ ∈ Rp is a minimizer of (4), then there
exists a d∗ ∈ Rp such that the KKT system holds:
ΨtΨx∗ + d∗ = Ψty, (11)
x∗ = Tλ(x∗ + d∗). (12)
Conversely, if x∗ ∈ Rp and d∗ ∈ Rp satisfying (11) and (12),
then x∗ is a minimizer of (4).
Let x∗ and d∗ be the optimal primal and dual variables.
Clearly, it follows from (12) that
x∗i > 0⇔ x∗i + d∗i > λ, x∗i < 0⇔ x∗i + d∗i < −λ.
Hence, one can use the information from both primal and dual
variables, rather than the primal variable alone, to determine
the nonzero components of x∗i (which is called active set).
This motivates us to define the active and inactive sets by:
A+∗ = {i ∈ S : x∗i + d∗i > λ} ,
A−∗ = {i ∈ S : x∗i + d∗i < −λ} ,
A∗ = A+∗ ∪ A−∗ , I∗ = Ac∗.

 (13)
Then the KKT system (11)-(12) can be reformulated. First, by
(12) and the soft thresholding operator (10), we deduce
x∗I∗ = 0
∗
I∗
. (14)
Meanwhile, the proof of Theorem 1 implies d∗ ∈ λ∂‖·‖1(x∗).
Then by (6), we get d∗
A
+
∗
= λ1A+∗ , and d
∗
A
−
∗
= −λ1A−∗ , i.e.,
dA∗ = λ[1tA+∗ ,−1
t
A−∗
]t. (15)
Upon relabeling, (11) can be equivalently written as[
ΨtA∗ΨA∗ Ψ
t
A∗
ΨI∗
ΨtI∗ΨA∗ Ψ
t
I∗
ΨI∗
] [
x∗A∗
x∗I−∗
]
+
[
d∗A∗
d∗I∗
]
=
[
ΨtA∗y
ΨtI∗y
]
, (16)
which, in view of the relations (14) and (15), can be further
rewritten as
ΨtA∗ΨA∗x
∗
A∗
= ΨtA∗y − d∗A∗ , (17)
dI∗ = Ψ
t
I∗
y −ΨtI∗ΨA∗x∗A∗ . (18)
Hence, if the active set A∗ is known, then the optimal
solution (x∗, d∗) follows directly from (14), (15), (17) and
(18). This motivates a PDAS algorithm. Suppose xk ∈ Rp
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and dk ∈ Rp are approximations to x∗ and d∗. Similar to
(13), we define the active and inactive sets by
A+k+1 =
{
i ∈ S : xki + dki > λ
}
,
A−k+1 =
{
i ∈ S : xki + dki < −λ
}
,
Ak+1 = A
+
k+1 ∪ A−k+1, Ik+1 = Ack+1.

 (19)
Then hopefully, the active set Ak+1 and inactive set Ik+1 are
also good approximations of A∗ and I∗, respectively. Now by
repeating the arguments leading to (14), (15), (17) and (18),
we update xk+1 and dk+1 by the following systems:
xk+1Ik+1 = 0Ik+1 , (20)
dk+1Ak+1 = λ[1
t
A+
k+1
,−1t
A−
k+1
]t, (21)
ΨtAk+1ΨAk+1x
k+1
Ak+1
= ΨtAk+1y − dk+1Ak+1 , (22)
dk+1Ik+1 = Ψ
t
Ik+1
y −ΨtIk+1ΨAk+1xk+1Ak+1 . (23)
Clearly (20), (21) and (23) involve only matrix-vector mul-
tiplications, and thus they are computationally efficient. The
well-posedness of the system depends on the solvability of
(22), which in turn depends on the property of the submatrix
ΨAk+1 . In the compressive sensing problem, the active set A∗
is often small. Then if Ak+1 is an approximation of A∗, it
is also small and ΨAk+1 is likely to be a full-column rank
matrix. We will discuss the well-posedness in subsection E
below. Now we summarize the PDAS method in Algorithm 1.
Algorithm 1 PDAS
1: Input: initial guess (x0, d0), λ and J .
2: for k = 0, 1, 2, 3, · · · do
3: Compute Ak+1 and Ik+1 by (19).
4: xk+1Ik+1 = 0Ik+1 .
5: dk+1Ak+1 = λ[1
t
A
+
k+1
,−1t
A
−
k+1
]t.
6: xk+1Ak+1 = (Ψ
t
Ak+1
ΨAk+1)
−1(ΨtAk+1y − dk+1Ak+1).
7: dk+1Ik+1 = Ψ
t
Ik+1
y −ΨtIk+1ΨAk+1xk+1Ak+1 .
8: Check stopping rule (either A±k = A±k+1 or k+1 ≥ J).
9: end for
10: Output approximation (xk+1, dk+1).
C. Complexity analysis
First, we consider the number of floating point operations
per iteration. Clearly it takes O(p) flops to finish steps 3 -
5 in the PDAS. In step 6, forming the matrix ΨtAk+1ΨAk+1
explicitly takes O(n|Ak+1|2) flops (the cost of forming the
right hand side is negligible since Ψty can be precomputed
and retrieved efficiently). The Cholesky factorization costs
O(|Ak+1|3) flops and the back-substitution needs O(|Ak+1 |2)
flops. Hence step 6 takes O(|Ak+1|2max(n, |Ak+1|)) flops.
At step 7, two matrix-vector products cost at most O(np)
flops. So, the the overall cost of the PDAS per iteration is
O(max(|Ak+1|3, pn, |Ak+1|2n).
The next issue is the number of iterations. Since the PDAS
is equivalent to the semi-smooth Newton method [24], [30],
a local superlinear convergence is guaranteed. The numerical
experiments in section 3 also indicate that it converges within
a few iterations. So with a good initial guess, the overall cost
of the PDAS is also O(max(|Ak+1|3, pn, |Ak+1|2n).
If the sought-for solution is sufficiently sparse, i.e.,
|Ak+1| < min(n,√p), the cost of per PDAS iteration is
O(np), which is same as that for other popular gradient
based algorithms. Moreover, even if the solution is not so
sparse, the cost of per PDAS iteration is often O(np) by
applying Cholesky up/down-date [31]. To be precise, we
downdate by removing the columns in ΨAk but not in
ΨAk+1 at the cost of O(|Ak \ (Ak ∩ Ak+1)||Ak|2) flops,
and update by appending the columns in ΨAk+1 but not
in ΨAk in O(|Ak+1 \ (Ak ∩ Ak+1)|(|Ak|2 + n|Ak|)) flops.
Then the cost of Cholesky factorization of ΨtAk+1ΨAk+1 is
O((|Ak ∪ Ak+1| − |Ak ∩ Ak+1|)|Ak|(n + |Ak|)). Further,
with warm starting, the difference between Ak and Ak+1 is
small. Hence, (|Ak ∪Ak+1| − |Ak ∩Ak+1|) is not large, and
(|Ak ∪ Ak+1| − |Ak ∩ Ak+1|)|Ak|(n + |Ak|) < np usually
holds.
Remark 2.1: Algorithm 1 requires the explicit form of Ψ.
Often the signals are sparse or compressible only in a certain
basis. Then the sensing matrix Ψ is the product of a (random)
sampling matrix and the transform matrix, i.e., Ψ is only
given implicitly. One can avoid the explicit expression of Ψ by
solving the linear system at step 6 iteratively, e.g., with con-
jugate gradient method (CG). It involves only matrix-vector
multiplications, which can often been carried out efficiently
for structured Ψ. Only a few CG iterations are needed due to
the well-conditionedness of the system.
D. Continuation technique
In view of the equivalence of the PDAS and the semismooth
Newton method [24], a good initial guess is essential to its
success. For nonsmooth optimization problems, there are sev-
eral ways to globalize the Newton method, including squared
smoothing with line search [32] or path-following with model
function detection [33]. Due to the special structure of CS
problems, we adopt a continuation technique. Specifically,
we consider a decreasing sequence of parameter {λs}s, and
apply Algorithm 1 to λs+1-problem with the initial guess from
the solution of λs-problem. Summarizing the idea leads to
Algorithm 2.
Algorithm 2 PDASC
1: Input: λ0 ≥ ‖Ψty‖∞, x(λ0) = 0S , d(λ0) = Ψty, ρ ∈
(0, 1).
2: for s = 1, 2, 3, · · · do
3: set λs = λ0ρs and (x0, d0) = (x(λs−1), d(λs−1)).
4: Find x(λs) and d(λs) by Algorithm 1.
5: Check stopping rule.
6: end for
7: Output: approximation (x(λs), d(λs)).
E. Convergence analysis
We first consider the convergence of Algorithm 1. The local
superlinear convergence of the PDAS can be obtained by
reformulating it in the semismooth Newton framework [24],
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[25], [30]. For problems in the CS setting, we can show a
stronger result: locally one step convergence.
Theorem 2: Let (x∗, d∗) be a solution to the KKT system
(11)-(12). Suppose the set A˜∗ = {i : |x∗i + d∗i | ≥ λ} is not
large in the sense that ΨA˜∗ is of full column rank, and the
initial guess (x0, d0) is close enough to (x∗, d∗). Then (x1, d1)
generated by Algorithm 1 is (x∗, d∗).
Proof: See Appendix B.
Remark 2.2: The assumption on A˜∗ is closely related to the
source condition for the ℓ1-minimization problem [34].
Now we show the global convergence of Algorithm 2. Let
x† be the true signal with a support A† (active set) and the
measurement y be noise free, i.e., y = Ψx† = ΨA†x†A† . The
length of the active set A† is denoted by T . The matrix Ψ
satisfies the restricted isometry property (RIP) [1] of order k
with constant δk if δk ∈ (0, 1) is the smallest constant such
that
(1− δk)‖x‖2 ≤ ‖Ψx‖2 ≤ (1 + δk)‖x‖2
holds for all x with ‖x‖0 ≤ k.
Assumption 1: Ψ satisfies RIP of order T + 1, and the RIP
constant δ , δT+1 ≤ 14√T+1 .
Theorem 3: Let Assumption 1 be fulfilled. With the choice
ρ = 23 in Algorithm 2, and J ≥ T in Algorithm 1, Algorithm
2 is well-defined. Further, for sufficiently large s, the support
of x(λs) is A†, and lims→∞ x(λs) = x†.
Proof: See Appendix C.
Remark 2.3: 1) Theorem 3 considers only the noise-free
case. In the noisy case, if the noise level is small, the
algorithm is still well defined when equipped with a
suitable stopping rule.
2) J is to ensure that Algorithm 1 stops with a finite
iteration. In practice, it is not necessary to be large.
3) Assumption 1 (with slightly different constant) has been
used in the proof of the convergence for orthogonal
matching pursuit algorithm (OMP) [35].
F. Selection of regularization parameter λ
Now we discuss the stopping rule at line 5 of Algorithm 2
and the choice of regularization parameter λ.
If the noise level ǫ is known, the discrepancy principle
(‖Ψx − y‖ ≤ ǫ) is widely applied to choose a suitable
regularization parameter in inverse problem [36]. However, for
CS problems, it tends to choose a solution with a very large
active set; see the numerical examples in Section 3. This is
attributed to the fact that the ℓ1-regularized model may lead
a biased solution [37]. More precisely, suppose that the true
active set A† were found, and thus primal and dual variables
satisfies
dA† = Ψ
t
A†(y −Ψx), |dA† | = λ1A† .
This implies that the residual term Ψx−y may not be small and
hence the discrepancy principle may not satisfied. Meanwhile,
let the oracle solution be
xoA† , Ψ
†
A†
y = (ΨtA†ΨA†)
−1ΨtA†y.
Then on the active set, there holds xA† +(ΨtA†ΨA†)
−1dA† =
xo
A†
. Hence, xA†+(ΨtA†ΨA†)
−1dA† is a better approximation
to the true solution. This motivates us to propose a modified
discrepancy principle (MDP) for the stopping rule and select-
ing the regularization parameter. Specifically, let the active set
of x(λs) in Algorithm 2 be As. Algorithm 2 stops when
‖ΨAs(x(λs)As + (ΨtAsΨAs)−1d(λs)As)− y‖ ≤ ǫ,
where ǫ is the noise level, and accordingly the approximate
solution is given by
xAs = x(λs)As + (Ψ
t
As
ΨAs)
−1d(λs)As , and xIs = 0Is .
The above equation is a debias step, see also [10] for the
similar debias postprocessing. One should be noticed that
after this debias postprocess, the solution obtained may not
be the solution to (4), but be more closed to solution of
ℓ0-minimization problem. This debias postprocess will only
been done when the modified discrepancy principle (MDP) is
satisfied.
If the noise level is unknown, we choose the stopping
criterion at line 5 of Algorithm 2 as the size of the active
set, e.g., ‖x(λs)‖0 ≥ ηn for η ∈ [0.5, 1]. To choose a proper
regularization parameter λ, we employ Bayesian information
criterion (BIC), which is a data driven method and widely used
in statistics due to its model selection consistency [38], [39].
BIC chooses λ by:
min
λ∈Λ
{
BIC(λ) :=
1
2
‖Ψxλ − y‖22 +
lnn
n
dfλ
}
, (24)
where xλ is the solution of (4), Λ is a subset of (0,+∞),
and dfλ represents the degree of freedom of xλ that can be
chosen as ‖xλ‖0 [40]. Due to the complex structure of the
BIC functional, it is nontrivial to find its minimizer over the
whole positive real line. Instead, a practical way is to find the
minimizer over the finite candidate set Λ = {λs}s which will
be specified in the next section in numerical tests.
III. NUMERICAL EXAMPLES
Now we present numerical examples to show the efficiency
and accuracy of Algorithm 2 (PDASC). First, we give the
implementation details, e.g., the generation of simulation
data, parameter setting for the algorithm. Then we check
the efficiency of regularization parameter choice strategy: for
both MDP and BIC based parameter choice rules. Later on
our method is also compared with several state-of-the-art
algorithms for both CPU time and reconstruction error.
A. Implementation Setting
The signals x† are chosen as T -sparse with a dynamic range
Dyna :=
max{|x†i | : x†i 6= 0}
min{|x†i | : x†i 6= 0}
.
They are generated following [18].
The sensing matrix Ψ of size n× p is chosen to be either
random Gaussian matrix, or random Bernoulli matrix, or par-
tial discrete cosine transform (DCT) matrix. The observation
vector y is given by y = Ψx† + η, where η is the Gaussian
noise vector whose entries are i.i.d. ∼ N(0, σ).
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One needs the following algorithm parameters: initial regu-
larization parameter λ0; decreasing factor ρ; maximal iteration
number J , and noise level ǫ. The noise level is chosen as
ǫ = ‖η‖. The maximal iteration number J is not sensitive
to the algorithm (due to the locally superlinear or one step
convergence property of PDAS), one can choose it as J = 1.
To determine the initial regularization parameter λ0 and de-
creasing factor ρ, we pickup an interval [λmin, λmax] which
contains the target the regularization parameter. Then an equal-
distributed partition on log-scale is employed to divide this
interval into N -subintervals. Clearly larger N implies larger
ρ. For simplicity, let λmax = ‖Ψty‖∞, λmin = 1e-10λmax
and N = 100.
When the sensing matrix Ψ is random Gaussian matrix or
random Bernoulli matrix, the matrix ΨtΨ is saved in advance
(not be included in CPU time), and the linear equation in line 6
of Algorithm 1 is solved by Cholesky factorization. But when
Ψ is a partial discrete cosine transform matrix, we do not have
the explicit form of Ψ and Ψt. The linear equation in line 6
of Algorithm 1 is solved by conjugated gradient (CG) method
initialized with the projection of the previous solution onto the
current active set. We set the number of CG iteration as 2 in
all the simulations below.
B. Check regularization parameter selection rules
We will check the ability of proposed regularization selec-
tion rules. The three rules are compared in Table I, they are
modified discrepancy principle (MDP), Bayesian information
criterion (BIC), and standard discrepancy principle (DP). We
consider nine different cases where the sensing matrix Ψ is
chosen as 512×2048 partial DCT matrix, 256×1024 random
Gaussian matrix, and 200 × 1000 random Bernoulli matrix,
respectively. For each type of sensing matrix Ψ, we consider
three different noise level and different sparsity level. The
details is shown in Table I.
The first two columns of Table I are different problem
setting and different parameter selection rules. The third and
forth columns are the CPU time (in seconds) and relatively
ℓ2 error. The fifth and sixth columns are information of active
set. Column five and six are the size of Aˆ \ A† and A† \ Aˆ,
respectively, where Aˆ and A† be the numerical active set and
true active set. The last column is the selected regularization
parameter λˆ. In some cases DP may fail and we use F to
indicate it.
It should be noticed that the regularization parameter from
MDP is much larger than the ones from BIC or DP. The
reason is that Algorithm 2 stops immediately when active set Aˆ
contains the true active set A† due to the debias step. Hence
the debias postprocess makes Algorithm 2 terminate earlier
and make larger λ to be selected. One can find in Table I that
when noise level and sparsity level are small, three methods
all work well. When the noise level and sparsity level are
relatively large, DP may fail, MDP and BIC still work. In
most cases, MDP takes less CPU time and chooses a smaller
(more accurate) active set, but it requires the information of
noise level. In later numerical tests, if the noise level is known,
we can use either MDP and BIC to find a solution, otherwise
only BIC is available.
TABLE I: Comparison for choosing regularization parameter
setting method time(s) error active set λˆ
Partial DCT MDP 0.20 4.66e-5 0 0 1.80e-1
σ = 1e-4 BIC 0.49 3.83e-4 0 0 3.79e-4
|A†| = 32 DP 0.39 1.37e-4 106 0 1.05e-4
Partial DCT MDP 0.23 4.57e-3 9 0 1.62e-1
σ = 1e-2 BIC 0.28 3.96e-2 13 0 3.57e-2
|A†| = 64 DP 0.26 1.50e-2 173 0 1.13e-1
Partial DCT MDP 0.22 5.48e-2 50 2 1.79e-1
σ = 5e-2 BIC 0.19 9.89e-2 85 0 7.92e-2
|A†| = 80 DP F F F F F
Gaussian MDP 3.2e-2 2.10e-5 0 0 8.72e-1
σ = 1e-4 BIC 3.5e-2 1.23e-4 0 0 5.87e-3
|A†| = 16 DP 4.9e-2 5.24e-5 47 0 2.01e-4
Gaussian MDP 1.1e-2 2.34e-3 10 0 5.92e-1
σ = 1e-2 BIC 2.6e-2 1.56e-2 14 0 6.50e-2
|A†| = 32 DP 2.4e-2 6.02e-3 87 0 1.61e-2
Gaussian MDP 1.4e-2 2.00e-2 31 0 4.62e-1
σ = 5e-2 BIC 2.1e-2 5.90e-2 54 0 1.62e-1
|A†| = 40 DP F F F F F
Bernoulli MDP 1.2e-2 1.96e-6 0 0 8.53e-1
σ = 1e-3 BIC 2.4e-2 2.19e-5 0 0 1.38e-3
|A†| = 10 DP 2.1e-2 4.82e-5 41 0 2.02e-3
Bernoulli MDP 1.5e-2 2.96e-4 8 0 6.91e-1
σ = 1e-2 BIC 2.4e-2 2.22e-3 9 0 8.51e-2
|A†| = 25 DP 2.3e-2 6.70e-4 78 0 1.68e-2
Bernoulli MDP 1.8e-2 1.10e-2 48 0 6.26e-1
σ = 1e-1 BIC 2.0e-2 2.10e-2 71 0 3.93e-1
|A†| = 40 DP F F F F F
C. Comparison with other algorithms
We compare our algorithm with the several state-of-the-art
algorithms for solving (4). The parameters in these algorithms
are the default values as their online packages, except for the
stopping criterion which will be discussed later.
Gradient projections for sparse reconstruction (GPSR) [10]
uses Barzilai-Borwein rule to choose step length. The MAT-
LAB code is available at http://www.lx.it.pt/mtf/GPSR/.
The Matlab code for sparse reconstruction by
separable approximation (SpaRSA) [11] is available at
http://www.lx.it.pt/mtf/SpaRSA/.
The package of fixed point continuation (FPC) [12]
and its modified version (FPC-AS) [13] are available at
http://www.caam.rice.edu/∼optimization/L1/.
For all these algorithms, a regularization parameter is
needed. Since the solution by MDP is slightly different from
the solution to (4), we use BIC to pickup a regularization
parameter and use it in other algorithms.
TABLE II: Random Bernoulli matrix
method Time ℓ2 RE ℓ∞ AE ℓ2 dRE ℓ∞ dAE
PDASC-l1(MDP) 1.85 4.80e-6 3.10e-3 4.80e-6 3.10e-3
PDASC-l1(BIC) 3.58 8.90e-5 3.96e-2 5.14e-6 3.28e-3
GPSR-bb 9.82 1.45e-4 7.18e-2 7.07e-6 3.65e-3
SpaRSA 10.1 1.05e-4 5.12e-2 5.64e-6 3.44e-3
FPC 42.9 2.69e-4 1.27e-1 2.54e-4 1.15e-1
FPC-AS 5.57 9.56e-5 4.32e-2 3.83e-6 2.81e-3
n = 2048, p = 32768, T = 128, Dyna=1e3, σ = 1e− 3.
As was pointed out in [18], to compare different algorithms,
one needs a fair stopping criterion. We setup the stop condition
for other algorithm as follows. Firstly we use BIC to get
a regularization parameter λˆ and a solution x(λˆ). Then the
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stopping rule for other ℓ1 solvers is either their default stop
criterions or the following condition is fulfilled:
1
2‖Ψxk − y‖22 + λˆ‖xk‖1 ≤ 12‖Ψx(λˆ)− y‖22 + λˆ‖x(λˆ)‖1.
The first group experiments are to recover three different
T -sparse signal with T = 128, 256, 1024, which are sampled
by random Bernoulli matrix with size 4096× 16384, random
Gaussian matrix with size 2048 × 32768, and partial DCT
matrix with size 16384 × 65536, respectively. The dynamic
range of in those tests are 1e3, 1e4, 1e2, respectively. The noise
σ is chosen as 1e-3, 1e-2, 1e-2, respectively. The averaged
results based on of 10 independent replications (CPU times,
ℓ2 relative errors (ℓ2 RE), ℓ∞ absolute errors (ℓ∞ AE), ℓ2
relative errors after debias (ℓ2 dRE) and ℓ∞ absolute errors
after debias (ℓ∞ dAE) ) are reported in Tables II - IV.
TABLE III: Random Gaussian matrix
method Time ℓ2 RE ℓ∞ AE ℓ2 dRE ℓ∞ dAE
PDASC-l1(MDP) 3.02 4.66e-6 3.32e-2 4.66e-6 3.32e-2
PDASC-l1(BIC) 4.53 1.53e-5 6.23e-2 1.26e-5 5.47e-2
GPSR-bb 6.37 1.83e-5 8.74e-2 1.81e-5 6.95e-2
SpaRSA 10.2 1.55e-5 6.62e-2 1.35e-5 5.49e-2
FPC 25.4 3.52e-5 9.24e-2 1.96e-5 9.17e-2
FPC-AS 6.19 1.83e-5 7.74e-2 1.59e-5 6.86e-2
n = 4096, p = 16384, T = 256, Dyna=1e4, σ = 1e− 2.
TABLE IV: partial DCT matrix
method Time ℓ2 RE ℓ∞ AE ℓ2 dRE ℓ∞ dAE
PDASC-l1(MDP) 1.56 6.54e-4 0.08 6.54e-4 0.08
PDASC-l1(BIC) 1.02 2.04e-3 0.13 1.94e-3 0.11
GPSR-bb 0.87 2.10e-3 0.14 2.04e-3 0.11
SpaRSA 1.14 2.01e-3 0.13 1.95e-3 0.11
FPC 0.76 2.17e-3 0.15 2.19e-3 0.12
FPC-AS 0.68 2.05e-3 0.12 1.60e-3 0.10
n = 16384, p = 65536,T = 1024, Dyna=1e2, σ = 1e− 2.
In Table II - IV, PDASC with MDP (the noise level is
supposed to known) or BIC are compared with other four
algorithms. The first two columns are method and CPU time
(in seconds), and last four columns are errors of the solutions.
Columns three and four are standard relatively ℓ2 error and
absolute ℓ∞ error. The last two columns are the ℓ2 and ℓ∞
after a debias postprocess. It is observed that Algorithm 2
is very competitive to other state-of-art algorithms in both
accuracy and CPU time. However, the regularization parameter
is not necessarily known in advance for PDASC which may
make PDASC a good candidate for for large scale real data. If
the sensing matrix is random Bernoulli or random Gaussian,
PDASC with MDP is fastest, and when Ψ is partial DCT
matrix PDASC with MDP is a bit slower. This fact is due
to that we apply different solvers for the linear system in step
6 of Algorithm 1, i.e., Cholesky factorization for previous two
cases (the explicit form of ΨtΨ is needed) and CG for the last
case, respectively.
Next group of numerical examples reconstruct a one di-
mensional signal and a benchmark MRI image. Both of them
are compressible under a Haar wavelet basis. Therefor, the
observation data can be chosen as the wavelet coefficients
sampled by the product of a partial FFT matrix and inverse
Haar wavelet transform. Similarly one needs a regularization
TABLE V: One dimensional signal
method CPU time PSNR
PDASC-l1 0.50 54
GPSR-bb 0.62 54
SpaRSA 0.70 54
FPC 0.42 54
FPC-AS 0.70 54
n = 665, p = 1024, T = 247, σ=1e-4, λˆ=7.42e-4.
parameter for other state-of-the-art algorithms. Same as before,
we first run Algorithm 2 with BIC to get a regularization
parameter λˆ, and use it for other ℓ1 solvers. In these two
examples we assume the noise level is not known (this is
the case for most real data) and we use PDASC with BIC
to compare with other solver by CPU time and PSNR value.
The stopping rule for other algorithms are the same as before.
The results are reported in Table V, VI and Figure 1, 2.
Original Signal PDASC−l1, PSNR = 54 GPSR−bb, PSNR = 54
SpaRSA, PSNR = 54 FPC, PSNR = 54 FPC−AS,PSNR = 54
Fig. 1: Reconstruction signal and their PSNR values
TABLE VI: Two dimensional imagine
method CPU time PSNR
PDASC-l1 0.52 66
GPSR-bb 0.76 65
SpaRSA 0.86 66
FPC 0.92 65
FPC-AS 1.75 66
n = 2133, p = 4096, T = 792, σ=1e-4, λˆ=5.35e-4.
For the one dimensional signal, the sampling matrix Ψ
with size 665 × 1024 is the compound of a partial FFT and
a inverse wavelet transform, and the signal under wavelet
transformation has 247 nonzero entries. The sampling matrix
Ψ for two dimensional MRI imagine is the compound of
a partial FFT and an inverse wavelet transform with size
2133×4096. The image under wavelet transformation has 792
nonzero entries. The numerical results also demonstrate that
the proposed PDASC is very competitive in terms of efficiency
and accuracy, but without a priori knowledge of regularization
parameter.
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Original Image PDASC−l1, PSNR = 66 GPSR−bb, PSNR = 65
SpaRSA, PSNR = 66 FPC, PSNR = 65 FPC−AS,PSNR = 66
Fig. 2: Reconstruction Phantom images and their PSNR values
IV. CONCLUSION
A primal dual active set with continuation algorithm to-
gether with suitable regularization parameter choice rules has
been proposed to solve ℓ1-regularized least squares problem.
We derived the local one step convergence of PDAS and
established the global convergence of PDASC. Numerical
experiments verified the algorithm PDASC is very competitive
to the state-of-art ℓ1 solvers both in accuracy and efficiency.
There are several questions deserving further study. First, if
the sensing matrix is implicit given (such as partial DCT
matrix) an iterative solver is needed in each Newton step.
A proper stopping rule for this inner iteration is important
and remains unclear. Second, BIC is very promising data
driven regularization parameters selection rule, but its efficient
implementation is still challenging. Last, adaptation of the
algorithm to more complicated scenarios, such as severely ill-
posed inverse problems, is also of immense practical interest.
APPENDIX A
PROOF OF THEOREM 1
Proof: Let x∗ ∈ Rp be a minimizer of (4), then by (7)
we have
0 ∈ Ψt(Ψx∗ − y) + λ∂‖ · ‖1(x∗). (25)
Therefore, there exists d∗ ∈ λ∂‖ · ‖1(x∗) such that 0 =
Ψt(Ψx∗ − y) + d∗. Now (8) and (9) imply,
d∗ ∈ λ∂‖·‖1(x∗)⇔ x∗ = Proxλ‖·‖1 (x∗+d∗) = Tλ(x∗+d∗).
Conversely, suppose (11) and (12) hold. By (8) and (11),
we obtain that d∗ ∈ λ‖ · ‖1(x∗). Substitute to (11) we have
0 ∈ Ψt(Ψx∗ − y) + λ‖ · ‖1(x∗). By Fermat’s rule (7), we
conclude that x∗ is a minimizer of (4).
APPENDIX B
PROOF OF THEOREM 2
Proof: Let J∗ = {i : |x∗i + d∗i | 6= λ}, and
θ = min
i∈J∗
||x∗i + d∗i | − λ| > 0.
We assume that the initial guess (x0, d0) is close to (x∗, d∗)
in the sense ‖x∗ − x0‖∞ + ‖d∗ − d0‖∞ ≤ θ.
Like A±∗ and A±1 in (13) and (19), we denote by A˜+∗ = {i :
x∗i +d
∗
i ≥ λ}, A˜−∗ = {i : x∗i +d∗i ≤ −λ}, and A˜∗ = A˜+∗ ∪A˜−∗ .
For any i = 1, ..., p, there holds
|(x0i + d0i )− (x∗i + d∗i )| ≤ ‖x∗ − x0‖∞ + ‖d∗ − d0‖∞ ≤ θ.
This relation with definition of θ implies that
x∗i + d
∗
i ≷ ±λ⇒ x0i + d0i ≷ ±λ,
|x∗i + d∗i | < λ⇒ |x0i + d0i | < λ,
and hence A±∗ ⊆ A±1 ⊆ A˜±∗ . From the definition of A˜±∗ , we
notice that d∗|A˜±∗ = ±λ. Combining it with (21) yields
d∗|A˜±∗ = ±λ⇒ d∗|A±1 = ±λ = d
1|A±
1
.
Using (11), (22), and the relation Ψx∗ = ΨA1x∗A1 , we deduce
ΨtA1ΨA1x
∗
A1
+ d∗A1 = Ψ
t
A1
y = ΨtA1ΨA1x
1
A1
+ d1A1 ,
which implies that ΨtA1ΨA1(x
∗
A1
−x1A1) = 0. Since ΨA˜∗ has a
full column rank, ΨtA1ΨA1 is invertible and thus x
∗
A1
= x1A1 .
By x∗I1 = 0I1 = x
1
I1
, we conclude the desired result x1 = x∗.
APPENDIX C
PROOF OF THEOREM 3
We first recall some standard estimates for RIP constants
[41]. Let A,B be disjoint subsets of {1, 2, ..., p}, then
‖ΨtAΨAxA‖ T (1∓ δ|A|)‖xA‖,
‖(ΨtAΨA)−1xA‖ T
1
1∓ δ|A|
‖xA‖,
‖ΨtAΨB‖ ≤ δ|A|+|B|,
‖Ψ+Ay‖ ≤
1√
1− δ|A|
‖y‖.
Now we give a few more preliminary estimates. Let A ⊂
A†, I = Ac and B = A†\A, and consider one step iteration:

xI = 0I , |dA| = λ1A,
xA = (Ψ
t
AΨA)
−1(ΨtAy − dA),
dI = Ψ
t
I(y −ΨAxA).
Upon noting y = ΨA†x
†
A†
and A† = A ∪B, we deduce
xA = (Ψ
t
AΨA)
−1(ΨtA(ΨAx
†
A +ΨBx
†
B)− dA),
and hence
‖xA + dA − x†A‖ ≤ ‖(ΨtAΨA)−1ΨtAΨBx†B‖
+ ‖(I − (ΨtAΨA)−1)dA‖
≤ δ1−δ‖x†B‖+ δ1−δ‖dA‖.
In view of the relation
di = Ψ
t
i(y −ΨAxA)
= Ψti(ΨA(x
†
A − xA − dA) + ΨAdA +ΨBx†B),
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for any i ∈ I† we have
|di| ≤ δ(‖x†B‖+ ‖dA‖+ ‖x†A − xA − dA‖)
≤ δ1−δ‖x†B‖+ δ1−δ‖dA‖.
Let iA ∈ argmax
i∈I
|x†i |. Clearly iA ∈ B, and hence
|diA | ≥ |x†iA | − δ(‖x†B‖+ ‖dA‖+ ‖x†A − xA − dA‖)
≥ |x†iA | − δ1−δ ‖x†B‖ − δ1−δ‖dA‖.
By the trivial estimates ‖xB‖ ≤
√|B||x†iA |, ‖dA‖ =
√|A|λ,
and the implication δ ≤ 1
4
√
T+1
⇒ δ
√
T
1−δ ≤ 14 , we deduce
‖xA + dA − x†A‖ ≤ 14 |x†iA |+ 14λ, (26)
|diA | ≥ 34 |x†iA | − 14λ, (27)
|di| ≤ 14 |x†iA |+ 14λ, ∀i ∈ I†. (28)
Further, for any given λ > 0 and m > 0, we define the set
Jλ,m = {i : |x†i | ≥ mλ}. (29)
The proof of Theorem 3 is based on the following claim
for one iteration of Algorithm 1.
Claim 1: Let m = 2 or 3.
a. If Jλ,2 ⊆ Ak ⊆ A†, then Jλ,2 ⊆ Ak+1 ⊆ A†.
b. If Jλ,3 ⊆ Ak ⊆ A†, we have either Jλ,2 ⊆ Ak or
max{|x†i | : i ∈ Ik} > max{|x†i | : i ∈ Ik+1}.
Proof: By the assumption Jλ,m ⊆ Ak ⊆ A†, we have |x†iAk | <
mλ. Combining estimates (26)-(28) yields for m = 2, 3
|xki + dki | ≥ 34 |x†i | − 14λ ≥ 3m−14 λ > λ, ∀i ∈ Jλ,m,
|di| ≤ 14 |x†iAk |+
1
4λ <
m+1
4 λ < λ, ∀i ∈ I†,
which implies that Jλ,m ⊆ Ak+1 ⊆ A†. Now we assume
Jλ,3 ⊆ Ak ⊆ A† and Jλ,2 * Ak. Then for any iAk in
Jλ,2\Jλ,3, |x†iAk | ∈ [2λ, 3λ). Consider any i ∈ Ak such that
|x†i | ≥ |x†iAk |, we have
|xki + dki | ≥ 34 |x†i | − 14λ > λ⇒ i ∈ Ak+1.
For any iAk , we also have
|diAk | ≥ 34 |x
†
iAk
| − 14λ > λ⇒ iAk ∈ Ak+1.
Therefore max{|x†i | : i ∈ Ik} > max{|x†i | : i ∈ Ik+1}.
Now we state the proof of Theorem 3.
Proof: For any given λs, let Algorithm 1 take ks-steps to
stop and denote the active set during the PDAS iteration (cf.
Algorithm 1) by Ak,s for k ≤ ks, and
A⋄,s = {i : |xksi + dksi | > λs}.
By construction (cf. Algorithm 2), we have (xks , dks) =
(x(λs), d(λs)), and it is the initial guess for λs+1-problem.
We shall prove Ak,s ⊆ A† by mathematical induction and
hence also the well-posedness of the algorithm. To this end,
we need the following claim:
Claim 2: For any s ≥ 0, we have Jλs,3 ⊆ A1,s ⊆ A† and
Jλs,2 ⊆ A⋄,s ⊆ A†.
Step 1. For any s ≥ 0, if Jλs,3 ⊆ A1,s ⊆ A†, then by Claim 1,
we have Jλs,3 ⊆ Ak,s ⊆ A† for any k ≤ ks. When Algorithm
1 stops, it is either A±ks,s = A
±
ks+1,s
or ks = J ≥ T . By Claim
1, in both cases, we have Jλs,2 ⊆ A⋄,s ⊆ A†.
Step 2. Consider the case s = 1. Upon noting λ0 >
‖Ψty‖∞, there holds Jλ1,3 = ∅. To see this, we let |x†i | =
maxj=1,...,p |x†j |, then
|Ψtiy| ≥ |x†i |−δ
√
T |x†i | ≥ 34 |x†i | ⇒ |x†i | < 3λ1 ⇒ Jλ1,3 = ∅.
By mathematical induction, noting the relations λs+1 = 23λs
and Jλs,2 = Jλs+1,3, we conclude Claim 2.
For sufficient large s s.t. λ0ρs < 13 mini∈A† |x†i |, then
Jλs,3 = A
† and hence Algorithm 1 converges in one step
and the support of x(λs) is A†. The last assertion follows
x† − x(λs)A† = (ΨtA†ΨA†)−1d(λs)A†
and ‖d(λs)A†‖∞ = λs.
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