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Abstract
A graph G is called collapsible if for every even subset R ⊆ V (G),
there is a spanning connected subgraph H of G such that R is the
set of vertices of odd degree in H . A graph is the reduction of G
if it is obtained from G by contracting all the nontrivial collapsible
subgraphs. A graph is reduced if it has no nontrivial collapsible
subgraphs. In this paper, we first prove a few results on the properties
of reduced graphs. As an application, for 3-edge-connected graphs G
of order n with d(u) + d(v) ≥ 2(n/p − 1) for any uv ∈ E(G) where
p > 0 are given, we show how such graphs change if they have no
spanning Eulerian subgraphs when p is increased from p = 1 to 10
then to 15.
1. Introduction
We shall use the notation of Bondy and Murty [4], except when other-
wise stated. Graphs considered in this paper are finite and loopless, but
multiple edges are allowed. The graph of order 2 and size 2 is called a
2-cycle and denoted by C2. As in [4], κ
′(G) and dG(v) (or d(v)) denote
the edge-connectivity of G and the degree of a vertex v in G, respectively.
The size of a maximum matching in G is denoted by α′(G). A connected
graph G is Eulerian if the degree of each vertex in G is even. An Eulerian
subgraph H of G is called a spanning Eulerian subgraph if V (G) = V (H)
and is called a dominating Eulerian subgraph if E(G−V (H)) = ∅. A graph
is supereulerian if it contains a spanning Eulerian subgraph. The family of
supereulerian graphs is denoted by SL.
∗Email: chen@butler.edu
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2Let O(G) be the set of vertices of odd degree in G. A graph G is
collapsible if for every even subset R ⊆ V (G), there is a spanning connected
subgraphHR ofG with O(HR) = R. K3,3−e andKn (n ≥ 3) are collapsible
[6]. K1 is regarded as collapsible and supereulerian, and having κ
′(K1) =
∞. The family of collapsible graphs is denoted by CL . Thus, CL ⊂ SL.
Throughout this paper, we use P for the Petersen graph and use P14
and P16 for the graphs defined in Figure 1.1.
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Figure 1.1
Like the study of many NP-complete problems in graph theory, various
degree conditions for the existence of spanning and dominating Eulerian
subgraphs in graphs have been derived (e.g, see [1, 5, 6, 8, 14, 15, 23, 22, 25]).
For a graph G, we define
δ(G) = min{d(v) |v ∈ V (G)};
σ2(G) = min{d(u) + d(v) |uv 6∈ E(G)};
σt(G) = min{Σti=1d(vi) | {v1, v2, · · · , vt} is independent in G (t ≥ 2)};
δF (G) = min{max{d(u), d(v)} | ∀u, v ∈ V (G) with dist(u, v) = 2};
σ2(G) = min{d(u) + d(v) | for every edge uv ∈ E(G)};
δL(G) = min{max{dG(u), dG(v)}| for every edge uv ∈ E(G)}.
These are all the degree parameters we know that have been studied
by many for problems on spanning and dominating Eulerian subgraphs in
graphs. In the following, we let
Ω(G) = {δ(G), σ2(G), σt(G), δF (G), σ2(G), δL(G)}.
A powerful tool to work on spanning and dominating Eulerian subgraphs
is Catlin’s reduction method [6]. This reduction method has been applied to
solve problems in Hamiltonian cycles in claw-free graphs [21], hamiltonian
line graphs, a certain type of double cycle cover [9] and the total interval
number of a graph [10], and others [11].
Catlin’s reduction method
For X ⊆ E(G), the contraction G/X is the graph obtained from G by
identifying the two ends of each edge e ∈ X and deleting the resulting
loops. If H is a subgraph of G, then we write G/H for G/E(H) and use
vH for the vertex in G/H to which H is contracted. A contraction G/H is
called a trivial contraction if H = K1.
3Catlin [6] showed that every graph G has a unique collection of pairwise
disjoint maximal collapsible subgraphs H1, H2, · · ·, Hc such that V (G) =
∪ci=1V (Hi). The contraction of G obtained from G by contracting each Hi
into a single vertex vi (1 ≤ i ≤ c) is called the reduction of G and denoted
by G′. For a vertex v ∈ V (G′), there is a unique maximal collapsible
subgraph in G, denoted by H(v), such that v is the contraction image of
H(v). We call H(v) the preimage of v. A graph G is reduced if G = G′. By
the definition of contraction, we have κ′(G′) ≥ κ′(G). If the reduction of a
graph GA is a graph GB, we said that graph GA can be reduced to graph
GB.
The main theorem of Catlin’s reduction method is the following:
Theorem A (Catlin [6]). Let G be a graph, and let G′ be the reduction
of G. Let H be a collapsible subgraph of G. Then each of the following
holds:
(a) G ∈ CL if and only if G/H ∈ CL. In particular, G ∈ CL if and only if
G′ = K1.
(b) G ∈ SL if and only if G/H ∈ SL. In particular, G ∈ SL if and only if
G′ ∈ SL.
With Theorem A, we can see that to determine if a graph is supereu-
lerian can be reduced to a problem of the reduction of the graph. For
instance, by combining the prior results in [8, 14, 15, 19] and the results
proved recently in [17, 18], we have:
Theorem B. Let G be a 3-edge-connected graph of order n. Let p > 1
and  be given numbers. Let D(G) ∈ Ω(G). If D(G) ≥ np − , then when n
is large, either G ∈ SL or G′ has order at most cp where c is a constant.
To be more specific, let D(G) = δF (G), we have
Theorem C (W. Chen and Z. Chen [17]). Let G be a 3-edge-connected
graph of order n with girth g ∈ {3, 4}. Let G′ be the reduction of G. If
δF (G) >
n
(g−2)p
−  where p ≥ 2 and  > 0 are fixed and n is large, then
either G ∈ SL or G′ 6= K1 has order at most 5(p− 2).
For D(G) = σ2(G), we have
Theorem D (Chen and Lai [14, 19]). Let p > 0 be an integer. Let G be a
3-edge-connected simple graph of order n. Let G′ be the reduction of G. If
n ≥ 12p(p − 1) and σ2(G) ≥
2n
p − 2, then either G ∈ SL or G
′ 6= K1 with
α′(G′) ≤ p/2 and |V (G′)| ≤ 3p/2− 4. 2
With Theorems B, C and D, the problem to determine if a graph G with
D(G) ≥ n
p
−  is in SL can be reduced to the problem of a finite number of
reduced graphs. The main challenge to solve such problems become solving
the problems of reduced graphs.
4In this paper, we first prove some results on the properties and structures
of reduced graphs. Then as an application, we prove a result on σ2(G) ≥
2n
p − 2 conditions for 3-edge-connected graphs. Combining prior results on
σ2(G) conditions, it reveals how such graphs are change from supereulerian
to graphs that can be reduced to the Petersen graph and then to graphs
that can be reduced to P14 when p is increased from 1 to 10 then to 15.
2. Prior theorems on Catlin’s reduction and pi-reduction methods
For a graph G, let F (G) be the minimum number of extra edges that
must be added to G, to obtain a spanning supergraph having two edge-
disjoint spanning trees.
Theorem E. Let G be a connected reduced graph. Then each of the
following holds:
(a) [6] G is simple and K3-free with δ(G) ≤ 3. Any subgraph H of G is
reduced.
(b) [7] F (G) = 2|V (G)| − |E(G)| − 2.
(c) [12] If F (G) ≤ 2, then G ∈ {K1, K2, K2,t(t ≥ 1)}.
(d) [19] If δ(G) ≥ 3, then α′(G) ≥ (|V (G)|+ 4)/3.
For a graph G, define Di(G) = {v ∈ V (G) | d(v) = i}.
Theorem F (Chen [13, 16]). Let G be a connected simple graph of order
n with δ(G) ≥ 2. Let G′ be the reduction of G. Then each of the following
holds:
(a) [13] If n ≤ 7, δ(G) ≥ 2 and |D2(G)| ≤ 2, then G is not reduced and
G′ ∈ {K1, K2}.
(b) [16] If κ′(G) ≥ 3 and n ≤ 14, then either G ∈ SL or G′ ∈ {P, P14}.
(c) [16] If κ′(G) ≥ 3, n = 15, G 6∈ SL and G′ 6∈ {P, P14}, then G = G′
has girth at least 5 and V (G) = D3(G) ∪ D4(G) where D4(G) is an
independent set with |D4(G)| = 3.
Catlin’s pi-reduction method [7]: Let G be a graph containing an in-
duced 4-cycle uvzwu and let E = {uv, vz, zw, wu}. Denote by G/pi the
graph obtained from G−E by identifying u and z to form a vertex x, and
by identifying v and w to form a vertex y, and by adding an edge epi = xy.
The way to obtain G/pi from G is called pi-reduction method (Catlin [7]).
Theorem G (Catlin [7]). Let G be a connected graph and let G/pi be the
graph defined above, then each of the following holds:
(a) If G/pi ∈ CL, then G ∈ CL;
(b) If G/pi ∈ SL then G ∈ SL. 2
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Let Φ(v, t) be the graph obtained fromK1,t with center at v by replacing
each edge in K1,t by a C2. Thus, Φ(v, t) is a graph formed by t C2s with
all the edges incident with v and |V (Φ(v, t))| = t+1 and |E(Φ(v, t))| = 2t.
(See Φ(x, 3) in Figure 2.2).
Lemma 2.1. Let G be a connected reduced graph with δ(G) ≥ 3. Let
H = uvzwu be a 4-cycle in G. Let G/pi be the graph defined by pi-reduction
on G with epi = xy. Then G/pi has at most two nontrivial collapsible
subgraphs. Furthermore, ifH0 is a nontrivial maximal collapsible subgraph
of G/pi, then |V (H0) ∩ {x, y}| = 1 and either H0 = Φ(v, t) for some t ≥ 1
(v ∈ {x, y}) and 2|V (H0)|−|E(H0)| = 2, or 3 ≤ 2|V (H0)|−|E(H0)|. Hence,
2 ≤ 2|V (H0)| − |E(H0)|.
Proof. Since G is reduced with δ(G) ≥ 3, by Theorem A and Theorem G,
G 6= K1 and (G/pi)′ 6= K1. If G/pi is not reduced, let H0 be a nontrivial
maximal collapsible subgraph of G/pi. If V (H0) ∩ {x, y} = ∅, then H0
is a nontrivial collapsible subgraph of G, contrary to that G is reduced.
If {x, y} ⊆ V (H0), then by Theorem G, G[E(H) ∪ {uv, vz, zw, wu}] is
a nontrivial collapsible subgraph of G, a contradiction again. Thus, any
nontrivial maximal collapsible subgraph of G/pi must contain one and only
one vertex in {x, y}.
We may assume x ∈ V (H0). Then G has a subgraph H1 with V (H1) =
(V (H0)− {x}) ∪ {u, z} and E(H1) = E(H0). If H0 6= Φ(x, t) (t ≥ 1), then
H1 6= K2,t. SinceH0 is nontrivial,H1 6= K2. By Theorem E(c), F (H1) ≥ 3.
Then
3 ≤ F (H1) = 2|V (H1)| − |E(H1)| − 2
= 2(|V (H0)|+ 1)− |E(H0)| − 2 = 2|V (H0)| − |E(H0)|.
Lemma 2.1 is proved. 2
3. Properties of Catlin’s reduced graphs
Catlin had the following conjectures on reduced graphs:
Conjecture A (Conjecture 4 of [9]). A 3-edge-connected nontrivial re-
duced graph G with F (G) = 3 must be the Petersen graph P .
6Conjecture B ([10]). A 3-edge-connected simple graph G of order at most
17 is either in SL or its reduction is in {P, P14, P16}. Thus, either G ∈ SL
or G can be contracted to P .
Theorem F(b) indicates that these conjectures are valid for graphs with
at most 14 vertices. In this section, we prove some results on certain struc-
ture properties of reduced graphs that are related to these conjectures and
that will be needed in section 4.
For convenience, for a connected graph G, we define
f(G) = 2|V (G)| − |E(G)| − 2.
By Theorem E(b), if G is reduced, then F (G) = f(G).
Theorem 3.1. Let G be a connected reduced graph with F (G) = 3 and
δ(G) ≥ 3. If G 6∈ SL, then G has no 4-cycles.
Proof. By way of contradiction, suppose that G has a 4-cycle H0 = uvzwu.
Using pi-reduction method, we have G/pi from G with epi = xy and
|V (G/pi)| = |V (G)| − 2 and |E(G/pi)| = |E(G)| − 3. (1)
By Theorem G and the definition of G/pi, since G 6∈ SL with δ(G) ≥ 3,
G/pi 6∈ SL with δ(G/pi) ≥ 3. By (1) and F (G) = 3,
f(G/pi) = 2|V (G/pi)| − |E(G/pi)| − 2
= 2(|V (G)| − 2)− (|E(G)| − 3)− 2
= 2|V (G)| − |E(G)| − 2− 1 = F (G)− 1 = 2. (2)
If G/pi is reduced, then by Theorem E(b) and (2), F (G/pi) = f(G/pi) =
2. By Theorem E(c), G/pi ∈ {K1, K2, K2,t}, contrary to δ(G/pi) ≥ 3. Thus,
G/pi is not reduced.
By Lemma 2.1, we may assume G/pi has a maximal collapsible subgraph
Hx with x ∈ V (Hx). By Lemma 2.1,
2 ≤ 2|V (Hx)| − |E(Hx)|. (3)
Let Gx = (G/pi)/Hx. Since G/pi 6∈ SL, by Theorem A, Gx 6= K1. Let vx be
the vertex in Gx obtained from G/pi by contracting Hx. Since δ(G/pi) ≥ 3,
all the vertices in Gx have degree at least 3 except vx as the result of
contracting Hx = C2. By (2) and (3),
f(Gx) = 2|V (Gx)| − |E(Gx)| − 2
= 2(|V (G/pi)| − |V (Hx)|+ 1) − (|E(G/pi)| − |E(Hx)|)− 2
= f(G/pi) + 2− (2|V (Hx)| − |E(Hx)|) ≤ f(G/pi) = 2.
7If Gx is reduced, then by Theorem E(c) Gx ∈ {K1, K2, K2,t}, contrary to
that all the vertices in Gx except at most one vertex have degree at least
3. Then Gx cannot be reduced.
Let Hy be the another nontrivial maximal collapsible subgraph of G/pi.
By Lemma 2.1, G/pi has at most two nontrivial maximal collapsible sub-
graphs. Then Gxy = Gx/Hy = ((G/pi)/Hx)/Hy is reduced. Similar to
the way of finding f(Gx) ≤ 2, we have f(Gxy) ≤ f(Gx) ≤ 2 and so
F (Gxy) = f(Gxy) ≤ 2. By Theorem E(c), Gxy ∈ {K1, K2, K2,t} (t ≥ 1).
If Gxy = K1, then by Theorem A, G/pi ∈ CL ⊆ SL, contrary to G/pi 6∈
SL.
If Gxy = K2, then G has two subgraphs H1 and H2 such that {u, z} ⊆
V (H1) and E(H1) = E(Hx) and V (H1) = (V (Hx) − {x}) ∪ {u, z}, and
{v, w} ⊆ V (H2) and E(H2) = E(Hy) and V (H2) = (V (Hy)−{y})∪{v, w}.
Therefore, |E(G)| = |E(H1)|+ |E(H2)|+ |E(H0)| = |E(H1)|+ |E(H2)|+4
and |V (G)| = |V (H1)|+ |V (H2)|. Then
F (H1) + F (H2) = (2|V (H1)| − |E(H1)| − 2) + (2|V (H2)| − |E(H2)| − 2)
= 2(|V (H1)|+ |V (H2)|)− (|E(H1)|+ |E(H2)|+ 4)
= (2|V (G)| − |E(G)| − 2) + 2 = F (G) + 2 = 5.
We may assume F (H1) ≤ 2. Since H1 is reduced, by Theorem E(c), H1 ∈
{K1, K2, K2,t}. Since Hx is a nontrivial maximal collapsible subgraph in
G/pi and G is reduced, H1 6∈ {K1, K2}. Hence H1 = K2,t. Then H1 has
a degree two vertex v0 6∈ {u, z}. Then dH(v0) = dG(v0) = 2, contrary to
δ(G) ≥ 3. Thus, Gxy = K2 is impossible.
If Gxy = K2,t, then since δ(G/pi) ≥ 3 and K2,t (t ≥ 1) has at least
3 vertices with degree less than 3, G/pi has at least 3 nontrivial maximal
collapsible subgraphs, a contradiction. Theorem 3.1 is proved. 2
Lemma 3.2. Let G be a connected reduced graph of order n. Let H be a
spanning bipartite subgraph of G with bipartition {X, Y } where |Y | ≥ |X|
and dH(v) ≥ 3 for any v ∈ Y . If |X| ≤
n+5
3 , then G = H and F (G) = 3.
Proof. Since |Y | ≥ |X| and dH(v) ≥ 3 for any v ∈ Y , |E(H)| ≥ 3|Y | and
|X| ≥ 3. Hence H 6∈ {K1, K2, K2,t} and so G 6∈ {K1, K2, K2,t} (t ≥ 1) . By
Theorem E(c), F (G) ≥ 3. Since E(H), E(G[X]) and E(G[Y ]) are pairwise
disjoint subsets of E(G),
|E(G)| ≥ |E(H)|+ |E(G[X])|+ |E(G[Y ])|
≥ 3|Y |+ |E(G[X])|+ |E(G[Y ])|. (4)
By Theorem E(b), (4), |Y | ≤ n− |X| and |X| ≤ n+5
3
,
3 ≤ F (G) = 2|V (G)| − |E(G)| − 2
≤ 2(|X|+ |Y |)− 3|Y | − (|E(G[X])|+ |E(G[Y ])|)− 2
8= 3|X| − n− 2− (|E(G[X])|+ |E(G[Y ])|)
≤ 3(
n+ 5
3
)− n− 2− (|E(G[X])|+ |E(G[Y ])|)
= 3− (|E(G[X])|+ |E(G[Y ])|).
Thus, |E(G[X])| + |E(G[Y ])| = 0 and so G = H and F (G) = 3. Lemma
3.2 is proved. 2
Several properties on reduced bipartite graphs are given in the following.
Theorem 3.3. Let G be a 3-edge-connected reduced graph. Let H be a
connected reduced bipartite graph with bipartition {X, Y } where |X| ≤ 7,
|Y | ≥ |X| and dH(v) ≥ 3 for any v ∈ Y .
(a) If |Y | ≥ |X|, then either H has a 4-cycle with a vertex of degree at
least 4 in X or |Y | = |X| and H ∈ SL.
(b) If |Y | = |X| and |X| ≤ 6, then H has a 4-cycle.
(c) If G has such a bipartite graph H as a spanning subgraph, then
G ∈ SL.
Proof. (a) If |Y | > |X|, then since H is a bipartite graph and dH(v) ≥ 3 for
any v ∈ Y , there is at least one vertex (say x) inX such that dH(x) ≥ 4. Let
NH(x) = {y1, y2, y3, y4, · · ·}. Since H is a bipartite graph, ∪4i=1NH(yi) ⊆
X. Since |NH(yi)| ≥ 3 (1 ≤ i ≤ 4) and |X| ≤ 7, there are at least
two vertices (say y1 and y2) in {y1, y2, y3, y4} such that (NH(y1) − {x}) ∩
(NH(y2)−{x}) 6= ∅. Let x1 be a vertex in (NH(y1)−{x})∩(NH(y2)−{x}).
Then xy1x1y2x is a 4-cycle in H with dH(x) ≥ 4. Theorem 3.3(a) is proved
for this case.
Next, we consider the case |Y | = |X|.
We may assume H 6∈ SL. Since |X| ≤ 7, |V (H)| = |X|+ |Y | ≤ 14.
If δ(H) ≤ 2, then similar to the argument above, H has a 4-cycle with
the stated properties. We are done if δ(H) ≤ 2. Thus, in the following we
assume δ(H) ≥ 3.
If κ′(H) ≥ 3, then by Theorem F(b), either H ∈ SL, contrary to H 6∈
SL, or H ∈ {P, P14}, contrary to that H is a bipartite graph. Thus κ′(H) ≤
2.
Let E1 be a minimum edge-cut of H with |E1| ≤ 2. Let H1 and H2 be
the two components of H − E1 and |V (H1)| ≤ |V (H2)|. Since δ(H) ≥ 3
and |V (H)| ≤ 14, no matter whether |E1| = 1 or 2, we have δ(H1) ≥ 2 with
|D2(H1)| ≤ 2 and 1 < |V (H1)| ≤ 7. By Theorem F(a), H1 is not reduced,
contrary to that H is reduced. Theorem 3.3(a) is proved.
(b). If δ(H) ≤ 2, then similar to the argument above, H has a 4-cycle with
a vertex of degree at least 4 in X. We are done for this case.
9If δ(H) ≥ 3, then let x0 be a vertex in X. Let y1, y2 and y3 be
three distinct vertices in N(x0). Since H is a connected bipartite graph,
∪3i=1(NH(yi) − {x0}) ⊆ X − {x0} and so | ∪
3
i=1 (NH(yi) − {x0})| ≤ |X| −
1 = 5. Since dH(yi) ≥ 3 (1 ≤ i ≤ 3), |NH(yi) − {x0}| ≥ 2. Thus,∑3
i=1 |NH(yi)−{x0})| ≥ 6 > 5 ≥ | ∪
3
i=1 (NH(yi)−{x0})|. Hence, there are
some i, j ∈ {1, 2, 3} (i 6= j) such that (NH(yi)−{x0})∩(NH(yj)−{x0}) 6= ∅,
and so H has a 4-cycle. Theorem 3.3(b) is proved.
(c). Suppose G 6∈ SL. Let n = |V (G)|. If n ≥ 16, then n+53 ≥ 7 ≥ |X| and
|Y | ≥ 9 > |X|. By Lemma 3.2, G = H and F (G) = 3. By Theorem 3.1, G
has no 4-cycles. But by (a) above, G has a 4-cycle, a contradiction. Thus
G ∈ SL if n ≥ 16.
If n ≤ 14, then since κ′(G) ≥ 3 and G 6∈ SL, by Theorem F(b), G ∈
{P, P14}. However, P and P14 have no spanning bipartite subgraphs with
the stated properties. This is impossible.
If n = 15, then by Theorem F(c), G has girth at least 5. Since |X| ≤ 7,
|Y | ≥ 8 > |X|. By (a) again, G has a 4-cycle, a contradiction. Theorem
3.3(c) is proved. 2
Using Theorems 3.1 and 3.3, we prove the following result, Theorem
3.4, for the size of maximum matchings in reduced graphs, which is an im-
provement of a result in [20].
Let q(G) denote the number of odd components of G.
Theorem H (Berge [2], Tutte [24]). Let G be a graph of order n. Then
α′(G) = (n− t)/2, where t = maxS⊂V (G){q(G− S) − |S|}. 2
Theorem 3.4. Let G be a 3-edge-connected reduced graph of order n and
G 6∈ SL. If n ≤ 17, then α′(G) ≥ (n− 1)/2.
Proof. By Theorem F(b), if n ≤ 14, then G ∈ {P, P14} and so G has a
perfect matching. We are done for n ≤ 14. Thus, we may assume n ≥ 15.
Let t be the integer defined in Theorem H. By way of contradiction,
suppose t ≥ 2. Let S ⊂ V (G) be chosen such that t = q(G − S) − |S|. Let
m = q(G − S) and let G1, G2, · · ·, Gm be the odd components of G − S.
We may assume that
|V (G1)| ≤ |V (G2)| ≤ · · · ≤ |V (Gm)|.
For each odd integer i, let Ri be the collection of components of G− S
consisting of exactly i vertices, and let ri = |Ri|. Let Si = ∪H∈RiV (H).
Then |Si| = iri (i = 1, 3, · · ·). For each component H of G − S, let ∂(H)
be the set of edges in which every edge incident with at least one vertex in
V (H). Then
n ≥ |S|+ Σmi=1|V (Gi)| = |S|+ r1 + 3r3 + 5r5 + · · · ; (5)
10
m = |S|+ t = q(G− S) = r1 + r3 + r5 + · · · . (6)
We have
n ≥ |S|+ (r1 + r3 + r5 + · · ·) + (2r3 + 4r5 + · · ·);
n ≥ |S|+m+ 2(r3 + 2r5 + · · ·) = 2|S|+ t+ 2(r3 + 2r5 + · · ·). (7)
By (7), t ≥ 2 and n ≤ 17, 2|S| ≤ 17− t ≤ 15 and so |S| ≤ 7. Further-
more, if |S| = 7, then by (7) again, 2(r3 + 2r5 + · · ·) = n − 2|S| − t ≤ 1
and so ri = 0 (i = 3, 5, · · ·). Thus, V (G) = S ∪ S1. Since n ≥ 15,
|S1| = r1 = n− |S| ≥ 8 > |S|.
Let H be the bipartite graph induced by the edges between S and S1.
Since δ(G) ≥ 3 and each vertex v in S1 is only adjacent to the vertices in S,
dH(v) ≥ 3 for any v ∈ S1. Therefore, G has a spanning bipartite subgraph
H with the properties stated in Theorem 3.3. By Theorem 3.3(c), G ∈ SL,
a contradiction.
In the following, we assume that |S| ≤ 6.
Case 1. r1 + r3 = 0.
Let i ≥ 5 be the smallest integer such that ri 6= 0. Then by (5),
m = |S|+ t and t ≥ 2,
n ≥ |S|+ im ≥ |S|+ 5m = 6|S|+ 5t ≥ 6|S|+ 10.
Therefore, since n ≤ 17, |S| ≤ n−106 ≤
7
6 and so |S| = 1 and i = 5.
Hence, |V (G1)| = 5. Let H = G[S ∪ V (G1)]. Since G is reduced, H
is reduced. Since |S| = 1 and G is 3-edge-connected, H is a graph with
|V (H)| = |V (G1)| + |S| = 6 and δ(H) ≥ 3. By Theorem F(a), H is not
reduced, a contradiction. Case 1 is proved.
Case 2. r1 + r3 6= 0.
Since G is K3-free and δ(G) ≥ 3,
|∂(H0)| ≥ 3 for each H0 ∈ R1; and |∂(H1)| ≥ 7 for each H1 ∈ R3. (8)
Let G0 = G[S0∪S1∪S3] where S0 is the largest subset of S such that G0
is connected. Then |S0| ≤ |S| and E(G0) = ∪H∈R1∪R2E(G[V (H) ∪ S0]).
By Theorem E(a), G0 is a reduced graph with
|V (G0)| = |S0|+ |S1|+ |S3| = |S0|+ r1 + 3r3. (9)
Since for any two H1, H2 ∈ R1 ∪ R3 with H1 6= H2, ∂(H1) ∩ ∂(H2) = ∅,
|E(G0)| = ΣH∈R1∪R2 |∂(H)|+ |E(G[S0])|. By (8)
|E(G0)| ≥ 3r1 + 7r3. (10)
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Claim 1. G0 6∈ {K1, K2, K2,s} (s ≥ 1).
Since each vertex v ∈ S1 is only adjacent to the vertices in S and each
vertex v ∈ S3 is only adjacent to vertices in S ∪ S3, and since δ(G) ≥ 3,
dH(v) = d(v) ≥ 3 for any v ∈ S1∪S3, and so |S| ≥ 3. Thus G0 6∈ {K1, K2}.
Next we will show G0 6= K2,s.
Suppose that G0 = K2,s (s ≥ 1). Then G0 has at most two vertices of
degree greater than 2. Thus r3 = |S3| = 0 and r1 = |S1| ≤ 2. By (5), (6),
t ≥ 2 and m = |S| + t,
n ≥ |S|+ r1 + 5(m− r1) = |S|+ 5m− 4r1 = 6|S|+ 5t− 4r1 ≥ 6|S|+ 2.
Since n ≤ 17, 6|S| ≤ n− 2 ≤ 15. Thus, |S| ≤ 2, contrary to |S| ≥ 3. Claim
1 is proved.
Since G0 6∈ {K1, K2, K2,s} (s ≥ 1), by Theorem E(c), F (G0) ≥ 3. By
Theorem E(b), |E(G0)| ≤ 2|V (G0)| − 5. By (9) and (10),
3r1 + 7r3 ≤ |E(G0)| ≤ 2|V (G0)| − 5 = 2(|S0|+ r1 + 3r3)− 5,
r1 + r3 ≤ 2|S0| − 5 ≤ 2|S| − 5. (11)
By (5), (6), (11), n ≤ 17 and t ≥ 2,
n ≥ |S|+ r1 + 3r3 + 5(m− r1 − r3) ≥ 6|S|+ 5t− 2(r1 + r3) − 2r1;
2r1 ≥ 6|S|+ 5t− 2(r1 + r3)− n ≥ 6|S| − 2(r1 + r3)− 7.
2r1 ≥ 6|S| − 2(2|S| − 5)− 7 = 2|S|+ 3
Therefore, r1 ≥ |S|+ 2. By (11) and |S| ≤ 6,
|S|+ 2 + r3 ≤ r1 + r3 ≤ 2|S| − 5;
r3 ≤ |S| − 7 ≤ −1,
contrary to r3 ≥ 0. Theorem 3.4 is proved. 2
4. Degree condition of adjacent vertices for supereulerian graphs
With the theorems on the properties of reduced graphs proved in section
3, we are able to prove a new result for 3-edge-connected graph G that
satisfies σ2(G) ≥
2n
p
− 2.
Different from the study on Ore-type degree sum conditions of non-
adjacent vertices for hamiltonian graphs, Brualdi and Shaney [5] studied
degree-sum conditions of adjacent vertices to obtain a result on Hamiltonian
line graphs.
Theorem I (Brualdi [5]). Let G be a graph of order n ≥ 4. If for any edge
uv ∈ E(G), σ2(G) ≥ n, then G contains a dominating Eulerian subgraph,
hence L(G) is hamiltonian.
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Since then, many results had been found on the degree-sum conditions
of adjacent vertices for spanning and dominating Eulerian subgraphs of
graphs (see [1, 14, 19, 23, 25]). The following was proved by Veldman [25].
Theorem J (Veldman [25]). Let G be a 2-edge-connected simple graph of
order n. If for any uv ∈ E(G), σ2(G) >
2n
5
−2, then for n sufficiently large,
L(G) is Hamiltonian.
For 3-edge-connected graphs, the degree-sum condition in Theorem J
can be lower.
Theorem K (Chen and Lai [19] and Veldman [25]). Let G be a 3-edge-
connected simple graph of order n. If n is large and σ2(G) ≥
n
5
− 2, then
either G ∈ SL or n = 10s (s > 0) and G′ = P with the preimage of each
vertex in P is a Ks or Ks − e for some e ∈ E(Ks).
Here we show how such graphs change when p is increased to 15.
Theorem 4.1. Let G be a 3-edge-connected simple graph of order n. If n
is sufficiently large and
σ2(G) > 2(
n
15
− 1), (12)
then either G ∈ SL or G′ ∈ {P, P14}. Furthermore, if σ2(G) ≥ 2(
n
14−1) and
G′ = P14, then n = 14s and each vertex in P14 is obtained by contracting
a Ks or Ks − e for some e ∈ E(Ks).
We prove the following lemma first:
Lemma 4.2. Let G be a 3-edge-connected graph of order n with σ2(G) ≥
2n
p − 2, where p is a given positive number. Let G
′ be the reduction of G.
Let v be a vertex in G′ and H(v) be the preimage of v. Then when n is
large, each of the following holds:
(a) If |V (H(v))| = 1, then for any x ∈ NG′(v), |V (H(x))| ≥ σ2(G) + 1 −
dG′(v) − dG′(x).
(b) If |V (H(v))| > 1, then |V (H(v))| ≥ σ2(G)
2
+ 1.
Proof. For a vertex y ∈ V (G), let i(y) be the number of edges inG′ incident
with y in G. If y ∈ V (H(v)) where H(v) is the preimage of v ∈ V (G′),
then
dG(y) ≤ i(y) + |V (H(v))| − 1. (13)
By Theorem D, |V (G′)| ≤ 3p− 4. Then
∆(G′) ≤ |V (G′)| − 1 ≤ 3p− 5. (14)
(a) Since |V (H(v))| = 1, v is a trivial contraction. Then dG′(v) = dG(v).
For any x ∈ NG′(v), there is a vertex x0 in G such that e = xy = x0v.
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Then dG(x0) ≤ dG′(x) + |V (H(x))| − 1. Since dG(v) + dG(x0) ≥ σ2(G),
σ2(G) ≤ dG(v) + dG(x0) ≤ dG′(v) + dG′(x) + |V (H(x))| − 1.
Lemma 4.2(a) is proved.
(b). Since |V (H(v))| > 1, E(H(v)) 6= ∅. Let xy be an edge in E(H(v)).
There are at most dG′(v) number of edges in E(G
′) incident with x and y
and so i(x)+i(y) ≤ dG′(v) ≤ ∆(G′). Since dG(x)+dG(y) ≥ σ2(G) ≥
2n
p
−2,
by (13) and (14),
σ2(G) ≤ dG(x) + dG(y)
≤ (i(x) + |V (H(v))| − 1) + (i(y) + |V (H(v))| − 1);
σ2(G) ≤ i(x) + i(y) + 2|V (H(v))| − 2; (15)
2n
p
− (3p− 5) ≤ σ2(G)− (i(x) + i(y)) + 2 ≤ |V (H(v))|.
Since p is a fixed, when n is large ( say n > p(3p−5)), H(v) has an edge xy
such that i(x) = i(y) = 0. Thus, by (15), |V (H(v))| ≥ σ2(G)2 + 1. Lemma
4.2(b) is proved. 2
Proof of Theorem 4.1. Suppose that G 6∈ SL. Let G′ be the reduction
of G. By Theorem A, G′ 6∈ SL. Since κ′(G) ≥ 3, κ′(G′) ≥ 3. By Theorem
D with p = 15, α′(G′) ≤ 15/2 and so α′(G′) ≤ 7. By Theorem E(d),
|V (G′)| ≤ 3α′(G′)−4 = 17. Thus, by Theorem 3.4, α′(G) ≥ (|V (G′)|−1)/2
and so |V (G′)| ≤ 15. If |V (G′)| ≤ 14, then by Theorem F(b) and G′ 6∈ SL,
G′ ∈ {P, P14}. We are done for this case.
Next, we show that |V (G′)| = 15 is impossible.
If |V (G′)| = 15, then by Theorem F(c), G′ has girth at least 5 and
V (G′) = D3(G
′) ∪D4(G′) where D4(G′) is an independent set. Hence, for
any xy ∈ V (G′),
dG′(x) + dG′(y) ≤ 7. (16)
Let Y0 = {v ∈ V (G′) | |V (H(v))| = 1}. Let X = ∪v∈Y0NG′ (v). Let
Z = V (G′)−X − Y0.
For each v ∈ Z, |V (H(v))| > 1. By Lemma 4.2(b) and σ2(G) > 2(
n
15
−
1),
|V (H(v))| ≥
σ2(G)
2
+ 1 >
n
15
. (17)
For any x ∈ X, by Lemma 4.2(a), (16) and (12), |V (H(x))| ≥ σ2(G) +
1− 7 > 2n
15
− 8. Since ∪x∈XV (H(x)) ⊆ V (G),
n = |V (G)| ≥ Σx∈X |V (H(x))| ≥ |X|(
2n
15
− 8). (18)
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Thus, when n is large, |X| ≤ 7.
Case 1. |Z| ≤ 1. Let Y = Y0 ∪ Z. Note that if |Z| = 1, then by
the definitions of Z the vertex in Z is only adjacent to vertices in X.
Thus, the edges between X and Y forms a spanning bipartite subgraph
Ha of G such that dHa(v) = d(v) ≥ 3 for any v ∈ Y . Since |X| ≤ 7 and
|X| + |Y | = |V (Ha)| = |V (G′)| = 15, |X| < |Y |. Thus, Ha is a bipartite
graph with the properties stated in Theorem 3.3(a), and so Ha has 4-cycle,
contrary to that G′ has girth at least 5. Case 1 is proved.
Case 2. |Z| ≥ 2. Then |X|+ |Y0| ≤ 13. Let Hb be the bipartite subgraph
formed by the edges between X and Y0. Since κ
′(G′) ≥ 3, dHb(v) = d(v) ≥
3 for any v ∈ Y0. Since V (G) = ∪x∈XV (H(x)) ∪ Y0 ∪v∈Z V (H(v)) and
|Z| = 15− (|X|+ |Y0|), by (17) and (18)
n = |V (G)| ≥ |X|(
2n
15
− 8) + |Y0|+ |Z|
n
15
(19)
= |X|
2n
15
− 8|X|+ |Y0|+ (15− |X| − |Y0|)
n
15
≥ n+
|X| − |Y0|
15
− 8|X|+ |Y0|.
Therefore, when n is large, |X| ≤ |Y0|. Since |X| + |Y0| ≤ 13, 6 ≥ |X|.
Hb is a bipartite graph with the properties stated in Theorem 3.3. By
Theorem 3.3(a) and (b), Hb has a 4-cycle, a contradiction. This shows that
|V (G′)| = 15 is impossible.
Next, we assume that σ2(G) ≥
2n
14
− 2 and G′ = P14.
Claim 1. Y0 = ∅.
Suppose Y0 6= ∅. Then X 6= ∅. By Lemma 4.2, for each v ∈ Z,
|V (H(v))| ≥ n14 , and for each x ∈ X, |V (H(x))| ≥
2n
14 − 7. Replacing
n
15 by
n
14 and replacing |X|(
2n
15 −8) by |X|(
2n
14 −7) and using |Z| = 14−|X|− |Y0|
in (19), we have |X| ≤ |Y0| when n is sufficiently large.
LetHb be the bipartite subgraph defined in Case 2 above. Since dHb(v) ≥
3 for any v ∈ Y0, |X| ≥ 3. Since |Y0| ≥ |X| and G′ has no K3,3, |Y0| ≥ 4.
By Lemma 4.2(a), Y0 is an independent set. However, by observation on
P14, |X| = | ∪v∈Y0 NG′(v)| ≥ 7 for any independent set Y0 with |Y0| ≥ 4.
P14 has no such bipartite subgraph Hb. Claim 1 is proved.
Therefore, Z = V (P14). Then by |V (H(v))| ≥
n
14
for each v ∈ Z,
n = |V (G)| = Σv∈Z |V (H(v))| ≥ |Z|
n
14
= n. (20)
Thus the equality of (20) holds and so |V (H(v))| = n
14
for any v ∈ V (P14).
Let s = |V (H(v))| = n14 . Since for any uv ∈ E(G), d(u) + d(v) ≥ σ2(G) ≥
REFERENCES 15
2n
14 − 2, H(v) is either Ks or Ks− e for some e ∈ E(Ks). (See Gb in Figure
4.1(b) for such a graph). 2
Remark: From Theorem 4.1 and Theorem K, we can see that for a 3-edge-
connected graph G of order n with σ2(G) ≥
2n
p − 2, the structures of G
change when p is increased:
(a) if σ2(G) >
2n
10 − 2 then G ∈ SL;
(b) if σ2(G) ≥
2n
10 −2 then G ∈ SL or G = Ga as shown in Figure 4.1(a)
where n = 10s and each circle is a Ks or a Ks − e;
(c) if σ2(G) >
2n
14 − 2, then G ∈ SL or G
′ = P ;
(d) if σ2(G) ≥
2n
14
− 2, then G ∈ SL or G′ = P or G = Gb as shown in
Figure 4.1(b) where n = 14s and each circle is a Ks or Ks − e;
(e) if σ2(G) >
2n
15 − 2, then G ∈ SL or G
′ ∈ {P, P14}.
GraphsGa and Gb in Figure 4.1 are the extremal graphs with the bound-
ary value on p = 10 and 14 for σ2(G) ≥
2n
p −2, while Gc is the next possible
extremal graph for p = 16.
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(a) σ(Ga) = 2n
10
− 2 (b) σ(Gb) = 2n14 − 2 (c) σ(G) =
2n
16
− 2
Figure 4.1
Let G be the graph of order n defined in Figure 4.1(c) in which each
circle is a Kn/16. Then σ2(G) ≥ 2(
n
16 − 1) and G
′ = P16. Thus, (12) in
Theorem 4.1 cannot be replaced by σ2(G) ≥
2n
16 − 2. But if Conjecture B
is true, then we can have σ2(G) ≥
2n
16 − 2 for (12) with the conclusion that
either G ∈ SL or G′ ∈ {P, P14, P16} and when G′ = P16, G = Gc.
As we can see that P14 and P16 can be contracted to P by contracting
a subgraph to a vertex in P . If we relax the conclusion of Theorem 4.1
from “the reduction of G is in {P, P14}” to “G can be contracted to P ”,
the degree condition (12) may be lower. It was conjectured in [20] that for
any 3-edge-connected graph G of order n if σ2(G) > n/9− 2, then when n
is large either G ∈ SL or G can be contracted to P .
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