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Abstract
We consider a dilute lattice obtained from the usual Z3 lattice by removing independently
each of its columns with probability 1 − ρ. In the remaining dilute lattice independent
Bernoulli bond percolation with parameter p is performed. Let ρ 7→ pc(ρ) be the critical
curve which divides the subcritical and supercritical phases. We study the behavior of this
curve near the disconnection threshold ρc = psitec (Z2) and prove that, uniformly over ρ it
remains strictly below 1/2 (the critical point for bond percolation on the square lattice Z2).
Keywords: Percolation, random media, columnar disorder, phase transition, strict inequali-
ties.
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1 Introduction
1.1 Definition of the model and statement of the result
The role played by disorder on the behavior of statistical mechanics models or interacting particle
systems has been the subject of research in probability and mathematical physics for over 50
years. In this context, an important question is to understand how dilution of the underlying
lattice affects the critical point or the nature of the phase transition for ferromagnetic spin models
[15, 11, 12, 2] or percolation models [28, 4, 9]. Also, since the pioneering work of McCoy and Wu
[26] on the two-dimensional Ising model with random impurities, much attention was drawn to
the study of such models when defined on environments that present lower-dimensional disorder
[6, 24, 10] (see Section 1.2 for a discussion on this topic).
Motivated by this general type of questions, we study a percolation model on the cubic lattice
Z3 that was introduced in [14]. It is defined in two steps: First vertical columns of sites of Z3
are selected independently with probability 1 − ρ and all the sites lying in these columns are
removed along with the edges incident to them. In the sequel the bonds connecting neighboring
sites in the remaining dilute lattice are declared open or closed independently with probability
p and 1− p, respectively.
Before we state our main result, let us introduce the model mathematically. Denote by E(Z3)
the set of edges of the Z3-lattice. A bond percolation configuration is an element ω ∈ {0, 1}E(Z3).
Fixed such a configuration, the edge e is said to be open if ω(e) = 1 and closed if ω(e) = 0.
Any configuration ω can be identified to the subgraph of Z3 that comprises only the open edges.
Maximal connected components of this subgraph are called (open) clusters.
We regard the square lattice Z2 as a sublattice of Z3 that is, we identify Z2 to Z2 × {0}. An
element Λ ∈ {0, 1}Z2 is called an environment and we also identify it to the set {v ∈ Z2 : Λ(v) =
1
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1}. Given such an environment Λ and a vertex v ∈ Z2, we say that the column {v} × Z ⊂ Z3
is occupied if Λ(v) = 1 and vacant otherwise. For each Λ ∈ {0, 1}Z2 let Λ × Z be the subgraph
of Z3 whose sites belong to occupied columns (with edges connecting any pair of such sites that
are nearest neighbors). Let νρ be the probability measure on {0, 1}Z2 under which {Λ(x)}x∈Z2
are independent Bernoulli random variables with parameter ρ and let ρc be the critical point for
Bernoulli site percolation on Z2 so that, for ρ ∈ (ρc, 1) there exists a unique infinite connected
component C(Λ) ⊂ Λ, νρ-a.s. (see [17] for a comprehensive account on percolation).
Fixed Λ ∈ {0, 1}Z2 , we denote by PΛp the probability measure on {0, 1}E(Z
3) under which
{ω(e)}e∈E(Λ×Z) are independent Bernoulli random variables with mean p and ω(e) = 0 for every
edge e belonging to E(Z3) \E(Λ× Z). Thus PΛp is the law of bond percolation on the dilute Z3
lattice in the presence of quenched columnar disorder Λ. The corresponding annealed measure
on {0, 1}E(Z3) is
Pρp(·) :=
∫
{0,1}Z2
PΛp (·)dνρ(Λ).
Notice that this model exhibits infinite-range dependencies under the annealed law. In fact, the
state of far away vertical bonds in the same column do not decorrelate with their distance.
Given Λ, let pc(Λ) = inf
{
p ∈ [0, 1] : PΛp (o belongs to an infinite cluster) > 0
}
be the critical
percolation threshold for the quenched law PΛp . Similarly, we define pc(ρ) the critical threshold for
the annealed law Pρp. Standard ergodicity arguments can be employed to show that pc(ρ) = pc(Λ),
νρ-a.s. Let us briefly list some immediate properties fulfilled by ρ 7→ pc(ρ):
1. By standard coupling argument pc(ρ) is non-increasing. For every ρ ≤ ρc we have pc(ρ) = 1
since νρ-almost all Λ consists of a countable union of finite disjoint clusters so that Λ×Z is
a countable union of disjoint graphs extending infinitely in a single direction. Furthermore,
pc(1) equals the critical threshold for Bernoulli bond percolation on Z3.
2. For every ρ > ρc, pc(ρ) ≤ 12 . In fact, νρ-almost all Λ contains an infinite path. The subset
of Λ × Z which projects orthogonally to such a path resembles a cramped infinite sheet.
It is indeed isomorphic to Z+ × Z whose critical point equals 1/2, [18, 23]. In particular,
lim
ρ→ρc+
pc(ρ) ≤ 1/2 and the curve is discontinuous at ρc.
Figure 2 shows the graph of ρ 7→ pc(ρ) obtained numerically in [14]. As we decrease ρ in the
interval (ρc, 1] the (random) subgraph C(Λ) × Z becomes thinner so that pc(ρ) increases. The
bound limρ7→ρc+ pc(ρ) ≤ 1/2 is not sharp: As one approaches ρc from above, the values of pc(ρ)
fall strictly under 1/2 uniformly in ρ. A rigorous proof of this fact is the main contribution of
the present article.
Theorem 1. There exists δ > 0 such that for every ρ ∈ (ρc, 1), pc(ρ) ≤ 12 − δ.
Phase transition for bond percolation on site-diluted graphs was studied by Chayes and
Schonmann [9] under the name of mixed percolation. They allow for much more general un-
derlying graph G (requiring that it be infinite, connected, with bounded degree and non-trivial
critical points for Bernoulli percolation ρsitec (G) < 1). However, differently from us, they consider
i.i.d. disorder, that is, the sites in the underlying graph G are removed independently from one
another with a given probability 1− ρ. Using differential inequalities techniques inspired by [4]
they show that the critical curve is strictly decreasing and Lipschitz-continuous on the interval
[ρsitec (G), 1]. Moreover, it satisfies pc(ρsitec (G)) = 1 implying that the curve is continuous in the
whole interval [0, 1].
In our setting, Figure 1 suggests strongly that, apart from the continuity at ρc = ρsitec (Z2),
the results obtained in [9] should also hold. Note, however that the curve fails to be continuous
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Figure 1: This graph was reproduced from [14] and shows critical curve ρ 7→ pc(ρ).
at ρc which is the disconnection threshold for the dilute lattice. It is not very hard to show
continuity on the other edge of the curve, that is at ρ = 1. We present a sketch of the argument
in Section 4.
The fact that we can only obtain results on the extremes of the interval [ρc, 1] is due to
the lack of good tools to deal with strict monotonicity when the disorder presents long-range
dependencies. In particular, the method of Aizenman and Grimmett [4] seems to be hard to apply
in this context, since part of their arguments requires that one performs local modifications.
In our case, however, the application of such methods is hidden in the use of the so-called
brochette percolation [10] as we will explain with more details below. In fact this result is based
on a quantitative control of the prefactors appearing in the differential inequalities and require
some knowledge of near-critical percolation in 2-dimensions. For this reason we are currently
unable to prove similar results for higher dimensions. For instance, if we remove 2-d planes
independently from the Z4, is it the case that the critical curve remains always below pbondc (Z3)?
We close this section with a brief summary of the proof of Theorem 1. It has two main inputs:
A classical block argument and an enhancement-type argument which are presented in Sections
2 and 3 respectively. Below we summarize these strategies.
Fix ρ > ρc. The first input consists of constructing an infinite sequence of crossing events
taking place inside an infinite set of overlapping boxes in Z2. The side length of these boxes are
chosen, depending on ρ, in such a way as to guarantee that they are all crossed simultaneously
with positive probability. On the event that these crossings occur, we carefully pick one of them
in each box in such a way that the box is split into two regions, being one of them unexplored.
Moreover, one can concatenate the crossings in order to obtain an infinite occupied path in
Z2. The subgraph of Z3 that projects orthogonally to this infinite path is isomorphic to Z+ × Z
so the critical point for Bernoulli bond percolation restricted to it equals 1/2. The idea now is to
attach to this set a structure that will enhance the percolation process on it. Perhaps the most
interesting point in our argument is how to have this accomplished uniformly on ρ > ρc. For
that we use the so called brochette-percolation [10] as we explain below.
The key idea is that, as one follows the infinite path, the environment on the left-hand side is
always fresh. This allows us to attach to the path an infinite sequence of evenly spaced threads
of length one having one endpoint whose state is unexplored. Thus the states of the tip of these
threads dominate an i.i.d. sequence of Bernoulli random variables with positive mean, uniformly
bounded away from zero.
As their states are revealed, the path will become decorated with a sequence of randomly
placed threads whose endpoints are occupied. The edges that project to these threads will serve
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to enhance the percolation on the cramped sheet. However, since their positions are random, the
Aizenman and Grimmett enhancement-type arguments do not apply directly. In order to show
that the decorated cramped sheet is strictly better for percolation than a simple cramped sheet
we use a mild modified of the so-called brochette percolation studied in [10] (see Section 3.1).
1.2 Motivation and related models
As mentioned above, this work was partially motivated by the general question on how the
introduction of impurities or defects along straight lines or affine hyperplanes shifts the critical
point or modifies important features of the phase transition in percolation models.
Since the work of McCoy and Wu [26], who studied the effect of the presence of random
impurities on the phase transition for the two-dimensional Ising model, this type of question has
been posed in a number of different contexts including percolation [4, 10, 14, 21, 33], oriented
percolation [24] and the Ising model [6, 7]. Also similar questions appear for the contact process
in random environments [5, 25, 29] since, when representing time as an extra dimension, the
presence of spacial disorder manifests along a straight vertical line.
As mentioned before, the percolation model that we study in the present paper was introduced
in [14]. Part of the interest in studying this model comes from the fact that, like in the so-called
Bernoulli line percolation [22, 19, 31, 13], it presents power-law decay of connectivity for some
range of the parameters covering parts of the subcritical phase and the whole supercritical phase.
While power-law decay of connectivity is also exhibited in other percolation models that
feature long-range correlations along the coordinate directions (e.g. Winkler’s percolation [32]
and corner percolation [30]) the model we studied here and the Bernoulli line percolation model
exhibit a transition from exponential to power-law decay occurs within the subcritical phase.
Perhaps this is one of the most interesting features of these models since it indicates that the
transition from the disconnected to the connected phase may not be as sharp as the one presented
in ordinary Bernoulli percolation [1, 27]. It is worth to mention that such a behavior is not
expected to be found in models where the dependencies decay sufficiently fast with the distance.
Other models of percolation on dilute lattice were considered before. As discussed in Section
1.1 in [9] the authors consider the case where site dilution is performed in an i.i.d. fashion. In [21]
Hoffman studies the phase transition for a the square lattice where both vertical and horizontal
edges are removed independently. In this case, even to prove the existence of a non-trivial phase
transition is a hard question. See also, [20] for a model where edges are removed in a more
general way but only along one direction.
We finish this section commenting on a percolation model named brochette percolation stud-
ied in [10]. It is defined as follows: Starting from critical bond percolation on Z2 where no
infinite cluster exist [18], vertical columns are selected independently with a certain density and
the probability of opening the edges that lie on these columns is slightly increased while this
probability is kept critical everywhere else. Regardless of how small the enhancement is, it leads
to the existence of an infinite cluster. More than that, for any fixed enhancement strength, even
if one discounts a suitable positive amount on the probability of opening the edges that do not
belong to the enhanced columns, the newly created infinite cluster still survives. Not only it is
related to the model we study here, since it presents infinite-range dependencies along vertical
lines, but, as explained above, it will also be crucial for our arguments (see Section 3.1).
1.3 Notation
In this section we introduce some of the notation that will be used throughout the rest of the
paper and revisit in a precise way some of the notation already introduced in Section 1.1.
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For a finite set A, |A| denotes its cardinality. A subset A ⊂ Z is said 2-spaced if for every
pair i 6= j in A, one has |i− j| ≥ 2. We write [n] := {1, . . . , n} ⊂ Z and [n]0 := {0, . . . , n}.
Let G = (V (G), E(G)) be a graph, where V (G) and E(G) are, respectively, the set of vertices
and set of edges of G. We will often abuse notation and write simply G when referring to V (G).
We write x ∼ y if {x, y} ∈ E(G). For A ⊂ G, we set ∂A := {x ∈ G \A : x ∼ y for some y ∈ A}.
For the sake of simplicity, we write ∂v = ∂{v}.
A path γ in A ⊂ G is a sequence of vertices (v0, . . . , vn) with vi ∼ vi+1, vi ∈ A and vi 6= vj
whenever i 6= j. Paths in A will be often regarded as subsets of G. The length of a path γ is
denoted |γ| and its boundary is denoted by ∂γ. The for the path γ = (v0, . . . , vn), the vertices
v0 and vn are called the extremes of γ. We will denote Γ the set of all the paths in Z2. A subset
of a path γ ∈ Γ that is still a path is called a subpath of γ. A path γ ∈ Γ is said minimal when
its only subpath that has the same extremes as γ is itself.
We will mainly consider G = Z2 or G = Z3, where for d ∈ {2, 3}, Zd = (V (Zd), E(Zd)) is the
d-dimensional integer lattice. It will be convenient to regard these lattices naturally embedded
in Rd. Recall that we also consider the Z2-lattice embedded in Z3 by identifying it to Z2 × {0}.
An edge e ∈ E(Z3) is called a vertical edge if it projects to a single site in Z2 otherwise it is
called a horizontal edge. We write o in order to refer to the origin of Rd.
We will be interested in studying random elements Ξ ∈ {0, 1}Z+ , Λ ∈ {0, 1}Z2 and ω ∈
{0, 1}E(Z3) where the configuration spaces are equipped with the corresponding canonical σ-field
generated by the cylinders set. A site percolation on Z2 is a probability measure on {0, 1}Z2 ,
for instance, νρ as defined in Section 1.1. A bond percolation on Z3 is a probability measure on
{0, 1}E(Z3), for instance, PΛ and Pρp as defined in Section 1.1. For a fixed ω ∈ {0, 1}E(Z
3) (resp.
{0, 1}Z2 , seen as a subgraph of Z3 (resp. a subset of Z2) we write o↔∞ if the origin lies in an
infinite connected component of ω (resp. of Λ). For a fixed Λ ∈ {0, 1}Z2 , called environment, we
say that a path γ = (v0, . . . , vn) in Z2 is occupied if all of its vertices vi are occupied (that is,
Λ(vi) = 1 for all i).
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2 Block argument
In this section we present the block argument leading to the construction of an infinite path
decorated with open threads as mentioned in Section 1.1. We start by defining the region of Z2
where we will attempt to find such a path.
Let e1 = (1, 0) ∈ R2 and θpi/2 be the rotation by pi/2 about the origin in R2. For some
integer L = L(ρ) > 1, that will be chosen latter, consider the sequence of rectangles Ri defined
recursively as follows (see Figure 2):
(i) w1 := (0, 0) and R1 := ([0, 4L]× [0, L]) ∩ Z2,
(ii) wn+1 := wn + 2n+1L · θn−1pi/2 (e1) and Rn+1 := wn+1 + 2n · θnpi/2(R1).
We also define bn = [wn, wn+1] where [u, v] denotes the line segment between u, v ∈ R2, that
is, [u, v] = {tv + (1− t)u ∈ R2; t ∈ [0, 1]}. The concatenation of the segments b1, b2, . . . form the
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R1
R2
R3
R4
(0, 0) b1
b2
b3
b4
Figure 2: The sequence of overlapping rectangles Ri. Their bottom sides bi are represented by
the thick segments whose concatenation form the broken line spiral.
infinite broken-line spiral as shown in Figure 2. The points wi are the ones at which this spiral
breaks. Notice that the rectangle Ri overlap with Ri−1 and Ri+1. The union of all the rectangles
Ri forms a spiral region inside which we will attempt to find an infinite minimal occupied path
decorated with occupied threads.
It will be convenient to assign different reference frames to the successive rectangles Ri so
that bi is called the bottom side of Ri. That is, the bottom side of each rectangle is defined to
be its outermost side as seem from the center of the spiral. Once the bottom side of Ri is fixed,
we naturally define its right, top and left sides following the order of appearance as we travel
along its the boundary counterclockwise. Note that for i = 1, 5, 9, . . . the orientation coincides
with the natural one so that the notion of right side ri coincides with the one in Section 1.3. For
i = n (mod 4) the orientation of the bottom side is rotated by (n − 1)pi/2 with respect to the
original one. With this convention, denote ri the right side of Ri.
We say that a path γ crosses Ri in the hard (resp. easy) direction if γ is contained in Ri and
one of its extremes belong to the right (resp. top) side of Ri and the other belongs to the left
(resp. bottom) side of Ri.
Let us now assume ρ > ρc and fix the value of L = L(ρ) used in the definition of the rectangles
Ri above. A straightforward adaptation of Lemma 4.12 in [3] or Lemma 2.3 in [8] guarantees
the existence of an integer L = L(ρ) such that for every i ∈ Z+
νρ
(
Ri is crossed in the hard direction
) ≥ 1− 1
2i+1
,
and therefore
νρ
( ⋂
i∈Z+
{
Ri is crossed in the hard direction
}) ≥ 1
2
. (1)
Suppose that a path γ in Z2 contains a subpath that crosses Ri in the easy direction and
that ∂γ ∩ ri = ∅. We set lγ := ∂γ ∩ Ri which does not need to be connected in the sense of Z2
but nevertheless, it spans Ri in the easy direction (see Figure 3 for an illustration of lγ). Let
Γ(Ri, γ) be the set of all minimal paths γ′ contained in Ri, such that |γ′ ∩ lγ | = 1 and that has
one extreme in lγ and the other in ri. Define {lγ Ri←→ ri} the event that lγ and ri are connected
in Ri, i.e. the event that Γ(Ri, γ) contains at least one occupied path. Given Λ ∈ {lγ Ri←→ ri},
denote by LRi,γ the lowest occupied minimal path in Γ(Ri, γ). For γ′ ∈ Γ(Ri, γ), denote by
D(Ri, γ, γ′) the region of Ri located below γ′ and to the right of lγ including γ′ (see Figure 3).
Note that, for all γ′ ∈ Γ(Ri, γ), the event {LRi,γ = γ′} is measurable with respect to the state
of the vertices in D(Ri, γ, γ′).
6
bi
γ
γ′
lγ
Ri
Ri−1
ri
D(Ri, γ, γ′)
Figure 3: The bottom and right sides of Ri are represented as thick segments labeled bi and
ri, respectively. The path γ has a subpath that crosses Ri in the easy way. The set lγ , whose
vertices are represented by ◦, belong to does not intersect the right ri. The path γ′ crosses Ri
from lγ to ri. The light gray colored region corresponds to D(Ri, γ, γ′).
We are ready to construct the relevant crossing events to be used in our block argument. Let
γ0 = {−1} × [0, L] and assume that {lγ0 R1←→ r1} occurs (note that lγ0 = {0} × [0, L], the left
side of R1). We can extract LR1,γ0 the lowest minimal occupied path connecting lγ0 to r1. Now,
once we condition on LR1,γ0 = γ1 and since such a path γ1 necessarily has a subpath that crosses
R2 in the easy direction without intersecting r2, we can consider the event {lγ1 R2←→ r2}. On
this event we can extract the lowest minimal occupied path LR2,γ1 . We continue progressively:
Conditional on {LRi,γi−1 = γi} and {lγi
Ri+1←→ ri+1} we denote LRi+1,γi the lowest minimal
occupied path inside Ri+1 crossing from lγi to ri+1.
We say that a sequence of paths {γi}i∈[k] in Γ is allowed if γi ∈ Γ(Ri, γi−1) for all i ∈ [k].
For each k we set
∆k :=
⋃
{γi}i∈[k] allowed
{
LRi,γi−1 = γi for every i ∈ [k]
}
(2)
where the union is disjoint. Since the k first elements in an allowed sequence {γi}i∈[k+1] still
form an allowed sequence, we have ∆k+1 ⊂ ∆k.
Moreover, ⋂
1≤i≤k
{
Ri is crossed in the hard direction
} ⊂ ∆k,
which, in view of (1) implies
νρ
( ⋂
k∈Z+
∆k
)
≥ 1
2
. (3)
The procedure is summarized in the following lemma. Recall that Γ denotes the set of all
paths in Z2. Let Fk = σ(Λ(v) : v ∈ ∪kj=1Rj) be the σ-field generated by the random element Λ
restricted to the first k rectangles so that (Fk)k∈Z+ defines a filtration. Notice that the sequence
{∆k}k∈Z+ is adapted, that is ∆k ∈ Fk for every k.
Lemma 2. For every ρ > ρc there exists an integer L = L(ρ) > 0 such that, the corresponding
adapted sequence of crossing events {∆k}k∈Z+ defined in (2) satisfies
(i) νρ(∩k∆k) ≥ 12 .
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yFigure 4: We illustrate part of the path γ = Φk. The grey shaded area represents Dk. The
black-filled dots are the sites vi for i ∈ Bγ . The sites in Hγ are represented as ◦ and their states
are independent of the event {Φk = γ}. They can neighbor up to 4 sites in γ, as for example,
the site y illustrated in the picture.
(ii) There for every k, there exists a function Φk : ∆k → Γ, such that, for every Λ ∈ ∆k Φk(Λ)
is an occupied minimal path having one extreme in ∂γ0 and the other in rk (the right side
of the k-th rectangle in the spiral, Rk).
(iii) For every path γ = (v0, . . . , vn) ∈ Φk(∆k), there is a 2-spaced set Bγ ⊂ [n]0 and a set
Hγ ⊂ ∂γ such that for every i ∈ [n]0 \ Bγ , ∂vi ∩ Hγ 6= ∅. Moreover, σ(Λ(v) : v ∈ Hγ), is
independent of {Φk = γ}.
Before we prove Lemma 2 let us clarify its statement. On the event ∆k, the function Φk
selects a minimal occupied path γ with one extreme in ∂γ0 and the other in rk by concatenating
the crossings in successive rectangles. For each vertex y ∈ Hγ , there exists vi ∈ γ such that
y ∈ ∂vi \ ∪ki=1D(Ri, γi−1, γi). We think of y as being an endpoint of a thread of length one that
will be attached to vi. Vertices of γ which are not attached to any thread are indexed by the
set Bγ . The fact that Bγ is 2-spaced implies that, for each pair of consecutive vertices in γ, at
least one of these vertices has a thread attached. Finally, the νρ-state of the vertices y ∈ Hγ , is
independent of the event that γ was the path selected.
Proof of Lemma 2. Item (i) is just (3).
Fix Λ ∈ ∆k, and let {γi}i∈[k] be the unique allowed sequence such that LRi,γi−1 = γi for
every i ∈ [k] and let ui := γi ∩ ∂γi−1 be the extreme γi that also lie in lγi−1 .
Now we define Φk(Λ) as being the path that starts at u1, goes along γ1 until hitting a neighbor
of u2, then follows along γ2 until hitting a neighbor of the u3 and so on until the last step when it
starts at uk−1 and follows along γk until hitting rk. It is clear that Φk(Λ) is an occupied minimal
path contained in ∪ki=1Rk and that it has one extreme on ∂γ0 and the other on rk.
Also, Φk(Λ) divides ∪ki=1Ri into two regions being
Dk(Λ) ⊂ ∪ki=1D(Ri, γi, γi−1)
the one located between Φk(Λ) and the outermost part of the spiral. Moreover, {Φk = γ} is
measurable with respect to σ(Λ(v) : v ∈ Dk).
Now for some Λ ∈ ∆k let Φk(Λ) = γ = (v0, . . . , vn) and define
Bγ := {i ∈ [n]0 : ∂vi ⊂ Dk(Λ)}. (4)
We claim that Bγ is a 2-spaced set. Indeed, if ∂vi and ∂vi+1 were both contained in Dk(Λ), then
we would have vi−1 ∼ vi+2 contradicting the minimality of γ.
8
Dk
Φk
Figure 5: We illustrate the three first rectangles in the spiral region with the lowest minimal
crossings within them. We highlight the path Φ3 formed by the concatenation of parts of these
crossings. The shaded region is D3.
Choose any ordering of Z2. For every i ∈ [n] \Bγ let yi be the earliest vertex in ∂vi \Dk(Λ)
and define
Hγ :=
⋃
i∈[n]0\Bγ
{yi} ⊂ ∂γ ∩
[ ∪ki=1 Ri \Dk(Λ)]. (5)
Notice that σ(Λ(v) : v /∈ Dk(Λ)) is independent of {Φk = γ} since the latter is measurable
with respect to the states of vertices in Dk(Λ).
We stress once more that, for the rest of the text we will fix L = L(ρ) as given by Lemma 2.
We will also abuse notation and write ∆γ = Φ−1k (γ), omitting the dependency on k ∈ Z+. It is
the case that {∆γ}γ∈Φk(∆k) form a partition of ∆k.
3 Coupling with brochette percolation
In the previous section we showed that, with positive probability, under νρ, we can find an infinite
occupied path γ that is decorated with a set of threads Hγ whose states are unexplored. Roughly
speaking, in order to prove Theorem 1 it remains to show that, uniformly on the realization of
such pair (γ,Hγ), Bernoulli bond percolation on (γ∪Hγ)×Z ⊂ Z3 has a lower critical point than
on Z+×Z. While this results sound intuitively clear, it is not straightforward due to the random
location of the occupied threads that should be used to enhance the percolation process. As
already mentioned above, the comparison will be made by mapping to a bond percolation model
on Z2 that resembles the so-called brochette percolation model [10]. In Section 3.1 we define
the brochette percolation model precisely. Then, in Section 3.2 we will construct the desired
coupling and prove Theorem 1.
3.1 Brochette percolation
We start this section presenting the so-called brochette percolation. Given Ξ ∈ {0, 1}Z+ , for
i ∈ Z+, the column {i} × Z is said strong if Ξ(i) = 1 and weak otherwise. Fix two parameters
0 < p ≤ q < 1. Edges of the lattice Z+ × Z will be declared open or closed independently as
follows. Vertical edges e ∈ E(Z+ × Z) whose endpoints lie in strong columns, are declared open
with probability q and closed with probability 1− q. Every other edge in E(Z+ ×Z) is declared
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open with probability p and closed with probability 1− p. This gives rise to an inhomogeneous
bond percolation on Z+ × Z whose law we denote PΞp,q.
For a measure µ on {0, 1}Z+ let us define
Pµp,q(·) :=
∫
PΞp,q(·)dµ(Ξ). (6)
In [10], {Ξ(i)}i∈Z+ are assumed to be independent Bernoulli random variables with mean
u > 0 that is, µ = µu, where
µu := ⊗i∈Z+ [(1− u)δ0 + uδ1]. (7)
The resulting measure Pµup,q is called the brochette percolation on Z+ × Z. The parameter u
should be understood as a density of enhanced lines. The main result in [10] is:
Theorem 3 ([10], Theorem 1, p. 481). For every u ∈ (0, 1) and ε ∈ (0, 1/2) there exists
δ = δ(u, ε) > 0 such that
PΞ1/2−δ,1/2+ε
(
o↔∞) > 0
for µu-almost all Ξ.
Strictly speaking, in [10] the model was defined on the Z2-lattice. However the exact same
proof presented there works for the half-space Z+ × Z.
An immediate consequence of Theorem 3 is: For every u ∈ (0, 1) and every ε ∈ (0, 1/2), there
exists δ = δ(u, ε) > 0 and α = α(u, ε) > 0 such that for every p ≥ 1/2− δ, Pµup,1/2+ε(o↔∞) > α.
For our purposes it will be useful to force Ξ(i) to vanish at some indices i. For this reason,
let us consider for every B ⊂ Z+, the measure
µu,B := ⊗i∈Z+\B
[
(1− u)δ0 + uδ1
]×⊗i∈Bδ0. (8)
The following theorem is an adaptation of Theorem 3, the only difference being that instead
of deciding the position of the strong columns independently we only allow for strong columns
outside a 2-spaced set. This amounts to replace µu in (7) by µu,B in (8).
Theorem 4. For every ε ∈ (0, 1/2) and u ∈ (0, 1), there exist δ = δ(ε, u) > 0 and α = α(ε, u) >
0, such that for every 2-spaced set B ⊂ Z+ and every p ≥ 1/2− δ
P
µu,B
p, 12+ε
(
o↔∞) > α.
We refrain from writing down a proof here since it would follow exactly the same lines as
Theorem 3 with very straightforward modifications.
Corollary 5. For every ε ∈ (0, 1/2), u ∈ (0, 1) and n ∈ Z+, there exist δ = δ(ε, u) > 0 and
α = α(ε, u) > 0, such that for every 2-spaced set B ⊂ [n]0 and every p ≥ 1/2− δ
P
µu,B
p, 12+ε
(
o↔ {n} × Z in [n]0 × Z
)
> α. (9)
3.2 Proof of Theorem 1
In this section we compare Pρp restricted to a certain random subset of Z3 and the brochette
percolation Pµu,Bp,q on Z+×Z with an appropriate choice of parameters u and q and of a random
2-spaced subset B ⊂ Z+. Then we use this comparison to prove Theorem 1.
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Fix ρ > ρc and p ∈ (0, 1). Let L = L(ρ) be given as in Lemma 2. Define u = u(ρ) and
q = q(p) as
u := 1− (1− ρ)1/4, q := p+
[
(1− p)(1− (1− p)1/2))2(1− (1− p)1/4))]. (10)
For k ∈ Z+ and a path γ ∈ Φk(∆k), recall the definitions of Bγ as in Lemma 2 and ∆γ = Φ−1k (γ).
Lemma 6. Let ρ > ρc and p ∈ (0, 1). Fix γ = (v0, . . . , vn) ∈ Φk(∆k) and let u = u(ρ) and
q = q(p) be given as in (10). Then,
Pρp
(
(v0, 0)↔ {vn} × Z in (γ ∪Hγ)× Z | ∆γ
) ≥ Pµu,Bγp,q (o↔ {n} × Z in [n]0 × Z). (11)
The proof of the above lemma relies on a simple coupling of a percolation process Pρp restricted
to (γ ∪Hγ)× Z and the brochette percolation Pµu,Bγp,q restricted to [n]0 × Z as we sketch now.
Fixed γ = (v0, . . . , vn), we wish to associate each site vi with i ∈ [n]0 \ Bγ to an adjacent
thread y ∈ Hγ . Since each thread y may neighbor up to 4 sites in γ (see Figure 4), we split
them into 4 quarter threads and color each one of them blue independently with probability u.
Therefore, we can now assign to each vi with i ∈ [n]0 \ Bγ a neighboring quarter thread in an
injective way. We now couple the environments Λ and Ξ in the two processes. Since we want to
condition on ∆γ , we fix Λ(v) = 1 for every v ∈ γ. Then declare each y ∈ Hγ occupied (that is,
Λ(y) = 1) if at least one of the 4 quarter threads resulting from it is colored blue and unoccupied
(that is, Λ(y) = 0) otherwise. In order to construct Ξ ∈ {0, 1}Z+ , we force Ξ(j) = 0 if j belongs
to Bγ and, for each j outside Bγ we let Ξ(j) = 1 if the quarter thread assigned to the site vj
is colored blue. One can check that {Λ(v); v ∈ γ ∪ Hγ} is distributed as νρ( · | ∆γ) and that
{Ξ(j)}j∈[n]0 is distributed as µu,Bγ .
Conditional on the above realizations of Λ and Ξ we now construct the desired bond per-
colation processes on (γ ∪ Hγ) × Z and [n]0 × Z. We start by defining the states of the edges
in E(γ ∪ Hγ) × Z independently as follows. All the edges in E(γ × Z) are declared open (resp.
closed) with probability p (resp. 1 − p). Now let us construct the state of edges that have at
least one endpoint in Hγ × Z. If this endpoint projects orthogonally into an unoccupied thread
y ∈ Hγ , then the edge is declared closed whereas, if it projects to an occupied thread, then we
decide its state according to the following procedure:
1. If f = {(y, z), (y, z+1)} is a vertical edge, projecting into the vertex y ∈ Hγ , then we divide
f into 4 parallel edges (because y itself has been previously divided into 4 quarter threads)
and color each one of these new edges green independently with probability r = 1−(1−p)1/4.
Now we declare f open if at least one of these 4 new edges is colored green.
2. If e = {(vi, z), (y, z)} is a horizontal edge so that Ξ(i) = 1 and y is the thread that had
one of its quarters assigned to vi, then divide it into 2 parallel horizontal edges. Color each
one of these new edges red independently with probability s = 1 − (1 − p)1/2 and declare
e open if at least one of these new edges is colored red.
Notice that, the resulting percolation process on E
(
(γ ∪ Hγ) × Z
)
is distributed as Pρp(· | ∆γ)
(restricted to this set).
Before we construct the brochette percolation process on Z+ × Z, let us recall that vertical
edges that project into occupied threads in Hγ have been divided into four whereas horizontal
edges having one endpoint that project into occupied threads in Hγ have been divided into two.
The reason for doing so is that we can now regard the handle-shaped detours around vertical
edges {(vi, z), (vi, z + 1)} for which Ξ(i) = 1 as illustrated in Figure 6.
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Now, for a vertical edge, f ′ = {(i, z), (i, z + 1)} with Ξ(i) = 0 or a horizontal edge, e′ =
{(i, z), (i + 1, z)}, declare it open if the edge f = {(vi, z), (vi, z + 1)} or respectively e =
{(vi, z), (vi+1, z)}, is open. Now for a vertical edge f ′ = {(i, z), (i, z + 1)} with Ξ(i) = 1 declare
it open if either the corresponding edge f = {(vi, z), (vi, z + 1)} is open or if the handle-shaped
detour around it has the bottom and top edges colored red and one of the 4 vertical edges green.
This occurs with probability q. One can check that this defines a process in Z+ × Z distributed
as PµuBγp,q .
Moreover, we have coupled the processes in such a way that if
{
o↔ {n} × Z in [n]0 × Z
}
occurs, then also
{
(v0, 0)↔ {vn} × Z in (γ ∪Hγ)× Z
}
does. Thus (11) holds.
Z2 × {0}
γ
vi vi+1
y
vi
y
vi+1 i i+ 1
z z
f ′f
e e′
Figure 6: In the left we represent the path γ along with one of its sites vi and the thread y whose
quarter thread is assigned to vi and is colored blue. In the middle we illustrate the division of
the horizontal edges in E
(
(γ ∪ Hγ) × Z
)
of the type {(vi, z), (y, z)} into two parallel edges and
the resulting handle-shaped detours. In the right we represent edges in E([n]0 × Z). Horizontal
edges e′ are open if the corresponding e are open. Vertical edges f ′ along the i-th column are
open if either the corresponding edge f is open or the handle-shaped detour around it has been
colored green and red.
We are now ready to put together all the ingredients needed in order to prove our main result.
Proof of Theorem 1. Let ε = (1 − 1/√2)2(1 − 1/ 4√2)/4 so that q = 1/2 + 2ε, when p = 1/2.
Define also uc = 1− (1− ρc)1/4. For such ε > 0 and uc > 0, let δ = δ(uc, ε) > 0 and α = α(uc, ε)
be given as in Theorem 4. By (10), q varies continuously as a function of p, therefore we can
chose 0 < δ′ ≤ δ so that q ≥ 1/2 + ε when p = 1/2− δ′.
For each k ∈ Z+ and γ = (v0, · · · , vn) ∈ Φk(∆k), it is clear that n ≥ 2kL. Denote by C the
largest cluster that touches the segment {0} × [0, L]× {0} and note that v0 ∈ {0} × [0, L]× {0}.
Then we have
Pρp(|C| > 2kL) ≥
1
2
Pρp(|C| > 2kL|∆k)
=
1
2
∑
γ∈Φk(∆k)
Pρp(|C| > 2kL|∆γ)νρ(∆γ |∆k)
≥ 1
2
∑
γ∈Φk(∆k)
Pρp((v0, 0)↔ {vn} × Z in (γ ∪Hγ)× Z|∆γ)νρ(∆γ |∆k)
(11)
≥ 1
2
∑
γ∈Φk(∆k)
P
µu,Bγ
p,q
(
o↔ {n} × Z in [n]0 × Z
)
νρ(∆γ |∆k)
(9)
≥ α
2
.
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Since the lower bound above holds for every k ∈ Z+, this proves that pc(ρ) ≤ 12−δ′ uniformly
for ρ > ρc concluding the proof of Theorem 1.
4 Concluding Remarks
In this work we have managed to compare the critical points of percolation on a dilute cubic
lattice with columnar disorder in Z3 with the critical point of bond percolation in Z2 uniformly
in the disorder intensity. Of course, one would expect to show that the critical curve pc(ρ) is
non-decreasing throughout the interval (ρc, 1]. This seems to be an interesting and hard question.
Indeed, our argument goes like this: right above ρ = ρc we can find copies of Z2 embedded
into Z3 and independent percolation at p = 1/2 restricted to one of these copies is critical. By
considering only the effect of the unit length threads, we actually have something substantially
better for percolation these embedded copies of Z2. This last comparison, although intuitive is
not at all trivial and relies on a coupling with brochette percolation.
Now assume that we have two densities ρ′ > ρ both in the interval [ρc(Z2), 1] and consider the
respective 2-d percolation processes in Z2 coupled in the usual monotone way. The removal of
columns with density 1− ρ will of course leave a structure that is thinner than that with density
1 − ρ′. It seem reasonable to state that the latter is strictly better for bond percolation then
the former. However, the available techniques of differential inequalities do not seem to work in
this context where enhancements are performed at random in the presence of correlations that
do not decay with distance.
In our view a better understanding on how the presence of lower-dimensional disorder affects
the critical point is an interesting question to be addressed.
There is however another value of ρ at which we can say something related to the Figure 1,
namely the other extreme of the interval [ρc, 1]. It is not hard to prove that the critical curve is
continuous as ρ approaches 1. Here it follows a sketch of the argument which requires knowledge
of the Grimmett and Marstrand arguments [16]. Consider the set of all paths in Z2 starting from
the origin that are directed, that is, that only take up and right steps. For each such path γ let
Fγ = γ×Z ⊂ Z3 be the set of sites in Z3 that project into γ. Theorem [16, Theorem A, page 447]
states that there exists a positive integer k = k(ε) such that psitec (2kFγ + B(k)) < psitec (Z3) + ε.
Although it does not follow from their statement, an inspection of the proof reveals that k can be
taken uniformly in γ. That is, thickening Fγ by stretching 2k times and then filling with boxes
of radius k results in a ‘zigzagging slab’ whose critical point falls below psitec (Z3) + ε for every γ.
Fixed ε and the corresponding k = k(ε) we now pick ρ ∈ (0, 1) such that ρ(2k+1)2 exceeds the
critical threshold for oriented percolation on Z2. Therefore, for such a value of ρ one can find,
with positive probability, an infinite directed path of adjacent boxes of side length 2k whose sites
are all occupied. Conditional on such a path, the structure of Z3 that projects to it is zigzag
slab as above therefore, pc(ρ) < psitec (Z3) + ε which concludes the argument.
Our result leads naturally to the question whether an upper bound strictly smaller than 1/2
still holds if the environment Λ is distributed like the incipient infinite cluster in Z2. We believe
that this answer is positive but, unfortunately we fall short of proving so and leave it as an
interesting open question.
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