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Abstract
Existing approaches have been proposed to tackle
unsupervised image-to-image translation in recent
years. However, they mainly focus on one-to-one
mappings, making it difficult to handle more general
and practical problems such as multi-domain trans-
lations. To address issues like large cost of train-
ing time and resources in translation between any
number of domains, we propose a general framework
called multi-domain translator (MDT), which is ex-
tended from bi-directional image-to-image transla-
tion. MDT is designed to have only one domain-
shared encoder for the consideration of efficiency,
together with several domain-specified decoders to
transform an image into multiple domains without
knowing the input domain label. Moreover, we pro-
pose to employ two constraints, namely reconstruc-
tion loss and identity loss to further improve the
generation. Experiments are conducted on different
databases for several multi-domain translation tasks.
Both qualitative and quantitative results demon-
strate the effectiveness and efficiency performed by
the proposed MDT against the state-of-the-art mod-
els.
∗Corresponding author
1 INTRODUCTION
In image processing, image-to-image translation is re-
garded as a mapping issue between two different im-
age domains, which enables the input image to obtain
features of another desired domain [1]. Many com-
puter vision applications can be described as such,
e.g., image segmentation [2], style transfer [3], im-
age colorization [4], face synthesis [5] [6], image in-
painting [7] [8] and super-resolution [9]. Tradition-
ally, these tasks are tackled with specially designed
machines [10] [11] [12], which attract many recent
studies [1] [13] [14] [15] [16] [17] [18] to turn their
attention to generally-purposed approaches. These
state-of-the-art methods are mostly based on gen-
erative adversarial networks (GANs) [19], with the
advantages of easy training, good visual quality and
end-to-end applications of different scenarios in im-
age processing.
These deep models usually use two kinds of set-
tings, namely supervised and unsupervised, to learn
mappings between different domains. The supervised
ones [1] [13] need to train with paired data or the cor-
responding labels in target domain. However, it may
be impractical or even impossible to acquire a large
number of image pairs, making it difficult for more
general and practical problems of image translation.
By contrast, without needing paired images, the un-
supervised ones [14] [15] are more applicable, since
data preparation only involves splitting the data into
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Figure 1: An example of image translation for MDT.
It generates images in all domains regardless of the
domain of the input image.
separate domains.
Despite many unsupervised methods [14] [15] [16]
[17] [18] have succeeded in handling cross-domain im-
age generation, they mainly consider the special case
of one-to-one mapping. If the number of target trans-
formation domains, denoted as N , is more than two,
only single domain pairs can be used at a time during
their training stage, resulting in N(N − 1) times of
mutual training effort to meet the final requirements.
With the increment of domains, simultaneous trans-
formations for all domains become extremely com-
plicated because separate training is inefficient and
ineffective. A recent work called StarGAN [20] sim-
plifies this issue by using only one mask vector and an
encoder-decoder structure in generator. It is shown
effective on transferring face attributes (e.g., hair
color, expression, age, gender), but is not satisfactory
enough at dealing with other domain styles. Another
study named Domain-Bank [21] employs separate N
encoders and N decoders to transform between any
pair of domains. However, this method still has a
complicated structure, and also one has to know the
domains of input samples prior to testing, so that
appropriate encoders can be specified.
In this paper, we present an unsupervised learning
framework called multi-domain translator (MDT),
extended from bi-directional image translation [14]
[15] [17] to facilitate general style transformations for
any number of domains. MDT has only one domain-
shared encoder for latent space embedding, and
meanwhile adopts many identical domain-specified
decoders. Such a design is to reduce model parame-
ters and training cost compared to previous methods
[21] [22]. During generation, our MDT does not need
the source domain labels and is able to output results
in all domains simultaneously, namely conduct “one-
to-many” transformations. A multi-domain transla-
tion example is shown in Figure 1.
In order to improve the visual quality of trans-
formed images, two constraints namely reconstruc-
tion loss and identity consistency loss are appended
in the training stage. The former requires that when
the model generates images in all domains, the gener-
ated domain-specified images (except the result in the
source domain) could be recovered to their original
appearance by feeding them to another cycled trans-
formation. The latter enforces the generated images
to remain unchanged when they are output by the de-
coders corresponding to their source domains. Math-
ematically, the reconstruction constraint is defined
as Gi(Gj(xi)) = xi, i 6= j , while the identity con-
sistency constraint is defined as Gi(xi) = xi, where
xi is the input image from domain i and Gi is the
translator to transform images from any domain into
domain i.
To validate the effectiveness of MDT, we apply it
to several kinds of multi-domain image translation
tasks with various number of domains and achieve
high quality results. In addition, we adapt it to the
two-domain situation and compare the results with
several state-of-the-art methods [14] [15] that are suc-
cessful in bi-directional image translation. Quali-
tative and quantitative comparative results demon-
strate that MDT performs favorably against existing
methods, demonstrating that the proposed frame-
work offers a potential solution for general multi-
domain image translation applications.
Our main contributions are three-fold:
• We propose Multi-Domain Translator (MDT),
an efficient framework extended from bi-
directional image translation to reduce the train-
ing effort. It performs both efficient and effec-
tive transformations for any given number of do-
mains, achieving high generation quality.
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• We introduce two multi-domain constraints
called reconstruction loss and identity consis-
tency loss, to further enhance the performance
and visual quality of generation.
• We validate MDT on different databases and
compare to representative state-of-the-art meth-
ods. All qualitative and quantitative evi-
dences demonstrate that MDT performs favor-
ably against them.
The reminder of the paper is organized as follows.
Section 2 describes related work on image transla-
tion. Section 3 describes the proposed MDT in de-
tails. Experimental results, performance evaluation
and comparisons are included in Section 4. Finally,
conclusions are drawn in Section 5.
2 RELATED WORK
Benefiting from the development of GANs [19] family,
many image generation problems have been obtained
impressive results. Isola et al. introduce an image-
to-image translation framework based on conditional
GAN [13], which has been widely known as Pix2Pix
[1]. They use paired images from two different do-
mains and make one of them as a label to train. Their
good performance on different cross-domain genera-
tion tasks has received an increasing amount of at-
tention to the use of neural generative models [13]
[23] [24] to study image translation problems.
2.1 Image-to-Image Translation
GANs are widely used in solving image translation
problems. However, the original model [19] is trained
through unsupervised learning that maps random
noise to target image domain, which makes the gen-
erated images unpredictable. To control the content
of the synthetic image, the improved supervised ap-
proaches train their networks with paired data [1]
[13] to generate desired and high-precision target do-
main images. Although these supervised methods
can transfer images between different domains, they
still face the difficulty of collecting the corresponding
labeled data to train. Therefore, unsupervised image
translation methods are favored by many researches
who aim at achieving the same even better results
as the supervised methods. An effective practice is
usually to utilize two generators to cooperate with
each other to constraint and complete the entire im-
age generation [14] [17] [15]. Recent works, such as
DiscoGAN [17], CycleGAN [14] and DualGAN [15],
based on the same idea of cycle consistency to im-
prove the quality of the generated images. The cycle
consistency is an important constraint that requires
the original image can be restored after successive two
mappings by two different generators. On the other
hand, Liu and Tuzel [25] propose CoGAN with tied
weights on the first few layers for shared latent repre-
sentation. Based on the idea of style transfer [3], Liu
et al. propose a method UNIT [16] which exploits the
content loss and the style loss between two domains
to meet the requirements of image translation.
2.2 Multi-Domain Image Translation
Traditional image translation models only handle
a mapping between two domains at a time. As
the number of domains increases, the number of
required models will exponential increase, actually
O(N2). This makes them difficult to process the
multi-domain image translation problems. Anoosheh
et al. [22] who focus on reducing the complexity
O(N2) to O(N), divide the generators into N en-
coders and N decoders, and combine them to any
pair to complete the transformation between any two
domains, called ComboGAN. A similarity idea can be
found in Domain-Bank proposed by Hui et al. [21].
They adopt a weight sharing constraint in the last few
layers of encoders and the first few layers of decoders,
and an additional shared layers for the discriminators
is also used to tied weights before the final output.
Unlike the partition of generator, Choi et al. [20] use
an auxiliary mask vector to label different domains
and uses only one generator to translate multiple fa-
cial attributes, namely StarGAN. Huang et al. [26]
directly extend UNIT [16] to multi-domain scenarios
called MUNIT, which encodes the images from differ-
ent domains to a shared content space and a domain-
specific style space to solve both multi-domain and
multi-modal image translation problems.
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Figure 2: The main process of training and testing in each domain for our method. For an input image of
each domain, all decoders will participate in the generation and output N fakes which will be also used to
implement the two constraints and the discrimination during training.
All of aforementioned methods have good exper-
imental results in their respective perspectives, but
any of them still has typical deficiencies. For exam-
ple, comboGAN [22] and Domain-Bank [21] have too
many sub-models in their generator (nearly 2N) that
need to be combined in pairs, and starGAN [20] is
only effective in collections with small inter-domain
differences due to the simple structure of its gener-
ator, while MUNIT [26] is based on the framework
of style transfer [3] which needs other well-trained
models [27] to assist, making training process incon-
venient.
For our MDT, we make full use of a shared encoder
and N identical domain decoders to output images in
all domains, further reducing the training complexity,
saving the cost of resources and making it unneces-
sary to judge the location of input domain during
testing (Figure 4). In addition, we introduce a recon-
struction consistency and an identity consistency to
improve the quality of image generation.
3 PROPOSED METHOD
Given different domains represented by Xi, i ∈
[1, N ], the task of multi-domain translation aims
to find a representative mapping set {Fij : Xi →
Xj}, i, j ∈ [1, N ]. In order to simplify such O(N2)
complexity of mapping set, we in turn focus on func-
tions {Fi : X → Xi} that can map any source do-
mains to a target domain, thus reducing the complex-
ity to O(N) due to the regardless of any combination
between input i and output j. Figure 3 illustrates the
comparison of traditional solutions and our improved
scheme in multi-domain translation.
For i ∈ [1, N ], we utilize a shared encoder E that
encodes any single input xi ∈ Xi to a shared latent
space, and provide a corresponding decoder Gj to
map E(xi) to any desired domain j. Here we use
xˆij to represent the output Gj(E(xi)), which means
an image from domain i transformed into domain j.
Since there is only one encoder in our method, we
rewrite Gj(E(xi)) to Gj(xi) for the convenience of
the following description.
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Figure 3: Image translation with multiple domains.
For traditional methods, one generator only processes
a domain pair, leading impossibility to meet the prob-
lem with large number domains. In our framework,
the generator can map images from any domain to a
target domain.
3.1 Objective
The overall objective can be described as below,
which consists of three parts:
L = LGAN + λrecLrec + λidtLidt (1)
where LGAN ,Lrec,Lidt represent the adversarial
loss for GAN [19], the reconstruction loss and the
identity loss for two constraints with their corre-
sponding weights λrec and λidt to control their effects
in training.
Here below, details of LGAN ,Lrec,Lidt are de-
scribed:
Adversarial loss. In unsupervised image-to-
image translation, there are two mapping functions
Fij : Xi → Xj , i, j ∈ {1, 2}, i 6= j, and the adversar-
ial loss [19] can be described as:
Lij(Gj , Dj ,Xi,Xj) = Exj∼PXj [f1(Dj(xj))]
+ Exi∼PXi [f2(Dj(Gj(xi))] (2)
where Dj , Gj , PXi respectively represent the dis-
criminator and generator for domain j and the data
distribution of Xi, while the f1, f2 functions can be
specified as f1(D) = log(D), f2(D) = log(1 − D) or
other forms in different models [1] [14] [28]. Follow-
ing this objective, in MDT we extend it to the multi-
domain scenario as:
LGAN =
N∑
i=1
N∑
j=1
Lij , i 6= j (3)
Reconstruction loss. Referred in the studies [14]
[15] [17], reconstruction means that the input image
should remain unchanged when it is successively pro-
cessed by two generators with opposite input and out-
put. This is an important idea which helps to con-
straint the generation so that the transformed im-
age can retain more original contents and have the
style of the target domain. If there are two domains
X1,X2 and two mapping functions G1 : X2 →
X1, G2 : X1 → X2, the reconstruction requires
G1(G2(X1)) = X1, G2(G1(X2)) = X2. To measure
the the degree of approximation between G1(G2(X1)
andX1, G2(G1(X2)) andX2, we use the L1 distance
as the metric because of the less blurring for gener-
ating images. So the reconstruction loss for X1,X2
are ||G1(G2(X1))−X1||1, ||G2(G1(X2))−X1||1.
We generalize the reconstruction loss above to
multi-domains for MDT. The underlying intuition is
that an input image from domain i can be restore
again after being transformed into all other domains
except its source domain. Since an input image will
be transformed into N − 1 domains except its own
domain, there are N−1 reconstruction terms by feed-
ing each generated domain image (Gj(xi)) to its own
generator Gi. Thus, the reconstruction loss for any
input data i can be defined as:
Lreci =
N∑
j=1
||Gi(Gj(xi))− xi||1, j 6= i (4)
For the total loss of reconstruction, we only need to
add up all the losses of each input domain:
Lrec =
N∑
i=1
Lreci (5)
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Identity loss. In addition to reconstruction loss,
we also introduce another loss as an extra constraint
for generation where we followed the idea of Cycle-
GAN [14] and extend it to multiple domains. The key
is that when a domain generator processes an image
from its own domain, it should allow the image to
pass through without any changes. Thus the identity
constraint means the invariance of generation in the
generator’s own domain, which helps to enforce the
generator to learn its domain features. We use the
same metric as the reconstruction loss to preserve
the identity of i, namely:
Lidti = ||Gi(xi)− xi||1 (6)
The total identity loss is thus defined as:
Lidt =
N∑
i=1
Lidti (7)
Regarding to the two constraints Lidt and Lrec,
we can use a matrix equation to express them. As
shown below, the column vector is a representative
of the input data for all domains, and row vector
contains all domain generators, while xˆij represents
that the image from domain i has been converted
to domain j by the generator Gj . Therefore, the
diagonal elements of the output matrix are always
used to perform identity loss and the rest are used
for reconstruction constraint.
x1
...
xi
...
xN

(
G1 · · ·Gi · · ·GN
)
=

xˆ11 · · · xˆ1i · · · xˆ1N
...
. . .
...
. . .
...
xˆi1 · · · xˆii · · · xˆiN
...
. . .
...
. . .
...
xˆN1 · · · xˆNi · · · xˆNN
 (8)
3.2 Architecture
To implement the functions Fi : X → Xi, we
only use one shared encoder that handles images re-
gardless of their domain, and N identical encoders
matched with a corresponding discriminator to gen-
erate the transformed results in all domains. Here
we apply a U-net [23] structure in generator, where in
decoding stage, the features deconvoluted by each up-
sampling layers are connected with the same size fea-
tures convoluted by down-sampling layers, and then
they are deconvoluted again until the final output.
At the tail of the encoder and the head of decoder,
we add several residual blocks [29] to enhance the
generation in multi-domain case. For the discrimina-
tor, We additionally use Markovian patchGAN [30]
architecture to discriminate local information, which
means there are two outputs in a discriminator, an
array and a scalar for the discrimination of local and
entire image respectively. We assign a discrimina-
tor to each domain and train the discriminator with
real and fake images from the corresponding domain.
Figure 4 illustrates the detailed architecture of these
networks.
3.3 Algorithm
Even if we ignore the consideration of input domain,
it seems that we should train N GAN models sep-
arately. Actually, the difference is that we treat all
decoders as a whole and need to accumulate all the
losses from different domains and then use a gradient
descent method to update the parameters. Figure 2
demonstrates the procedure of training and testing
stage. In a training epoch, each domain is processed
at least once with using the corresponding discrimi-
nator and two constraints under all domains. For the
test, we only need to provide an image from any do-
main to the generator, and then we will get the trans-
formed results of all domains. To detail the training
procedure, we list the pseudo code for all steps with-
out considering the specific implementation or any
algorithm used in each step, as shown in Algorithm
1.
4 EXPERIMENTS
In order to access the performance of MDT in multi-
domain image translation, we conduct experiments
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Figure 4: The architecture of our generator and dis-
criminator. The generator has one encoder and N
identical decoders, and outputs N fake images. For
discriminator, there are two outputs used for the
judgment of local and entire image.
with a number of domains on different databases
including cross-databases. In the evaluation of
bi-directional and multi-domain image translation
tasks, we compare MDT against the stat-of-the-art
methods in two-domain image translation. The re-
sults demonstrate that using MDT to process multi-
domain image translation tasks is superior not only in
performance but also in time-consuming than using
the bi-directional translators. Lastly, we investigate
the effectiveness of various components of the two
constraints.
4.1 Training Details
In all experiments, we set same super parameters and
implement our method by PyTorch [31] with the aid
of a NVIDIA RTX 2080 Ti X GPU. For the images,
we resize them to 256×256, and make sure that there
Algorithm 1 MDT training procedure. N is the
number of domains and xi is a sample in its corre-
sponding domain Xi, while xˆij = Gj(xi) represents
the transformed result in domain j with the input
domain data xi.
1: for number of training iterations do
2: Initialize the loss to zero for both discrimina-
tors and generator.
3: Randomly get sample images {xi}Ni=1.
4: Use {xi}Ni=1 to generate fake images {xˆij}Ni,j=1.
5: Use {xi}Ni=1 as the real labels to compute the
loss of discriminators.
6: Use {xˆij}Ni,j=1, i 6= j as the fake labels to com-
pute the loss of discriminators.
7: For discriminators, use their loss to update
their parameters.
8: Use {xˆij}Ni,j=1, i = j to compute Lidt.
9: Use {xˆij}Ni,j=1, i 6= j to compute Lrec,LGAN .
10: Get the total loss of generator L = LGAN +
λrecLrec + λidtLidt.
11: Use the loss L to update the parameters of gen-
erator.
12: end for
is no overlap between the training set and testing set.
For training, we use the Adam optimizer [32] with
momentum parameters β1 = 0.5, β2 = 0.999 and
a batch size of 1. The leaky rectified linear units
(leakyReLU) with a slope of 0.2 is selected as the non
linearity activation after instance normalization [33].
All models are trained from scratch with a variable
learning rate which is a constant value 0.0002 in the
first half of epochs and then is linearly decayed to zero
over the rest epochs. We only iterate the training
process 50 epochs because the quality of generated
images at this time is good enough.
For the encoder and decoders in our generator, we
use convolutional and de-convolutional filters with
size-4, stride-2 and padding-1 to down- and up-
sampling, and respectively attach 6 residual blocks
[29] to the end of convolution and the beginning of
de-convolution. For the discriminators, we use the
entire image to classify whether it is real or fake,
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and also adopt 70 × 70 PatchGANs [30] to judge
the overlapping image patches which is recommended
by Pix2Pix [1]. These two networks are tied with
weights by three shared convolutional layers and are
combined together in one discriminator to output two
judgments. For the weights of reconstruction loss and
identity loss, we set λrec = λidt = 10.
4.2 Qualitative Results
We show several examples achieved on different
database and different number of domains.
Figure 5 shows an example of image translation
task among summer, winter and black-white pho-
tographs. The BW images are randomly selected
from the two seasons and are converted to grayscale
photos. In Figure 7, we transfer scenic photos and
4 different artistic painting styles into each other. It
is obvious that MDT has good visual effects in style
transfer. The two databases are download directly
from the website of CycleGAN [14], where each do-
main includes hundreds or thousands of images for
training, as well as tens or hundreds for testing. All
of them are collected respectively from Flickr and Im-
ageNet [34].
In addition to test in same database, we conduct
cross-dataset validation with using various databases
for experimentation, where we aim at face synthesis
between photos and sketches from three databases.
These databases are the Chinese University of Hong
Kong (CUHK) face sketch database (CUFS) [35], the
CUHK Face Sketch FERET [36] Database (CUFSF)
[37] and the IIIT-D Viewed Sketch Database (IIIT-
D) [38], all of which have hundreds of face photo-
sketch image pairs. We only choose the face photos
from CUFS and the other three different styles of face
sketches from these three databases. So this task
contains 4 different domains to mutual translation.
Figure 6 shows the experimental results where we are
clear to see the good performance of MDT in face
synthesis.
For more domains to transform, we use the Mul-
tiPIE database [39] which is a large dataset for face
recognition including more than 750, 000 images un-
der 15 poses, 20 illuminations and 6 expressions,
taken from 337 subjects of different ages, genders,
Figure 5: Example of image translation among sum-
mer, winter and BW photos. The left column con-
tains the input from different domains and the right
three columns represent the output in different do-
mains. Each row represents the input and all trans-
formed results.
races and whether they wear glasses or not. The
task is face re-lighting among 8 different illumina-
tions with same pose and expression. The face im-
ages are selected from 249 subjects and are cropped
by the face detector S3FD [40] without strict align-
ment. In each lighting domain, We divide the 249 im-
ages into 150 for training and 99 for testing. A part
of transformed images are shown in Figure 8, where
we are clear to see that the quality of transformed
image dose not degrade with the increasing number
of domains although there is only one encoder in our
generator.
4.3 Comparison And Evaluation
In this section, we compare MDT with the stat-of-
the-art methods, and show the advantages of MDT
not only in bi-directional image translation but also
in multiple-domain scenario.
8
Figure 6: Example of face synthesis among face pho-
tos and face sketches in different styles. Face photos
are from the CUFS database, and face sketches are
from CUFS ,CUFSF, IIIT-D respectively.
4.3.1 Bidirectional image translation
Although MDT is to reduce the complexity in
multiple domains, it has good performance in bi-
directional image translation tasks. We use two kinds
of paired and unpaired data to conduct experiments
separately, and compare with CycleGAN [14] and Du-
alGAN [15] which are the stat-of-the-art methods in
two-domain image translation and can process high
resolution of 256 × 256. For CycleGAN, we use pre-
trained models downloaded from the author’s website
to test. For DualGAN, we train it with the default
parameters recommended in the official code.
Figure 9 presents the results of using these three
methods on unpaired dataset that is collected from
ImageNet [34] by zhu et.al [14]. Compared to these
two stat-of-the-art methods, our approach transforms
the images more realistically and accurately without
obvious artifacts and contamination of non-target ob-
jects.
Training with paired data seems to be supervised
learning because the input for each generator corre-
sponds to each other. Here we utilize CMP Facades
[41] which includes architectural labels and photos
for semantic segmentation. As shown in Figure 10,
our translated results are visually comparable to the
two methods on the task of label to photo, but are
slightly weaker than CycleGAN on the photo to label
task. In fact, the performance of MDT in supervised
learning is a little inferior to that in unsupervised
learning.
4.3.2 Multi-domain image translation
To further demonstrate the advantages of our
approach in image translation, we compare bi-
directional translators with MDT in an experiment
with the least number of domains in multi-domain
translation. We exploit the face re-lighting task
stated in 4.2 because the illuminations of each subject
in this database [39] can be respectively regarded as
ground truth so that we can reference them to quan-
tify the transformed results. Detailedly, We choose
3 illuminations with significant differences in dark,
normal and shadow from each subject to represent
the different domains. So this task contains 6 cases
of bi-directional translations. We use two one-to-one
mapping methods, CycleGAN [14] and DualGAN [15]
to complete this task, and compare the results with
our MDT shown in Figure 11.
As far as face synthesis, face recognition rate is of-
ten used as an evaluation metric. However, we can
not make a meaningful comparison with using this
measurement due to the 100% accuracy in all trans-
formed results computed by deep feature extractors
[29] [42] which have been trained with large scale
database [43] and have strong robustness to the varia-
tion of illumination. Therefore, we focus on full refer-
ence image quality assessment (FR-IQA), and utilize
two metrics of feature similarity index (FSIM) [44]
and structural similarity index (SSIM) [45] to respec-
tively evaluate the quality of images generated by of
these methods. The two metrics are used to measure
the similarity between two images. If two images are
similar, both the FSIM and SSIM values are close to
1, which represents the quality of generated images
referenced to ground truth. Table 2 shows the mean
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Figure 7: Example of style transfer among photographic, Monet, Cezanne, Van Gogh and Ukiyo-e.
10
Figure 8: Example of face re-lighting among 8 different illuminations that successively vary from dark,
shadow, normal to shadow.
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(a)  apple  orange
(b)  orange  apple
Figure 9: Results of different methods on the task of
apple ↔ photo.
(a)  seman c label  photo
(b)  photo  seman c label
Figure 10: Results of different methods on the task
of semantic label ↔ photo.
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Table 1: Total cost of training time and parameters
using different methods in the three-domain face re-
lighting task. For a two-domain translator, the cost
is the sum of consumption in all 6 cases.
Method
Cost
Time Parameters
CycleGAN 8.1h 85M
DualGAN 2.1h 342M
MDT 1.6h 155M
values and standard deviations of FSIM and SSIM for
the 6 cases and the overall task. Both the measure-
ments demonstrate the superiority of MDT in most
cases. For more details of the overall assessment, we
present the evaluation curves to illustrate the quality
distribution of the generated images. As shown in
Figure 12, the vertical axis indicates the percentage
of images whose FR-IQA values are higher than the
values on the horizontal axis. Our method almost
has higher percentage on all IQA-values.
Furthermore, Table 1 shows the training time for
convergence and the total number of parameters un-
der different methods on this task. MDT saves more
time in training, however, it has more parameters
than CycleGAN. This is because CycleGAN has a va-
riety of network structures in generator, when it has
the same structure of U-net [23], it will have more
parameters than us. As the number of domains in-
creases, the resource consumption will increase ex-
ponentially for these two methods, but it will in-
crease linearly for MDT. Actually, the parameters of
MDT are increased approximately according to the
formula:
Params ≈ 1.14× 108 + 4.1× 107 × (N − 2) (9)
Thus, when there are a large number of domains in
image translation, the advantage of CycleGAN in pa-
rameter numbers will be gone.
In sum, all the results demonstrate that MDT
performs favorably against the bi-directional image
translators in both image generation and training
cost.
Figure 11: Different methods for face re-lighting
among 3 different illuminations of normal, shadow
and dark. From left to right: input, CycleGAN [14],
DualGAN [15], MDT (ours) and ground truth.
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Table 2: The mean values and standard deviations using different methods on the three-domain face re-
lighting task, including 6 cases of bi-directional translation in total, evaluated by the metrics of FSIM and
SSIM.
Metric FSIM SSIM
Task
Method
CycleGAN DualGAN MDT CycleGAN DualGAN MDT
normal → shadow 0.906±0.018 0.902±0.015 0.916±0.016 0.883±0.043 0.865±0.028 0.898±0.040
normal → dark 0.939±0.013 0.925±0.013 0.935±0.012 0.938±0.030 0.928±0.017 0.934±0.031
shadow → normal 0.883±0.017 0.882±0.017 0.894±0.019 0.858±0.059 0.855±0.049 0.872±0.056
shadow → dark 0.951±0.011 0.946±0.009 0.955±0.011 0.951±0.018 0.948±0.011 0.954±0.025
dark → normal 0.889±0.020 0.885±0.016 0.887±0.019 0.860±0.060 0.852±0.054 0.858±0.065
dark → shadow 0.924±0.016 0.925±0.014 0.933±0.011 0.906±0.044 0.905±0.048 0.910±0.044
Overall 0.915±0.030 0.911±0.027 0.920±0.028 0.900±0.057 0.892±0.054 0.904±0.056
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Figure 12: FR-IQA values of all images generated in
the entire task using different methods on the three-
domain translation. Top and bottom: FSIM and
SSIM values.
4.4 Ablation Study
In order to investigate the effectiveness of the two
constraints in the proposed method, we isolate the
items of reconstruction, identity and adversarial loss,
and respectively train the network to perform the
three-domain face re-lighting task stated in 4.3.2.
Figure 13 shows an example of mapping the light-
ing from dark to normal and shadow under 4 differ-
ent components in training. It is obvious that the
image quality is improved with using reconstruction
and identity constraints. To be objective, we respec-
tively compute the overall results of mean values and
standard deviations by the metrics of FSIM [44] and
SSIM [45] shown in Table 3 where indicates the ef-
fectiveness of adding the reconstruction and identity
loss in training. More details are draw in Figure 14.
Without either of these two constraints, the results
are substantially degrade.
In particular, compared to the identity loss, the re-
construction loss is more conducive to improve gen-
eration, possibly because it has more processing and
learning objectives than the other. In identity con-
straint, the decoder only focuses on learning the fea-
ture of its own domain through one input image,
but in reconstruction constraint, it needs to use the
learned domain features to restore N−1 fake images.
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Figure 13: Different variants of our method for the
transformation among three face illuminations. We
only show an example of mapping the dark light-
ing to normal and shadow lighting. From left to
right: input, adversarial loss alone, GAN with iden-
tity loss, GAN with reconstruction loss, our full loss
and ground truth.
5 CONCLUSIONS
We propose a novel unsupervised method for multi-
domain image translation called Multiple Domain
Translator (MDT), whose generator contains a
shared encoder and N identical decoders for each do-
main. Using MDT, the training complexity is re-
duced from O(N2) to O(N), which saves the cost of
time and calculating space and makes it easy to pro-
cess image translation problems among any number
of domains. To enhance the generation, we further
introduce two constraints of reconstruction and iden-
tity extended from bi-directional image translation,
both of which can significantly improve the quality of
synthetic image. In both of qualitative and quantita-
tive evaluations of image translation tasks under two
or more domains, MDT is superior to the state-of-
the-art bi-directional translators [15] [14]. In future
work, we would like to extend MDT to handle other
mixed domains, such as text, video or even audio.
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