Feature selection is a challenging step in the field of data mining, because there are many local optimal solutions in a feature space. Feature selection can be considered an optimization problem, which requires as few feature combinations as possible and high accuracy. The binary symbiotic organism search (BSOS) algorithm is proposed in this paper. It maps the symbiotic organism search algorithm from a continuous space to a discrete space using an adaptive S-shaped transfer function and can be used to search for the optimal feature subset in a feature selection space. The proposed BSOS algorithm is evaluated using 19 datasets from the UCI repository. First, the results of four basic S-shaped transfer functions are compared with those of the adaptive S-shaped transfer function. Additionally, the experimental results are compared with the results obtained by the popular binary grasshopper optimization, binary gray wolf optimization, traditional binary particle swarm optimization, and binary differential evolution algorithms, which are also employed for feature selection in the existing literature. The experimental results show that the BSOS algorithm can find the fewest number of features in most datasets and achieve a high classification accuracy. Moreover, the experiments also show that the BSOS algorithm is still at a disadvantage in handling low-dimensional datasets and attains low sensitivity in hyperdimensional datasets.
I. INTRODUCTION
With the rapid development of the Information Age, the problem of data expansion has become increasingly more serious; this dimensionality problem must be handled through effective dimension reduction methods [1] . Feature selection, which is an important step in data mining pretreatment, can effectively eliminate redundant data and extract informative related data. Therefore, it is widely used in data prediction and analysis [2] . Feature selection, as the name implies, selects subsets with as few attribute features as possible from all attributes [3] . The selected feature subset contains enough effective information to replace the feature information of all attributes [4] .
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The implementation of feature selection depends on two processes: the selection process and feature subset evaluation [5] . The purpose of the selection process is to determine the combination of features in the subset. The function of the evaluation process is to determine the classification performance of the model trained with the feature subset data [6] . According to the method for evaluating the classification performance, feature selection algorithms can be divided into two categories: filter-based methods and wrapped-based methods [7] . The former is faster because it is only related to the data, e.g., the information gain. Therefore, the feature subset selected by a filter-based method lacks information about the correlation among features. However, wrappedbased methods depend on a machine learning algorithm such as K-nearest neighbors (KNN) [8] , support vector machines (SVMs) [9] , [10] , or artificial neural networks (ANNs) [11] , [12] , which build a model by training it using a large VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ amount of selected feature data, then test the classification accuracy of the model [13] . Many studies have shown that wrapped-based methods often achieve higher classification performance than filter-based methods. The ideal selection algorithm is the mandatory search alrorithm [14] , which lists all combinations of features (assuming that the total number of features is N , there are 2 N −1 combinations of features) and evaluates the classification accuracy of each subset one by one. However, this method can only be applied to data with a few features. Once the total number of features becomes very large, this method is no longer possible [15] .
An intelligent optimization algorithm called the metaheuristic algorithm has attracted increasing attention because of its speed, robustness, and accuracy, which is close to the optimal solution [16] . The metaheuristic algorithm has particularly strong performance in solving many combinatorial optimization problems such as the TSP and knapsack problems [17] , and it can jump out of a locally optimal solution to find the global optimal solution. The feature selection problem can be classified as a bi-objective optimization problem given the number of features selected and the classification performance. Moreover, the process of finding the optimal feature subset belongs to the category of combinatorial optimization. Therefore, the metaheuristic algorithm is the most promising approach to solving the feature selection problem and has promoted the development of feature selection in recent years. Three hybrid algorithms based on the seagull optimization algorithm (SOA) and thermal exchange optimization (TEO) have been proposed for feature selection [18] . The hybrid gray wolf optimizer (GWO) and crow search algorithm (CSA) combine the strengths of the SOA and TEO algorithms to solve the feature selection problem [19] . The first method [18] uses a roulette scheme to select one of them for an individual location update. The second method, GWO, uses the TEO algorithm after each update iteration of the SOA algorithm. The third method, CSA, uses the TEO heat conversion formula to replace the attack behavior of the SOA. Another hybrid algorithm combines spotted hyena optimization (SHO) and the simulated annealing (SA) algorithm. SA is either embedded in SHO or is used to update the solution after a SHO search. The two hybrid methods can be used to search for feature subsets to improve the classification accuracy and reduce the number of features [20] . The fruit fly optimization algorithm has been used as a feature search method to design wrapped feature selection [21] . Features selected by particle swarm optimization have also been used to train KNN classifiers to improve the accuracy of female breast cancer prediction [22] . A feature selection model based on glow worm swarm optimization and an SVM was constructed to help identify patients at increased risk of stroke [23] . Support vector machine feature selection based on a genetic algorithm was used in the field of intrusion detection [24] . The binary butterfly optimization algorithm was used for wrapped feature selection [25] . A hybrid algorithm combining the whale optimization and SA algorithms, which uses real values instead of binary values, was proposed to solve feature selection problems [26] . Two binary GWO algorithms were used for selecting features in medical datasets [27] , and binary teaching and learning algorithms were employed with different classifiers for finding the optimal feature subset of a diagnostic cancer dataset [13] . In addition to these algorithms, those that continuously track feature selection issues deserve attention. The dragonfly optimization algorithm uses a variety of S-type and V-type conversion functions to obtain a binary version of the feature selection method to solve classification problems by Mafarja et al. [28] ; Taradeh et al. [29] proposed a feature selection method based on evolutionary gravitational searching, which combines crossover and mutation operators in evolutionary algorithms. The comparison of the results of feature selection with those from PSO, GA and GWO shows the effectiveness of this method. Faris et al. [30] proposed two wrapped feature selection methods based on the SSA algorithm. The first method uses eight conversion functions to realize binary transference, and the second method uses proposed an intelligent monitoring system based on the genetic algorithm and random weight network to automatically identify the most relevant features of spam. Mafarja et al. [33] are committed to developing wrapped feature selection method based on the binary GOA. It not only realizes the binary BGOA-S and BGOA-V by means of an S-type function and a V-type function but also obtains the BGOA-M by means of a mutation operation. Twenty-five datasets were evaluated, and eight metaheuristic wrapper methods and six filter methods were included in the experiment. Mafarja et al. [34] combined GWO and the WOA to develop wrapped feature selection methods. Chantar et al. [35] proposed an enhanced GWO algorithm as a wrapper feature selection approach to solve Arabic text classification problems. The symbiotic organism search (SOS) algorithm is a powerful metaheuristic optimization algorithm proposed by Cheng in 2014. The SOS algorithm has a simple structure, easy implementation, no parameters, and high stability. The SOS algorithm has become widely used in power systems, structural engineering, combinatorial optimization, scheduling problems, and other fields [36] - [40] . In previous studies, the SOS algorithm has successfully solved multimodal functions and provided high-quality solutions to optimization problems. In this paper, we propose the binary symbiotic organism search (BSOS) algorithm for determining the optimal feature subset in the feature selection space. The main contributions of the proposed BSOS feature selection method are given below:
• A binary version of the SOS algorithm is proposed, which is not only suitable for feature spaces but also provides a theoretical basis for solving binary discrete problems, such as TSP, knapsack, and scheduling tasks.
• An adaptive S-shaped transfer function is presented, which is inspired by the transfer process of 4 basic S-shaped functions. the balance between exploitation and exploration in the BSOS algorithm is established by an adaptive decline coefficient of l.
• A novel feature selection method based on the binary symbiotic organism search algorithm is proposed. • The method presented in this paper can reduce the training time of the classification model and maintain stability. The structure of the remainder of this paper is as follows: Section II introduces the SOS algorithm; Section III presents the BSOS algorithm and its use in feature selection; Section IV presents the experimental results and their analysis. Section V is a summary of the study and a discussion of future prospects.
II. SOS ALGORITHM
The symbiotic organism search algorithm [41] is an effective metaheuristic algorithm proposed by Cheng in 2014. The algorithm is unique with respect to other algorithms in that it simulates the symbiotic relationship between two individuals in different populations in an ecosystem. According to the characteristics of symbiosis in nature, symbiotic relationships can be roughly divided into three types: mutualism, commensalism, and parasitism. Both organisms benefit in a mutualism relationship. The relationship between bees and flowers is an example of mutualism. In a commensalism relationship, one organism profits, while the other organism is neither benefited nor harmed. The relationship between remoras and sharks is an example of commensalism. In a parasitism relationship, one organism obviously profits, but the other organism is obviously harmed or even killed. The most common example is parasites in the human body. The SOS algorithm simulates these three common symbiotic relationships. The algorithm performs a mutualism phase, commensalism phase, and parasitism phase in turn, continuously exploring and exploiting the search space. It iterates through these phases until the maximum number of iterations has been reached or the optimal solution has been found. VOLUME 7, 2019 
A. MUTUALISM PHASE
Initially, an ecosystem of size N is randomly initialized within the upper and lower bounds. Here, X i is the i-th (i = 1, 2, . . . , N ) organism in the ecosystem. If the problem has m dimensions, then X i = (X i1 , X i2 , . . . , X im ). In the mutualism phase, for each X i , an X j (where X i = X j ) is randomly selected from the ecosystem to establish a relationship. Individual X i benefits from X j , and X j also benefits from X i . The mutualism phase can be modeled as follows:
Here, X best denotes the most adaptive organism in the current iteration, which is evaluated by the fitness function.
The benefit factors BF 1 and BF 2 reflect the degree of benefit to each other, benefit factors (BF 1 and BF 2 ) are determined randomly as either 1 or 2. and Mutual_Vector denotes the distance between the individuals, which is calculated as follows.
In the mutualism phase, X i and X j approach the current best organism with the survival advantage gained from the relationship. Note that X i and X j are updated only if their new fitness values are better than their previous fitness values.
B. COMMENSALISM PHASE
In the commensalism phase, for each individual X i , an X j (where X i = X j ) is randomly selected from the ecosystem to establish a relationship. Here, X i benefits from X j , whereas X j is not affected. Therefore, only individual X i is updated.
In this equation, the rand(−1, 1) function is a vector of uniformly distributed random numbers between −1 and 1, and (X best − X j ) denotes the survival advantage provided by organism X j to help organism X i improve its ability to survive in an ecosystem. Here, X i is updated only if the new fitness value is better than its previous fitness value.
C. PARASITISM PHASE
Plasmodium parasites multiply in humans with the assistance of Anopheles mosquitos. The parasite is first hidden in the mosquito. When the mosquito bites a human, the Plasmodium parasite is transferred to the human's body through a long pipette in the mosquito's mouth. To simulate this process, X i is considered an Anopheles mosquito, Parasite_Vector is considered a Plasmodium parasite, and an individual X j is randomly selected from the ecosystem to represent the human host. The details of the parasitic phase are as follows.
First, X i is copied and then values are randomly modified on several dimensions to produce Parasite_Vector. The fitness function values for Parasite_Vector and X j are calculated. If the fitness value of Parasite_Vector is better, then Parasite_Vector replaces X i ; otherwise, X j is immune to Parasite_Vector, and Parasite_Vector is deleted.
III. BSOS ALGORITHM AND FEATURE SELECTION A. BSOS ALGORITHM
The SOS algorithm has a powerful search ability, which is mainly manifested in its fast convergence speed, high-precision solutions, and the ability to avoid locally optimal solutions. The mutualism and commensalism phases enable the whole population to focus quickly on the neighborhood of the optimal solution, whereas the parasitism phase is responsible for exploring other promising areas to avoid falling into local optima. The SOS algorithm has solved many kinds of applied problems, but in contrast, there is little research on the improvement of the SOS algorithm because the SOS algorithm can provide acceptable solutions for almost all applied problems. This phenomenon encourages us to employ the SOS algorithm for solving the feature selection problem. The original SOS algorithm was proposed by Cheng to solve continuous optimization problems. However, in a feature selection space, features are discrete, and there are only two states: selection and nonselection, which prompts us to propose the BSOS algorithm, because binary (0 or 1) values can better represent the discrete space of two states [42] . In this section, the SOS algorithm is modified into the BSOS algorithm with the help of an adaptive S-shaped (AS) transfer function, which makes it suitable for feature selection spaces [43] , [44] . In the BSOS algorithm, each individual X (x 1 , x 2 , . . . , x i , . . . , x n ) is composed of a series of binary values, which represent a feature selection solution, n expresses the dimension of the feature selection space as well as the number of all attribute features, and x i is 0 or 1, where x i = 1 indicates that the feature attribute is selected; otherwise, it is not selected. Unlike the SOS algorithm, which updates the individual's position through continuous steps, the BSOS algorithm decides whether to update the state of each dimension by changing the probability. The S-shaped function is the most direct and convenient method to transform continuous values into a binary system [45] . Table 1 lists the four most common S-shaped functions. Take the first S 1 as an example. For this function, the common conversion process is given by
x t+1
where x t i represents the position in the t-th dimension of the i-th individual in the SOS algorithm. It is not difficult to see that S x t i , which is a probability in the range of 0 to 1 obtained by Equation (5), is still a continuous value. Equation (6) determines the binary state by comparing the probability with a random number. Figure 1 presents the curves of four transfer functions. This figure shows that the coefficients of −x are different exponential terms in the four transfer functions in Table 1 . These differences are reflected in the slopes of the curves.
In this paper, we propose the AS transfer method, which takes the iterations of the BSOS algorithm into account with the transfer function, and dynamically changes the slope to achieve a subtle turnover probability. The AS transfer method is given by the following three equations.
where t is the current iteration and T is the maximum number of iterations. Parameters T max and T min are 4 and 0.01, respectively, referring to reference [28] . In the early stages of the iterations, a larger l leads to a smaller slope in the curve, and a smaller conversion probability makes the algorithm pay more attention to exploitation. In the later stages of the iterations, as l decreases, the curve slope increases, the conversion probability increases, and the algorithm focuses more on exploiting its ability to jump out of locally optimal solutions.
B. FEATURE SELECTION
Feature selection can be regarded as a bi-objective optimization problem with respect to the number of selected features and the classification performance. The objective of optimization is to select fewer features while ensuring that the selected feature subset can achieve a high classification performance. In this paper, a KNN machine learning algorithm was used to construct a classification model of the feature subset and to predict classification accuracy. The purpose of our research is to reduce the number of features and guarantee the classification accuracy to reduce the training time of a machine learning model. Therefore, the following fitness function was used to guide the BSOS algorithm search.
Here, ER denotes the classification error rate based on the current selected feature subset, which is derived from KNN prediction, SN denotes the number of currently selected features, and TN denotes the total number of features. Further, α and β represent the weight coefficients. A block diagram for the BSOS feature selection method is given in Fig. 2 .
C. COMPUTATIONAL COMPLEXITY
To better understand the execution process of the feature selection method, the computational complexity of the proposed BSOS feature selection method is given in this section. The spatial complexity of the proposed BSOS feature selection method includes two parts: the maximum space 
IV. EXPERIMENTS AND ANALYSIS
To demonstrate the ability of the proposed BSOS algorithm to solve the wrapped-based feature selection problem, a classifier based on KNN machine learning was used to construct the selected feature subset classification model, as the KNN algorithm is easy to implement and does not require the estimation of parameters. In particular, the KNN algorithm is more suitable for multiclassification problems than an SVM. Nineteen datasets from the UCI repository covering different fields were selected for classification in the experiment [46] , [47] . The design of the experiment is divided into two parts. First, the proposed BSOS algorithm based on the AS transfer method is compared with four other methods based on basic S transform functions (SOS-S1, SOS-S2, SOS-S3, and SOS-S4) in the task of feature selection result processing on each dataset. Second, to further demonstrate the ability of the BSOS algorithm to search for the optimal feature subset, the experimental results of the BSOS algorithm are compared with those of traditional heuristic algorithms (binary particle swarm optimization (BPSO) [48] and binary differential evolution (BDE) [49] , [50] ) and two currently popular feature selection algorithms (the binary gray wolf optimization (BGWO) algorithm [27] and the binary grasshopper optimization algorithm (BGOA) [51] ). 
A. EXPERIMENTAL PLATFORM AND PARAMETER SETTINGS
In this experiment, the results were obtained using a 64-bit Windows 7 machine with an Intel Core Xeon(R) CPU@ 3.5 GHZ with 8 GB RAM running MATLAB version R2012a.
The specifications of each dataset used in the experiment are listed in Table 2 , which contains the number of data points, the total number of attribute features, and class information. The label ''No. of samples'' represents the number of sample data points in each dataset, ''No. of features'' corresponds to the number of feature attributes contained in the dataset, and ''No. of classes'' shows the number of class labels in the dataset. In addition, to set values for the control parameters that are suitable for running the algorithm, we analyzed the number of features, accuracy, and runtime obtained by the BSOS algorithm when searching the br-can-wins dataset at population sizes of 10, 15, 20, and 25 individuals. To ensure the number of evaluations was constant, the corresponding number of iterations was set to 100, 65, 50, and 40, respectively. As the results in Table 3 show, when the population size is 10 individuals and the number of iterations is 100, VOLUME 7, 2019 the number of selected features and the accuracy are the most satisfactory, and the runtime is acceptable. Similarly, Table 4 lists the results of BSOS searching for feature selection guided by a fitness function with different weights. Note that the results in Table 4 were obtained from the br-canwins dataset with a population size of 10 and 100 iterations. These results indicate that there is a good balance between the number of features and the accuracy when α = 0.7.
To ensure the fairness of the algorithm comparisons, we use the same control parameters for all the compared algorithms. Therefore, in the following experiment, all the comparison algorithms had a maximum number of iterations set to 100 and were run over 30 times in independent trials. All the algorithms default to searching with a population size of 10 and a weight of 0.7 for α. It is noteworthy that the parameters of the algorithms itself are set according to the specifications in the published literature [27] , [48] , [50] , [51] , which were employed in the feature selection experiments. In addition, the neighborhood radius of the KNN classifier cooperating with each algorithm is set to k = 4. Table 5 lists the number of feature subsets corresponding to the best fitness function values obtained by the BSOS, SOS-S1, SOS-S2, SOS-S3, and SOS-S4 methods for over 30 independent trials. Statistically, the BSOS algorithm finds the minimum number of features for 18 out of the 19 datasets. By comparison, the SOS-S1, SOS-S2, SOS-S3, and SOS-S4 methods found sets with the minimum number of features 7, 9, 13, and 10 times, respectively. The sum rank of the 19 feature subsets obtained by each method is shown in the table. The last row of the table shows the final rank of each method in term of the sizes of the feature subsets with respect to the average ranking. This ranking demonstrates that the BSOS algorithm is better at finding smaller feature subsets than other methods because of the adaptive transfer function. Because the slopes of the four basic S-shaped transfer functions are different, the conversion probabilities obtained are also significantly different. Even for the same individual transition, the conversion probability from the transfer function with a small slope of 0.5, which makes the probability region narrower and the conversion probability smaller. In the early stage, the algorithm will be too rigid in the local search, and then lack the ability to perform a global search. In contrast, a transfer function with a large slope has a wider probability region, and the conversion chance is greatly increased. This phenomenon is very beneficial in the early stages. However, it is difficult to find the optimal solution because it pays too much attention to global searching and ignores the local search. The adaptive transfer function introduces the adaptive decreasing coefficient L, so in the early iteration period, the conversion probability is higher, focusing on the exploration ability of the algorithm; in the later iteration period, the smaller conversion probability focuses on exploitation. This dynamic mechanism further balances the exploitation and exploration abilities of the algorithm.
B. EXPERIMENTAL RESULTS
The feature subsets obtained in Table 5 were used to construct a KNN-based classification model. The classification accuracies of the resultant models are listed in Table 6 . It is clear that the accuracies of the BSOS-based models are the best for the 12 datasets, indicating their superiority with respect to the SOS-S1, SOS-S2, SOS-S3, and SOS-S4 models. Moreover, the average ranking of the BSOS method for each dataset is better than those of the other four methods. Once again, the feature subsets obtained using the BSOS search outperformed those of the other four methods with respect to the classification accuracy. Overall, the results in Tables 5 and 6 indicate that the BSOS method can better search a feature selection space than the SOS methods based on the four traditional S-shaped transfer method. The BSOS algorithm chooses the smallest number of features, and the accuracy of the classification model is better. This finding shows that the features searched by the BSOS algorithm have less redundancy. In other words, the BSOS algorithm can always find the most relevant feature attributes to the class. The other four methods cannot strengthen the balance between the exploitation and exploration abilities of the algorithm, so there are not only more features searched but also some of them do not contribute to the recognition of classes. The features have obvious redundancy.
To demonstrate the superiority of the BSOS algorithm in solving the feature selection problem, the experimental results of the BSOS algorithm are compared with those of the BPSO, BDE, BGWO, and BGOA methods. Here, the BPSO and BDE methods represent traditional heuristic feature selection algorithms, and the BGWO and BGOA methods have become the most popular heuristic algorithms in recent years because of their better feature selection results. Tables 7-10 list the best fitness function values, the worst fitness function values, the average fitness function values, and standard deviations of the above algorithms for over 30 independent runs. The last four rows of each table give the rank information of each algorithm according to the fitness function value. It is clear that the BSOS algorithm finds the minimum fitness values for all datasets in terms of the best, worst, and average values. This finding shows that the search accuracy of the BSOS algorithm is better than that of other compared algorithms. The minimum fitness function also shows that the feature selection ability of the BSOS algorithm is slightly stronger than that of the compared algorithms. For seven datasets, all the algorithms achieved the same best fitness value, which means they behave fairly well in these datasets. However, the worst values for these seven datasets upsets the balance in Table 7 . The BSOS algorithm maintains the minimum fitness values in all the results, even when comparing the worst values. This finding shows that the BSOS search results are more stable, while there are large fluctuations in the results of the other four algorithms. In Table 10 , the final rank of the BSOS algorithm according to the mean standard deviation of each dataset is only lower than that of the BPSO algorithm. This illustrates that the stability of the BPSO algorithm is stronger than that of the BSOS algorithm in the overall dataset. However, the BSOS algorithm achieves the smallest variance in 13 datasets, which is more than the number of datasets for which the BPSO algorithm obtains the minimum variance. Moreover, the BGOA achieves the worst mean variance. There are obvious differences in the solutions of the BGOA for the 30 independent runs. A comparison of the fitness value results shows that the BSOS algorithm has a better ability to find the minimum fitness function value than the other algorithms. Figures 3-21 show the convergence curves of the fitness function values for each algorithm, in which the values of each iteration come from the average of 30 fitness values for this iteration. This visualization can better show the convergence process of the algorithms. In Figs. 3-6, 8, 10, 11, 15, 16, 20 , and 21, the BSOS algorithm's precision is overwhelmingly better than those of the BPSO, BDE, BGWO, and BGOA methods. Moreover, the convergence speed of the BSOS algorithm is the fastest. The fast convergence rate of the BSOS algorithm in early iterations is closely related to the structure of the algorithm itself. The BSOS algorithm uses three stages (mutualism, commensalism, and parasitism) to update the solutions. Compared with other algorithms with single-stage updating, the fitness curve declines more obviously. Moreover, the first two stages of the BSOS algorithm focus on exploration, and two-stage exploration enables the algorithm to quickly lock in the neighborhood of the best solution. Therefore, the early curve declines greatly. The final accuracy of the BSOS algorithm depends on the neighborhood exploitation of the best solution. The local search ability makes the algorithm perform more detailed searches, but there are also a risk of falling into the local optimal solution. Once the algorithm falls into the local optimum, the search will often stagnate, which requires effective strategies to jump out of the local trap. The higher accuracy of the BSOS algorithm also shows that the operation of random dimension mutation in the parasitic phase can effectively help jump out of local optima. All algorithms except the BGOA method reached the same precision in Figs. 7, 9, 12, 14, 17, 18, and 19 . As shown in Figs. 9, 12, 17, and 18, in some datasets, the convergence speed of the BSOS algorithm is slightly slower than that of the BPSO algorithm, however, the BSOS algorithm still finds the minimum fitness value because the BSOS algorithm takes longer to jump out of local optima, while the BPSO algorithm can jump out of local optimum more quickly. Models for the air and dnatest datasets, which contain more feature attributes, may require more iterations to converge. However, as seen in Figs. 20 and 21 , the BSOS algorithm's initialization can provide a better subset feature solution than the others. The convergence curves of hyperdimensional attributes and large-scale data also show that the BSOS algorithm has difficulty jumping out of the local optima of hyperdimensional attributes. The same phenomenon also occurs in with the BPSO, BDE, and BGOA methods. Surprisingly, the BGWO algorithm seems to have the potential to solve hyperdimensional datasets, which may require more iteration time due to the slow convergence rate. Figures 22-40 present the box diagrams of the results of 30 runs for each algorithm, which can better reflect the discrete situation of the fitness values. As shown in Figs. 24, 30, and 34, the BSOS algorithm has higher stability than any other method. In contrast, the BGWO algorithm's solution lacks stability for most datasets. Table 11 shows the numbers of selected features that correspond to the best fitness values out of 30 runs for all the algorithms. The number of features selected by the BSOS algorithm is the minimum for 18 datasets. The number of features selected by the BPSO algorithm is the minimum in nine datasets, and 10 feature subsets obtained by the BDE algorithm are the minimum. The BGWO and BGOA methods had only seven minimal feature subsets. Table 12 shows the classification accuracy of the models constructed from the feature subsets in Table 11 . Here, 15 of the 19 feature subsets found by the BSOS algorithm have the highest accuracy. The average feature subset accuracy rank of all methods is in the following order: BSOS, BPSO, BGOA, BDE, and BGWO. The advantages of the BSOS algorithm over other comparative algorithms not only benefit from the SOS algorithm's unique three-stage strategy but also the balance of the exploration and exploitation capability of the BSOS algorithm by the adaptive transformation function. To better display the quality of features selected by each algorithm, Figs. 41-59 show pie charts of the number of selected features for all datasets and the selected feature classification accuracies. Here, not only the classification accuracies of the feature subsets obtained by the algorithms but also the classification accuracies obtained when all the features are used are compared. Except for the results for the mammographic dataset, the classification accuracies obtained by the feature subsets of the BSOS algorithm are higher than those for all the features on all the datasets. It demonstrates that the BSOS algorithm is qualified to perform feature selection. The high quality of the features selected by the BSOS algorithm is shown in Figs. 41, 44, 48 , and 59. It is easy to see that the BSOS algorithm selects the fewest features, and the accuracies of the selected feature subsets are higher than those of any other algorithm. This finding indicates that the BSOS algorithm achieves excellent feature selection performance when processing these datasets. For the ionosphere dataset, the BSOS, BPSO, and BGWO algorithms all achieved the highest classification accuracy of 91.4288%, but the number of features selected by the BSOS algorithm is lower than those selected by the BPSO and BGWO algorithms.
Similar phenomena can be seen in the zoo, sonar, and air datasets. This finding demonstrates that the BSOS algorithm can reduce the number of features selected with higher accuracy. In the parliament1984 dataset, the accuracy of a feature selected by the BSOS algorithm is only slightly lower than that of the four features selected by the BGOA method. Likewise, in the austra and segmentation datasets, the accuracy obtained by the BSOS subset is slightly less than that obtained by the BGWO subset, but the BSOS feature subset is smaller. This finding suggests that the BSOS algorithm can achieve acceptable accuracy with fewer features. Conversely, it also shows that the BSOS algorithm relaxes the pursuit for accuracy by emphasizing the reduction in the number of features. This phenomenon may be closely related to the weight α in the fitness function. In the carevaluation, iris, mammographic, Norma17, pima, bupa, and diabetes datasets, all the comparison algorithms yield the same number of features, and the accuracy results are not comparable. These datasets have low-dimensional features. However, the feature subset results are still better than those of all features. This finding indicates that all the compared algorithms have the same feature selection ability for low-dimensional data. It further illustrates that the BSOS algorithm does not solve the problem that metaheuristic algorithms usually fall into local optima in low-dimensional datasets. A stronger local strategy may need to be considered to address this problem. Therefore, for low-dimensional datasets, it may be best to use mandatory search to find the optimal feature subset.
Figures 60-63 present comparative graphs of the labels, in which the square represents the original class label of the datasets, the circle represents the class label predicted by the classification model constructed by KNN clustering using all the features of the dataset, and the symbol '' * '' represents the class label predicted by KNN clustering using the feature subsets obtained by the BSOS algorithm. Overall, the proposed BSOS feature selection method can search for the lowest number of features and while ensuring highly accurate classification results. When compared with the results obtained by the BPSO, BDE, BGWO, and BGOA methods, the results of the BSOS-based feature selection are highly competitive. However, the BSOS algorithm has not still solved the problem that metaheuristic algorithms usually fall into local optima in low-dimensional datasets.
V. CONCLUSION AND FUTURE DIRECTIONS
In this paper, the BSOS algorithm, which uses an AS transfer function to give the SOS algorithm the ability to solve the feature selection problem, was proposed. A comparison of the results of BSOS-based feature selection with the those of four other common transfer function methods shows that the BSOS algorithm can better search the feature selection space because AS considers the current iteration, which helps to balance the exploitation and exploration behaviors of the SOS algorithm. The BSOS algorithm can provide a highquality feature subset for feature selection, which is reflected in the fact that the BSOS algorithm can always search for the lowest number of features and the resultant model can obtain a more competitive classification accuracy than those of the BPSO, BDE, BGWO, and BGOA methods. In the future, the proposed BSOS feature selection method will able to solve real-world classification and clustering problems. However, the BSOS feature selection algorithm also has some shortcomings. In some low-dimensional dataset searches, it is difficult for the algorithm to jump out of local optima, resulting in a low classification accuracy. Furthermore, in hyperdimensional data, the algorithm has low sensitivity. Because of the limitation of the experimental environment, more hyperdimensional, large-scale datasets verification was not included in our work. Therefore, finding a stronger local search strategy to improve the BSOS algorithm's ability to jump out of local optima and to address hyperdimensional, large-scale datasets will be the core of our future work. Recently, the powerful local search ability was developed from a new metaheuristic algorithm, the Harris hawks optimizer [52] , has attracted our attention. In addition, determining a method for effective initialization will improve classification performance. Explorations of the different performances of various classifiers and more analysis and prediction on medical data will also be considered in future research.
