Abstract-In this paper, we develop a new scheduling model with learning effects where the actual processing time of a job is not only a function of the total normal processing times of the jobs already processed, but also a function of the job's scheduled position. We show that the single-machine scheduling problems to minimize make span and total complete time are still polynomially solvable under the proposed model. We further show that the single-machine scheduling problems minimizing the weighted sum of completion times and minimizing the maximum lateness are also polynomially solvable under certain conditions.
I. INTRODUCTION
Scheduling problems have received considerable attention since the middle of the last century. However, most researchers assume that job processing times are known and fixed during the whole processing process. Recent empirical studies in several industries have demonstrated that unit costs decline as companies produce more of a product and gain knowledge or experience. This phenomenon is well-known as the ''learning effect" in the literature (see,e.g., [1, 2] ).
Biskup (see,e.g., [2] ) was the first to investigate the learning effect in scheduling problems. He assumed that the time needed to perform an operation decreases by the number of repetitions., the processing time of a job is a function of the job position in a sequence. In the classical position-dependent learning effect model, the actual processing time ir p of job There are several studies in this context. Biskup showed that single-machine scheduling problems with a learning effect still remain polynomially solvable if the objective is to minimize the deviation from a common due date or to minimize the sum of flow times.
Kuo and Yang (see,e.g., [3] ) considered a single-machine scheduling problem with a time-dependent learning effect. There are n jobs to be Based on the two models of Biscup, Kuo and Yang, in this paper, we develop a new scheduling model with learning effects where the actual processing time of a job is not only a function of the total normal processing times of the jobs already processed, but also a function of the job's scheduled position. Based on this new learning model, we need search that the single-machine scheduling problems to minimize makespan and total complete time are still polynomially solvable under the proposed model. We also need search that the single-machine scheduling problems minimizing the weighted sum of completion times and minimizing the maximum lateness are also polynomially solvable under certain conditions.
II. SOME SINGLE MACHINE PROBLEMS
There are given a single machine and n independent and non-preemptive jobs that are immediately avail-able for processing. The machine can handle one job at a time and preemption is not allowed. Let 
In the sequel, we will adopt the three-field notation scheme ||    .
III. SOME SINGLE MACHINE PROBLEMS
First, we give a lemma.it is useful for the following theorems.
Then the first derivative about u is 
This completes the proof. The single-machine scheduling problems minimizing the weighted sum of completion times, that is, This completes the proof.
IV. CONCLUSIONS
In this paper, we develop a new scheduling model with learning effects where the actual processing time of a job is not only a function of the total normal processing times of the jobs already processed, but also a function of the job's scheduled position. We show that the single-machine scheduling problems to minimize makespan and total complete time are still polynomially solvable under the proposed model. We further show that the single-machine scheduling problems minimizing the weighted sum of completion times and minimizing the maximum lateness are also polynomially solvable under certain conditions. These results are sig-nificant extensions of some of the existing results on learning effects in the literature. We believe that the general learning effect model offered here will turn out to be more useful in the theory and applications of scheduling.
