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Tato práce pojednává o dolování v proudu dat, což představuje v současné době velice rychle se 
rozvíjející oblast informačních technologií. Jsou vysvětleny obecné principy dolování v datech, pojem 
proud dat, a jsou popsány metody jeho předzpracování a následně algoritmy pro dolování v proudu 
dat. Podrobně jsou rozebrány algoritmy VFDT a CVFDT pro klasifikaci. Dále je pozornost věnována 
časoprostorovým datům a možnostem jejich dolování. V rámci praktické části práce byla navrhnuta a 
implementována aplikace pro klasifikaci a predikci časoprostorových událostí (dopravních zácep) 
v proudu dat ze silničního provozu. Pro klasifikaci byly použity algoritmy VFDT a CVFDT. Program 
byl otestován na datech generovaných simulačním nástrojem SUMO.  
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Abstract 
This thesis deals with the data mining in data stream which represents fast developing area of 
information technology. The text describes common principles of data mining, explains what data 
stream is and shows methods for its preprocessing and algorithms for following data mining. The 
special attention is given to the VFDT and the CVDT algorithm.  The next mentioned are the 
spatiotemporal data and related data mining. The second part describes the design and 
implementation of the application for classification over spatiotemporal data stream represented by 
road traffic data and following prediction of spatiotemporal events (traffic-jams). The classification is 
performed by the VFDT and CVFDT algorithm. The application has been tested on the data set 
obtained by the simulation tool SUMO.       
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Tématem této práce je dolování v proudu dat se zaměřením na časoprostorová data. Nejprve jsou 
v rámci první kapitoly probrány základní principy dolování v datech. Jsou zmíněny oblasti použití a 
historie vývoje. První kapitola také ukazuje technologie a metody používané při dolování v datech 
jako jsou datové sklady, OLAP a nebo vícerozměrná datová kostka.  
Dále se první kapitola zaměřuje na problematiku časoprostorových dat. Definuje pojem 
časoprostorových dat a ukazuje hlavní rozdíly mezi nimi a daty, která se vyskytují v běžných 
relačních databázích. Rozebírá dolování v časoprostorových datech zahrnující shlukovou analýzu, 
časoprostorové lokální vzory a predikci. 
Druhá kapitola je zaměřena na získávání znalostí z proudu dat. Na začátku je vysvětlen pojem 
proud dat a jsou popsány jeho hlavní charakteristické vlastnosti. Následně se zabývá možností 
dolování v datovém proudu, což klade na dolovací mechanismy specifické nároky. Jsou uvedeny 
známé algoritmy pro předzpracování proudu dat a následné dolování, které lze rozdělit na hledání 
častého vzoru, klasifikaci resp. predikci a shlukovou analýzu. Poslední část druhé kapitoly je 
zaměřena na proud časoprostorových dat. 
Praktickou část tvoří projekt pro klasifikaci a následnou predikci časoprostorových událostí 
v proudu dat ze silniční dopravy. Byla navržena a implementována aplikace používající algoritmy 
VFDT a CVDFT nad časoprostorovými daty, která dokáže předpovídat případné dopravní zácpy.  
Výsledný program byl odzkoušen na datech získaných simulací silničního provozu. 
Závěrem jsou shrnuty základní přednosti i nedostatky použitého řešení. Jsou také zmíněna 





1 Dolování v datech 
První kapitola pojednává o obecných přístupech týkajících se dolování v datech. Nejprve je vysvětlen 
samotný pojem dolování, jsou uvedeny přínosy a důvody pro tuto činnost a je zmíněna stručná 
historie vývoje v této oblasti. 
1.1 Dolování 
Pojem dolování v datech nebo také získávání podstatných informací z dat je v dnešní době 
nepostradatelnou součástí řady systémů na poli informačních technologií. Jde o oblast, ve které byl 
učiněn značný výzkum a vývoj. Nicméně stále existují oblasti, ve kterých je třeba hledat odpovědi na 
otázky a metody pro řešení daných problémů.   
Dolování v datech nebo též anglicky data mining je proces automatického zjišťování 
užitečných informací z velkého množství dat, na které nestačí tradiční analytické metody. Obecně je 
chápáno jako součást činnosti zvané získávání znalostí (angl. Knowledge Discovery), která sestává ze 
sedmi základních částí. [1]  
1. Vyčištění dat (odstranění nekonzistentních dat) 
2. Integrace dat (v případě více datových zdrojů je třeba data integrovat do jednotné 
podoby) 
3. Výběr dat (výběr jen relevantních dat) 
4. Transformace dat (úprava dat do formy vhodné pro dolování) 
5. Dolování v datech  
6. Rozpoznání vzorů (identifikace skutečně důležitých vzorů na základě dané metriky) 
7. Prezentace znalostí (zobrazení získaných znalosti v podobě vhodné a srozumitelné pro 
uživatele). 
 
Tři základní techniky dolování v datech jsou klasifikace a predikce, rozpoznávání vzoru a 
shluková analýza. 
 Cílem klasifikace a predikce je vytvořit klasifikační modely, které jsou schopné 
předpovídat příslušnost do třídy nebo hodnotu proměnné pomocí funkce jiných 
proměnných. Model se vytváří na základě již známých faktů, u kterých je již pro každý 
prvek známá jeho třídní příslušnost. Takto vytvořený model je pak použit k určení třídy 
nového prvku, jehož třída je neznámá. Příkladem použití může být určování diagnózy 
pacienta na základě výsledků různých testů.  
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 Rozpoznávání vzorů se snaží v datech nalézt vzor popisující silnou korelaci mezi daty 
nebo asociaci mezi často se vyskytujícími vlastnostmi. Nalezené vzory jsou často 
uváděna ve formě asociačních pravidel. Příkladem je např. analýza dat o nákupních 
košících, kdy se hledají produkty, které jsou prodávány často společně. 
 Úkolem shlukové analýzy je rozdělit data do skupin (clusterů) souvisejících dat tak, 
aby si prvky v rámci stejné skupiny byly velmi blízké a naproti tomu prvky v různých 
skupinách byly od sebe co nejvíce odlišné. Příkladem použití shlukové analýzy je např. 
hledání segmentu zákazníků s podobnými nákupními návyky nebo kategorizace 
dokumentů týkajících se daných témat [2].  
1.2  Přínos dolování v datech 
Význam získávání znalostí z databází výrazně stoupl v posledních letech. Asi nejznámější využití si 
tyto metody našly v komerční sféře a to zejména v podpoře řízení a v marketingu. Společnostem 
umožňují získávat cenné znalosti o jejich současných i potencionálních klientech. Nejčastěji jde o 
jejich rozmístění a chování. Marketingovým pracovníkům pak nabízí příležitost přesně zacílit 
reklamní kampaň, oslovit jen a právě žádané osoby a výrazně tak snížit náklady. 
Dalším častým využitím dolování v datech pro ekonomické účely je analýza vývoje trhu nebo 
tržeb a vyhledávání neobvyklých jevů a následné určení příčin těchto výkyvů. Také umožňují 
předpověď budoucího vývoje.  
Velmi důležitou roli hraje dolování v datech také ve vědeckém výzkumu. Jedním 
z nejdůležitějších použití je oblast bioinformatiky, která se zabývá shromažďováním, analýzou a 
vizualizací DNA.  
Získávání znalostí si našlo své místo i v řadě jiných oblastí. Příkladem může být např. 
monitorování činností na internetu a odhalování nelegálních praktik nebo sledování operací s účty 
v rámci elektronického bankovnictví s cílem odhalit případné neoprávněné manipulace s nimi.        
1.3 Historie dolování v datech 
Je možné říci, že dolování v datech je přirozeným pokračováním vývoje informačních technologií. Při 
pohledu do historie zpracování dat je možné vidět několik vývojových stupňů. V šedesátých letech 
minulého století se objevují první primitivní postupy pro zpracování dat, které pracovaly s daty 
uložených nejčastěji přímo v souborech. Sedmdesátá léta s sebou přinesla značný pokrok v podobě 
systémů řízení báze dat (anglicky Database Management System, DBMS). Objevily se první databáze 
založené na hierarchickém a síťovém modelu. O něco později přichází relační databáze, které se 
velmi rychle rozšířily a dodnes patří k nejčastějším. Následně vznikají dva hlavní přístupy ke 
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zpracování dat. Transakční zpracování uváděné pod zkratkou OLTP (OnLine Transactional 
Processing) a analytické zpracování známé jako OLAP (OnLine Analytical Processing). 
V druhé polovině osmdesátých let se na svět dostávají pokročilé databázové systémy, jakými 
jsou např. objektově orientované databáze. Výrazně se také rozvíjí oblast analýzy dat, v rámci které 
vzniká obor dolování v datech a s tím související datové sklady. 
V současné době je snaha tyto metody integrovat do komplexnějších informačních systémů. [1]      
1.4 Technologie využívané pro dolování v datech 
Pro samotné dolování v datech se využívá mnoho podpůrných technologií. Mezi ty nejdůležitější patří 
datové sklady, OLAP a vícerozměrný pohled na data. 
1.4.1 Datové sklady 
S pojmem dolování v datech jsou často spojovány datové sklady. Jde to technologii, která značně 
usnadňuje samotné dolování. Datový skald je úložiště dat sesbíraných z  různých zdrojů, která jsou 
uložena v jednotném schématu a standardně na jednom místě. V datovém skladu se objevují jen data 
týkající se dané problematiky. Přestože je možné datový sklad konstruovat nad současnou databází, je 
mnohem častěji tvořen ve svém vlastním fyzickém úložišti.  
Základní princip datového skladu je zobrazen na Obr. 1.1. Datový sklad je na tomto obrázku 
označen anglickým termínem Data Warehouse. 
 
Obrázek 1.1 - Schéma datového skladu [1] 
Vytváření datového skladu sestává z několika fází: očištění dat (Clean), integrace dat 
(Integrate), transformace dat (Transform), nahrání dat (Load) a aktualizace dat (Refresh).  
Pro potřeby dolování v datech jsou datové sklady často modelované pomocí vícerozměrné 
databázové struktury, ve které každá dimenze představuje atribut nebo soubor atributů a každá buňka 
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hodnotu nějakého souhrnného ukazatele. Typickou datovou strukturou pro uložení dat v datovém 
skladu je vícerozměrná datová kostka, ale data mohou být uložena i v relační podobě. 
Datový sklad může být dále rozdělen na tzv. datová tržiště, která obsahují data určená pro dílčí 
použití např. pro určité oddělení v rámci firmy [1].  
1.4.2 OLAP 
Vícerozměrný pohled na data v rámci datových skladů umožňuje použít technologie OLAP (On-Line 
Analitical Processing).  
Analytické zpracování dat se v několika ohledech výrazně liší od zpracování v transakčních 
databázích (např. databáze bankovních účtů a operací s nimi). Mezí nejdůležitější rozdíly patří  
 Data jsou určena pro řídící pracovníky 
 Pohled na data na vysoké úrovni abstrakce, často ve vícerozměrné podobě 
 Malé množství velmi složitých dotazů 
 Větší objem databáze (typicky stovky GB až TB) 
 Upřednostňování flexibility před rychlostí 
 Práce s historickými daty 
 Naprostá převaha čtecích operací, minimum zápisu 
 
OLAP operace používají tzv. základní znalost (background knowledge) podle domény studovaných 
dat a umožňuje prezentaci dat na různých úrovních abstrakce. Nejpoužívanější OLAP operace jsou 
drill-down a roll-up, které dovolují uživateli nahlížet na data na různých úrovních sumarizace. 
V případě operace drill-down se přechází z vyšší úrovně abstrakce na nižší. U operace roll-up je tomu 
naopak [1].    
1.4.3 Vícerozměrná data, datová kostka 
V kapitolách o datových skladech a technologii OLAP bylo zmíněno uložení dat ve vícerozměrné 
podobě. Nejčastějším příkladem takové datové struktury je vícerozměrná datová kostka. Příklad 
trojrozměrné kostky pro data z Tab. 1.1 je zobrazen na Obr. 1.2. Osy prostoru kostky zobrazují 
jednotlivé dimenze, v tomto případě time, item a location. Buňky kostky představují hodnoty 
souhrnného ukazatele.  
Datové kostky vytvořené pro různé úrovně abstrakce jsou označovány jako tzv. hranoly 
(Cuboids). V takovém případě se pod pojmem datová kostka rozumí mříž hranolů. Na Obr. 1.3 je 
zobrazena mříž hranolů pro čtyřrozměrnou datovou kostku tvořenou dimenzemi time, item, location a 
supplier. Každý hranol (cuboid) reprezentuje jinou úroveň abstrakce. Na nejvyšší úrovni abstrakce 
stojí 0-D hranol označovaný jako tzv. apex cuboid, který na Obr. 1.3 zahrnuje celkové tržby shrnuté 
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pro všechny čtyři dimenze. Naproti tomu na spodním konci mříže se nachází tzv. základní hranol 
(base cuboid), který pohlíží na data na nejnižší úrovni abstrakce.  
    









Obrázek 1.3 - Mříž hranolů [1] 
1.4.4 Zobrazení získaných informací 
Nedílnou součástí systémů pro dolování v datech je interpretace výsledků uživateli ve vhodné formě. 
Zjištěné poznatky bývají vyjádřeny pomocí vysokoúrovňového jazyka, vizuální reprezentace nebo 
jiným způsobem umožňující uživateli rychle a snadno pochopit zobrazované znalosti. 
Mezi často používané zobrazovací prostředky patří stromové struktury, tabulky, grafy, 
diagramy, křížové tabulky, matice nebo křivky. 
1.5 Časoprostorová data a dolování 
Tato podkapitola se zabývá prostorovými daty v čase a možnostmi jejich dolování. Pojednává obecně 
o časoprostorových datech, jejich specifických vlastnostech a možnostech dolování.  
1.5.1 Data v čase i v prostoru 
V této části je vysvětlen pojem časoprostorových dat. Jsou uvedeny oblasti, ve kterých se 
s časoprostorovými daty pracuje a základní principy a požadavky na systémy pracující s tímto typem 
dat. 
1.5.1.1 Prostorová data 
Mezi základní typy prostorových dat patří bod, lomená úsečka, uzavřená lomená úsečka (polygon) a 
oblast (vyplněná uzavřená úsečka). Pro práci s prostorovými daty se používají speciální systémy pro 
řízení báze dat, které jsou schopny pracovat přímo s výše uvedenými datovými typy a používat 
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vhodné indexové struktury. V prostorových databázích se objevují množiny entit z určitého prostoru, 
u kterých je zřejmá identifikace, umístění a vztah k okolí. 
Při ukládání prostorových dat je třeba se vyrovnat s problémem neschopnosti zachytit všechny 
reálné hodnoty. Řešení nabízí použití jednoduchých geometrických entit (simplexů) pro skládání 
složitějších objektů nebo použití úplných deskriptorů pro kompletní popis modelované oblasti [6]. 
 Nejčastější aplikací pracujících s prostorovými daty jsou geografické informační systémy. 
1.5.1.2 Časová (temporální) data 
Temporálními daty se rozumí data, která jsou sledována v čase. Temporální rozměr dat lze využít 
v aplikacích z oblasti bankovnictví, účetnictví, monitorování atd.  
Systémy pro řízení temporálních dat zohledňují časové vlastnosti vkládaných dat a pracují 
často se snímky (snapshoty) v rámci relačního databázového systému. Existují ale i nativní systémy 
pro řízení temporálních dat. Pro práci s temporálními daty byly vyvinuty speciální dotazovací jazyky. 
Mezi nejznámější patří ATSQL.  
1.5.1.3 Časoprostorová data 
Časoprostorová data zahrnují údaje prostorového i časového charakteru. Mezi aplikace pracující 
s časoprostorovými daty patří např. systémy pro kontrolu šíření požáru v lese, analýzu 
meteorologických jevů, kontrolu mořských vln, odlesnění apod. [7]. Velmi často jde o data o poloze 
pohybujících se objektů v čase. 
1.5.2 Dolování v časoprostorových datech 
Dolování v časoprostorových datech je poměrně nová a rychle se rozvíjející oblast výzkumu. 
Podobně jako v jiných oblastech dolování se i u časoprostorových dat objevují tři základní přístupy a 
to shluková analýza, vyhledávání vzorů a predikce.  
1.5.2.1 Shluková analýza 
Cílem shlukové analýzy pro časoprostorová data je nalezení skupin objektů, které se vyznačují 
podobným chováním. Z časoprostorového hlediska lze chování chápat jako způsob pohybu. Pohyb 
objektů popisuje jeho trajektorie. Pro shlukovou analýzu časoprostorových dat existují dva přístupy. 
První spočívá v definování vzdálenostní funkce mezi trajektoriemi a následném použití běžných 
metod pro shlukovou analýzu jen s malými úpravami. Druhou možností je použít speciální algoritmy 
pracující nad speciálními datovými typy. 
Shluková analýza trajektorií založená na vzdálenosti mezi trajektoriemi 
Základním cílem vzdálenostní funkce je v tomto případě ohodnotit jako blízké ty objekty, které 
následují přibližně stejnou časoprostorovou trajektorii (ve stejný čas se vyskytují přibližně na stejném 
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místě, tzn. pohybují se spolu). Nalezené shluky mohou reprezentovat skupinu přátel cestujících 
společně, stáda zvířat apod. Ukázka shluků s podobnou časoprostorovou trajektorií je zobrazena na 
Obr. 1.4. Obecnější variantou je vyhledávání objektů pohybujících se po podobné cestě (tj. stejná 
prostorová trajektorie, ale v různých časech a s různou rychlostí). V takovém případě by shluky group 
1 a group 2 z Obr. 1.4 tvořily jednu skupinu. Ještě obecnějším přístupem je seskupovat objekty jen 
podle podobnosti pohybů jako např. chůze stejným směrem, otáčení se stejným poloměrem atd.  
 
Obrázek 1.4 - Shluky objektů s podobnou trajektorií [2] 
Shluková analýza pracující s jinými metrikami  
Často mohou být objektem zájmu skupiny objektů pohybujících se společně jen po nějaký časový 
interval. V takovém případě je vhodné použít algoritmy založené na hustotě, u kterých je vzdálenostní 
funkce mezi shluky definována jako průměrná prostorová vzdálenost mezi trajektoriemi v daném 
časovém intervalu. Obr. 1.5a  zobrazuje tři shluky trajektorií v optimálním časovém intervalu. 
Dalším příkladem jsou tzv. pohybující se shluky zobrazené na Obr. 1.5b. Takovéto shluky 
přetrvávají v několika následujících časových řezech. Přetrváním je myšleno, že objekty obsažené ve 
shluku v rámci jednoho časového řezu jsou přibližně stejné jako ty ve shluku v následujícím časovém 
řezu. 
 
Obrázek 1.5 - a) shluky v časovém intervalu b) pohybující se shluky, [2] 
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1.5.2.2 Časoprostorové lokální vzory 
Dalším typem dolování v časoprostorových datech je hledání lokálních vzorů, které se týkají jen části 
všech dat (tj. jen některých objektů, dat v určitém malém časovém intervalu nebo dat z omezených 
prostorových oblastí). Dolování lokálních vzorů lze chápat buď jako hledání významných vzorů 
v datech nebo jako hledání výskytů daného vzoru v datech. 
Získávání častých vzorů 
Při získávání častých vzorů z časoprostorových dat se nejčastěji uplatňuje následující přístup.  
Nejprve je odvozena množina význačných rysů z dat, událostí, hodnot atributů nebo 
z časoprostorových predikátů popisujících jednotlivé trajektorie. Poté je použit běžný dolovací 
algoritmus na data reprezentována význačnými rysy a jsou získány opakované množiny objektů, 
asociační pravidla nebo opakující se sekvence. V rámci tohoto přístupu se na data pohlíží 
z časoprostorového hlediska jen v první fázi.  Kromě běžných asociačních pravidel mohou být 
získávána i tzv. evoluční pravidla, která používají komplexní predikáty popisující časoprostorový 
vývoj objektu nebo skupiny objektů. 
    Mezi rysy trajektorií pohybujících se objektů patří: 
 Časoprostorové, časové nebo prostorové souhrny (např. délka trasy, doba strávená 
v určité oblasti, nejčastější směr apod.) 
 Prostorové události (např. navštívení nějakého místa) 
 Časoprostorové události (např. vykonání nějakého manévru jako otočení se, zastavení 
atd.). Na Obr. 1.6 je zobrazena ukázka trajektorií s časoprostorovými událostmi, 
z kterých lze odvodit následující pravidlo: 
 𝑛𝑎𝑣š𝑡ě𝑣𝑎 𝑥, 𝑡𝑟ž𝑖š𝑡ě → 𝑛á𝑕𝑙é_𝑧𝑎𝑠𝑡𝑎𝑣𝑒𝑛í 𝑥 → 𝑜𝑡𝑜č𝑛í_𝑜_180𝑠𝑡 𝑥   
 
 
Obrázek 1.6 - a) ukázka trajektorie, b) časoprostorové události, c) změna rychlosti [2] 
Jiný přístup nabízí přímá analýza trajektorií, v rámci které neprobíhá předzpracování 
časoprostorových dat, jako v předchozím postupu, a ve fázi dolování lze s daty pracovat i s ohledem 
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na jejich časoprostorový význam. Díky kontinuální povaze časoprostorových dat je třeba při 
získávání vzorů tolerovat menší odchylky. Existují dva způsoby, jak lze nahlížet na časoprostorové 
vzory. Prvním je zabývat se vzory ve formě segmentů trajektorií a hledat přibližné instance v datech. 
Příkladem může být tzv. T-pattern, který je definován jako dvojice (𝑆,𝐴), kde 
𝑆 =   𝑥0,𝑦0 ,… ,  𝑥𝑘 ,𝑦𝑘   je posloupnost bodů v prostoru ℝ
2 a 𝐴 =  𝛼1,… ,𝛼𝑘 ∈ ℝ
𝑘  je časový 
popis posloupnosti S, který udává pro každý bod čas potřebný k přesunu do bodu následujícího. T-
pattern lze také zapsat ve tvaru  𝑆,𝐴 =   𝑥0 ,𝑦0 
𝛼1




  𝑥𝑘 ,𝑦𝑘  [8]. Prostorové 
souřadnice bodů v posloupnosti i jejich čas odpovídají přibližně skutečným bodům ve vzoru. Druhou 
možností je pracovat se vzory ve formě oblastí pohybujících se v časových intervalech.   
Hledání výskytů vzoru v datech 
Při vyhledávání výskytů vzoru v datech uživatel již zná vzor, o který se zajímá, a cílem dolování je 
nalézt jeho výskyty v datech. Rozlišují se dva typy dotazů. Elementární dotazy se týkají pohybu 
jednotlivých objektů. Naproti tomu synoptické (přehledové) dotazy zobrazují vzory kolektivního 
chování. Tyto vzory sledují současné pohyby objektů a interakci mezi nimi. Často se tyto vzory 
označují jako skupinové.  
Skupinou se rozumí objekty, které jsou si navzájem blízké po významný časový interval. 
Skupinové vzory definuje např. framework REMO (Relative Motion) [9], který rozlišuje základní 
časoprostorové skupinové vzory flock (dav), leadership (vedení), convergence a encounter (setkání). 
Na Obr. 1.7 jsou zobrazeny vzory typu leadership a konvergence. V některých případech je možné 
sledovat vzor přetrvávající v čase, i když se jeho prvky mění (např. dopravní zácpa přetrvává, ale 
jednotlivá auta do ní neustále přijíždí a zároveň odjíždí). Na takovéto vzory lze také nahlížet jako na 




Obrázek 1.7 – Skupinový vzor pohybu leadership (vlevo), konvergence (vpravo) [9] 
1.5.2.3 Predikce 
Dalším významným úkolem dolování v časoprostorových datech je předpověď umístění, trajektorie, 
hustoty, dosahu, časoprostorových událostí a také klasifikace trajektorií.  
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Budoucí umístění lze spočítat ze současné polohy a vektoru rychlosti. Efektivního dotazování 
nad časoprostorovými daty pro predikci polohy lze použít speciální indexové struktury např. TPR-tree 
resp. TPR*-tree zmíněné v [10].  
Predikce hustoty nalézá uplatnění zejména v oblasti systémů řídících dopravu. Hustota patří 
mezi globální charakteristiky a je dána podílem počtu objektů v určité oblasti a velikosti oblasti 
v daném časovém okamžiku. Pro dolování založené na hustotě bývá užitečné sestavit 
časoprostorovou datovou kostku, ve které každá buňka obsahuje hustotu pro danou oblast v daném 
časovém intervalu. 
Dosahem je míněna časově závislá míra zájmu lidí o určitou prostorovou oblast v rámci 
populace. Příkladem predikce časoprostorových událostí může být např. odhad pravděpodobnosti, že 
v určité oblasti bude v určitém čase spáchán zločin.  
Pro klasifikaci trajektorií je možné použit algoritmus nejbližšího souseda za použití vhodně 
zvolené vzdálenostní funkce.   
2 Proud dat a dolování 
Druhá kapitola se zaměřuje na data ve formě proudu dat. Popisuje jeho specifické vlastnosti a oblasti, 
ve kterých se používá. Druhá část kapitoly vysvětluje problematiku dolování v proudu dat. 
2.1 Proud dat 
Proudem dat se rozumí potencionálně nekonečný tok dat, která do systému neustále přicházejí a 
zároveň z něj odcházejí. Přičemž rychlost přicházejících dat se může v čase měnit.  
Typickým příkladem jsou data v telekomunikaci, monitorování počasí, obchodu s akciemi, 
síťovém provozu nebo ve sledování pomocí kamer.  
2.2 Dolování v proudu dat [1] 
Proud dat se od klasických dat liší především svou vysokou dynamičností, tím, že do systému 
neustále přitéká a odtéká, ale především tím, že může být teoretický nekonečný. Z těchto důvodu je 
nemožné celý jeho obsah uložit a pomalu několikrát zpracovávat. Většina aplikací pracujících 
s proudem dat navíc vyžaduje zpracování v reálném čase. Další ztěžující vlastností je často relativně 
nízká úroveň abstrakce dat v proudu. K úspěšnému získání znalostí z proudu dat je potřeba metoda 
pracující v rámci jediného průchodu daty na vícerozměrném principu. 
K úspěšnému zpracování proudu dat byla vyvinuta řada speciálních technik a algoritmů, které 
většinou řeší dilema mezi přesností odpovědi a objemem ukládaných dat. Tyto metody často 
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neposkytují přesné výsledky, ale jen jejich aproximace. Častým prostředkem jsou tzv. synopse nebo 
též přehledy, které pracují se souhrnnými daty a poskytují odhady odpovědí na dotazy.  
2.2.1 Předzpracování proudu dat pro dolování 
Následující podkapitola zmiňuje algoritmy a techniky pro předzpracování proudu dat do formy 
vhodné pro dolování. Často se využívá princip přibližných odpovědí. 
2.2.1.1 Random Sampling 
Cílem této metody je náhodně vybrat rovnoměrně rozložený vzorek z původních dat. Přičemž 
velikost proudu dat na vstupu není předem známa. 
Jedním z jednoduchých algoritmů pro tento úkol je Reservoir sampling. Algoritmus pracuje na 
následujícím principu. Předpokládejme požadovanou velikost vzorku s. Při příchodu i-tého prvku 
z proudu je pravděpodobnost, že bude umístěn do vzorku rovna s/i. Pokud je tato pravděpodobnost 
dostatečně velká, vybere se náhodně prvek ze vzorku a je nahrazen novým. Takto je možné získat 
náhodně vybraný vzorek dat v rámci jednoho průchodu, i když velikost vstupních dat není předem 
známa. 
2.2.1.2 Sliding Window 
Jiným přístupem než náhodné vzorkování je tzv. sliding window. Tato metoda je vhodná pro aplikace, 
které nepracují nad všemi daty v proudu, ale jen nad těmi posledními. Příkladem jsou např. senzorové 
sítě.  
Princip je takový, že data, která dorazí v čase t, jsou platná jen do času t + w, kde w je předem 
definovaná velikost okna, s kterým se pracuje. 
2.2.1.3 Histogramy 
Histogram je datová struktura poskytující přehledová data a může být použita pro odhadování 
frekvence rozložení jednotlivých hodnot prvků v proudu dat.  
Histogram rozděluje data do sousedících skupin. Data mohou být do skupit rozdělena podle 
různých kriterií. Nejjednodušším případem je stejná velikost rozsahu hodnot, které skupina pokrývá. 
Tato varianta ale nepopisuje moc dobře distribuční funkci pravděpodobnostního rozložení. Mnohem 
lepší je použít tzv. V-Optimal histogram, který data rozděluje tak, aby minimalizoval rozptyl 
frekvencí v rámci každé skupiny.    
2.2.1.4 Metody s víceúrovňovým rozlišením 
Běžným způsobem, jak se vypořádat s velkým množstvím dat, je použití metod pro redukci dat, které 
využívají strategii „rozděl a panuj“. Typickým zástupcem jsou metody s víceúrovňovým rozlišením. 
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Tyto postupy nabízejí kompromis mezi přesností a objemem ukládaných dat. Navíc umožňují nahlížet 
na datový proud na různých úrovních detailů. 
Jedním z příkladů je vyvážený binární strom, u kterého je snaha udržovat jej ve vyvážené 
poloze po příchodu nových dat. Každá úroveň stromu reprezentuje jiné rozlišení. Přičemž se zvyšující 
se vzdáleností od kořene rozlišení stoupá. 
Mnohem sofistikovanější řešení přináší shlukové metody vytvářející hierarchickou strukturu 
stromů, které jsou reprezentovány tzv. mikroshluky (např. CF-tree). To umožňuje přírůstkovou 
aktualizaci souhrnných statistických dat nad touto hierarchií. Informace obsažené v mikroshlucích 
mohou být v závislosti na požadavcích aplikace agregovány do tzv. makroshluků, což přináší pohledy 
v různých rozlišeních.  
Další metodou jsou tzv. Wavelets používané zejména v oblasti zpracování signálů. Jejich cílem 
je popsat vstupní signál pomocí jednoduchých ortogonálních funkcí. Nejjednodušší jsou Haar 
Wavelets, které jsou zejména vhodné pro prostorová a multimediální data. 
2.2.1.5 Sketches 
Sketches se snaží shrnout všechna data v rámci jediného průchodu. Používají se v rámci tzv. 
frekvenčních momentů Fk množiny vstupních dat A. Jejichž hodnoty jsou definovány vzorcem 2.1. 
 𝐹𝑘 =  𝑚𝑖
𝑘𝑣
𝑖=1 , (2.1) 
kde 𝑣 je doména, 𝑚𝑖  je frekvence hodnoty i v sekvenci 𝐴 a 𝑘 ≥ 0. Hodnota 𝐹0 udává počet 
jednotlivých prvků vstupní sekvence. 𝐹1 je délka sekvence a 𝐹2 je tzv. Giniho koeficient homogenity. 
Frekvenční momenty dat nabízí užitečné informace pro databázové aplikace, především odpovídání 
na dotazy. Navíc určují stupeň asymetrie dat, což je důležité u paralelních databázových aplikací pro 
vybrání vhodného algoritmu pro rozdělení dat. 
Pokud je množství použitelné paměti menší než hodnota v, je nutné použít přehledy. V případě 
frekvenčních momentů jde právě o tzv. sketches. Ty vytváří souhrny pro distribuční funkci, které 
zabírají jen malé místo, a používají k tomu náhodnou lineární projekci základních vektorů. Sketches 
poskytují pravděpodobnostní garanci kvality aproximované odpovědi (např. odpověď je 12±1 
s pravděpodobností 0,9). Pro daných N prvků nabývajících v hodnot dokážou skatches aproximovat 
𝐹0, 𝐹1 a 𝐹2 v prostorové složitosti 𝑂 log 𝑣 + log 𝑁 .  
2.2.1.6 Náhodné algoritmy 
Algoritmy pracující s náhodou mohou vést k dvěma typům výsledku. Pokud algoritmus vrací vždy 
správnou odpověď, ale doba zpracování se může měnit, hovoří se o Las Vegas algoritmu. V případě, 
že čas běhu je pevně omezen, ale odpověď nemusí být vždy správná, jde o metodu Monte Carlo. Ve 
většině aplikací pro dolování v proudu dat se využívá druhý přístup tj. Monte Carlo.  
Tyto algoritmy vrací náhodnou proměnnou. K omezení rozptylu této náhodné proměnné lze 
použít  Chebychevovu nerovnost, která je popsána vztahem 2.2. 
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 𝑃  𝑋 − 𝜇 − 𝑘 ≤
𝜎2
𝑘2
 ,  (2.2) 
kde X je náhodná proměnná se střední hodnotou µ a rozptylem 𝜎2 a 𝑘 je libovolné kladné reálné 
číslo. 
V mnoha případech je možné použít pro zvýšení spolehlivosti složené náhodné proměnné. 
Pokud jsou jednotlivé proměnné nezávislé, lze použít Chernoffovy meze. Pokud proměnné 𝑋1, 
𝑋2,… ,𝑋𝑛  představují nezávislé Poisonovy experimenty a hodnota 𝑋 představuje součet všech hodnot  
𝑋1 až 𝑋𝑛 , potom slabší forma Chernoffovy nerovnosti dává vztah 2.3. 
 𝑃 𝑋 <  1 + 𝛿 𝜇 < 𝑒−𝜇𝜎
2/4,  (2.3) 
Kde 𝛿 ∈  0,  1  . Z toho vyplývá, že pravděpodobnost klesá exponenciálně se vzdáleností od střední 
hodnoty. To znamená, že výrazně špatný odhad je velmi nepravděpodobný. 
2.2.2 OLAP pro proud dat 
Proudící data jsou generována neustále. Jejich objem je obrovský a teoreticky nekonečný. Navíc se 
mohou velmi často měnit. Je proto nemožné je celá ukládat do datového skladu, jako je tomu u 
běžných dat. Pro hledání zajímavých nebo neobvyklých vzorů je třeba provést vícerozměrnou analýzu 
souhrnných hodnot. Což umožňuje objevit změny na vysoké úrovní abstrakce a poté v rámci operace 
drill down provést podrobnější zkoumání. Následující kapitoly uvádí možnosti vícerozměrného 
OLAP v proudu dat. 
2.2.2.1 Tilted Time Frame 
Důležitým poznatkem týkající se proudu dat je skutečnost, že uživatel mnohdy požaduje poměrně 
podrobné informace o nedávných událostech a o starších datech mu naopak stačí znát mnohem méně. 
Tohoto principu využívá metoda tilted time frame.  
Existuje více variant této metody. Mezi tři základní patří  
1. Přirozeně nakloněný časový rámec, ve kterém jsou časové rámce strukturovány do 
různých úrovní granularity podle „přirozeného“ měřítka. (např. posledních 15 minut, 
24 hodin, 31 dní, 12 měsíců). Ukázka je na Obr. 2.1. 
 
Obrázek 2.1 – Přirozeně nakloněný časový rámec [1] 
2. V případě logaritmického nakloněného časového rámce, je časový rámec rozdělen do 




Obrázek 2.2 - Logaritmicky nakloněný časový rámec [1] 
3. Třetím způsobem je progresivně logaritmicky nakloněný časový rámec. V tomto 
případě se využívá speciální tabulky (Obr. 2.3) tvořené čísly rámců a snímky 
příslušejících určitým časům. Počet rámců je omezen vztahem 2.4. 
 log2 𝑇 − max_𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 ≤ max_𝑓𝑟𝑎𝑚𝑒 ≤ log2 𝑇,   (2.4) 
kde 𝑇 je čas od začátku proudu, 𝑚𝑎𝑥_𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 je maximální počet snímků v jednom 
rámci a 𝑚𝑎𝑥_𝑓𝑟𝑎𝑚𝑒 je maximální počet rámců. Každý rámec má své časové razítko 𝑡. 
Snímky se k rámcům přiřazují podle následujících pravidel 
a. Pokud  𝑡 𝑚𝑜𝑑 2𝑖 = 0 a  𝑡 𝑚𝑜𝑑 2𝑖+1 ≠ 0, snímek s časem t je přiřazen 
rámci i pokud je 𝑖 ≤ 𝑚𝑎𝑥_𝑓𝑟𝑎𝑚𝑒, jinak je přiřazen rámci 𝑚𝑎𝑥_𝑓𝑟𝑎𝑚𝑒.  
b. Každý rámec má maximální kapacitu 𝑚𝑎𝑥_𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦. Pokud je při vkládání do 
rámce jeho kapacita již vyčerpána, odstraní se nejstarší snímek a vloží se nový. 
 
Obrázek 2.3 - Progresivně logaritmicky nakloněný časový rámec [1] 
Struktura časových rámců a důraz na blízké události se nastaví v závislosti na typu aplikace.  
2.2.2.2 Kritické vrstvy 
Dalším způsobem, jak omezit potřebný objem ukládaných dat, jsou tzv. kritické vrstvy. Základní 
myšlenkou je neukládat celou vyplněnou datovou kostku, ale jen pro aplikaci kritické hranoly 
(cuboids) označované jako vrstvy.  
Pro mnoho aplikací pracujících s proudem dat je vhodné dynamicky a inkrementálně ukládat 
dvě kritické vrstvy. První je vrstva minimálního zájmu, která zahrnuje data na nejnižší úrovni 
abstrakce pro uživatele ještě zajímavé, a druhá je sledovaná vrstva, na které se provádí analýza. 
Pokud se během analýzy objeví něco neobvyklého, sestoupí se pomocí drill down na nižší vrstvu. 
V některých případech je vhodné mít vypočítané předem i hranoly mezi těmito dvěma 
vrstvami. Jednou z účinných metod je popular path cubing. V rámci této metody se ukládají jen 
vrstvy podél časté (populární) cesty od vrstvy minimálního zájmu ke sledované vrstvě. Pro efektivní 
19 
 
výpočet a uložení této cesty v datové kostce se používá stromová struktura zvaná H-tree, která 
využívá princip hyperlinkových odkazů. V této struktuře jsou v nelistových uzlech uložena souhrnná 
data a každá větev představuje danou cestu. Agregace je prováděna pomocí metody tilted time frame 
od vrstvy minimálního zájmu až ke sledované vrstvě.  
2.2.3 Hledání častého vzoru v proudu dat 
Zásadním úkolem dolování v proudu dat je nalezení vzoru, který se v nich často opakuje. Takovýto 
vzor může být tvořen množinou položek, posloupností nebo dílčí strukturou. Vzor se považuje za 
častý, pokud se v datech vyskytuje častěji, než určuje stanovený minimální práh (minimum support).  
Hlavní úskalí na rozdíl od statických dat spočívá u datového proudu v tom, že položka, jejíž 
výskyt se do daného okamžiku pohyboval pod minimálním prahem, se může v budoucnu vyskytovat 
mnohem častěji. Přičemž ukládat informace o výskytu všech položek je vzhledem k jejich množství 
nemožné. K řešení tohoto problém se nabízí dvě varianty. První je ukládat informace jen o 
předdefinované a limitované skupině položek. Tato metoda má ale jen velmi limitované použití a 
vyjadřovací schopnost. Druhou variantou je použití přibližné množiny odpovědí. Tato metoda se 
ukázala pro praktické využití mnohem účinnější. Na tomto principu pracuje algoritmus Lossy 
Counting. 
2.2.3.1 Algoritmus Lossy Counting   
Algoritmus Lossy Counting pracuje s dvěma vstupními parametry. Prvním je práh (min_support) 𝜎 a 
druhým maximální chyba 𝜺. Příchozí proud je rozdělen do části velikosti 𝑤 =  1/𝜀 . Základem 
algoritmu je seznam frekvencí prvků vyskytujících se v proudu alespoň jednou. Pro každý prvek je 
uložena přibližná frekvence jeho výskytu a maximální možná chyba ∆ této frekvence.  
 Zpracování jednotlivých částí proudu probíhá následovně. Jakmile dorazí nová část, jsou její 
prvky přidány do seznamu frekvencí. Pokud již daný prvek v seznamu existuje, dojde jen ke zvýšení 
jeho frekvence. Pokud ne, přidá se do seznamu s frekvencí 1. Jestliže je nový prvek z b-té části, 
nastaví se jeho hodnota ∆= 𝑏 − 1. V případě, že dojde ke zpracování b-té části, ověří se platnost 
podmínky 𝑓 + ∆≤ 𝑏 pro každý prvek v seznamu. Pokud je splněna, prvek se odstraní. Tím je 
dosaženo poměrně malé paměťové kapacity potřebné pro uložení seznamu. Uložené frekvence jsou 
buď přesné, nebo podhodnocené. Jelikož platí, že 𝑏 ≤ 𝑁/𝑤, kde 𝑁 je velikost doposud přijatého 
proudu, je také zřejmé, že 𝑏 ≤ 𝜀𝑁. Z toho vyplývá, že maximální rozdíl mezi přesnou a uloženou 
frekvencí je 𝜀𝑁. Aby byl prvek označen jako častý, musí být jeho frekvence větší než  𝜎𝑁 − 𝜀𝑁 . 
Mezi vlastnosti algoritmu Lossy Counting patří, že najde všechny časté prvky. Maximální 
paměťová kapacita potřebná pro algoritmus Lossy Counting je 
1
𝜀
log 𝜀𝑁 .    
Upravená varianta algoritmu Lossy Counting nespravuje seznam frekvencí pro jednotlivé 
prvky, ale pro množiny prvků. Do hlavní paměti se načte maximální počet 𝛽 částí délky w. Pokud 
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daná množina prvků v seznamu již existuje, aktualizuje se hodnota její frekvence hodnotou spočtenou 
ze všech výskytů v paměti. Pokud pro množinu platí 𝑓 + ∆≤ 𝑏, odstraní se ze seznamu. Pokud je 
frekvence výskytu množiny alespoň rovna hodnotě 𝛽 a ještě není v seznamu, je vložena jako nový 
záznam s hodnotou ∆= 𝑏 − 𝛽. 
2.2.4 Klasifikace v proudu dat 
V první kapitole byl zmíněn pojem klasifikace dat na obecné úrovni. Klasifikace sestává ze dvou 
kroků. Prvním je vytvoření modelu pomocí učení z cvičné množiny. V druhém kroku je pak tento 
model použit k předurčení třídy pro nový prvek. 
Klasifikace nad proudem dat se od klasifikace statických dat liší především v prvním kroku při 
vytváření modelu. V případě statických dat se prochází cvičná data většinou vícenásobně a off-line. U 
proudu dat je toto nerealizovatelné, jelikož vše probíhá on-line a rychlost příchodu a odchodu dat 
umožňuje maximálně jeden průchod. Standardní metody efektivní při práci se statickými daty jsou 
pro proud dat nevhodné, proto byly vyvinuty některé nové. Dále jsou uvedeny algoritmy Hoeffding 
Tree, VFDT a CFTDT.  
2.2.4.1 Algoritmus Hoeffding Tree 
Algoritmus Hoeffding Tree patří mezi učící se metody využívající rozhodovací stromy. Je zaměřen na 
klasifikaci v proudu dat. Algoritmus využívá datovou strukturu Hoeffding Tree, která vychází 
z poznatku, že i malý vzorek může být dostatečný pro výběr dělícího atributu. Matematickým 
základem je Hoeffdingova mez známá též jako aditivní Chernoffova mez. Její princip je následující. 
Mějme N nezávislých pozorování náhodné proměnné r s rozsahem R, kde r je míra rozhodovací 
schopnost atributu. Dále je spočten průměr 𝑟 vzorku, Hoeffdingova mez říká, že skutečný průměr r je 
roven nejméně 𝑟 − 𝜀 s pravděpodobností 1 − 𝛿, kde 𝛿 je určena uživatelem a hodnota 𝜀 je dána 
vzorcem 2.5. 
 𝜀 =  




Algoritmus Hoeffding Tree používá Hoeffdingovu mez k určení, s vysokou pravděpodobností, 
nejmenšího čísla N reprezentujícího počet vzorků v uzlu potřebných pro výběr dělícího atributu. 
Vybraný atribut by měl být stejný jako při výběru z nekonečného počtu vzorků. Výhodou 
Hoeffdingovy meze je její nezávislost na pravděpodobnostním rozložení. Pravděpodobnostní 
rozložení informačního zisku je totiž často neznámé.  
Algoritmus pracuje se vstupní sekvencí cvičných vzorků S, které jsou popsány atributy A, a 
parametrem přesnosti 𝛿. Funkce 𝐺 𝐴𝑖  je míra rozhodovací schopnosti. Může jít např. o funkci 
Information gain, Gain ratio nebo Gini index. Pro každý uzel rozhodovacího strumu je hodnota 
𝐺 𝐴𝑖  maximalizována pro jeden z jeho atributů. Cílem je nalézt nejmenší počet n-tic N, pro které je 
splněna Hoeffdingova mez. Pro daný uzel je 𝐴𝑎  atribut s nejvyšší hodnotou G a 𝐴𝑏  atribut s druhou 
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nejvyšší. Pokud platí, že 𝐺 𝐴𝑎   − 𝐺 𝐴𝑏   > 𝜀, kde 𝜀 je dáno vzorcem 2.4, vybere se atribut 𝐴𝑎  jako 
nejlepší dělící atribut se spolehlivostí 1 − 𝛿. 
Jediné údaje, které musí být ukládány, jsou počty 𝑛𝑖𝑗𝑘  pro hodnotu 𝑣𝑗  atributu 𝐴𝑖  patřící do 
třídy 𝑦𝑘 . Celkové paměťové nároky algoritmu Hoeffding Tree jsou 𝑂 𝑙𝑑𝑣𝑐 , kde l je maximální 
hloubka stromu, d počet atributů, v maximální počet hodnot, pro kterýkoliv atribut a c je počet tříd. 
Tento algoritmus je velmi vhodný pro klasifikaci proudu dat zejména proto, že neprovádí 
vícenásobný průchod stejných dat a že je přírůstkový. Inkrementální povaha algoritmu umožňuje 
klasifikaci dat i během vytváření stromu. S příchozími daty strom neustále roste a stává se stále 
přesnější. 
Mezi slabé stránky algoritmu patří velká spotřeba času v případě atributů s blízkou rozdělovací 
schopností a neschopnost vypořádat se se změnou konceptu v datech, jelikož jakmile je uzel stromu 
vytvořen, nelze ho již změnit.  
2.2.4.2 Very Fast Decision Tree  
Algoritmus VFDT (Very Fast Decision Tree) vychází z algoritmu Hoeffding Tree, ale přináší několik 
modifikací vedoucích k zrychlení výpočtu a k vylepšení využití paměti. Mezi úpravy patří mnohem 
účinnější přerušení blízkých vazeb během výběru atributu, výpočet funkce G až po určitém počtu 
cvičných vzorků, odstranění atributů se slabou dělící schopností a vylepšení inicializační metody. 
Struktura algoritmu VFDT je znázorněna pomocí pseudokódu v Tab. 2.1. Vstupem algoritmu je 
množina S tvořící proud vzorků. Jednotlivé vzorky jsou reprezentovány dvojicí (x, y), kde x 
představuje množinu hodnot příslušných atributů daného vzorku a y třídu, do které vzorek patří. Dále 
je vstup tvořen množinou atributů X. Algoritmus je schopen pracovat pouze se symbolickými 
atributy, což jsou atributy, které mohou nabývat diskrétních hodnot omezeného rozsahu. Algoritmus 
potřebuje také znát funkci pro ohodnocení rozdělení vzorků v uzlu a parametry δ (1 mínus 
požadovaná pravděpodobnost výběru správného atributu v kterémkoli uzlu), τ (uživatelsky nastavený 
práh ovlivňující tendenci uzlů k dělení, čím je vyšší, tím častěji se uzly dělí) a nmin (počet vzorků, 
které je nutné přijmout, než dojde dalšímu pokusu o rozdělení uzlu). Výstupem algoritmu je 
rozhodovací strom HT. 
Na začátku algoritmu se provede inicializace (kroky 1 – 4). Do množiny atributů je přidán 
atribut 𝑋∅, který slouží k ořezání nevýznamných větví stromu. Je mu nastavena hodnota funkce G 
získána předpovědí nejčastější třídy ve vstupním proudu S. Pokud je při výběru atributu s nejvyšší 
hodnotou funkce G vybrán právě tento atribut, k rozdělení nedojde. V bodě 5 se následně 
zpracovávají jednotlivé vzorky proudu. Nejprve je vzorek přiřazen do příslušného listu stromu. Poté 
se aktualizují statistiky daného listu 𝑛𝑖𝑗𝑘 , kde i je index atributu, j index hodnoty atributu a index 
k určuje třídu. List se pak zařadí do nejčastější třídy v jemu přiřazených vzorcích. Pokud nejsou 
všechny vzorky listu ve stejné třídě a od poslední kontroly růstu bylo přijato nmin vzorkům spočítá se 
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rozdíl ∆𝐺𝑙  hodnot funkce G pro dva nejlépe ohodnocené atributy. Poté se vypočte podle vzorce 2.5 
hodnota 𝜖. Přičemž v případě použití informačního zisku jako kritéria výběru dělícího atributu bude 
hodnota 𝑅 rovna log2 𝑝𝑜č𝑒𝑡_𝑡ří𝑑 [3]. V případě, že atribut s nejvyšší hodnotou G není 𝑋∅ a zároveň 
je získaný rozdíl ∆𝐺𝑙  je vyšší než 𝜖 nebo je 𝜖 menší než parametr 𝜏, dojde k rozdělení uzlu a pro 
každou hodnotu dělícího atributu se vytvoří nový list, který se přiřadí jako následník děleného uzlu.  
Tabulka 2.1 - pseudokód algoritmu VFDT [4] 
 
Vstup: S Proud vzorků 
 X Množina symbolických atributů 
 G() Funkce hodnotící rozdělení 
 δ 1 mínus požadovaná pravděpodobnost výběru správného atributu 
v kterémkoli uzlu.  
 τ Uživatelsky nastavený práh  
 nmin Počet vzorků mezi kontrolami růstu 
Výstup: HT Rozhodovací strom 
   
Metoda: 
1. Nechť HT je strom s jediným listem l1(kořen). 
2. Nechť 𝑋1 = 𝑋 ∪  𝑋∅ . 
3. Nechť 𝐺1 𝑋∅  je 𝐺 získaný předpovědí nejčastější třídy v S. 
4. Pro každou třídu 𝑦𝑘  
4.1. Pro každou hodnotu 𝑥𝑖𝑗  atributu 𝑋𝑖 ∈ 𝑋 
4.1.1. Buď 𝑛𝑖𝑗𝑘  𝑙1 = 0 
5. Pro každý vzorek (x,y) v S 
5.1. Přiřaď (x,y) do listu 𝑙 za použití HT 
5.2. Pro každou hodnotu 𝑥𝑖𝑗  v 𝑥 takové, že 𝑋𝑖 ∈ 𝑋𝑙  
5.2.1.  Inkrementuj  𝑛𝑖𝑗𝑘  𝑙 . 
5.3. Přiřaď 𝑙 do majoritní třídy mezi dosud zpracovanými vzorky v 𝑙. 
5.4. Nechť 𝑛𝑖  je počet vzorků v 𝑙. 
5.5. Pokud dosud přijaté vzorky v 𝑙 nejsou všechny ve stejné třídě a 𝑛𝑖  𝑚𝑜𝑑 𝑛𝑚𝑖𝑛 = 0,  
5.5.1. Spočítej 𝐺1 𝑋𝑖  pro každý atribut 𝑋𝑖 ∈ 𝑋𝑙 −  𝑋∅  za použití počtů 𝑛𝑖𝑗𝑘  𝑙 . 
5.5.2. Nechť  𝑋𝑎  je atribut s nejvyšší hodnotou 𝐺𝑙 . 
5.5.3. Nechť 𝑋𝑏  je atribut s druhou nejvyšší hodnotou 𝐺𝑙 . 
5.5.4. Spočítej 𝜖 za použití rovnice 2.5 
5.5.5. Nechť ∆𝐺𝑙 = 𝐺𝑙 𝑋𝑎 − 𝐺𝑙 𝑋𝑏  . 
5.5.6. Pokud   ∆𝐺𝑙 > 𝜖  𝑛𝑒𝑏𝑜  ∆𝐺𝑙 ≤ 𝜖 < 𝜏   𝑎 𝑧á𝑟𝑜𝑣𝑒ň 𝑋𝑎 ∈ 𝑋∅ , pak 
 Nahraď 𝑙 vnitřním uzlem, který se dělí podle 𝑋𝑎  
 Pro každou větev dělení  
 Přidej nový list 𝑙𝑚  , a nastav 𝑋𝑚 ∈ 𝑋 −  𝑋𝑎  . 
 Nechť  𝐺𝑚  𝑋∅  je 𝐺 získané předpovědí nejčastější třídy v 𝑙𝑚 . 
 Pro každou třídu 𝑦𝑘  a každou hodnotu 𝑥𝑖𝑗  každého atributu  𝑋𝑖 ∈ 𝑋𝑙 −  𝑋∅  
 Nechť  𝑛𝑖𝑗𝑘  𝑙𝑚  = 0. 





2.2.4.3 Concept-adapting Very Fast Decision Tree 
I přes mnohé výhody se algoritmus VFDT stále nedokáže vypořádat se změnou konceptu 
proudu dat. Řešení tohoto nedostatku přináší algoritmus CVFDT (Concept-adapting Very Fast 
Decision Tree). Algoritmus CVFDT vychází z algoritmu VFDT. Zachovává si jeho přednosti, 
kterými jsou vysoká rychlost a velká přesnost, navíc ale přidává schopnost reflektovat změny 
v příchozích datech. CVFDT využívá techniku sliding window, při které jsou nové vzorky uloženy na 
začátek okna, a zároveň je z konce okna odstraněn odpovídající počet starých vzorků. Po příchodu 
nového vzorku algoritmus aktualizuje příslušné statistiky v uzlech inkrementováním hodnot pro nový 
vzorek a dekrementováním hodnot u starých vzorků. Díky tomu není třeba vytvářen nový model 
pokaždé, když dorazí nová data. Dojde-li ke změně konceptu, některé uzly již nesplňují podmínku 
danou Hoeffdingovou mezí, protože jiný atribut nabízí lepší rozdělení vzorků v uzlu. V takovém 
případě CVFDT začne vytvářet alternativní podstrom, jehož kořen je rozdělen podle atributu, který se 
v danou dobu jeví jako nejlepší. Tento nový strom se nejprve nepoužívá pro klasifikaci, ale 
s příchozími vzorky se neustále rozrůstá, a jakmile se stane přesnějším než starý podstrom, nahradí 
ho.   
Pseudokód algoritmu CVFDT je zobrazen v Tab. 2.2. Nejprve se provede inicializace a 
následně je zpracováván proud vzorků. Pokaždé, když dorazí nový vzorek (𝑥,𝑦), je přidán do okna a 
starý vzorek je v případě potřeby odebrán. CVFDT periodicky prochází rozhodovací strom 𝐻𝑇 a 
všechny alternativní stromy a vyhledává vnitřní uzly, jejichž statistiky ukazují, že nějaký jiný atribut 
nabízí lepší rozdělení než současný vybraný jako dělící. V každém takovém uzlu je započat nový 
alternativní podstrom. 
K parametrům algoritmu VFDT přidává CVFDT navíc velikost okna w a počet vzorků f mezi 
kontrolami změny konceptu. Na rozdíl od VFDT uchovává CVFDT příslušné statistiky pro každý 
uzel v 𝐻𝑇 a ne jen pro jeho listy. Uzlům jsou při jejich vytváření přiřazena jedinečná monotónně 
stoupající identifikační čísla 𝐼𝐷. 
Tabulka 2.2 - Algoritmus CVFDT [4] 
 
Vstup: S Sekvence vzorků 
 X Množina symbolických atributů 
 G() Funkce hodnotící rozdělení 
 δ 1 mínus požadovaná pravděpodobnost výběru správného atributu 
v kterémkoli uzlu.  
 τ Uživatelsky nastavený práh  
 w Velikost okna 
 nmin Počet vzorků mezi kontrolami růstu 
 f Počet vzorků mezi kontrolami změny konceptu 
Výstup: HT Rozhodovací strom 






1. Nechť HT je strom s jediným listem l1(kořen). 
2. Nechť 𝐴𝐿𝑇 𝑙1  je prázdná množina alternativních stromů pro  𝑙1. 
3. Nechť 𝐺1 𝑋∅  je 𝐺 získaný předpovědí nejčastější třídy v S. 
4. Nechť 𝑋1 = 𝑋 ∪  𝑋∅ . 
5. Nechť W je zpočátku prázdné okno vzorků 
6. Pro každou třídu 𝑦𝑘  
6.1. Pro každou hodnotu 𝑥𝑖𝑗  atributu 𝑋𝑖 ∈ 𝑋 
6.1.1. Buď 𝑛𝑖𝑗𝑘  𝑙1 = 0 
/* zpracování vzorků */ 
7. Pro každý vzorek (x,y) v S 
7.1. Přiřaď (x,y) do množiny listů 𝐿 za použití HT a do všech stromů v 𝐴𝐿𝑇 kteréhokoli uzlu 
(x,y), kterým projde. 
7.2. Nechť 𝐼𝐷 je maximální 𝑖𝑑 listů v 𝐿.  
7.3. Přidej ((𝑥,𝑦), 𝐼𝐷) na začátek okna 𝑊. 
7.4. Pokud  𝑊 > 𝑤  
7.4.1. Nechť  ((𝑥𝑤 ,𝑦𝑤 ), 𝐼𝐷𝑤) je poslední element 𝑊. 
7.4.2. 𝐹𝑜𝑟𝑔𝑒𝑡𝐸𝑥𝑎𝑚𝑝𝑙𝑒 𝐻𝑇,𝑛,  𝑥𝑤 ,𝑦𝑤 , 𝐼𝐷𝑤    
7.4.3. Nechť 𝑊 = 𝑊 bez ((𝑥𝑤 ,𝑦𝑤), 𝐼𝐷𝑤 )  
7.5. 𝐶𝑉𝐹𝐷𝑇𝐺𝑟𝑜𝑤 𝐻𝑇,𝑛,𝐺,  𝑥,𝑦 ,𝛿,𝑛𝑚𝑖𝑛 , 𝜏  
7.6. Pokud již bylo přijato 𝑓 vzorků od poslední kontroly alternativních stromů 
7.6.1. 𝐶𝑕𝑒𝑐𝑘𝑆𝑝𝑙𝑖𝑡𝑉𝑎𝑙𝑖𝑑𝑖𝑡𝑦 𝐻𝑇,𝑛, 𝛿  




Růst stromu probíhá obdobně jako u algoritmu VFDT v rámci procedury CVFDTGrow, která 
je naznačena pseudokódem v Tab. 2.3. Hlavní rozdíl je v rozrůstání nejen hlavního stromu ale i 
stromů alternativních.  
Tabulka 2.3 - Algoritmus CVFDT - procedura CVFDTGrow [4] 
 
𝐶𝑉𝐹𝐷𝑇𝐺𝑟𝑜𝑤 𝐻𝑇,𝑛,𝐺,  𝑥,𝑦 ,𝛿,𝑛𝑚𝑖𝑛 , 𝜏  
 
Metoda: 
1. Přiřaď (𝑥,𝑦) do listu 𝑙 za použití 𝐻𝑇 
2. Nechť 𝑃 je množina uzlů, kterými se prošlo při přiřazování do listu 
3. Pro každý uzel  𝑙𝑝𝑖  v 𝑃 
3.1. Pro každou hodnotu 𝑥𝑖𝑗  v 𝑥 takovou, že 𝑋𝑖 ∈ 𝑋 
3.1.1. Inkrementuj  𝑛𝑖𝑗𝑘  𝑙𝑝 . 
3.2. Pro každý strom 𝑇𝑎  v 𝐴𝐿𝑇 𝑙𝑝  
3.2.1. 𝐶𝑉𝐹𝐷𝑇𝐺𝑟𝑜𝑤 𝑇𝑎 ,𝑛,𝐺,  𝑥,𝑦 ,𝛿,𝑛𝑚𝑖𝑛 , 𝜏  
4. Přiřaď 𝑙 do majoritní třídy mezi dosud zpracovanými vzorky v 𝑙. 
5. Nechť 𝑛𝑙  je počet vzorků v 𝑙. 
6. Pokud dosud přijaté vzorky v 𝑙 nejsou všechny ve stejné třídě a 𝑛𝑙  𝑚𝑜𝑑 𝑛𝑚𝑖𝑛 = 0, 
6.1. Spočítej 𝐺1 𝑋𝑖  pro každý atribut 𝑋𝑖 ∈ 𝑋𝑙 −  𝑋∅  za použití počtů 𝑛𝑖𝑗𝑘  𝑙 . 
6.2. Nechť  𝑋𝑎  je atribut s nejvyšší hodnotou 𝐺𝑙 . 
6.3. Nechť 𝑋𝑏  je atribut s druhou nejvyšší hodnotou 𝐺𝑙 . 
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6.4. Spočítej 𝜖 za použití rovnice 2.5 
6.5. Nechť ∆𝐺𝑙 = 𝐺𝑙 𝑋𝑎 − 𝐺𝑙 𝑋𝑏  . 
6.6. Pokud   ∆𝐺𝑙 > 𝜖  𝑛𝑒𝑏𝑜  ∆𝐺𝑙 ≤ 𝜖 < 𝜏   𝑎 𝑧á𝑟𝑜𝑣𝑒ň 𝑋𝑎 ∈ 𝑋∅ , pak 
6.6.1. Nahraď 𝑙 vnitřním uzlem, který se dělí podle 𝑋𝑎  
6.6.2. Pro každou větev dělení  
 Přidej nový list 𝑙𝑚  , a nastav 𝑋𝑚 ∈ 𝑋 −  𝑋𝑎  . 
 Nechť 𝐴𝐿𝑇 𝑙𝑚  =    
 Nechť  𝐺𝑚  𝑋∅  je 𝐺 získané předpovědí nejčastější třídy v 𝑙𝑚 . 
 Pro každou třídu 𝑦𝑘  a každou hodnotu 𝑥𝑖𝑗  každého atributu  𝑋𝑖 ∈
𝑋𝑚 −  𝑋∅  




Při přidání nového vzorku do okna 𝑊 je spolu s ním uloženo maximální id listů, které jsou 
z něj a všech alternativní stromů dosažitelné. Vliv vzorku je odstraněn snížením příslušných statistik 
u každého uzlu, který je pro vzorek v HT dosažitelný a jehož id je menší nebo rovno než id uzlu 
posledního vzorku v okně W. Princip zapomínání vlivu vzorků je znázorněn v Tab. 2.4.  
Tabulka 2.4 - Algoritmus CVFDT - procedura ForgetExamples [4] 
 
𝐹𝑜𝑟𝑔𝑒𝑡𝐸𝑥𝑎𝑚𝑝𝑙𝑒 𝐻𝑇,𝑛,  𝑥𝑤 ,𝑦𝑤  , 𝐼𝐷𝑤   
 
Metoda: 
1. Přiřazuj (𝑥,𝑦) pomocí 𝐻𝑇 dokud prochází listy s 𝑖𝑑 ≤ 𝐼𝐷𝑤   
2. Nechť 𝑃 je množina uzlů, kterými se prošlo při přiřazování  
3. Pro každý uzel  𝑙 v 𝑃 
3.1. Pro každou hodnotu 𝑥𝑖𝑗  v 𝑥 takovou, že 𝑋𝑖 ∈ 𝑋𝑙  
3.1.1. Dekrementuj  𝑛𝑖𝑗𝑘  𝑙 . 
3.2. Pro každý strom 𝑇𝑎𝑙𝑡  v 𝐴𝐿𝑇 𝑙  




Po přijetí f vzorků se spustí procedura CheckSplitValitity (Tab. 2.5), která zpracovává všechny 
nelistové uzly stromu a jejich alternativní stromy. Pro každý uzel se snaží najít dělící atribut 𝑋𝑛 , který 
by byl výhodnější než ten stávající 𝑋𝑎 . Pokud nalezne atribut 𝑋𝑛 , pro který platí, že rozdíl jeho 
ohodnocení a ohodnocení druhého nejlepšího atributu 𝑋𝑏 , přičemž oba jsou různé od původního 
dělícího atributu 𝑋𝑎 , je větší než 0 a zároveň žádný alternativní strom uzlu nemá 𝑋𝑛  jako dělící atribut 
ve svém kořenu, spočítá se hodnota 𝜖. Podmínka pro vytvoření alternativního stromu je obdobná jako 
při rozdělení uzlu, jen je rozšířena o ∆𝐺𝑙 ≥ 𝜏/2 v případě, že ∆𝐺𝑙 ≤ 𝜖. Pokud je tato podmínka 
splněna, je vytvořen nový uzel s dělícím atributem 𝑋𝑛  a je přidán jako kořen nového stromu 
v množině alternativních stromů daného uzlu.   
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Samotné nahrazování uzlů není v pseudokódu zobrazeno a jeho princip je následující. 
Periodicky je každý uzel s neprázdnou množinou alternativních podstromů přepnut do tzv. 
testovacího módu, ve kterém se uzel nepoužívá pro další rozrůstání stromu, ale při zpracování vzorku 
je srovnána hodnota predikce daná jeho podstromem se skutečnou hodnotou a je aktualizována 
hodnota reprezentující přesnost uzlu resp. podstromu. Po přijetím 𝑚 vzorků je testování ukončeno a 
pokud se v množině alternativních stromů nachází strom s větší přesností, než s kterou disponuje 
aktuální podstrom, dojde k nahrazení celého podstromu alternativním stromem. [4] 
Tabulka 2.5 - Algoritmus CVFDT - procedura CheckSplitValidity [4] 
 
𝐶𝑕𝑒𝑐𝑘𝑆𝑝𝑙𝑖𝑡𝑉𝑎𝑙𝑖𝑑𝑖𝑡𝑦 𝐻𝑇,𝑛, 𝛿  
 
Metoda: 
1. Pro každý uzel 𝑙 v 𝐻𝑇, který není listem 
1.1. Pro každý strom 𝑇𝑎𝑙𝑡  v 𝐴𝐿𝑇 𝑙  
1.1.1. 𝐶𝑕𝑒𝑐𝑘𝑆𝑝𝑙𝑖𝑡𝑉𝑎𝑙𝑖𝑑𝑖𝑡𝑦 𝑇𝑎𝑙𝑡 ,𝑛  
1.2. Nechť 𝑋𝑎  je dělící atribut v 𝑙. 
1.3. Nechť 𝑋𝑛  je atribut s nejvyšším 𝐺𝑙  různý od 𝑋𝑎 . 
1.4. Nechť 𝑋𝑏  je atribut s nejvyšším 𝐺𝑙  různý od 𝑋𝑛 . 
1.5. Nechť ∆𝐺𝑙 = 𝐺𝑙 𝑋𝑛 − 𝐺𝑙 𝑋𝑏  
1.6. Pokud ∆𝐺𝑙 ≥ 0 a žádný strom v 𝐴𝐿𝑇 𝑙  nemá 𝑋𝑛  jako dělící atribut ve svém kořenu 
1.6.1. Spočítej 𝜖 za použití rovnice 2.5 
1.6.2. Pokud  ∆𝐺𝑙 > 𝜖  nebo  𝜖 < 𝜏 𝑎 𝑧á𝑟𝑜𝑣𝑒ň ∆𝐺𝑙 ≥ 𝜏/2  
 Nechť 𝑙𝑛𝑒𝑤  je vnitřní uzel dělící se podle atributu 𝑋𝑛 . 
 Nechť 𝐴𝐿𝑇 𝑙 = 𝐴𝐿𝑇 𝑙 +  𝑙𝑛𝑒𝑤   
 Pro každou větev dělení  
 Přidej nový list 𝑙𝑚  do 𝑙𝑛𝑒𝑤  
 Nechť 𝑋𝑚 = 𝑋 −  𝑋𝑛 . 
 Nechť 𝐴𝐿𝑇 𝑙𝑚  = {} 
 Nechť 𝐺𝑚  𝑋∅  je 𝐺 získaný předpovědí nejčastější třídy v 
𝑙𝑚  
 Pro každou třídu 𝑦𝑘  a každou hodnotu 𝑥𝑖𝑗  každého atributu 
𝑋𝑖 ∈ 𝑋𝑚 −  𝑋∅  
 Nechť 𝑛𝑖𝑗𝑘  𝑙𝑚  = 0. 
 
 
2.2.4.4 Informační zisk 
V uvedených algoritmech pro klasifikaci dat za použití rozhodovacích stromů byla několikrát 
zmíněna funkce pro ohodnocení rozdělení vzorků podle daného atributu, která umožňuje vybrat ten 
nejlepší atribut. Tato funkce je nejdůležitější charakteristikou každého algoritmu s rozhodovacím 
stromem. V případě algoritmů VFDT resp. CVFDT je nejčastěji používaná funkce informační zisk 
(angl. information gain). 
Pro výpočet informačního zisku je třeba definovat následující pojmy: 
 Množinu 𝑆 obsahující 𝑠 vstupních vzorků 
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 Třídy 𝐶1 ,𝐶2 ,… ,𝐶𝑚 , do kterých jsou vzorky z množiny 𝑆 klasifikovány 
 Pravděpodobnost 𝑝𝑖  určující, že vzorek patří do třídy 𝐶𝑖  
 Atribut 𝐴, který nabývá hodnot  𝑎1,𝑎2,… ,𝑎𝑣  
 Množina 𝑆 je rozdělena do podmnožin  𝑆1, 𝑆2 ,… , 𝑆𝑣  podle hodnoty atributu 𝐴 tak, že 
podmnožina 𝑆𝑗  obsahuje vzorky s hodnotou 𝑎𝑗  z 𝐴 
 𝑠𝑖  je počet vzorků třídy 𝐶𝑖  v množině 𝑆 
 𝑠𝑖𝑗  je počet vzorků třídy 𝐶𝑖  v podmnožině 𝑆𝑗  
 𝑝𝑖𝑗  je pravděpodobnost, že vzorek v 𝑆𝑗  patří do třídy 𝐶𝑖 ,  𝑝𝑖𝑗 =
𝑠𝑖𝑗
 𝑆𝑗  
  
Z těchto hodnot se vypočte tzv. očekávaná informace potřebná ke klasifikaci daného vzorku 
podle vzorce:  




Poté je pro atribut 𝐴 vypočtena entropie 𝐸 𝐴 , která je daná vzorcem: 
𝐸 𝐴 =  
𝑠1𝑗 + 𝑠2𝑗 + ⋯+ 𝑠𝑚𝑗
 𝑆 




Přičemž hodnota 𝐼 𝑠1𝑗 , 𝑠2𝑗 ,… , 𝑠𝑚𝑗   se získá podle vzorce: 




Informační zisk atributu 𝐴 označovaný jako 𝐺𝑎𝑖𝑛(𝐴) se pak vypočte vzorcem: 
𝐺𝑎𝑖𝑛 𝐴 =  𝐼 𝑠1, 𝑠2,… , 𝑠𝑚  −  𝐸 𝐴  
Pro rozdělení vzorků v uzlu rozhodovacího stromu je pak vybrán atribut s nejvyšší hodnotou 
informačního zisku. Informační zisk lze chápat jako očekávané snížení entropie způsobené znalostí 
hodnoty atributu 𝐴. [5] 
2.2.5 Shluková analýza a proud dat 
Shluková analýza v proudu dat se stejně tak jako klasifikace a vyhledávání častého vzoru musí 
vypořádat se specifickými vlastnostmi proudu dat. Pro tento účel bylo vyvinuto několik nových 
metod.  
2.2.5.1 STREAM 
Algoritmus STREAM zpracovává data v jednom průchodu. Původně byl vyvinut pro řešení k-
medians problému, který spočívá v tom, že se N prvků rozdělí do k shluků tak, aby celková 
kvadratická odchylka mezi body a středy příslušných shluků byla minimální. Výsledkem je, že 
podobné prvky patří do stejného shluku a prvky v různých shlucích jsou navzájem odlišné.  
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  STREAM zpracovává proud dat po částech, jejichž velikost odpovídá velikosti hlavní paměti 
a obsahují m prvků. Prvky dané části dat algoritmus rozdělí do k shluků. Dále jsou spočteny středy 
shluků a ty pak ohodnoceny podle počtu prvků v příslušném shluku. Ostatní prvky jsou odstraněny. 
Jakmile je sesbírán dostatek ohodnocených středů, je nad nimi provedeno nové shlukování do 𝑂 𝑘  
shluků. Tento postup je opakován tak, že v každém kroku je zachováno nejvíce m prvků.  
Časová složitost algoritmu STREAM je 𝑂 𝑘𝑁  a prostorová je 𝑂 𝑁𝜀 , kde 𝜀 je konstanta 
menší než 1.    
2.2.5.2 CluStream 
Algoritmus CluStream je založen na uživatelem zadaných on-line dotazech. Proces shlukování je 
rozdělen do on-line a off-line části. On-line část používají mikroshluky, které jsou inkrementálně 
vypočítávané a spravované za běhu, pro výpočet a uložení souhrnných statistik. V off-line části se 
provádí tvorba makroshluků a odpovídá se na uživatelem zadané dotazy za použití uložených 
souhrnných statistik, které jsou založeny na modelu tilted time frame. 
Mikroshluk pro množinu d-rozměrných vektorů 𝑋1     ,𝑋2     ,… , 𝑋𝑛      s časovými razítky 𝑇1,𝑇2 ,… ,𝑇𝑛  
je definována jako  𝑪𝑭𝟐𝒙           ,𝑪𝑭𝟏𝒙           ,𝑪𝑭𝟐𝒕,𝑪𝑭𝟏𝒕,𝒏 , kde  
 𝐶𝐹2𝑥           =  𝑋𝑖
2𝑛
𝑖=1  - součet čtverců hodnot dat v každé dimenzi 
 𝐶𝐹1𝑥           =  𝑋𝑖
𝑛
𝑖=1 - součet hodnot dat v každé dimenzi 
 𝐶𝐹2𝑡 =   𝑇𝑖
2𝑛
𝑖=1  - součet čtverců časových razítek  
 𝐶𝐹1𝑡 =   𝑇𝑖
𝑛
𝑖=1  - součet časových razítek 
 𝑛 – počet prvků v microclusteru 
On-line zpracování je dále rozděleno do dvou fází. První fáze zahrnuje sběr statistických dat a druhá 
aktualizaci mikroshluků. V rámci off-line zpracování se provádí uživatelem řízená tvorba 
makroshluků nebo vývojová analýza shluků. Makroshluky umožňují uživateli nahlížet na shluky v 
proudu dat s různým časovým horizontem. Vývojová analýza shluků zkoumá povahu dat 
přicházejících v intervalech  𝑡2 − 𝑕,  𝑡2   a  𝑡1 − 𝑕,  𝑡1  , kde h je časový horizont.     
2.3 Proud časoprostorových dat 
Proud časoprostorových dat je tvořen měnícími se údaji o poloze pohybujících se objektů v čase [11]. 
Aplikace pracující s proudem časoprostorových dat mohou umožňovat varování řidičů před možnou 
dopravní zácpou, informovat cestující o blízkých restauracích nebo např. poskytování lepších služeb 
tísňového volání. 
Systémy pro řízení proudu časoprostorových dat (angl. zkr. ST-DSMS) zpracovávají data o 
velkém množství pohybujících se objektů. Díky jejich velkému počtu není možné tato data ukládat a 
musejí být zpracována „za letu“. Dotazy na ST-DSMS lze rozdělit do dvou kategorií. První tvoří 
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jednorázové časoprostorové dotazy, které jsou vyhodnoceny a zodpovězeny jednou, jakmile jsou 
zadány. Druhá kategorie zahrnuje kontinuální časoprostorové dotazy, které jsou vyhodnocovány 
průběžně s přicházejícími daty. S vyhodnocováním kontinuálních časoprostorových dotazů jsou 
spojovány čtyři přístupy.  
 Uchovávání výsledků předešlých dotazů. 
 Předpočítání výsledku dotazu v případě, že trajektorie objektu je předem známa.  
 Opětovné vyhodnocení již zpracovaných dotazů, při kterém má odpověď na dotaz 
další parametr používaný pro ověření výsledku dotazu. Tento parametr může být jak 
časového tak prostorového charakteru. Dotaz, který nepatří do oblasti (časové nebo 
prostorové) definované parametrem, je znovu zadán a vyhodnocen. 
 Přírůstkové vyhodnocování dotazu umožňuje vyhnout se opětovnému zpracování 
dotazu a odesílání celé odpovědi tím, že se vrátí jen pozitivní (objekt je přidán do 





3 Praktická část 
V rámci praktické části této diplomové práce byla navržena, implementována a následně testována 
aplikace pro dolování v proudu dat s údaji o poloze a rychlosti vozidel v čase. Cílem této aplikace je 
sestavit klasifikační model automobilového provozu ve městě a na jeho základě posléze umožnit 
predikci časoprostorových událostí, které představují dopravní zácpy. Klasifikační model je tvořen 
rozhodovacím stromem. Pro jeho sestavení byly použity s ohledem na proudový charakter dat 
algoritmy VFDT resp. CVFDT. V této kapitole je nejprve popsáno získání vstupních dat pomocí 
simulací, dále pak návrh aplikace a popis implementace. Následně jsou uvedeny testy programu na 
různých vstupních datech a zhodnoceny jejich výsledky. Závěrem jsou zmíněna možná vylepšení a 
rozšíření implementovaného systému. 
3.1 Generování dat silničního provozu 
Prvním úkolem bylo získat vstupní data určující polohu a rychlost automobilů v daném čase. Jelikož 
získat skutečná data měřením nebylo možné, byly srovnány existující programy pro generování 
takovýchto dat. Nakonec byl jako nejvhodnější vybrán poměrně propracovaný, volně dostupný 
simulační nástroj SUMO [12]. 
3.1.1 Generátor silničního provozu SUMO 
SUMO (Simulation of Urban MObility) [12] je balíček nástrojů pro mikroskopickou simulaci 
silničního provozu. Sumo je vyvíjen jako open-source. K hlavním schopnostem tohoto nástroje patří 
generování pohybu vozidel bez jejich kolizí, možnost použití různých typů vozidel, možnost 
definovat plán cesty pro jednotlivá vozidla, modelování více proudových silnic, simulace řízení 
průjezdů na křižovatce pomocí pravidel přednosti v jízdě, hierarchie křižovatek, rychlé grafické 
uživatelské rozhraní s podporou openGL, schopnost dynamického plánování tras, možnost použít sítě 





Obrázek 3.1 - Tři různé úrovně granulity při simulaci, zleva doprava: makroskopická, 
mikroskopická, sub-mikroskopická, v kruhu mesoskopická [12] 
Na Obr. 3.1 jsou zobrazeny tři možné úrovně granulity simulace. První je simulace makroskopická, 
při které se sleduje dopravní tok. Na mikroskopické úrovni je brán v úvahu pohyb jednotlivých 
vozidel. Mesoskopická simulace leží mezi makroskopickou a mikroskopickou úrovní. Mikroskopický 
pohled lze ještě dále zdrobnit na tzv. sub-mikroskopickou úroveň, která se zabývá strukturou 
samotného vozidla jako je např. stav motoru, zařazená rychlost apod. Pro náš účel generování 
vstupních dat pro dolovací algoritmus jsou potřeba data na úrovni mikroskopické a ta lze vygenerovat 
právě pomocí simulátoru SUMO. 
 Pro spuštění simulace v programu SUMO jsou potřeba následující vstupní data: soubory 
definující body a hrany sítě, soubor s definicí vlastností dané sítě, soubor s popisem tras jednotlivých 
vozidel a konfigurační soubory samotné simulace. Vstupní soubory jsou ve formátu XML. Jejich 
bližší specifikaci lze nalézt v [12]. Výstupem simulace je XML soubor, jehož základní elementy jsou 
časové snímky, které obsahují informace o aktuální poloze a rychlosti všech vozidel v daném čase. 
3.1.2 Simulace 
Pro účely této práce byla použita data z projektu Tapas Cologne Scenario [13]. Tento projekt se 
zabývá simulací pohybu veškerých vozidel v průběhu jednoho dne v německém městě Kolín nad 
Rýnem. Na Obr. 3.2 je zobrazena dopravní síť tohoto projektu. V balíčku, který autoři nabízejí 
k volnému použití, jsou zahrnuty soubory se silniční sítí a definice tras jednotlivých vozidel v době od 
6 do 8 hodin ráno. Nad těmito vstupními daty byla spuštěna simulace s nastaveným intervalem 60 
sekund pro generování záznamu o polohách vozidel.  
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Časový úsek dvou hodin byl pro otestování implementovaného algoritmu příliš krátký, proto 
bylo třeba získat data v delším časovém intervalu. K tomuto účelu byly za pomocí programu 
duarouter z balíčku SUMO vygenerovány plány tras vozidel v delším časovém rozmezí. Značnou 
nevýhodou tohoto řešení je skutečnost, že jde o náhodně vygenerované trasy. Pohyb vozidel tedy 
nijak nezohledňuje změny v pohybu osob v průběhu dne.      
 
 
Obrázek 3.2 - Tapas Cologne Scenario [13] 
3.2 Návrh aplikace 
Tato kapitola se zabývá návrhem aplikace. Popis významných částí návrhu je doplněn příslušnými 
diagramy.  
3.2.1 Klasifikace a predikce 
Vstupem dolovacího procesu jsou agregovaná data dopočítaná ze vstupního proudu, který tvoří data o 
aktuální poloze a rychlosti jednotlivých vozidel. Sledovaný prostor je rozdělen obdélníkovou sítí do 
několika regionů, přičemž počet regionů v obou směrech lze uživatelsky nastavit. Klasifikace se poté 
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provádí nad proudem časových snímků obsahujících regiony sledovaného prostoru. Pro každý region 
se počítají hodnoty průměrné rychlosti, průměrného směru, počtu vozidel a úrovně uváznutí. Na Obr. 
3.3 je znázorněn princip klasifikace a následné predikce. Sousední regiony jsou označeny podle 
světových stran (sever – N, severovýchod NE, atd.). Sledovaný region je označen jako Self. Levou 
stranu klasifikačních pravidel tvoří hodnoty atributů z předcházejícího časového okamžiku (T-1) ve 
zpracovávaném regionu a všech jeho sousedech. Pravá strana obsahuje hodnotu úrovně uváznutí 
v regionu, která je dána poměrem uváznutých vozidel ke všem vozidlům v regionu. Pomocí takto 
vytvořených klasifikačních pravidel v rozhodovacím stromu je následně možná predikce hodnoty 
míry uváznutí v čase T+1.  
 
Obrázek 3.3 - Atributy pro klasifikaci a predikci 
3.2.2 Diagram balíčků 
Celý systém je rozdělen do čtyř samostatných částí, které jsou reprezentovány balíčky zobrazenými 
v diagramu na Obr. 3.4. 
Balíček GUI obsahuje třídy grafického uživatelského rozhraní a umožňuje uživateli zobrazení 
stavu všech ostatních součástí a také jejich ovládání.  
Balíček Streamer zahrnuje třídy pro zpracování XML souboru vytvořeného simulací a 
generování proudu dat obsahující informace o poloze a rychlosti vozidel. Výstup součásti Streamer je 
ve formě pětic (TimeStep, VehicleID, xpos, ypos, speed), kde TimeStep představuje aktuální časový 
bod, VehicleID jednoznačnou identifikace vozidla, xpos a ypos jsou prostorové souřadnice vozidla 
v daném čase a speed je aktuální rychlost vozidla v km/h.    
Další součástí systému je Preprocessor. Tato komponenta zpracovává proud dat generovaný 
komponentou Streamer. V první fázi funguje jako filtr dat. Z příchozího proudu se odstraní určitá část 
vzorků. Tím se redukuje množství dat, které je třeba zpracovávat v rámci dolovacího procesu a sníží 
se tak množství potřebné paměti a časová náročnost výpočtu. Množství odstraňovaných vzorků je 
možné uživatelsky nastavit v rámci aplikace.  Druhou funkcí komponenty Preprocessor je výpočet 
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odvozených dat a také agregovaných dat na úrovni regionů, která jsou posléze použita při dolování. 
Jejich struktura a získávání je uvedeno později.  
Samotné dolování probíhá v rámci tříd balíčku  Miner, které vytváří rozhodovací strom pomocí 
algoritmu VFDT resp. CVFDT za využití dat z komponenty Preprocessor. Získaný strom lze poté 
použít pro predikci, jejíž výsledek je možné zobrazit v uživatelském rozhraní.  
 
 
Obrázek 3.4 - Diagram balíčků 
Na Obr. 3.5 jsou zobrazeny formy dat proudících mezi jednotlivými komponentami. Vstupní 
proud pětic (TimeStep, VehicleID, xpos, ypos, speed) je komponentou Preprocessor přeměněn na 
posloupnost časových snímků, které jsou tvořený prostorovou sítí jednotlivých regionů. 
 
Obrázek 3.5 - Formy proudu dat mezi komponentami systému 
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3.2.3 Diagramy tříd  
Diagramy tříd jednotlivých částí systému jsou zobrazeny a popsány v následujících podkapitolách. 
3.2.3.1 Balíček Streamer 
Třídy z balíčku Streamer jsou zobrazeny na Obr. 3.6. Hlavní je třída Streamer, která implementuje 
rozhranní Runnable, aby mohla běžet ve vlastním vlákně a rozhraní StreamerInterface, které definuje 
předávání dat komponentě Preprocessor a umožňuje tak nahrazení komponenty Streamer jinou 
implementací např. snímačem dat ze skutečného provozu. Třída Streamer je odvozená od třídy 
Observalbe a jako její pozorovatel je nastavena třída Preprocessor. Atributy třídy Streamer jsou 
inputfile (vstupní soubor), inputfreq (interval v sekundách mezi časovými snímky ve vstupním 
souboru), sleepinterval (počet milisekund mezi generování dvou vzorků datového proudu) a atribut 
suspended určující, zda má komponenta pokračovat v generování proudu. Načítání ze vstupního 
souboru je provedeno v rámci třídy InputReader, která je specializací třídy DefaultHadler a 
zpracovává XML soubor pomocí SAX parseru. Od třídy InputReader je odvozena třída InputRewriter 
sloužící pro jednorázové zredukování počtu záznamů ve vstupním souboru. Výstupem komponenty 
Streamer je proud instancí třídy InputData. Každá instance zahrnuje identifikaci časového okamžiku, 
identifikaci vozidla, údaje o poloze vozidla dané dvěma desetinnými hodnotami xpos a ypos 
v metrech a okamžitou rychlost vozidla v km/h. 
 
 
Obrázek 3.6 - Třídy balíčku Streamer 
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3.2.3.2 Balíček Preprocessor 
Obr. 3.7 zobrazuje třídy z balíčku Preprocessor, které reprezentují struktury pro uchování 
předzpracování informací z proudu dat. V rámci komponenty Preprocesor jsou dopočítána data o 
směru vozidla a informace o tom, zda se vozidlo nachází v dopravní zácpě. Tyto informace jsou 
reprezentovány třídou MinerData, která je specializací třídy InputData z balíčku Streamer. Jak již 
bylo uvedeno, komponenta Preprocessor má také na starost výpočet sumarizovaných dat. Pro tato 
data byla vytvořena třída Region, která zahrnuje atributy avgspeed (průměrná rychlost vozidel 
v regionu), avgdirection (průměrný směr vozidel v regionu), vehiclecount (počet vozidel v regionu) a 
blockingrate (míra zablokovaných vozidel). Stavy všech regionů pro jeden časový snímek jsou 
uloženy v instanci třídy Timestep, která má informace o počtu regionů v horizontálním resp. 
vertikálním směru uložené v atributech regionsX resp. regionsY a dále obsahuje kolekci příslušných 
regionů. Pro výpočet směru vozidla a příznaku zablokování je třeba uchovávat data o jednotlivých 
vozidlech v současném a předcházejícím časovém okamžiku. K tomu slouží třída MinerDataQueue, 
která uchovává kolekci instancí třídy MinerData se záznamy o vozidlech ve dvou posledních 
časových snímcích a vytváří tak buffer datového proudu. Všechna data potřebná pro dolovací proces 
zahrnuje třída MinerDataSet, která obsahuje kolekci instancí třídy Timestep a jednu instanci třídy 
MinerDataQueue. Samotné předzpracování proudu probíhá ve tříde Preprocessor. Ta je nastavena 
jako pozorovatel třídy Streamer a pokaždé, když je vygenerován nový prvek proudu, tak ho od třídy 
Streamer převezme a zpracuje. Atributy třídy Preprocessor jsou blockedspeed udávající rychlost, pod 
kterou je vozidlo považováno za zablokované, blockradius udávající vzdálenost v metrech, ve které 
se musí vyskytovat další uváznuté vozidlo, aby byla detekována dopravní zácpa, currenttime 
udržující hodnotu právě zpracovávaného časového okamžiku, droprate určující množství záznamů, 





Obrázek 3.7 – Třídy balíčku Preprocessor 
3.2.3.3 Balíček Miner 
Třídy patřící do balíčku Miner jsou zobrazeny na Obr. 3.8. Základní třídou pro stavbu rozhodovacích 
stromů je třída Tree reprezentující obecný n-ární strom, který obsahuje jeden uzel (prvek třídy 
Treenode) tvořící kořen stromu. Každý uzel může mít n následníků. Uzel stromu obsahuje operace 
pro přidání, odebírání a nahrazení následníka.  
Od třídy obecného stromu Tree je odvozena třída Vfdt představující rozhodovací strom pro 
algoritmus VFDT, která přidává především operaci sortSample() pro zařazení daného vzorku do 
příslušného listu stromu. Specializací stromu Vfdt je třída Cvfdt, která přidává operace pro algoritmus 
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CVFDT jako jsou findNodes() pro nelezení všech nelistových uzlů stromu, sortSampleIntoLeaf() pro 
přiřazení vzorku do listu a současné zaznamenání všech uzlů, kterými se prošlo nebo testAccuracy() 
pro přepnutí uzlů stromu s neprázdnou množinou alternativních stromů do testovacího módu. 
Obdobné vztahy dědičnosti platí i pro třídy uzlů. Třída Vfdtnode rozšiřuje základní uzel stromu 
o pole potřebných statistických ukazatelů nkij, množinu atributů attributes, třídu classlabel, do které 
uzel patří, atribut splitattribute, podle kterého jsou vzorky v daném uzlu rozděleny, hodnotu GX0 pro 
omezení přebytečného dělení uzlu a numberofsamples reprezentující počet vzorků, které uzlem 
prošly. Třída kromě operací pro nastavování a čtení svých atributů disponuje operacemi 
getMostfrequentclass() pro navrácení nejčastější třídy ve vzorcích, které prošly uzlem a  
getProbabilityofclass() pro výpočet relativní četnosti vzorků dané třídy ve všech vzorcích 
zpracovaných uzlem. Specializace Cvfdtnode pak navíc zavádí atribut id pro jednoznačnou 
identifikaci uzlu, příznak testovacího módu testmode, počet správných predikcí testright a počet 
všech testů tests. Dále obsahuje kolekci alternativních stromů tvořenou instancemi třídy Cvfdt. Navíc 
zavádí operace pro práci s alternativními stromy addAlttree() pro přidání stromu, getAllsize() pro 
navrácení počtu alternativních stromů a getAlttree() pro navrácení daného stromu. Dále pak operace 
pro výpočet přesnosti v testovacím módu setTestmode(), getTestmode(), addTestresult() a 
getAccuracy() vracející podíl správných a všech předpovědí pořízených během posledního testování.  
Samotný dolovací proces pak probíhá v rámci třídy Miner, která disponuje jednou instancí třídy 
Vfdt a Cvfdt. Atributy třídy Miner reprezentují parametry algoritmu VFDT resp. CVFDT. Pro 
generovaní rozhodovacího stromu algoritmem VFDT slouží operace generateVFDT(). Výpočet 
informačního zisku daného atributu se provádí v metodě informationGain(). Generování stromu 
algoritmem CVFDT je nejprve třeba spustit metodou startCVFDT(). Třída Miner je navržena jako 
pozorovatel třídy Preprocessor a při zavolání metody update() se spustí metoda updateCVFDT(), 
která má za úkol aktualizovat strom algoritmu CVFDT. Růst a úprava stromu se provádí v rámci 
metod cvfdtGrow(), forgetExamples() a checkSplitValidity(). Navíc obsahuje třída Miner  instanci 
třídy XMLTreeImporter, která slouží pro import struktury rozhodovacího stromu z XML souboru. K 
importu resp. exportu stromu slouží metody importFromXML() resp. exportToXML() třídy Miner. 
Třída Miner také obsahuje jednu instanci třídy MinerDataSet z balíčku Preprocessor, která obsahuje 




Obrázek 3.8 – Třídy balíčku Miner 
3.2.3.4 Balíček Gui 
Třídy grafického uživatelského rozhraní jsou zobrazeny na Obr. 3.9. Atributy třídy Gui jsou shell 
(okno programu), canvas (plátno pro vykreslování stavu proudu dat), dále pak instance tříd Streamer, 
Preprocessor, Miner a Minerdataset. Vytvoření a umístění jednotlivých ovládacích prvků grafického 
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rozhraní se provede v metodě init(). Pro vykreslování grafických informací na plátno slouží metoda 
drowVehicles(). Třída Gui obsahuje také jednu instanci třídy Treeview, do které umožňuje metodou 
printCVFDT() resp. generateTree() zobrazit strukturu rozhodovacího stromu CVFDT resp. VFDT. 
Pro zobrazení stromu používá třída Treeview komponenty Tree z balíčku org.eclipse.swt.widgets a 
Treeviewer z balíčku org.exlipse.jface.viewers. Jednotlivé uzly zobrazovaného stromu jsou 
reprezentovány kolekcí instancí třídy Node ve třídě Treeview. Pro komunikaci s uživatelem obsahuje 
balíček Gui dále třídy ProgressDialog, pro zobrazení informace o stavu prováděné činnosti, 
FileBrowser pro výběr souboru v souborovém systému počítače a InputDialog pro získání textové 
hodnoty od uživatele.  
 
 
Obrázek 3.9 - Třídy balíčku Gui 
3.2.3.5 Hlavní balíček 
Všechny komponenty jsou nakonec zabaleny do balíčku Dip, jehož třídy jsou zobrazeny v diagramu 
na Obr. 3.10. Třída Program obsahuje instance všech součástí systému a metodou main() umožňuje 
spuštění celého programu. Dále tento balíček obsahuje výčtové typy EnumDirection s hodnotami 
směrů a EnumAttributes s hodnotami jednotlivých dělících atributů. Seznam dělících atributů je 
uveden v Tab. 3.1. Kromě hodnot průměrné rychlosti (avgspeed), průměrného směru (avgdirection) a 
počtu vozidel (vehiclecount) pro každý region a jeho okolí jsou zařazeny ještě atributy X_POSITION 
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a Y_POSITION udávající prostorovou polohu zpracovávaného regionu. Poslední je pomocný atribut 
NOTSPLIT, podle kterého nedochází k dělení uzlů a umožňuje v rámci algoritmu ořezání 
nevýznamných větví stromu. Základní operace nad těmito výčtovými typy umožňují třídy Attribute 
resp. Direction. Třída Attribute obsahuje informace o rozsahu a počtu hodnot jednotlivých dělících 
atributů a počet klasifikačních tříd.   
 
Obrázek 3.10 – Třídy hlavního balíčku 
Tabulka 3.1 - Seznam dělících atributů 
N_AVGDIRECTION   N_AVGSPEED  N_VEHICLECOUNT 
NE_AVGDIRECTION  NE_AVGSPEED  NE_VEHICLECOUNT 
E_AVGDIRECTION   E_AVGSPEED  E_VEHICLECOUNT  
SE_AVGDIRECTION   SE_AVGSPEED  SE_VEHICLECOUNT 
S_AVGDIRECTION   S_AVGSPEED  S_VEHICLECOUNT  
SW_AVGDIRECTION  SW_AVGSPEED  SW_VEHICLECOUNT  
W_AVGDIRECTION   W_AVGSPEED  W_VEHICLECOUNT 
NW_AVGDIRECTION NW_AVGSPEED NW_VEHICLECOUNT  
SELF_AVGDIRECTION  SELF_AVGSPEED  SELF_VEHICLECOUNT  
X_POSITION    Y_POSITION 
NOTSPLIT 
   
3.3 Popis implementace 
Aplikace byla implementována v jazyce Java za použití prostředí Eclipse. Následující podkapitoly 




Jak již bylo uvedeno v kapitole Návrh systému, komponenta Streamer se stará o generování proudu 
dat, který je reprezentován pěticemi (TimeStep, VehicleID, xpos, ypos, speed).  
Vstupní data pro účely této práce byla získána pomocí nástroje SUMO (viz. kapitola 3.1.1). 
Výstupem tohoto programu je XML soubor, jehož struktura je zobrazena na Obr. 3.11. Každý časový 
snímek timestep je identifikován atributem time a obsahuje několik elementů vehicle reprezentujících 
informace o jednotlivých vozidlech v daném čase. Každý záznam o vozidle má atribut id 
(jednoznačnou identifikaci vozidla v celém systému), lane (identifikaci úseku silnice, na kterém se 
právě nachází), pos (udávající relativní polohu na daném úseku), x a y (horizontální a vertikální 
prostorové souřadnice vozidla) a speed (okamžitou rychlost vozidla v km/h). Pro účely této aplikace 
byly vybrány jen prostorové souřadnice, okamžitá rychlost a id vozidla. Ačkoliv by bylo možné 
využít aplikaci SUMO pro detekci dopravních zácep a výpočet dalších odvozených informací, 
provádí se tyto činnosti až v rámci aplikace proto, aby bylo možné později program nasadit přímo na 
data získaná z reálného provozu nebo jiného generátoru. Počítá se tedy jen s informacemi o poloze 
vozidla ve dvourozměrném prostoru a jeho aktuální rychlosti. 
 
Obrázek 3.11 - Struktura XML výstupu programu SUMO 
Samotné načítání dat z XML souboru se provádí pomocí SAX parseru v rámci třídy 
InputReader. Vzhledem k velkému objemu dat byl vybrán právě parser typu SAX. Aby bylo 
dosaženo maximální nezávislosti komponenty Streamer, je tato komponenta implementována ve 
vlastním vlákně. Zároveň je potomkem třídy Observable a jako její pozorovatel je nastavena 
následující komponenta Preprocessor. Třída Streamer obsahuje atribut suspended, který je při 
zpracovávání vstupního souboru periodicky kontrolován a pokud je nastaven na hodnotou true, 
nedojde k dalšímu zpracování, ale vlákno se uspí. Tím je umožněno bezpečné pozastavení a následné 
znovu spuštění proudu dat. Streamer postupně prochází vstupní XML soubor, a jakmile narazí na 
značku vehicle, načte z ní potřebné informace, informuje o změně stavu komponentu Preprocessor a 
uspí své vlákno na časový interval daný atributem sleepinterval, který je možné uživatelsky 
nastavovat a tím ovládat rychlost proudu. Aby bylo možné tuto komponentu nahradit jinou (např. 
zdrojem proudu dat ze skutečného provozu), bylo vytvořeno rozhraní StreamerInterface, které 
požaduje implementaci metody getNextdata() vracející poslední záznam z proudu dat.  
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3.3.2 Preprocessor  
Komponenta Preprocessor zastává v programu tři zásadní funkce, jejichž implementace je popsána 
v následujících podkapitolách.  
3.3.2.1 Redukce vstupního proudu dat 
Pro efektivní zpracování vstupního proudu dat bylo třeba vzhledem k jeho velikosti určitou část 
těchto dat odfiltrovat. Toto je první funkce součásti Preprocessor, která předává k dalšímu zpracování 
jen některé záznamy. O použití záznamu pro další výpočty rozhoduje metoda shouldBeAdded(). 
Kritériem pro odstranění záznamu je zbytková třída id vozidla. Proto je třeba zajistit, aby identifikace 
vozidla ve vstupních datech byla ve formě přirozeného čísla a aby tyto hodnoty byly mezi vozidla 
rovnoměrně rozděleny. Filtrování podle zbytkových tříd bylo zvoleno proto, aby se ke zpracování 
předávala pokud možno stejná vozidla a bylo tedy možné dopočítat směr pohybu z předcházející 
polohy vozidla. Číslo, kterým se id vozidla dělí, je dáno atributem droprate třídy Preprocessor. 
Hodnota droprate se dynamicky mění v závislosti na počtu resp. hustotě vozidel ve vstupním proudu. 
Na začátku je nastavena na hodnotu 512. Po každém zpracovaném časovém okamžiku se porovná 
počet záznamů uložených v bufferu třídy MinerDataSet. Pokud je jejich množství větší než předem 
definovaný práh maxminerdatasize, je hodnota droprate zdvojnásobena metodou droprateUp(). 
Pokud je množství vozidel v jednom časovém okamžiku pod hranicí maxminerdatasize / 2, je naopak 
metodou droprateDown() snížen na polovinu. Tím je dosaženo relativně stálého množství záznamů 
předávaných k dalšímu zpracování.     
3.3.2.2 Výpočet odvozených dat 
Při příchodu nového vzorku, který je komponentou Preprocessor předán k dalšímu zpracování, se 
nejprve dopočte směr daného vozidla. Směr je dán úhlem 𝜃 spočteným funkcí atan2 z knihovny 
java.lang.Math ze současné a poslední známé polohy daného vozidla. V případě, že je poslední 
poloha neznámá (např. proto, že vozidlo se před tím v prostoru nevyskytovalo nebo z důvodu 
zahození předchozích údajů o poloze tohoto vozidla komponentou Preprocessor), je hodnota směru 
nastavena na hodnotu Double.NaN. Poté je zjištěno, zda se vozidlo nachází v dopravní zácpě. Vozidlo 
se považuje za uvázlé při splnění dvou podmínek. První je, že jeho rychlost musí být pod uživatelsky 
definovaným prahem blockingspeed. Druhou podmínkou je, že v okruhu o poloměru daným 
nastavením blockingradius se vyskytuje alespoň jedno další vozidlo s rychlostí pod hodnotou 
blockingspeed. Ve výchozím nastavení jsou tyto atributy nastaveny na hodnoty blockingradius = 400 
m a blockingspeed = 10,5 km/h. Hodnoty lze ale snadno změnit z uživatelského rozhraní.    
3.3.2.3 Výpočet agregovaných dat 
Samotný dolovací algoritmus nepracuje s proudem dat přímo ve formě generované komponentou 
Streamer tj. pěticí (TimeStep, VehicleID, xpos, ypos, speed), nýbrž počítá na svém vstupu 
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s agregovanými daty. Jak již bylo uvedeno, o dopočítání odvozených a agregovaných dat se stará 
komponenta Preprocessor.  
Agregace prostorových dat je provedena pomocí rozdělení prostoru do čtvercové resp. 
obdélníkové sítě regionů. Počet regionů v horizontálním i vertikálním směru lze v aplikaci 
uživatelsky nastavit. Struktura třídy Region je uvedena výše na Obr. 3.7. Každý region je určen svou 
polohou v prostoru (tj. horizontální a vertikální souřadnicí) a polohou v čase timestep. Po příchodu 
nového vzorku, je vzorek v rámci metody addInRegion() třídy MinerDataSet přiřazen do příslušného 
regionu a v tomto regionu se aktualizují údaje o průměrné rychlosti, směru, počtu vozidel a úrovni 
uváznutí.  
3.3.3 Miner 
Jádro celé aplikace tvoří komponenta Miner, která má na starost získávání informací 
z předzpracovaného proudu dat.  
3.3.3.1 Atributy pro vytváření klasifikačních pravidel 
Základní princip klasifikace byl již uveden v kapitole 3.2.1. Uzly rozhodovacího stromu jsou děleny 
podle hodnot atributů, které tvoří hodnoty vlastností sledovaného regionu a jeho přímých sousedů. 
Seznam všech dělících atributů je uveden v Tab. 3.1 a jsou definovány ve výčtu EnumAttributes.  
Jelikož algoritmus VFDT resp. CVFDT v uvedené formě umožňuje zpracování pouze 
symbolických atributů, bylo třeba hodnoty numerických vlastností regionů převést na diskrétní 
hodnoty s omezeným rozsahem. K tomu byly ve třídě Attribute definovány rozsahy a počty hodnot 
jednotlivých atributů. Třída Region pak kromě metod vracejících přesné hodnoty obsahuje také 
metody pro získání přepočtené symbolické hodnoty. Jsou to metody getIntAvgdirection(), 
getIntAvgspeed a getIntVehiclecount. Také hodnoty míry uváznutí jsou metodou getClasslabel() 
převáděny na diskrétní stupnici hodnot s rozsahem 0 až 5.  
3.3.3.2 Dolování pomocí VFDT 
Jako první byl implementován a odzkoušen algoritmus VFDT. Jehož princip je popsán v kapitole 
2.2.4.2. Pro účely této aplikace byl algoritmus rozšířen o časové okno, jehož velikost je uživatelsky 
nastavitelná. Schéma algoritmu zůstalo stejné, ale nepracuje se všemi časovými okamžiky, nýbrž jen 
s 𝑤 posledními, kde 𝑤 je velikost okna. To snižuje paměťové i časové nároky algoritmu. Jako funkce 
hodnoticí rozdělení vzorků podle daného atributu byl vybrán informační zisk, který je popsán 
v kapitole 2.2.4.4. Hodnota 𝐺1 𝑋∅  byla vypočtena vzorcem – log2 𝑝𝑘 , kde 𝑝𝑘  je relativní četnost 
prvků nejčastější třídy v přijatých datech. V bodě 5 (viz. pseudokód v Tab. 2.1) se poté nezpracovává 
celý proud, ale jen vzorky v časovém okně. Zařazení zpracovávaného vzorku do příslušného listu 
rozhodovacího stromu se provádí v rámci metody sortSample() třídy Vfdt. Následně se ve zvoleném 
uzlu aktualizují příslušné statistiky metodou incrementNkij(). Tyto statistiky jsou uloženy 
45 
 
v trojrozměrném poli nkij[k][i][j] každého uzlu, kde index k značí třídu, i atribut a j hodnotu atributu.  
Pokud jsou splněny dané podmínky, vypočte se hodnota informačního zisku pro všechny atributy 
uzlu. Výpočet informačního zisku je implementován v metodě informationGain() třídy Miner. Poté je 
vybrán atribut s nejvyšší hodnotou informačního zisku a v případě splnění podmínek pro rozdělení 
uzlu, je vytvořen nový list pro každou možnou hodnotu vybraného atributu a tyto listy jsou přiřazeny 
jako následníci děleného uzlu. Hodnota 𝐺1 𝑋∅  je u nových uzlů vypočtena z relativní četnosti 
nejčastější třídy prvků v děleném uzlu. Po dokončení výpočtu je výsledný rozhodovací strom 
v atributu vfdt třídy Miner.    
3.3.3.3 Dolování pomocí CVFDT 
Pseudokód všech částí algoritmu CVFDT byl uveden v Tab. 2.2, Tab. 2.3, Tab. 2.4 a Tab. 2.5. Jádro 
algoritmu vychází z principu VFDT. Na rozdíl od VFDT se ale výpočet neprovede jen v rámci jedné 
procedury, ale je rozdělen do více částí. Další významným rozdílem je to, že se neprovádí 
jednorázově, ale od svého spuštění běží stále a za běhu vytváří rozhodovací strom.  
Inicializace a spuštění se provede metodou startCVFDT() ve třídě Miner. K původním 
atributům VFDT přibyly atributy windowsize (udávající velikost časového okna) a f (počet vzorků, po 
kterých se provádí kontrola správnosti rozdělení). Je-li algoritmus CVFDT spuštěn, zavolá se po 
příchodu nového časového okamžiku metoda updateCVFDT(), která projde všechny regiony v daném 
časovém snímku a, pokud je třeba, zavolá příslušné pomocné metody. Růst stromu se provádí 
v metodě cvfdtGrow() a je obdobný jako u VFDT.  Třída uzlu algoritmu CVFDT je odvozena od uzlu 
VFDT. Přidává ale navíc atribut id pro identifikaci uzlu a množinu alternativních stromů. Časové 
okno je udržováno pomocí metody forgetExamples(), po jejímž zavolání se dekrementují statistiky 
pro příslušný vzorek u všech uzlů, kterými vzorek projde při svém zařazování do listu a jejichž id je 
menší než id posledního vzorku v okně. Po zpracování f vzorků algoritmem CVFDT se zavolá 
metoda checkSpliValidity(), která za splnění daných podmínek vytváří alternativní stromu pro daný 
uzel. Dále se po přijetí f vzorků nastaví všem uzlům stromu s neprázdnou množinou alternativních 
stromů metodou testAccuracy() atribut testmode na hodnotu true. Tím se určí, že se tyto uzly nebudou 
používat k dalšímu rozrůstání stromu, ale po zavolání metody sortSampleIntoLeaf() se porovná 
skutečná hodnota s předpovědí danou podstromem s kořenem ve zpracovávaném uzlu. Testování se 
provádí po dobu, než uzlem projde počet vzorků definovaný atributem numberoftestsamples, který je 
v aplikaci nastaven na hodnotu 50. Pokud se poté v množině alternativních stromů uzlu nalézá strom 
s vyšší přesností, než je přesnost podstromu v daném uzlu, je tento podstrom nahrazen alternativním 
stromem. Tím je dosaženo schopnosti algoritmu reagovat na změnu konceptu ve vstupním proudu 




Samotná predikce pomocí vybraného rozhodovacího stromu se provádí pomocí metody sortSample(), 
která pro daný vzorek reprezentovaný regionem, projde strom a vrátí příslušný list. Ze získaného listu 
lze pak metodou getClasslabel() získat předpověděnou míru uváznutí. 
3.3.4 Grafické rozhraní 
Grafické rozhraní aplikace bylo implementováno pomocí toolkitu SWT. Třídy provádějící výpočty 
jsou implementovány v samostatných vláknech, takže grafické rozhraní je na nich nezávislé. 
Rozložení jednotlivých komponent grafického rozhraní je zobrazeno na Obr. 3.12. Pod hlavním menu 
se ve vrchní části okna nachází textová pole pro zadání parametrů komponenty Miner. Následuje 
panel s nastavením komponenty Streamer. Kromě počátečních parametrů lze za chodu řídit rychlost 
proudu dat pomocí scrollbaru. Hodnoty scrollbaru jsou v rozmezí 0 až 10 a nastavují počet 
milisekund, po které komponenta Streamer čeká před zasláním dalšího vzorku dat. Největší část okna 
je vyhrazena pro plátno, na které se v intervalu jedné sekundy vykresluje aktuální stav proudu dat. 
Zobrazení proudu je rozděleno do dvou polí. V pravém jsou znázorněny polohy jednotlivých vozidel, 
která byla v aktuálním časovém okamžiku předána k dalšímu zpracování. Červeně jsou vykreslena 
vozidla, která byla označena jako uváznutá v dopravní zácpě. Levé pole je rozděleno do jednotlivých 
regionů. V regionech, pro které je známá hodnota průměrného směru vozidel, je tato hodnota 
zobrazena červenou úsečkou vedoucí od středu regionu. Délka této úsečky představuje průměrnou 
rychlost vozidel. Dále je možné v tomto poli vypisovat aktuální míru uváznutí v jednotlivých 
regionech a její predikci pro další časový okamžik. Pod plátnem s aktuálním stavem se nacházejí 
možnosti pro nastavení zobrazení. Napravo od plátna je umístěna komponenta TreeViewer, na které 




Obrázek 3.12 - Rozložení komponent grafického rozhraní: A. parametry dolovacího algoritmu, 
B. parametry proudu dat, C. zobrazení proudu dat a predikce, D. nastavení zobrazení, E. 
zobrazení rozhodovacích stromů 
3.3.5 Další funkce 
Do programu byly pro zjednodušení některých operací implementovány pomocné funkce, jejichž 
popis je uveden v této kapitole. 
3.3.5.1 Import a export rozhodovacího stromu 
Pro lepší využití aplikace umožňuje program exportovat strom vytvořený algoritmem CVFDT do 
souboru XML. Tento soubor lze pak později opět do programu importovat. Díky této funkci je možné 
navázat na již vytvořený strom a není potřeba čekat na vytvoření nového. Struktura exportovaného 
XML souboru je zobrazena na Obr. 3.13. Exportují se pouze uzly rozhodovacího stromu a jejich 




Obrázek 3.13 - Struktura exportovaného XML souboru 
3.3.5.2 Redukce velikosti XML souboru ze simulace 
Vzhledem ke skutečnosti, že velikost výstupních souborů simulace je mnohdy příliš velká, byla do 
aplikace přidána funkce pro jejich zmenšení odebráním určitého množství záznamů podle příslušnosti 
do zbytkové třídy obdobným způsobem jako při předzpracování datového proudu v komponentě 
Preprocessor.  
3.4 Testovaní aplikace 
Implementovaná aplikace byla odzkoušena na vstupních datech vygenerovaných simulátorem SUMO 
za použití dat z projektu Tapas Cologne Scenario (viz. kapitola 3.1.1.). Byly vytvořeny dva testovací 
soubory. První zahrnuje výstup ze simulace v časovém úseku od šesté do osmé hodiny ranní. Data 
z delšího období bohužel nebyla autory projektu poskytnuta. Druhý soubor rozšiřuje ten první o další 
čtyři hodiny simulace a pokrývá období od čtvrté do desáté hodiny. Data pro úseky od čtvrté do šesté 
a od osmé do desáté hodiny byla získána na základě náhodně vygenerovaných tras vozidel 
programem duarouter z balíčku SUMO a nezohledňují tedy reálný pohyb ve městě. V rámci tohoto 
testovacího souboru se tedy dvakrát změní charakter pohybu vozidel (v šest a v osm hodin). To 
umožňuje vyzkoušet schopnost algoritmu přizpůsobit se změně konceptu v proudících datech, což by 
měla být jedna z jeho hlavních předností.   
Pro všechna měření byly nastaveny následující parametry: počet regionů v obou dvou směrech 
na 10, blockingspeed na hodnotu 10,5 km/h, blockingradius na 400 m, maxminerdatasize na 256, 
𝑛𝑚𝑖𝑛  na 20. Pro algoritmus CVFDT pak dále velikost okna na 1024 vzorků a parametr f na 20. 
Hlavním sledovaným ukazatelem měření byla procentuálně vyjádřená přesnost predikce vzhledem ke 
skutečnému stavu v závislosti na hodnotě parametrů tau a delta. 
Tab. 3.2 obsahuje výsledky měření přesnosti predikce rozhodovacího stromu generovaného 
algoritmem CVFDT. Testování bylo prováděno na datech s trasami vozidel z projektu Tapas Cologne 
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Scenario v časovém období mezi šestou a osmou hodinou ranní. Algoritmu byl po dobu prvních 
čtyřiceti minut ponechán čas pro první sestavení stromu a výpočet přesnosti byl spuštěn až poté a 
probíhal zbývajících osmdesát minut. Parametr delta udávající akceptovatelnou nepřesnost při výběru 
správného dělícího atributu byl nastaven na hodnotu 0,05. Jednotlivá měření byla prováděna pro 
různé hodnoty atributu tau. Přesnost predikce se pohybovala v intervalu od 89 % do 93 %. Nejlepších 
výsledků bylo dosaženo při nastavení parametru tau na hodnoty 0,5 resp. 0,6. Druhý řádek Tab. 3.2 
udává velikost generovaného stromu reprezentovanou počtem jeho uzlů na konci měření. Poslední 
dva sloupce ukazují, že přesnost algoritmu neroste s počtem uzlů stromu. Při vyšších hodnotách 
parametru tau, byly vytvářeny nadbytečné a špatné větve stromu. Dalším důležitým poznatkem je 
skutečnost, že během každého z těchto osmi měření došlo k nahrazení nejen podstromů 
rozhodovacího stromu, ale i jeho samotného.   
Tabulka 3.2 - Měření přesnosti algoritmu CVFDT pro delta = 0,05 v období 6. až 8. hodiny 
tau 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 
velikost stromu 29 38 49 86 174 178 178 282 
přesnost [%] 89 90 90 92 93 93 92 92 
 
Hodnoty přesnosti v Tab. 3.2 byly počítány ve všech případech (tzn., pokud k zácpě opravdu 
došlo nebo ne). Získaná přesnost je poměrně vysoká především z důvodu, že algoritmus velmi dobře 
předpovídá situace, kdy je úroveň uváznutí nulová. Proto byla přesnost v dalších případech počítaná 
jen, když v daném regionu byl skutečný stupeň uváznutí roven alespoň jedné. Výsledky takového 
měření se stejnými parametry jako v předchozím případě jsou zobrazeny v Tab. 3.3. Na první pohled 
je zřejmé, že získaná přesnost je značně nižší a rozdíly mezi hodnotami jsou výrazně větší. Jako 
nejvhodnější se opět ukázal parametr tau kolem hodnoty 0,5.    
Tabulka 3.3 - Měření přesnosti predikce úrovně uváznutí algoritmem CVFDT, pokud se zácpa 
skutečně vyskytla, delta = 0,05 v období 6. až 8. hodiny 
tau 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 
přesnost [%] 6 18 42 45 48 41 40 46 
 
Dále byl testován vliv parametru delta. Tab. 3.4 a Tab. 3.5 obsahují výsledky pro měření 
s hodnotou parametru delta 0,1 resp. 0,2. V prvním případě byla dosažená přesnost, dle očekávání, o 




Tabulka 3.4 - Měření přesnosti predikce úrovně uváznutí algoritmem CVFDT, pokud se zácpa 
skutečně vyskytla, delta = 0,1 v období 6. až 8. hodiny 
tau 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 
velikost stromu 19 38 56 157 174 203 358 328 
přesnost [%] 5 17 18 41 43 42 57 40 
 
Tabulka 3.5 - Měření přesnosti predikce úrovně uváznutí algoritmem CVFDT, pokud se zácpa 
skutečně vyskytla, delta = 0,2 v období 6. až 8. hodiny 
tau 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 
velikost stromu 38 65 122 131 113 220 355 342 
přesnost [%] 31 29 37 35 36 51 43 47 
 
Následující testování mělo za úkol porovnat použití průběžně upravovaného rozhodovacího 
stromu získaného algoritmem CVFDT a jednorázově vytvořeného stromu za využití algoritmu 
VFDT. Měření přesnosti probíhalo opět ve stejném období. Rozhodovací strom byl vytvořen na 
základě vzorků v časovém okně velikosti 40 časových snímků (minut). Výsledky jsou uvedeny v Tab. 
3.6. Získaná přesnost byla o něco málo nižší než u algoritmu CVFDT. Vysvětlením je schopnost 
algoritmu CVFDT se průběžně zpřesňovat.  
Tabulka 3.6 - Měření přesnosti predikce úrovně uváznutí algoritmem VFDT, pokud se zácpa 
skutečně vyskytla, delta = 0,05 v období 6. až 8. hodiny 
tau 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 
přesnost [%] 12 26 30 31 37 35 23 21 
 
Hlavní předností algoritmu CVFDT je ale možnost přizpůsobit se změně konceptu ve vstupních 
datech. Pro tento účel byl použit soubor obsahující nejprve data získaná na základě náhodně 
generovaných tras vozidel, poté skutečné trasy a nakonec opět náhodně generované. Výsledky pro 
algoritmus CVFDT uvádí Tab. 3.7. Pro VFDT pak Tab. 3.8. Je zřejmé, že v takovém případě je 
použití statického stromu naprosto nevhodné, jelikož výsledná přesnost pro algoritmus VFDT se 
pohyboval v řádu jednotek procent. Naproti tomu CVFDT se dokázal adaptovat a přesnost zůstala na 
hodnotách přes 30 %.    
Tabulka 3.7 - Měření přesnosti predikce úrovně uváznutí algoritmem CVFDT, pokud se zácpa 
skutečně vyskytla, delta = 0,05 v období 4. až 10. hodiny 
tau 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 
velikost stromu 29 105 134 278 256 413 347 578 
přesnost [%] 11 25 30 35 32 36 33 35 
51 
 
Tabulka 3.8 - Měření přesnosti predikce úrovně uváznutí algoritmem VFDT, pokud se zácpa 
skutečně vyskytla, delta = 0,05 v období 4. až 10. hodiny 
tau 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 
přesnost [%] 1 2 4 10 2 3 4 4 
 
Na první pohled se mohou přesnosti pro algoritmus CVFDT zdát poměrně nízké. Nicméně 
predikce byla určena za správnou jedině, pokud byl přesně určen stupeň uváznutí. Proto bylo 
provedeno ještě jedno testování měřící přesnost toho, zda byla vůbec předpověděna zácpa (stupeň 
uváznutí alespoň jedna) v případě, že opravdu nastala. Výsledky jsou v Tab. 3.9 a dosahují hodnot 
blížících se 70 %.  
Tabulka 3.9 - Měření přesnosti predikce uváznutí (alespoň stupeň 1) algoritmem CVFDT, 
pokud se zácpa skutečně vyskytla, delta = 0,05 v období 6. až 8. hodiny 
tau 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 
přesnost [%] 10 29 64 67 61 55 68 63 
  
Uvedená testování byla prováděna na datech z poměrně krátkého časového úseku. Pro lepší a 
směrodatnější ověření správnosti predikce by bylo vhodné aplikaci otestovat na úseku alespoň 
jednoho týdne. Taková data se ale bohužel nepodařilo zajistit. Zvýšení přesnosti by bylo také možné 
dosáhnout úpravami algoritmu, které jsou zmíněny v následující kapitole.   
3.5 Navrhovaná rozšíření aplikace 
Implementovanou aplikaci je možné dále rozšiřovat. Jedním takovým rozšířením by mohlo být 
zahrnutí širšího prostorového okolí sledovaného regionu. Dále se nabízí možnost sledování více 
časových okamžiků zpět do historie. To by dovolilo mnohem dřívější predikci. V současné podobě 
lze predikovat jen stav v příštím okamžiku. Obě tyto varianty s sebou nicméně přináší velké zvýšení 
počtu dělících atributů. Jelikož časová i paměťová náročnost algoritmu s jejich zvyšujícím se počtem 
velice rychle roste, bylo by třeba vzít tento fakt v úvahu a promyslet případné zjednodušení výpočtu. 
Pro větší zahrnutí časového hlediska a tím také zvýšení přesnosti předpovědí by bylo vhodné 
zahrnout do výpočtu další atribut určující denní dobu. Toto nebylo do aplikace implementováno 
z důvodu možnosti ověření na datech pokrývající jen část jediného dne.  
Dále by mohlo být přínosem zvážit získávání sumarizovaných dat o regionech přímo z provozu 
a vyhnout se tak jejich dopočítávání. Bylo by to možné např. použitím kamerových systémů a jiných 
dopravních senzorů.  
Pro použití aplikace v reálném prostředí by mohlo být užitečné umožnit definování libovolně 




V rámci práce byly vysvětleny principy dolování v datech a související pojmy jako datové sklady, 
OLAP a vícerozměrná data. Následně se práce zaměřila na prostorová a časoprostorová data. Popsala 
jejich základní vlastnosti, charakter informací, které z nich lze získat, a metody pro jejich dolování. 
Hlavní pozornost byla věnována proudu dat. Byly uvedeny známé metody pro jeho předzpracování 
(Random Sampling, Sliding Window, histogramy, metody s víceúrovňovým rozlišením, Sketches, 
náhodné algoritmy), dále pak OLAP pro proud dat a algoritmy pro shlukovou analýzu, hledání 
častého vzoru a klasifikaci. Největší pozornost byla věnována algoritmům VFDT a CVFDT pro 
klasifikaci a predikci na základě rozhodovacích stromů.  
 Druhá část práce se zabývala návrhem a následnou implementací aplikace demonstrující 
použití algoritmů VFDT a CVFDT pro dolování v proudu časoprostorových dat. Bylo popsáno 
získávání takovýchto dat a jejich zpracování. Výsledná aplikace umožňuje sestavení klasifikačního 
modelu automobilové dopravy ve městě a v rámci svého grafického uživatelského rozhraní pak 
informovat uživatele o predikci výskytu dopravních zácep.  
Bylo provedeno testování aplikace při použití obou algoritmů a získané výsledky byly 
interpretovány. V závěru praktické části byla zmíněna navrhovaná vylepšení aplikace umožňující 
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Příloha 1 – Manuál 










1 Instalace a spuštění programu 









Program je připraven na přiloženém DVD v kořenovém adresáři ve spustitelném jar archivu s názvem 
stdsm.jar a lze jej spustit příkazem: 
java –jar stdsm.jar 
2 Ovládání programu 
2.1 Nastavení a spuštění datového proudu 
Ještě před spuštěním generování vstupního proudu komponentou Streamer je třeba nastavit jeho 
parametry. To lze provést v sekci Streaming options (Obr. 2.1). Lze zadat počet regionů 
v horizontálním (Number of Regions in X) a vertikálním (Number of Regions in Y) směru. Dále práh 
rychlosti (Blocking speed) v km/h, při které se bude vozidlo považovat za zablokované, a vzdálenost 
(Blocking radius) v metrech pro ověření existence dopravní zácpy. Nejvyšší možná velikost bufferu 
s daty z minulého okamžiku se nastavuje v poli Max MDS size. Výchozí hodnota je 256. Posuvníkem 
Steaming speed lze nastavit rychlost proudu dat (vlevo nejrychlejší).      
 
Obrázek 2.1 - Nastavení parametrů vstupního proudu 
Spuštění proudu se provede kliknutím na položku Start stream v sekci Stream hlavního menu. Poté je 
uživatel vyzván k výběru XML souboru se vstupními daty. Dále je třeba v okně Input interval zadat 
časový interval v sekundách, kterým jsou data ve vstupním XML souboru vzorkovány (interval mezi 
elementy Timestep). V případě přiloženého testovacího souboru tapas4-10.xml je tento interval 60 s. 
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Po spuštění proudu lze jeho průběh sledovat ve dvou polích (Obr. 2.2). V levém poli lze sledovat 
aktuální stav v jednotlivých regionech a v pravém poli polohu vozidel ve zpracovávaném časovém 
okamžiku. Červeně jsou označena vozidla rozpoznaná jako uvíznutá v dopravní zácpě. Spouštěný 
proud dat je možné kdykoliv pozastavit příkazem Stream -> Stop stream v hlavním menu a poté opět 
spustit pomocí Stream -> Resume stream.  
 
Obrázek 2.2 - Zobrazení proudu dat 
2.2   Generování stromu a predikce 
Jakmile je datový proud spuštěn, je možné vygenerovat rozhodovací strom. Nejprve je ale třeba zadat 
příslušné parametry dolovacího algoritmu (Obr. 2.3). Parametry Delta (akceptovatelná nepřesnost při 
výběru dělícího atributu), Tau (uživatelsky definovaný práh) a Nmin (počet vzorků, po kterých se 
provádí dělení) jsou pro oba algoritmu společné. Pro CVFDT je pak třeba ještě nastavit velikost okna 
(Windows size) a frekvenci f udávající, jak často se má kontrolovat správnost rozdělení uzlů.    
 
Obrázek 2.3 - Nastavení parametrů dolovacího algoritmu 
První variantou je strom na základě algoritmu VFDT. Ten se vytvoří tlačítkem VFDT -> 
Generate VFDT v hlavním menu. Po jeho stisknutí se objeví dialog pro zadání počtu časových 
snímků, které se použijí k sestavení stromu. Poté se počká, než se sesbírají data za zadané časové 
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období a strom se vygeneruje. Struktura výsledného stromu je k nahlédnutí v pravé části okna (Obr. 
2.4). Pro každý uzel stromu je vypsáno jeho jméno (vfdt reprezentuje kořen VFDT stromu, lm uzel 
vzniklý dalším dělením), dále atribut, podle kterého je dělen nadřazený uzel, hodnota dělícího 
atributu připadající na aktuální uzel, a nakonec třída (míra uváznutí), do které je uzel přiřazen.  
 
Obrázek 2.4 - Zobrazení rozhodovacího stromu 
Algoritmus CVFDT strom negeneruje jednorázově, ale vytváří ho průběžně. Nejprve je tedy 
potřeba algoritmus spustit, to se provede tlačítkem CVFDT -> Start CVFDT v hlavním menu. 
Aktuální stav stromu lze zobrazit tlačítkem CVFDT -> Print CVFDT. U stromu generovaného 
algoritmem CVFDT je kořen pojmenován cvfdt. Pokud dojde k nahrazení nějakého podstromu 
alternativním stromem, je tento uzel nazván lnew. 
Vytvořený strom je možné použit pro predikci. Na Obr. 2.5 je zobrazen panel pro nastavení 
zobrazení a volby predikce, který se nachází v dolní části okna. Pro zobrazení předpovědi je třeba 
vybrat požadovaný strom (VFDT nebo CVFDT) a poté zatrhnou volbu Show prediction. 
Předpověděný stupeň uváznutí se pak vypíše do příslušného regionu v levém poli se stavem proudu, 
pokud je jeho hodnota alespoň jedna. V případě že se některý region vyplní žlutou barvou, znamená 
to, že jeho míra uváznutí v příštím kroku byla předpověděna na hodnotu 4 nebo 5. Zatrhnutím volby 
Show actual blockingrate je možné zobrazit aktuální míru uváznutí v regionech. Ta se vypisuje pro 
odlišení od predikce šedou barvou v horní části regionu. Zatržítko Compute accuracy spustí výpočet 
přesnosti predikce. Výsledek se průběžně zobrazuje pod poli se stavem proudu (Obr. 2.2). Volba 
Show vehicles in MDS resp. Show regions in MDS udávají, jestli se v pravém poli mají zobrazovat 
polohy jednotlivých vozidel v daném okamžiku nebo informace o začátku a velikosti časového okna 
(významné u algoritmu VFDT).     
 
Obrázek 2.5 - Nastavení zobrazení a predikce 
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2.3 Další funkce 
Doplňkové funkce programu se spouštějí z menu Tools v hlavním menu. První je volba Print regions, 
která na standardní výstup vypíše obsah časového okna s regiony. Další funkcí je Reduce input file, 
která slouží pro jednorázové odebrání určitého množství záznamů ze vstupního souboru, což 
umožňuje jeho rychlejší zpracování, jelikož v rámci zpracovávání proudu již není třeba provádět 
filtrování. Dále je k dispozici možnost vyexportovat strukturu rozhodovacího stromu (pouze CVFDT) 
do souboru XML volbou Export CVFDT a jeho následného importu volbou Import CVFDT.   
 
