Abstract
20
Since the late 1950s, special attention has been paid to the dynamic lot sizing problems. The interest lies 21 in the fact that these models fit a great number of real world problems. Wagner and Whitin [24] , and in-22 dependently, Manne [9] pioneered this field. They assumed a multiperiod planning horizon with known 23 demand, and proposed a procedure which is based on both the dynamic programming approach and the 24 zero inventory order (ZIO) property. This property states that, among all those optimal plans, there exists 25 at least one, in which for each period, the product between the stock level and the production/reorder must 26 be equal to zero. This cost-minimizing production/reorder schedule has interesting qualitative features. The 27 extension to backlogging was studied by Zangwill [25, 27] and Manne and Veinott [10] . Also, Veinott [20] 28 introduced the case with convex costs. 29 Unlike the original dynamic lot size problem [24] , where the demands through the whole horizon are 30 known, in this paper we consider that the demand vector is unknown rather than the total demand, which is 106 We consider a dynamic production/inventory system with a finite planning horizon of N periods where 107 an external known demand must be met at minimal cost. It is assumed that M scenarios or replications of 108 that system are to be considered simultaneously and a unique (robust) policy belonging to the Pareto-109 optimal set is to be implemented. These replications model uncertainty in the parameter estimation, since 110 neither the true values of the parameters of the system nor a probability distribution over them are known 111 before hand. Therefore, we look for compromise solutions which must behave acceptably well in any of the 112 admissible scenarios. This sort of system represents a multiple/serial decision process, since each scenario 113 behaves as a serial multiperiod decision system and each production/reorder decision implies a parallel 114 decision process. A graphical representation of this process is shown in Fig. 1 . 115
Throughout we use the following notation:
116 h 
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122
We assume, without loss of generality, that I 
127
In addition, the cumulative cost from period j to period k in scenario i is given by 
133 Then, the Pareto-optimal or non-dominated production/reorder plans set P can be stated as
there is no othery 2 N N 0 : RðyÞ 6 RðxÞ; with at least one of the inequalities being strictg; ð4Þ 
139 where v À min stands for finding the Pareto-optimal set. Thus, the goal consists of determining the Pareto-140 optimal solutions with respect to the M objective functions. The first constraint in P forces both the initial 141 and the final inventory level to be zero in all the scenarios. The second constraint set concerns the well 142 known material balance equation, and hence it states the flow conservation among periods in all the sce-143 narios. Production/reorder quantity must be always a non-negative integer. Finally, the last constraints set 144 in P disallows shortages. 145 Since the single objective version for this problem can be solved using a dynamic programming algo-146 rithm, it seems reasonable to apply MDP for problem P : Accordingly, let F ðj; I jÀ1 1 ; . . . ; I jÀ1 M Þ be the set of the 147 reachable non-dominated values, which correspond to production/reorder subplans (subpolicies) from the 148 state ðI jÀ1 1 ; . . . ; I jÀ1 M Þ at period j. Since there are finitely many non-negative integers x j that satisfy (1), the 149 principle of optimality gives rise to the following functional equation:
151 where A È B ¼ fa þ b : a 2 A; b 2 Bg for any two sets A; B. 152 Therefore, the set of Pareto-optimal production/reorder plans of problem P is given by the policies 153 associated with the vectors in the set F ð1; 0; . . . ; 0Þ, and hence MDP algorithms give a solution for our 154 problem. However, due to the inherent curse of the dimensionality of the MDP approach, we introduce a 155 branch and bound scheme to decrease the running times of the solution method. For this reason, before 156 introducing our procedure, we propose two upper bound sets to be applied in the branch and bound al-157 gorithm. According to Villarreal and Karwan [22] , a set of upper bounds is a set of vectors such that each 158 element is either efficient or is dominated by at least one efficient solution. Thus, the first upper bound set 159 concerns the case without shortages and the second one represents the upper bound set for when stockouts 160 are allowed. 161
In the next section, we propose an initial upper bound set assuming that both the carrying and the 162 production/reorder costs are concave and stockouts are not permitted. 
164
In this section we assume that the cost function R j;k i ðxÞ is concave in x for i ¼ 1; . . . ; M, j ¼ 1; . . . ; N and 165 k P j. Therefore, the following inequality holds: 
167 where the plan x AE 1 differs from plan x only in two periods where one unit of production/reorder is added 168 or subtracted. In other words, let j and k be the periods (components) where the plan x is to be modified,
169 then x þ 1 equals to x excepting in period j where one more production/reorder unit is added and in period 170 k where one production/reorder unit is subtracted. On the other hand, the plan x À 1 equals to x excepting 171 in the period j in which one production/reorder unit is subtracted and in period k where one production/ 172 reorder unit is added. We define now the ZIO property for the multiscenario case as follows: a plan x is said to be ZIO for P if 180 and only if
182
It is worth noting that this modification is the natural extension of the corresponding property in the 183 scalar case. As it will be shown subsequently, efficient ZIO policies play an important role in the deter-184 mination of the Pareto set because they represent the set of basic solutions, namely, extreme solutions of P . 185 For the sake of simplicity, we formulate problem P as a multicriteria network flow problem since efficient 186 ZIO plans correspond to acyclic flows in the network as well. Accordingly, assuming non-negative concave 187 costs, the underlying network for this problem, depicted in Fig. 2 , is as follows. Let G ¼ ðV ; EÞ be a directed 188 network, where V stands for the set of n ¼ ðN þ 2ÞM þ 1 nodes, and E represents the set of m ¼ 3MN edges. 189 The nodes are classified in: production/reorder node (node 0), demand per scenario nodes nd s , s ¼ 1; . . . ; M, 
There are M arcs from node 0 to each layer. The flow entering these arcs is equal. It can be seen as a 193 single flow that is virtually multiplied M times so that the same amount is directed to each one of the nodes 194 in this layer. These arcs can be considered as a pipeline that at a certain point is transformed into M 195 branches. Each one of these branches receives exactly the same flow that the one that enters through the 196 initial node of the arc. The arc from production/reorder node 0 to layer j is related to the production/re-197 order variable x j in period j. The virtual multiplication of the production/reorder is because the different 198 scenarios do not occur simultaneously in reality. Actually, only one of them is to occur, and we are con-199 sidering simultaneous (parallel) network flow problems with the same kind of input. The arc from 0 to n We proceed now to show that non-dominated ZIO policies represent the set of extreme solutions of 205 problem P . Previously, let us consider first the explicit representation of the multicriteria node-arc incidence 206 matrix A of the network: 207
Notice that each block of N þ 2 rows represents a scenario and the columns are divided in two groups: 208 the first N columns are related to the arcs from the producer node to the N periods, and the rest of columns 209 concern the inventory holding between two consecutive periods for each scenario. Using the above matrix A 210 and denoting by x ¼ ðx 1 ; . . . ; x N Þ and I ¼ ðI 214 Proof. Indeed, each block of N þ 2 rows has one row (e.g. the last one) being linearly dependent since the 215 sum by blocks equals zero. According to this argument, the rank is, at most, MðN þ 1Þ. In addition, in the 216 remaining matrix the row corresponding to node 0 appears M times (one per block), hence ðM À 1Þ of them 217 could be removed resulting in a matrix with MN þ 1 rows. 218 Now, removing the last constraint in each block and using the columns corresponding to 219 x N ; I 
The following theorem states that the basic solutions for our problem fulfill that the demand in each 223 period is satisfied from either the production/reorder in that period or the units carried in the inventory, but 224 not by both simultaneously. Thus, in the underlying network of the problem, each node (excepting the 225 production/reorder node) is attainable either from the production/reorder node or from the predecessor 226 holding node, but never from both. Hence, the graph associated to the non-null variables of any feasible 227 basic solution verifies for any period j :
228 Theorem 2. Any basic solution of problem P fulfills that x j minfI
230 Proof. Assume without loss of generality that the variables x 1 ; x 2 are non-null. Let us consider the columns 231 that correspond with these variables and the inventory carrying variables from period 1 to 2, i.e. I 
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243 nated policies in the ith scenario. We can assert that z exists, otherwise, the efficient point that minimizes 244 R 1;N i ðÁÞ would be an extreme point and the theorem would follow. Furthermore, assume x being a feasible 245 extreme point such that the following inequality holds:
We can also guarantee that x always can be found, otherwise, R
Also, by concavity of the cost functions, the following expression must be fulfilled:
In addition, let p be a point on a facet of the feasible set such that p is aligned with z and x; and z can be 254 expressed as a convex combination of p and x. Hence, the following inequality holds:
Takingĥ h such that z ¼ĥ hx þ ð1 Àĥ hÞp, the following contradiction occurs 
263
Since we know that there exist Pareto policies satisfying the ZIO property and the procedure in (6) that 264 computes the complete Pareto set has a large complexity, we are now interested in determining the Pareto 265 policies within the ZIO plans. This may be considered in some cases as an approximation to the actual 266 Pareto set (indeed, ZIO plans coincide with extreme solutions as Theorem 2 shows). The fact is that the 267 non-dominated ZIO policies represent an initial upper bound set to be used in the branch and bound al-268 gorithm. 269
In order to compute the Pareto ZIO plans, we need to introduce some notation. Let IðjÞ denote the set of 270 state vectors at the beginning of period j. 
282 Notice that the whole set of Pareto ZIO policies for P is determined when F ð1; ð0; . . . ; 0ÞÞ is achieved. By virtue of the ZIO property, there are at most two vectors reaching one state in period 2 and, at most, 292 four vectors can achieve any state in period 3. In general, in one state of period j there are at most 2 jÀ1 293 vectors to be evaluated via pairwise comparisons. Therefore, the number of comparisons for one state of 294 period j is given by Oðð2 jÀ1 ð2 jÀ1 À 1Þ=2ÞMÞ: Accordingly, the number of comparisons in period j is 295 Oððð2 jÀ1 ð2 jÀ1 À 1Þ=2ÞMÞðMðN À jÞ þ 1ÞÞ: Thus, the procedure carries out OðM P N j¼2 2 jÀ2 ð2 jÀ1 À 1Þ 296 ðMðN À jÞ þ 1ÞÞ comparisons, and hence the complexity is Oð4 N M 2 Þ. Ã
297
As Proposition 4 states, the implicit enumeration process of the whole set of efficient ZIO policies for P 298 requires a number of operations which grows exponentially with the input size. This is not a surprising 299 result since the multicriteria network flow problem, which is in general NP -hard (Ruhe [17] ), can be reduced 300 to the problem we deal with. 301
From the computational point of view, the algorithm based on (10) is inefficient, hence we propose a 302 different approach to obtain an approximated solution set. This method consists of obtaining the optimal 303 solution for each scenario in OðN 2 Þ. Notice that, as a consequence of disallowing shortages, some of these 304 solutions could be infeasible for problem P . In this case, all the scenarios with infeasible solutions are solved 305 again using a demand vector where each component corresponds to the marginal maximum demand, 306 namely, the jth value in this vector coincides with ðmax 1 6 i 6 M fD 1;jþ1 i g À max 1 6 i 6 M fD 1;j i gÞ: Remark that 307 the demand vector obtained in this way is a ZIO plan and, hence, is feasible for P . Moreover, the com-308 putational effort to determine this set of policies is OðMN 2 Þ: In addition, these plans can also be used as the 309 starting upper bound set of the branch and bound scheme when shortages are not permitted. 310 We proceed below to analyze the case when both the carrying and the production/reorder costs are 311 concave and shortages are permitted. In the single scenario version, there exists at least one period with inventory on hand equal to zero 321 between two consecutive periods with production/reorder different from zero [25, 27] . That is, if x j > 0 and 322 x l > 0 for j < l, then I k ¼ 0 for at least one k so that j 6 k < l. This idea is exploited to develop an OðN 3 Þ 323 algorithm to determine an optimal policy [27] . 324 Assuming that inventory levels are unconstrained, we can adapt the previous property to the multi-325 scenario case as follows:
If
Unlike the ZIO property for the multiscenario case, the above expression allow us to obtain all the plans 328 satisfying (11) independently. In other words, any plan satisfying (11) for one scenario is to be feasible for 329 the rest of scenarios, hence a straightforward approach to generate the whole plans set is to determine each 330 set (one per scenario) separately. Again, these plans play a relevant role for obtaining the Pareto set of 331 problem P with stockouts, since, as Theorem 5 shows, they represent the extreme points of the feasible set. 332 We can use again the network introduced in Section 3 to characterize the extreme solutions of P with 333 shortages. Accordingly, the following theorem states that such extreme points represent acyclic policies. 334 That is, demand in a period k is satisfied from the production/reorder either in a previous period ðj 6 kÞ or 335 in a successor period ðl P kÞ. Therefore, in the underlying network of the problem, each node (excepting the 336 production/reorder node) is attainable from only one of the following nodes: the production/reorder node, 337 the predecessor holding node or the succesor backlogging node.
338 Theorem 5. Any basic solution for problem P with shortages is acyclic.
339 Proof. Following a similar reasoning to that in Theorem 2, let us select, for each block (scenario), any two 340 columns corresponding to production/reorder arcs in (9), e.g., columns j and l. Moreover, we select, for 341 each scenario, the columns related to periods j up to l. It is easy to see that a linear combination of these 342 columns with coefficients þ1; À1; þ1; . . . ; þ1 respectively, gives the null vector. Therefore, any basic so-343 lution is acyclic. Ã 344 Proposition 6. The Pareto-optimal set of problem P with shortages contains, at least, one plan satisfying 345 property (11).
346 Proof. Similar to that in Proposition 3. Ã
347
Notice that not all the basic plans belong to the Pareto-optimal set and, the solution time required to 348 determine the whole non-dominated solutions set increases with the input data. Therefore, obtaining the 349 efficient plans among the extreme plans seems to be a reasonable approach, not only as approximation to 350 the real Pareto-optimal set but also as an upper bound set to be used in the branch and bound scheme. 351 Thus, taking into account that the feasible decisions set verifying (11) for one state ðI 
357 Remark that when F ð1; ð0; . . . ; 0ÞÞ is evaluated, the non-dominated solutions set satisfying (11) 
364
Since the implementation of the algorithm based on (10) involves a number of operations, which in-365 creases exponentially with the input size, we propose a different approach to obtain an approximated so-366 lution set. This method consists of obtaining the optimal solution for each scenario in OðN 3 Þ. Unlike the 367 case without shortages, all the single scenario solutions are to be feasible for problem P . Therefore, the 368 computational effort to determine the set of optimal solutions for each scenario is OðMN 3 Þ, and these plans 369 are proposed as the starting upper bound set of the branch and bound scheme when shortages are allowed. 370
Once the initial upper bound sets for both shortages and not shortages situations have been introduced, 371 we present in the following section the branch and bound scheme, as well as an initial lower bound set to 372 determine the Pareto-optimal set. Since we are interested in calculating the non-dominated policies that reach the state ð0; . . . ; 0Þ 2 379 IðN þ 1Þ, we must determine the efficient plans among those in T ðN þ 1; ð0; . . . ; 0ÞÞ via pairwise compar-380 ison. As Villarreal and Karwan [22] pointed out, a necessary condition for a Pareto-optimal point is that it 381 must contain, as its first n À 1 components, an efficient solution to an ðn À 1Þ-stage problem, hence the 382 previous process must be applied in all the attainable states. Thus, the efficient subplans should be selected 383 in every attainable state. Therefore, we define T Ã ðj þ 1; ðI 
411
As you can see, all possible plans are collected in the graph depicted in Fig. 3 . In this graph, each node 412 represents one state that is identified by its inventory level vector (in parenthesis). Also, within each node, 413 the partial cost vectors (in brackets) associated to subplans that attain this node are shown. Those subplans 414 which are dominated by any other subplan in the same node are marked with an asterisk. For each node, 415 the leaving arcs (arrows) represent the possible decisions for this node. The right-most node contains the 416 non-dominated solution set. 417 Fig. 3 illustrates also the case where a non-ZIO plan dominates a ZIO plan, namely, the ZIO plan 418 ð17; 0; 3Þ with cost vector f114; 326; 300g is dominated by the non-ZIO plan ð15; 3; 2Þ with cost vector 419 f113; 268; 200g. 
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485
The MDP solution procedure was coded in C++ using LEDA libraries. The main difficulty to implement 486 this code is the storage requirement which increases with the difference ðD À max 1 6 i 6 M fd 512 7. Concluding remarks
513
In this article we introduce different algorithms to solve the multiscenario lot size problem. Throughout 514 the paper, the case with concave costs is discussed. The solution procedures for this case have been im-515 plemented using the DMDMP approach and exploiting the dynamic lot size problemÕs properties. More- 
