Floor diagrams relative to a conic, and GW-W invariants of Del Pezzo
  surfaces by Brugalle, Erwan
FLOOR DIAGRAMS RELATIVE TO A CONIC, AND GW-W INVARIANTS OF
DEL PEZZO SURFACES
ERWAN BRUGALLÉ
Abstract. We enumerate, via floor diagrams, complex and real curves in CP 2 blown up in n points
on a conic. As an application, we deduce Gromov-Witten and Welschinger invariants of Del Pezzo
surfaces. These results are mainly obtained using Li’s degeneration formula and its real counterpart.
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1. Introduction
The main question addressed in this paper is “Given a Del Pezzo surface X, how many algebraic
curves of a given genus and homology class pass through a given configuration of points x?”. The
cardinality of x is always chosen such that the number of curves is finite. Recall that a Del Pezzo
surface is either isomorphic to CP 1 × CP 1 or to CP 2 blown up in a generic configuration of n ≤ 8
points. We denote by Xn a surface of this latter type.
A possible approach to solve such an enumerative problem is to construct configurations x for which
one can exhibit all curves of a given genus and homology class passing through x. Such configura-
tions are called effective. The main advantage of effective configurations is to provide simultaneous
enumeration of both complex and real curves, furthermore without assuming any invariance with
respect to x. This is particularly useful in real enumerative geometry where invariants are lacking.
The goal of this paper is to construct effective configurations of points in Del Pezzo surfaces,
and to compute the corresponding Gromov-Witten and Welschinger invariants. This is done in two
steps. I first enumerate in Theorems 3.6 and 3.12, via floor diagrams, curves passing through an
effective configuration of points in CP 2 blown up at n points located on a conic, the resulting complex
surface is denoted by X˜n. Next, by a suitable degeneration of X6 and X7, the computations of their
enumerative invariants are reduced to enumeration of curves in the surfaces X˜n with n ≤ 8. See
Theorems 4.1 and 4.3 in the case of X6, and Theorems 6.6 and 6.9 in the case of X7. The first
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2 ERWAN BRUGALLÉ
degeneration is classical: one degenerates X6 into the union of X˜6 and CP 1 × CP 1, which basically
corresponds to degenerating X6 to a nodal Del Pezzo surface. Enumerative invariants of X6 are then
computed by enumerating curves on X˜6 thanks to the Abramovich-Bertram-Vakil formula [Vak00a]
and its real versions [BP13, BP14]. By blowing up an additional section of the previous degeneration
of X6, one produces a degeneration of X7 into the union of X˜6 and X˜2. A very important feature of
these two degenerations is that no multiple covers appear. As a consequence, this method extends
to the case of X8, see Theorems 7.2 and 7.5. By blowing up an additional section, one degenerates
X8 to the union of X˜6,1 and X˜2, where X˜6,1 denotes the blow up of CP 2 at seven points, six of
them lying on a conic. Some non-trivial ramified coverings might appear during this degeneration,
however all of them are regular and can be treated using results from [SS13]. To the best of my
knowledge, this is the first explicit computation of Gromov-Witten invariants in any genus of X8
(see [CH98, Vak00a, SS13] for similar computations in other Del Pezzo surfaces).
Another nice property of effective configurations is that, in addition to allowing computations
of enumerative invariants, they often bring out some of their qualitative properties. Results about
the sign of Welschinger invariants, their sharpness, their arithmetical properties, their vanishing,
and comparison of real and complex invariants were for example previously obtained in this way in
[IKS03, IKS04, IKS09, IKS13c, IKS13b, IKS13a, Wel07, BP13, BP14]. Several extensions of those
results are deduced from the methods presented here, see Corollaries 4.4, 4.5, 6.10, 6.11, 7.6, 7.7,
7.8, and Proposition 8.1.
Among the available techniques to construct effective configurations, one can cite methods based
on Tropical geometry [Mik05], and on the degeneration of the target space X, such as Li’s degenera-
tion formula [Li02, Li04] in the algebraic setting, symplectic sum formulas in the symplectic setting
[IP04, LR01, TZ14], or more generally symplectic field theory [EGH00]. The results of this paper
are obtained by degenerating the target space. As a rough outline, these methods consist of degen-
erating the ambient space X into a union
⋃
i Yi of “simpler” spaces Yi, and to recover enumerative
invariants of X out of those of the Yi’s. Note that to achieve this second step, one has to consider
Gromov-Witten invariants of the surfaces Yi relative to the divisors Ei,j = Yi ∩ Yj . In other words,
one has to enumerate curves satisfying some incidence conditions and intersecting the divisors Ei,j
in some prescribed way. A very practical feature of these degeneration methods is that, in nice cases,
including the absence of ramified coverings, deformations of a curve in
⋃
i Yi to a curve in X only
depend on the intersections of the curve with the divisors Ei,j . In particular, if one knows how to
construct effective configurations in the surfaces Yi, one can construct effective configurations in X.
Since I am interested here in the computation of enumerative invariants of Del Pezzo surfaces, I made
the choice to work in the algebraic category, and to use Li’s degeneration formula. Nevertheless the
whole paper should be easily translated in the symplectic setting using symplectic sum formulas.
Using this general strategy, it usually remains a non-trivial task to find a suitable degeneration⋃
i Yi of a particular variety X, from which one can deduce effective configurations in X. The
floor decomposition technique, elaborated in collaboration with Mikhalkin [BM07, BM08], provides
in some cases such a useful degeneration. The starting observation is that configurations containing
at most two points in a Hirzebruch surface (i.e. holomorphic CP 1-bundle over CP 1) are effective.
Then the strategy is to choose a suitable rational curve E in X, to degenerate X into the union
of X and a chain of copies of P(NE/X ⊕ C), and to choose a configuration of at most two points
in each of these copies. In lucky situations, the union of all those points can be deformed into an
effective configuration x in X. When this is the case, all complex and real curves passing through x
can be encoded into purely combinatorial objects called floor diagrams. A more detailed outline of
this technique together with its relation to Caporaso and Harris approach is given in Section 1.1.
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Personne n’est jamais assez fort pour ce calcul. Guided by this french adage, I illustrated the
general theorems 4.1, 4.3, 6.6, 6.9, 7.2, and 7.5 by explicit examples including detailed computations.
I usually find it very useful, as a reader as well as an author, that a paper provides details in passing
from the general theory to particular examples. This is specifically the case in enumerative geometry,
where formulas, sometimes abstruse at first sight, may hinder the reader’s understanding of the
geometrical phenomenons they describe. Moreover, working out concrete examples in full details
is an efficient way to check the consistency of general theorems, and that no subtility escaped the
notice. I hope that the detailed computations given here will help the reader to acquire a concrete
feeling of the general and sometimes subtle phenomenons coming into play.
In the same range of ideas, I chose to dedicate a separate section to each of the surfaces X6, X7,
and X8, despite the fact that Section 4 is formally contained in Section 6, which in turn is partially
contained in Section 7. Indeed, the combinatorics becomes more involved as the number of blown-
up points increases, and reducing results about Xn to Xn−1 still requires some work. By giving a
specialized formula in each case, I hope to make concrete computations accessible to the reader.
The plan of the paper is the following. In the remaining part of the introduction, I explain
the basic ideas underlying the floor decomposition technique, relate the results presented here with
other works, and settle the notations and convention used throughout this paper. Complex and
real enumerative problems considered in this text are defined in Section 2, which also contain a few
elementary computations. Floor diagrams and their relation with effective configurations of points
in X˜n is given in Section 3. This immediately applies to compute absolute invariants of X6, which is
done in Section 4. Section 5 is devoted to the proof of Theorems 3.6 and 3.12. In Section 6, I reduce
the enumeration of curves in X7 to enumeration of curves in X˜8. The reduction of enumerative
problems of X8 to enumerative problems in X˜8,1 is proved in Section 7. Finally, this paper ends in
Section 8 with some comments and possible generalizations of the material presented here.
1.1. Floor diagrams and their relation to Caporaso-Harris type formulas. For the sake of
simplicity, I restrict to the problem of counting curves of a given genus, realizing a given homology
class in H2(X;Z), and passing through a generic configuration x of points on a (maybe singular)
complex algebraic surface X. Recall that the cardinality of x is such that the number of curves is
finite.
The paradigm underlying a Caporaso-Harris type formula is the following. Choose a suitable
irreducible curve E in X, and specialize points in x one after the other to E. After the specialization
of sufficiently many points, one expects that curves under consideration degenerate into reducible
curves having E as a component. By forgetting this component, one is reduced to an enumerative
problem in X concerning curves realizing a “smaller” homology class. With a certain amount of
optimism, one can then hope to solve the initial problem by induction.
This method has been first proposed and successfully applied by Caporaso and Harris [CH98] in the
case of CP 2 together with a line, and has been since then applied in several other situations. Directly
related to this paper, one can cite the work of Vakil in the case of X˜6 together with the strict transform
of the conic [Vak00a], and its generalization by Shoval and Shustin [SS13] to the case of X˜n,1. As a
very nice fact, it turned out that this approach also provided a way to compute certain Welschinger
invariants for configuration x only composed of real points [IKS09, IKS13c, IKS13b, IKS13a].
When X and E are smooth, Ionel and Parker observed in [IP98, Section 5] that the method
proposed by Caporaso and Harris could be interpreted in terms of degeneration of the target space
X. I present below the algebro-geometric version of this interpretation [Li04, Section 11]. The
ideas underlying symplectic interpretation are similar, however the two formalisms are quite differ-
ent. I particularly refer to [Li04] for an introduction to this degeneration technique in enumerative
geometry. Given X and E as above, denote by NE = P(NE/X ⊕ C), and do the following:
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(1) degenerate X into a reducible surface Y = X ∪ NE , and specialize exactly one point in NE
during this degeneration;
(2) determine all possible degenerations in Y of the enumerated curve;
(3) for each such limit curve in Y , compute the number of curves of which it is the limit.
This method produces recursive formulas à la Caporaso-Harris if all limit curves in Y can be
recovered by solving separate enumerative problems in its components X and NE .
The idea behind floor diagrams is to get rid of any recursion, which implicitly refers to some
invariance property of the enumerative problem under consideration. To do so, one considers a
single degeneration of X into the union Ymax of X and a chain of copies of NE , and specializes
exactly one element of x to each copy of NE . Floor diagrams then correspond to dual graphs of
the limit curves in Ymax, and the way they meet the points in x is encoded in a marking. In good
situations, all limit curves in Ymax can be completely recovered only from the combinatorics of the
marked floor diagrams. In particular, effective configurations in X can be deduced from effective
configurations in NE .
This method have been first successfully applied in collaboration with Mikhalkin in [BM07, BM08],
in the case whenX is a toric surface and E is a toric divisor satisfying some h-transversality condition.
We used methods from tropical geometry, which in particular allowed us to get rid of the smoothness
assumption on X and E required in Li’s degeneration formula. Note that when both floor diagrams
and Caporaso-Harris type formulas are available, it follows from the above description that these two
methods provide two different, although equivalent, ways of clustering curves under enumeration.
Passing from one presentation to the other does not present any difficulty [ABLdM11].
When both X and E are chosen to be real, floor diagrams can also be adapted to enumerate
real curves passing through a real configurations of r real points and s pairs of complex conjugated
points:
(1’) degenerate X to the union Y ′max of X and a chain of r+ s copies of NE , specializing exactly
one real point or one pair of complex conjugated points of x to each copy of NE ;
(2’) determine real curves in step (2) above;
(3’) adapt computations of step (3) above to determine real curves converging to a given real
limit curve.
As in the complex situation, one can associate floor diagrams to real limit curves in Y ′max, each of
them being now naturally equipped with an involution induced by the real structure of X. Again in
many situations, all necessary information about enumeration of real curves in Y ′max are encoded by
the combinatorics of these real marked floor diagrams. In the case of toric surfaces equipped with
their tautological real structure, this has been done in [BM08] under the h-transversality assumption.
The present paper shows that this is also the case when X = X˜n. This reduction of an algebraic
problem to a purely combinatorial question might not seem so surprising when all points in x are
real, since then the situation is similar to the complex one. However in the presence of complex
conjugated points, I am still puzzled by the many cancellations that allow this reduction.
The floor diagram technique clearly takes advantage over the Caporaso-Harris method when one
wants to count real curves passing through general real configuration of points. In the enumeration
of complex curves, or of real curves interpolating configurations of real points, the use of any of
these two methods is certainly a matter of taste. From my own experience, I could notice that
floor diagrams provide a more geometrical picture of curve degenerations which helps sometimes
to minimize mistakes in practical computations. Finally, it is worth stressing that floor diagrams
also led to the discovery of new phenomenons also in complex enumerative geometry, for example
concerning the (piecewise-)polynomial behavior of Gromov-Witten invariants, e.g. [FM10, Blo11,
AB13, LO14, AB].
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1.2. Related works. Higher dimensional versions exist of both Caporaso-Harris [Vak00b, Vak06]
and floor diagram techniques [BM07, BM].
Tropical geometry [Mik05] provides also a powerful tool to construct effective configurations.
Historically it provided the first computations of Welschinger invariants of toric Del Pezzo surfaces.
Methods and results from [Wel07] constituted the main source of motivation for me to study floor
diagrams relative to a conic. In this paper Welschinger uses symplectic field theory to decompose a
real symplectic manifold into the disjoint union of the complement of a connected component of its
real part on one hand, with the cotangent bundle of this component on the other hand. To the best
of my knowledge, [Wel07] is the first explicit use of degeneration of the target space in the framework
of real enumerative geometry. Similar results using symplectic sums were also obtained in [Teh13].
In collaboration with Puignau, we also used symplectic field theory in [BP13, BP14] to provide
relations among Welschinger invariants of a given 4-symplectic manifold with possibly different real
structures, and to obtain vanishing results.
As mentioned above, Itenberg, Kharlamov, and Shustin used the Caporaso-Harris approach to
study Welschinger invariants in the case of configurations of real points. In a series of paper [IKS13c,
IKS13b, IKS13a], they thoroughly studied the case of all real structures on Del Pezzo surfaces of
degree at least two. Due to methods presenting some similarities, the present paper and [IKS13b,
IKS13a] contain some results in common, nevertheless obtained independently and more or less
simultaneously.
Another treatment of effective configurations has been proposed in [CP12].
A real version of the WDVV equations for rational 4-symplectic manifolds have been proposed by
Solomon [Sol]. Those equations provide many relations among Welschinger invariants of a given real
4-symplectic manifold, that hopefully reduce the computation of all invariants to the computation of
finitely many simple cases. This program has been completed in [HS12] in the case of rational surfaces
equipped with a standard real structure, i.e. induced by the standard real structure on CP 2 via the
blowing up map. In a work in progress in collaboration with Solomon [BS], we combine symplectic
field theory and real WDVV equations to cover the case of all remaining real rational algebraic
surfaces. At the time I am writing these lines, this project has been completed for all minimal real
rational algebraic surfaces, except for the minimal Del Pezzo surface of degree 1. As a side remark,
I would like to stress that if real WDVV equations are definitely better from a computational point
of view than floor diagrams, it seems nevertheless very difficult to extract from them qualitative
information about Welschinger invariants.
A real WDVV equation in the case of odd dimensional projective spaces has also been proposed
by Georgieva and Zinger [GZ13].
1.3. Conventions and notations.
1.3.1. A real algebraic variety (X, c) is a complex algebraic variety X equipped with a antiholomor-
phic involution c : X → X. The real part of (X, c), denoted by RX, is by definition the set of points
of X fixed by c. When the real structure c is clear from the context, I sometimes use the notation p
instead of c(p).
The complex projective space CPN is always considered equipped with its standard real structure
given by the complex conjugation.
I assume that the reader has some acquaintance with the classification of real rational algebraic
surfaces. For some refreshment on the subject, I recommend [Kol97, DK00].
1.3.2. The connected sum of 1 + k copies of RP 2 is denoted by RP 2k .
1.3.3. The blow up of CP 2 at n points in general position is denoted by Xn. The blow up of CP 2 at
n points lying on a smooth conic E is denoted by X˜n. The blow up of CP 2 at n+ 1 points, exactly
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n of them lying on a smooth conic E, is denoted by X˜n,1. Surfaces X˜n,1 will only appear in Section
7. The strict transform of E in X˜n or X˜n,1 is still denoted by E. In particular if n ≤ 5, the surface
X˜n denotes the surface Xn together with the distinguished curve E.
The normal bundle of E in X˜n is denoted byNE/X˜n , and I will use the notationN = P(NE/X˜n⊕C)
throughout the text. The surface N contains two distinguished non-intersecting rational curves
E∞ = P(NE/X˜n ⊕ {0}) and E0 = P(E ⊕ {1}). Moreover the line bundle NE/X˜n induces a canonical
CP 1-bundle piE : N → E∞.
Suppose in addition that E is a smooth real conic in CP 2 and that X˜n is obtained by blowing
up n − 2κ points on RE and κ pairs of complex conjugated points on E. The real structure on
X˜n induced by the real structure on CP 2 via the blow up map is denoted by X˜n(κ). In particular
RX˜n(κ) = RP 2n−2κ. If n = 2κ, the connected component of RX˜n(κ) \ RE with Euler characteristic
ε ∈ {0, 1} is denote by L˜ε.
1.3.4. All invariants considered in this text do not depend on the deformation class of the complex
or real algebraic surface under consideration, see [IKS14]. Consequently, the surfaces Xn and the
pairs (X˜n, E) are always implicitly considered up to deformation.
1.3.5. The class realized in H2(X;Z) by an algebraic curve C in a complex algebraic surface X is
denoted by [C].
1.3.6. The image f(C) of an algebraic map f : C → X denotes its scheme theoretic image, i.e.
irreducible components of f(C) are considered with multiplicities. If Y ⊂ X is a divisor intersecting
f(C) in finitely many points, the pull back of Y to C is denoted by f∗(Y ).
An isomorphism between two algebraic maps f1 : C1 → X and f2 : C2 → X is an isomorphism
φ : C1 → C2 such that f1 = f2 ◦ φ. Maps are always considered up to isomorphisms. The group of
automorphisms of a map f is denoted by Aut(f).
1.3.7. IfX is a complex algebraic surface, the intersection product of two elements d1, d2 ∈ H2(X;Z)
is denoted by d1 · d2 ∈ Z.
1.3.8. Given a vector α = (αi)1≤i≤∞ ∈ Z∞≥0, I use the notation
|α| =
∞∑
i=1
αi, Iα =
∞∑
i=1
iαi, and Iα =
∞∏
i=1
iαi .
The vector in Z∞≥0 whose all coordinates are equal to 0, except the ith one which is equal to 1, is
denoted by ui.
1.3.9. The sets of vertices and edges of a finite graph Γ are respectively denoted by V ert(Γ) and
Edge(Γ). If Γ is oriented, it is said to be acyclic if it does not contain any non-trivial oriented
cycle. Its set of sources (i.e. vertices such that all their adjacent edges are outgoing) is denoted by
V ert∞(Γ), and Edge∞(Γ) denotes the set of edges adjacent to a source.
Acknowledgment. I started to think about floor diagrams relative to a conic during the fall 2009
program Tropical Geometry held at MSRI in Berkeley. Significant progress have been made in fall
2011 during my stay at IMPA in Rio de Janeiro, and a consequent part of this manuscript has been
written during the program Tropical geometry in its complex and symplectic aspects held in spring
2014 at CIB in Lausanne. I would like to thank these three organizations for excellent working
conditions, as well as the two institutions I have been affiliated to during this period, Université
Pierre et Marie Curie and École Polytechnique.
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2. Enumeration of curves
2.1. Absolute invariants of Del Pezzo surfaces. Recall that Xn denotes CP 2 blown up in a
generic configuration of n points. The group H2(Xn;Z) is the free abelian group generated by
[D], [E1], . . . , [En] where E1, . . . , En are the exceptional curves of the n blow-ups, and D is the strict
transform of a line not passing through any of those n points. The first Chern class of Xn is given
by
c1(Xn) = 3[D]−
n∑
i=1
[Ei].
Given n ≤ 8 and d ∈ H2(Xn;Z), the number of complex algebraic curves of genus g, realizing the
class d, and passing through a generic configuration x of c1(Xn) · d− 1 + g points in Xn is finite and
does not depend on x [Vak00a, Section 4.3]. We denote this number, known as a Gromov-Witten
invariant of Xn, by GWXn(d, g).
Suppose now thatXn is endowed with a real structure c. Then one may consider real configurations
of points x, i.e. satisfying c(x) = x, and count real algebraic curves. In this case, the number of such
curves usually heavily depends on the choice of x. Nevertheless, in the case when g = 0, Welschinger
[Wel03, Wel05a] proposed a way to associate a sign to each real curve so that counting them with
this sign produces an invariant.
More precisely, let L be a connected component of RXn, and choose a decomposition c1(Xn)·d−1 =
r+ 2s with r, s ∈ Z≥0. Let x be a generic real configuration of c1(Xn) · d− 1 points in Xn such that
|Rx| = r and Rx ⊂ L. We denote by RCL(d, x) the set of real rational algebraic curves C in Xn
realizing the class d, passing through all points in x, and1 such that |RC ∩ L| = +∞. Recall that a
solitary node p ∈ RX of a real algebraic curve C in a real algebraic surface (X, c) is the transverse
intersection of two smooth c-conjugated branches of C. To each curve C ∈ RCL(d, x), we associate
two masses2:
(1) mRXn(C) is the total number of solitary nodes of C;
(2) mL(C) is the number of solitary nodes of C contained in L.
Given n ≤ 8 and L′ = RXn or L′ = L, the number
W(Xn,c),L,L′(d, s) =
∑
C∈RCL(d,x)
(−1)mL′ (C)
does not depend on x as long as |Rx| = r, neither on the deformation class of (Xn, c) [Wel03, Wel05a,
IKS13b]. Those numbers are known as Welschinger invariants of (Xn, c). When RXn is connected,
we use the shorter notation W(Xn,c)(d, s) instead of W(Xn,c),RXn,RXn(d, s)
2.2. Relative invariants of X˜n. Recall that X˜n denotes CP 2 blown up in n distinct points on
a conic E. Again, we denote by E1, . . . , En the exceptional divisors of n blow ups, and by D the
strict transform of a line not passing through any of these n points. The group H2(X˜n;Z) is the free
1This latter condition is empty as soon as r ≥ 1.
2The mass mRX(C) is the quantity originally considered by Welschinger in [Wel03]. Itenberg, Kharlamov, and
Shustin observed in [IKS13b] that Welschinger’s proof actually leaves room for different choices in the mass one could
associate to a real algebraic curve in order to get an invariant. I decided to restrict here to these two particular masses
since they seem to be the most meaningful ones according to [Wel07, BP14].
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abelian group generated by [D], [E1], . . . , [En], and we have
c1(X˜n) = 3[D]−
n∑
i=1
[Ei] and [E]2 = 4− n.
To define Gromov-Witten invariants of X˜n relative to the curve E, it is more convenient to consider
maps f : C → X˜n rather that algebraic curves C ⊂ X˜n, because of the appearance of non-trivial
ramified coverings. Note that in the definition of Gromov-Witten invariants of Xn with n ≤ 8 given
in Section 2.1, all curves under consideration in Xn are reduced, hence it makes no difference to
consider immersed or parametrized curves.
Let d ∈ H2(X˜n;Z) and α, β ∈ Z∞≥0 such that
Iα+ Iβ = d · [E].
Choose a configuration x = x◦ unionsq xE of points in X˜n, with x◦ a configuration of d · [D]− 1 + g + |β|
points in X˜n \ E, and xE = {pi,j}0≤j≤αi,i≥1 a configuration of |α| points in E. Let Cα,β(d, g, x) be
the set of holomorphic maps f : C → X˜n such that
• C is a connected algebraic curve of arithmetic genus g;
• f(C) realizes the homology class d in X˜n;
• x ⊂ f(C);
• E is not a component of f(C);
• f∗(E) = ∑i≥1∑αij=1 iqi,j +∑i≥1∑βij=1 iq˜i,j , with f(qi,j) = pi,j .
The Gromov-Witten invariant GWα,β
X˜n
(d, g) relative to E is defined as
GWα,β
X˜n
(d, g) =
∑
f∈Cα,β(d,g,x)
µ(f, x◦)
for a generic choice of x, where
µ(f, x◦) =
1
|Aut(f)|
∏
p∈x◦
|f−1(p)|.
When α = 0 and β = (d · [E])u1, I use the shorter notation GWX˜n(d, g). Define also
Cα,β∗ (d, g, x) =
{
f(C) | (f : C → X˜n) ∈ Cα,β(d, g, x)
}
.
Next proposition is a particular case of [SS13, Proposition 2.1].
Proposition 2.1 ([SS13, Proposition 2.1]). For a generic configuration x, the set Cα,β∗ (d, g, x) is
finite, and its cardinal does not depend on x. Moreover, if d 6= l[Ei] with l ≥ 2, then the map
Cα,β(d, g, x)→ Cα,β∗ (d, g, x) is one-to-one, and any element f : C → X˜n of Cα,β(d, g, x) satisfies the
following properties:
• the curve C is smooth and irreducible;
• f is an immersion, birational onto its image (in particular it has no non-trivial automor-
phism);
• f(C) intersects the curve E at non-singular points.
Remark 2.2. Note that if l ≥ 2, the set Cα,β(l[Ei], g, ∅) might not be finite, however Cα,β∗ (l[Ei], g, x)
is either empty or consists of the curve Ei with multiplicity l.
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Proposition 2.3 ([SS13, Proposition 2.5]). Suppose that d · [D]− 1 + g+ |β| = 0. Then the number
GWα,β
X˜n
(d, g) is non-zero only in the following cases:
GW 0,u1
X˜n
([Ei], 0) = GW
2u1,0
X˜n
([D], 0) = GW u2,0
X˜n
([D], 0) = 1,
GW u1,0
X˜n
([D]− [Ei], 0) = GW 0,0
X˜n
([D]− [Ei]− [Ej ], 0) = 1,
and
GW 0,ul
X˜n
(l[Ei], 0) = +∞ if l ≥ 2,
where i, j = 1, . . . , n and i 6= j.
Remark 2.4. The value GW 0,ul
X˜n
(l[Ei], 0) = +∞ comes from the fact that C0,ul(l[Ei], 0, ∅) has di-
mension strictly bigger than the expected one. To define a better “enumerative” invariant, one should
consider the virtual fundamental class of this space. This is doable, however useless for the purposes
of this paper. Note however that it follows from Li’s degeneration formula [Li02] combined with the
proof of Corollary 5.4 that this finer invariant should be equal to 0.
2.3. Enumeration of real curve in X˜n. Recall that X˜n(κ) is the real surface obtained by blowing
up CP 2 at κ pairs of conjugated points and n− 2κ real points on E.
Definition 2.5. A real configuration x◦ in X˜n(κ) is said to be (E, s)-compatible if x◦ ∩ E = ∅ and
x◦ contains s pairs of complex conjugated points. If L is a connected component of RX˜n(κ) \ RE,
we say that x◦ is (E, s, L)-compatible if Rx◦ is in addition contained in L.
Given α<, α= ∈ Z∞≥0, a real configuration xE = {pi,j}0≤j≤α<i , i≥1 unionsq {qi,j , qi,j}0≤j≤α=i , i≥1 in E \⋃n
i=1Ei is said to be of type (α
<, α=) if {pi,j} ⊂ RE and {qi,j} ⊂ E \ RE.
Choose d ∈ H2(X˜n;Z) so that d 6= l[Ei] with l ≥ 2, choose r, s ∈ Z≥0, and α<, β<, α=, β= ∈ Z∞≥0
such that
d · [D]− 1 + g + |β<|+ 2|β=| = r + 2s and Iα< + Iβ< + 2Iα= + 2Iβ= = d · [E].
Choose a generic real configuration x = x◦ unionsq xE of points in X˜n, with x◦ a (E, s)-compatible
configuration of d · [D]−1+g+ |β<|+2|β=| points, and xE a configuration of type (α<, α=). Denote
by RCα<,β<,α=,β=(d, s, x) the set of real maps f : CP 1 → X˜n(κ) in Cα<+2α=,β<+2β<(d, 0, x) such that
for any i ≥ 1, the curve f(C) has exactly β<i real intersection points (resp. β=i pairs of conjugated
intersection points) with E of multiplicity i and disjoint from xE . Then define the following number
Wα
<,β<,α=,β=
X˜n(κ)
(d, s, x) =
∑
f∈RCα<,β<,α=,β= (d,s,x)
(−1)mRX˜n(κ)(f(C)).
Suppose now that n = 2κ, in particular RE disconnects RX˜n(κ). Given L a connected component
of RX˜n(κ) \ RE, and a (E, s, L)-compatible configuration x◦, denote by RCα
<,β<,α=,β=
L (d, s, x) the
set of elements of RCα<,β<,α=,β=(d, s, x) such that f(RP 1) ⊂ L ∪ RE. For L′ = RX˜n(κ) or L′ = L,
define:
Wα
<,β<,α=,β=
X˜n(κ),L,L′
(d, s, x) =
∑
f∈RCα<,β<,α=,β=L (d,s,x)
(−1)mL′ (f(C)).
Note that these three series of numbers may vary with the choice of x.
The following lemma will be needed later on, in particular in the proof of Theorem 3.12. Recall
that RP 2 \ RE has two connected components: one is homeomorphic to a disk and is called the
interior of RE, while the other is homeomorphic to a Möbius band and is called its exterior.
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Lemma 2.6. Let D be a non-real line in CP 2, intersecting E \ RE in the points p and q (p = q if
D is tangent to E). Then D intersects RP 2 in the interior of RE if and only if p and q are in the
same connected component of E \ RE.
Proof. By continuity, the connected component of RP 2 \ RE containing D ∩ RP 2 only depends on
whether p and q are in the same connected component of E \ RE or not.
Clearly, the two lines tangent to E and passing through a point p in RP 2 are real if and only if
p lyes in the exterior of RE. Hence we get that D ∩ RP 2 is in the interior of RE if p and q are in
the same connected component of E \ RE. Since there exist non-real lines intersecting RP 2 in the
exterior of RE, the converse is proved. ,
2.4. Relative invariants of N . Recall that N = P(N
E/X˜n
⊕ C), and that N contains two dis-
tinguished disjoint sections E∞ and E0 of the CP 1-bundle piE : N → E∞. One computes easily
that
[E]2 = [E0]
2 = −[E∞]2 = 4− n.
The group H2(N ;Z) is the free abelian group generated by [E∞] and [F ], where F is a fiber of piE ,
and the first Chern class of N is given by
c1(N ) = 2[E∞] + (6− n)[F ].
Note that [E0] = [E∞] + (4− n)[F ]. Let d ∈ H2(N ;Z) and α, α′, β, β′ ∈ Z∞≥0 such that
Iα+ Iβ = d · [E0] and Iα′ + Iβ′ = d · [E∞].
Choose a configuration x = x◦ unionsq xE0 unionsq xE∞ of points in N , with x◦ a configuration of 2d · [F ]− 1 +
g + |β| + |β′| points in N \ (E0 ∪ E∞), and xE0 = {pi,j}0≤i≤αj ,j≥0 (resp. xE∞ = {p′i,j}0≤i≤α′j ,j≥0)
a configuration of |α| (resp. |α′|) points in E0 (resp. E∞). Let Fα,β,α′,β′(d, g, x) be the set of
holomorphic maps f : C → X˜n with C a connected algebraic curve of arithmetic genus g, such
that f(C) realizes the homology class d in N , contains x, does not contain neither E0 nor E∞ as a
component, and
f∗(E0) =
∑
i≥1
αi∑
j=1
iqi,j +
∑
i≥1
βi∑
j=1
iq˜i,j withf(qi,j) = pi,j
and
f∗(E∞) =
∑
i≥1
α′i∑
j=1
iq′i,j +
∑
i≥1
β′i∑
j=1
iq˜′i,j withf(q
′
i,j) = p
′
i,j .
The corresponding Gromov-Witten invariant relative to E0 ∪ E∞ is defined by
GWα,β,α
′,β′
N (d, g) =
∑
f∈Fα,β,α′,β′ (d,g,x)
µ(f, x◦)
for a generic configuration x, where µ(f, x◦) is defined as in Section 2.2.
Proposition 2.7 ([Vak00a, Section 3]). The number GWα,β,α
′,β′
N (d, g) is finite and does not depend
on x.
If d 6= l[F ] with l ≥ 2, then any element f : C → N of Fα,β,α′,β′(d, g, x) satisfies the following
properties:
• the curve C is smooth and irreducible;
• f is an immersion, birational onto its image (in particular it has no non-trivial automor-
phism);
• f(C) intersects the curves E0 and E∞ at non-singular points.
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If d = l[F ] with l ≥ 2, then the set Fα,β,α′,β′(d, g, x) is either empty or has a unique element
f : C → N which is a ramified covering of degree l to its image, with exactly two ramification points,
one of them is mapped to E0, and the other to E∞.
Proposition 2.8. Suppose that 2d · [F ]− 1 + g + |β|+ |β′| = 0. Then the number GWα,β,α′,β′N (d, g)
is non-zero only in the following cases
GW ul,0,0,ulN (l[F ], 0) = GW
0,ul,ul,0
N (l[F ], 0) =
1
l
.
Suppose that 2d · [F ]− 1 + g + |β|+ |β′| = 1. Then the number GWα,β,α′,β′N (d, g) is non-zero only
in the following cases:
GWα,0,α
′,0
N ([E∞] + l[F ], 0) = GW
0,ul,0,ul
N (l[F ], 0) = 1,
where Iα = l and Iα′ = n− 4 + l.
Suppose that 2d · [F ]− 1 + g + |β|+ |β′| = 2. Then the number GWα,β,α′,β′N (d, g) is non-zero only
in the following cases:
GW
α,uj ,α
′,0
N ([E∞] + l[F ], 0) = GW
α,0,α′,uj
N ([E∞] + lF, 0) = j.
where Iα = l and Iα′ = n− 4 + l − j in the former case, and Iα = l − j and Iα′ = n− 4 + l in the
latter case.
Proof. The cases 2d · [F ] − 1 + g + |β| + |β′| ≤ 1 are considered in [Vak00a, Section 8], so suppose
that 2d · [F ]− 1 + g + |β|+ |β′| = 2. Writing d = l∞[E∞] + l[F ] we get that
2l∞ + g + |β| = 3.
In particular we have l∞ ≤ 1. One sees easily that in both case l∞ = 0 and l∞ = g = 1 we have
GWα,β,α
′,β′
N (d, g) = 0. The value GW
α,uj ,α
′,0
N (E∞ + lF, 0) = GW
α,0,α′,uj
N (E∞ + lF, 0) = j can be
computed using the recursion formula [Vak00a, Theorem 6.12], nevertheless I give here a proof by
hand that will be useful in Section 2.5.
The surface N is a toric compactification of (C∗)2, and for a suitable choice of coordinates, a curve
in Fα,uj ,α′,0(E∞ + lF, 0, x) is the compactification of a curve in (C∗)2 with equation
ay(x− b)j = Q(x)
with Q(x) a monic rational function of degree 4 − n + j. Note that Q(x) is entirely determined by
xE0 unionsq xE∞ . If x◦ = {(x0, y0), (x1, y1)}, then a and b satisfy the two equations ayi(xi − b)j = Q(xi).
Hence a is determined by b, and this latter is a solution of the equation(
x0 − b
x1 − b
)j
=
y1Q(x0)
y0Q(x1)
which clearly has exactly j solutions. ,
2.5. Enumeration of real curves in N . Now suppose that E is real with a non empty real part
in X˜n(κ). In this case the surface N has a natural real structure induced by the real structure on
X˜n(κ), and both curves E0 and E∞ are real with a non-empty real part. Note that the map piE is a
real map. The real part RN is a Klein bottle if n is odd, and a torus if n is even. In this latter case
RN \ (RE0 ∪ RE∞) has two connected components that we denote arbitrarily by N±.
Lemma 2.9. Suppose that x = x◦ unionsq xE0 unionsq xE∞ is a generic real configuration of points in N with
x◦ = {(x0, y0), (x0, y0)}. Then the j elements f : CP 1 → N of Fα,uj ,α′,0([E∞] + l[F ], 0, x) are all
real. If moreover n is even, and each point in RxE0 unionsq RxE∞ is a point of even order of contact of
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f(CP 1) with E0 unionsq E∞, then j2 of those elements satisfy f(RP 1) ⊂ N+ ∪ E0 ∪ E∞, and j2 elements
satisfy f(RP 1) ⊂ N− ∪ E0 ∪ E∞.
An analogous statement holds for elements of Fα,0,α′,uj ([E∞] + l[F ], 0, x).
Proof. Let us use notations introduced in the proof of Proposition 2.8. With the additional assump-
tion of the lemma, we have that x1 = x0 and y1 = y0, and that Q(x) is real. The j elements of
Fα,uj ,α′,0([E∞] + l[F ], 0, x) correspond to the j solutions of the equation
(1)
(
x0 − b
x0 − b
)j
=
y0Q(x0)
y0Q(x0)
.
The projective transformation b 7→ x0−bx0−b maps the real line to the set of complex numbers of absolute
value 1, hence all elements of Fα,uj ,α′,0([E∞] + l[F ], 0, x) are real.
Suppose now that n is even, and each point in RxE0 unionsq RxE∞ is a point of even order of contact
of f(CP 1) with E0 unionsqE∞. In particular j is even, and the sign of Q(x) is constant. The real part of
an element of Fα,uj ,α′,0([E∞] + l[F ], 0, x) is mapped to N± ∪ RE0 ∪ RE∞ depending on the sign of
Q(b)
a , that is to say depending on the sign of
a =
Q(x0)
(x0 − b)jy0 .
Denoting by eiθ any j-th root of y0Q(x0)y0Q(x0) , the j solutions of Equation (1) are given by
bk =
x0 − x0ei(θ+
2kpi
j
)
1− ei(θ+ 2kpij )
, k = 0, . . . , j − 1,
and so
(x0 − bk)j =
(
−x0ei(θ+
2kpi
j
)
+ x0e
i(θ+ 2kpi
j
)
1− ei(θ+ 2kpij )
)j
= eikpi
 e iθ2 Im (x0)
sin
(
θ
2 +
kpi
j
)
j .
Hence the sign of a0ak coincides with (−1)k, and the lemma is proved in the case of Fα,uj ,α
′,0([E∞] +
l[F ], 0, x). The proof in the case of Fα,0,α′,uj ([E∞] + l[F ], 0, x) is analogous. ,
Both sets E0 \RE0 and E∞ \RE∞ have two connected components, denoted respectively by E±0
and E±∞ in such a way that a non-real fiber of N intersects both E+0 and E+∞, or both E−0 and E−∞.
Given a complex algebraic curve C in N , denote by n±C the sum of the multiplicities of intersection
points of C with E0 ∪ E∞ contained in E±0 ∪ E±∞.
Lemma 2.10. Suppose that n is even, and let C be a complex algebraic curve in N realizing the class
[E∞]+l[F ], intersecting RN transversely and in finitely many points, and with C∩(RE0 ∪ RE∞) = ∅.
Then n+C + n
−
C is even and both numbers |C ∩N+| and |C ∩N−| have the same parity as
n+C−n−C
2 .
Proof. By homological reasons n+C + n
−
C has the same parity as n, and is indeed even. Next by
continuity, it is enough to consider the case when C has equation y = i(x− i)a(x+ i)b with a, b ∈ Z
and a+ b even. Since (x− i)a(x+ i)b = (x− i)a−b(x2 + 1)b, we can further restrict to the case when
C has equation y = i(x− i)a with a ∈ 2Z. By setting X = x− i, intersection points of C with RN+
and RN− respectively correspond to the solutions of the systems of equations{
iXa ∈ R>0
X + i ∈ R and
{
iXa ∈ R<0
X + i ∈ R .
The number of solutions of these two systems is easily determined graphically, see Figure 1. ,
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X+i ∈ ℝ 
iX  > 0 a iX  < 0 a
Figure 1. Solutions of iXa ∈ R and X + i ∈ R, with a even
3. Floor diagrams relative to a conic
3.1. Floor diagrams. A weighted graph is a graph Γ equipped with a function w : Edge(Γ)→ Z>0.
The weight allows one to define the divergence at the vertices. Namely, for a vertex v ∈ V ert(Γ) we
define the divergence div(v) to be the sum of the weights of all incoming edges minus the sum of the
weights of all outgoing edges.
Definition 3.1. A connected weighted oriented graph D is called a floor diagram of genus g and
degree dD if the following conditions hold
• the oriented graph D is acyclic;
• any element in V ert∞(D) is adjacent to exactly one edge of D;
• div(v) = 2 or 4 for any v ∈ V ert(D) \V ert∞(D), and div(v) ≤ −1 for every v ∈ V ert∞(D);
• if div(v) = 2, then v is a sink (i.e. all its adjacent edges are oriented toward v);
• the first Betti number b1(D) equals g;
• one has ∑
v∈V ert∞(D)
div(v) = −2dD.
A vertex v ∈ V ert(D) \ V ert∞(D) is called a floor of degree div(v)2 .
Formally, those objects should be called floor diagrams in CP 2 relative to a conic. However since
these are the only floor diagrams considered in this text, I opted for an abusive but shorter name.
Note that there are slight differences with the original definition of floor diagrams in [BM07], [BM08],
and [BM].
Here are the convention I use to depict floor diagrams : floors of degree 2 are represented by white
ellipses; floors of degree 1 are represented by grey ellipses; vertices in V ert∞(D) are not represented;
edges of D are represented by vertical lines, and the orientation is implicitly from down to up. We
specify the weight of an edge only if this latter is at least 2.
Example 3.2. Figure 2 depicts all floor diagrams of degree 1, 2 and 3 with each edge in Edge∞(D)
of weight 1.
A map m between two partially ordered sets is said to be increasing if
m(i) > m(j) =⇒ i > j
Note that a floor diagram inherits a partial ordering from the orientation of its underlying graph.
Definition 3.3. Choose two non-negative integers n and g, a homology class d ∈ H2(X˜n;Z), and
two vectors α, β ∈ Z∞≥0 such that
Iα+ Iβ = d · [E].
Let A0, A1, . . . , An be some disjoint sets such that |Ai| = d · [Ei] for i = 1, . . . , n, and
A0 = {1, . . . , d · [D]− 1 + g + |α|+ |β|}
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2
a) d = 1, g = 0 b) d = 2, g = 0 c) d = 3, g = 1 d) d = 3, g = 0 e) d = 3, g = 0
Figure 2. Examples of floor diagrams
A d-marking of type (α, β) of a floor diagram D of genus g and degree d·[D] is a mapm : ⋃ni=0Ai → D
such that
(1) the map m is injective and increasing, with no floor of degree 1 of D contained in the image
of m;
(2) for each vertex v ∈ V ert∞(D) adjacent to the edge e ∈ Edge∞(D), exactly one of the two
elements v and e is in the image of m;
(3) m (
⋃n
i=1Ai) ⊂ V ert∞(D);
(4) for each i = 1, . . . , n, a floor of D is adjacent to at most one edge adjacent to a vertex in
m(Ai);
(5) m ({1, . . . , |α|}) = m(A0) ∩ V ert∞(D);
(6) for 1 ≤ k ≤ αj, the edge adjacent to m(
∑j−1
i=1 αi + k) is of weight j;
(7) exactly βj edges in Edge∞(D) of weight j are in the image of m|A0.
Those conditions imply that all edges in m (
⋃n
i=1Ai) are of weight 1. A floor diagram enhanced
with a d-marking m is called a d-marked floor diagram and is said to be marked by m.
Definition 3.4. Let D be a floor diagram equipped with two d-markings
m : A0 ∪
n⋃
i=1
Ai → D and m′ : A0 ∪
n⋃
i=1
A′i → D.
The markings m and m′ are called equivalent if there exists an isomorphism of weighted oriented
graphs φ : D → D and a bijection ψ : A0 ∪
⋃n
i=1Ai → A0 ∪
⋃n
i=1A
′
i, such that
• ψ|A0 = Id;
• ψ|Ai : Ai → A′i is a bijection for i = 1, . . . , n;
• m′ ◦ ψ = φ ◦m.
In particular, for i = 1, . . . , n, the equivalence class of (D,m) depends on m(Ai) rather than on
m|Ai . From now on, marked floor diagrams are considered up to equivalence.
3.2. Enumeration of complex curves. The complex multiplicity of a marked floor diagram is
defined as in [BM08, ABLdM11].
Definition 3.5. The complex multiplicity of a marked floor diagram (D,m) of type (α, β), denoted
by µC(D,m), is defined as
µC(D,m) = Iβ
∏
e∈Edge(D)\Edge∞(D)
w(e)2.
Note that the complex multiplicity of a marked floor diagram only depends on its type and the
underlying floor diagram.
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Theorem 3.6. For any d ∈ H2(X˜n;Z) such that d · [D] ≥ 1, and any genus g ≥ 0, one has
GWα,β
X˜n
(d, g) =
∑
µC(D,m)
where the sum is taken over all d-marked floor diagrams of genus g and type (α, β).
As indicated in the introduction, one easily translates Theorem 3.6 to a Caporaso-Harris type
formula following the method exposed in [ABLdM11]. One obtains in this way a formula similar to
the one from [SS13, Theorem 2.1].
Example 3.7. Theorem 3.6 applied with n ≤ 5, α = 0, and β = (d · [D])u1 gives Gromov-Witten
invariants of Xn. In particular, as a simple application of Theorem 3.6 one can use floor diagrams
depicted in Figure 2 to verify that
GWCP 2([D], 0) = GWCP 2(2[D], 0) = GWCP 2(3[D], 1) = 1 and GWCP 2(3[D], 0) = 4 + 8 = 12.
Example 3.8. We illustrate Theorem 3.6 with more details by computing GW
X˜6
(4[D]−∑6i=1[Ei], 0)
and GW
X˜6
(6[D]− 2∑6i=1[Ei], 0). These numbers have been first computed by Vakil [Vak00a].
In Figure 3 are depicted all floor diagrams of genus 0 admitting a (4[D] −∑6i=1[Ei])-marking
of type (0, 2u1). Below each such floor diagram, I precised the sum of complex multiplicity of all
(4[D] −∑6i=1[Ei])-marked floor diagrams of type (0, 2u1) with this underlying floor diagram (the
signification of the array attached to each floor diagram will be explained in Section 3.3). In order to
make the pictures clearer, I did not depict edges in m (
⋃n
i=1Ai). Theorem 3.6 together with Figure
3 implies that
GW
X˜6
(4[D]−
6∑
i=1
[Ei], 0) = 616.
Similarly, Figures 4 and 5 depict all floor diagrams of genus 0 admitting a (6[D] − 2∑6i=1[Ei])-
marking of type (0, 0). Together with Theorem 3.6, this imply that
GW
X˜6
(6[D]− 2
6∑
i=1
[Ei], 0) = 2002.
3.3. Enumeration of real rational curves. Let (D,m) be a d-marked floor diagram of genus 0,
and let α<, β<, α=, β= ∈ Z∞≥0 such that
Iα< + Iβ< + 2Iβ= + 2Iβ= = d · [E].
Let ζ = d · [D] − 1 + |α<| + |β<| + 2|α=| + 2|β=|, and choose two integers r, s ≥ 0 satisfying
ζ = r + 2s+ |α<|+ 2|α=|.
The set {i, i + 1} ⊂ A0 is a called s-pair if either i = |α<| + 2k − 1 with 1 ≤ k ≤ |α=|, or
i = |α<| + 2|α=| + 2k − 1 with 1 ≤ k ≤ s. Denote by =(m, s) the union of all the s-pairs {i, i + 1}
where m(i) is not adjacent to m(i + 1). Let ψ0,s : {1, . . . , ζ} → {1, . . . , ζ} be the bijection defined
by ψ0,s(i) = i if i /∈ =(m, s), and by ψ0,s(i) = j if {i, j} is a s-pair contained in =(m, s). Note that
ψ0,s is an involution, and that ψ0,0 = Id.
Now chose an integer 0 ≤ κ ≤ n2 such that d·[E2i−1] = d·[E2i] for i = 1, . . . , κ. For i = 2κ+1, . . . , n,
define ψi,κ to be the identity on Ai. For i = 1, . . . , κ, choose a bijection ψ2i−1,κ : A2i−1 → A2i,
and define ψ2i,κ = ψ−12i−1,κ. Finally define the involution ρs,κ :
⋃n
i=0Ai →
⋃n
i=0Ai by setting
ρs,κ|A0 = ψ0,s, and ρs,κ|Ai = ψi,κ for i = 1, . . . , n. Note that ρs,κ = Id if s = κ = 0.
Definition 3.9. A d-marked floor diagram (D,m) of genus 0 is called (s, κ)-real if the two marked
floor diagrams (D,m) and (D,m ◦ ρs,κ) are equivalent.
A (s, κ)-real d-marked floor diagram (D,m) is said to be of type (α<, β<, α=, β=) if
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4
κ\s 0 1 2
0 0 0 0 0
1 0 0 0 0
2 0 0 0 0
3 0 0 0 0
3
κ\s 0 1 2
0 6 0 6 18
1 4 0 4 12
2 2 0 2 6
3 0 0 0 0
2
κ\s 0 1 2
0 0 0 0 0
1 0 0 0 0
2 0 0 0 0
3 0 0 0 0∑
µC(D,m) = 16 ∑µC(D,m) = 54 ∑µC(D,m) = 60
κ\s 0 1 2
0 20 0 20 20
1 8 0 8 8
2 4 0 4 4
3 0 0 0 0
3
κ\s 0 1 2
0 4 2 0 0
1 4 2 0 0
2 4 2 0 0
3 4 2 0 0
2
κ\s 0 1 2
0 0 0 0 0
1 0 0 0 0
2 0 0 0 0
3 0 0 0 0∑
µC(D,m) = 20 ∑µC(D,m) = 36 ∑µC(D,m) = 96
κ\s 0 1 2
0 60 30 0 0
1 28 14 0 0
2 12 6 0 0
3 12 6 0 0
2
κ\s 0 1 2
0 0 0 0 0
1 0 0 0 0
2 0 0 0 0
3 0 0 0 0
κ\s 0 1 2
0 36 6 6 6
1 24 4 4 4
2 12 2 2 2
3 0 0 0 0∑
µC(D,m) = 60 ∑µC(D,m) = 24 ∑µC(D,m) = 36
2 2
κ\s 0 1 2
0 0 0 0 0
1 0 0 0 0
2 0 0 0 0
3 0 0 0 0
2
κ\s 0 1 2
0 0 0 0 0
1 0 0 0 0
2 0 0 0 0
3 0 0 0 0
κ\s 0 1 2
0 30 0 30 30
1 12 0 12 12
2 2 0 2 2
3 0 0 0 0∑
µC(D,m) = 16 ∑µC(D,m) = 48 ∑µC(D,m) = 30
2
κ\s 0 1 2
0 0 0 0 0
1 0 0 0 0
2 0 0 0 0
3 0 0 0 0
κ\s 0 1 2
0 60 36 0 0
1 40 24 0 0
2 20 12 0 0
3 0 0 0 0
κ\s 0 1 2
0 20 6 0 0
1 20 6 0 0
2 20 6 0 0
3 20 6 0 0∑
µC(D,m) = 40 ∑µC(D,m) = 60 ∑µC(D,m) = 20
Figure 3. (4[D]−∑6i=1[Ei])-floor diagrams of genus 0 and type (0, 2u1)
(1) the marked floor diagram (D,m) is of type (α< + 2α=, β< + 2β=);
(2) exactly 2β=j edges of weight j are contained in Edge
∞(D) ∩m (=(m, s)) for any j ≥ 1.
The set of (s, κ)-real d-marked floor diagrams of genus 0 and of type (α<, β<, α=, β=) is denoted
by Φα<,β<,α=,β=(d, s, κ). Note that the involution ρs,κ induces an involution, denoted by ρm,s,κ, on
the underlying floor diagram of a real marked floor diagram.
The set of pairs of floors of D exchanged by ρm,s,κ is denoted by V ert=(D). The subset of
V ert=(D) formed by floors of degree i is denoted by V ert=,i(D). To a pair {v, v′} ∈ V ert=(D), we
associate the following numbers:
• ov is the sum of the degree of v and the number of its adjacent edges which are in their turn
adjacent to m
(⋃n
i=2κ+1Ai
)
;
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4
2
κ, ε\s 0 1 2
0 0 0 0
1 0 0 0
2 0 0 0
3 0 0 0
0 0 0 0
1 0 0 0
3
2
κ, ε\s 0 1 2
0 0 0 0
1 0 0 0
2 0 0 0
3 0 0 0
0 0 0 0
1 0 0 0
2
2
κ, ε\s 0 1 2
0 0 0 0
1 0 0 0
2 0 0 0
3 0 0 0
0 48 24 12
1 48 24 12∑
µC(D,m) = 64 ∑µC(D,m) = 216 ∑µC(D,m) = 240
2
κ, ε\s 0 1 2
0 0 0 0
1 0 0 0
2 0 0 0
3 0 0 0
0 0 0 0
1 0 0 0
3
κ, ε\s 0 1 2
0 6 6 18
1 4 4 12
2 2 2 6
3 0 0 0
0 0 0 0
1 0 0 0
2
κ, ε\s 0 1 2
0 0 0 0
1 0 0 0
2 0 0 0
3 0 0 0
0 0 0 0
1 0 0 0∑
µC(D,m) = 80 ∑µC(D,m) = 54 ∑µC(D,m) = 120
κ, ε\s 0 1 2
0 60 60 60
1 16 16 16
2 4 4 4
3 0 0 0
0 0 0 0
1 0 0 0
2
2 2
κ, ε\s 0 1 2
0 0 0 0
1 0 0 0
2 0 0 0
3 0 0 0
0 64 32 16
1 0 0 0
2
2
κ, ε\s 0 1 2
0 0 0 0
1 0 0 0
2 0 0 0
3 0 0 0
0 0 0 0
1 0 0 0∑
µC(D,m) = 60 ∑µC(D,m) = 64 ∑µC(D,m) = 192
2
κ, ε\s 0 1 2
0 0 0 0
1 0 0 0
2 0 0 0
3 0 0 0
0 0 0 0
1 0 0 0
2
κ, ε\s 0 1 2
0 0 0 0
1 0 0 0
2 0 0 0
3 0 0 0
0 0 0 0
1 0 0 0
κ, ε\s 0 1 2
0 66 66 66
1 28 28 28
2 6 6 6
3 0 0 0
0 0 0 0
1 0 0 0∑
µC(D,m) = 120 ∑µC(D,m) = 48 ∑µC(D,m) = 66
Figure 4. (6[D]− 2∑6i=1[Ei])-floor diagrams of genus 0 and type (0, 0)
• o′v is the number of edges of weight 2 + 4l adjacent to v.
The set of edges of D which are fixed (resp. exchanged) by ρm,s,κ is denoted by Edge<(D) (resp.
Edge=(D)). The number of edges contained in m ({ζ − r + 1, . . . , ζ}) is denoted by rm, and the
number of edges contained in Edge<(D) ∩m ({1, . . . , ζ − r}) is denoted by r′m.
If n = 2κ and ε ∈ {0, 1}, a marked floor diagram (D,m) is said to be ε-sided if any edge in
Edge<(D) is of even weight, and, if ε = 1, any floor of degree 1 is contained in a pair in V ert=(D).
It is said to be significant if it satisfies the three following additional conditions:
• any edge in Edge=(D) \m (
⋃n
i=1Ai) is of even weight;
• any edge in Edge<(D) \ Edge∞(D) has weight 2 + 4l;
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κ, ε\s 0 1 2
0 60 60 20
1 24 24 8
2 12 12 4
3 0 0 0
0 0 0 0
1 0 0 0
2 2
κ, ε\s 0 1 2
0 0 0 8
1 0 0 8
2 0 0 8
3 0 0 8
0 48 8 -4
1 48 8 -4
2
κ, ε\s 0 1 2
0 0 0 0
1 0 0 0
2 0 0 0
3 0 0 0
0 0 0 0
1 0 0 0∑
µC(D,m) = 60 ∑µC(D,m) = 48 ∑µC(D,m) = 144
κ, ε\s 0 1 2
0 90 30 30
1 36 12 16
2 6 2 10
3 0 0 12
0 0 0 0
1 0 0 0
κ, ε\s 0 1 2
0 120 48 24
1 80 32 16
2 40 16 8
3 0 0 0
0 0 0 0
1 0 0 0
2
κ, ε\s 0 1 2
0 0 0 0
1 0 0 0
2 0 0 0
3 0 0 0
0 0 0 0
1 0 0 0∑
µC(D,m) = 90 ∑µC(D,m) = 120 ∑µC(D,m) = 96
κ, ε\s 0 1 0
0 120 120 60
1 48 48 24
2 8 8 4
3 0 0 0
0 0 0 0
1 0 0 0∑
µC(D,m) = 120
Figure 5. (6[D]− 2∑6i=1[Ei])-floor diagrams of genus 0 and type (0, 0), continued
• for any {v, v′} ∈ V ert=(D) and any i = 1, . . . , n, the vertex v is adjacent to an edge adjacent
to m (Ai) if and only if so is v′.
Finally define
E(D) = (Edge(D) \ Edge∞(D)) ∩m ({1, . . . , ζ − r}) and β<even =
∑
j≥0
β<2j .
Definition 3.10. Let (D,m) be a (s, κ)-real d-marked floor diagram. The (s, κ)-real multiplicity of
(D,m), denoted by µRs,κ(D,m), is defined by
µRs,κ(D,m) = 2β
<
even Iβ
= ∏
{v,v′}∈V ert=(D)
(−1)ov
∏
e∈E(D)
w(e)
if m(=(m, s))⋃Edge∞(D) contains all edges of D of even weight, and by
µRs,κ(D,m) = 0
otherwise.
If in addition 2κ = n and (D,m) is ε-sided, we define an additional (s, κ)-real multiplicities of
(D,m) as follows
νR,εs (D,m) = (−1)ε|V ert=,1(D)| 22rm−r
′
m+β
<
even Iβ
= ∏
{v,v′}∈V ert=,2(D)
(−1)o′v
∏
e∈E(D)
w(e)
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if (D,m) is significant, and by
νR,εs (D,m) = 0
otherwise.
Next, choose α<, β<, α=, β= and define
FWα
<,β<,α=,β=
X˜n(κ)
(d, s) =
∑
µRs,κ(D,m)
where the sum is taken over all (s, κ)-real d-marked floor diagrams of type (α<, β<, α=, β=).
If in addition n = 2κ, define the following numbers:
FWα
<,β<,α=,β=
X˜n(κ),ε
(d, s) =
∑
µRs,κ(D,m)
where the sum is taken over all ε-sided (s, κ)-real d-marked floor diagrams of type (α<, β<, α=, β=),
and
FWα
<,β<,α=,β=
X˜n(κ),ε,ε
(d, s) =
∑
νR,εs (D,m)
where the sum is taken over all significant ε-sided (s, κ)-real d-marked floor diagrams of type
(α<, β<, α=, β=). Note that by definition we have
FWα
<,β<,α=,β=
X˜n(κ)
(d, s) = FWα
<,β<,α=,β=
X˜n(κ),ε
(d, s) = FWα
<,β<,α=,β=
X˜n(κ),ε,ε
(d, s) = 0
if d · [E] 6= Iα< + Iβ< + 2Iα= + 2Iβ=.
Lemma 3.11. Given n = 2κ, ε ∈ {0, 1}, and r ≥ |β<|+ 2, we have
FWα
<,β<,α=,β=
X˜n(κ),ε
(d, s) = 0.
Proof. Let (D,m) be an ε-sided (s, κ)-real d-marked floor diagram of type (α<, β<, α=, β=). Since D
is a tree, its subgraph formed by elements fixed by ρm,s,κ is connected. In particular if r ≥ |β<|+ 2,
the set Edges<(D) \ Edge∞(D) is not empty. Since any edge in this set has an even weight, the
lemma follows from Definition 3.10. ,
Next theorem relates the three series of numbers FW to actual enumeration of real curves in X˜n(κ).
Recall that when n = 2κ, the connected component of RX˜n(κ) \ RE with Euler characteristic ε is
denoted by L˜ε.
Theorem 3.12. Let ζ0, r, s, κ ≥ 0 be some integers such that ζ0 = r+2s. Then there exists a generic
(E, s)-compatible configuration x◦ of ζ0 points in X˜n such that:
(1) for any d ∈ H2(X˜n;Z) with d · [D] ≥ 1, any α<, β<, α=, β= ∈ Z∞≥0 such that
d · [D]− 1 + |β<|+ 2|β=| = ζ0 and d · [E] = Iα< + Iβ< + 2Iα= + 2Iβ=,
and any generic real configuration xE ⊂ E of type (α<, α=), one has
Wα
<,β<,α=,β=
X˜n(κ)
(d, s, x◦ unionsq xE) = FWα
<,β<,α=,β=
X˜n(κ)
(d, s).
(2) If moreover n = 2κ, and x◦ is (E, s, L˜ε)-compatible, then
Wα
<,β<,α=,β=
X˜n(κ),L˜ε,RX˜n(κ)
(d, s, x◦ unionsq xE) = FWα
<,β<,α=,β=
X˜n(κ),ε
(d, s),
and
Wα
<,β<,α=,β=
X˜n(κ),L˜ε,,L˜ε
(d, s, x◦ unionsq xE) = FWα
<,β<,α=,β=
X˜n(κ),ε,ε
(d, s).
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Example 3.13. If n ≤ 5, Theorem 3.12(1) computes Welschinger invariants of Xn equipped with a
standard real structure. In particular, applying Theorem 3.12 with n = 0, one verifies that
WCP 2([D], s) = WCP 2(2[D], s) = 1 and WCP 2(3[D], s) = 8− 2s.
Example 3.14. Fix n = 6 and ζ0 = 5. Given 0 ≤ s ≤ 2, let x◦s be a configuration whose existence is
attested by Theorem 3.12 with r = 6− 2s. Using Figures 2 , 3, 4, and 5, one computes all numbers
W 0,β
<,0,β=
X˜6(κ)
(dk, s, x
◦
s) for the classes dk = 6[D] − 2
∑6
i=1[Ei] − k[E] with k = 0, 1, 2, as well as the
numbers W 0,β
<,0,β=
X˜6(3),L˜ε,L˜ε
(d0, s, x
◦
3). In the case k = 2, this value is 1 for (β<, β=) given in Table 1a, and
0 otherwise. In the case k = 1, the numbers W 0,β
<,0,β=
X˜6(κ)
(d1, s, x
◦
s) vanish for all values of β< and β=
not listed in Table 1b. In the case k = 0, all (s, 3)-real diagrams contributing to W 0,0,0,0
X˜6(3)
(d0, s, x
◦
s)
are ε-sided with ε ∈ {0, 1}, so we have W 0,0,0,0
X˜6(3)
(d0, s, x
◦
s) = W
0,0,0,0
X˜6(3),L˜ε,RX˜6(3)
(d0, s, x
◦
s). In Figures 3,
4, and 5, beside all floor diagrams is written the sum of (s, κ)-multiplicity of all corresponding (s, κ)-
real marked floor diagrams of type (0, β<, 0, β=) with this underlying floor diagram. The numbers
W 0,0,0,0
X˜6(κ)
(d0, 0, x
◦
0) were first computed in [BP13, Proposition 3.1].
s β< β=
0 4u1 0
1 2u1 u1
2 0 2u1
s\κ 0 1 2 3
0 β< = 2u1 236 140 76 36
1
β< = 2u1 80 50 28 14
β= = u1 62 28 10 0
2 β= = u1 74 36 14 0
a) W 0,β
<,0,β=
X˜6(κ)
(d2, s, x
◦
s) = 1 b) W
0,β<,0,β=
X˜6(κ)
(d1, s, x
◦
s)
Table 1.
s\κ, ε 0 1 2 3 0 1
0 522 236 78 0 160 96
1 390 164 50 0 64 32
2 286 128 50 20 24 8
Table 2. W 0,0,0,0
X˜6(κ)
(d0, s, x
◦
s) and W
0,0,0,0
X˜6(3),L˜ε,L˜ε
(d0, s, x
◦
s)
4. Absolute invariants of X6
4.1. Gromov-Witten invariants. When n = 6, Theorem 3.6 combined with [Vak00a, Theorem
4.5] allows one to computes Gromov-Witten invariants of X6.
Theorem 4.1. For any d ∈ H2(X6;Z) such that d · [D] ≥ 1, and any genus g ≥ 0, one has
GWX6(d, g) =
∑
k≥0
(
d · [E] + 2k
k
)∑
µC(D,m)
where the second sum is taken over all (d− k[E])-marked floor diagrams of genus g and type (0, (d ·
[E] + 2k)u1).
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Example 4.2. Theorem 4.1 together with Examples 3.7 and 3.8 implies that
GWX6(2c1(X6), 0) = 2002 +
(
2
1
)
× 616 +
(
4
2
)
× 1 = 3240.
Performing analogous computations in genus up to 4, we obtain the value listed in Table 3. The
g 0 1 2 3 4
GWX6(2c1(X6), g) 3240 1740 369 33 1
Table 3. GWX6(2c1(X6), g)
value in the rational case has been first computed by Göttsche and Pandharipande in [GP98, Section
5.2]. The cases of higher genus have been first treated in [Vak00a].
4.2. Welschinger invariants. Applying Theorem 3.12 with n = 6, one can also computeWelschinger
invariants of X6 with any real structure. Denote by X6(κ) with κ = 0, . . . , 4 the surface X6 equipped
with the real structure such that
χ(RX6(κ)) = −5 + 2κ.
Denote also by Lε the connected component of RX6(4) with Euler characteristic ε. Next theorem is
an immediate corollary of Theorems 3.12 and [BP13, Theorem 2.2] or [BP14, Theorem 4] (see also
Section 6.3 or [IKS13a] for a proof in the algebraic setting).
Theorem 4.3. For any d ∈ H2(X6;Z) such that d · [D] ≥ 1, any r, s ≥ 0 such that c1(X6) · d− 1 =
r + 2s, any κ ∈ {0, . . . , 3}, and any ε ∈ {0, 1}, one has
WX6(κ)(d, s) =
∑
k≥0
∑
k=r′+2s′
∑
β<1 +2β
=
1 =d·[E]+2k
(
β<1
r′
)(
β=1
s′
)
FW
0,β<1 u1,0,β
=
1 u1
X˜6(κ)
(d, s),
WX6(κ+1)(d, s) =
∑
k≥0
(−2)kFW 0,0,0,ku1
X˜6(κ)
(d, s) if κ ≤ 2,
WX6(4),L1+ε,RX6(4)(d, s) =
∑
k≥0
(−2)kFW 0,0,0,ku1
X˜6(3),ε
(d, s) ∀ε ∈ {0, 1},
WX6(4),L1+ε,L1+ε(d, s) = FW
0,0,0,0
X˜6(3),ε,ε
(d, s) ∀ε ∈ {0, 1}.
Theorem 4.3 has the two following corollaries.
Corollary 4.4. For any d ∈ H2(X6;Z), one has
WX6(4),L1,L1(d, 0) ≥WX6(4),L2,L2(d, 0) ≥ 0.
Moreover both invariants are divisible by 4
[
d·[D]
2
]
−1.
Proof. The first assertion follows immediately from Theorem 4.3, Definition 3.9, and the fact that
ψ0,0 = Id. The second assertion follows from Definition 3.9 and the observation that any marked floor
diagram which contributes to FW 0,0,0,0
X˜6(4),ε,ε
(d, s) has at least
[
d·[D]
2
]
vertices, hence at least
[
d·[D]
2
]
− 1
edges in Edge(D) \ Edge∞(D). ,
The non-negativity of WX6(4),L1,L1(d, 0) has been first proved in [IKS13b]. Next corollary is a
particular case of [BP13, Proposition 3.3] and [BP14, Theorem 2]. The proof presented here is
slightly different and easier than the one used in [BP14, Theorem 2], which covers a more general
situation.
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Corollary 4.5. For any d ∈ H2(X6;Z) and any ε ∈ {1, 2}, one has
WX6(4),Lε,RX6(4)(d, s) = 0
as soon as r ≥ 2.
Proof. This is a consequence of Theorem 4.3 and Lemma 3.11. ,
Example 4.6. Theorem 4.3 and Example 3.14 imply that Welschinger invariants of the surfaceX6 for
the class 2c1(X6) are the one listed in Table 4. I first computed the numbersWX6(0)(2c1(X6), s) [Bru].
s\κ 0 1 2 3 4 4
L = L1 L = L2
0 1000 522 236 78 0 0
1 552 266 108 30 0 0
0 288 130 52 22 24 24
s\ε 1 2
0 160 96
1 64 32
2 24 8
WX6(κ),L,RX6(κ)(2c1(X6), s) WX6(4),Lε,Lε(2c1(X6), s)
Table 4. Welschinger invariants of X6 for the class 2c1(X6)
The numbersWX6(κ)(2c1(X6), 0) with κ = 1, . . . , 3, as well asWX6(4),L1,L1(2c1(X6), 0) have been first
computed by Itenberg, Kharlamov and Shustin in [IKS13b]. The values WX6(4),Lε,RX6(4)(2c1(X6), 2)
have been first computed by Welschinger in [Wel07].
5. Proof of Theorems and 3.6 and 3.12
Here I apply the strategy detailed in Section 1.1. Recall thatN = P(N
E/X˜n
⊕C), E∞ = P(NE/X˜n⊕
{0}), and E0 = P(E ⊕ {1}).
Let us go back to the steps (1)− (3) mentioned in Section 1.1. The degeneration of X˜n performed
in step (1) is standard, see [Ful84, Chapter 5] for example. Consider the complex variety Y obtained
by blowing up X˜n ×C along E × {0}. Then Y admits a natural flat projection pi : Y → C such that
• pi−1(t) = X˜n for t 6= 0;
• pi−1(0) = X˜n ∪ N , the surfaces X˜n and N intersecting transversely along E in X˜n, and E∞
in N .
If E denotes the Zariski closure of E × C∗ in Y, then E ∩ pi−1(0) = E0.
5.1. Degeneration formula applied to Y. Choose x◦(t) (resp. xE(t)) a set of d · [D]− 1 + g+ |β|
(resp. |α|) holomorphic sections C → Y (resp. C → E), and denote x(t) = x◦(t) unionsq xE(t). Define
Cα,β(d, g, x(0)) to be the set
{
f : C → X˜n ∪N
}
of limits, as stable maps, of maps in Cα,β(d, g, x(t))
as t goes to 0, and Cα,β∗ (d, g, x(0)) as in Section 2.2. Recall that C is a connected nodal curve with
arithmetic genus g such that
• x(0) ⊂ f(C);
• any point p ∈ f −1(X˜n ∩ N ) is a node of C which is the intersection of two irreducible
components C ′ and C ′′ of C, with f(C ′) ⊂ X˜n and f(C ′′) ⊂ N ;
• if in addition neither f(C ′) nor f(C ′′) is entirely mapped to X˜n ∩ N , then p appears with
the same multiplicity, denoted by µp, in both f
∗
|C′(E) and f
∗
|C′′(E∞).
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If C1, . . . , Ck denote the irreducible components of C and if none of them is entirely mapped to
X˜n ∩N , define
µ(f) =
∏
p∈f −1(X˜n∩N )
µp
∏
p∈x◦(0)
|f −1(p)|
k∏
i=1
(
1
|Aut(f |Ci)|
)
.
Note that some points in f −1
(
X˜n ∩N
)
might have the same image by f . Recall that given a map
ft in Cα,β(d, g, x(t)) with t 6= 0, the multiplicity µ(ft, x◦(t)) has been defined in Section 2.2.
Proposition 5.1. Suppose that x(0) is generic. Then the set Cα,β∗ (d, g, x(0)) is finite, and only
depends on x(0). Moreover if f : C → X˜n ∪ N is an element of Cα,β(d, g, x(0)), then no irreducible
component of C is entirely mapped to X˜n ∩ N . If in addition we assume that C has no component
C
′ such that f(C ′) = lEi in X˜n with l ≥ 2, then∑
µ(ft, x
◦(t)) = µ(f)
where the sum is taken over all morphisms which converge to f as t goes to 0.
Proof. Thanks to Propositions 2.1 and 2.7, the proof reduces to standard dimension estimations.
The fact no component of C is entirely mapped to Xn ∩ N follows from [IP04, Example 11.4 and
Lemma 14.6].
Denote by gi the arithmetic genus of Ci, by di the homology class realized by f(Ci) in either X˜n
or N , and by ai the number of its intersection points with X˜n ∩ N . In the case f(Ci) ⊂ N , denote
by bi the number of its intersection points with E0 not contained in xE(0). By Propositions 2.1 and
2.7, if f(Ci) contains ζi points of x◦(0), we have
di · [D]− 1 + gi + ai ≥ ζi
if f(Ci) ⊂ X˜n, and
2di · [F ]− 1 + gi + ai + bi ≥ ζi
if f(Ci) ⊂ N . Moreover, the curves in X˜n and in N have to match along X˜n ∩ N , which in
regard to Propositions 2.1 and 2.7 provide a :=
∣∣∣f −1 (X˜n ∩N)∣∣∣ additional independent conditions.
Altogether we obtain∑
f(Ci)⊂X˜n
(di · [D]− 1 + gi + ai) +
∑
f(Ci)⊂N
(2di · [F ]− 1 + gi + ai + bi) ≥ d · [D]− 1 + g + |β|+ a.
We clearly have the equalities
k∑
i=1
ai = 2a,
∑
bi = |β|, and
∑
f(Ci)⊂X˜n
di +
∑
f(Ci)⊂N
(di · [F ]) [E] = d,
and an Euler characteristic computation gives
a+ 1− k +
∑
gi = g.
Those latter equalities imply that∑
f(Ci)⊂X˜n
(di · [D]− 1 + gi + ai) +
∑
f(Ci)⊂N
(2di · [F ]− 1 + gi + ai + bi) = d · [D]− 1 + g + |β|+ a.
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In particular all the above inequalities are in fact equalities. Together with Proposition 2.1 and 2.7,
this implies that the set Cα,β∗ (d, g, x(0)) is finite and only depends on x(0). The rest of the proposition
follows now from [Li04, Theorem 17] (see also [SS13, Lemma 2.19]). ,
Remark 5.2. The assumption that f does not contain a ramified covering of a (−1)-curve in X˜n
is needed since the set C0,ul(lEi, 0, ∅) has not the expected dimension. Again, one could remove this
assumption by replacing C0,ul(lEi, 0, ∅) by its virtual fundamental class.
From now on, we assume that x(0) is generic, so that we can apply Proposition 5.1, and we fix
an element f : C → X˜n ∪ N of Cα,β(d, g, x(0)). Next corollary is an immediate consequence of
Propositions 2.1 and 5.1.
Corollary 5.3. If p and p′ are two nodes of C mapped to the same points of X˜n∩N , then {f(p)} =
E ∩ Ei for some 1 ≤ i ≤ n.
Corollary 5.4. Suppose that d 6= l[Ei] with l ≥ 2. Then any irreducible component of C entirely
mapped to Ei is isomorphically mapped to Ei.
Proof. Let l′i be the number of connected components of C mapped to Ei, and let li be the total
multiplicity under which the curve Ei appears in f(C). Note that li ≥ l′i with equality if and only if
any irreducible component of C mapped to Ei is isomorphically mapped to Ei. We denote by CN
the union of all irreducible components of C mapped to N , and by C
X˜n
the union of those which
are mapped to X˜n but not entirely to Ei.
Suppose that d = dD[D] −
∑n
j=1 µj [Ej ], and that f(CN ) realizes the homology class dE [E∞] +
dF [F ]. Then the curve f∗(CX˜n) realizes the homology class
(dD − 2dE)[D]−
∑
j 6=i
(µj − dE)[Ej ]− (µi − dE + li)[Ei].
In the degeneration of X˜n to X˜n ∪ N , the curve Ei degenerates to the union Ei of Ei and the
fiber of N passing through Ei ∩ E. The sum of multiplicity of intersections over intersection points
of f(C
X˜n
∪ CN ) with Ei and not contained in X˜n ∩N is then
µi − dE + li + (dE − l′i) = µi + li − l′i.
On the other hand, all those intersections deform to Y, hence we must have
d · [Ei] = µi ≥ µi + li − l′i.
In conclusion li = l′i and we are done. ,
Next corollary is an immediate combination of Propositions 5.1 and 2.8.
Corollary 5.5. Let x◦N = x
◦(0) ∩ N , and let C ′ an irreducible component of C mapped to N . If
|x◦N ∩ f(C
′
)| ≤ 2, then f(C ′) realizes either the class dF [F ] or [E∞] + dF [F ] in H2(N ;Z). Moreover
we have |x◦N ∩ f(C
′
)| ≤ 1 in the former case, and 1 ≤ |x◦N ∩ f(C
′
)| ≤ 2 in the latter case.
When enumerating real curves, we need to study carefully the possible limits of the nodes of the
curves. Given a map f : C → X from a (possibly singular) complex algebraic curve, we say that
{p, p′} ⊂ C is a nodal pair if it is an isolated solution of the equation f(x) = f(y). In particular if
{p, p′} is a nodal pair, then p 6= p′.
Denote by P(f) the set of points p ∈ f −1
(
X˜n ∩N
)
such that none of the restrictions of f on
the local branches of C at p is a non-trivial ramified covering onto its image.
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Proposition 5.6 ([SS13, Lemmas 2.10 and 2.19]). Let p ∈ P(f), and let Up be a small neighborhood
of p in C. Then when deforming f to an element of Cα,β(d, g, x(t)), exactly µp−1 nodal pairs appear
in the deformation of Up.
Corollary 5.7. Let f : C → X˜n ∈ Cα,β(d, g, x(t)), with |t| << 1, be a deformation of f : C →
pi−1(0). Then any nodal pair of C is either the deformation of a nodal pair of C, or is contained in
the deformation of a neighborhood of a point p ∈ P(f).
Proof. Let us decompose the curve C as follows
C = C
′
X˜n
⋃
C
′
N
⋃( n⋃
i=1
C
(i)
)⋃
G
where
• C ′X˜n is the union of irreducible components of C which are mapped to X˜n, but not entirely
to one of the curves Ei;
• C ′N is the union of irreducible components of C which are mapped to N and whose image
does not realize a multiple of the fiber class;
• C(i) is the union of irreducible components of C which are mapped to Ei; we denote by li
the number of such curves;
• G is the union of irreducible components of C which are mapped to N and whose image
realizes a multiple of the fiber class; we denote by l the sum of all those multiplicities.
Let us denote by d
X˜n
= dD[D] −
∑n
i=1 µi[Ei] the homology class realized by f(C
′
X˜n
) in X˜n, and
by dN = dE [E∞] + dF [F ] the one realized by f(C
′
N ) in N . By the adjunction formula, the number
of nodal pairs of f |C′X˜n
is
a
X˜n
=
d2
X˜n
− c1(X˜n) · dX˜n + χ(C
′
X˜n
)
2
.
Moreover, according to Propositions 5.1 and 2.1, none of those pairs is mapped to E. Similarly,
Corollary 5.4 implies that the number of nodal pairs of f |C′N which are not mapped to E∞ is exactly
aN =
d2N − c1(N ) · dN + χ(C
′
N )−
∑n
i=1 li(li − 1)
2
.
Furthermore we have
d = (dD + 2dE)[D]−
n∑
i=1
(µi + dE − li) [Ei],
(dN + l[F ]) · [E∞] = (dX˜n +
n∑
i=1
li[Ei]) · [E], and χ(C ′X˜n) + χ(C
′
N ) = 2− 2g + 2a,
where a is the number of intersection points of C ′X˜n and C
′
N . Thus we deduce that the total number
of nodal pairs of f which are not mapped to X˜n ∩N is exactly
a
X˜n
+
n∑
i=1
liµi + aN + ldE =
d2 − c1(X˜n) · d+ 2− 2g
2
− (d
X˜n
· [E]− l − a).
Each of these nodal pairs deform to a unique nodal pair of f . Combining this with Proposition 5.6
and the fact that
d
X˜n
· [E]− l − a =
∑
p∈P(f)
(µp − 1),
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the corollary now follows from the adjunction formula. ,
Thanks to Proposition 5.1, we know how many elements of Cα,β(d, g, x(t)) converge, as t goes to 0,
to a given element f of Cα,β(d, g, x(0)). In the case when the situation is real, we now determine how
many of those complex maps are real. So let us assume that X˜n is endowed with the real structure
X˜n(κ). The previous degeneration Y → C has a canonical real structure compatible with the one of
X˜n, and let us choose the set of sections x : C→ Y to be real.
Given p ∈ R(X˜n ∩ N ), choose a neighborhood Vp of p in R(X˜n ∪ N ) homeomorphic to the
union of two disks. The set Vp \ R(X˜n ∩ N ) has four connected components Vp,1, Vp,2 ⊂ RX˜n and
Vp,3, Vp,4 ⊂ RN , labeled so that when smoothing R(X˜n ∪N ) to Rpi−1(t) with t > 0, the components
Vp,1 and Vp,3 one hand hand, and Vp,2 and Vp,4 on the other hand, glue together, see Figure 6a.
Denote respectively by Vp,1,3 and Vp,2,4 a deformation of Vp,1 ∪ Vp,3 and Vp,2 ∪ Vp,4 in Rpi−1(t) with
t > 0.
p,4V
p,1V
p,3V
p,2V
p,1,3V
p,2.4V
{a {
a
a) b)
Figure 6. Real deformations of a real map f : C → X˜n ∪N
Let us fix a real element f : C → X˜n ∪N of Cα,β(d, g, x(0)). Given q ∈ f −1(X˜n ∩N ), denote by
C
′
q the irreducible component of C containing q and mapped to N .
Given a pair {q, q} of conjugated elements in f −1(X˜n ∩N ), define µ{q,q} = 1 if f(C ′q)∩ x(0) = ∅,
and µ{q,q} = µq otherwise. Note that µq = µq so µ{q,q} is well defined. Recall that f(C
′
q) ∩ x(0) = ∅
implies that f(C ′q) is a multiple fiber of N . We denote by ξ0 the product of the µ{q,q} where {q, q}
ranges over all pairs of conjugated elements in f −1(X˜n ∩N ).
Given q ∈ R
(
f −1(X˜n ∩N )
)
, denote by Uq a small neighborhood of q in RC. If µq is even, define
the integer ξq as follows:
• if f(Uq) ⊂ Vf(q),1 ∪ Vf(q),4 or f(Uq) ⊂ Vf(q),2 ∪ Vf(q),3, then ξq = 0;
• if f(Uq) ⊂ Vf(q),1 ∪ Vf(q),3 or f(Uq) ⊂ Vf(q),2 ∪ Vf(q),4, then ξq = 1 if f(C
′
q) ∩ x(0) = ∅, and
ξq = 2 otherwise.
Finally, define ξ(f) as the product of ξ0 with all the ξq where q ranges over all points in R
(
f −1(X˜n ∩N )
)
with µq even.
Proposition 5.8 ([IKS13a, Lemma 17]). The real map f is the limit of exactly ξ(f) real maps in
Cα,β(d, g, x(t)) with t > 0. Moreover for each q ∈ P(f), one has
• if µq is odd, then any real deformation of f has exactly a solitary nodes in both Vf(q),1,3 and
Vf(q),2,4, with a =
µq−1
2 or a = 0 (see Figure 6b);
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• if µq is even, then half of the real deformations of f have exactly µq−22 solitary nodes in
Vf(q),1,3 and
µq
2 solitary nodes in Vf(q),2,4, while the other half of real deformations of f have
no solitary nodes in Vf(q),1,3 ∪ Vf(q),2,4 (see Figure 7).
{
μ
2 {μ-2
2 μ-1
a)
Figure 7. Real deformations of a real map f : C → X˜n ∪N , continued
5.2. Proof of Theorem 3.6. Theorem 3.6 is proved by a recursive use of Proposition 5.1. The fact
that such a recursion is indeed possible is ensured by Corollary 5.4: if d 6= l[Ei] for all i = 1, . . . , n
and l ≥ 2, then the same holds for the class realized by the image of any irreducible component of
C.
The union Y of finitely many irreducible algebraic varieties Y1, . . . , Yk intersecting transversely
is called a chain if Yi ∩ Yj 6= ∅ only when |i − j| = 1. In this case denote by Z+i (resp. Z−i ) the
intersection Yi ∩ Yi+1 viewed as a subvariety of Yi (resp. Yi+1), and write
Y = Yk Z−k−1
∪Z+k−1 Yk−1 Z−k−2 ∪Z+k−2 . . . Z−1 ∪Z+1 Y1.
Assume now that d · [D] ≥ 1 and d · [D] − 1 + g + |β| ≥ 1, all remaining cases being covered by
Proposition 2.3. Recall that we have chosen two non-negative integers r and s such that
d · [D]− 1 + g + |β| = r + 2s,
and that s > 0 implies that g = 0. By iterating the degeneration process of X˜n described in Section
5.1, we construct a flat morphism pi : Z → C such that
• pi−1(t) = X˜n for t 6= 0;
• pi−1(0) is a chain of Xn and r + s+ 1 copies of N :
pi−1(0) = X˜n E ∪E∞ Ns+r E0 ∪E∞ Ns+r−1 E0 ∪E∞ . . . E0 ∪E∞ N0.
Choose x◦(t) a generic set of d·[D]−1+g+|β| holomorphic sections C→ Z such that x◦(0) contains
exactly one point (resp. two points) in each Ni with i ≥ s + 1 (resp. 1 ≤ i ≤ s). Choose xE(t) a
generic set of |α| holomorphic sections C → Z such that xE(t) ∈ E for any t ∈ C∗. In particular
xE(0) is contained in the divisor E0 of N0. Define x(t) = x◦(t) unionsq xE(t). Let f : C → pi−1(0) be a
limit of maps in Cα,β(d, g, x(t)) as t goes to 0. It follows from Propositions 2.3, 2.8, 5.1, 5.4, and 5.5
that
C =
 k1⋃
i=1
Ci
k2⋃
i=k1+1
Ci
k3⋃
i=k2+1
Ci
 l⋃
i=1
C
′
i
l+|α|+|β|⋃
i=l+1
C
′
i
 n⋃
i=1
li⋃
j=1
C
(i)
j

where:
(1) the curves Ci are pairwise disjoint irreducible rational curves; if i ≤ k1 (resp. k1 +1 ≤ i ≤ k2,
i ≥ k2 + 1), then f(Ci) realizes the class [E∞] + dF,i[F ] in N (resp. [D]− [Eji ] in X˜n, [D] in
X˜n);
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(2) the curves C ′i are pairwise disjoint chains of rational curves, and f(C
′
i) is a chain of (equi-
multiple) fibers of the Nj ’s; if i ≤ l (resp. i ≥ l + 1), then C ′i intersects exactly two (resp.
one) curves Cj ;
(3) the curves C(i)j are pairwise disjoint chains of rational curves; exactly one component of C
(i)
j
is mapped (isomorphically) to Ei, while all the others are mapped to a chain of (simple)
fibers; moreover C(i)j intersects a unique Ca with a ≤ k1, and does not intersect any curve
C
′
b′ nor Cb with b ≥ k1 + 1.
Note that by Proposition 2.3, we have
f
(
C
) ∩N0 = f
l+|α|+|β|⋃
i=l+1
C
′
i
 ∩N0.
Lemma 5.9. One has
k3 = d · [D]− 2k1 − k2, li = k1 + k2 − d · [Ei], and l = d · [D]− k1 − 1 + g.
Proof. By counting intersection points of f(C) with the degeneration in X˜n ∪ N of a generic curve
in [D] or [D]− [Ei], we get
d · [D] = 2k1 + k2 + k3 and d · ([D]− [Ei]) = li + k1 + k3,
which gives the first two equalities.
Computing the Euler characteristic of C in two ways yields
2
(
k1 + k2 + k3 + l + l
′ +
6∑
i=1
li
)
− 2l − l′ −
6∑
i=1
li = 2− 2g + 2l + l′ +
6∑
i=1
li,
which provides the third equality. ,
Given i ≤ k1, Denote by ai the integer such that f(Ci) ⊂ Nai . Without loss of generality, we may
assume that ai ≥ aj if i > j. Denote also by AC the set composed of couples (Ca, i) such that either
a ≤ k1 and Ca is disjoint from
li⋃
j=1
C
(i)
j ,
or
k1 + 1 ≤ a ≤ k2 and [f(Ca)] = [D]− [Ei].
Let us construct an oriented weighted graph DC as follows:
• the vertices of DC are the elements the disjoint union of two sets V ert◦(DC) and V ert∞(DC):
– Vertices in V ert◦(DC) are in one-to-one correspondence with the curves Ci, and are
denoted by vi.
– Vertices in V ert∞(DC) are in one-to-one correspondence with elements ofAC∪{1, . . . , |α|+
|β|}, and are denoted respectively by v∞
Ca,i
and v∞i .
• edges of DC are in one-to-one correspondence with elements of AC ∪ {1, . . . , |α|+ |β|+ l}:
– The edge eCa,i corresponding to (Ca, i) ∈ AC is adjacent to the vertices v∞Ca,i and va,
oriented from the former to the latter. The weight of eCa,i is equal to 1.
– The edge ei corresponding to i ∈ {1 + l, . . . , |α|+ |β|+ l} is adjacent to the vertices v∞i−l
and va, oriented from the former to the latter, where a is such that Ca ∩ C ′i 6= ∅. The
weight of ei is equal to the degree of the covering f |C′i .
FLOOR DIAGRAMS RELATIVE TO A CONIC 29
– The edge ei corresponding to i ∈ {1, l} is adjacent to the vertices va and vb with a < b,
oriented from the former to the latter, where a and b are such that C ′i intersects Ca and
Cb; The weight of ei is equal to the degree of the covering f |C′i .
Lemma 5.10. The oriented weighted graph DC is a floor diagram of degree d · [D] and genus g.
Proof. We only have to compute b1(DC) and
∑
v∈V ert∞(DC) div(v), the other properties of a floor
diagram following immediately from the construction of DC . We have∑
v∈V ert∞(DC)
div(v) = d · [E] + n(k1 + k2)−
n∑
i=1
li = d · [E] +
n∑
i=1
d · [Ei] = 2d · [D].
According Lemma 5.9, we have
b1(DC) = 1− |V ert(DC)|+ l = g,
and we are done. ,
The floor diagram DC is naturally equipped with a marking. Let A0, A1, . . . , An be some disjoint
sets such that |Ai| = d · [Ei] for i = 1, . . . n, and A0 = {1, . . . , d · [D]− 1 + g + |α|+ |β|}. Denote by
p2s+i with 1 ≤ i ≤ r (resp. p2i−1 and p2i with 1 ≤ i ≤ s) the point in x◦(0) ∩ N2s+i (resp the two
points in x◦(0) ∩ Ni), and define A′0 to be the union of all pairs {2ai − 1, 2ai} which are contained
in f(Ci). Denote also xE(0) = (pi,j)0≤j≤αi,j ,i≥1.
Define a map mC : (A0 \A′0)
⋃n
i=1Ai → DC as follows:
• for i = 1, . . . , n, the restriction of mC on Ai is a bijection to the set {eCa,i | (Ca, i) ∈ AC};
• for i ∈ A0 \A′0 and i ≥ |α|+ 1, set mC(i) = vj (resp. ej) if pi ∈ f(Cj) (resp. pi ∈ f(C
′
j));
• for 0 ≤ j ≤ αi, we set mC
(∑i−1
a=1 αa + j
)
= v∞b if pi,j ∈ f(C
′
b).
The map mC is injective and increasing by construction.
It follows from Propositions 2.8 and 5.1 that D′ = DC \
(
Im(mC) ∪ V ert∞(D)
)
contains as many
vertices as edges, and that any element of D′ is adjacent to at least one other element of D′. Suppose
that there exist an element u of D′ which is adjacent to only one other element v of D′. Then either
u or v corresponds to a component Ci of C. Extend the map mC on {2ai − 1, 2ai} to {u, v} in the
unique way so that it remains an increasing map. Extend inductively mC in this way as long as D′
contains an element adjacent to only one other element of D′.
Lemma 5.11. The resulting map mC is a d-marking of DC of type (α, β).
Proof. The only thing to show is that mC is surjective. The set D′ still contains as many vertices
as edges, and any edge in D′ is adjacent to two vertices in D′. Hence it is either empty or a disjoint
collection of loops. Since g = 0 if s > 0, this latter case cannot occur. ,
Remark 5.12. The above lemma is one of the two places where the assumption that g = 0 if s > 0
is used. With a little extra-care, one can adapt this construction also in the case where g > 0 and
s > 0.
Given a d-marked floor diagram (D,m) of degree d · [D] and genus g, we define BD,m to be the set
of edges e of D which have an adjacent floor v such thatm({2i−1, 2i}) = {v, e} for some i = 1, . . . , s.
Note that BDC ,mC = Edge(DC) ∩m(A′0). Theorem 3.6 now follows from the two following lemmas.
Lemma 5.13. The map f 7→ (DC ,mC) is surjective from the set Cα,β(d, g, x(0)) to the set of d-
marked floor diagram of type (α, β), degree d · [D], and genus g. More precisely, such a marked floor
diagram (D,m) is the image of exactly ∏e∈BD,m w(e) elements of Cα,β(d, g, x(0)).
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Proof. The number of possibilities to reconstruct f out of (D,m) is given by Propositions 2.3 and
2.8. ,
Lemma 5.14. A morphism f : C → pi−1(0) is the limit of exactly
µC(DC)∏
e∈BD
C
,m
C
w(e)
elements of Cα,β(d, g, x(t)) as t goes to 0.
Proof. This follows from Proposition 5.1. ,
5.3. Proof of Theorem 3.12. Now let us suppose that X˜n is equipped with the real structure
X˜n(κ), and that g = 0. The previous degeneration Z → C can obviously be equipped with a real
structure such that pi−1(t) = X˜n(κ) if t ∈ R∗, and pi−1(t) = X˜n(κ) ∪ Ns+r ∪ . . . ∪ N0 where N is
equipped with the real structure for which piE : N → E∞ is real. Note that RE 6= ∅ and RN 6= ∅.
Choose the configuration xE(t) to be of type (α<, α=) with α< + 2α= = α, the configuration x◦(t)
to be (E, s)-compatible for t 6= 0, and x(0) ∩Ni to be a pair of complex conjugated points (resp. to
be a real point) if 1 ≤ i ≤ s (resp. i ≥ s+ 1). There remain two steps to end the proof of Theorem
3.12:
(1) identify which elements of Cα,β(d, 0, x(0)) are real;
(2) for each such element f , determine how many real elements of Cα,β(d, g, x(t)) converge to f
as t goes to 0, and determine their different real multiplicities.
The first step is straightforward.
Lemma 5.15. An element f : C → pi−1(0) of Cα,β(d, 0, x(0)) is real if and only if the marked floor
diagram (DC ,mC) is (s, κ)-real.
In this case (DC ,mC) is of type (α<, β<, α=, β=) if and only if exactly α<i +β<i (resp. 2α=i + 2β=i )
irreducible components of C are mapped with degree i to a real (resp. non-real) fiber of N0.
Proof. Suppose that f is real. Then the action of the complex conjugation on x(0) and on the
irreducible components of C induces an involution on
⋃n
i=0Ai and DC which turns (DC ,mC) into a
(s, κ)-real marked floor diagram.
Conversely, if (D,m) is a (s, κ)-real marked floor diagram, Propositions 2.3 and 2.8 together with
Lemma 2.9 implies that any map f in Cα,β(d, 0, x(0)) such that (D,m) = (DC ,mC) is real.
The last statement follows from the construction of (DC ,mC). ,
Let us fix a real element f : C → pi−1(0) of Cα,β(d, 0, x(0)), and denote by (α<, β<, α=, β=) the
type of (DC ,mC). The number of nodal pairs of f composed of two complex conjugated elements is
denoted by m◦(f). Recall that the integer ov associated to an element {v, v′} ∈ V ert=(D) has been
defined in Section 3.3.
Lemma 5.16. One has
m◦(f) =
∏
{v,v′}∈V ert=(DC)
(−1)ov .
Proof. If follows from Proposition 2.3, 2.8, and Corollary 5.5 that a nodal pair contributing to m◦(f)
contains two points in two conjugated irreducible components of C. Since two complex conjugated
fibers in N do not intersect, these two components must correspond to two floors in V ert=(DC).
For homological reasons ov has the same parity as the number of nodal pairs contained in these two
components and mapped to RN \ (E0 ∪ E∞). ,
FLOOR DIAGRAMS RELATIVE TO A CONIC 31
For t a small enough non-null real number, denote respectively by RCf (d, 0, x(t)) and RCf,Lε(d, 0, x(t))
the sets of elements of RCα<,β<,α=,β=(d, 0, x(t)) and RCα<,β<,α=,β=Lε (d, 0, x(t)) which converge to f as
t goes to 0.
Lemma 5.17. One has ∑
f∈RCf (d,0,x(t))
(−1)mRX˜n(κ)(f(C)) = µ
R
r,κ(DC ,mC)∏
e∈BD
C
,m
C
w(e)
.
Proof. This follows from Lemma 5.16, Corollary 5.7, and Proposition 5.8. ,
Combining Lemmas 5.17 and 5.13, we obtain Theorem 3.12(1).
Let us suppose now that n = 2κ. Recall that L˜ε denotes the connected component of RX˜n(κ)\RE
with Euler characteristic ε. The surface RNi \ (RE0 ∪ RE∞) has two connected components that
are denoted by N0,1i in such a way that N
1
i deforms to the interior of RE for t ∈ R∗. Define also
N
ε
i to be the topological closure of N εi in Ni. Note that x◦(0) deforms to an (E, s, L˜ε)-compatible
configuration if and only if x◦(0) ⊂ ⋃iN εi . In this case x◦(0) is said to be (E, s, L˜ε)-compatible.
Lemma 5.18. If RCf,Lε(d, 0, x(t)) 6= ∅, then (DC ,mC) is ε-sided and x◦(0) is (E, s, L˜ε)-compatible.
Moreover one has RCf,Lε(d, 0, x(t)) = RCf (d, 0, x(t)).
Proof. If RCf,Lε(d, 0, x(t)) 6= ∅, then f(RC) ⊂ L˜ε
⋃
iN
ε
i . This implies that x◦(0) is (E, s, L˜ε)-
compatible, and that any edge in Edge<(DC) has even weight. If in addition ε = 1, then no curve
Ci with i ≥ k1 + 1 can be a real component of C since the real part of a real line in CP 2 cannot
be contained in the interior of a real ellipse. Conversely, if f(RC) ⊂ L˜ε
⋃
iN
ε
i , then any map f in
RCf (d, 0, x(t)) must satisfy f(RC) ⊂ L˜ε ∪ RE. ,
Combining Lemmas 5.18 and 5.17, we obtain the first assertion of Theorem 3.12(2).
From now on, let us assume that x◦(0) is (E, s, L˜ε)-compatible, and that f : C → pi−1(0) satisfies
f(RC) ⊂ L˜ε
⋃
iN
ε
i . Denote by m◦ε(f) the number of nodal pairs of f composed of two complex
conjugated points and mapped to Lε
⋃
iN
ε
i . Consider the three following situations (recall that the
involution ρs,κ is defined at the beginning of Section 3.3):
(1) There exists {v, v′} ∈ V ert=(DC) and i = 1, . . . , κ such that v is adjacent to an edge adjacent
to m (A2i−1) and v′ is not. In this case let j ∈ A2i−1 such that v is adjacent to the edge
adjacent tomC(j). Since (DC ,mC) is (s, κ)-real, the vertex v′ is adjacent to the edge adjacent
to mC(ρs,κ(j)).
(2) We are not in the above situation, and Edge=(DC) \
(⋃n
i=1mC(Ai)
)
contains an edge of odd
weight. In this case, since DC is a tree, there exists j ∈ m−1C
(
Edge=(DC)
)
such that mC(j)
is of odd weight and adjacent to a floor of DC fixed by ρs,κ.
(3) None of the two above situations occur.
Remark 5.19. Note that the assumption that g = 0 whenever s > 0 appears in case (2). Again,
one could adapt the arguments to avoid this assumption, at the cost of some extra work.
In case (3) above, set ∆C = {(DC ,mC)}. In the case (1) and (2), define m′C to be the marking ofDC which coincide with mC outside {j, ρs,κ(j)} and with m′C(j) = mC(ρs,κ(j)) and m′C(ρs,κ(j)) =
m(j). Clearly (DC ,m′C) is a (s, κ)-real d-marked floor diagram of the same type as (DC ,mC), and
set ∆C = {(DC ,mC), (DC ,m′C)}. Note that neither i nor j might be unique, however this does not
matter in what follows. Recall that the integer o′v associated to an element {v, v′} ∈ V ert=(D) has
been defined in Section 3.3.
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Lemma 5.20. If ∆C = {(DC ,mC)}, then
m◦ε(f) = (−1)ε|V ert=,1(DC)|
∏
{v,v′}∈V ert=,2(DC)
(−1)o′v .
Otherwise let f ′ : C ′ → pi−1(0) be a real element of Cα,β(d, 0, x(0)) such that (D
C
′ ,m
C
′) = (DC ,m′C).
Then one has
m◦ε(f) +m
◦
ε(f
′
) = 0.
Proof. This follows from Lemmas 2.6 and 2.10. ,
Corollary 5.21. If ∆C = {(DC ,mC)}, then∑
f∈RCf,Lε (d,0,x(t))
(−1)mLε (f(C)) = ν
R,ε
r (DC ,mC)∏
e∈BD
C
,m
C
w(e)
.
Otherwise let f ′ : C ′ → pi−1(0) be a real element of Cα,β(d, 0, x(0)) such that (D
C
′ ,m
C
′) =
(DC ,m′C). Then one has ∑
(−1)mLε (f(C)) = 0,
where the sum is taken over all elements f : C → X˜n in RCf,Lε(d, 0, x(t)) ∪ RCf ′,Lε(d, 0, x(t)).
Proof. This follows from Lemmas 2.9 and 5.16, Corollary 5.7, and Propositions 5.8. ,
Now the second identity in Theorem 3.12(2) follows immediately from a combination of Corollary
5.21 with Lemmas 5.13 and 5.15.
6. Absolute invariants of X7
6.1. Strategy. In this section, absolute invariants of X7 are expressed in terms of invariants of X˜8
by applying Li’s degeneration formula to the degeneration of X7 described in next proposition.
Proposition 6.1. There exists a flat degeneration pi : Y˜ → C of X7 with pi−1(0) = X˜6 ∪ X˜2, where
X˜6 ∩ X˜2 is the distinguished curve E in both X˜6 and X˜2.
Proof. Start with the classical flat degeneration pi0 : Y˜0 → C of X6 with pi−1(0) = X˜6∪(CP 1×CP 1),
where X˜6 ∩ (CP 1 × CP 1) is the curve E in X˜6, and is a hyperplane section in CP 1 × CP 1. The
3-fold Y˜0 can be obtained by blowing up at the point ([0 : 0 : 0 : 1], 0) the singular hypersurface in
CP 3 × C with equation P3(x, y, z) + wP2(x, y, z) + w3t2 = 0, where
• Pi(x, y, z) is a homogeneous polynomial of degree i;
• the curves defined in CP 2 by P2 and P3 are smooth and intersect transversely.
Note that the X˜6 component of pi−1(0) is precisely the blow up of CP 2 at the six points in
{P2(x, y, z) = 0} ∩ {P3(x, y, z) = 0}.
Next, choose a holomorphic section p0 : C → Y˜0 such that p0(0) ∈ (CP 1 × CP 1) \ X˜6, and blow
up the divisor p0(C) in Y˜0. The obtained 3-fold Y˜ is a flat degeneration of X7 with the desired
properties (recall that CP 1 × CP 1 blown up at a point is also CP 2 blown up at two points). ,
Remark 6.2. Although we started with CP 2 blown up in seven points, the degeneration pi : Y˜ → C
distinguishes eight special points on E. Namely, these points are the intersection points of E with
a (−1)-curve contained in either X˜6 or X˜2. This explains why absolute invariants of X7 can be
expressed in terms of invariants of X˜8 rather than those of X˜7 (see the proof of Theorem 6.6 for
details).
FLOOR DIAGRAMS RELATIVE TO A CONIC 33
Remark 6.3. By choosing suitable real polynomials Pi(x, y, z), one constructs a flat degeneration
Y˜0 as above with a real structure such that pi−1(t) = X6(κ) for t ∈ R∗, and
• pi−1(0) = X˜6(κ) ∪Q(0) if κ ≤ 3;
• pi−1(0) = X˜6(κ− 1) ∪Q(2) if κ ≥ 1;
whereQ(ε) denotes CP 1×CP 1 equipped with the real structure satisfying RQ(ε) 6= ∅ and χ(RQ(ε)) =
ε.
All the results from this section are obtained by applying Li’s degeneration formula and its real
counterpart to Y˜ and a set of sections x : C → Y˜ satisfying x(0) ⊂ X˜6 \ X˜2. As mentioned in the
introduction, no non-trivial covering appears during this degeneration.
6.2. Gromov-Witten invariants. Some additional notation are needed to state Theorem 6.6.
Given a ∈ Z and {ai}i∈I a finite set of integer numbers, define(
a
{ai}i∈I
)
=
a!(
a−∑i∈I ai)!∏i∈I ai! .
Recall also that (2l)!! = (2l − 1)(2l − 3) . . . 1.
Given a graph Γ, denote by λv,v′ the number of edges between the distinct vertices v and v′ of Γ,
by λv,v twice the number of loops of Γ based at the vertex v, and by k◦Γ the number of edges of Γ.
In this section, we consider curves in X7 and X˜8 (and even in X˜2 in the proofs of Theorems 6.6
and 6.9). In order to avoid confusions, let us use the following notation: D denotes the pullback of
a generic line in both surfaces, and E1, . . . E7 (resp. E˜1, . . . E˜8) denote the (−1)-curves coming from
the presentation of X7 (resp. X˜8) as a blow up of CP 2 (resp. of CP 2 at eight points on a conic).
Finally, let V8 ⊂ H2(X˜8;Z) \ {0} be the set of effective classes d 6= lE˜i with l ≥ 2 or i = 7, 8.
Definition 6.4. A X7-graph is a connected graph Γ together with three quantities dv ∈ V8, gv ∈ Z≥0,
and βv = βv,1u1 + βv,2u2 ∈ Z∞≥0 associated to each vertex v of Γ, such that Iβv = dv · [E].
An isomorphism between X7-graphs is an isomorphism of graphs preserving the three quantities
associated to each vertex.
An X7-graphs is always considered up to isomorphism. Given a X7-graph Γ, define
dΓ =
∑
v∈V ert(Γ)
dv, and βΓ =
∑
v∈V ert(Γ)
βv.
Given g, k ∈ Z≥0 and d ∈ H2(X7;Z) such that d · [D] ≥ 1 (if not the corresponding Gromov-Witten
invariants are straightforward to compute), let S7(d, g, k) be the set of all pairs (Γ, PΓ) where
• Γ is a X7-graph such that ∑
v∈V ert(Γ)
gv + b1(Γ) = g
and
d = (dΓ · [D] + 2k)[D]−
6∑
i=1
(
dΓ · [E˜i] + k
)
[Ei]−
(
k◦Γ + βΓ,2 + dΓ · ([E˜7] + [E˜8])
)
[E7];
• PΓ =
⋃
v∈V ert(Γ) Uv is a partition of the set {1, . . . , c1(X7) · d − 1 + g} such that |Uv| =
dv · [D]− 1 + gv + |βv|.
Given (Γ, PΓ) ∈ S7(d, g, k), define
k◦◦ = k − βΓ,2 − k◦Γ − dΓ · [E˜7].
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Denote by σ(Γ) the number of bijections of V ert(Γ) to itself which are induced by an automorphism
of the graph Γ. Define the following complex multiplicities for (Γ, PΓ) ∈ S7(d, g, k) and v ∈ V ert(Γ):
µC(v) = λv,v!!
(
βv,1
{λv,v′}v′∈V ert(Γ)
)
GW 0,βv
X˜8
(dv, gv),
and
µC(Γ, PΓ) =
IβΓ
σ(Γ)
(
βΓ,1 − 2k◦Γ
k◦◦
) ∏
v 6=v′∈V ert(Γ)
λv,v′ !
∏
v∈V ert(Γ)
µC(v).
Note that given d and g, there exists only finitely elements in
⋃
k≥0 S7(d, g, k) with a positive
multiplicity. Also given (Γ, PΓ) ∈ S7(d, 0, k), we have λv,v′ ≤ 1 (resp. λv,v = 0) for each pair of
distinct vertices (resp. each vertex) of Γ.
Example 6.5. There exists element(s) in S7(2c1(X7), 0, k) with a positive multiplicity in the fol-
lowing cases:
vΓ =
• k = 1, dv = 4[D]−
∑8
1[E˜i]:
µC(Γ, PΓ) = 392;
• k = 2, dv = 2[D]− a7[E˜7]− a8[E˜8], with a7 + a8 + βv,2 = 2:∑
µC(Γ, PΓ) = 34;
v v′Γ =
• k = 2, dv = 2[D]− [E˜i]− a7[E˜7]− a8[E˜8], dv′ = [E˜i], with a7 + a8 + βv,2 = 1 and 1 ≤ i ≤ 6:∑
µC(Γ, PΓ) = 72;
• k = 2, dv = [D]− a7[E˜7]− a8[E˜8], dv′ = [D], with a7 + a8 = 1:∑
µC(Γ, PΓ) = 12;
v′ v v′′Γ =
• k = 2, dv = 2[D]− [E˜i]− [E˜j ], dv′ = [E˜i], dv′′ = [E˜j ], with 1 ≤ i 6= j ≤ 6:∑
µC(Γ, PΓ) = 30;
• k = 2, dv = [D], dv′ = [E˜i], dv′′ = [D]− [E˜i], with 1 ≤ i ≤ 6:∑
µC(Γ, PΓ) = 36.
To get the above sum of multiplicities, I used Theorem 3.6 and Figure 8 to compute the following
numbers:
GW
X˜8
(4[D]−
8∑
i=1
[E˜i], 0) = 392 and GW
0,u1+u2
X˜1
(2[D]− [E˜1], 0) = GW 0,2u2CP 2 (2[D], 0) = 4.
Next theorem reduces the computation of GWX7 to the computation of GWX˜8 .
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4 ∑
µC(D,m) = 16
3 ∑
µC(D,m) = 72
s\κ, ε 0 1 2 3 4 0 1
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
s\κ, ε 0 1 2 3 4 0 1
0 8 6 4 2 0 0 0
1 24 18 12 6 0 0 0
2 ∑
µC(D,m) = 112 ∑µC(D,m) = 56
s\κ, ε 0 1 2 3 4 0 1
0 0 0 0 0 0 16 16
1 0 0 0 0 0 8 8
s\κ, ε 0 1 2 3 4 0 1
0 56 26 12 6 0 0 0
1 56 26 12 6 0 0 0
2 2 ∑
µC(D,m) = 16
2 ∑
µC(D,m) = 64
s\κ, ε 0 1 2 3 4 0 1
0 0 0 0 0 0 16 0
1 0 0 0 0 0 8 0
s\κ, ε 0 1 2 3 4 0 1
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
∑
µC(D,m) = 56
2 2 µC(D,m) = 4
s\κ, ε 0 1 2 3 4 0 1
0 56 30 12 2 0 0 0
1 56 30 12 2 0 0 0
s\κ, ε 0 1 2 3 4 0 1
0 β<2 = 2 4 4 4 4 4 4 4
1 β=2 = 1 2 2 2 2 2 2 2
2 µC(D,m) = 4 µC(D,m) = 1
s\κ, ε 0 1 2 3 4 0 1
0 4 4 4 4 4 0 0
1 0 0 0 0 0 0 0
s\κ, ε 0 1 2 3 4 0 1
0 β<1 = 2 1 1 1 1 1 0 0
1 β=1 = 1 1 1 1 1 1 1 1
Figure 8. Marked floor diagrams of genus 0 and degree 4 and 2 used in Example 6.5
Theorem 6.6. Let g ≥ 0 and d ∈ H2(X7;Z) such that d · [D] ≥ 1. Then one has
GWX7(d, g) =
∑
k≥0
∑
(Γ,PΓ)∈S7(d,g,k)
µC(Γ, PΓ).
Proof. The proof follows the lines of Section 5.1. Let E = X˜6 ∩ X˜2, and E˜′1 and E˜′2 be the two
(−1)-curves in X˜2 intersecting E. Denote respectively by p7 and p8 the corresponding intersection
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points. Let T1, . . . , T6 be the six rational curves in X˜2 such that T 2i = Ti · E˜′2 = 0, and such that Ti
passes through E˜i ∩E. Denote also by E˜′7 the (−1)-curve arising from the blown up of CP 1 × CP 1
at the point p0(0) (alternatively, E˜′7 is the (−1)-curve in X˜2 which does not intersect E). We may
further assume that we chose E˜′1 and E1, . . . , E7 such that the seven curves E˜1 ∪ T1, . . . E˜6 ∪ T6, and
E˜′7 in pi−1(0) respectively deform to E1, . . . , E7 in X7.
Let us choose x(t) a generic set of c1(X7) ·d−1 +g sections C→ Y˜ such that x(0) ⊂ X˜6 \ X˜2. For
each t 6= 0, we denote by C(d, g, x(t)) the set of maps f : C → X7 with C an irreducible curves of
geometric genus g, such that f(C) realizes the class d in H2(X7;Z), and contains all points in x(t).
We denote by C(d, g, x(0)) the set of limits, as t goes to 0, of elements C(d, g, x(t)).
Exactly as in the proof of Proposition 5.1, we have that the set C(d, g, x(0)) is finite, and that
its cardinal does not depend on x(0) as long as this latter is generic. We also deduce that if
f : C → pi−1(0) is an element of C(d, g, x(0)), and p and p′ are two points on C with the same image
on E, then {f(p)} = E∩ E˜i or {f(p)} = E∩ E˜′i. Denote by CX˜6 the union of irreducible components
of C mapped to X˜6, and by CX˜2 the union of those mapped to X˜2.
The same proof as for Corollary 5.4 combined with Proposition 2.1 yields that the restriction of
f on each irreducible component of C is birational onto its image. Proposition 2.3 applied to curves
in X˜2 gives that if C
′ is an irreducible component of C
X˜2
, then one of the four following situations
occurs:
(1) f(C ′) realizes the class [D], and intersect E in two points determined by f(C
X˜6
), distinct
from p7 and p8;
(2) f(C ′) realizes the class [D], and is tangent to E at a point determined by f(C
X˜6
), distinct
from p7 and p8;
(3) f(C ′) realizes the class [D]− [E˜′i], i = 1, 2, and intersects E in a point determined by f(CX˜6),
distinct from p7 and p8;
(4) f(C ′) realizes the class [E˜′i], i = 1, 2.
Let a be the number of components in cases (1) and (2), let b be the number of components in
case (3) with i = 1, let c be the number of components in case (4) with i = 1, and let d
X˜6
be the
homology class realized by f(C
X˜6
) in H2(X˜6;Z). Then one has
d =
(
d
X˜6
· [D]− 2(a+ b+ c)
)
[D]−
6∑
i=1
(
d
X˜6
· [E˜i] + a+ b+ c
)
[Ei] + (a+ c)[E7].
Let us construct an X7-graph Γf out of an element f of C(d, g, x(0)) as follows:
• vertices v of Γf are in one-to-one correspondence with irreducible components Cv of CX˜6 ;
the quantities dv, gv, and βv record respectively the homology class realized by f(Cv) in X˜6
blown up at p7 and p8, the genus of Cv, and the intersections of the strict transforms of
f(Cv) and E in X˜8;
• edges of Γf are in one-to-one correspondence with irreducible components of CX˜2 in case (1)
above; each such component C ′ correspond to an edge between v and v′, where Cv and Cv′
are the components of C
X˜6
intersecting C ′ (note that we may have v = v′).
If x(0) = {p1, . . . , pc1(X7)·d−1+g}, then define Uv ⊂ {1, . . . , c1(X7) · d− 1 + g} for v ∈ V ert(Γf ) as
the set corresponding to points in x(0) contained in f(Cv). Note that |Uv| = [D] · dv − 1 + gv + [βv|
by the same arguments as in the proof of Proposition 5.1. Finally denote by Pf the partition of
{1, . . . , c1(X7) · d− 1 + g} defined by the sets Uv, where v ranges over all vertices of Γ.
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It follows from the above arguments that (Γf , Pf ) is an element of S7(d, g, a+ b+ c). The theorem
now follows from the fact that for any (Γ, PΓ) ∈ S7(d, g, a + b + c), the multiplicity µC(Γ, PΓ) is
precisely the number of elements of C(d, g, x(t)) converging, as t goes to 0, to an element f in
C(d, g, x(0)) with (Γf , Pf ) = (Γ, PΓ). ,
Remark 6.7. I consider the degeneration Y˜ having in mind the enumeration of real curves, see
Section 6.3. If one is only interested in the computation of Gromov-Witten invariants of X7, then it
is probably simpler to consider the degeneration of X7 to X˜7 ∪ X˜1, the resulting formula being the
same. In this perspective, Theorem 6.6 is then analogous to [BM13, Theorem 2.9, Example 2.11].
Example 6.8. Thanks to Theorem 6.6 and Example 6.5, one verifies that
GWX7(2c1(X7), 0) = 576.
Performing analogous computations in genus up to 3, we obtain the value listed in Table 5. The
value in the rational case has been first computed by Göttsche and Pandharipande in [GP98, Section
5.2]. The cases of higher genus have been first treated in [SS13]. The value GWX7(2c1(X7), 1) = 204
g 0 1 2 3
GWX7(2c1(X7), g) 576 204 26 1
Table 5. GWX7(2c1(X7), g)
corrects the incorrect value announced in [SS13, Example 3.2].
6.3. Welschinger invariants. Denote by X7(κ) with κ = 0, . . . , 3, and by X±7 (4) the surface X7
equipped with the real structure such that:
RX7(κ) = RP 27−2κ, RX−7 (4) = RP
2 unionsq RP 2, RX+7 (4) = S2 unionsq RP 21 .
Recall that these are all real structures on X7 with a non-orientable real part, and represent half of
the possible real structures on X7. Note that
χ(RX±7 (κ)) = −6 + 2κ.
For κ = 0, . . . , 3, define the two involutions τ0κ and τ1κ on H2(X˜8;Z) as follows: τ0κ (resp. τ1κ)
fixes the elements [D] and [E˜i] with i ∈ {2κ + 1, . . . , 8} (resp. i ∈ {2κ + 1, . . . , 6}), and exchanges
the elements [E˜2i−1] and [E˜2i] with i ∈ {1, . . . , κ} (resp. i ∈ {1, . . . , κ, 4}). These two involutions
take into account that for each real structure on X˜6, there are two possible real structures on X˜2,
depending on the real structure on pi−1(0).
From now on, let us fix g = 0, an integer κ ∈ {0, . . . , 3}, and a class d ∈ H2(X7;Z). Set
ζ = c1(X7) · d− 1 and A = {1, . . . , ζ}, and choose two integer r, s ≥ 0 such that ζ = r + 2s. Define
the involution ρs on A as follows: ρs|{2i−1,2i} is the non-trivial transposition for 1 ≤ i ≤ s, and
ρs|{2s+1,ζ} = Id.
Given ε ∈ {0, 1}, denote by RSε7(d, k, s, κ) the set of triples (Γ, PΓ, τ) where
• (Γ, PΓ) ∈ S7(d, 0, k);
• τ : Γ→ Γ is an involution such that for any vertex v of Γ, one has βv = βτ(v), dτ(v) = τ εκ(d),
and ρs(Uv) = Uτ(v);
• to each vertex v fixed by τ is associated a decomposition βv = β<v + 2β=v with β<v , β=v ∈ Z∞≥0.
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Given (Γ, PΓ, τ) ∈ RSε7(d, k, s, κ), denote by σ(Γ, τ) the number of bijections of V ert(Γ) to itself
which are induced by an automorphism of the graph Γ commuting with τ . Note that τ = Id if s = 0.
Denote also by V ert=(Γ) (resp. k
◦,=
Γ ) the set of pairs of vertices (resp. the number of pairs of edges)
exchanged by τ , and by V ert<(Γ) (resp. k
◦,<
Γ ) the set of vertices (resp. the number of edges) fixed
by τ . Next, define
β<Γ =
∑
v∈V ert<(Γ)
β<v , and β
=
Γ =
∑
v∈V ert<(Γ)
β=v +
∑
{v,v′}∈V ert=(Γ)
βv.
Let us associate different real multiplicities to elements of RSε7(d, k, κ), acounting all possible smooth-
ings of Rpi−1(0).
Given {v, v′} ∈ V ert=(Γ), define
µR({v, v′}) = (−1)dv ·dv′
(
βv,1
{λv,v′′}v′′∈V ert(Γ)
)
GW 0,βv
X˜8(κ)
(dv, 0).
Let v ∈ V ert<(Γ). Denote respectively by rv and sv the number of points in Uv fixed by ρs and
the number of pairs of points in Uv exchanged by ρs. By definition we have |Uv| = rv + 2sv. Denote
also by k◦,=v the number of pairs of edges of Γ adjacent to v and exchanged by τ . Define
µR,εs,κ (v) = 2
k◦,=v
(
β<v,1
{λv,v′}v′∈V ert<(Γ)
)(
β=v,1
{λv,v′}{v′,v′′}∈V ert=(Γ)
)
FW
0,β<v ,0,β=v
X˜8(κ+ε)
(dεv, sv),
where d0v = dv, and d1v is obtained from dv by exchanging
3 the coefficients of E˜2κ−1 and E˜7, and E˜2κ
and E˜8. Define also
ηRs,ε(v) = 2
k◦,=v
(
β<v,1
{λv,v′}v′∈V ert<(Γ)
)(
β=v,1
{λv,v′}{v′,v′′}∈V ert=(Γ)
)
FW
0,β<v ,0,β=v
X˜8(4),ε
(dv, sv),
and
νRs,ε(v) = FW
0,β<v ,0,β=v
X˜8(4),ε,ε
(dv, sv).
Let RS07,m(d, k, s, κ) be the subset of RS07 (d, k, s, κ) formed by elements with β<Γ,2 = 0. Given
(Γ, PΓ, τ) ∈ RS07,m(d, k, s, κ), define the following multiplicity:
µR,0s,κ (Γ, PΓ, τ) =
(−1)k◦,=Γ +β=Γ,2 Iβ=Γ
σ(Γ, τ)
∏
v∈V ert<(Γ)
µR,0s,κ (v)
∏
{v,v′}∈V ert=(Γ)
µR({v, v′})×
×
∑
k◦◦=r′+2s′
(
β<Γ,1 − 2k◦,<Γ
r′
)(
β=Γ,1 − 2k◦,=Γ
s′
)
.
Let RS17,m(d, k, s, κ) be the subset of RS17 (d, k, s, κ) formed by elements with β<Γ = 2k◦,<Γ u1 and
k◦◦ = β=Γ,1 − 2k◦,=Γ . Given (Γ, PΓ, τ) ∈ RS17,m(d, k, s, κ), define the following multiplicity
µR,1s,κ (Γ, PΓ, τ) =
(−1)k◦,=Γ (−2)|β=Γ |−2k◦,=Γ
σ(Γ, τ)
∏
v∈V ert<(Γ)
µR,1s,κ (v)
∏
{v,v′}∈V ert=(Γ)
µR({v, v′}).
3This additional complication is purely formal and comes from the convention used to define the numbers FW in
section 3.3.
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Note that RS17,m(d, k, s, 3) is composed of elements with β<Γ = k◦,<Γ = 0. Given (Γ, PΓ, τ) ∈
RS17,m(d, k, s, 3) and ε ∈ {0, 1}, define the following multiplicity
ηRs,ε(Γ, PΓ, τ) =
(−1)k◦,=Γ (−2)|β=Γ |−2k◦,=Γ
σ(Γ, τ)
∏
v∈V ert<(Γ)
ηRs,ε(v)
∏
{v,v′}∈V ert=(Γ)
µR({v, v′}).
Let RS17,2(d, k, s, 3) (resp. RS17,3(d, k, s, 3)) be the subset of RS17 (d, k, s, 3) formed by elements
with k◦Γ = βΓ,1 = 0 (resp. k
◦
Γ = βΓ,1 = β
<
Γ,2 = 0). Note that any element of RS17,2(d, k, s, 3) or
RS17,3(d, k, s, 3) has a single vertex.
In the following theorem, the connected component of RX+7 (4) with Euler characteristic ε is
denoted by Lε.
Theorem 6.9. Let d ∈ H2(X7;Z) such that d·[D] ≥ 1, and r, s ∈ Z≥0 such that c1(X7)·d−1 = r+2s.
Then one has
WX7(κ)(d, s) =
∑
k≥0
∑
(Γ,PΓ,τ)∈RS07,m(d,k,s,κ)
µR,0s,κ (Γ, PΓ, τ) if κ ∈ {0, . . . , 3},
WX7(κ+1)(d, s) =
∑
k≥0
∑
(Γ,PΓ,τ)∈RS17,m(d,k,s,κ)
µR,1s,κ (Γ, PΓ, τ) if κ ∈ {0, . . . , 2},
WX−7 (4),RP 2,RX
−
7 (4)
(d, s) =
∑
k≥0
∑
(Γ,PΓ,τ)∈RS17,m(d,k,s,3)
ηRs,ε(Γ, PΓ, τ) ∀ε ∈ {0, 1},
WX+7 (4),L2ε,RX
+
7 (4)
(d, s) =
∑
k≥0
∑
(Γ,PΓ,τ)∈RS17,m(d,k,s,3)
ηRs,ε(Γ, PΓ, τ) ∀ε ∈ {0, 1},
WX−7 (4),L1,L1
(d, s) =
∑
k≥0
∑
(Γ,PΓ,τ)∈RS17,2(d,k,s,3)
2β
<
Γ,2+β
=
Γ,2νRs,1(v),
WX−7 (4),L1,L1
(d, s) =
∑
k≥0
∑
(Γ,PΓ,τ)∈RS17,3(d,k,s,3)
(−2)β=Γ2νRs,0(v),
WX+7 (4),L0,L0
(d, s) =
∑
k≥0
∑
(Γ,PΓ,τ)∈RS17,2(d,k,s,3)
2β
<
Γ,2+β
=
Γ,2νRs,0(v),
WX+7 (4),L2,L2
(d, s) =
∑
k≥0
∑
(Γ,PΓ,τ)∈RS17,3(d,k,s,3)
(−2)β=Γ2νRs,1(v).
Proof. We use the notations introduced in Section 6.1, and in the proof of Theorem 6.6. Denote by
L˜′ε the connected component of RX˜2(κ) \RE with Euler characteristic ε. In what follows, by a real
structure on Y˜, I mean a real structure turning pi : Y˜ → C into a real map.
According to Remark 6.3, there exists a flat degeneration pi : Y˜ → C of X7 as in Proposition 6.1
endowed with a real structure such that one of the following holds:
• Rpi−1(0) = X˜6(κ)∪ X˜2(0) with 0 ≤ κ ≤ 3; in this case the two points p7 and p8 are real, and
Rpi−1(t) = X7(κ) for t 6= 0.
• Rpi−1(0) = X˜6(κ)∪ X˜2(1) with 0 ≤ κ ≤ 2; in this case the two points p7 and p8 are complex
conjugated, and Rpi−1(t) = X7(κ+ 1) for t 6= 0.
• Rpi−1(0) = X˜6(3) ∪ X˜2(1) and the component L˜′ε of X˜2(1) is glued to the component L˜0
of X˜6(3) in the smoothing of Rpi−1(0); in this case the two points p7 and p8 are complex
conjugated, and for t 6= 0 one has Rpi−1(t) = X−7 (4) if ε = 1, and Rpi−1(t) = X+7 (4) if ε = 0.
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Now choose the configuration x(t) to be real, with r real points and s pairs of complex conjugated
points, and such that x(0) is a real configuration whose existence is attested by Theorem 3.12. Let
f : C → pi−1(0) be a real element of C(d, 0, x(t)). If Rpi−1(0) = X˜6(κ) ∪ X˜2(ε), then the complex
conjugation induces an involution τf on (Γf , Pf ) such that (Γf , Pf , τf ) ∈ RSε7(d, k, s, κ).
Let (Γ, PΓ, τ) ∈ RSε7(d, k, s, κ), and let D(t) be the set of real elements in C(d, g, x(t)) converging,
as t goes to 0, to a real element f in C(d, g, x(0)) with (Γf , Pf , τf ) = (Γ, PΓ, τ). It remains us to
compute the total contribution to the various Welschinger invariants of all elements of D(t). To do
so, we just note that, exactly as in Corollary 5.7, a nodal pair of any deformation in C(d, 0, x(t)) of
f is either a deformation of a nodal pair of f not mapped to E, or is contained in the deformation
of a small neighborhood of a point in f−1
(
E \
(
E˜′1 ∪ E˜′2 ∪6i=1 E˜i
))
.
For the first four identities of the theorem, the only thing to compute is the parity of the number
af of nodal pairs not mapped to E and contained in two complex conjugated irreducible components
of C. Let Cv and Cv′ be two such complex conjugated irreducible components of C. Suppose
that f(Cv) is not a real (−1)-curve, and passes b times through RE ∩
(
E˜′1 ∪ E˜′2 ∪6i=1 E˜i
)
, then the
contribution of Cv and Cv′ to af is equal to dv ·dv′−b modulo two. Note that to any real intersection
point of f(Cv) with E ∩
(
E˜′1 ∪ E˜′2 ∪6i=1 E˜i
)
will correspond a pair of complex conjugated irreducible
components Cw and Cw′ of C such that Cw ∩Cv 6= ∅ and f(Cw) = f(Cw′) = E˜i or E˜′i. Moreover if
Cv ⊂ CX˜2 , then dv · dv′ = 1 if dv = [D], and dv · dv′ = 0 if dv = [D]− [E˜i]. Altogether we obtain
af =
∑
{v,v′}∈V ert=(Γ)
dv · dv′ + k◦,=Γ + β=Γ2 mod 2
which only depends on (Γf , Pf , τf ). Now the first four identities of Theorem 6.9 follow from Propo-
sition 5.8.
Suppose now that Rpi−1(t) = X±7 (4). Clearly if k◦,< 6= 0, then D(t) = ∅. Next, if k◦,= 6= 0,
Lemma 2.6 implies that the total contribution to WX±7 (4),Lε,Lε(d, s) of elements of D(t) is equal to 0.
To end the proof of Theorem 6.9, it remains to notice that in X˜2(1), the real part of the line tangent
to E at a real point is contained in L˜′0 ∪ RE, and to use one more time Lemma 2.6. ,
Theorem 6.9 has the following corollaries.
Corollary 6.10. For any d ∈ H2(X7;Z), one has
WX+7 (4),L0,L0
(d, 0) ≥WX+7 (4),L2,L2(d, 0) ≥ 0.
Moreover both invariant are divisible by 4
[
d·[D]
2
]
−min(d·Ei)−1, as well as WX−7 (4),RP 2,RP 2(d, 0).
Proof. By choosing E7 such that d · E7 = min(d · Ei), we obtain k ≤ min(d · Ei), and so dΓ · [D] ≥
d · [D]− 2 min(d · Ei). The rest of the proof is similar to that for Corollary 4.4. ,
The non-negativity of Welschinger invariants of X7 when s = 0 has been first established in
[IKS13a].
Corollary 6.11. For any d ∈ H2(X7;Z), one has
WX+7 (4),L0,RX
+
7 (4)
(d, s) = WX+7 (4),L2,RX
+
7 (4)
(d, s) = WX−7 (4),RP 2,RX
−
7 (4)
(d, s).
Moreover this number equals 0 as soon as r ≥ 2.
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Proof. The only thing to prove is the last assertion of the corollary. Since k◦,<Γ = 0 and Γ is a tree,
there exists a unique vertex in V ert<(Γ). Now the corollary follows from Theorem 6.9 and Lemma
3.11 ,
Example 6.12. Theorem 6.9 together with Example 6.5 implies that Welschinger invariants of the
real surfaces X±7 (κ) are the one listed in Table 6. The invariants WX7(κ)(2c1(X7), s) have been first
s\κ 0 1 2 3 4− 4+ 4+
L = RP 21 L = S2
0 224 128 64 24 0 0 0
1 132 68 28 4 -12 -12 -12
WX±7 (κ),L,RX
±
7 (κ)
(2c1(X7), s)
s
0 32
1 12
s\ε 0 2
0 48 16
1 20 4
WX−7 (4),RP 2,RP 2
(2c1(X7), s) WX+7 (4),Lε,Lε
(2c1(X7), s)
Table 6. Welschinger invariants of X7 for the class 2c1(X7)
computed in [HS12]. In addition to the present text, the invariants WX+7 (4),Lε,Lε(2c1(X7), 0) and
WX−7 (4),RP 2,RP 2
(2c1(X7), 0) have also been computed in [IKS13a].
To get the above sum of multiplicities, I used Theorem 3.6 and Figure 8 to compute the numbers
FW 0,0,0,0(4[D] −∑8i=1[Ei], s) listed in Table 7. As in Example 3.14, we have FW 0,0,0,0X˜8(4) (4[D] −∑8
i=1[Ei], s) = FW
0,0,0,0
X˜8(4),ε
(4[D]−∑8i=1[Ei], s).
s\κ, ε 0 1 2 3 4 0 1
0 120 62 28 10 0 32 16
1 136 74 36 14 0 16 8
Table 7. FW 0,0,0,0
X˜8(κ)
(4[D]−∑8i=1[Ei], s) and and FW 0,0,0,0X˜8(κ),ε,ε(4[D]−∑8i=1[Ei], s)
Remark 6.13. The invariant W(X,c),L,L′(d, s) is said to be sharp if there exists a real configuration
x with s pairs of complex conjugated points such that |RC(d, 0, x)| = |W(X,c),L,L′(d, s)|. It fol-
lows from the above computations that WX+7 (4),L0,RX+7 (4)(2c1(X7), 1) is not sharp. This shows that
[Wel07, Theorem 1.1] does not extend to all real structures on X7 (see Section 8.1). The invariant
WX−7 (4),RP 2,RX
−
7 (4)
(2c1(X7), 1) is sharp, see Section 8.1.
7. Absolute invariants of X8
7.1. Strategy. Let us start with the degeneration Y˜ of X7 considered in Section 6.1. Choose an
additional generic holomorphic section p′0 : C→ Y˜ such that p′0(0) ∈ X˜6 \ X˜2, and denote by Z˜ the
blow up Y˜ along the divisor p′0(C). The map pi : Y˜ → C naturally extends to a flat map pi : Z˜ → C,
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which is a degeneration of X8 to pi−1(0) = X˜8,1 ∪ X˜2. Recall that X˜n,1 denotes CP 2 blown-up at n
points lying on a conic, and at one additional point outside the conic.
Exactly as Gromov-Witten andWelschinger invariants ofX7 haven been computed by enumerating
curves in X˜8, Gromov-Witten and Welschinger invariants of X8 are reduced here to enumeration of
curves in X˜8,1. This enumeration is performed in [SS13] in the case of complex curves, and in
[IKS13a] in the case of real curves passing through a configuration of real points in CH position.
The important properties of such type of configurations are summarized in Proposition 7.4.
Although I do not see any obstruction to enumerate real and complex curves in X˜8,1 using the floor
diagrams techniques, I chose not to do it for the sake of shortness. I refer instead to [SS13, IKS13a]
for details. Hence I compute here Welschinger invariants only for configurations of real points. For
the same shortness reason, I decided to restrict to standard real structures on X˜8,1. In particular,
with some additional work one should be able to generalize Theorem 7.5 to computeW(X8,c),L,L′(d, s)
for s > 0 and more real structures on X8.
7.2. Gromov-Witten invariants. I use here notations introduced in Section 6, with the following
adjustment in a choice of basis for H2(X8;Z) and H2(X˜8,1;Z): E1, . . . E8 (resp. E˜1, . . . E˜9) denote
the (−1)-curves coming from the presentation of X8 (resp. X˜8,1) as a blow up of CP 2 (resp. of
CP 2 at eight points lying on a conic and one point outside this conic, E˜9 being the (−1)-curve
corresponding to this latter point). Let us also denote by V8,1 ⊂ H2(X˜8,1;Z)\{0} the set of effective
classes d such that dv 6= l[E˜i] with l ≥ 2 or i = 7, 8, and dv 6= l([D]− [E˜9]) with l ≥ 3.
Definition 7.1. A X8-graph is a connected graph Γ together with three quantities dv ∈ V8,1, gv ∈
Z≥0, and βv = βv,1u1 + βv,2u2 ∈ Z∞≥0 associated to each vertex v of Γ such that Iβv = dv · [E].
An isomorphism between X8-graphs is an isomorphism of graphs preserving the three quantities
associated to each vertex.
An X8-graphs is always considered up to isomorphism. Given g, k ∈ Z≥0 and d ∈ H2(X8;Z) such
that d · [D] ≥ 1, let S8(d, g, k) be the set of all pairs (Γ, PΓ) where
• Γ is a X8-graph such that ∑
v∈V ert(Γ)
gv + b1(Γ) = g
and
d =(dΓ · [D] + 2k)[D]−
6∑
i=1
(
dΓ · [E˜i] + k
)
[Ei]−
(
k◦Γ + βΓ,2 + dΓ · ([E˜7] + [E˜8])
)
[E7]
− (dΓ · [E˜9])[E8];
• PΓ =
⋃
v∈V ert(Γ) Uv is a partition of the set {1, . . . , c1(X8) · d − 1 + g} such that |Uv| =
dv · [D]− 1 + gv + |βv|.
Given (Γ, PΓ) ∈ S8(d, g, k) and v ∈ V ert(Γ), define the complex multiplicities
µC(v) = λv,v!!
(
βv,1
{λv,v′}v′∈V ert(Γ)
)
GW 0,βv
X˜8,1
(dv, gv),
and
µC(Γ, PΓ) =
IβΓ
σ(Γ)
(
βΓ,1 − 2k◦Γ
k◦◦
) ∏
v 6=v′∈V ert(Γ)
λv,v′ !
∏
v∈V ert(Γ)
µC(v).
Next theorem reduces the computation of the numbers GWX8(d, g) to the computation of the
numbers GW
X˜8,1
(d, g).
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Theorem 7.2. Let g ≥ 0 and d ∈ H2(X8;Z) such that d · [D] ≥ 1. Then one has
GWX8(d, g) =
∑
k≥0
∑
(Γ,PΓ)∈S8(d,g,k)
µC(Γ, PΓ).
Proof. The proof is word by word the proof of Theorem 6.6, using [SS13, Propositions 2.1 and 2.5]
applied to X˜8,1 instead of Propositions 2.1 and 2.3. ,
Example 7.3. Using Theorem 7.2 one computes
GWX8(2c1(X8), 0) = 90.
Analogous computations in genus up to 2 provide the values listed in Table 8. The rational case has
been first computed in [GP98, Section 5.2]. The computation of GWX8(2c1(X8), 0) can be detailed
g 0 1 2
GWX8(2c1(X8), g) 90 18 1
Table 8. GWX8(2c1(X8), g)
as follows. There exists element(s) in S8(2c1(X8), 0, k) with a positive multiplicity in the following
cases:
vΓ =
• k = 1, dv = 4[D]−
∑8
1[E˜i]− 2[E˜9]:
µC(Γ, PΓ) = 70;
• k = 2, dv = 2[D]− 2[E˜9], βCv,2 = 2:∑
µC(Γ, PΓ) = 4;
v v′Γ =
• k = 2, dv = [D]− a7[E˜7]− a8[E˜8]− [E˜9], dv′ = [D]− [E˜9], with a7 + a8 = 1:∑
µC(Γ, PΓ) = 4;
v′ v v′′Γ =
• k = 2, dv = [D]− [E˜9], dv′ = [E˜i], dv′′ = [D]− [E˜i]− [E˜9], with 1 ≤ i ≤ 6:∑
µC(Γ, PΓ) = 12.
Only the first above multiplicity is not trivial to compute, and I used [SS13, Theorem 2.1] to get
GW 0,0
X˜8,1
(4[D]−
8∑
i=1
[E˜i]− 2[E˜9], 0) = 70.
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7.3. Welschinger invariants. Denote by X8(κ) with κ = 0, . . . , 3, and X±8 (4) the surface X8
equipped with the real structure such that
RX8(κ) = RP 28−2κ, RX−8 (4) = RP
2
1 unionsq RP 2, RX+8 (4) = S2 unionsq RP 22 .
These real structures on X8 represent 6 of the 11 deformation classes of real Del Pezzo surfaces of
degree 1. Note that
χ(RX±8 (κ)) = −7 + 2κ.
For κ = 0, . . . , 3, define two involutions τ0κ and τ1κ on H2(X˜8,1;Z) as follows: τ0κ (resp. τ1κ) fixes
the elements [D], [E˜9], and [E˜i] with i ∈ {2κ + 1, . . . , 8} (resp. i ∈ {2κ + 1, . . . , 6}), and exchanges
the elements [E˜2i−1] and [E˜2i] with i ∈ {1, . . . , κ} (resp. i ∈ {1, . . . , κ, 4}). Denote by X˜8,1(κ) the
surface X˜8,1 equipped with the real structure induced by the blowing up of CP 2 at κ pairs of complex
conjugated points on a conic E, 8 − 2κ real points on RE, and a real point in the exterior of RE.
Given ε ∈ {1,−1}, the connected component of RX˜8,1(4)\RE with Euler characteristic ε is denoted
Lε.
Let κ = 0, . . . , 4, and let L be a connected component of RX˜8,1(κ) \E. Given d ∈ V8,1 \ {2([D]−
[E˜9])} and x a generic configuration of d · c1(X˜8,1) − 1 points in L, denote by RC8,1(d, κ, x) the set
of rational real curves in X˜8,1(κ), realizing the class d and containing x. Denote by RC8,1,L(d, κ, x)
the subset of RC8,1(d, κ, x) consisting of curves whose real part, except maybe their solitary nodes,
is contained in L ∪ RE. Define
W
X˜8,1(κ)
(d, x) =
∑
C∈RC8,1(d,x)
(−1)mRX˜8,1(κ)(C), and W
X˜8,1(4),L
(d, x) =
∑
C∈RC8,1,L(d,x)
(−1)mRX˜8,1(4)(C).
Proposition 7.4. Let κ = 0, . . . , 4, and L a connected component of RX˜8,1(κ) \ E. Then for any
ζ0 ∈ Z≥0, there exists a generic configuration x of ζ0 points in L with the following property: for any
d ∈ V8,1 \ {2(D − E0)} and any subset x′ of x such that |x′| = d · c1(X˜8,1)− 1, one has
• W
X˜8,1(κ)
(d, x′) ≥ 0 and W
X˜8,1(4),L
(d, x′) ≥ 0;
• given any curve C ∈ RC8,1(d, κ, x′), all intersection points of C and E are transverse and
real.
Moreover once d and L are chosen, the numbers W
X˜8,1(κ)
(d, x′) and W
X˜8,1(4),L
(d, x′) do not depend
on the choice of x′.
Proof. The proof is entirely analogous to the proof of [IKS13a, Theorem 3]. ,
Let us choose once for all d ∈ H2(X8;Z) such that [D]·d ≥ 1, and a configuration x of d·c1(X8)−1
points in L whose existence is attested by Proposition 7.4. In particular when x′ ⊂ x, it is safe to use
the shorter notation W
X˜8,1(κ)
(d) and W
X˜8,1(4),L
(d) instead of W
X˜8,1(κ)
(d, x′) and W
X˜8,1(4),L
(d, x′).
Let ε ∈ {0, 1} and κ = 0, . . . , 3, and denote by RSε8(d, k, κ) the set of couples (Γ, PΓ) ∈ S8(d, 0, k)
such that dv = τ εκ(dv) and βv = βv,1u1 for any v ∈ V ert(Γ). Given (Γ, PΓ) ∈ RSε8(d, k, κ) and
v ∈ V ert(Γ), define
µR,εκ (v) =
(
βv,1
{λv,v′}v′∈V ert(Γ)
)
W
X˜8,1(κ+ε)
(dεv),
where d0v = dv, and d1v is obtained from dv by exchanging the coefficients of E2κ−1 and E7, and E2κ
and E8, and
ηRε (v) =
(
βv,1
{λv,v′}v′∈V ert(Γ)
)
W
X˜8,1(4),L˜2ε−1(dv).
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Given (Γ, PΓ) ∈ RS08 (d, k, κ), define the following multiplicity
µR,0κ (Γ, PΓ) =
1
σ(Γ)
(
βΓ,1 − 2k◦Γ
k◦◦
) ∏
v∈V ert(Γ)
µR,0κ (v).
Let RS18,m(d, k, κ) be the subset of RS18 (d, k, κ) formed by elements with βΓ = k◦u1 and k◦◦ = 0.
Given (Γ, PΓ) ∈ RS18,m(d, k, κ), define the following multiplicity
µR,1κ (Γ, PΓ) =
1
σ(Γ)
∏
v∈V ert(Γ)
µR,1s,κ (v).
Note that RS18,m(d, k, 4) is composed of graphs which are reduced to a vertex. As usual, Lε denotes
the connected component of RX±8 (4) with Euler characteristic ε.
Theorem 7.5. Given d ∈ H2(X8;Z) with d · [D] ≥ 1, one has
WX8(κ)(d, 0) =
∑
k≥0
∑
(Γ,PΓ)∈RS08 (d,k,κ)
µR,0κ (Γ, PΓ) if κ ≤ 3,
WX8(κ+1)(d, 0) =
∑
k≥u0
∑
(Γ,PΓ)∈RS18,m(d,k,κ)
µR,1κ (Γ, PΓ) if κ ≤ 2,
WX−8 (4),Lε
(d, 0) = WX+8 (4),L3ε−1
(d, 0) =
∑
k≥0
∑
(Γ,PΓ)∈RS18,m(d,k,3)
ηRε (v) ∀ε ∈ {0, 1}.
Proof. The proof is entirely analogous to the proof of Theorem 6.9, while Proposition 7.4 ensures
that all involutions τ are trivial. ,
Theorems 7.2 and 7.5 have the following usual corollaries.
Corollary 7.6. For any d ∈ H2(X8;Z) and κ ∈ {0, . . . , 3}, one has
WX8(κ)(d, 0) ≥ 0 and WX±8 (4),Lε,RX±8 (4)(d, 0) ≥ 0.
Corollary 7.7. For any d ∈ H2(X8;Z) one has
WX8(0)(d, 0) = GWX8(d, 0) mod 4.
Proof. Thanks to Theorems 7.2 and 7.5, we are left to prove that there exists x is as in Proposition
7.4 such thatW
X˜8,1(0)
(d′) = GWX8(d′, 0) mod 4 for all d′ ∈ H2(X˜8,1;Z) such that d′ ·c1(X˜8,1)−1 ≤
d · c1(X8)− 1. One can construct such a configuration exactly as in [IKS13a, Theorem 3, see proof
of Theorem 10]. ,
Corollary 7.8. For any d ∈ H2(X8;Z), one has
WX±8 (4),L,RX
±
8 (4)
(d, s) = 0
as soon as r ≥ 2.
Example 7.9. Using Theorem 7.5, one computes the Welschinger invariants ofX±8 (κ) listed in Table
9. The invariants WX8(κ)(2c1(X8), 0) with κ ≤ 3 have been first computed by Horev and Solomon in
[HS12]. To get the above numbers, I used the method of [IKS13a, Theorem 3] to find configurations
x as in Proposition 7.4, and obtained the values ofW
X˜8,1(κ),L
(4[D]−∑8i=1[E˜i]−2[E˜9]) listed in Table
104.
4In the published version of this paper, the number WX˜8,1(4),L1(4[D]−
∑8
i=1[E˜i]− 2[E˜9]) is erroneously claimed to
be equal to 4.
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κ 0 1 2 3 4− 4− 4+ 4+
L = RP 21 L = RP 2 L = RP 22 L = S2
WX±8 (κ),L,RX
±
8 (κ)
(2c1(X8), 0) 46 30 18 10 6 6 6 6
Table 9. Welschinger invariants of X8 for the class 2c1(X8)
κ 0 1 2 3 4 4
L = L−1 L = L1
FW 30 18 10 6 6 6
Table 10. W
X˜8,1(κ),L
(4[D]−∑8i=1[E˜i]− 2[E˜9], x)
8. Concluding remarks
8.1. Floor diagrams relative to a conic with empty real part. Recall that the invariant
W(X,c),L,L′(d, s) is said to be sharp if there exists a real configuration x with s pairs of complex
conjugated points such that |RC(d, 0, x)| = |W(X,c),L,L′(d, s)|. When r = 0 or 1, Welschinger proved
in [Wel07] the sharpness of W(X,c),L(d, s) when L is homeomorphic to either T 2, S2, or RP 2, with
the additional assumption that (X, c) = X2κ(κ) with κ ≤ 3 in the latter case. In the case of CP 2,
one possible way to prove this result is by degenerating CP 2 into the union of CP 2 and the normal
bundle of a real conic with an empty real part.
The methods exposed in this paper adapt without any problem to the case when r = 0 or 1 and
E has an empty real part. In particular, adaptations of Theorems 3.12 and 6.9 in this case allow one
to extend [Wel07, Theorem 1.1] to the real surface X−7 (4).
Proposition 8.1. Let d ∈ H2(X7;Z), r ∈ {0, 1}, and s ≥ 0 such that c1(X7) · d− 1 = r+ 2s. Then
WX−7 (4),RP 2,RX
−
7 (4)
(d, s) is sharp and has the same sign as (−1) d
2−c1(X7)·d+2
2 .
Recently, Kollár proved in [Kol14] the optimality of some real enumerative invariants of projective
spaces of any dimension, by specializing the constraints to a real quadric with an empty real part.
It could be interesting to try to generalize Kollár’s examples, and to tackle the optimality problem
of the invariants defined in [Wel05b, GZ13] via floor diagrams relative to a quadric in CPn.
8.2. Other Welschinger invariants of X8. Since this paper is already rather long, I restricted
in Section 7 to the case s = 0 and to standard real structures on X˜8,1. However I do not see
any obstruction other than technical to extend Section 7 to the enumeration of real curves in X˜8,1
for arbitrary r, s and any real structure on X˜8,1. In particular Theorem 7.5 should generalize to
Welschinger invariant of X8 for almost all, if not all, real structures. The standard methods from
[IKS13b, IKS13a, BM08] should also apply here to study logarithmic asymptotic of Welschinger
invariants.
The method of this paper should also apply to compute the invariants recently defined in [Shu14].
8.3. Sign of Welschinger invariants. The sign of Welschinger invariants seem to obey to some
mysterious rule related to the topology of the real part of the ambient manifold. The present
work together with [Wel07], [IKS09], [IKS13b], [BP13], and [BP14] explicit this rule in a few cases,
namely when L = T 2, or S2 and r = 0, 1, when X = X8 and s is very small, or when L intersects
a real Lagrangian sphere in a single point and r = 1. In the particular case of Del Pezzo surfaces,
floor diagrams relative to a conic, with either empty or non-empty real part, provide a unified way to
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prove this rule when either r or s is small. Unfortunately, the rule controlling the sign of Welschinger
invariants in its full generality still remains mysterious.
As an example, I describe how the signs of Welschinger invariants of CP 2 seem to behave: as r goes
from 3d− 1 to 0 or 1, the numbers WCP 2(d, s) are first positive, and starting from some mysterious
threshold, have an alternating sign. This observation has been made experimentally using Solomon’s
real version of WDVV equations [Sol] for CP 2.
8.4. Relation with tropical Welschinger invariants and refined Severi degrees. Invariance
of Gromov-Witten and Welschinger invariants combined with Theorems 4.1, 4.3, 6.6, 6.9, 7.2, and 7.5
provide non-trivial relations among marked floor diagrams counted with their various multiplicities.
It is not obvious to me how those relations follow from a purely combinatorial study of marked floor
diagrams.
Denote by Wα
<,β<,α=,β=
X˜n(κ)
(d, g, s, x) the straightforward generalization to any genus of the numbers
Wα
<,β<,α=,β=
X˜n(κ)
(d, s, x) defined in Section 2.3. In the case when s = 0, all definitions from Section
3.3 also make sense for positive genus, and Theorem 3.12 still holds (the proof is exactly the same,
see Remarks 5.12 and 5.19). If x◦ is a configuration of real points in RX˜n(κ) as in the proof of
Theorems 3.6 and 3.12, then one sees easily from the proof of Theorem 3.12 that the numbers
W
0,β<1 u1,0,β
=
1 u1
X˜n(κ)
(d, g, 0, x◦ unionsq xE) do not depend on the position in each copy of N of the points in x◦.
More surprisingly, the numbers W 0,(d·E)u1,0,0
X˜n(κ)
(d, g, 0, x◦ unionsqxE) I computed on a few examples, with
x◦ as in the proof of Theorems 3.6 and 3.12, also satisfy relations analogous to Theorems 4.3, 6.9,
and 7.5 for positive genus. Furthermore in the case of X3, the numbers I obtained in this way are
the corresponding tropical Welschinger invariants (see [IKS09] for a definition). This observation is
certainly in favor of the existence of a more conceptual definition and signification of those tropical
Welschinger invariants. Up to my knowledge, only some tropical Welschinger invariants of the
second Hirzebruch surface yet found such an interpretation in [BP13, BP14], where they are shown
to correspond to genuine Welschinger invariants of the quadric ellipsoid.
Tropical Welschinger invariants are also related to refined Severi degrees [GS13, Blo12, BG14,
IM13]. Still in the case s = 0, it would have been possible to define and compute analogous poly-
nomials interpolating between real and complex multiplicities of marked floor diagrams relative to
a conic. Unfortunately, no relations, even conjectural, are known yet between refined Severi degrees
and Welschinger invariants when s > 0. Since I was interested here in the computation of those latter
for any values of s and r, I chose not to develop the refined Severi degree aspect of my computations.
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