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Absztrakt. Napjainkban egyre to¨bb va´rosro´l ele´rheto˝ek olyan nagy felbonta´su´,
re´szletes (HD) te´rke´pek, melyeket a va´rosterveze´s e´s az egye´b okos va´ros kon-
cepcio´k mellet az o¨nja´ro´ ja´rmu˝vek is felhaszna´lhatnak to¨bbek ko¨zo¨tt naviga´cio´s
ce´lokra. Cikku¨nkben egy olyan 3D konvolu´cio´s neura´lis ha´lo´zat (CNN) alapu´
pontfeho˝ szegmenta´lo´ mo´dszert mutatunk be, amely egy mobil te´rke´pezo˝ rend-
szer (MLS) a´ltal ke´szı´tett su˝ru˝ pontfelho˝ pontjait 9 ku¨lo¨nbo¨zo˝ szemantikai oszta´lyba
sorolja be, ami ke´so˝bb re´szletes HD te´rke´pek alapja´ul szolga´lhat. Az aja´nlott
mo´dszer figyelembe veszi a va´rosi ko¨rnyezet nagyme´rte´ku˝ diverzita´sa´t, tova´bba´
megolda´st kı´na´l a va´ltozo´ pontsu˝ru˝se´g kezele´se´re e´s a nagysza´mu´ dinamikus ob-
jektummozga´sa´bo´l keletkezo˝ zaj kiszu˝re´se´re. Tova´bba´ egy valo´s ideju˝ lokaliza´cio´s
proble´ma´n keresztu¨l bemutatjuk a 3D CNN mo´dszer a´ltal elo˝a´llı´tott su˝ru˝, szeg-
menta´lt pontfelho˝ egy lehetse´ges alkalmaza´sa´t. A mo´dszer kie´rte´kele´se´t egy saja´t,
manua´lisan annota´lt MLS adatba´zison ve´geztu¨k el, tova´bba´ ha´rom, a szakiro-
dalomban fellelheto˝ referencia mo´dszerrel hasonlı´tottuk o¨ssze.
1. Bevezete´s
1
A valo´s ideju˝ kinematika´n alapulo´ GPS (RTK GPS) helymeghata´rozo´ rendszerek,
nagy pontossa´ggal ke´pesekmeghata´rozni egy objektum aktua´lis pozı´cio´ja´t e´s orienta´cio´ja´t,
azonban ezek az eszko¨zo¨k nagyon dra´ga´k, ı´gy csak ne´ha´ny specia´lis teru¨leten van
le´tjogosultsa´guk. Az a´ltala´nos GPS alapu´ helymeghata´rozo´ rendszerek, azonban nem
ele´g pontosak az o¨nja´ro´ ja´rmu˝vek precı´z lokaliza´cio´ja´hoz e´s naviga´la´sa´hoz, fo˝leg va´rosi
ko¨rnyezetben, ahol sokszor a nemmegfelelo˝ ero˝sse´gu˝ GPS jel miatt a pozı´ciona´la´si hiba
10 me´terne´l is nagyobb lehet. A ja´rmu˝ lokaliza´cio´ja´nak pontosı´ta´sa´ra egy lehetse´ges
megolda´s, ha a kezdeti GPS pozı´cio´ becsle´s uta´n az o¨nja´ro´ ja´rmu˝vek ta´volsa´g me´ro˝ (Li-
dar, sztereo´ kamera) szenzor adatait egy globa´lis geo-refera´lt, nagy felbonta´su´ te´rke´phez
regisztra´lni.
Az ido˝ szinkroniza´lt Lidar e´s naviga´cio´s szenzorokkal felszerelt mobil te´rke´pezo˝
rendszerek (MLS) ro¨vid ido˝ alatt ke´pesek nagy teru¨letek re´szletes digitaliza´la´sa´ra, vagyis
1 Amo´dszer az International Joint Conference on Neural Networks (IJCNN, 2017) angol nyelvu˝
nemzetko¨zi konferencia´n bemutatott munka´n alapszik, a kibo˝vı´tett eredme´nyek pedig bı´ra´lat
alatt vannak az IEEE Sensors folyo´iratban. A cikk a Kuba Attila Dı´jra pa´lya´zik.
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su˝ru˝, jellemzo˝ gazdag sokszor szı´ninforma´cio´t is tartlamazo´ pontfelho˝k elo˝a´llata´sa´ra
(1 a´bra), tova´bba´ az egyes 3D te´rbeli me´re´sek egy globa´lis koordina´tarendszerbe valo´
transzforma´la´sa´ra [1–3]. Az ı´gy ke´szu¨lt su˝ru˝ pontfelho˝ket felhaszna´lhatjuk re´szletes 3D
HD te´rke´pek elo˝a´llı´ta´sa´hoz, melyeket ku¨lo¨nbo¨zo˝ u´tfelo˝gyeleti e´s va´rosterveze´si felada-
tok mellett az o¨nja´ro´ ja´rmu˝vek lokaliza´cio´s e´s naviga´cio´s ce´lokra is felhaszna´lhatnak.
Azonban, ehhez szemantikusan cı´mke´zett pontfelho˝k (2 a´bra) szu¨kse´gesek, ami nagy
kihı´va´st jelent az automatikus cı´mke´zo˝ algoritmusok sza´ma´ra.
1. a´bra:MLS szenzor e´s az elo˝a´llı´tott nyers pontfelho˝
Az egyik legnagyobb kihı´va´st jelento˝ proble´ma azMLS pontfelho˝k automatikus fel-
dolgoza´sa´val kapcsolatban a sza´mos objektum mozga´sa a´ltal okozott fantom jelense´g
(3 a´bra). Mivel a te´rke´pezo˝ rendszer a 3D pontokat egy globa´lis koordina´tarendszerbe
transzforma´lja, ı´gy a platformmal egyideju˝leg mozgo´ objektumok (mozgo´ ja´rmu˝vek
e´s gyalogosok) egy fantom szeru˝ elnyu´lt, torzult struktu´rake´nt fognak megjelenni a
globa´lis pontfelho˝ben [4]. A fantom objektumok mellett az olyan dinamikus objek-
tumokat is fontos megjelo¨lni, amelyek a szkennele´s pillanata´ban nem mozogtak (a´llo´
gyalogosok, parkolo´ ja´rmu˝vek) [2], hiszen ezek sem re´szei a statikus ha´tte´r model-
nek, tova´bba´ jelenle´tu¨kkel gyalogos a´tkelo˝helyekre, ja´rda´kra e´s parkolo´ helyekre utal-
hatnak. Az oszlopszeru˝ objektumok (jelzo˝ ta´bla´k, fato¨rzsek, villanyoszlopok) [1] jo´
naviga´cio´s pontoknak tekintheto˝k, eze´rt fontos re´sze´t ke´pzik a statikus ha´tte´r te´rke´pnek.
A no¨ve´nyzet (bokrok, lombkorona) detekta´la´sa szinte´n szu¨kse´ges [3], mivel az e´v sora´n
dinamikusan va´ltozik a megjelene´su¨k e´s ezt a va´ltoza´sdetekcio´ algoritmusoknak fi-
gyelembe kell vennie.
A fent emlı´tett komplex, to¨bboszta´lyos szemantikus cı´mke´ze´s feladat megolda´sa´ra
egy 3D konvolu´cio´s neura´lis ha´lo´zat alapu´ meto´dust javasoltunk, amely a pontfelho˝
pontjait 9 szemantikai oszta´lyba sorolja. A bemutatott mo´dszert a SZTAKI CityMLS
adatba´zison teszteltu¨k.
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2. a´bra: A bemutatott 3D CNN alapu´ pontfelho˝ szegmenta´cio´s eredme´ny (az adatokat
a Budapest Ko¨zu´t Zrt. biztosı´totta).
2. Szakirodalomban fellelheto˝ mo´dszerek
A szakirodalomban sza´mos pontfelho˝ klasszifika´lo´ e´s szegmenta´lo´ mo´dszert publika´ltak,
azonban a legto¨bb nem fektet hangsu´lyt a nyersMLS adatbo´l to¨rte´no˝ HD te´rke´p genera´la´s
sora´n felle´po˝ gyakorlati proble´ma´kra, mint pl. a fantom objektumok elta´volı´ta´sa´ra. A
fantomok felismere´se jelento˝sen egyszeru˝so¨dik, ha minden egyes ponthoz hozza´ tudjuk
rendelni a szkenner aktua´lis pozı´cio´ja´t e´s egy relatı´v ido˝be´lyeget (ha´romla´bu´ a´lva´ny
alapu´ szkennele´s [5]), azonban a mi esetu¨nkben az MLS rendszer egy globa´lis ko-
ordina´tarendszerbe transzforma´lja a ro¨gzı´tett pontokat, ı´gy nem a´ll ilyen informa´cio´
a rendelkeze´su¨nkre.
A pont alapu´ felismero˝ mo´dszerek [6], [7] ku¨lo¨nfe´le statisztikai jellemzo˝ket nyernek
ki egy loka´lis pont szomsze´dsa´gbo´l, azonban ezek a mo´dszerek nem veszik figyelembe
a magasabb szintu˝ struktura´lis jellemzo˝ket [8], ami nagyban korla´tozza a fantomok
feilmere´se´t.
Sza´mos mo´dszer geometriai jellemzo˝k alapja´n lehetse´ges objektum jelo¨lteket nyer
ki a pontfelho˝bo˝l,majd az objektumokat alaki leı´ro´k vagyme´lytanulo´ ha´lo´zatok segı´tse´ge´vel
oszta´lyozza [9]. A mo´dszer elo˝nye, hogy gyors, viszont az oszta´lyoza´s mino˝se´ge nagy-
ban fu¨gg az objektumok pontos detekta´la´sa´to´l, ami nagy kihı´va´st jelent fo˝leg zajos pont-
felho˝k esete´n.
A szakirodalomban to¨bb voxel alpau´ szegmenta´cio´s mo´dszer [3, 10, 11] fellelheto˝,
ahol elo˝szo¨r egy szaba´lyos 3D voxel ra´csot illesztenek a pontfelho˝re, majd az egyes
voxeleket, ku¨lo¨nbo¨zo˝ jellemzo˝k kinyere´se uta´n szemantikus katego´ria´kba sorolja´k (u´t,
ja´rmu˝, oszlop szeru˝ objektum, no¨ve´nyzet, stb.). [12] elo˝re meghata´rozott jellemzo˝ket
nyer ki, majd egy SVM alapu´ mo´dszerrel oszta´lyozza a pontfelho˝ pontjait. [13] egy ran-
dom forest alapu´ oszta´lyzo´t mutat be, ami kovariancia, pont su˝ru˝se´g e´s struktura´lis in-
forma´cio´k alapja´n ke´pes va´ltozo´ su˝ru˝se´gu˝MLS adatokat szegmenta´lni. Ezenmo´dszerek
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(a) Fantom objektumokat tartalmazo´
nyers MLS pontfelho˝
(b) Fantom elta´volı´ta´s eredme´nye
3. a´bra: Fantom jelense´g e´s annak elta´volı´ta´sa a bemutatott 3D CNN mo´dszer fel-
haszna´la´sa´val.
egyik ha´tra´nya, hogy ha a felismerni kı´va´nt oszta´lyok sza´ma e´s komplexita´sa no¨vekszik,
u´gy egyre nagyobb kihı´va´s a megfelelo˝ jellemzo˝k manua´lis meghata´roza´sa.
Az uto´bbi e´vekben sze´lesko¨rben alkalmaznak me´lytanulo´ elja´ra´sokat pontfelho˝k
oszta´lyoza´sa´ra e´s szegmenta´la´sa´ra, ahol ke´t fo˝ ira´nyt ku¨lo¨nbo¨ztethetu¨nkmeg. Az elso˝ a
teljes szı´nte´rt haszna´lja, ı´gy globa´lis e´s magasabb szintu˝ informa´cio´kat is ki tud ny-
erni az adatokbo´l, azonban a tanı´ta´s sora´n felle´po˝ nagy memo´ria e´s GPU ı´ge´ny u´j
adatta´rola´si megolda´sokat ko¨vetel [14]. Ama´sik mo´dszer egy 3Dmozgo´ ablak segı´tse´ge´vel
loka´lis re´szekre bontja a teljes pontfelho˝t, ezzel cso¨kkentve a sza´mı´ta´si kapacita´st a
tanı´ta´s sora´n, azonban ı´gy csak az adott loka´lis informa´cio´kra ta´maszkodhat a mod-
ell. A Vote3Deep [10] mo´dszer egy fix me´retu˝ 3D voxel to¨mbke´nt kezel minden fe-
lismerendo˝ oszta´lyt, ami hate´konytalanna´ va´lhat, ha a felsimerendo˝ oszta´lyok sza´ma
e´s komplexita´sa nagy. [11] egy CNN alapu´ mo´dszer, ami loka´lis jellemzo˝k alapja´n
oszta´lyozza az egyes 3D voxel adatokat, azonban nem veszi sza´mı´ta´sba a pontsu˝ru˝se´get,
azonban a fantom objektumok felismere´se pontos su˝ru˝se´g modellt ige´nyel [7, 8].
[15] to¨bb ne´zetbo˝l (12) leprojekta´lja a pontfelho˝t egy 2D ke´psı´kra, majd egy 2D
CNNmodellt haszna´l a klasszifika´la´shoz. Ve´gu¨l a klasszifika´cio´ eredme´nye´t vissza pro-
jekta´lja a 3D pontfelho˝be.A to¨bbne´zetes projekta´la´st haszna´lo´ CNNmodellek hate´konyan
mu˝ko¨dnek szintetikus e´s olyan adatba´zisokon, ahol a pontfelho˝ 3D objektum model-
jei teljesek e´s keve´s zajt tartalmaznak, azonban a valo´s applika´cio´kna´l haszna´lt MLS
adatba´zisok sokszor csak re´szlegesen szkennelt objektumokat, tova´bba´ sok zajt e´s fan-
tom objektumot tartalmaznak.
A PointNet++ [16] egy hierarchikus neura´lis ha´lo´zat, amit pont alapu´ pontfelho˝
klasszifika´la´sa´ra fejlesztettek ki. A megfigyelt pont egy adott sugaru´ ko¨rnyezete´n belu¨l
ve´letlenszeru˝enmintave´telezi a pontokat (teha´t nem vesz figyelembe su˝ru˝se´g informa´cio´t),
majd a ha´lo´zat ezeken a loka´lisan kinyert pont halmazokon tanul. A modellt su˝ru˝r
e´s pontos szintetikus, belso˝ ko¨rnyezeteket tartalmazo´ adatba´zisokon tesztelte´k, RGB
szı´ninforma´cio´ felhaszna´la´sa´val.
3. MLS, TLS adatba´zisok elemze´se
Az elmu´lt e´vekben to¨bb va´rosi ko¨rnyezetben ke´szu¨lt, cı´mke´zett 3DMLS adatba´zist tet-
tek ko¨zze´: Oakland adatba´zis [17] (1.6M pont), Paris-rue-Madame (20M pont)
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4. a´bra: A Paris-rue-Madame, a TerraMobilita e´s a SZTAKI CityMLS
adatba´zis karakterisztika´ja´nak o¨sszehasonlı´ta´sa.
[18], IQmulus & TerraMobilita (12M pont) [19]. Azonban ezek az adatba´zisok
viszonylag keve´s cı´mke´zett pontot tartalmaznak, ami korla´tozza az adatige´nyes, tu´ltanula´sra
(overfit) hajlamos me´lytanulo´ elja´ra´sok alkalmazhato´sa´ga´t.
A Semantic3D.net [20] adatba´zis ugyan megfelelo˝ mennyise´gu˝ cı´mke´zett pontot
tartalmaz aka´r nagyobb modellek tanı´ta´sa´hoz e´s tesztele´se´hez, azonban az adatokat egy
staikus fo¨ldi le´zerszkennerel (TLS) ro¨gzı´tette´k, ami pontosabb e´s egy adott teru¨leten
belu¨l sokkal su˝ru˝bb pontfelho˝t a´llı´t elo˝, mint az MLS szenzorok. Azonban, ahogy az 5
a´bra´n la´tszik, egy me´re´si pozı´cio´bo´l, TLS szenzor a´ltal ro¨gzı´tett pontfelho˝ su˝ru˝se´ge gy-
orsan cso¨kken a szenzorto´l valo´ ta´volsa´g fu¨ggve´nye´ben, ellenben ugyanazon a teru¨leten
ro¨gzı´tett MLS pontfelho˝ su˝ru˝se´ge egyenletes. Tova´bba´, egy TLS szenzorral to¨bb me´re´si
pozı´cio´bo´l ro¨gzı´tett pontfelho˝ su˝ru˝se´ge sokszor nagyon va´ltozo´, mert a szenzort kezelo˝
opera´torok gyakran egyenletlen ido˝ko¨zo¨k mellett, tettszo˝leges szkennele´si u´tvonalat
ja´rnak be, eze´rt gyakran egyazon TLS szenzorral ro¨gzı´tett adatba´zisok karakterisztika´ja
is jelento˝s elte´re´seket mutat. Ko¨vetkeze´ske´ppen, a me´lytanulo´ e´s egye´b jellemzo˝ kinyero˝
alapu´ elja´ra´soknak sza´mos gyakorlati nehe´zse´ggel kell szembene´zniu¨kTLS adatba´zisok
esete´n.
Napjainkban azMLS pontfelho˝k cı´mke´ze´se e´s feldolgoza´sa releva´ns kutata´si teru¨let,
amit nagy ipari e´rdeklo˝de´s o¨vez. AzMLS platformot egy mozgo´ ja´rmu˝ teteje´re ro¨gzı´tik,
majd 30-50 kmh-a´s (va´rosi ko¨rnyezetben) a´tlagsebesse´g mellett, pontos, ko¨zel egyen-
letes su˝ru˝se´gu˝ pontfelho˝t a´llı´t elo˝. Azonban a TLS adatfeldolgoza´ssal ellente´tben itt
nincs egye´rtelmu˝ leheto˝se´g a mozga´sbo´l sza´rmazo´ fantom objektumok elta´volı´ta´sa´ra.
Cikku¨nkben bemutatunk egy manua´lis cı´mke´ze´ssel le´trehozott adatba´zist, melyet
egy Riegl VMX-450mobil te´rke´pezo˝ rendszer a´ltal ke´szı´tett nyers pontfelho˝ adatba´zisbo´l
hoztunk le´tre, amit a Budapest Ko¨zu´t Zrt biztosı´tott. Az u´j SZTAKI CityMLS adatba´zis
ko¨ru¨lbelu¨l 327millio´ manua´lisan cı´mke´zett pontot tartalmaz ku¨lo¨nbo¨zo˝ va´rosi helyszı´nekro˝l,
u´gy mint f}o utak keve´s e´s nagy forgalommal, u´tkeresztez}ode´sek,parkok e´s
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ja´rda´k. Az adatba´zisban sza´mos ku¨lo¨nbo¨zo˝ tı´pusu´ objektum (auto´, busz,villamos,
gyalogos,kere´kpa´r,va´rosi no¨ve´nyzet e´s utcai objektum (jelz}ola´mpa,
oszlop, buszmega´llo´, kuka, stb.)) tala´lhato´.
5. a´bra: Pont su˝ru˝se´g va´ltoza´sa a szenzorto´l valo´ ta´volsa´g fu¨ggve´nye´ben egy TLS ref-
erencia ponthoz ke´pest. (Riegl VMX-450 MLS e´s Riegl VZ-400 TLS szenzor)
Ahogy az 4 a´bra mutatja, a SZTAKI-CityMLS adatba´zis karakterisztika´ja nagy-
ban ku¨lo¨nbo¨zik a TerraMobilita e´s Paris-rue-Madam adatba´zisoke´to´l. Haba´r
a Paris-rue-Madame adatba´zis tartalmazza a legsu˝ru˝bb pontfelho˝ket, azonban a
Velodyne tı´pusu´ forgo´ sugaras lidarok regisztra´cio´s nehe´zse´geimiatt a pontfelho˝k nagyon
zajosak. A TerraMobilita adatba´zis egy 2D sı´k le´zer szkennerel ke´szu¨lt, ami a
szkenner platform sebesse´ge´nek a fu¨ggve´nye´ben sok esetben tu´l ritka´s pontfelho˝ket
eredme´nyez, ı´gy a kisebb terepta´rgyak gyakran csak ne´ha´ny vonalke´nt jelennek meg a
pontfelho˝ben.A Riegl VMX-450 te´rke´pezo˝ rendszer viszont kifejezetten va´rosi ko¨rnyezet
digitaliza´sa´sa´ra kifejlesztett eszko¨z, ami ipari mino˝se´gu˝, su˝ru˝, nagy pontossa´gu´ e´s ho-
moge´n pontfelho˝t ke´pes elo˝a´llı´tani.Mindezek az u´jSZTAKI-CityMLS-t egy releva´ns,
ipari mino˝se´gu˝ adatba´zissa´ teszik.
4. 3D CNN alapu´ pontfelho˝ cı´mke´ze´s
Cikku¨nkben egy u´j 3D CNN alapu´ szegmenta´cio´s mo´dszert aja´nlunk, ami nagy men-
nyise´gu˝ fantom objektumokozta zaj mellett hate´konyan ke´pes forgalmas va´rosi ko¨rnyezetben
ke´szu¨lt su˝ru˝ MLS pontfelho˝k cı´mke´ze´se´re. A bemutatott mo´dszer egy kora´bbi [4], kife-
jezetten fantomok elta´volı´ta´sa´ra fo´kusza´lo´ modellu¨nko¨n alapul, amit jelen munka´ban
egy kilenc oszta´lyos szemantikus cı´mke´zo˝ elja´ra´ssa´ bo˝vı´tettu¨nk: fantom, villamos/busz,
gyalogos, auto´, no¨ve´nyzet, oszlop, utcai objektum, talaj e´s e´pu¨let.
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Az egyes tanı´to´ minta´kat egy 3D voxel to¨mbke´nt reprezenta´ljuk, de amı´g a kora´bbi
[4] mo´dszerne´l minden egyes voxel az adott voxelbe eso˝ 3D pontok sza´ma´t tartalmazta,
addig a jelenlegi munka´ban kiege´szı´tettu¨k ezt az informa´cio´t egy ma´sodik csatorna´val,
ahol elta´roljuk a loka´lis tanı´to´ minta´k globa´lis magassa´ga´t a teljes pontfelho˝ho¨z vis-
zonyı´tva. A sza´mı´ta´si kapacita´s e´s memo´ria ige´nymine´l alacsonyabban tarta´sa e´rdeke´ben
egy ritka´s voxel struktu´ra segı´tse´ge´vel kezelju¨k a pontfelho˝t, elkeru¨lve ezzel a feleslegel
u¨res voxelek le´trehoza´sa´t.
6. a´bra: A bemutatott 3D CNN a ko¨vetkezo˝ elemekbo˝l e´pu¨l fel: 3D konvolu´cio´s
re´teg, max-pooling e´s dropout re´teg. A ha´lo´zat bemenete K × K × K me´retu˝ voxel
(K = 23) tanı´to´minta´k, egy pontsu˝ru˝se´g e´s egy globa´lis magassa´g csatorna´val. A
ha´lo´zat kimenete egy ege´sz sza´m a L = 0..8 halmazbo´l.
4.1. Adat model
A tanı´to´minta´k kinyere´se´hez elso˝ le´pe´sben fele´pı´tu¨nk egy ritka´s λ = 0.1m felbonta´su´
voxel struktu´ra´t a pontfelho˝ alapja´n, majd minden egyes voxelhez egy cı´mke´nt ren-
delu¨nk az L halmazbo´l, az adott voxelbe eso˝ pontok oszta´lya´t figyelembe ve´ve. A
ko¨vetkezo˝ le´pe´sben ke´t jellemzo˝t rendelu¨nk minden voxelhez: pont su˝ru˝se´g, azaz az
adott voxelbe eso˝ pontok sza´ma e´s a voxelbe eso˝ pontok a´tlag magassa´ga.
A tanı´ta´shoz haszna´lt bemenet egy K ×K ×K me´retu˝ voxel szomsze´dsa´g (K =
23), ahol minden voxelhez egy magassa´g e´s egy su˝ru˝se´g jellemzo˝ van rendelve (ke´t
csatorna). A tanı´to´ minta oszta´lya´t aK ×K ×K me´retu˝ minta ko¨ze´spo˝ voxele´hez ren-
delt oszta´ly hata´rozza meg. A bemutatott 3D CNN mo´dszer minden egyesK ×K ×K
me´retu˝ minta´t egyese´vel oszta´lyoz, azaz mindig csak egy loka´lis re´sze´t la´tja a tel-
jes pontfelho˝nek. Azonban a minta´khoz rendelt globa´lis magassa´g informa´cio´ alapja´n
a model informa´cio´t kap az egyes minta´k globa´lis vertika´lis pozı´cio´ja´ro´l, ami segı´t
elku¨lo¨nı´teni az egyes oszta´lyokat.
Az 7 a´bra demonstra´lja a pontfelho˝bo˝l kinyert ku¨lo¨nbo¨zo˝ tı´pusu´ tanı´to´ minta´kat,
ahol a vo¨ro¨s jelo¨lo˝ a ko¨ze´pso˝ voxelt szemle´lteti, ami alapja´n a minta cı´mke´zve lett.
Mivel a tanı´to´ minta me´rete K · λ ele´g nagy (2.3m) eze´rt sokszor to¨bbfajta objek-
tum tı´pust tartalmaz: pl. az 7(b) a´bra´n la´thato´, hogy a minta fantom e´s talaj pontfelho˝
szegmenst is tartalmaz. Ez leheto˝ve´ teszi, hogy a ha´lo´zat a tanı´ta´s sora´n kontextua´lis
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(a) Parkolo´ auto´ (b) Fantom (mozgo´ auto´) (c) Villamos
(d) Gyalogos (e) No¨ve´nyzet
7. a´bra: A pontfelho˝bo˝l kinyert ku¨lo¨nbo¨zo˝ tanı´to´ minta´k. Minden minta K × K ×
K voxelt (K = 23) tartalmaz, ahol a ko¨ze´pso˝ voxel (vo¨ro¨s szı´n) definia´lja a minta
oszta´lya´t.
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informa´cio´t is kinyerhessen, tova´bba´ a tanı´to´ minta´k megjelene´se´ben is nagy varia´cio´t
eredme´nyez.
4.2. 3D CNN architektu´ra
A bemutatott 3D CNN modell egy end-to-end mo´dszer, ami ke´t fo˝ re´szbo˝l a´ll: jellemo˝k
kinyere´se (konvolu´cio´s, max-pooling e´s dropout re´tegek o¨sszesse´ge), majd az adott
jellemzo˝k alapja´n a modell tanula´sa (teljesen o¨szeko¨to¨tt re´tegek). Mivel a tanı´to´ minta´k
me´rete ((23 × 23 × 23)) e´s a lehetse´ges oszta´lyok sza´ma (9) viszonylag kicsi, eze´rt a
jo´l ismert LeNet-5 [21] struktu´ra´hoz hasonlo´an hoztuk le´tre a ha´lo´zatot: a 2D re´tegeket
kicsere´ltu¨k a megfelelo˝ 3D re´tegekre, egy plusz konvolu´cio´s re´teget adtunk a ha´lo´zathoz,
tova´bba´ regulariza´cio´s ce´lbo´l dropout mo´dszert alkalmaztunk 6 a´bra. A konvolu´cio´s
re´tegeket 3 × 3 × 3 me´retu˝ konvolu´cio´s kernellel e´s Rectified Linear Unit (ReLu) ak-
tiva´cio´s fu¨ggve´nnyel definia´ltuk tova´bba´ az egyma´st ko¨veto˝ ha´rom konvolu´cio´s re´teg
sorba 8, 16 e´s 32 filtert tartlamaz. A ha´lo´zat kimenete´t Softmax fu¨ggve´nnyel aktiva´ltuk
e´s hogy elkeru¨lju¨k a tu´ltanula´st a dropout regulariza´cio´s technika´val minden egyes
itera´cio´na´l ve´letlenszeru˝en deaktiva´ljuk a su´lyok 30%-a´t. A ha´lo´zat optimaliza´la´sa´hoz
a Stochastic Gradient Descent (SGD) algoritmust haszna´ltuk e´s a valida´cio´s pontossa´g
alapja´n va´ltoztatjuk a tanula´si ra´ta´t.
Mivel az egyesminta´k szomsze´dsa´ga nagy a´tfede´st mutat, eze´rt a predikcio´ eredme´nye
egy simı´tott 3D cı´mke´zet te´rke´p lesz, ami leheto˝ve´ teszi objektumok kinyere´se´t a sze-
mantikailag o¨sszefu¨ggo˝ voxelek alapja´n (ld. 2 e´s 9 a´bra).
5. Kie´rte´kele´s
5.1. Manua´lis pontfelho˝ cı´mke´ze´s e´s tanı´ta´s
3D pontfelho˝ alapu´ me´lytanulo´ elja´ra´sok tanı´ta´sa´hoz alapveto˝ le´pe´s nagy me´retu˝ MLS
pontfelh adatba´zisok cı´mke´ze´se. Eze´rt le´trehoztunk egy felhaszna´lo´ bara´t pontfelho˝
cı´mke´zo˝ alkalmaza´st, ami leheto˝ve´ teszi a felhaszna´lo´nak, hogy gyorsan nagy pon-
tossa´g mellet tetszo˝leges forma´ju´ 3D ponthalmazokat cı´mke´zhessen.
A felhaszna´lo´ egy te´glalap alaku´ teru¨letet tud megjelo¨lni a 2D ke´pernyo˝ sı´kon,
ami az aktua´lis kamera ne´zo˝ponttal egy gu´la´t definia´l a 3D koordina´tarendszerben.
A pontfelho˝ azon pontjait amelyek a gu´la belseje´be esnek hozza´adjuk az aktua´lis ki-
jelo¨le´shez vagy e´ppen to¨ro¨lju¨k, atto´l fu¨ggo˝en, hogy milyen mu˝veletet hajtunk ve´gre.
Sza´mos gu´la kombina´cio´ja´bo´l tetszo˝leges forma´ju´ objektumot lehet definia´lni, majd
a kijelo¨lt pontokhoz egy cı´mke´t rendelhetu¨nk. Az alkalmaza´ssal ko¨zel 327M pontot
cı´mke´ztu¨nk fel az emlı´tett kilenc oszta´ly felhaszna´la´sa´val, ami nagyja´bo´l 30.000 m2
teru¨letnek felel meg to¨bb mint 50m szintemelkede´ssel. A cı´mke´ze´s eredme´nyeke´nt egy
u´j MLS adatba´zist (SZTAKI CityMLS) hoztunk le´tre.
A ko¨vetkezo˝ le´pe´sben tanı´ta´s, valida´cio´ e´s tesztele´s ce´lja´bo´l ha´rom, egyma´ssal nem
a´tfedo˝ re´szre osztottuk a cı´mke´zett adatba´zist. A tanı´ta´shoz mind a kilenc oszta´lybo´l
ve´letlenszeru˝en kiva´lasztottunk 100.000 voxelt e´s a bemutatott mo´don kinyertu¨k azok
K ×K ×K me´retu˝ szomsze´dsa´ga´t a megfelelo˝ su˝ru˝se´g e´s magassa´g csatorna´kkal. A
tanı´ta´shoz ı´gy o¨sszesen 900.000 minta´t haszna´ltunk fel. A tanı´ta´s folyamata sora´n egy
10 Nagy Bala´zs e´s Benedek Csaba
180.000 me´retu˝ (oszta´lyonke´nt 20000) valida´cio´s halmazon optimaliza´ltuk a modell
parame´tereit, ahol minden valida´cio´s minta´t egy a tanı´to´ halmazto´l fu¨ggetlen teru¨letro˝l
va´lasztottunk.
A modell kvantitatı´v kie´rte´kele´se´t egy a tanı´to´ e´s a valida´cio´s halmazto´l teljesen
fu¨ggetlen, ke´t millio´ teszt minta´t tartalmazo´ halmazon ve´geztu¨k.
5.2. Tesztele´s e´s o¨sszehasonlı´ta´s
A bemutatott mo´dszert ha´rom referencia algoritmussal hasonlı´tottuk o¨ssze. Az elso˝
egy 3D CNN alapu´ mo´dszer (OG-CNN) [11], ami a bemutatott mo´dszerhez hasonlo´an
loka´lis voxel szomsze´dsa´got haszna´l a tanı´ta´shoz, azonban nem haszna´l su˝ru˝se´g in-
forma´cio´t, csak egy egyszeru˝ foglaltsa´gi voxel ra´csot, tova´bba´ a globa´lis magassa´got
sem veszi sza´mı´ta´sba. [15] to¨bb ne´zo˝pontpo´l egy 2D ke´psı´kra projekta´lja a 3D pon-
tokat, majd egy 2D CNN modelt haszna´l a tanı´ta´shoz. A harmadik mo´dszer egy sokat
hivatkozott pontfelho˝ klasszifika´lo´ mo´dszer: PointNet++ [16].
A 9 a´bra´n egy kvalitatı´v o¨sszehasonlı´ta´s la´thato´ a manua´lisan cı´mke´zett, az OG-
CNN, a to¨bbne´zetes 2D CNN, e´s a PointNet++ referencia mo´dszerek, tova´bba´ a be-
mutatott C2CNN modell ko¨zo¨tt. Az 1 ta´bla´zat egy kvantitatı´v o¨sszehasonlı´ta´st tartal-
maz a referencia e´s a bemutatott mo´dszerek ko¨zo¨tt, ahol minden egyes oszta´ly esete´n
voxel szintu˝ precision (Pr), recall (Rc) e´s F-e´rte´k (F-r) me´ro˝sza´mokkal me´rtu¨k a mod-
ellek teljesı´tme´nye´t. Az 1 ta´bla´zat nem tartalmazza az e´pu¨let e´s talajminta´khoz tartozo´
me´ro˝sza´mokat, mert ezen oszta´lyokat a bemutatott C2CNN modell nagyon hate´konyan
ke´pesmegtanulni (98% pontosa´ggal) e´s ez a modell kie´rte´kele´se´ne´l nagyban befolya´solna´
a ve´gso˝ eredme´nyt.
A teszt eredme´nyek azt mutatja´k, hogy a bemutatott C2CNNmo´dszerminden oszta´lyt
nagyobbmint 83%-os F-e´rte´kel ke´pes felsimerni. A precision e´s a recall e´rte´kek minden
oszta´ly esete´n ele´g hasonlo´ak, teha´t a hamis negatı´v e´s a hamis pozitı´v tala´latok ko¨zel
kiegyenlı´tettek. A ha´lo´zat a nagy sı´kfelu¨letekkel rendelkezo˝ villamos/busz katego´ria´t
e´s a no¨ve´nyzetet, ami egy rendezetlen pont halmazke´nt, tipikus magassa´g e´rte´kekkel (a
bokrok az utca szinten, mı´g a lombkorona magasabb re´gio´kban) jelenik meg detekta´lja
a legnagyobb pontossa´ggal. Mindazona´ltal, a nagyobb struktura´lis varia´cio´t tartalmazo´
oszta´lyokat (fantomok, gyalogosok, e´s auto´k) is ko¨zel 85-87%F-e´rte´k mellett detekta´lja
a modell.
Mind a ha´rom referencia mo´dszer teljesı´tme´nye alulmarad a bemutatott mo´dszerrel
szemben: az OG-CNN 14.8%-al, a 2D CNN 17.4%-al, mı´g a PointNet++ 3.8%-al. A
referencia mo´dszerek a fantomok felismere´se´ne´l teljesı´tenek a legroszabbul, mivel a
me´ro˝ platform e´s az objektumok va´ltozo´ mozga´sa miatt a fantom objektumok nagy
struktura´lis diverzita´ssal e´s va´ltozo´ pontsu˝ru˝se´ggel rendelkeznek. Azonban a szakiro-
dalomban fellelheto˝ mo´dszerek u´gy mint a referencia mo´dszerek is fo˝leg szintetikus
adatba´zisokra lettek kifejlesztve, ı´gy nem vesznek figyelembe olyan te´nyezo˝ket mint a
me´re´sbo˝l ado´do´ va´ltozo´ pontsu˝ru˝se´g. A parkolo´ auto´k esete´n a felismere´si ra´ta (re-
call) minden mo´dszer esete´n ele´g magas, azonban a referencia mo´dszerek gyakran
o¨sszekeverik o˝ket a fantomokkal eze´rt a precision e´rte´k alacsonyabb. Mivel az OG-
CNN nem veszi figyelembe a globa´lis magassa´g e´rte´keket e´s csak loka´lis e´rte´kekre
ta´maszkodik, eze´rt gyakran a lombkorona szinten is detekta´l gyalogosokat,mı´g a bemu-
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tatott C2CNN model a globa´lis magassa´g informa´cio´t felhaszna´lva kiku¨szo¨bo¨li ezeket
az eseteket.
Az aja´nlott C2CNNmo´dszert teszteltu¨k a ritka´bb pontfelho˝ket tartalmazo´ TerraMo-
bilita [19] adatba´zison is, a szegmenta´la´s kvalitatı´v eredme´nye a 8 a´bra´n la´thato´. A
tesztek megmutatta´k, hogy a model adapta´lhato´ a ritka´sabb adatra, azonban maga az
adatba´zis tu´l keve´s cı´mke´zett adatot tartalmaz me´lytanulo´ modellek pontos tanı´ta´sa´hoz.
A Paris-rue-Madame [18] adatba´zis esete´n is hasonlo´ eredme´nyeket e´rtu¨nk el, azonban
a Semantic3D.net [20] adatba´zis esete´n, ahol a statikus TLS adat ro¨gzı´te´si technika´nak
ko¨szo¨nheto˝en drasztikus pontsu˝ru˝se´g ku¨lo¨nbse´geket tala´lunk, a bemutatott modell alul-
teljesı´tett.
8. a´bra: Teszt eredme´nyek a TerraMobilita adatba´zison.
5.3. Ja´rmu˝ lokaliza´cio´ esettanulma´ny szemantikailag cı´mke´zett MLS adatok
alapja´n
Ebben a fejezetben egy lehetse´ges felhaszna´la´si leheto˝se´ge´t mutatjuk be a C2CNN
mo´dszer a´ltal szegmenta´lt pontfelho˝knek egy automotı´v alkalmaza´son keresztu¨l. A fe-
ladat egy o¨nja´ro˝ ja´rmu˝ valo´s ideju˝ lokaliza´cio´ja´nak e´s orienta´cio´ja´nak meghata´roza´sa
a szegmenta´lt MLS pontfelho˝ e´s az o¨nja´rmu˝ auto´ Velodnyne tı´pusu´ [22] forgo´sugaras
szenzora (RMB) a´ltal e´rze´kelt pontfelho˝ felhaszna´la´sa´val. Tapasztalataink szerint va´rosi
ko¨rnyezetben, mint pl. Budapest belva´rosa egy a´ltala´nos forgalomban ele´rheto˝ GPS
pontossa´ga a´tlagosan 1 e´s 10 m ko¨zo¨tt ingadozik. Aze´rt, hogy kiku¨szo¨bo¨lju¨k a GPS
pontatlansa´ga´bo´l ado´do´ poziciona´la´si hiba´t, egy objektum alapu´ lokaliza´cio´s mo´dszert
vezettu¨nk be [23, 24], ami robosztusan ke´pes egy su˝ru˝ MLS pontfelho˝t e´s egy ritka´s
RMB Lidar a´ltal ro¨gzı´tett pontfelho˝t egy koordina´tarendszerbe transzforma´lni. Elso˝
le´pe´sben egy 2D ra´csot illesztu¨nk a vı´zszintes sı´kra e´s a pontfelho˝ 3D pontjait a megfelelo˝
2D cella´khoz rendelju¨k, majd egy adaptı´v o¨sszefu¨ggo˝ komponens kereso˝ algoritmus
alapja´n [22] objektumokat nyeru¨nk ki mind az RMB mind az MLS pontfelho˝bo˝l. A
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9. a´bra: A ha´rom referencia ((c) OG-CNN, (d) 2D CNN e´s (e) PointNet++) e´s a bemu-
tatott (f) C2CNN mo´dszer szegmenta´cio´s eredme´nye´nek a kvalitatı´v o¨sszehasonlı´ta´sa,
egy azon te´rre´szen belu¨l. A (b) a´bra a valida´cio´hoz szu¨kse´ges manua´lisan cı´mke´zet
adatot mutatja.
regisztra´cio´s algoritmus fo˝ le´pe´se egy gyors objektum alapu´ transzforma´cio´ becsle´s
[23] a ke´t pontfelho˝bo˝l kinyert objektum halmaz alapja´n. Az Iterative Closest Point
(ICP) e´s a Normal Distributions Transform (NDT) [24] pontszintu˝ regisztra´cio´s al-
goritmusokkal ellente´tben a bemutatott mo´dszer [23] valo´s ido˝ben mu˝ko¨dik, tova´bba´
tetszo˝leges kezdeti transzla´cio´s e´s rota´cio´s hiba´t ke´pes kezelni a ke´t pontfelho˝ ko¨zo¨tt.
Azonban a bemutatott regisztra´cio´s meto´dus azt felte´telezi, hogy az MLS pont-
felho˝bo˝l kinyert objektumok nagy re´sze statikus, a´llando´ (jelzo˝la´mpa´k, fato¨rzsek, buszmega´llo´k,
stb.) ta´je´kozo´da´si pont, mı´g a fantom e´s mozgo´ objektumok zajke´nt jelennek meg a
transzforma´cio´ becsle´s szempontja´bo´l. Nyı´lva´nvalo´an, mine´l to¨bb fantom objektum
tala´lhato´ a kinyert objektumok ko¨zo¨tt, anna´l nagyobbme´rte´kben befolya´solja´k a transz-
forma´cio´ pontossa´ga´t, hiszen ahelyett, hogy az algoritmus a megfelelo˝ statikusMLS ob-
jektumhoz rendelne´ az RMB Lidar objektumait sokszor egy fantom objektumhoz ren-
deli, ami nagyban befolya´solja a globa´lis transzforma´cio´ eredme´nye´t. Ebbo˝l kifolyo´lag,
a fantom e´s egye´b mozgo´ objektumok detekta´la´sa az MLS adatokon kritikus le´pe´s a
regisztra´cio´s algoritmus szempontja´bo´l.
Az 10 a´bra demonstra´lja a regisztra´cio´s algoritmus teljesı´tme´nye´t az eredeti fantom
objektumokat is tartalmazo´ MLS pontfelho˝ e´s a C2CNN mo´dszerrel megtisztı´tott pont-
felho˝ felhaszna´la´sa´val. Az a´bra´n a RMB Lidar a´ltal ro¨gzı´tett pontfelho˝ vo¨ro¨s, mı´g a
fantom objektumok ke´k illetve lila szı´nnel jelennek meg. A marade´k szı´nek a C2CNN
mo´dszerrel cı´mke´zett pontfelho˝t jelenı´tik meg. A felso˝ sor a kezdeti GPS transzforma´cio´
uta´ni hiba´t mutatja, ami jelen esetben 7 me´ter 8.5 fokos rota´cio´s hiba´val kiege´szu¨lve.
Az 10(a) a´bra´n a fantom objektumokat tartalmazo´ nyers MLS pontfelho˝t haszna´ljuk
referencia te´rke´pke´nt, az 10(c) a´bra pedig a regisztra´cio´ eredme´nye´t mutatja be. Azon-
ban ha megtisztı´tjuk a pontfelho˝t (10(b) a´bra), akkor a regisztra´cio´s sokkal pontosabb
(10(d) a´bra).
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1. ta´bla´zat: A C2CNN mo´dszer kvantitatı´v kie´rte´kele´se a kihı´va´st jelento˝ oszta´lyokra
fo´kusza´lva, tova´bba´ a referencia mo´dszerekkel valo´ kvantitatı´v kie´rte´kele´s [11], [15]
and [16].
Oszta´ly
OG-CNN [11] 2D CNN[15] PointNet++ [16] C2CNN
Pr % Rc % F-r % Pr % Rc % F-r % Pr % Rc % F-r % Pr % Rc % F-r %
Fantom 85.3 34.7 49.3 76.5 45.3 56.9 82.3 76.5 79.3 84.3 85.9 85.1
Gyalogos 61.2 82.4 70.2 57.2 66.8 61.6 86.1 81.2 83.6 85.2 85.3 85.2
Auto´ 56.4 89.5 69.2 60.2 73.3 66.1 80.6 92.7 86.2 86.4 88.7 87.5
No¨ve´nyzet 72.4 83.4 77.5 71.7 78.4 74.9 91.4 89.7 90.5 98.2 95.5 96.8
Oszlop 88.6 74.3 80.8 83.4 76.8 80.0 83.4 93.6 88.2 86.5 89.2 87.8
Vilmos/Busz 91.4 81.6 86.2 85.7 83.2 84.4 83.1 89.7 86.3 89.5 96.9 93.0
Utcai objektum 72.1 82.4 76.9 57.2 89.3 69.7 84.8 82.9 83.8 88.8 78.8 83.5
O¨sszesı´te´s 76.9 74.2 75.5 72.5 73.4 72.9 85.6 87.5 86.5 90.4 90.2 90.3
A voxel szintu˝ precision (Pr), recall (Rc) e´s F-e´rte´k (F-r) %-os forma´ban van feltu¨ntetve.
Az RMB Lidar e´s az MLS pontfelho˝k ko¨zo¨tt ha´rom ku¨lo¨nbo¨zo˝ konfigura´cio´val fut-
tattuk a [23] regisztra´cio´s algoritmust: (i) nyersMLS pontfelho˝, (ii) C2CNNmo´dszerrel
megtisztı´tott pontfelho˝ e´s (iii) manua´lisan cı´mke´zettMLS adat. A kvantitatı´v eredme´nyeket
a 2 ta´bla´zat tartalmazza, ahol o¨t ku¨lo¨nbo¨zo˝ tesztesetet ku¨lo¨nı´tettu¨nk el a regisztra´cio´
szempontja´bo´l: fo˝u´t, melle´k utca, u´tkeresztezo˝de´s, tova´bba´ keve´s illetve sok fantomot
tartalmazo´ re´gio´. A ta´bla´zat a regisztra´cio´ uta´ni hiba´t mutatja az o¨sszetartozo´ objek-
tumok a´tlagos ta´volsa´ga e´s rota´cio´s ku¨lo¨nbse´ge alapja´n. La´thato´, hogy a C2CNNmo´dszerrel
szegmenta´lt MLS te´rke´p felhaszna´la´sa´val ko¨zel azt az eredme´nyt e´rju¨k el, mintha a fan-
tom mentes manua´lis adatot haszna´ltuk volna referencia te´rke´pke´nt, azonban a nyers
MLS pontfelho˝ esete´n a regisztra´cio´ uta´n is jelento˝s hiba marad.
2. ta´bla´zat: A bemutatott pontfelho˝ regisztra´cio´s mo´dszer [23] kvantitatı´v kie´rte´kele´se
a manua´lisan cı´mke´zett MLS pontfelho˝, a C2CNN mo´dszerrel cı´mke´zett pontfelho˝, e´s
az eredeti nyers szemantikus informa´cio´ ne´lku¨li pontfelho˝ alapja´n.
Adat
Nyers MLS pontfelho˝ C2CNN Manua´lisan cı´mke´zett adat
s [m] rot [deg] s [m] rot [deg] s [m] rot [deg]
Fo˝ u´t 1.74 3.92 0.37 1.19 0.26 0.97
Melle´k utca 1.37 2.38 0.29 0.83 0.18 0.78
U´tkeresztezo˝de´s 2.42 4.02 0.45 1.33 0.29 0.89
Helyszı´n sok fantommal 0.93 1.60 0.26 0.87 0.21 0.77
Helyszı´n keve´s fantommal 2.14 3.53 0.48 1.37 0.28 0.95
O¨sszesı´te´s 1.72 3.09 0.37 1.18 0.24 0.87
A regisztra´cio´ uta´ni eltola´s hiba me´terben, mı´g a rota´cio´s hiba fokban adott.
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(a) GPS alapu´ kezdeti o¨sszeilleszte´s di-
namikus objektumokkal
(b) GPS alapu´ kezdeti o¨sszeilleszte´s di-
namikus objektumok ne´lku¨l
(c) Objektum alapu´ [23] regisztra´cio´s
mo´dszerer eredme´nye dinamikus ob-
jektumokkal
(d) Objektum alapu´ [23] regisztra´cio´s
mo´dszerer eredme´nye dinamikus ob-
jektumok ne´lku¨l
10. a´bra: A dinamikus objektumoknak nagy hata´sa van a regisztra´cio´s folya-
mat eredme´nye´re, mert helytelenu¨l ero˝sı´tik a nem megfelelo˝ transzforma´cio´k
valo´szı´nu˝se´ge´t, teha´t a dinamikus (fantom) objektumok ne´lku¨li te´rke´p haszna´lata ro-
bosztusabba´ e´s pontosabba´ teszi a regisztra´cio´ eredme´nye´t. A vo¨ro¨s szı´nu˝ pontok az
o¨nja´ro´ ja´rmu˝ a´ltal e´rze´kelt pontfelho˝, a ke´k e´s a lila szı´nek a dinamikus objektumokat
reprezenta´lja´k, mı´g a to¨bbi szı´n a C2CNN a´ltal szegmenta´lt te´rke´pet demonstra´lja.
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5.4. Implementa´cio´s ke´rde´sek e´s futa´si ido˝
AC2CNNmodellt a Keras e´s a Tensorflow keretrendszerekkel implementa´ltuk.A C2CNN
modell tanı´ta´sa (ko¨zel 36 o´ra) a SZTAKI CityMLS adatba´zison to¨rte´nt egyNvidia Geforce
GTX 1080 GPU segı´tse´ge´vel. Egy 23× 23× 23me´retu˝ minta predikcio´ja´hoz kevesebb
mint 10−4 ma´sodpercre van szu¨kse´g, ı´gy egy ko¨ru¨lbelu¨l 60m × 110m me´retu˝ teru¨let
szegmenta´la´sa nagyja´bo´l 3 percbe keru¨l.
6. Konklu´zio´
Cikku¨nkben bemutattunk egy ke´t csatorna´s 3D CNN alapu´ mo´dszert nagyme´retu˝ MLS
pontfelho˝k kilenc oszta´lyba to¨rte´no˝ szegmenta´la´sa´ra, ami ke´so˝bb alapja lehet pontos,
nagy felbonta´su´ 3D HD te´rke´pek le´trehoza´sa´hoz. Va´ltozatos, valo´s va´sos ko¨rnyezetben
teszteltu¨k a modellt e´s ha´rom referencia modellel hasonlı´tottuk o¨ssze, tova´bba´ bemu-
tattunk egy lehetse´ges alkalmaza´sa´t a szegmenta´lt te´rke´pnek.
7. Ko¨szo¨netnyilva´nı´ta´s
A szerzo˝k ko¨szo¨netet mondanak a Budapest Ko¨zu´t Zrt.-nek a Riegl VMX-450 MLS
tesztadatok biztosı´ta´sa´e´rt. A projektet a Nemzeti Kutata´si, Fejleszte´si e´s Innova´cio´s
Alap (NKFIHKH-125681) e´s az Emberi Eroforra´s Fejleszte´si Operatı´v Program (EFOP-
3.6.2-16-2017-00013) ta´mogatta. Nagy Bala´zs re´sze´ro˝l a ko¨zremu˝ko¨de´s re´szben az
Emberi Ero˝forra´sok Miniszte´riuma U´NKP-18-3 ko´dsza´mu´ U´j Nemzeti Kiva´lo´sa´g Pro-
gramja´nak ta´mogata´sa´val to¨rte´nt.
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