I. INTRODUCTION
Wireless Sensor network (WSN) [1] - [5] is a selforganizing network composed of a large number of nodes of perception, wireless transmission capability and computing power, with no fixed infrastructure. Through collaborative sensing, WSN could collect and dispose information from the field that it covers so as to monitor specific regions. As sensor nodes in WSN just have limited energy, the way which is able to extend the lifetime of the whole network has become a crucial point in the field. Wireless Mesh Networks (WMN) [6] - [7] , based on the cooperation of a number of wireless access points distributed in the mesh structure, is emerging as a dynamic self-organizing, self-configuring, selfmaintenance multi-hop networks. Considering that each wireless access point, called mesh router, doesn't depend on battery, the mesh routers own certain computing Manuscript [8] , in which mesh routers distributed in mesh construct the backbone network architecture with sensor nodes acting as data sensing terminals, combines the characteristics of WSN and WMN, with a relatively stable topology, energy limited nodes, limited computing power and stable routine. In WMSN, mesh routers form the mesh network and communicate with the gateway, while sensor nodes form the clustering network and connect to the mesh router. At present, with the development of web of things and the application of WSN and WMN, the study of wireless network MAC protocol of high throughput, energy efficiency and lower delay, has become the key point in WSN and WMN. Like in all medium-shared networks, medium access control (MAC) plays an important role in the successful operation of the network. The performances of the network, such as latency, energy-efficiency, are significantly influenced by MAC. One classic MAC in WSN is SMAC [9] which is a contention-based protocol. The primary goal in the protocol design is to improve energy efficiency. So SMAC proposes the periodic sleeping mechanism for each node with low duty-cycle in the network. At the beginning of the listen time, a node tries to access to the medium and use a RTS-CTS pair to avoid overhearing and hidden terminal problems. Then it transmits data and begins to sleep in the sleep time. Because of the periodic sleeping, SMAC greatly prolong the network lifetime, which is crucial for real world application. However, while reducing the energy consumption of the network, the periodic sleeping of SMAC increases latency and reduces throughput.
To meet the need of different performances of WSN, many researchers propose a series of improved algorithms based on SMAC in WSN. Ref. [10] shows that A-MAC protocol dynamically adjusts duty-cycle according to traffic load so as to improve the energy efficiency of the entire network and reduce the end to end delay. In Ref. [11] , LL-MAC designs a multi-hop time slot distribution mechanism in order to guarantee low delay. The algorithm [12] optimizes the listen time of the network with hierarchical method, so as to improve the energy efficiency of the network. What's more, the algorithm in paper [13] applies the time slot allocation and wakes up the routing path through forwarding control packets to improve the energy efficiency of the network and significantly reduce the end to end delay. All these improved algorithms, to a certain extent, optimize the energy and delay performances of the network.
To further improve the throughput and energy efficiency and guarantee lower delay, according to the characteristics of WMSN, this paper designs a Multi-hop TDMA Energy-efficient Sleeping MAC protocol (MT-MAC) and provides a performance simulation with MATLAB. The Simulation result shows that WSN and WMN could be combined to construct the WMSN topology with WSN and WMN interconnected with each other. What's more, to allocate the forwarding time slots in one frame for sensor nodes could effectively improve the performance of energy, throughput and delay of the network.
II. WIRELESS MESH SENSOR NETWORK TOPOLOGY
Based on WMN theory, combined with the characteristics of the WSN clustering topology, in this paper, the sensor nodes act as data collecting terminals and access to the Internet through the backbone network of WMN. So WSN and WMN are combined to construct WMSN topology, with WSN and WMN interconnected with each other, as Fig. 1 . In WMSN, each mesh router, with many sensor nodes communicating with it, forms a communication tree. For a communication tree, the energy of sensor nodes is limited, while the energy of the mesh router is unlimited. Fig. 1 shows the WMSN topology.
In WMSN, while the energy consumption of a mesh router is not considered, the mesh router has relatively powerful computing capability so as to make a TDMA schedule for a communication tree, depending on the routing information and neighbor information which are transmitted to it from sensor nodes in the communication tree. Then, if one sensor node collects some data, it will decide when to send the data to the mesh router according to the TDMA schedule. As a result, the collision problem of the network is significantly reduced while the efficiency of the network gets remarkably enhanced. Finally, the mesh router disposes the data and forwards them to the Gateway through the backbone network, namely WMN.
III. MULTI-HOP TDMA ENERGY-EFFICIENT SLEEPING MAC PROTOCOL
The main idea of MT-MAC is to divide one frame into many slots for sensor nodes in WMSN to forward data packets, with TDMA scheduling method. At first, each node tries to get routing information from its routing layer while constructing the neighbor list through flooding algorithm. Then, after collecting the necessary information, each node transfers both the routing information and neighbor information to the mesh router. And the mesh router computes the slot allocation table called the schedule. At last, the mesh router broadcasts both the schedule and its own Synchronous clock. So every node not only keeps synchronized with the mesh router, but also decides when to forward data according to the schedule. As collision and hidden terminal problems are considered in the scheduling algorithm, so the probability of collision in the network will be significantly reduced, and the network throughput will be improved.
A. Information Collection
When the routing information in the routing layer is generated, each node gets the information about its position and the next hop through cross-layer method.
Then each node establishes the neighbor list through flooding algorithm. At first, an edge node generates and broadcasts a message. The node receiving this message immediately adds the sending node into its neighbor list and forwards this message. In order to save the energy of repeatedly forwarding the message, one node, which has forwarded the message, refuses to forward the message when it receives a new message again. In this condition, after a certain period, the neighbor list of each node will be constructed.
When sensor nodes collect both the routing information and the neighbor list, they transfer them to the mesh router. In this process, to avoid the collision problem, this paper applies the DCF mechanism of 802.11, which means each node tries to access to the channel and transfer the necessary information to the mesh router after contention. When the mesh router makes sure the information of all nodes are received, this process ends up.
B. The Scheduling Algorithm
The mesh router arranges the sending and receiving slots for each node according to the routing and neighbor information so as to eliminate the collision and hidden terminal problems. While allocating the slots, this paper considers two factors.
First, in the entire network, edge nodes only need to send data generated by themselves, but those forwarding nodes must send data from both themselves and others. So it's obvious that the nodes closer to the mesh router have to forward more data packets and obtain more sending slots because of their heavy traffic load. Second, the slot allocation should avoid the collision and hidden terminal problems as much as possible.
In the scheduling algorithm, the nodes near the edge should be assigned at the earlier slots; the neighbor nodes sharing the same next hop have to be assigned to the different sending slots; and the nodes which are not neighbors can receive data packets within the same slot. The algorithm steps are shown as below:
1) For a time slot, select an edge node and analyze whether the node belongs to the collision set of this time slot. If not, the node gets this time slot as its sending slot while its next hop gets this slot as the receiving slot.
2) Add all the neighbors within two hops of this edge node to the collision set, in order to avoid collision. All nodes in the collision set should not send data packets in this time slot.
3) This node is cancelled from the edge node set while its next hop turns to be a new edge node.
4) Check every node on the path from this node to the mesh router. If one node doesn't belong to the collision set, it also gets this time slot as the sending slot. At the same time, its neighbors within two-hops are added to the collision set.
5) Turn to the next edge node and analyze if it belongs to the collision set. If not, just repeat the steps from 1) to 4). 6) In this time slot, when all the edge nodes are checked, the allocation of this slot ends up. 7) When this slot ends up, if some nodes except the mesh router are still the edge nodes, just repeat the steps from 1)to 6) for a new slot time. However, if all nodes except the mesh router are cancelled from the edge node set, the entire scheduling algorithm ends up.
This paper takes an 18-node network for example, and provides the schedule table after applying the scheduling algorithm. The network topology and schedule table are shown in Fig. 2 and Table 1 respectively.
As Table 1 shows, applying the scheduling algorithm, neighbors within two hops cannot send data packets in
The same time slot, but others can transmit data simultaneously. This not only avoids the collision and hidden terminal problems, but also ensures that each time slot of the whole cycle is fully utilized, with the network latency reduced. In addition, while the edge node gets the sending time slot, other forwarding nodes near the mesh router may obtain the same time slot simultaneously. Thus, in a frame, nodes near the mesh router may obtain more time slots, which are used to forward data packets from other nodes, reducing the probability of congestion and enhancing the efficiency of the network.
C. Schedule and Synchronous Clock Broadcasting
In WMSN, if all nodes in a communication tree cannot keep synchronized, any algorithm based on TDMA schedule will make no sense. In this condition, when the mesh router gets ready to send a message to notify every sensor node about the schedule information, we add a timestamp to the message. So sensor nodes are able to get a synchronous clock of the mesh router. Although the clock offset between nodes far away from each other may still exist, neighbors in the network could transmit data normally because of little offset.
After the schedule information is prepared, the mesh router records the schedule and its synchronous clock in a new message and begins to broadcast this new message. When its neighbor nodes receive the message, they add the transmission time of the message into the synchronous clock as their new synchronous clock and record the schedule. Then they update the synchronous clock in the message and forward it to other nodes. After a certain period, while obtaining the schedule and synchronous clock, every node in the network keeps synchronized with the mesh router and arranges its own data transmission according to the schedule.
D. Data Transmission
When each node receives the schedule and synchronous clock, it can not only estimate the start of a Figure 2 . The sample network topology frame according to the synchronous clock but also divide the whole frame into different time slots. In its own sending slots or receiving slots, the node tries to forward data packets. However, in other time slots, it just remains sleeping so as to reduce the energy consumption of the whole network. As sensor nodes near the mesh router surely have larger traffic load, from the scheduling algorithm, they obtain more forwarding slots compared to nodes close to the edge. As a result, the congestion problem of the whole network is strikingly diminished. Even at the beginning of the sending or receiving slots of one node, a short listen time exists. In the listen time, if this node detects data packets in the queue, it will wake up the whole time slot and begin to send a packet. At the same listen time, the receiver keeps listening to the channel and tries to receive the packet when it make sure the existence of the packet. Otherwise, the two nodes will turn to sleep at the end of the listen time, in order to further improve the energy efficiency of the network. When the receiver completely receives a packet, it will reply with a ACK. Then if the sender fails to receive the ACK, it deems that the packet was lost. Then it will keep the packet at the top of the queue and send the packet again in its next slot. The details of the data transmission process are shown in Fig. 3 .
IV. THE PROTOCOL MODEL OF ENERGY CONSUMPTION AND DELAY
According to the characteristics of WMSN and the energy estimation principles of WSN, when MT-MAC is used, the average power consumption S of a node in WMSN can be estimated through (1):
(
In (1), P s , P r , P i , P sl mean the probabilities when sensor nodes are at sending, receiving, idle or sleeping states respectively. What's more, S s , S r , S i , S sl are the power consumption when sensor nodes are sending data, receiving data, idle or sleeping respectively. Then, P s ,P r , P i , P sl could be estimated through (2), (3), (4) and (5), as below:
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In (2), (3), (4) and (5)，λ 0 is the arrival rate of data generated in sensor nodes，λ T is the forwarding rate of sensor nodes，L means the average time of transmitting a data packet, T j is the listen time at the beginning of a sending slot or a receiving slot，T f means one frame time.
From (1) to (5), the average power consumption of a node in WMSN is proved to be:
. (6) In (6), n means the average number of both sending and receiving slots of a sensor node in a frame.
Applying MT-MAC protocol, as data packets may be generated at any time in one frame randomly, the average time from the generation of data to the following frame is T f /2. And the average time for a data packet to be transmitted from the source node to the mesh router is T f . As a result, the average network delay in WMSN could be shown as (7)
However, when SMAC protocol is used, the average power consumption and the average delay in WMSN could be shown in (8) and (9) respectively.
. (8) In (8), T sf means one frame time of a node in SMAC protocol; T i is the listen frame time of each cycle in SMAC protocol.
. (9) In (9), N means the hops from a source node to the mesh router; t cs means the medium access time; and t x is the transmission time of a data packet.
V. PERFORMANCE SIMULATION
To verify the performance of MT-MAC protocol, the paper tries to simulate the process of SMAC and MT-MAC respectively in MATLAB environment. With the network topology shown in Fig. 2 , the simulation provides the performance of energy consumption, throughput and the network delay of the two protocols. The simulation lasts for 300s. The data of a node is a Poisson flow. So the arrival of data is random, independent, and the time interval for data arrival at the node is also random, stationary. The specific simulation Table 2 . Fig. 4 shows the throughput results of the network which means the number of packets received by the mesh router for the whole simulation time of 300 s; Fig. 5 shows the average power consumption of the network which represents the average power of each node in the network for 300s; Fig. 6 is the network delay with low arrival rates which shows the latency of a packet from a source node to the mesh router with low arrival rates of each node; to the contrary, Fig. 7 shows the delay results of the network for a larger range of arrival rates. From Fig. 4 , when the arrival rate is relatively small, as the arrival rate increases, the throughputs of the two protocols are similar. However, if the arrival rate continues to increase, the throughput of the network applying MT-MAC protocol is obviously more than that applying SMAC protocol. The reason of this phenomenon may be that when the arrival rate is small, the network is unobstructed, so most packets of the two protocols are able to reach the mesh router. To contrary, as the traffic increase, the congestion that SMAC confronts with is apparently more serious than that of MT-MAC.
From Fig. 5 , as the arrival rate increases, the average power consumption of the network increases. But the average power consumption of MT-MAC is significantly lower than the result of SMAC. In MT-MAC, the RTS and CTS pair, which is used to guarantee a reliable link and avoid hidden terminal problems in SMAC, is discarded. As a result, the MT-MAC tends to save lots of energy from each transmission process.
At last, as Fig. 6 and Fig. 7 show, when the arrival rate is small, the network delay of MT-MAC is lower than the result of SMAC. What's more, as the arrival rate continues to rise up, the network delay of MT-MAC still keeps balanced while the network delay of SMAC remarkably increases because of the network congestion. When the traffic load is not heavy, the latency of the network in MT-MAC is lower than that in SMAC as a 
VI. RESULTS AND DISCUSSION
Considering the characteristics of WMSN, each node obtains the routing and neighbor information through cross-layer method, and transfers them to the mesh router. According to the position and corresponding traffic load of every node in the network, the mesh router divides one frame into different time slots for sensor nodes in the network to forward data. From the simulation results above, we can see that scheduling algorithm in MT-MAC significantly eases the network congestion and improves the energy-efficiency of the network.
In MT-MAC, each node remains sleeping except its own forwarding time slots. Even in its own forwarding time slots, it must listen at the beginning of the slots to decide whether to keep sleeping or not. Moreover, the RTS and CTS pair, which is used to guarantee a reliable link and avoid hidden terminal problems in SMAC, is deserted from the forwarding process. So, the average power consumption of MT-MAC is obviously lower than that of SMAC.
What's more, dependent on the scheduling algorithm of MT-MAC, one packet may be forwarded for several hops in a frame. In contrast, a packet could just be transmitted for two hops at most for adaptive SMAC. It's undoubtedly that MT-MAC provides lower delay results of the network than SMAC. And the larger the network turns to be, the more obvious this phenomenon will be.
In addition, because the scheduling algorithm in MT-MAC considers the different positions and traffic loads of each node in the network, the efficiency of the whole network is greatly enhanced with the collision and hidden terminal problems avoided. Therefore, MT-MAC shows strong resistence to the congestion with heavy traffic load, compared to SMAC. In this condition, MTC displays high throughput and balanced latency while SMAC encounters the serious congestion. From the simulation results, we can see that the congestion problem in SMAC greatly influences both the throughput and latency performance of the network when the arrival rate of each node continues to rise up.
VII. CONCLUSION
In this paper, based on the characters of WMN, we reconstruct the clustering topology of WSN, in which mesh routers are distributed in mesh structure to form the backbone network. At the same time, sensor nodes act as communicating terminals of each mesh router while access to the internet through the backbone network. As a result, both WSN and WMN are combined to construct the WMSN topology. Then, in WMSN, we addressed the important problem of decreasing communication latency while saving energy consumption for sensor nodes in the entire network. Different from SMAC whose objective is to extend the lifetime of the network without focusing on the average latency, MT-MAC is interested in minimizing the average latency for active flows based on TDMA scheduling methods while optimizing the energy efficiency through reducing the idle listening time and the communication cost such as RTS-CTS pairs. Dependent on the neighbor list and routine information of the network, the mesh router provides a schedule which effectively avoids the local interference and collision. And a node is allowed to wake up in multiple slots to receive, transmit and to sleep otherwise. At last, the simulation results verify our design principles.
To further improve the energy-efficiency and latency performance of the network, in future, a joint scheduling and routing problem should be taken into account.
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