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Equivalent definitions for (degree one) Cameron-Liebler
classes of generators in finite classical polar spaces
M. De Boeck, J. D’haeseleer
Abstract
In this article, we study degree one Cameron-Liebler sets of generators in all finite classical
polar spaces, which is a particular type of a Cameron-Liebler set of generators in this polar
space, [9]. These degree one Cameron-Liebler sets are defined similar to the Boolean degree one
functions, [15]. We summarize the equivalent definitions for these sets and give a classification
result for the degree one Cameron-Liebler sets in the polar spaces W (5, q) and Q(6, q).
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1 Introduction
The investigation of Cameron-Liebler sets of generators in polar spaces is inspired by the research
on Cameron-Liebler sets in finite projective spaces. This research started with Cameron-Liebler
sets of lines in PG(3, q), defined by P. Cameron and R. Liebler in [5]. A set L of lines in PG(3, q)
is a Cameron-Liebler set of lines if and only if the number of lines in L disjoint to a given line l
only depends on whether l ∈ L or not. We also find Cameron-Liebler sets in the theory of tight
sets for graphs: Cameron-Liebler sets are the tight sets of the type I [11].
After many results about those Cameron-Liebler line sets in PG(3, q), the Cameron-Liebler set
concept has been generalized to many other contexts: Cameron-Liebler line sets in PG(n, q) [6],
Cameron-Liebler sets of k-spaces in PG(2k+1, q) [23], Cameron-Liebler sets of k-spaces in PG(n, q)
[2], Cameron-Liebler classes in finite sets [10, 14, 21] and Cameron-Liebler sets of generators in
finite classical polar spaces [9] were defined. The central problem for Cameron-Liebler sets is to
find for which parameter x a Cameron-Liebler set exists, and finding examples with this parameter
[6, 13, 16, 17, 19, 20].
In this article, we will investigate Cameron-Liebler sets in finite classical polar spaces. The finite
classical polar spaces are the hyperbolic quadrics Q+(2d − 1, q), the parabolic quadrics Q(2d, q),
the elliptic quadrics Q−(2d+1, q), the hermitian polar spaces H(2d−1, q2) and H(2d, q2), and the
symplectic polar spacesW (2d−1, q), with q prime power. Here we investigate the sets of generators
defined by the following definition, where A is the incidence matrix of points and generators, and
we call these sets degree one Cameron-Liebler sets.
Definition 1.1. A degree one Cameron-Liebler set of generators in a finite classical polar space
P is a set of generators in P, with characteristic vector χ such that χ ∈ Im(AT ).
This definition corresponds with the definition of Boolean degree one functions for generators in
polar spaces, in [15] by Y. Filmus and F. Ihringer. In their article, they define Boolean degree one
functions, or Cameron-Liebler sets in projective and polar spaces by the fact that the corresponding
characteristic vector lies in V0 ⊥ V1, which are eigenspaces of the related association scheme (see
Section 2). In [9], M. De Boeck, M. Rodgers, L. Storme and A. Švob introduced Cameron-
Liebler sets of generators in the finite classical polar spaces. In this article, Cameron-Liebler set
of generators in the polar spaces are defined by the disjointness-definition and the authors give
several equivalent definitions for these Cameron-Liebler sets.
Definition 1.2 ([9]). Let P be a finite classical polar space with parameter e and rank d. A set L
of generators in P is a Cameron-Liebler set of generators in P if and only if for every generator
pi in P, the number of elements of L, disjoint from pi equals (x− χ(pi))q(
d−1
2 )+e(d−1).
1
Type I Type II Type III
Q−(2d+ 1, q) Q+(2d− 1, q), d even Q(4n+ 2, q)
Q(2d, q), d even W (4n+ 1, q)
Q+(2d− 1, q), d odd
W (2d− 1, q), d even
H(2d− 1, q), q square
H(2d, q), q square
Table 1: Three types of polar spaces
In this article, we consider three different types of polar spaces, see Table 1. Type I and II
corresponds with type I and II respectively, defined in [9], while type III in this paper corresponds
with the union of type III and IV in [9], as we handle the symplectic polar spaces W (4n+ 1, q),
for both q odd and q even, in the same way. Definition 1.2 and Definition 1.1 are equivalent for the
polar spaces of type I by [9, Theorem 3.7, Theorem 3.15]. For the polar spaces of type II we can
consider the (degree one) Cameron-Liebler sets of one class of generators; we see that Cameron-
Liebler sets and degree one Cameron-Liebler sets coincide when we only consider one class (see [9,
Theorem 3.16]). For the polar spaces of type III, this equivalence no longer applies and for these
polar spaces, any degree one Cameron-Liebler set is also a regular Cameron-Liebler set, but not
vice versa.
Cameron-Liebler sets were introduced by a group-theoretical argument: a set L of lines is a
Cameron-Liebler set of lines in PG(3, q) if and only if PGL(3, q) has the same number of orbits on
the lines of L and on the points of PG(3, q).
If the incidence matrix A of points and generators of a polar space P has trivial kernel, then
we also find a group-theoretical definition for degree one Cameron-Liebler sets of generators in P .
This theorem follows from [24, Lemma 3.3.11].
Theorem 1.3. Let X be the set of points in a classical polar space P, let M be the set of generators
in P and let A be the point-generator matrix of P. Consider an automorphismgroup G acting on
the sets X and M with orbits O1, . . . , On and O
′
1, . . . , O
′
m, respectively. If A has trivial kernel,
then each O′i is a degree one Cameron-Liebler set in P if and only if n = m.
In Section 2 we give some preliminaries about the classical polar spaces and we discuss several
properties of the eigenvalues of the association scheme for generators of finite classical polar spaces.
In Section 3, we give an overview of the equivalent definitions and several properties of degree one
Cameron-Liebler sets in polar spaces. In Section 4 we give an equivalent definition for Cameron-
Liebler sets in the hyperbolic quadrics Q+(2d − 1, q), d even and in Section 5 we end with some
classification results for degree one Cameron-Liebler sets, especially in the polar spaces W (5, q)
and Q(6, q).
2 Preliminaries
For an extensive and detailed introduction about distance-regular graphs, polar spaces and as-
sociation schemes for generators of finite classical polar spaces, we refer to [9]. For more general
information about association schemes of distance regular graphs, we refer to [3, 4]. We only repeat
the necessary definitions and information. Note that in this article, we will work in a projective
context and all mentioned dimensions are projective dimensions.
2.1 Finite classical polar spaces
We start with the definition of finite classical polar spaces.
Definition 2.1. Finite classical polar spaces are incidence geometries consisting of subspaces that
are totally isotropic with respect to a non-degenerate quadratic or non-degenerate reflexive sesquilin-
ear form on a vector space Fn+1q .
In this article all polar spaces we will handle are the finite classical polar spaces, so we will
call them the polar spaces. We also give the definition of the rank and the parameter e of a polar
space.
2
Definition 2.2. A generator of a polar space is a subspace of maximal dimension and the rank d
of a polar space is the projective dimension of a generator plus 1. The parameter of a polar space
P over Fq is defined as the number e such that the number of generators through a (d − 2)-space
of P equals qe + 1.
In Table 2 we give the parameter e of the polar spaces.
Polar space e
Q+(2d− 1, q) 0
H(2d− 1, q) 1/2
W (2d− 1, q) 1
Q(2d, q) 1
H(2d, q) 3/2
Q−(2d+ 1, q) 2
Table 2: The parameter of the polar spaces
To ease the notations, we will work with the Gaussian binomial coefficient
[
a
b
]
q
for positive
integers a, b and prime power q ≥ 2:
[
a
b
]
q
=
b∏
i=1
qa−b+i − 1
qi − 1
=
(qa − 1) . . . (qa−b+1 − 1)
(qb − 1) . . . (q − 1)
.
We will write
[
a
b
]
if the field size q is clear from the context. The number
[
a
b
]
q
equals the number
of (b − 1)-spaces in PG(a− 1, q), and the equality
[
a
b
]
=
[
a
a−b
]
follows immediately from duality.
We end this section by defining several substructures in polar spaces. A spread in a polar space
P is a set S of generators in P such that every point of P is contained in precisely one element of
S. A point-pencil in a polar space P with vertex P ∈ P is the set of all generators in P through
the point P .
2.2 Eigenvalues of the association scheme for generators in polar spaces
First of all, remark that in this article vectors are regarded as column vectors and we define j n to
be the all one vector of length n. We write j for j n if the length is clear from the context.
Let P be a finite classical polar space of rank d and let Ω be its set of generators. The relations
Ri on Ω are defined as follows: (pi, pi′) ∈ Ri if and only if dim(pi ∩ pi′) = d − i − 1, for generators
pi, pi′ ∈ Ω with i = 0, ..., d. We define Ai as the incidence matrix of the relation Ri. By the theory
of association schemes we know that there is an orthogonal decomposition V0 ⊥ V1 ⊥ · · · ⊥ Vd of
R
Ω in common eigenspaces of A0, A1, ..., Ad.
Lemma 2.3 ([24, Theorem 4.3.6]). In the association scheme of a polar space over Fq of rank d
and parameter e, the eigenvalue Pji of the relation Ri corresponding to the subspace Vj is given by:
Pji =
min (j,d−i)∑
s=max (0,j−i)
(−1)j+s
[
j
s
] [
d− j
d− i− s
]
qe(i+s−j)+(
j−s
2 )+(
i+s−j
2 ).
.
Before we start with investigating the Cameron-Liebler sets of generators in finite classical polar
spaces, we give an important lemma about the eigenvalues Pji.
Lemma 2.4. In the association scheme of polar spaces, the eigenvalue P1i of Ai corresponds only
with the eigenspace V1 for i 6= 0, except in the following cases.
1. The hyperbolic quadrics Q+(2d− 1, q). Here P1i = Pd−1,i for i even, so P1i also corresponds
with Vd−1, for every relation Ri, i even.
3
2. The parabolic quadrics Q(4n+2, q) and the symplectic quadrics W (4n+1, q). Here P1d = Pdd,
so P1d also corresponds with Vd for the disjointness relation Rd.
Proof. We need to prove, given a fixed i and j 6= 1, that P1i 6= Pji for q a prime power. For j = 0
and for all i 6= 0, it is easy to calculate that P1i 6= P0i, so we can suppose that j > 1.
For i = 1 we can directly compare the eigenvalues P11 and Pj1.
P11 = Pj1 ⇔
[
d− 1
1
]
qe − 1 =
[
d− j
1
]
qe −
[
j
1
]
⇔
−q + 1 + (qd−1 − 1)qe
q − 1
=
−qj + 1 + (qd−j − 1)qe
q − 1
⇔ (qd−j+e−1 + 1)(qj−1 − 1) = 0
Since j > 1 the last equation gives a contradiction for any q.
For i ≥ 2 we introduce φi(j) = max{k || qk|Pji}, the exponent of q in Pji. If Pij = 0, we put
φi(j) = ∞. We will show that φi(j) is different from φi(1) for most values of i and j. For j = 1,
we find that
P1i = −
[
d− 1
d− i
]
q(
i−1
2 )+e(i−1) +
[
d− 1
i
]
q(
i
2)+ei = q(
i−1
2 )+e(i−1)
([
d− 1
i
]
qi−1+e −
[
d− 1
i− 1
])
.
We can see that φi(1) =
(
i−1
2
)
+ e(i− 1), since i− 1+ e ≥ 1 and
[
a
b
]
= 1 (mod q) for all 0 ≤ b ≤ a.
In Lemma 2.3 we see that φi(j) depends on the last factor of every term in the sum. To find
φi(j) we first need to find z such that qe(i+z−j)+(
j−z
2 )+(
i+z−j
2 ) is a factor of every term in the sum,
or equivalently, such that fji(s) = e(i + s − j) +
(
j−s
2
)
+
(
i+s−j
2
)
reaches its minimum for s = z.
So for most cases, we have that φi(j) = fij(z), but in some cases it occurs that two values of z
correspond with opposite terms with factor qφi(j). These cases, we have to investigate separately.
We can check that z is the integer or integers in [max{0, j−i}, . . . ,min{j, d−i}], closest to j− i2−
e
2 .
Since i ≥ 2 we have three possibilities for the value of z, as we always have j − i ≤ j − i2 −
e
2 < j:
• z = 0 if j − i2 −
e
2 < 0,
• z ∈ {j − i2 −
e
2 , j −
i
2 −
e
2 ±
1
2} if 0 ≤ j −
i
2 −
e
2 ≤ d− i,
• z = d− i if j − i2 −
e
2 > d− i.
Now we handle these three cases.
• If j − i2 −
e
2 < 0, we see that fji is minimal for the integer z = 0.
We remark that in this case there is only 1 value of s, namely 0, for which the corresponding
term is divisible by qφi(j) but not by qφi(j)+1. This is important to exclude the case where 2
terms with factor qφi(j) would be each others opposite.
We find that φi(j) = fji(0) =
(
i
2
)
+ (j − i)(j − e), and since φi(1) =
(
i−1
2
)
+ e(i − 1), the
values φi(j) and φi(1) are equal if and only if j = 1 ∨ j = i + e − 1. We only have to check
the latter case, and recall that j − i2 −
e
2 < 0. It follows that i+ e < 2, a contradiction since
we supposed i ≥ 2.
• If 0 ≤ j − i2 −
e
2 ≤ d− i we see that fji is minimal for the integer z closest to j −
i
2 −
e
2 .
In Table 3 we list the different cases depending on e and the parity of i. Note that we have
to check, for e = 0, i odd, for e = 1, i even, and for e = 2, i odd, that the two values of z
do not correspond with two opposite terms with factor qφi(j). By calculating and taking in
account the conditions 0 ≤ j − i2 −
e
2 ≤ d− i, we find out that those cases do not correspond
with two opposite terms, except in the following cases:
– e = 0, j = d2 and i odd,
– e = 1, j = d2 + 1, i =
d
2 and i even,
– e = 2, j = d2 + 2, i =
d
2 and i odd.
e i z φi(j) = fji(z) φi(1) S
Q+(2d− 1, q)
0
even j − i2
i(i−2)
4
(i−1)(i−2)
2 {2}
odd j − i2 ±
1
2
{
(i−1)2
4 if j 6=
d
2
∞ if j = d2
(i−1)(i−2)
2 {3}
H(2d− 1, q), with q square
1
2
even j − i2
i(i−1)
4
(i−1)2
2 {2}
odd j − i2 −
1
2
i(i−1)
4
(i−1)2
2 ∅
Q(2d, q), W (2d− 1, q), with d 6≡ 0 (4)
1
even j − i2 −
1
2 ±
1
2
i2
4
i(i−1)
2 {2}
odd j − i2 −
1
2
i2−1
4
i(i−1)
2 ∅
Q(2d, q), W (2d− 1, q), with d ≡ 0 (4)
1
even, i 6= d2 j −
i
2 −
1
2 ±
1
2
i2
4
i(i−1)
2 {2}
i = d2 j −
i
2 −
1
2 ±
1
2
{
∞ if j = d2 + 1
i2
4 else
i(i−1)
2 {2}
odd j − i2 −
1
2
i2−1
4
i(i−1)
2 ∅
H(2d, q), with q square
3
2
even j − i2 − 1
(i−1)(i+2)
4
i2−1
2 ∅
odd j − i2 −
1
2
(i−1)(i+2)
4
i2−1
2 ∅
Q−(2d+ 1, q), with d 6≡ 2 (4)
2
even j − i2 − 1
i2
4 +
i
2 − 1
(i−1)(i+2)
2 ∅
odd j − i2 − 1±
1
2
(i−1)(i+3)
4
(i−1)(i+2)
2 ∅
Q−(2d+ 1, q), with d ≡ 2 (4)
2
even j − i2 − 1
i2
4 +
i
2 − 1
(i−1)(i+2)
2 ∅
odd, i 6= d2 j −
i
2 − 1±
1
2
(i−1)(i+3)
4
(i−1)(i+2)
2 ∅
i = d2 j −
i
2 − 1±
1
2
{
∞ if j = d2 + 2
(i−1)(i+3)
4 else
(i−1)(i+2)
2 ∅
Table 3: For 0 ≤ j − i2 −
e
2 ≤ d− i, with S = {i ≥ 2 | φi(j) = φi(1)}.
In these cases, Pij = 0, so φi(j) =∞ 6= φi(1).
Remark that for every e, i and j > 1, φi(j) = fij(z) is independent of j, see the fifth column
in Table 3. In the last column we give the values of i for which φi(j) = φi(1). As we supposed
i ≥ 2, we see that we have to check the eigenvalues for i = 2 if e ∈ {0, 12 , 1} and for i = 3 if
e = 0 in detail.
– Case i = 2 and e ∈ {0, 12 , 1}:
P12 = Pj2
⇔ −
[
d− 1
1
]
q
e +
[
d− 1
2
]
q
1+2e =
[
j
2
]
q −
[
d− j
1
] [
j
1
]
q
e +
[
d− j
2
]
q
1+2e
⇔
([
d− 1
2
]
−
[
d− j
2
])
q
2e +
[
d− j − 1
1
][
j − 1
1
]
q
e =
[
j
2
]
.
For e = 1
2
and e = 1, we see that the right and left hand side of the last equation are different
modulo q. So we can assume e = 0.
P12 = Pj2
⇔
(qd−1 − 1)(qd−2 − 1)
(q2 − 1)(q − 1)
−
(qd−j − 1)(qd−j−1 − 1)
(q2 − 1)(q − 1)
+
(qd−j−1 − 1)(qj−1 − 1)
(q − 1)(q − 1)
=
(qj − 1)(qj−1 − 1)
(q2 − 1)(q − 1)
⇔ q
2d−3
− q
2d−2j−1 + q − q2j−1 = 0
⇔ q(q2j−2 − 1)(q2(d−j−1) − 1) = 0
Since j > 1, we see that P12 = Pj2 if and only if j = d − 1. This corresponds with the first
exception in the lemma with i = 2.
– Case i = 3 and e = 0.
P13 = Pj3
⇔ −
[
d− 1
2
]
q +
[
d− 1
3
]
q
3 = −
[
j
3
]
q
3 +
[
j
2
] [
d− j
1
]
q −
[
j
1
] [
d− j
2
]
q +
[
d− j
3
]
q
3
⇔ −
[
d− 1
2
]
+
[
d− 1
3
]
q
2 = −
[
j
3
]
q
2 +
[
j
2
] [
d− j
1
]
−
[
j
1
] [
d− j
2
]
+
[
d− j
3
]
q
2
Since the right and left hand side of the last equation are different modulo q, we see that
P13 6= Pj3 for j > 1. Recall that
[
a
b
]
= 1 (mod q).
• If j − i2 −
e
2 > d− i, we see that fji is minimal for the integer z = d− i. Remark again that
there is only one value of s for which the corresponding term is divisible by qφi(j) but not
by qφi(j)+1. This excludes the case where 2 terms with factor qφi(j) would be each others
opposite.
We find that φi(j) = fji(d − i) = (j − e − d + 1)(j − d + i − 1) +
(
i−1
2
)
+ e(i − 1), and we
know that φi(1) =
(
i−1
2
)
+ e(i− 1). These two values φi(j) and φi(1) are equal if and only if
j = e+ d− 1 or j = d− i+ 1.
– Suppose j = d + e − 1. As j, d ∈ Z, we know that e ∈ Z. If e = 2, then j = d + 1 > d,
a contradiction. For e = 1, we find that P1i = Pdi if and only if i = d and d odd. This
corresponds to the polar spaces Q(4n+2, q) and W (4n+1, q). For e = 0 and j = d− 1,
we find that P1i = Pd−1,i for i even. This corresponds to the exception for the polar
spaces Q+(2d− 1, q) and i even.
– Suppose j = d − i + 1. Since j − i2 −
e
2 > d− i, we know that i + e < 2, which gives a
contradiction as we supposed i ≥ 2.
We continue with well-known theorems that will be useful in the following sections. The first
theorem follows from [9, Theorem 2.14] which was originally proven in [12]. For the second theorem
we add a proof for completeness. The ideas are already present in [1, Lemma 2] and [24, Lemma
2.1.3].
Theorem 2.5. Let P be a finite classical polar space of rank d and parameter e, and let Ω be the
set of all generators of P. Consider the eigenspace decomposition RΩ = V0 ⊥ V1 ⊥ · · · ⊥ Vd related
to the association scheme, and using the classical order. Let A be the point-generator incidence
matrix of P, then Im(AT ) = V0 ⊥ V1 and V0 = 〈j〉.
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Theorem 2.6. Let Ri be a relation of an association scheme on the set Ω with adjacency matrix
Ai and let L ⊂ Ω be a set, with characteristic vector χ, such that for any pi ∈ Ω, we have that
|{x ∈ L|(x, pi) ∈ Ri}| =
{
αi If pi ∈ L
βi If pi /∈ L
with αi − βi = P an eigenvalue of Ai for the eigenspace V , then vi = χ+
βi
P−P0i j ∈ V .
Remark that the eigenspace V in the previous theorem can be the direct sum of several
eigenspaces of the association scheme. Note that an association scheme is not necessary in this
theorem, a regular relation suffices.
Proof. We show that vi = χ+ βiP−P0i j , with P = αi − βi is an eigenvector for the matrix Ai with
eigenvalue P :
Ai
(
χ+
βi
P − P0i
j
)
=αiχ+ βi(j − χ) +
βi
P − P0i
P0ij
=P
(
χ+
βi
P − P0i
j
)
.
So we find that χ+ βi
P−P0i j ∈ V .
3 Degree one Cameron-Liebler sets
In this section we investigate the degree one Cameron-Liebler sets and give an equivalent defini-
tion. Recall that for polar spaces of type I Cameron-Liebler sets and degree one Cameron-Liebler
coincide.
Using Lemma 2.4 and Theorem 2.6, we can give a new equivalent definition for these degree
one Cameron-Liebler sets of generators in polar spaces. Remark that the following theorem is an
extension of Lemma 4.9 in [9].
Theorem 3.1. Let P be a finite classical polar space, of rank d with parameter e, let L be a set
of generators of P and i be an integer with 1 ≤ i ≤ d. Denote |L|∏d−2
i=0
(qe+i+1)
by x. If L is a degree
one Cameron-Liebler set of generators in P then the number of elements of L meeting a generator
pi in a (d− i− 1)-space equals

(
(x− 1)
[
d− 1
i− 1
]
+ qi+e−1
[
d− 1
i
])
q(
i−1
2 )+(i−1)e If pi ∈ L
x
[
d− 1
i− 1
]
q(
i−1
2 )+(i−1)e If pi /∈ L.
(1)
If this propery holds for a polar space P and an integer i such that
• i is odd for P = Q+(2d− 1, q),
• i 6= d for P = Q(2d, q) or P =W (2d− 1, q) both with d odd or
• i is arbitrary otherwise,
then L is a degree one Cameron-Liebler set with parameter x.
Proof. Consider first a degree one Cameron-Liebler set L of generators in the polar space P with
characteristic vector χ. As χ ∈ V0 ⊥ V1, we have χ = v+aj for some v ∈ V1 and some a ∈ R. Since
|L| = 〈j, χ〉 = x
∏d−2
i=0 (q
i+e + 1), we find that a = x
qd+e−1+1 , hence χ =
x
qd+e−1+1 j + v. Recall that
the matrix Ai is the incidence matrix of the relation Ri, which describes whether the dimension
of the intersection of two generators equals d− i− 1 or not. This implies that the vector Aiχ, on
the position corresponding to a generator pi, gives the number of generators in L, meeting pi in a
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(d− i− 1)-space. We have
Aiχ =Aiv +
x
qd+e−1 + 1
Aij = P1iv +
x
qd+e−1 + 1
P0ij
=
([
d− 1
i
]
q(
i
2)+ei −
[
d− 1
i− 1
]
q(
i−1
2 )+e(i−1)
)
v +
x
qd+e−1 + 1
[
d
i
]
q(
i
2)+eij
=
([
d− 1
i
]
q(
i
2)+ei −
[
d− 1
i− 1
]
q(
i−1
2 )+e(i−1)
)(
χ−
x
qd+e−1 + 1
j
)
+
x
qd+e−1 + 1
[
d
i
]
q(
i
2)+eij
=
xq(
i−1
2 )+e(i−1)
qd+e−1 + 1
([
d− 1
i− 1
]
−
[
d− 1
i
]
qi+e−1 +
[
d
i
]
qi+e−1
)
j
+ q(
i−1
2 )+e(i−1)
([
d− 1
i
]
qi+e−1 −
[
d− 1
i− 1
])
χ
=q(
i−1
2 )+e(i−1)
(
x
[
d− 1
i− 1
]
j +
([
d− 1
i
]
qi+e−1 −
[
d− 1
i− 1
])
χ
)
,
which proves the first implication.
For the proof of the other implication, suppose that L is a set of generators in P with the property
described in the statement of the theorem. We apply Theorem 2.6 with Ω the set of all generators
in P , Ri the relation {(pi, pi′)| dim(pi ∩ pi′) = d− i− 1}, and
αi =
(
(x− 1)
[
d− 1
i− 1
]
+ qi+e−1
[
d− 1
i
])
q(
i−1
2 )+(i−1)e,
βi = x
[
d− 1
i− 1
]
q(
i−1
2 )+(i−1)e.
As αi−βi = P1i, we find that vi = χ+ βiP1i−P0i j ∈ V1, for the admissible values of i, by Lemma
2.4. Hence by Definition 1.1, L is a degree one Cameron-Liebler set in P .
Remark that this definition is also a new equivalent definition for Cameron-Liebler sets of
generators in polar spaces of type I, as for these polar spaces, degree one Cameron-Liebler sets
and Cameron-Liebler sets coincide.
In the following lemma, we give some properties of degree one Cameron-Liebler sets in a polar
space.
Lemma 3.2. Let L be a degree one Cameron-Liebler set of generators in a polar space P and let
χ be the characteristic vector of L. Denote |L|∏d−2
i=0
(qe+i+1)
again by x. Then L has the following
properties:
1. χ = x
qd+e−1+1
j+ v with v ∈ V1,
2. χ − x
qd+e−1+1 j is an eigenvector with eigenvalue P1i for all adjacency matrices Ai in the
association scheme,
3. if P admits a spread, then |L ∩ S| = x for every spread S of P.
Proof. The first property follows from the first part of the proof of Theorem 3.1. The second
property follows from the first property since χ − 1
qd+e−1+1 j ∈ V1. Consider now a spread S
in P with characteristic vector χS and let A be the point-generator incidence matrix of P . Since
χ ∈ Im(AT ) = ker(A)⊥ and by [9, Lemma 3.6(i),m = 1], which gives that u = χS− 1∏d−2
i=0
(qe+i+1)
j ∈
ker(A), we find, by taking the inner product of u and χ, that
|L ∩ S| = 〈χS , χ〉 =
1∏d−2
i=0 (q
e+i + 1)
〈j , χ〉 =
1∏d−2
i=0 (q
e+i + 1)
|L| = x.
We also give some properties of degree one Cameron-Liebler sets of generators in polar spaces
that can easily be proved.
Lemma 3.3. Let L and L′ be two degree one Cameron-Liebler sets of generators in a polar space
P with parameters x and x′ respectively, then the following statements are valid.
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1. 0 ≤ x, x′ ≤ qd−1+e + 1.
2. |L| = x
∏d−2
i=0 (q
i+e + 1).
3. The set of all generators in the polar space P not in L is a degree one Cameron-Liebler set
of generators in P with parameter qd−1+e + 1− x.
4. If L ∩ L′ = ∅ then L ∪ L′ is a degree one Cameron-Liebler set of generators in P with
parameter x+ x′.
5. If L ⊆ L′ then L\L′ is a degree one Cameron-Liebler set of generators in P with parameter
x− x′.
Lemma 3.4 ([15, Lemma 2.3]). Let P be a polar space of rank d and let P ′ be a polar space,
embedded in P with the same rank d. If L is a degree one Cameron-Liebler set in P, then the
restriction of L to P ′ is again a degree one Cameron-Liebler set.
Note that Theorem 3.1 does not hold for some values of i, dependent on the polar space P ,
since for these cases, we cannot apply Lemma 2.4. We will now show that there are examples of
generator sets that admit the property of Theorem 3.1 for the non-admitted values of i, but that
are not degree one Cameron-Liebler sets. These are however Cameron-Liebler sets in the sense of
[9].
Remark 3.5. By investigating [9, Example 4.6], we find an example of a Cameron-Liebler set in
a polar space of type III with d = 3, that is not a degree one Cameron-Liebler set: a base-plane.
A base-plane in a polar space P of rank 3 with base the plane pi is the set of all planes in P,
intersecting pi in at least a line.
Let P be a polar space of type III of rank 3, so P = W (5, q) or P = Q(6, q). Let pi be a plane
and let L be the base-plane with base pi. This set L is a Cameron-Liebler set in P, but not a degree
one Cameron-Liebler set. This follows from Theorem 3.1 with i = 1: The number of generators of
L, meeting a plane α of L in a line depends on whether α equals pi or not. As those two numbers,
for α = pi and α 6= pi are different, the property in Theorem 3.1 does not hold. This implies that
the set L is no degree one Cameron-Liebler set. By similar arguments, we can also use Theorem
3.1 with i = 2, to show that a base-plane is not a degree one Cameron-Liebler set. However, the
equalities for i = 3 in Theorem 3.1 hold.
Remark 3.6. A hyperbolic class is the set of all generators of one class of a hyperbolic quadric
Q+(4n+1, q) embedded in a polar space P with P = Q(4n+2, q) or P = W (4n+1, q), q even. We
know that this set is a Cameron-Liebler set, see [9, Remark 3.25], but we can prove that this set is
not a degree one Cameron-Liebler set, by considering Im(BT ), where B is the incidence matrix of
hyperbolic classes and generators. Every hyperbolic class corresponds to a row in the matrix B. If
the characteristic vectors of all hyperbolic classes would lie in V0 ⊥ V1, then Im(BT ) ⊆ V0 ⊥ V1.
This gives a contradiction since Im(BT ) = V0 ⊥ V1 ⊥ Vd by [9, Lemma 3.26].
Remark that for the polar spaces W (4n+ 1, q), q odd, we do not have this example as there is no
hyperbolic quadric Q+(4n+ 1, q) embedded in these symplectic polar spaces.
In the previous remark we found that one class of a hyperbolic quadric Q+(4n+1, q) embedded
in a Q(4n+2, q) orW (4n+1, q), q even is no degree one Cameron-Liebler set. In the next example
we show that an embedded hyperbolic quadric (so both classes) is a degree one Cameron-Liebler
set in the polar spaces Q(4n+ 2, q) and W (4n+ 1, q), q even.
Example 3.7 ([9, Example 4.4]). Consider a polar space P as in Remark 3.6. By Lemma 3.4 we
know that this set of generators is a degree one Cameron-Liebler set, hence also a Cameron-Liebler
set.
Remark by Lemma 3.3(3), that also the complements of the sets in Table 4 are Cameron-Liebler
sets or degree one Cameron-Liebler sets respectively.
4 Polar spaces Q+(2d− 1, q), d even
In the previous section we introduced degree one Cameron-Liebler sets while in this section we
handle Cameron-Liebler sets in polar spaces. We focus on Cameron-Liebler in one class of gen-
erators in the polar spaces Q+(2d − 1, q), d even. These Cameron-Liebler sets were introduced
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Example CL degree one CL
All generators of P × ×
Point-pencil (defined in Section 2.1 ). × ×
Base-plane (defined in Example 3.5). ×
Hyperbolic class (defined in Comment 3.6). ×
Embedded hyperbolic quadric (defined in Example 3.7). × ×
Table 4: Examples of Cameron-Liebler and degree one Cameron-Liebler sets.
in [9, Section 3] and are defined in only one class of generators, in contrast to the (degree one)
Cameron-Liebler sets in other polar spaces.
It is known that the generators of a hyperbolic quadric Q+(2d − 1, q) can be divided in two
classes such that for any two generators pi and pi′ we have dim(pi ∩ pi′) ≡ d (mod 2) iff pi and
pi′ belong to the same class. By restricting the classical association scheme of the hyperbolic
quadric Q+(2d − 1, q) to the even relations, we define an association scheme for one class of
generators. For more information, see [9, Remark 2.18, Lemma 3.12]. Let R′i and A
′
i be R2i and
A2i respectively, restricted to the rows and columns corresponding to the generators of this class.
Let V ′j be Vj ⊥ Vd−j , also restricted to the subspace corresponding to these generators.
For the polar spaces Q+(2d− 1, q), d even, we thus have the relations R′i, i = 0, . . . ,
d
2 , and the
eigenspaces V ′j , j = 0, . . . ,
d
2 . For this association scheme on one class of generators we give the
analogue of Lemma 2.4.
Lemma 4.1. The eigenvalue P1,2i of A
′
i = A2i corresponds only with the eigenspace V
′
1 = V1 ⊥
Vd−1 for the classical polar spaces Q+(2d− 1, q), d even.
Proof. This lemma follows from Lemma 2.4 as for the hyperbolic quadrics Q+(2d − 1, q) we
found that P1k = Pd−1,k for j even. This implies that the eigenvalue P1,2i corresponds with
V1 ⊥ Vd−1.
Here again, we find a new equivalent definition.
Theorem 4.2. Let G be a class of generators of the hyperbolic quadric Q+(2d−1, q) of even rank d
and let L be a set of generators of G. The set L is a Cameron-Liebler set of generators in G if and
only if for every generator pi in G, the number of elements of L meeting pi in a (d− 2i− 1)-space
equals


(
(x− 1)
[
d− 1
2i− 1
]
+ q2i−1
[
d− 1
2i
])
q(2i−1)(i−1) If pi ∈ L
x
[
d− 1
2i− 1
]
q(2i−1)(i−1) If pi /∈ L.
Proof. Let L be a set of generators in G with the property described in the theorem, then the first
implication is a direct application of Theorem 2.6 with Ω the set of all generators in G, Ri the
relation R′i = {(pi, pi
′)| dim(pi ∩ pi′) = d− 2i− 1}, and
αi =
(
(x − 1)
[
d− 1
2i− 1
]
+ q2i−1
[
d− 1
2i
])
q(2i−1)(i−1),
βi = x
[
d− 1
2i− 1
]
q(2i−1)(i−1).
As αi− βi = P1,2i, we find that vi = χ+ βiP1,2i−P0,2i j ∈ V
′
1 , hence χ ∈ V
′
0 ⊥ V
′
1 and by Lemma 3.15
in [9] we know that χ ∈ Im(AT ). Now it follows from [9, Definition 3.16(iv)] that L is a (degree
one) Cameron-Liebler set of G. The other implication is [9, Lemma 4.10].
5 Classification results
We try to use the ideas from the classification results for Cameron-Liebler sets of polar spaces of
type I and the polar spaces Q+(2d− 1, q), d even, in [9, Section 6], to find classification results for
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degree one Cameron-Liebler sets in polar spaces.
We start with some definitions and a lemma that proves that the parameter x is always an integer.
Definition 5.1. A partial ovoid is a set of points in a polar space such that each generator contains
at most one point of this set. It is called an ovoid if each generator contains precisely one point of
the set.
Definition 5.2. An Erdős-Ko-Rado (EKR) set of k-spaces is a set of k-spaces which are pairwise
not disjoint.
Lemma 5.3. If L is a degree one Cameron-Liebler set in a polar space P with parameter x, then
x ∈ N
Proof. For all polar spaces, except the hyperbolic quadrics Q+(2d − 1, q), d even, we refer to [9,
Lemma 4.8].
Suppose now that L is a degree one Cameron-Liebler set in P = Q+(2d − 1, q), d even, with
parameter x. Then L is also a Cameron-Liebler set in P with parameter x. If Ω1 and Ω2 are the
two classes of generators in P , then L ∩ Ω1 and L ∩ Ω2 are Cameron-Liebler sets of Ω1 and Ω2
with parameter x, by [9, Theorem 3.20]. Hence x is the parameter of a Cameron-Liebler set in one
class of generators of Q+(2d− 1, q), d even. This implies, by [9, Lemma 4.8], that x ∈ N.
Now we continue with a classification result for degree one Cameron-Liebler sets with parameter
1 in all polar spaces.
Theorem 5.4. A degree one Cameron-Liebler set in a polar space P of rank d with parameter 1
is a point-pencil.
Proof. For the polar spaces of type I and III, the theorem follows from [9, Theorem 6.4] as any
degree one Cameron-Liebler set is a Cameron-Liebler set and since a base-plane, a base-solid and
a hyperbolic class, are no degree one Cameron-Liebler sets (see Remark 3.5 and Remark 3.6). The
theorem for the polar spaces of type I follows from [9, Theorem 6.4] as degree one Cameron-Liebler
sets and Cameron-Liebler sets coincide for these polar spaces. Let L be a degree one Cameron-
Liebler set with parameter 1 in a polar space P and remark that L is an EKR set with size∏d−2
i=0 (q
i+e + 1). For the polar spaces Q(4n+ 2, q) and W (4n+ 1, q), we find by [22, Theorem 23,
Theorem 40] that L is a point-pencil, a hyperbolic class or a base-plane if n = 1. Using Remark
3.6 and Remark 3.5, we find that the last two possibilities are no degree one Cameron-Liebler sets.
Hence L is a point-pencil.
Suppose now that P is the hyperbolic quadric Q+(4n− 1, q) with Ω1 and Ω2 the two classes of
generators. By [9, Theorem 3.20], we know that L ∩ Ω1 and L ∩ Ω2 are Cameron-Liebler sets in
Ω1, Ω2 respectively, with parameter 1. Using [9, Theorem 6.4] we see that L∩Ωi is a point-pencil
or a base-solid if n = 2 for i = 1, 2. A base-solid is the set of all 3-spaces intersecting a fixed 3-space
(the base) in precisely a plane. Note that all elements of the base-solid belong to a different class
of the hyperbolic quadric than the base itself.
If n = 2, so d = 4, and L ∩ Ω1 or L ∩ Ω2 is a base-solid with base pi, then there are at least
(q+1)(q2+1) elements of L meeting pi in a plane. This contradicts Theorem 3.1, whether pi ∈ L or
not. So we find that L∩Ω1 and L∩Ω2 are both point-pencils with vertex v1 and v2 respectively.
Now we show that v1 = v2. Suppose v1 6= v2. Consider a generator α ∈ Ω2 \ L through v1. Then
α intersects q2 + q+ 1 generators of L∩Ω1 in a plane through v1. This gives a contradiction with
Theorem 3.1, which proves that v1 = v2. Hence L is a point-pencil through v1 = v2.
The classification result in [9, Theorem 6.7] for polar spaces of type I is also valid for degree
one Cameron-Liebler sets in all polar spaces.
Theorem 5.5. Let P be a finite classical polar space of rank d and parameter e, and let L be
a degree one Cameron-Liebler set of P with parameter x. If x ≤ qe−1 + 1 then L is the union
of x point-pencils whose vertices are pairwise non-collinear or x = qe−1 + 1 and L is the set of
generators in an embedded polar space of rank d and with parameter e − 1.
Proof. In Lemma 6.5, Theorem 6.6 and Theorem 6.7 of [9], the authors use [9, Lemma 4.9] to
prove the classification result. We can use the same proof as we can use Theorem 3.1 instead of
[9, Lemma 4.9].
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Remark that the last possibility corresponds to an embedded hyperbolic quadric Q+(4n+1, q)
if P = Q(4n + 2, q) or P = W (4n + 1, q) with q even. If P = W (4n + 1, q) with q odd, then P
admits no embedded polar space with rank n and parameter e − 1 = 0.
For the symplectic polar space W (5, q) and the parabolic quadric Q(6, q) we give a stronger
classification result. Remark the polar spaces Q(6, q) and W (5, q) are isomorphic for q even. We
find W (5, q), for q even, by a projection of Q(6, q) from the nucleus N of Q(6, q) to a hyperplane
not through N in the ambient projective space PG(6, q). In this way, there is a one-one connection
between the planes of W (5, q) and the planes of Q(6, q). We start with some lemmas.
Lemma 5.6. Let L be a degree one Cameron-Liebler set of generators (planes) in W (5, q) or
Q(6, q) with parameter x.
1. For every pi ∈ L, there are s1 elements of L meeting pi.
2. For skew pi, pi′ ∈ L, there exist exactly d2 subspaces in L that are skew to both pi and pi′ and
there exist s2 subspaces in L that meet both pi and pi′.
Here, d2, s1 and s2 are given by:
d2(q, x) = (x− 2)q
2(q − 1)
s1(q, x) = x(q
2 + 1)(q + 1)− (x− 1)q3 = q3 + x(q2 + q + 1)
s2(q, x) = x(q
2 + 1)(q + 1)− 2(x− 1)q3 + d2(q, x).
Proof. Let P be the polar space W (5, q) or Q(6, q), hence d = 3 and e = 1.
1. This follows directly from Theorem 3.1, for i = d and |L| = x(q2 + 1)(q + 1).
2. Let χpi and χpi′ be the characteristic vectors of {pi} and {pi′}, respectively. Let Z be the set of
all planes in P disjoint to pi and pi′, and let χZ be its characteristic vector. Furthermore, let vpi
and vpi′ be the incidence vectors of pi and pi′, respectively, with their positions corresponding
to the points of P . Note that Aχpi = vpi and Aχpi′ = vpi′ .
The number of planes through a point P /∈ pi ∪ pi′ and disjoint to pi and pi′ is the number
of lines in P⊥, disjoint to the lines corresponding to pi and pi′. By [18, Corollary 19] this
number equals q2(q − 1), and we find:
AχZ = q2(q − 1)(j − vpi − vpi′)
= q2(q − 1)
(
A
j
(q2 + 1)(q + 1)
−Aχpi −Aχpi′
)
⇔ χZ − q2(q − 1)
(
j
(q2 + 1)(q + 1)
− χpi − χpi′
)
∈ ker(A).
We know that the characteristic vector χ of L is included in ker(A)⊥. This implies:
χZ · χ = q2(q − 1)
(
j · χ
(q2 + 1)(q + 1)
− χ(pi)− χ(pi′)
)
⇔ |Z ∩ L| = (x− 2)q2(q − 1)
which gives the formula for d2(q, x). The formula for s2(q, x) follows from the inclusion-
exclusion principle.
In the following lemma, corollary and theorem, we will use s1, s2, d1, d2 for the values s1(q, x), s2(q, x),
d1(q, x), d2(q, x) if the field size q and the parameter x are clear from the context. For the definition
of these values, we refer to the previous lemma.
The following lemma is a generalization of Lemma 2.4 in [19].
Lemma 5.7. If c is a nonnegative integer such that
(c+ 1)s1 −
(
c+ 1
2
)
s2 > x(q
2 + 1)(q + 1) ,
then no degree one Cameron-Liebler set of generators in W (5, q) or Q(6, q) with parameter x
contains c+ 1 mutually skew generators.
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Proof. Let P be the polar space W (5, q) or Q(6, q) and assume that P has a degree one Cameron-
Liebler set L of generators with parameter x that contains c + 1 mutually disjoint subspaces
pi0, pi1, . . . , pic. Lemma 5.6 shows that pii, meets at least s1(q, x)− i · s2(q, x) elements of L that are
skew to pi0, pi1, . . . , pii−1. Hence x(q2 + 1)(q + 1) = |L| ≥ (c + 1)s1 −
∑c
i=0 is2 which contradicts
the assumption.
Corollary 5.8. A degree one Cameron-Liebler set of generators in W (5, q) or Q(6, q) with param-
eter 2 ≤ x ≤ 3
√
2q2 −
3
√
4q
3 +
1
6 contains at most x pairwise disjoint generators.
Proof. Let L be a degree one Cameron-Liebler set of generators inW (5, q) orQ(6, q)with parameter
x. Using Lemma 5.7 for e = 1, d = 3, c = x we find that if q3 − q2x + q+12 x
2 − q+12 x
3 > 0, then L
contains at most x pairwise disjoint generators. Since fq(x) = q3−q2x− q+12 x
2(x−1) is decreasing
on [1,+∞[, we find that it is sufficient that fq
(
3
√
2q2 −
3
√
4q
3 +
1
6
)
> 0, as we only consider the
values of x in [2, . . . , 3
√
2q2 −
3
√
4q
3 +
1
6 ]. Using a computer algebra packet, it can be checked that
fq
(
3
√
2q2 −
3
√
4q
3 +
1
6
)
> 0 for all q ≥ 2.
Theorem 5.9. A degree one Cameron-Liebler set L of generators in W (5, q) or Q(6, q) with
parameter 2 ≤ x ≤ 3
√
2q2 −
3
√
4q
3 +
1
6 is the union of α embedded disjoint hyperbolic quadrics
Q+(5, q) and x − 2α point-pencils whose vertices are pairwise disjoint and not contained in the α
hyperbolic quadrics Q+(5, q). For the polar space Q(6, q) or W (5, q) with q even, α ∈ {0, ..., ⌊x2 ⌋},
for the polar space W (5, q) with q odd, α = 0.
Proof. Let P be the polar space W (5, q) or Q(6, q) and L be a degree one Cameron-Liebler set
in P . Note that the generators in these polar spaces are planes. By Corollary 5.8, there are c
pairwise disjoint planes pi1, pi2, . . . , pic with c ≤ x in L. Let Si be the set of planes in L inter-
secting pii and not intersecting pij for all j 6= i. By Lemma 5.6 there are, for a fixed i, at least
s1 − (c− 1)s2 ≥ s1 − (x− 1)s2 = q3 − (x− 2)q2 − (x2 − 2x)(q + 1) planes in Si. As Si is an EKR
set by Corollary 5.8, Si has to be a part of a point-pencil (PP), a base plane (BP) or one class of
an embedded hyperbolic quadric Q+(5, q) (CEHQ). Remark that if P is W (5, q) with q odd, then
P cannot contain a CEHQ, so for this polar space, the only possibilities are a PP of BP, by [7,
Lemmas 3.3.7, 3.3.8 and 3.3.16]. Using Theorem 3.1, we can prove that if the set Si is a part of
a PP, BP or CEHQ, then L has to contain all planes of this PP, BP or CEHQ. We show this for
the case where the set of planes forms a part of a PP. So assume Si is a subset of the point-pencil
with vertex P , and there is a plane γ /∈ L through P . This would imply that γ meets at least
q3−(x−2)q2−(x2−2x)(q+1) planes in L non-trivially. This gives a contradiction by Theorem 3.1
for i = 1 and i = 2, as γ /∈ L intersects with precisely x(q2+q+1) < q3−(x−2)q2−(x2−2x)(q+1)
planes of L.
This argument also works for the BP and CEHQ, so we can conclude that if L contains an Si which
is a part of a PP, BP or CEHQ, then L has to contain the whole PP, BP or CEHQ respectively,
which we will call Li.
Remark first that L cannot contain a BP with base pi as then pi ∈ L intersects q3 + q2 + q >
q2+q+x−1 planes of L in a line, which gives a contradiction with Theorem 3.1. This implies that
all sets Li are PP’s or CEHQ’s. Now we show that every two sets Li and Lj are disjoint. Suppose
first that Li and Lj are two PP’s with vertices Pi and Pj respectively, that are not disjoint. Then
there are at most q + 1 planes in Li ∩ Lj and let α be one of them. Now we see that α meets
at least 2(q3 + q2 + q + 1) − (q + 1) elements of L, contradicting Theorem 3.1. If Li and Lj are
two non-disjoint CEHQ’s or a CEHQ and a PP that are non-disjoint, then we can use the same
arguments as above: In both cases, there are at most q+1 planes in Li ∩Lj , which implies that a
plane α ∈ Li∩Lj meets at least 2(q3+q2+q+1)−(q+1) elements of L non-trivially, contradicting
Theorem 3.1.
Now we know that L contains the disjoint union of c ≤ x sets Li of planes, where every set is
a PP or CEHQ. As the number of planes in a PP or CEHQ equals (q2 + 1)(q + 1), and the total
number of planes in L equals x(q2+1)(q+1) (see Lemma 3.3(2)), we see that L equals the disjoint
union of x sets Li.
To end this proof, we want to show that the only possible composition of L exists of PP’s and
embedded hyperbolic quadrics. If L contains one class of an embedded hyperbolic quadric, then
L also contains the other class of this hyperbolic quadric. This also follows from Theorem 3.1:
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suppose L contains only one class of an embedded hyperbolic quadric and let pi be a plane of the
other class of this embedded hyperbolic quadric. Then we can show that pi is also a plane of L:
we know that pi meets q2 + q + 1 planes of the hyperbolic quadric in a line, so at least so many
planes of L, in a line. But if pi /∈ L, then by Theorem 3.1, pi can only meet x < 3
√
2q2 planes of L
in a line, a contradiction.
This implies that L has to be the disjoint union of point-pencils and embedded hyperbolic
quadrics. Remark that two point-pencils are disjoint if the corresponding vertices are non-collinear.
As there exists a partial ovoid of size q + 1 in P , we can find x pairwise disjoint point-pencils.
Note that for q odd and P = W (5, q), there are no embedded hyperbolic quadrics, so in this case
L is the disjoint union of x point-pencils. We end the proof by showing that, for P = Q(6, q) or
P = W (5, q) and q even, there exist disjoint embedded hyperbolic quadrics in P . It suffices to show
this only for P = Q(6, q), by the connection between Q(6, q) and W (5, q) for q even. Consider two
embedded hyperbolic quadrics Q+(5, q) in Q(6, q), that intersect in a parabolic quadric Q(4, q).
These two hyperbolic quadrics have no planes in common as the generators of Q(4, q) are lines,
so these two embedded hyperbolic quadrics are disjoint. Remark that the disjoint union of point-
pencils and the disjoint union of embedded hyperbolic quadrics is a degree one Cameron-Liebler
set by Lemma 3.3(4), as a point-pencil is a degree one Cameron-Liebler set and for P 6= W (5, q)
or q even, an embedded hyperbolic quadric of the same rank is also a degree one Cameron-Liebler
set.
This theorem agrees with Conjecture 5.1.3 in [15], as this conjecture says that every degree one
Cameron-Liebler set in W (5, q) is the disjoint union of non-degenerate hyperplane sections and
point-pencils.
Remark 5.10. Recall that the disjoint union of point-pencils and disjoint embedded hyperbolic
quadrics is also an example of a degree one Cameron-Liebler set of generators in the other polar
spaces of type III (see Lemma 3.3 and Example 3.7).
We also remark that we could not generalize this classification result to other classical polar
spaces, as for these polar spaces, there is not enough information known about large EKR sets in
these polar spaces. For the polar spaces Q+(4n + 1, q) there are some EKR results in [8]. Since
in this case, the large examples of EKR sets have much more elements than the largest known
Cameron-Liebler sets, we cannot use these results.
Summary of properties for type III
In Table 5 we give an overview of properties where we distinguish sufficient properties, necessary
properties and characteristic properties, or definitions for Cameron-Liebler sets and for degree one
Cameron-Liebler sets.
Suppose in this table that L is a set of generators in the polar space P of type III, with
characteristic vector χ. Suppose also that pi is a generator in P , not necessarily in L.
Property CL degree one CL
χ ∈ V0 ⊥ V1. S C
∀pi ∈ P : |{τ ∈ L|τ ∩ pi = ∅}| = (x− χ(pi))q(
d
2). C N
χ− x
qd+1
j is an eigenvector of Ad with eigenvalue −q(
d
2). C N
∀pi ∈ P , |{τ ∈ L| dim(τ ∩ pi) = d− i− 1}| = (1), for 0 ≤ i < d S C
If P admits a spread, then |L ∩ S| = x ∀ spread S ∈ P . C N
Table 5: Overview of the sufficient (S), necessary (N) and characterising (C) properties.
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