Financial time series such as stock price and exchange rates are, often, non-linear and nonstationary. Previously, many researchers have attempted to forecast those using statistical models and machine learning models. Statistical models assume the time series to be stationary and linear, thus resulting in large statistical errors. Though machine learning models, namely, Artificial Neural Networks (ANN) and Support Vector Regression (SVR) can model non-linear data quite effectively, they suffer from the problem of overfitting and are sensitive to parameter selection. Use of decomposition models has been found to improve the accuracy of predictive models. The paper proposes a hybrid approach integrating the advantages of both decomposition model (namely, Maximal Overlap Discrete Wavelet Transform (MODWT)) and machine learning models (ANN and SVR) to predict the National Stock Exchange fifty index. In first phase, the data is decomposed into a smaller number of subseries using MODWT. In next phase, each subseries is predicted using machine learning models (i.e., ANN and SVR). The predicted subseries are aggregated to obtain the final forecasts. In last stage, the effectiveness of the proposed approach is evaluated using error measures and statistical test. The proposed methods (MODWT-ANN and MODWT-SVR) are compared with ANN and SVR models. Further, it was observed that the return on investment obtained based on trading rules using predicted values of MODWT-SVR model is higher than that of Buy-and-hold strategy.
Introduction
Stock market can be viewed as a complex system that takes in a lot of information ranging from fundamental information to socio-political events and news to investors" behavior and produces an output (Novak & Velušček, 2015 1 ). Due to complex market dynamics, there is an ongoing debate on "can stock prices be predicted accurately?". Finance literature suggests two approaches for predicting the movements of stock price: Fundamental analysis and Technical analysis. In fundamental analysis, the stock prices are predicted using fundamental indicators of a company such as Return on Equity (ROE), Earnings Per Share (EPS) and Price to Earnings (PE) ratio.
In technical analysis, the movement of stock price is predicted based on the behavior of previous stock price values. Technical analysts focus on the market timings. They use various tools such as charts, technical indicators and models to monitor the trend of price and volume over a long time period. The focus of technical analyst is to develop a model that is capable of predicting the stock price dynamics accurately.
According to widely accepted Random Walk theory, the markets move in a random and unpredictable manner. It reflects the efficient market hypothesis and states that if the publicly available information is reflected on the stock price then tomorrow"s price is independent of today"s price but the effect of the available information (Fama, 1970 2 ).
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Few studies showed the evidence of predictability of stock prices. Lo Various models have been adopted to predict the financial time series, especially stock price. (GARCH), proposed by Bollerslev (1986) 10 , and its extensions try to model the heterogeneity of volatility and handle irregularities. However, they fail to completely capture highly irregular phenomena in financial market (Matei, 2009) 11 .
The ability of various machine learning techniques such as Artificial Neural Networks (ANN) and Support Vector Regression (SVR) to capture and model non-stationary and non-linear data has led to their wide applicability in time series forecasting. But these models are not without their limitations. They suffer from the problem of overfitting and getting trapped in local optima. The paper presents an approach depicting two models, namely, hybrid MODWT-ANN and hybrid MODWT-SVR models to predict 1-step ahead forecasts for weekly National Stock
Exchange Fifty price index, where the time series is first decomposed to different sub-series using MODWT. Then, these sub-series are predicted independently using two machine learning models and are aggregated to obtain the final forecasts. The hybrid MODWT-SVR model integrates the benefits of both MODWT and SVR. Similarly, the hybrid MODWT-ANN model highlights the advantages of both MODWT and ANN.
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Apart from improvement in prediction accuracy of stock price index, another important area which interests the investors is the optimal timing for buying and selling the security to minimize loss or maximize returns. In this paper, few trading rules based on the predictive model are illustrated to guide the investors to make buying and selling decisions.
The flow of the paper is as follows: Section 2 explains the theory of the methodology adopted in this paper. The analysis of National Stock Exchange Fifty index is presented in Section 3. The results and the trading decisions are discussed in Section 4 followed by Conclusion in Section 5.
Research Methodology

Discrete Wavelet Transform (DWT)
Wavelet Any function y(t) can be decomposed by a sequence of projections onto wavelet basis:
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where J represents the number of multiresolution; Ф is the father wavelet and ψ is the mother wavelet. s J,k and d j,k represent the smooth and the detailed coefficients, respectively. Ф j,k and ψ j,k are scaling and translation of Ф and ψ, defined by
s j,k and d j,k are signal representation in wavelet domain.
The father wavelet and the mother wavelet approximate the smooth (low frequency) components and the detail (high frequency) components of the signal, respectively.
The decomposition of signal using DWT is shown in Figure 1 . DWT operates on the principle of One of the limitations of DWT is the requirement of length of the dataset to be dyadic (i.e., power of 2). Secondly, the output generated by DWT is highly dependent on origin of the signal being analyzed. A small shift in origin affects the outputs generated and this problem is called 
Artificial Neural Networks (ANN)
Inspired by Most commonly used training algorithm is Backpropoagation (BP) whose objective function is to minimize the sum of squares of difference between the desired output y d (t) and network predicted output y p (t), i.e., error which is represented as 2 1 1 ( ( ) ( )) 2 dp t E y t y t   
During training by BP algorithm, the error component is transmitted backwards from output layer to each neuron in the hidden layer ( Figure 3 ). The weights and biases related to each neuron are adjusted based on the error component. The iterative process helps the network to converge and the process is carried out till the error (E) gets minimized. BP uses gradient descent algorithm and is sensitive to parameters such as learning rate and momentum, which might override the possibility of finding an optimal solution. To overcome this limitation, Resilient Propagation (RP) proposed by Riedmiller & Braun (1993) 19 is used. Another advantage of RP is that it quickens the training process and helps to achieve superior performance (Liu et al., 2012 13 ).
Once the network is trained, it can be used to predict for new unknown input values based on the knowledge obtained during the training phase. This is called testing phase. The training of a neural network model using BP algorithm is depicted in Figure 3 . 1. Unlike statistical models, ANN models require few prior assumptions. They are generally data-driven and adaptive.
2. ANN models are capable of modelling and predicting the non-linear data. 12 3. ANN models can approximate any continuous function with satisfactory accuracy.
Support Vector Regression (SVR)
Based on VC theory (VC-Vapnik, Chervonenkis) or statistical learning theory, Support Vector Regression (SVR) has gained popularity in the recent years for modeling non-linear regression.
Similar to ANN, SVR is a data-driven supervised learning model. The schematic diagram of SVR is shown in Figure 4 .
Figure 4: Schematic diagram of SVR
The SVR model (Vapnik, 1995 21 ) is represented as:
where b is bias, z is a weight vector, and Ф(x) is a kernel function which transforms nonlinear input data to a linear one in a high-dimensional feature space. Kernel function is generally a non-linear function. Widely used kernel functions are radial basis function (RBF) kernel and polynomial kernel.
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The parameters are estimated using ϵ-insensitivity loss function 2 , which is defined as:
where y is the desired(target) output; ϵ is defined as the region of ϵ-insensitivity.
SVR works on the principle of structural risk minimization. When empirical risk 3 and structure risk are considered together, the objective function is defined as:
where, i = 1,..., n is the number of training data;
T zzis the structure risk preventing over-learning and lack of applied universality; and C is a modifying coefficient representing the trade-off between empirical risk and structure risk.
The optimal value of weights can be solved using Lagrange condition for various values of modifying coefficient C, band area width ϵ, and kernel function K. The approximation function of the SVR-based regression is defined as
where α i and α i * are Lagrangian multipliers which satisfy the equality condition
A survey on use of SVR for time series prediction is carried out by Sapankevych & Sankar (2009) 22 .
2 Other loss function is quadratic loss function but limitation is that it depends on outliers 3 Empirical risk represents the error generated by the estimation process of the value 14
Proposed Hybrid Models
The proposed hybrid models (MODWT-ANN and MODWT-SVR) for prediction of stock price integrate the advantages of a decomposition model (namely, MODWT) and machine learning models (namely, ANN and SVR). The steps (refer Figure 5 ) are enumerated below:
1. The original series is decomposed into a set of various sub-series (also known as wavelets) using DWT.
2. Each sub-series is forecasted separately using ANN and SVR in case of the hybrid MODWT-ANN and MODWT-SVR models, respectively.
3. Forecasted sub-series are recombined to obtain the final forecast value.
4. Performance/error measures are calculated by comparing the final forecast value (obtained in the previous step) with the original series. 23 , all the hidden information in the data is revealed when the level of decomposition is 6. However, when the level of decomposition increases, the data will be smoothened to a larger extent, thus, leading to loss of information (Lahmiri, 2014) . Hence, the level of decomposition chosen here is 3. 
Phase II: Prediction of Subseries
In this phase, each subseries obtained is predicted using two machine learning models, namely, ANN and SVR. The parameters for both the models are selected initially using Autocorrelation Function (ACF) and Partial Autocorrelation Function (PACF). 
In the similar way, the lag parameters of other sub-series are determined. 
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As a data preprocessing step for both ANN and SVR models, the data is normalized between 27 ). The model using z-score as a preprocessing step seemed to perform better than remaining two normalization processes.
 ANN Model: As mentioned earlier, the neural network model has three layers and each layer consisting of certain number of neurons. Since it is a prediction problem, the number of neurons in output layer is 1. Number of neurons in the input layer is obtained using lag parameter. For instance, in case of W 1 , the lag parameter identified was 4, hence the number of neurons in the input layer is 4. This is mathematically expressed as:
There are no defined rules to identify the number of neurons in the hidden layer, hence, they are selected on basis of best performances of the model. The number of neurons in each layer is presented in Table 1 .
The model is trained using Resilient Propagation (RP) algorithm (Riedmiller & Braun, 1993 19 ). RP is preferred over the most commonly used BP algorithm because of its superior performance (Liu et al., 2012 13 ). Further, the training of neural network model is faster and does not require specification of parameters such as learning rate and momentum during the training process. Chang (2003) 28 is adopted in this paper. In this approach, the best values of ϵ and C are determined by exponentially growing sequence of ϵ and C (C = 2 -3 , 2 -1 , …, 2 15 ). Best parameters help to minimize the forecasting mean square error. Analysis is carried out in R language, a statistical computing language and environment.
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Before recombining the forecast of the subseries, all the transformations applied to the data should be removed. For instance, the data should be denormalized. In case of first difference and second difference, the transformations should be reverted to the original form.
d. Obtaining the Final Forecasts:
The forecasts of subseries obtained using ANNs are summed up to obtain the final forecast. Similarly, the final forecast is obtained for the ones generated using SVR model. The final forecasts can be obtained by using the following equation: To analyze the effectiveness of the proposed approach (hybrid MODWT-ANN and MODWT-SVR models), the original series (i.e. series without MODWT decomposition) is modeled and predicted using SVR and ANN models.
Results and Discussion
Error Measures
The forecasting performances of various predictive models, namely, ANN, SVR, MODWT-ANN and MODWT-SVR are evaluated based on two performance measures: Root Mean Square Error (RMSE) and Directional Accuracy (DA).
The difference between the original series (X i (t)) and the corresponding predicted values (F i (t)) is known as Error (E i (t)). Root Mean Square Error is calculated as the square root of mean of error
values. Lower is the value of RMSE, better the predictive model. RMSE is expressed mathematically as:
where, i i i
Directional Accuracy, expressed in percentage, represents the number of times the predicted values matched the direction of the sign followed by original series. Higher the value of DA, better are the forecasts. These error measures are calculated using the predicted values of test dataset.
The performance measures of the four forecast models are represented in Table 2 . From the table, it can be seen that the decomposition-based hybrid models have better performances compared to those without decomposition. The hybrid MODWT-SVR model has a remarkably better performance, in terms of both RMSE and DA, in comparison to other models. Hybrid MODWT-SVR model has the lowest RMSE of 50.08 and a directional accuracy of 80%. The model has accurately predicted the direction of movement of the stock prices 80% of the times.
With RMSE and DA of 155.45 and 74.95%, respectively, the hybrid MODWT-ANN model performed considerably better than both ANN and SVR models. The results of the 1-step ahead forecasts obtained using all the four models are represented in Figure 9 . 
Significance Test
The predictive capabilities of two different models are evaluated using a popular non-parametric WSRT is used to evaluate whether performance of the presented hybrid MODWT-SVR and
MODWT-ANN models is better than that of SVR and ANN models without decomposition.
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Two-tailed WSRT was carried out to evaluate the predictive performance of the proposed models (hybrid MODWT-ANN and hybrid MODWT-SVR) and remaining models (ANN and SVR models). Results of the test are shown in Table 3 . From the table, it can be seen that z statistics value is beyond (-1.96, 1.96), hence the null hypothesis of two models being same is not accepted. The results are significant at 99% confidence level (α = 0.01). The sign "+" in the table represents that predictive capability of hybrid MODWT-SVR model is superior than two traditional computational intelligence techniques, namely, SVR and ANN. Signs "-" and "="
refer to underperformance and similar performance of the hybrid models compared to other two models, respectively. The WSRT results confirm that the hybrid MODWT-SVR and MODWT-ANN models outperformed the traditional SVR and ANN models. 
Buying and Selling Decisions
Using the forecasting models discussed above the closing price of a stock on the first trading day of the following week can be predicted with reasonable accuracy. These predictions can be used by the investors to make investment related decisions using few trading rules. The predictions of MODWT-SVR model are used because of high directional accuracy and low RMSE values.
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Let ˆk y and y k be the forecasted closing price and actual closing price respectively on first trading day in the k th trading week. Consider a situation where the closing price is expected to rise in the trading week k but it falls or remains same, then it is represented using an error index E k (Hsu, 2014 31 ), which is defined as follows:
where, n is the total number of weeks.
Though the analysis has been carried out using the index values, the same model and trading rules can be used for stocks as well. Based on the error index (E k ), following three rules 5 are used in this study: The first rule suggests that an investor should buy a stock if he does not hold any stock on first day of the trading week since the price in the following week is expected to rise. The second rule suggests that if an investor is holding a stock on the first day of the trading week and observes that price is expected to fall the next week, he is advised to sell his stocks. The final rule suggests the investor to sell his held stock if the predictions of rising stock price are completely wrong for three consecutive weeks.
The return on investment is calculated using the following equation:
where, C Si represents the selling price of the i th transaction, C Bi represents the buying price of the i th transaction and k is the total number of transaction.
Here, it is assumed that the security can be sold and bought at the opening price on the next trading day of the week once buying/selling decisions are taken. The transactions based on the trading rules are illustrated in Table 4 . when the forecasted value (8669.78) of first trading day of the subsequent week (i.e., March 9, 2015) is lower than the current vale (8937.75). Using Rule 2, the investor is advised to sell the security. The trading rules were applied to the test data set. It was found that return on 29 investment obtained based on trading rules using predictions of MODWT-SVR and trading rules was higher than that of Buy-and-Hold strategy.
Conclusion
The paper proposed and presented a hybrid forecasting approach integrating the advantages of a decomposition model and machine learning models. Two hybrid models, namely, MODWT- The proposed model is advantageous for predicting the stock index since it is a decompositionbased model. It helps to deconstruct the time-series into various frequency components.
Individual components are easier to predict than original non-stationary and non-linear data series. The second part of the model uses SVR which has robust performance than ANN model.
Since the proposed model is data adaptive model, the trend in the time series is captured and this helps in increasing the accuracy of the prediction.
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Further, two trading strategies, namely, based on MODWT-SVR predictions and Buy-and-hold strategies were evaluated to determine the timing for buying and selling the securities. It was found that the trading strategies based on the results of MODWT-SVT yielded better ROI than that of Buy-and-Hold strategy.
Here, in this paper, the analysis is carried out using "haar" filter and the level of decomposition assumed is three. The work can be extended to other levels to study the effect of other filters, namely, db4, db6, db8 and db1 and on various levels of decomposition can also be carried out.
As a part of future direction, the model can be tested for high frequency intraday stock index or stock price data. In order to capture the effects of macro-economic variables on stock price, multivariate forecasting models can be used for predicting the stock price.
