Sistema automático de recomendación de outfits utilizando visión por computador y técnicas de aprendizaje de maquinas con un guardarropas personalizado by Pineda Cortés, Steven
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7.11. Resultados Por Número de Colores . . . . . . . . . . . . . . . . . . . 78
7.12. Resultados Por Espacio de Color . . . . . . . . . . . . . . . . . . . . 78
7.13. Resultados con y sin HOG . . . . . . . . . . . . . . . . . . . . . . . . 79
7.14. Resultados con y sin LBP . . . . . . . . . . . . . . . . . . . . . . . . 79
7.15. Resultados con y sin Radon . . . . . . . . . . . . . . . . . . . . . . . 79
7.16. Resultados con y sin PCA . . . . . . . . . . . . . . . . . . . . . . . . 80
7.17. Resultados con y sin ICA . . . . . . . . . . . . . . . . . . . . . . . . . 80
7
7.18. Comparación Mejores Resultados con Mejores Parámetros Generales
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Glosario
1. IA: Inteligencia Artificial. Capacidad de las máquinas de imitar las funciones
cognitivas asociadas a la mente humana.
2. Visión por Computador: Campo interdiciplinario que trata sobre cómo los
computadores pueden ganar entendimiento de alto nivel de imágenes digitales
o videos.
3. Aprendizaje de Máquinas: Campo de estudio cientifico de algoritmos y modelos
estad́ısticos que los sistemas de computación usan para realizar una tarea
sin recibir instrucciones expĺıcitas, básandose en patrones e inferencias. Se
considera un subconjunto de la IA.
4. HOG: Histogram of Oriented Gradients o Histograma de Grandientes Orienta-
dos. Descriptor usado en visión por computador el cual cuenta las ocurrencias
de la orientación de gradientes en diferentes porciones de una imagen.
5. LBP: Local Binary Patterns o Patrones Locales Binarios. Descriptor usado en
visión por computador basado en los valores de los pixeles vecinos en diferentes
porciones de la imagen.
6. RGB: Red-Green-Blue o Rojo-Verde-Azul. Representación computacional del
color.
7. HSV: Hue-Saturation-Value o Matiz-Saturación-Valor. Representación compu-
tacional del color usada pricipalmente en diseño.
8. LAB: También conocido como CIELAB. Representación computacional del
color definido por la CIE, Comisión Internacional de la Iluminación.
9. SVM: Support Vector Machine o Máquinas de Vectores de Soporte. Modelo
de aprendizaje supervisado que lleva los puntos a un nuevo espacio en el cual
puedan ser separados facilmente.
10. Random Forest: Modelo de aprendizaje basado en árboles de decisión conca-
tenados.
11. Redes Neuronales: Modelo de aprendizaje supervisado basado en neuronas
artificiales interconectadas y activadas bajo ciertas condiciones para producir
un valor o clase estimado.
12. Image Retrieval: Sistema para buscar y recuperar imágenes de una base de
datos. En el documento se hará referencia a este como retrieval”.
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Resumen
Decidir cómo combinar la ropa es un problema que afrontamos d́ıa a d́ıa, pocos
tenemos la habilidad de saber qué va bien con qué pero a todos nos interesa ver-
nos bien. La dificultad de abordar este problema es alta ya que para entrenar un
modelo que pueda tomar decisiones de coordinación correctas es necesario previa-
mente segmentar cada imagen, extraer caracteŕısticas de esta y ensamblarlas. De
acuerdo a esto se construye una base de datos con ayuda de una diseñadora de
modas, en la cual se tiene el rating para miles de combinaciones de prendas. Se
construye también un framework para la segmentación de las imagenes, extracción
y ensamble de caracteŕısticas. Para la segmentación se utiliza el principal algoritmo
encontrado en el estado del arte: GrabCut, también se hacen pruebas exitosas con
un algoritmo más simple y de menor complejidad computacional: FloodFill. Como
caracteŕısticas se toman el color, principal herramienta de decisión según el experto,
las dimensiones y otros descriptores de textura usados en el estado del arte como
HOG, LBP y Radon Signature. Con esta información se entrenan diferentes mode-
los, incluyendo Random Forest, SVM y Redes Neuronales. El sistema desarrollado
puede predecir qué tan bien combinan dos prendas dadas logrando una precisión en
las recomendaciones entre el 76 % y el 88 % para los diferentes tipos de prendas y
sentando aśı un precedente para sistemas de recomendación de outfits usando un
closet personalizado y además extrayendo automáticamente las caracteŕısticas de
la prenda, esta combinación de funcionalidades es poco común en investigaciones
anteriores. Los modelos encontrados se integran en una plataforma web que permite
cargar imágenes y recibir sugerencias de prendas que coordinen bien según el criterio




1.1. Descripción del Problema
Decidir qué outfit 1 usar cada d́ıa para ir a trabajar, salir los fines de semana o
participar de ocasiones especiales es una tarea que a diario consume el tiempo de
las personas. Estudios realizados por la empresa de ventas Marks & Spencer [1] y la
empresa proveedora de uniformes Simon Jersey [2], han demostrado que las mujeres
toman en promedio 17 minutos al d́ıa para decidir qué ponerse, y aunque para los
hombres el tiempo promedio sea más bajo, este llega a los 13 minutos. Esto es un
problema en cuanto a que se están utilizando en promedio entre 3 y 5 d́ıas al año
decidiendo qué prendas combinan correctamente y además son apropiadas para cada
ocasión, lo que equivale a estar usando entre 80 y 100 horas que se podŕıan utilizar
para otras actividades productivas o de ocio. Además esta indecisión es la causa de
frustraciones, un fenómeno conocido como ‘wardrobe rage’ (rabia de guardarropas)
y llegadas tardes al trabajo para al menos 1 de cada 4 mujeres según la encuesta de
Simon Jersey.
La escogencia de las prendas no solo determina cómo se va a ver la persona ese d́ıa,
sino que también afecta al estado mental de esta, como lo explica la profesora en
psicoloǵıa Karen Pine en su libro Mind What You Wear [3]. Por esto indica que la
decisión más importante cada mañana puede ser qué vestir y que esto puede tener
gran efecto en el d́ıa de una persona, en conseguir el trabajo correcto e incluso afectar
el transcurso de su vida. En un estudio de la Universidad de Hertfordshire dirigido
por Pine [4] se muestra también la relación entre el estado de ánimo y la escogencia
de ropa. Además el 96 % de las mujeres entrevistadas indicaron que la forma en que
se visten afecta su nivel de confianza. Hajo Adam y Adam D. Galinsky introducen
el término “enclothed cognition” [5] para describir la influencia sistemática que la
ropa tiene en los procesos psicológicos del portador. Hector Gonzalez-Jimenez [6]
realizó un estudio en el que encontró relación en cómo las personas que se adaptan
más fácilmente escogen la ropa con fines de moda y de expresar su individualidad y
cómo esto afecta a su vez la apreciación del cuerpo y la autoestima. Además, en un
1Conjunto de prendas usadas juntas, especialmente para una ocasión o propósito particular.
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estudio enfocado a cómo la escogencia de ropa puede influir positiva o negativamente
en una persona con condiciones de demencia [7], Julia Twigg concluye que el vestido
es parte de cómo desarrollamos y reforzamos nuestra identidad.
Los estudios mencionados muestran la importancia de utilizar outfits que combinen,
sin embargo es claro también que esta no es una tarea fácil para el promedio de las
personas si observamos los tiempos utilizados para escogerlos. La dificultad está en
que para determinar una buena combinación de prendas intervienen los conceptos
de armońıa y estética. La armońıa se define según la RAE como “proporción y
correspondencia de unas cosas con otras en el conjunto que componen”. La estética
por su parte es la disciplina que estudia la belleza. Para este caso cada prenda de
vestir es una parte del conjunto y lo que se busca es un equilibrio y correspondencia
entre las caracteŕısticas de estas partes: color, forma, estilo, diseño, tamaño, etc;
logrando un resultado estético. Además una prenda u outfit son adecuados para una
ocasión según lo indiquen los códigos de vestimenta y la moda actual, los cuales
tienen la dificultad de ser temporales y espaciales.
La moda es especial en cuanto a que el nivel de estética para una prenda o conjunto
vaŕıa según la región del mundo hasta el punto de que lo que puede ser bien visto en
un páıs puede estar completamente prohibido en otro, por ejemplo usar minifalda
en Colombia o hacerlo en Afganistán. Debido a esto la definición de lo que está a
la moda debe tener en cuenta la ubicación geográfica de la persona interesada en
vestirse bien. Además, la moda cambia constantemente en el tiempo, las compañ́ıas
que lideran la moda generan nuevas colecciones dos veces al año para las estaciones de
primavera-verano y otoño-invierno. Esto implica que lo correcto de usar o combinar
según la moda, depende no solo de un momento y un lugar espećıfico, sino que debe
ir evolucionando con las nuevas tendencias. Debido a estas razones y otros factores
que afectan qué tan bien se ve un outfit como el color de piel, la contextura de la
persona y el rango de edad, es dif́ıcil para personas no expertas escoger correctamente
la forma de vestir.
A nivel de ingenieŕıa, construir un sistema que pueda generar outfits validando el
nivel de coordinación de conjuntos de prendas comprende múltiples retos. Aunque
existen bases de datos bien conocidas para la clasificación de prendas, no se encuentra
ninguna que tenga como entrada pares o conjuntos de prendas y como output un
valor indicando qué tan bien combinan. Para abordar el problema se debe primero
construir dicha base de datos.
Posteriormente es necesario segmentar la prenda de cada imagen, este problema se
ha abordado en investigaciones enfocadas a la clasificación, exceptuando aquellas que
usan Deep Learning, pero la exactitud se puede ver muy afectada si el fondo de la foto
no está claramente definido o no es uniforme como indican en [8]. Se necesita también
extraer caracteŕısticas que aporten la mayor cantidad de información posible para la
tarea de combinar. Según el estado del arte y la experta, Mariana Aristizabal Gómez,
diseñadora de modas, el color es el factor principal de decisión, seguido de posibles
texturas o patrones y de la forma que tenga cada prenda. En el estado del arte se
encuentran múltiples acercamientos enfocados a las tareas de clasificación y retrieval,
en su mayoŕıa utilizan el color y en algunos casos otros descriptores de textura como
HOG, LBP y Radon Transform [9]. Estas caracteŕısticas deben pasar por un proceso
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de ensamble, para el cual existen diferentes heuŕısticas y herramientas de reducción
de caracteŕısticas como PCA e ICA. En este punto se puede entrenar un modelo de
regresión que estime la calificación de un outfit dadas sus caracteŕısticas. Existen
diversas alternativas como regresiones lineales y lineales Bayesianas, SVM, redes
neuronales y Random Forest. Cada una de estas tiene además distintos parámetros
que se pueden adaptar de mejor o peor manera a describir los datos dados.
Finalmente, para darle una utilidad a la investigación es indispensable crear un sis-
tema en el cual se puedan cargar imágenes con las prendas de un usuario final donde
estas sean procesadas por las etapas de segmentación, extracción y ensamble de ca-
racteŕısticas. El usuario podrá entonces solicitar dicho sistema recomendaciones de
outfits utilizando sus propias prendas, para lograrlo el sistema debe evaluar todas las
posibles combinaciones con el modelo previamente entrenado y mostrarle al usuario
aquellas que mejor combinan.
1.2. Definición del problema
¿Se puede desarrollar un sistema automático de recomendación de outfits siguiendo




Además de las decenas de horas utilizadas al año en la tarea de escoger qué usar
cada d́ıa, el resultado de lo que se escoge tiene un impacto en la autoestima de las
personas. Se estima que el 85 % de las personas se ven afectadas por baja autoestima
[10], y según la Organización Mundial de Salud al año se registran cerca de 800.000
muertes por suicidio, siendo esta la segunda causa de muerte en las personas entre 15
y 29 años [11]. Se ha encontrado también que la baja autoestima está relacionada con
problemas de agresión, delincuencia, bajo rendimiento académico, adicción a drogas
y alcohol, salud f́ısica y mental, depresión y desempleo [12]; además el 75 % de los
jóvenes con baja autoestima indican haberse involucrado en actividades negativas
como fumar, consumir alcohol y bullying [13].
Teniendo en cuenta la fuerte relación entre el autoestima y la forma de vestir, y la
dificultad que tiene la moda de variar en el tiempo y el lugar, se ve la necesidad de
proveer a las personas con un sistema de recomendación de outfits. Los acercamientos
encontrados en el estado del arte se limitan en general a sugerir prendas de tiendas
en ĺınea o requieren que los atributos de la ropa se ingresen manualmente. En el
proyecto actual se plantea un sistema que incluya coordinación utilizando el closet
propio y que tome caracteŕısticas automáticamente a partir de fotos.
Para lograr sugerir outfits es necesario la creación de una base de datos orientada a
este fin, basarse en algoritmos de visión artificial para la obtención de caracteŕısticas
a partir de imágenes de las prendas y en aprendizaje de máquinas para sugerir outfits
estéticos. Se debe desarrollar un sistema que tenga registro de las fotos de todas
las prendas del usuario y que recomiende conjuntos u outfits válidos utilizando las
prendas del usuario, siendo un conjunto válido aquel que, según los criterios de un
experto en moda, combine las distintas prendas de manera armoniosa y que sea
adecuado con la ocasión de uso.
El aporte de este proyecto consiste entonces en generar una base de datos que sirva
como referencia para la combinación de prendas, el desarrollo de una metodoloǵıa de
extracción de carecteŕısticas de moda, el desarollo de una metodoloǵıa de ensamble
de caracteŕısticas, la identificación de un modelo o modelos que puedan describir
y predecir el nivel de coordinación de un outfit según sus caracteŕısticas con una
exactitud de referencia para trabajos futuros y un sistema de recomendación que
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integre estos procesos para generar recomendaciones de outfits a usuarios finales
usando las prendas cargadas y obteniendo automáticamente sus caracteŕısticas. En
el estado del arte se encuentran numerosos acercamientos a problemas similares de
recomendación, pero en su mayoŕıa tienen alguno de los siguientes problemas: están
enfocados a recomendaciones de prendas puntuales de prendas únicas, no toman
las caracteŕısticas automáticamente lo cual hace que su uso sea complejo, utilizan
heuŕısticas muy simples basadas únicamente en el color o que no son siempre válidas.
La herramienta propuesta tiene un impacto desde la perspectiva práctica ya que
permite reducir el tiempo dedicado a la tarea de decidir qué prendas utilizar y cómo
combinarlas, además de ayudar a evitar problemas relacionados con la baja autoes-
tima. A nivel metodológico se generan una base de datos etiquetada para el objetivo
espećıfico de combinar outfits y un framework de referencia para la extracción de





Desarrollar un sistema automático de recomendación de outfits utilizando visión por
computador y técnicas de aprendizaje de máquinas con un guardarropas personali-
zado.
3.2. Objetivos Espećıficos
1. Crear una base de datos de prendas con sus posibles combinaciones calificadas
por un experto.
2. Diseñar una metodoloǵıa para la extracción de caracteŕısticas de moda.
3. Diseñar una metodoloǵıa para el ensamble de caracteŕısticas.
4. Validar la exactitud del nivel de coordinación entre pares de prendas.




4.1. Sobre la moda
Para hacer un sistema de recomendación de outfits es necesario tener claros los
conceptos de moda y universos del vestuario, los cuales definen lo adecuado para
cada ocasión, y entender cómo funcionan las tendencias.
La moda es un concepto amplio, tiene diversas facetas y es importante entenderlo
desde cada una de sus ramas para saber qué tendencias y motivaciones están detrás
de una prenda de vestir. La moda no es un término en el cual todos coinciden con
su significado, ya que puede variar de acuerdo a la profesión, la ubicación geográfica
y el momento.
La moda está compuesta por diferentes sub-grupos que se definen según su funciona-
miento, métodos, siluetas y estilos. Estos se conocen en el mundo de la moda como
universos del vestuario 1. La moda se encarga de separar los estilos para tener un
método de organización y jerarqúıas de los tipos de mercado en el mundo actual,
debido a las nuevas generaciones la moda se ha encargado con el tiempo de crear más
universos del vestuario para que las personas se sientan identificadas con su estilo
y las marcas puedan tener una gúıa de como atender los mercados de la moda. Los
siguientes son los principales universos del vestuario actualmente, los cuales están
definidos por los colores, conceptos, siluetas y bases textiles.
Jeans wear: Es el universo del vestuario más famoso y con más poder en el
mundo de la moda y la vida cotidiana de las personas ya que es un estilo para
todas las edades, está compuesto por la base textil de denim. Con los años se
ha tecnificado realizando diferentes mezclas de bases y este puede ser utilizado
tanto de noche como de d́ıa.
Casual wear: Hace de la apariencia de las personas algo más formal pero sigue
siendo un estilo de la vida cotidiana y laboral, las personas lucen su estilo,
1Universos del Vestuario, InexModa
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color y siluetas favoritas siempre de la mano de las tendencias, muchas veces
por impresionar a los demás o resaltar.
Formal wear: En ocasiones las personas suelen asistir a eventos en los cuales
se requiere un toque de elegancia y formalidad en su aspecto ya sea laboral o
de uso cotidiano. El formal wear es el universo adecuado en este caso.
Gala wear: Vestido largo y esmoquin son fundamentales para este universo de
la moda, es etiqueta pura, brillo, canutillos, sedas, entre otras caracteŕısticas
que lo representan.
Active wear: Un universo que está en pleno furor ya que la humanidad ha
tomado conciencia de la vida, mente y cuerpo saludable y deportivo. Es por
ello que las marcas deportivas hacen de sus colecciones llamativas, cómodas y
versatiles, se encargan de cumplir las necesidades de sus clientes haciendo de
estos querer cada vez más prendas deportivas para lucir en sus tiempos libres
y de hacer deporte.
Leisure wear: Ropa deportiva o de descanso, utilizada para la vida cotidiana
tanto en el hogar como en la calle.
Otros: Beach wear o ropa de playa, Street wear, que incluye prendas casuales
y cómodas como jeans, camisetas, gorras de baseball y sneakers, Sleep wear,
utilizada para dormir y Under wear que se refiere a la ropa interior.
Otro aspecto importante en la moda son las tendencias, las cuales indican la dirección
en la que la moda se está desarrollando. Para la gente común es un misterio de dónde
surgen y cómo las grandes casas de moda pueden coincidir en estilos y patrones para
sus colecciones de Primavera-Verano y Otoño-Invierno. Esto se logra gracias agencias
de moda conocidas como “coolhunters”, quienes se dedican a analizar la sociedad
para identificar elementos que puedan convertirse en tendencia.
Entre las agencias más representativas se encuentran Peclers Paris 2, la WGSN 3
y Trendstop 4. Peclers Paris se autodefine como la agencia consejera ĺıder en ten-
dencias, estilo e innovación, esta ayuda a las marcas más innovativas en el mundo a
descifrar, anticipar los mercados y a desarrollar productos más deseables. La WGSN
es una compañ́ıa predictora de tendencias con análisis en vivo y herramientas de
diseño para ayudar a los productores a estar más seguros de sus decisiones y en-
tregar los productos adecuados en el momento correcto. Trendstop combina una
plataforma global y en ĺınea de investigación de tendencias con un estudio de diseño
y un servicio de consultoŕıa, indican que su experticia está en convertir conceptos
de tendencias en productos comercialmente exitosos. Otra compañ́ıa ĺıder es Pan-
tone 5, la cual es una autoridad mundial en el Color. Pantone se conoce además
como un lenguaje estándar para la comunicación del color desde el diseñador y el
manufacturador hasta el vendedor y el consumidor.
2Peclers Paris. Fashioning for the future: http://www.peclersparis.com/en/home
3WGSN. World’s Global Style Network: https://www.wgsn.com/en/wgsn/
4TrendStop. From concept to commercial success: https://www.trendstop.com/en/about us.html
5Pantone: https://www.pantone.com/about-us
18
Un aspecto importante y común entre estas agencias es que anticipan las tenden-
cias de hasta dos años. Además cuentan con una gran cantidad de recursos para
los diseñadores como siluetas, telas, bordados, colores e incluso archivos de diseño
con patrones listos para usarse en producción. Estas agencias están enfocadas úni-
camente a diseñadores y productores.
Los conceptos de moda, universos del vestuario y tendencias mencionados deben ser
tenidos en cuenta para lograr el objetivo general del proyecto de desarrollar un sis-
tema de recomendación de outfits. Para llevarlo a un sistema es necesario lograr que
este tenga la capacidad de reconocer las caracteŕısticas importantes de las prendas
y posteriormente cómo combinarlas correctamente. Esto implica el uso de técnicas
de inteligencia artificial ya que estamos en busca de un sistema que imite el pen-
samiento de un humano. Espećıficamente se requiere utilizar algoritmos de visión
artificial, también conocida como visión por computador, en la identificación de ca-
racteŕısticas de fotos de prendas, y algoritmos de filtrado con técnicas de aprendizaje
de máquinas para la coordinación.
4.2. Coordinación
4.2.1. Coordinación con Closet Propio
De los acercamientos propuestos a continuación [14] no usa atributos ya que son re-
comendaciones sociales sobre fotos. [15], [16], [17] y [18] deben ingresar los atributos
de las prendas manualmente. [19] Tiene la ventaja de extraer automáticamente las
caracteŕısticas, sin embargo la coordinación es muy limitada. En [20] se menciona la
extracción automática de atributos de color y patrones pero no explica cómo lo hace.
[21] obtiene combinaciones de colores para recomendar a partir de una encuesta y
simplemente usa esa información.
En [14] se desarrolla un sistema basado en sabiduŕıa de las masas (wisdom of crowds),
en el cual a través de dispositivos móviles y algunos incentivos, los usuarios pue-
den solicitar o dar recomendaciones a los demás usuarios utilizando los elementos
de su propio guardarropa, de esta forma obtienen las recomendaciones mejor ran-
keadas como sugerencias. En este acercamiento la coordinación no se hace a través
de un algoritmo sino de la opinión de otras personas, se utiliza una estrategia de
Gamification con un ranking para los mejores calificadores para motivarlos.
[15] crea un sistema de recomendación básico teniendo en cuenta caracteŕısticas de
color y ocasión que son ingresadas manualmente. El fuerte del sistema es un dis-
positivo reconocedor de voz, la cual es procesada para identificar el color y ocasión
deseados, con esto se muestran unas opciones de prendas superiores e inferiores, una
vez se selecciona una de las dos el sistema actualiza las sugerencias para el comple-
mento. Tiene en cuenta el uso histórico de las prendas. En cuanto a recomendación
es bastante básico, está principalmente enfocado en el reconocimiento del habla. La
evaluación de desempeño fue únicamente con 38 prendas del usuario a través de 10
personas y una encuesta, los resultados son solo cualitativos.
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En [16] se propone un sistema de recomendación utilizando una red bayesiana que
se retroalimenta con la valoración que el usuario da a cada recomendación. La red
tiene en cuenta la temperatura del d́ıa para seleccionar el tipo de ropa y la ocasión
relacionada a los colores que se debeŕıan usar. El sistema también propone coordina-
ción de prendas haciendo el proceso en dos pasos, uno en que se selecciona la parte
superior del outfit con la red bayesiana y otro en el que utiliza una red bayesiana de
colores para sugerir la inferior. Esta última red es ajustada si el usuario rechaza la
combinación propuesta. El sistema intenta recomendar cada prenda con la misma
frecuencia.
[17] desarrolla un sistema de closet inteligente donde el usuario puede tener un se-
guimiento de cada una de sus prendas y combinarlas virtualmente antes de tomarlas
f́ısicamente desde una aplicación móvil. El sistema guarda la información del largo y
el color tanto de la parte superior como de la inferior. Con estos datos y el histórico
de usos que incluye cada elemento combinado puede hacer sugerencias a partir de
estad́ısticas. También puede hacer sugerencias según el clima, para lo cual utiliza la
propiedad de longitud de las prendas. La coordinación se hace buscando elementos
que coincidan en su largo y cuyos colores históricamente se hayan combinado.
[18] propone un sistema de recomendación basado en contenido, en el cual además da
recomendaciones de coordinación de prendas incluyendo sombrero, camisas, panta-
lones y zapatos. Este sistema tiene en cuenta las preferencias del usuario, la estación
actual y las diferentes situaciones que puede tener planeadas el usuario. La coordi-
nación que usa es entre prendas y ocasión, no entre prendas realmente. No indica
cómo se hacen las sugerencias.
[19] propone una aplicación móvil para combinar la ropa. Coordina una imagen de
entrada con las anteriormente guardadas y provee al usuario sugerencias basadas
en el contorno de las prendas y los colores dominantes. Para esto se desarrollan dos
componentes de extracción de regiones de interés con el fin de facilitar la clasificación
de la prenda y la extracción del color. Se entrenaron máquinas de vectores de soporte
binarias de dos niveles para clasificar entre top, falda o pantalones. Se utilizó k-means
para reconocer los colores dominantes. Para coordinar busca pares de prendas cuyos
colores sean análogos (cercanos) o complementarios (contrarios), utilizando los k
vecinos más cercanos.
[20] propone un sistema de recomendación que sugiere prendas de ropa que comple-
mentan a una dada como consulta. El modelo codifica el conocimiento subjetivo de
expertos en ropa con un lenguaje de ontoloǵıa multimedia web (MOWL) y usa un
esquema de razonamiento evidencial y casual. También identifica la “personalidad
visual” del usuario, detectando su color de piel y de cabello a través de una foto
y deduciendo su tipo de cuerpo. Tiene en cuenta la información de la ocasión y de
la estación para hacer las recomendaciones. No indica claramente cómo extrae los
colores y los patrones de las imágenes.
En [21] desarrollan un sistema para coordinar blusas y pantalones o faldas basado
en el color. La evaluación hecha por 15 mujeres está entre 3.89 y 4.46. Parten de los
6 colores de pantalones y faldas más comunes y con una encuesta de 60 personas
seleccionan los 3 colores de blusa que mejor combinan para cada uno. Ambos colores
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los llevan al espacio de color YCbCr. Utilizando estos colores y lógica difusa predicen
que tan armoniosa es una combinación de colores.
4.2.2. Coordinación con Prendas Externas
Las siguientes propuestas contienen un componente de coordinación que puede apor-
tar a la investigación aunque no estén enfocadas a trabajar con el closet propio. De
estos [22] tiene además extracción automática de caracteŕısticas. [23], [24] y [25]
requieren que sean ingresadas manualmente. [26] obtiene automáticamente un con-
junto de caracteŕısticas pero no de las prendas sino de las medidas del usuario y la
coordinación es con las medidas de la prenda, que se ingresan manualmente. [27] al
parecer logra resultados muy buenos en cuanto a la similitud de las prendas encon-
tradas, pero no tiene una coordinación con la prenda dada, sino que encuentra fotos
de outfits que incluyen una prenda parecida a la consultada.
[22] utiliza fotos de revistas de moda y busca que a partir de una imagen de un ele-
mento de moda se recomienden otros elementos que sean apropiados con el primero.
Utilizan un modelo probabiĺıstico tópico (probabilistic topic model) para obtener
información sobre las caracteŕısticas visuales de cada elemento. Primero utiliza un
método para identificar la parte superior e inferior de la imagen basándose en de-
tección de rostros, luego una extracción de atributos con el modelo tópico (en este
caso los temas o tópicos pueden representar las diferentes categoŕıas de moda como
casual, formal o elegante). Para hacer las recomendaciones se consulta una prenda
superior o inferior, se lleva esta imagen al modelo tópico y se identifica la prenda el
mismo tipo con las caracteŕısticas más cercanas a la dada, a partir del complemento
original de la prenda de referencia se sugieren otras prendas similares. El compo-
nente de detección de top y bottom es bastante bueno (73 % de exactitud) para su
funcionamiento simple, detecta el rostro y con unas proporciones definidas asume la
posición del top y el bottom. Obtiene un histograma de color en un espacio alterno
al RGB dividido en secciones: RB (16), BY (16), WB (8). Si se prueba con elementos
que originalmente fueron extráıdos en pareja, el complemento correspondiente está
entre los primeros 30 sugeridos por el modelo. Las pruebas se realizaron con 2 bases
de datos de 1059 y 1410 fotos.
En [23] se aborda el problema de coordinación como un MCDM (Multiple Criteria
Decision Making), es decir, un problema de toma de decisión con múltiples criterios.
Los autores proponen un sistema experto en realizar combinaciones de prendas a
partir de la información en una base de datos y un conocimiento construido con
diseñadores y estilistas de moda sobre reglas de moda. Se utiliza la técnica fuzzy
screening debido a la forma en que se definen en general los aspectos de la moda
y a que la información de cada atributo no es fácil de llevar a valores numéricos.
Gracias a las técnicas de lógica difusa se pueden calificar los resultados con un ı́ndice
de satisfacción de combinación de moda (FCSI). El screening es usado para descartar
inicialmente gran parte de las opciones basándose en información preliminar, esto es
necesario según los autores debido a que evaluar cada una de las combinaciones seŕıa
muy costoso. Este sistema está enfocado a ser utilizado en tiendas de ropa donde se
tenga previamente analizada la información de todo el catálogo, el modo de uso es
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seleccionar primero una prenda y con un identificador el sistema reconoce la prenda
y sugiere posibles combinaciones con otras de la misma tienda. Las recomendaciones
que da el sistema obtuvieron una calificación de al menos buena en el 92 % de los
casos y de muy buena en el 87 %.
[24] propone un framework que va más allá de la similitud visual de las prendas y
busca aprender el concepto de compatibilidad entre categoŕıas. La idea es encontrar
una transformación para llevar las caracteŕısticas de los elementos a un espacio laten-
te que exprese compatibilidad, para esto utilizan redes neuronales convolucionales
siamesas (Siamese Convolutional Neural Network), donde los ejemplos de entrena-
miento son pares de elementos de diferentes categoŕıas marcados como compatibles
o no compatibles. Indican que con sus resultados el modelo puede aprender infor-
mación semántica de estilo y es capaz de generar outfits de ropa con elementos de
diferentes categoŕıas que van bien juntos usando los vecinos más cercanos. El método
puede igualmente encontrar elementos compatibles con nuevas categoŕıas.
[25] propone una herramienta para ayudar en la decisión de coordinación de moda
a través de la integración de un sistema experto de evaluación de atributos basado
en conocimiento, con la red neuronal difusa de Takagi–Sugeno. Se identifican y
formulan un conjunto de atributos de elementos de ropa para la coordinación. Estos
elementos se evalúan con el sistema de conocimiento el cual puede manejar de forma
más efectiva la información lingǘıstica y categorizada. Luego se utiliza una técnica de
agrupamiento difuso y un algoritmo h́ıbrido de aprendizaje que combina técnicas de
algoritmos genéticos y optimización de enjambre de part́ıculas para reducir las reglas
de coordinación y el tiempo de entrenamiento de la red neuronal manteniendo un
error medio cuadrado bajo. El sistema indica ser más efectivo que el de propagación
hacia atrás, el de algoritmos genéticos y el de optimización de enjambre de part́ıculas.
Este sistema se está usando actualmente en una compañ́ıa de modas.
[26] utiliza dos componentes para hacer las recomendaciones, uno en el que obtiene
información de las caracteŕısticas de las prendas de forma manual y otro en el que
identifica las medidas del cuerpo del usuario automaticamente. Para estas tareas
utiliza caracteŕısticas Haar. Basado en esto y en una base de datos con histórico de
combinaciones encuentra las sugerencias.
El algoritmo desarrollado en [27] provee a los usuarios un sistema para identificar
qué elementos de moda pueden combinar con los que tienen actualmente. El usuario
sube una imagen de su prenda y el sistema busca elementos similares y recomienda
una coordinación a partir de una base de datos obtenida de sitios web de moda. El
sistema funciona en 3 pasos, primero procesa la base de datos con outfits completos,
detecta 4 áreas en cada imagen: top exterior, top interior, pantalones y zapatos,
esto lo hace primero detectando el rostro y luego usando unas proporciones pre-
establecidas. Para cada área detecta y describe los atributos: histograma de RGB e
histograma de SIFT con BoK. El tercer paso consiste en buscar elementos similares
al elemento cargado que correspondan al mismo tipo de prenda y sugerir los outfits
que los contienen, para determinar la similitud utilizan la distancia Bhattacharyya.
Usa Grabcut para eliminar el fondo de las imágenes.
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4.3. Clasificación y Recuperación
La recuperación o retrieval de imágenes basada en un query ha tenido un gran
crecimiento en los últimos años por las posibilidades comerciales que tiene, se han
desarrollado plataformas enfocadas en ayudar a sus usuarios a encontrar un producto
igual o similar al de una foto. El mundo de la ropa ha sido uno de los nichos que han
aprovechado esta tecnoloǵıa. Aunque en el estado del arte los acercamientos con Deep
Learning reportan los mejores resultados, estos no fueron tenidos en cuenta como
útiles para la actual investigación, por el contrario aquellos que utilizan diferentes
técnicas para extraer atributos que luego usan para la búsqueda son de interés y
posible utilidad para el caso de uso ya que estos pueden obtenerse de cada prenda
para ayudar a mejorar la coordinación.
La clasificación de objetos es otra tecnoloǵıa con uso creciente que ahorra tiempo
humano a la hora de organizar información, para este problema el Deep Learning
obtiene también los mejores resultados, sin embargo por su naturaleza no es de utili-
dad al actual problema salvo en algunos casos. Al igual que en los acercamientos de
retrieval se encuentran analizados a continuación aquellos que tienen un componente
de extracción de atributos.
Los principales features extráıdos tanto en clasificación como en retrieval incluyen
el color en diferentes espacios (RGB, HSV y HSI, LAB). Como descriptores locales
usan LBP (Local Binary Patterns), SIFT (Scale Invariant Feature Transform) y
SURF (Speeded Up Robust Features). Como descriptores globales utilizan HOG
(Histogram of Gradients), GIST y descriptores estad́ısticos. Además usan Radon
Signature para detección de texturas.
4.3.1. Enfocados en Retrieval
Los siguientes acercamientos están enfocados en retrieval. [27] (ver sección de coor-
dinación), [28] y [29] tienen adicionalmente un componente de segmentación. Todos
extraen algún atributo de color: [27] (RGB), [30] (RGB, HSV, LAB), [31] (no indica
el espacio) y [28] (HSV) lo utilizan en forma de histogramas. [32] no indica el color
pero se asume RGB, [33] y [34] utilizan el espacio de color HSI y [29] HSV. [32],
[30], [31] y [29] utilizan HOG, [32] y [31] adicionalmente usan LBP. SIFT también
es aplicado en [32], [27] y [30]. En general tras extraer estos features de cada ima-
gen la búsqueda de prendas similares se realiza por cercańıa con distintas métricas,
comparando con bases de datos previamente analizadas.
[32] propone un método de recomendación con aprendizaje activo, utilizando 3 ti-
pos de atributos para representar las imágenes de ropa: tipo de prenda, color y
apariencia. Para codificar esta información y posteriormente encontrar las simila-
res se utiliza sparse-coding. Para inferir las preferencias del usuario utiliza active
learning con regresión de vectores de soporte. Inicialmente se hace un pequeño en-
trenamiento donde el usuario selecciona las prendas favoritas y gracias a esto se
pueden dar recomendaciones basadas en los gustos del usuario sin que este tenga
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que indicar las caracteŕısticas que busca de forma expĺıcita. Está bien definido como
codifican las imágenes y se identifican las más cercanas pero no cómo obtienen los
valores de los atributos.
[30] parte de un conjunto de imágenes con palabras que describen a cada una y busca
proporcionar una relación de palabra a palabra, de imagen a palabra y de imagen
a imagen. Primero extrae diferentes atributos de las imágenes (3 histogramas de
colores: RGB, HSV, LAB, Tamura texture, gist, sift, sift-rank) y para cada uno de
estos encuentra clusters. Para detectar los elementos visuales divide la imagen en
X partes y utiliza HOG sobre cada una. Para cada cluster se toman las palabras
con mayor frecuencia que correspondan a las imágenes de este, en este punto aún
hay muchas palabras y no se producen buenos resultados. Para mejorar esto se hace
un filtro de las palabras que mejor describen los elementos visuales basándose en
el método de Graph Cut. El método en general es muy interesante y parece dar
muy buenos resultados, para esta investigación lo más relevante son las diferentes
caracteŕısticas (6 diferentes) que extrae de cada imágen. El objetivo del modelo es
encontrar otras prendas con caracteŕısticas similares en lugar de prendas similares
hoĺısticamente cómo lo hacen comúnmente los otros acercamientos.
En [33] y [34] ofrecen un acercamiento para representar y procesar información del
color utilizando sets difusos y teoŕıa de la lógica, teniendo en cuenta la impresión de
los humanos ante los distintos colores. Se hace espećıficamente en espacio de color
HSI y utilizan este método para identificar los colores en prendas de vestir y para
buscar prendas de vestir a través de consultas de colores o impresiones buscadas.
El color lo divide en grupos: 8 para hue, 3 para saturation y 5 para intensidad. Lo
reducen de 120 a 86 combinaciones con un par de reglas: Si S es bajo, H es irrelevante,
Si I es iluminado H y S son irrelevantes. Provee una tabla con un mapeo entre colores
e impresiones. El art́ıculo no está enfocado a la moda sino a los colores, incluso en su
t́ıtulo habla de que se utiliza el análisis de los colores para coordinación de atuendos,
pero solo se utiliza para buscarlos. Sin embargo puede ser muy útil el análisis que
hace del color ya que sin duda es una de las propiedades más importantes de los
elementos de vestir a la hora de combinarlos.
En [31] desarrollan un framework para hacer recomendaciones de prendas a partir
de la imagen capturada en un dispositivo de espejo inteligente. El sistema toma
una captura de la persona, detecta el rostro y a partir de eso calcula rectángulos
con la región de interés para calcular el estilo de la ropa, usa 8 ROI (regiones de
interés) diferentes. Obtiene descriptores de histograma de colores, LBP y HOG con
distintas configuraciones. Encuentra prendas similares u otras recomendaciones que
muestra en el espejo. Utiliza diferentes medidas de distancia para encontrar prendas
similares. Para medir la exactitud usa Discounted Cumulative Gain. Tiene gráficas
con el desempeño pero no indica cuales son los porcentajes alcanzados.
En [28] desarrollan un módulo de búsqueda de imágenes basado en contenido en el
cual tienen un módulo de pre-procesamiento que incluye ecualización del histogra-
ma de color para remover efectos de iluminación, extracción de foreground usando
GrabCut y normalización del área de la ropa en la que lo llevan a un tamaño fijo.
Para la búsqueda usan 4 métodos. El primero es un histograma de color basado en
HSV, en esta cuantizan el espacio de color en varios niveles: 8 para H, 3 para S y 3
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para V. En el segundo calculan 3 momentos por cada componente de color. Los otros
dos métodos consisten en dividir la imagen en 32 bloques y aplicar los dos primeros.
Utilizan una base de datos de 2000 imágenes y los mejores resultados los obtienen
con los momentos de color en bloques (cascada), con una exactitud de 61.18 %.
En [29] presentan un sistema móvil de búsqueda imágenes similares de prendas
superiores usando detección de rostro, segmentación de la prenda y extracción de
atributos. La segmentación la hacen en el espacio de color YCrCb para ser más
resistentes a cambios de iluminación. Utiliza el detector de rostro Viola-Jones para
estimar la región de interés, a partir de esta usan GrabCut y eliminan la piel usando
un umbral en el mismo espacio de color. De la prenda segmentada obtienen un
histograma de color en HSV, dividiendo los componentes en vectores de 18, 3 y
3 respectivamente. Extrae también descriptores HOG y crea una bolsa de palabras
con ambos descriptores. Encuentra los similares con un ı́ndice de búsqueda invertido.
Obtienen un dataset de 1500 imagenes de chictopia.com y realizan la búsqueda en
esprit.co.uk. Obtienen un F-score de 0.857.
4.3.2. Enfocados en Clasificación
Las trabajos realizados en [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45],
[46], [47], [48] y [49] se especializan en clasificación, [44] tiene adicionalmente un
componente de segmentación. [36], [38], [39] y [43] utilizan redes neuronales convo-
lucionales, aunque estas usan Deep Learning tienen en cada caso algo de utilidad
para el problema actual. SIFT es el descriptor más común, siendo usado en [39], [40],
[42], [44], [45], [46], [47] y [49]. [40], [42] y [45] están especializados en clasificación
de texturas y utilizan descriptores asociados a Radon Transform. El color no es tan
usado como en la búsqueda, pero aún aśı es parte de [38] (RGB), [40] (HSI), [41]
(RGB), [43], [48] y [49] (RGB). Otros atributos usados incluyen SURF en [35] y [39],
LBP en [35] y [47], HOG en [43], [47].
[35] realiza la clasificación de prendas a partir de fotos completas en las que se incluye
el rostro del portador. Identifica la sección de la prenda usando detección de rostro
y proporciones del cuerpo, elimina el fondo usando GrabCut y utiliza un umbral en
HSV para eliminar la piel. Divide el área segmentada en 3 ventanas verticales y sobre
cada una obtiene los features SURF y LBP, utiliza BoF para unir los features y un
SVM para entrenar. El dataset consiste en 1131 imágenes separadas en 7 categoŕıas.
Obtiene una exactitud del 73.57 % en la clasificación.
[36] utiliza CNN usando la arquitectura pre-entrenada de GoogLeNet, quita la últi-
ma capa y la entrena con el dataset de ImageNet para hacer una clasificación más
granular basada en atributos de diseño. Usando 10-fold obtienen una exactitud pro-
medio de 62 %. Usan 1392 imágenes de moda pertenecientes a 24 clases.
En [37] desarrollan un marco de trabajo para clasificar en categoŕıas detalladas las
prendas a partir de una imagen de cuerpo entero basándose en los distintos elementos
de cada prenda. Para prendas superiores identifica tipos de cuello, botones frontales,
estilo de impresión, hombros (cubiertos o expuestos) y largo de manga. De acuerdo
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a esto clasifica la prenda en camisa formal o informal, manga larga, polo, tank,
camiseta, etc. Para las prendas inferiores identifica si hay espacio entre las piernas,
longitud, estilo de impresión, lados, pliegues, ratio de ancho y arrugas, clasificando la
prenda en falda corta o larga, shorts, pantalones, etc. Segmentan las prendas usando
detección de rostro y proporciones del cuerpo, definen un conjunto de medidas y
cálculos para clasificar cada uno de los elementos que en su mayoŕıa son binarios
o ternarios. Utiliza un clasificador multiclase para determinar finalmente qué tipos
de prendas se encuentran en la imagen. Utilizan 3250 fotos de cuerpo completo
y obtienen una exactitud, recall, y F-score de 88.76 %, 88.53 %, y 88.64 % para
reconocer prendas superiores y 88.21 %, 88.17 %, y 88.19 % para prendas inferiores,
respectivamente.
En [38] utilizan redes neuronales para clasificar las prendas en estilos como bohemio,
imperial, gótico, punk, etc. Divide la imagen en partes (cabeza, cuerpo, manos y
piernas) y para cada una aplica una red neuronal, extrae otros atributos sobre la
imagen completa y usa todos los valores obtenidos como entrada de una última
red neuronal. Utilizan descriptores de color, textura y material. Para la textura
y el material utiliza deep filter bank con 2 bases de datos: KTH-TIPS (Texture
under varying Illumination, Pose and Scale) para textura y FMD (Flickr Material
Database) para material. Para el color extrae los histogramas de color en RGB.
Tienen un dataset de 2360 imágenes correspondientes a 22 categoŕıas y otro de 1893
en 5 categoŕıas. Tienen 55.9 % de accuracy y 65.6 % respectivamente.
En [39] desarrollan un modelo para clasificar prendas de ropa, para esto hacen
experimentos con los descriptores SIFT y SURF los cuales obtienen resultados muy
bajos por lo cual utilizan el enfoque de CNN. Dan una explicación detallada de los
pasos a seguir para configurar la CNN y tienen una etapa de aumentar el dataset
usando desplazamientos, rotaciones, desenfoque entre otros que los lleva a alcanzar
una exactitud del 78 % en el set de pruebas. Tiene un componente de detección de
color con un 84 % de efectividad usando la libreŕıa OpenCV y agrupando los pixeles.
En [40] crean un dispositivo con un sistema de detección de patrones y de colo-
res para ayudar a personas con dificultades en la visión. El sistema distingue entre
patrones de cuadros, rayas, planos e irregulares. Para lograrlo utilizan la firma de
Radon (Radon Signature) como descriptor junto con un esquema para extraer pro-
piedades estad́ısticas de sub-bandas de ondas para capturar features globales, este lo
denominan STA. También utilizan descriptores locales: SIFT con BOW. La clasifi-
cación de color la realizan en el espacio HSI, el cual es normalizado y luego se calcula
un histograma. La herramienta clasifica entre 11 colores utilizando algunas reglas
según el valor de los 3 componentes. Usaron 2 datasets: CCNY clothing pattern da-
taset con 627 imágenes de las 4 categoŕıas de patrones y UIUC texture dataset que
contiene 1000 distribuidas en 25 clases. Alcanza una exactitud promedio del 92.7 %
en el primer dataset usando el 70 % para entrenamiento, en el segundo set consi-
guen una exactitud de 96.31 % usando el 60 % para entrenar y del 97.61 % usando
el 80 %. El dispositivo fue usado por 10 personas las cuales dieron una evaluación
cualitativa positiva debido a la independencia que les da, aunque sugirieron que el
sistema distinga entre más colores además de otras sugerencias respecto al uso.
[41] propone un método para reconocer el estilo y el patrón de la ropa usando
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una matriz de co-ocurrencia modificada de 6 canales con un clasificador de random
forest. Utilizan imágenes de prendas obtenidas de forever21.com haciendo búsquedas
con diferentes términos relacionados al patrón o estilo, de las imágenes obtienen
parches (patches) para construir 3 datasets que contienen 100 clases diferentes. El
acercamiento se centra en calcular estad́ısticas de segundo orden de los niveles de
gris de la imagen. Las matrices de co-ocurrencia de nivel de gris (GLCM) cuentan
la ocurrencia de niveles de gris entre pares de ṕıxeles cercanos, este acercamiento
extiende el modelo para usar los canales de RGB, creando 6 canales: RR, BB, GG,
RB, RG, BG. Obtienen accuracy de 96.9 %, 97 % y 93.4 % en los 3 sets. Indican que
el entrenamiento es bastante rápido.
En [42] desarrollan un clasificador de patrones de texturas basado en varios features
extráıdos: SIFT, Radon transform y atributos estad́ısticos (enerǵıa, entroṕıa y va-
rianza de la imágen). Usan una SVM con kernel RBF para la clasificación. Utilizan
el dataset CCNY y clasifican en 4 clases: cuadros, rayas, planos e irregulares. Tiene
un accuracy muy bajo: 35 %.
En [43] utilizan extreme learning machines para reconocimiento de imágenes de ropa,
extraen 3 tipos de atributos: obtenidos de una CNN pre entrenada, histogramas de
gradientes de orientación (HOG) e histogramas de color. Concatenan estos datos y
utilizan un ELM con auto codificador para determinar el tipo de prenda. Utilizan
el dataset de DeepFashion que contiene 50 categoŕıas en 300 mil imágenes, toman 8
de esas categoŕıas. Los mejores resultados se obtienen usando una combinación de
los atributos de CNN y HOG, con un 82 % de exactitud.
En [44] crean un clasificador de tipo de prenda. Inicia con un componente de seg-
mentación basada en detección de rostro y GrabCut, la piel la remueven usando
unos valores ĺımite en el espacio de color HSV. Como atributos extrae SIFT para
obtener información de estructuras y puntos de interés, y local directional patterns,
LDP, para codificar información local de texturas. Entrenan una SVM usando una
combinación de ambos atributos para predecir el tipo. Utilizan un dataset de 1131
imágenes tomadas de diferentes fuentes y divididas en 7 categoŕıas. Logran una
exactitud de 64.9 %, recall de 64.64 % y f-score de 63.36 %.
[45] propone un sistema para detectar el patrón y los colores de una prenda para
asistir a personas con problemas de visión. Como atributos obtienen: descriptores
estad́ısticos de la imagen (variancia, enerǵıa, uniformidad y entroṕıa), SIFT y análi-
sis de cuantificador de recurrencia RQA. En el pre-procesamiento utilizan Radon
signature para obtener información de la dirección del patrón, utilizan también des-
composición wavelet para propiedades globales. Usan una SVM como clasificador.
El dataset usado es CCYN con 627 imágenes. No indica resultados.
En [46] presentan un método para distinguir entre 4 tipos de patrones: rayas, enre-
jado (cuadros, rombos), especial y plano. Para lograrlo extraen información estruc-
tural (SIFT) y estad́ıstica (varianza, suavidad, homogeneidad, entroṕıa y enerǵıa).
Los features los extraen de la imagen original y de sus sub-bandas wavelet asociadas.
Usan SVM como clasificador. Desarrollan un esquema de combinación de atributos
para crear un nuevo descriptor. El dataset usado es CCYN con 627 imágenes, entre-
nando con 70 % del dataset, el método con mejores resultados obtiene un accuracy
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de 91.86 %. Muy similar a [40], mismos autores.
En [47] proponen un framework para identificar 27 diferentes atributos binarios en
una prenda como tipos de cuello, longitud, tipos de cierre, material, fit (suelto o
ajustado) entre otros. Llevan a cabo experimentos con diferentes descriptores: SIFT
(PHOW y PHOW-color de la libreŕıa open source VLFeat), LBP, HOG y GIST.
Entrenaron una SVM para cada atributo con al menos 60 ejemplos positivos y 60
negativos para cada uno. Los mejores resultados los obtuvieron usando PHOW-LBP.
Utilizan un dataset de 2092 imágenes de chaquetas etiquetadas en 12 categoŕıas,
cada una con al menos 44 imágenes. El sistema se puede usar para agregar tags
automáticamente a prendas o para búsqueda de prendas basado en caracteŕısticas
espećıficas como “cuello V y de cuero”. La exactitud vaŕıa mucho entre atributos,
pero en general se encuentra entre 60 % y 85 %.
[48] presenta un algoritmo para clasificar fotos de prendas publicadas en redes socia-
les utilizando la imagen y el contexto (comentarios sobre la imagen). De la imagen
toman 11 descriptores, de color: AAC, BIC, CCV, GCH, LCH; de textura: QCCH,
LAS,SID, Unser; de forma: EOAC. El algoritmo emplea reglas de asociación para
construir el modelo de predicción. Para el contexto contruye un vocabulario de los
términos relacionados a diferentes prendas, usa TF-IDF para identificar la impor-
tancia de cada término. El objetivo es predecir etiquetas asociadas a una imagen
dada, usando una función de distancia según los 11 atributos y Minimum Entropy
Cut realizan las predicciones. Tiene un componente de segmentación basado en es-
timación de pose. Como datasets utilizan alrededor de 2 mil fotos y comentarios
tomados de pose.com y chictopia.co. Según las gráficas tienen un accuracy del 25 %.
En [49] proponen 2 métodos para determinar qué tan a la moda es un vestido de
acuerdo a los patrones visuales identificados en este. El primer acercamiento tiene
2 fases: descubrimiento de patrones visuales y aprendizaje latente estructural con
SVM. En la primera fase cada vestido se divide en 5 partes, no se considera informa-
ción global. Para cada una de las secciones se realiza un clustering y usan una SVM
para separar entre fashionable o no. En la segunda fase se entrena un clasificador
SVM y se identifican los patrones visuales que hacen que un vestido se considere
fashionable. El segundo modelo utiliza clasificadores de imagen convencionales con
3 features: una bolsa de palabras de SIFT, bolsa de palabras de Texton obtenida
usando el filtro Leung-Mailk y un histograma de color RGB. Tiene un dataset con
1011 muestras positivas y 1637 negativas. El modelo 2 tiene mejores resultados con
una exactitud de 88 %, recall de 94 % y F1 de 91 %.
4.3.3. Enfocados en ambos
[50], [51], [52], [53], [54], [55] y [56] tienen tanto clasificación como retrieval, [51], [53]
y [54] además tiene un componente de segmentación. [50], [52] (RGB), [53] (LAB),
[55] (RGB) y [56] (RGB y LAB) utilizan el color. [50] y [51] utilizan CNN. HOG es
el feature más común después del color siendo usado en [52], [53], [55] y [56].
[50] presenta un acercamiento escalable para detectar el tipo de prenda y su co-
28
lor, dada una imagen. Utilizan deep learning para extraer las caracteŕısticas con el
método de ‘Transfer learning’ El core del proceso es un aprendiz multi-clase basa-
do en regresión loǵıstica. Además desarrollaron una página que detecta el tipo de
prenda con una exactitud del 86 %. Usaron como punto de partida los Deep Featu-
res extráıdos por una base de datos ya entrenada: AlexNet. Adicionalmente tiene
un componente de recomendaciones basado en búsqueda de prendas similares del
dataset.
[51] propone un método para encontrar prendas similares a una dada haciendo énfasis
en la marca de la prenda, tiene un componente de segmentación de logo y prenda.
Utiliza PCA y CNN para obtener los descriptores de la imagen y hace un re-ranqueo
basado en la marca para obtener resultados más precisos. Construye una base de
datos de cerca de 10 mil imágenes de prendas de 15 marcas diferentes en la cual
elimina imágenes irrelevantes manualmente y elimina repetidas usando un feature de
una red neuronal previamente entrenada: VGGNet. Obtiene una exactitud promedio
del 96 % y 98 % en la segmentación del logo y la prenda respectivamente.
En [52] proponen un método de extracción de atributos de prendas en el cuerpo
humano, tienen un componente fuerte de reconocimiento de tipos de cuello, junto
con un conjunto de los colores que más se repiten en la prenda y un cálculo de
la longitud de las mangas. El tipo de cuello se clasifica en 4 clases, para lograrlo
selecciona entre 3 y 6 ROI de las cuales extrae HOG y utiliza una técnica de Structure
Expanding que ayuda a reducir el espacio de búsqueda y a mejorar la detección del
tipo de cuello, utiliza una SVM para esto. Para calcular la longitud de las mangas
se vale de diferentes medidas de altitud de la prenda en conjunto con un detector
de piel. Utiliza un set de 1683 imágenes, para la detección del tipo de cuello tiene
un accuracy y un recall promedio de 75.7 %, la exactitud del detector de longitud
de mangas es del 76 %. Con estos features desarrollan un componente de búsqueda
de imágenes similares a una dada.
En [53] proponen un acercamiento para búsqueda ropa en escenario cruzados y reco-
nocimiento de estilo en 2 pasos. Primero segmentan la prenda usando unión jerárqui-
ca de super pixeles, basado en segmentación semántica. Luego utiliza aprendizaje de
diccionario con dominio adaptativo. Para la búsqueda utiliza un histograma de color
LAB, GIST, SIFT y una CCN pre-entrenada en ImageNet. Logran una desempeño
de 73 % en búsqueda de prendas superiores y de 75 % de prendas inferiores. Para
el reconocimiento de estilo utiliza HOG, LBP e histograma de color LAB con una
SVM como clasificador, los resultados vaŕıan bastante entre las etiquetas identifica-
das. Utilizan 2 datasets, uno de 15.960 imágenes de productos etiquetadas obtenidas
de sitios de compras, y uno de 4206 de personas en diversos escenarios.
En [54] presentan un sistema interactivo de búsqueda ropa a partir de una imagen
dada. El usuario dibuja ĺıneas para identificar las prendas que quiere y no quiere
de la imagen, el sistema usa un método de segmentación basado en geodesic star
convexity. Con la región segmentada usan estimación de pose y calculan los mo-
mentos de la imagen con respecto a las articulaciones del humano detectado para
describir la forma de la región de la prenda. Concatenan los diferentes momentos de
la imagen con pesos variables y realizan la búsqueda basados en similitud. Realizan
experimentos en 700 fotos y obtienen una exactitud promedio de 61 %.
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En [55] presentan un método de búsqueda de imágenes basado en información de
contenido y de alto nivel. Obtienen algunas regiones representativas de la imagen
de las cuales calculan una bolsa de palabras con sus colores dominantes en RGB.
Los resultados son los vecinos más cercanos. Para mejorar el desempeño hacen un
filtro por el tipo de prenda, para lo cual entrenan individualmente un clasificador
por cada tipo de atributo, por ejemplo: camiseta, cuello, botón, rayas horizontales,
etc. Para estos clasificadores utilizan PHOW, PHOG y GIST. Utilizan un dataset de
589 imágenes en las cuales hay 1008 rostros y 32 entidades etiquetadas. El algoritmo
logra un recall de 62 % y una exactitud de 45 %.
En [56] atacan el problema de análisis de ropa con un acercamiento basado en
búsqueda. Para una imagen dada, encuentran estilos similares de una base de datos
etiquetada, de esta forma reconocen los elementos en la imagen. Combinan el análi-
sis de modelos globales pre-entrenados, modelos locales tomados de los ejemplos
encontrados y Paper Doll transfer, logrando identificar la posición y la clasificación
de las prendas. En los experimentos encontraron que la detección de pose ayuda a
mejorar el análisis. Como descriptores extraen RGB, LAB, MR8 (Maximum Res-
ponse Filters), gradientes, HOG, Boundary Distance y Pose Distance (distancia a
14 articulaciones). Utilizan el dataset etiquetado de Fashionista con 685 imágenes y
construyen un dataset: Paperdoll, con mas de 1M de fotos tomadas chictopia.com
con sus respectivos tags. A partir de estos obtienen un dataset final con 339.797
imágenes débilmente etiquetadas con los elementos de vestir y estimación de po-
se. Obtienen un accuracy de 84.68 %, sin embargo la exactitud (33.34 %), recall
(15.35 %) y F-1 (14.87 %) son muy bajos.
4.4. Segmentación
Los acercamientos que incluyen segmentación son de gran utilidad para este proyecto
ya que la fuente de información consiste en fotos de prendas que pueden tener
distintos fondos. Para obtener descriptores que representen información únicamente
de los pixeles que corresponden a la prenda es necesario una buena segmentación,
esto es indispensable para obtener resultados más precisos en la coordinación. Los
métodos más usados consisten en 3. De un lado [27], [28], [44], [57], [58] y [29] utilizan
GrabCut. Del otro usan detección de rostro en conjunto con proporciones del cuerpo
humano y/o estimación de pose para detectar las regiones de interés de las prendas
superiores e inferiores, este es el caso de [26], [27], [44], [59] (RGB y LAB), [54] y
[29]. Finalmente [60], [57] (HSV), [58], [53] utilizan super pixeles. [35] (HSV), [44]
(HSV), [29] (YCrCb) eliminan la piel usando un umbral en el espacio de color. [27]
fue explicado en coordinación, [28] y [29] en retrieval, [44] en clasificación, [51], [53],
[54] en ambos.
En [61] se crea un sistema de recomendación basado en atributos de las prendas
y filtrado colaborativo utilizando valoraciones de otros usuarios. Los atributos se
ingresan manualmente con excepción del color. Estas fuentes de información son
usadas en conjunto para crear dos tipos de sistemas de recomendación. El primero
es un modelo h́ıbrido de recomendación en el que las prendas son agrupadas basadas
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en sus atributos usando conjuntos difusos, esta información se extiende con la que
se tiene de valoraciones de los usuarios para diferentes prendas para producir la
recomendación según el perfil del usuario que la solicita. El segundo es un modelo
probabiĺıstico que califica los ı́tems basado en modelos estad́ısticos que capturan la
relación entre prendas y usuarios en términos de valoraciones de los atributos de
las prendas, aqúı se agrega una variable oculta Z que puede ser tratada como el
v́ınculo interno entre la preferencia del usuario y el contenido del ı́tem. Representa
“El usuario U escoge la prenda C con la caracteŕıstica F por la razón Z”, Siendo U
los usuarios, C las prendas y F las caracteŕısticas. Utilizan normalización de color,
gradientes y otras técnicas para detectar el humano en la imágen, de esta área toman
los colores principales, los llevan al espacio de color HSV y calculan un valor L =
9*H + 3*S + V, hacen un conteo del valor de L por cada pixel para encontrar los
colores dominantes.
[62] construye un sistema inteligente de recomendación de moda usando un modelo
de mineŕıa evolucionaria sobre multimedia relacionada con la moda (Evolutionary
hierarchical fashion multimedia mining model), para obtener datos de las tendencias
según las marcas más influyentes. Las prendas son representadas por 3 factores que
son extráıdos de las imágenes o videos: color de piel, color de ropa y estilo. Con
esta información y un sistema de interacción para determinar las preferencias de los
usuarios proporciona sugerencias al usuario que no solo van con sus gustos sino que
también son adecuadas a las tendencias actuales. Para extraer los colores de la piel
y la prenda segmenta el foreground y background usando Optical flow, para hacer
una extracción refinada del contorno de la persona usa Soft matting.
[63] utiliza un recomendador colaborativo basado en los atributos de la ropa y los
ratings de los usuarios. Para la extracción de colores usan las mismas técnicas que
[61]. Utilizan k-means con las caracteŕısticas de las prendas extendido con teoŕıa de
sets difusos para permitir que un elemento pertenezca a varios clusters. Luego se
extiende la información de los ratings a estos grupos y finalmente se utilizan técnicas
de filtrado colaborativo para determinar la probabilidad de recomendar un producto.
En el art́ıculo explican paso a paso cómo se extraen las diferentes caracteŕısticas de
la imagen.
[64] desarrolla un sistema integrado de co-segmentación de ropa. Tiene un fase de
segmentación de la imagen sobre la cual itera para extraer regiones consistentes y
refina las regiones usando la técnica de SVM ejemplar, para cada región calculan el
descriptor HOG. En la segunda fase añaden etiquetas a partir de un modelo gráfico
multi-imagen en el cual usan las regiones segmentadas como vértices y le incor-
poran contexto como la ubicación las interacciones entre estos, en esta fase usan
Graph Cuts. Usan el dataset Fashionista y uno propio con 2098 imágenes de alta
resolución de moda tomadas en la calle. Logran una exactitud en la segmentación
de 88.23 %/90.29 % y una tasa de reconocimiento de 63.89 %/65.52 % en los data-
sets de Fashionista y el propio, respectivamente. Tiene un componente adicional de
búsqueda de imágenes a partir de una dada.
En [60] proponen un método de co-segmentación basado en HOG y un clasificador
de SVM ejemplar, consiste en 3 pasos: se segmenta la imagen en superpixels, se
seleccionan algunas regiones y se extrae HOG para entrenar la E-SVM, finalmente
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se segmentan las prendas usando el clasificador E-SVM y propagación de segmen-
tación. Usan un dataset de 350 imágenes de sitios de compras como Taobao.com
y Jingdong.com Tienen un accuracy de 73.6 %, Recall de 70.04 % y exactitud de
85.22 %
En [8] proponen un algoritmo para co-segmentar prendas en imágenes con fon-
dos desordenados (con muchos elementos), utilizando las propiedades de múltiples
imágenes con las mismas prendas. Computan los objetos salientes detectando la
parte superior del cuerpo de las modelos y transfiriendo sus ubicaciones a través de
las imágenes. Basado en esto estiman modelos de mezcla Gaussiana para el frente
y el fondo. Utilizan 1000 imágenes de Taobao.com que consisten en 304 grupos de
imágenes cada uno con 2-7 imágenes de modelos usando la misma prenda. Logran
un accuracy de 62.7 %, o de 55.8 % cuando solo hay una imágen disponible. Hacen
una comparación detallada de diferentes algoritmos de segmentación.
En [57] desarrollan un método para segmentar las prendas de una foto usando 3
fases: localización general de la prenda usando estimación de pose y segmentación
de super pixeles; continua con segmentación a nivel de región, en esta etapa utiliza
una función objetivo para determinar la similitud entre regiones usando el color en
el espacio HSV e información espacial. Finalmente hace un refinamiento a nivel de
región usando información espacial y Grabcut. Usan 1000 imágenes de Taobao como
dataset. Obtienen una exactitud de 81.63 (superado por GrabCut con 85.22 %), Re-
call de 82.71 % (superado por Scut con 92.13 %), F: 82.16 % y Accuracy de 70.52 %.
[59] propone un sistema para segmentar y clasificar prendas de vestir en una imagen.
Primero obtienen 400 parches de cada imágen usando SLIC. Luego iteran sobre 3
módulos: detección de pose, análisis conjunto de color y categoŕıa y aprendizaje de
clasificadores de categoŕıa. Para cada imagen toman las N mejores estimaciones de
pose y seleccionan una óptima, a partir de esta seleccionan los parches y extraen
descriptores de color (RGB y LAB), SIFT, HOG y de ubicación. El módulo de MRF
(Markov Random Chains) codifica información de color y categoŕıa para cada parche
y se utiliza para clasificar. El sistema converge después de múltiples iteraciones.
Construyen un dataset de 2682 imágenes etiquetadas con color y categoŕıa a nivel
de pixel. Para la validación utilizan IOU (Intersection Over Union), obtienen un
valor de 0.42.
En [58] proponen un método interactivo de segmentación de imágenes de ropa basado
en super pixeles y Grab Cuts con modelo de mezclas Gaussianas, GMM. Procesan la
imagen de pixeles a super pixeles usando Simple Linear Iterative Clustering, SLIC,
para reducir costo computacional y disminuir el ruido en la imagen. Construyen un
grafo usando los super pixeles como nodos y aplican el algoritmo min-cut/max-flow.
Un usuario debe dar las semillas de dónde hay ropa y dónde no. Miden el número
de pixeles no segmentados en 4 imágenes y obtienen un error entre de 0.2-0.4 %,
superando al GrabCut simple el cual tiene error de 0.2-1.3 %.
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4.5. Recomendación
Debido a que el sistema propuesto debe dar recomendaciones de cómo coordinar se
tuvieron en cuenta algunos acercamientos enfocados en el recomendación de prendas:
[26], [61], [62], [63], [65], [66], [67], [68], [69], [70], [71] y [72]. De estos los primeros 4
tienen un componente de segmentación y fueron desarrollados en esa sección. [26],
[61], [50], [63] utilizan filtrado h́ıbrido, [69] filtrado basado en contenido. [67], [68] y
[70] utilizan bases de conocimiento.
[65] crea un sistema de recomendaciones basándose en el último uso de la prenda,
el clima y la situación. El sistema de recomendación es muy básico pero tiene de
novedoso que desarrollaron un sistema de soporte que incluye hardware para facilitar
la captura de las prendas del usuario, también tiene un componente de redes sociales.
Las recomendaciones son de varias opciones individuales de prendas para la parte
superior e inferior del cuerpo, no de conjuntos. Los atributos de color clima y ocasión
se ingresan manualmente.
[66] es un trabajo completo sobre un guardarropas inteligente que incluye un sistema
de recomendación basado en reglas para encontrar outfits adecuados, un administra-
dor de guardarropa desde el computador o teléfono y un componente de interacción
social para recibir recomendaciones de amigos. Se construyó una BDC con reglas de
moda según el escenario y las caracteŕısticas de usuario, las reglas se definieron con
la ayuda de expertos. Sin embargo da únicamente recomendaciones textuales de qué
tipo de ropa debeŕıa usarse según el tipo de persona y la forma y tamaño del cuerpo.
Menciona y caracteriza varias aplicaciones similares en un cuadro comparativo con
respecto al proyecto propuesto. También incluye una encuesta a usuarios que usaron
el sistema desarrollado y un análisis de los resultados.
[67] se enfoca en hacer recomendaciones según el escenario, el cual es definido como
un entrada de texto por el usuario con frases como “Quiero algo elegante para
la fiesta de cumpleaños de mi jefe”. Para lograrlo se basan en una base de datos
de sentido común llamada Open Mind Common Sense (OMCS), la cual contiene
frases de sentido común como: “Debes usar sombrilla cuando llueve”. Esta base de
datos tiene mas de 800 mil frases en inglés contribuidas por la comunidad, esta y
otras relacionadas están en constante crecimiento. También utilizan ConceptNet, la
cual es similar a la OMCS pero difiere en que esta expresa la información de una
manera formal. Con esta información en combinación con los atributos de marca,
tipo de prenda y material, da sugerencias de prendas como respuesta a peticiones
textuales. Representa el estilo con una 6-tupla: lujoso, formal, funky, elegante, trendy
y deportivo. En general es un enfoque interesante como sistema de recomendación
y diferente a los demás, pero al igual que la mayoŕıa no tiene nada de coordinación
de outfit.
[68] presenta un framework de conocimiento que provee recomendaciones de vestir
personalizadas, este incorpora información sobre aspectos moda como materiales,
tipos de prendas, colores, tipos de cuerpo, color de ojos y cabello y otros, en una
ontoloǵıa. Sobre este sistema se pueden definir algunas reglas de recomendación
dadas por expertos, además utilizan un servidor de personalización que almacena
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las reglas de recomendación en estereotipos y con la interacción del usuario produce
patrones para enriquecer esas reglas y mejorar las recomendaciones al usuario.
En [69] proponen un sistema para un espejo “mágico” asistente. Este da recomen-
daciones de estilo de cabello, maquillaje y vestimenta de acuerdo a la ocasión. Para
las recomendaciones de ropa extraen HOG, LBP, momentos de color, histograma de
color y un descriptor de piel, usan una SVM latente para relacionar la prenda con
la ocasión.
En [70] construyen un grafo de conocimiento con el objetivo de hacer recomenda-
ciones de prendas con un filtrado mixto (basado en contenido y colaborativo) y
teniendo en tanto cuenta el contexto del usuario como el clima y la ocasión y sus
requerimientos. Del usuario utilizan el género, medidas, color de piel, edad entre
otros; de la prenda el color, estilo, tela, patrones, entre otros. El dataset usado es
200 records de una plataforma de ropa, logran un accuracy y recall entre el 55 % y
el 70 %.
[71] presenta un sistema autónomo de recomendación de ropa, utilizando el guar-
darropas del usuario y buscando prendas que sean apropiadas para una actividad y
ocasión dada. Aprende de las preferencias del usuario modificando los pesos asocia-
dos a cada etiqueta. Para las recomendaciones utiliza una regresión loǵıstica multi-
nomial, se entrenó usando una encuesta en ĺınea con 383 ejemplos. La valoración fue
a través de una encuesta hecha a los 10 participantes con un promedio de 3 sobre 5
en la pregunta sobre la utilidad de las recomendaciones
En [72] proponen un acercamiento h́ıbrido con una CNN multilabel y una SVM
con el objetivo de dar recomendaciones de prendas de vestir de acuerdo a un lugar
destino. El sistema aprende de fotos en ĺınea de viajes, construyen un dataset de





El término de inteligencia artificial, IA, fue propuesto por primera vez por el espe-
cialista en computación y en procesos cognitivos John McCarthy en la conferencia
de Dathmuouth de 1956. La IA se refiere a la inteligencia demostrada por máquinas
que imitan las habilidades cognitivas asociadas con la mente humana tales como
aprender o resolver problemas.
Los problemas u objetivos tradicionales de la investigación en IA incluyen razona-
miento, representación de conocimiento, planeación, aprendizaje, procesamiento de
lenguage natural, percepción y la habilidad de mover y manipular objetos. Entre los
acercamientos se encuentran métodos estad́ısticos, inteligencia computacional e inte-
ligencia simbólica. Algunas de las herramientas usadas son la búsqueda y optimiza-
ción matemática, también métodos basádos en estad́ısticas, probabilidad, economı́a
y bioloǵıa.
5.2. Aprendizaje de máquinas
El aprendizaje de máquinas, ML por sus siglas en inglés, trata el estudio de algorit-
mos y modelos estad́ısticos para lograr que sistemas de computación desarrollen una
tarea sin recibir instrucciones expĺıcitas, basándose en parámetros e inferencia. Es un
subconjunto de la IA. Los algoritmos de ML construyen modelos matemáticos con
datos de ejemplo o entrenamiento, con el fin de hacer predicciones o decisiones sin
haber sido programados expĺıcitamente para hacerlo con fórmulas o procedimientos.
Existen diferentes tipos de ML, los principales son:
1. Aprendizaje supervisado: Los datos utilizados para entrenar contienen la
entrada y la salida esperada. Cada entrada en el modelo matemático se repre-
senta como un vector de caracteŕısticas. La salida puede ser un vector o un
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valor. El conjunto completo de entrenamiento se representa con una matŕız.
Con un proceso iterativo de optimizacioón de una función objetivo los algorit-
mos de aprendizaje supervisado encuentran una función que puede ser usada
para predecir la salida asociada a nuevas entradas.
2. Aprendizaje no supervisado: Estos algoritmos toman un conjunto de datos
que contiene solo entradas y su objetivo es encontrar una estructura en ella,
por ejemplo encontrando grupos o clusters. El análisis de clusters busca formar
grupos en donde disminuya la variación entre miembros de un mismo grupo y
aumente en mientros de distintos grupos.
3. Aprendizaje por refuerzo: Esta área se encarga de cómo agentes de soft-
ware toman acciones en un ambiente con el fin de maximizar una noción de
recompensa acumulada. Se interesecta con otras disciplinas como teoŕıa de jue-
gos, teoŕıa de control, investigación de operaciones, inteligencia de enjambres,
entre otros.
4. Aprendizaje de caracteŕısticas: Busca encontrar mejores representaciones
a las entradas recibidas durante el entrenamiento, en general intentando pre-
servar la información inicial pero transformándola de forma que sea más útil.
Es usado frecuentemente como pre-procesamiento antes de otros algoritmos de
clasificación o regresión. Un ejemplo muy usado es el análisis de componentes
principales, PCA.
Existen otros tipos como aprendizaje de diccionario disperso, detección de anomaĺıas
y reglas de asociación, pero no son relevantes para esta investigación.
5.2.1. SVM
Las máquinas de vectores de soporte [73] o SVM por sus siglas en inglés, Support
Vector Machines, son modelos de aprendizaje supervisado que analizan datos para
lograr clasificaciones o regresiones. Las SVM representan los datos como puntos
mapeados en un nuevo espacio en el que estos sean separables en sus categoŕıas por
un hiperplano. Nuevos ejemplos se pueden llevar a este espacio para predecir a qué
categoŕıa perteneceŕıan según el lado del hiperplano en el que se encuentren. Este
método fue extendido de forma que cada producto punto fuera reemplazado por
un kernel no lineal, lo que permitió que se usara también con datos que no sean
linealmente separables. Los kernels usados pueden ser polinómicos, de función de
base radial Gaussiana y tangentes hiperbólicas.
Hay 2 parámetros asociados con las SVM, C y γ. Ambos afectan el bias y la varianza
en los resultados. C controla la penalidad de clasificar erroneamente los ejemplos de
entrenamiento, un C grande resulta en menor bias y mayor varianza. γ define el
grado de influencia de un solo ejemplo de entrenamiento, un valor alto produce
menor varianza y mayor bias. Según el kernel usado puede haber otros parámetros,
por ejemplo para el polinomial se requiere el grado del polinómio.









donde yn = y(xn) = w
TΦn + w0, y C es la constante de regularización. La función
Lε(t, y) se conoce como la función de pérdida insensible épsilon y está dada por:
Lε(t, y) =
{
0, si|t− y| < ε
|t− y| − ε, de otra forma
5.2.2. Random Forest
También conocido en español como bosques aleatorios, es un método de clasificación
o regresión que consiste en construir un conjunto de árboles de decisión interconecta-
dos que tienen como salida la moda de las clases de árboles individuales para el caso
de clasificación o la predicción promedio si se usa para regresión. Los árboles pueden
variar en el número de estimadores o árboles en el bósque y en la profundidad estos.
El algoritmo de entrenamiento utiliza una técnica de bagging. Dado un conjunto de
entrenamiento X = x1, ..., xn con respuestas Y = y1, ..., yn, realizando el bagging
B veces selecciona una muestra aleatoria con reemplazo del set de entrenamiento y
ajusta los árboles a estos ejemplos.
Para cada b se toma una muestra, n ejemplos de X, Y nombrados Xb, Yb. Se entrena
la clasificación o regresión del árbol fb en Xb, Yb.
Después de entrenar, las predicciones para ejemplos de x′ no vistos se pueden hacer
tomando el promedio o la moda de las predicciones de todos los árboles individuales








5.2.3. Regresión Lineal Bayesiana
La regresión lineal Bayesiana [73] es un acercamiento de regresión lineal en el cual el
análisis estad́ıstico se realiza con inferencia Bayesiana. Cuando el modelo de regre-
sión tiene errores que siguen una distribución normal y se asume una distribución a
priori, los resultados expĺıcitos están disponibles para las distribuciones de probabi-
lidad posteriores.
La verosimilitud del modelo está dada como
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p(t|w, β) = N(t|Φw, β−1I)
En estimación Bayesiana se asume un prior para w y se calcula la probabilidad
posterior de w dados los datos t. El posterior sobre w se usa para hacer predicciones.




donde p(t) es la evidencia, p(t|w) es la verosimilitud y p(w) es el prior. Usando el
modelo t = y(w,x) + ε, la verosimilitud es conocida.
Dependiendo del prior que se escoja para w, es posible calcular anaĺıticamente el
posterior, un prior sencillo sigue la forma p(w) = N(w|0, α−1I), para el cual el
posterior está dado como




S−1N = αI + βΦ
TΦ (5.6)
5.2.4. Artificial Neural Networks
Las redes neuronales artificiales [73], NN, son sistemas de computación inspirados
en las redes neuronales biológicas que constituyen el cerebro de los animales. Estos
sistemas pueden aprender a realizar tareas como clasificación o regresión a partir de
ejemplos sin ser programadas con reglas espećıficas de la tarea. Las NN están basadas
en un conjunto de unidades conectadas llamadas neuronas las cuales procesan señales
provenientes de otras neuronas y a su vez activan otras neuronas conectadas a esta.
En las implementaciones las señales son un número real y la salida se computa
por alguna función no lineal sobre la suma de sus entradas, generalmente se usa la
función de activación softmax. Las neuronas y sus conexiones pueden tener pesos
que ajusten el proceso de aprendizaje. Las NN son usadas en tareas como visión por
computador, reconocimiento del habla, traducción, videojuegos, entre otros.
El modelo básico de una red neuronal puede ser descrito como una serie de transfor-
maciones funcionales. Primero se construyen M combinaciones de las variables de






ji xi + w
(1)
j0 (5.7)
donde j = 1, ...,M y el super ı́ndice (1) indica los parámetros correspondientes a la
primera capa de la red. Los parámaetros w
(1)




j0 como sesgos (biases). Los valores aj se conocen como activaciones. Cada uno se
transforma usando una función de activación diferencial, no lineal h(·) para obtener
zj = h(aj).
Esas cantidades corresponden a las salidas de las funciones base, llamadas unidades
ocultas en el contexto de las redes neuronales. Las funciones no lineales h(·) general-
mente se escogen sigmoidales. Estos valores se combinan de nuevo linealmente para






kj zj + w
(2)
k0 (5.8)
donde k = 1, .., K y K es el número total de salidas. Finalmente las salidas de
unidad de activación se transforman usando una función de activación para generar
las salidas yk. En problemas de regresión la función de activación es la identidad
de forma que yk = ak. Para problemas de clasificación binarios se utiliza función






El Deep Learning, DL, o aprendizaje profundo en español es parte de la familia de
métodos basados en NN, ver 5.2.4. Consiste en usar múltiples capas de neuronas para
extraer de forma progresiva atributos de alto nivel de una entrada cruda. Por ejemplo
en procesamiento de imágenes la entrada puede ser todo el conjunto de pixeles
de la imagen, con las capas inferiores identificando esquinas o bordes y las capas
superiores reconociendo conceptos relevantes para el humano como d́ıgitos, letras
o caras. El aprenzaje puede ser supervisado, semi-supervisado o no supervisado.
Algunas de las arquitecturas de este aprendizaje son las NN profundas, las NN
profundas convolucionales y redes de creencia profundas.
Las aplicaciones como visión por computador, reconocimiento de habla, análisis
de imágenes médicas y videojuegos producen resultados a la vanguardia, incluso
superando en algunos casos a expertos humanos. Los principales retos de esta técnica
son el overfitting y el tiempo computacional necesario para el entrenamiento.
5.2.6. K-Means Clustering
K-means [73] trata el problema de identificar grupos o clusters entre puntos en
un espacio multi-dimensional. Partiendo de un conjunto de datos x1, ..., xN de N
observaciones de una variable Euclideana x de D dimensiones. De manera intuitiva
un cluster se puede ver como un grupo de puntos cuya distancia entre puntos es
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pequeña comparada con las distancias a puntos fuera del cluster. Esta noción se
puede formalizar introduciendo un conjunto D-dimensional de vectores µk donde
k = 1, ..., K y µk es un prototipo asociado con el k-ésimo cluster. µk se puede ver
como el centro del cluster k. El objetivo es encontrar una asignación de puntos a
clusters y un conjunto de vectores µk, de forma que la suma de los cuadrados de las
distancias de cada punto a su vector µk, sea mı́nima.
Para describir si un punto está asociado a un cluster se introduce para cada xn un
conjunto de variables binarias rnk ∈ 0, 1 donde k = 1, ..., K, que describe a cual de
los K clusters está asociado el punto xn, de forma que si está asociado a k entonces







rnk||Xn − µi||2 (5.10)
5.3. Visión por Computador
La visión por computador es una rama de la inteligencia artificial que busca darle a la
máquina capacidades de visión similares o mejores que las de un humano. Involucra
extracción automática, análisis y entendimiento de la información útil de una imagen
o video. Se busca que los algoritmos extraigan información de alta dimensión del
mundo real y produzcan información numérica o simbólica, por ejemplo en forma de
decisiones. Los modelos son construidos con la ayuda de geometŕıa, f́ısica, estad́ıstica
y teoŕıa del aprendizaje. Una de las tareas más relevantes es la detección de patrones.
5.3.1. Técnicas de segmentación
La segmentación es una tarea común en problemas de visión por computador, en
esta se busca eliminar el fondo de una imagen para obtener únicamente los pixeles
del objeto de interés.
5.3.1.1. GrabCut
GrabCut es un método de segmentación de imágenes cuyo funcionamiento se basa en
un modelo de mezclas gaussianas y optimización de Graph Cuts [74]. Ver algoritmo
1.
La segmentación puede ser mejorada por el usuario seleccionando regiones incorrec-
tamente clasificadas y corriendo de nuevo la optimización.
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Algorithm 1 GrabCut
1: procedure GrabCut(img) . Remueve el fondo de una imagen
2: Seleccionar un rectángulo que contenga el objeto a segmentar.
3: Estimar la distribución del color del objeto objetivo y del fondo usando un
modelo de mezclas Gausianas.
4: Construir un campo aleatorio de Markov sobre los pixeles con una función
de enerǵıa que prefiere regiones conectadas con la misma etiqueta.
5: Correr una optimización basada en Graph Cuts para inferir los valores.
6: Repetir hasta que converja.
7: end procedure
5.3.1.2. Flood Fill
Flood Fill, o llenado por inundación, es un algoritmo que determina el area conectada
a un nodo en un arreglo multidimensional. Este algoritmo toma 3 parametros: un
nodo inicial, un color objetivo y un color de reemplazo. El algoritmo busca todos los
nodos que esten conectados desde el inicial cuyo color sea el color objetivo y cambiar
su color por el de reemplazo. Este algoritmo se puede usar para segmentar si define
un umbral para el color objetivo, es decir que para reemplazarlo este no deba ser
exactamente igual pero śı con cierta similitud.
Una implementación recursiva se describe a continuación, en su uso real la imple-
mentación se ayuda de una pila para evitar la recursividad.
Algorithm 2 FloodFill
1: procedure FloodFill(nodo, color objetivo, color de reemplazo) . Remueve
el fondo de una imagen
2: Si color objetivo es igual color de reemplazo, retornar
3: Si el color del nodo es diferente al color objetivo, retornar.
4: Sino, asignar al color del nodo el color de reemplazo.
5: Floodfill (nodo al sur, color objetivo, color de reemplazo).
6: Floodfill (nodo al norte, color objetivo, color de reemplazo).
7: Floodfill (nodo al este, color objetivo, color de reemplazo).
8: Floodfill (nodo al oeste, color objetivo, color de reemplazo).
9: Retornar.
10: end procedure
5.3.2. Técnicas de extracción de caracteŕısticas
5.3.2.1. Color
Existen múltiples modelos, que consisten en abstracciones matemáticas que descri-
ben cómo los colores pueden ser representados por tuplas de números, en general de
3 o 4 componentes. RGB, HSV y LAB son unos de los mas usados en problemas de
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visión por computador, el primero por ser el más común en el mundo de la compu-
tación, y los otros 2 debido a que representan de manera mas cercana la forma en
que los humanos perciben el color. En cualquier caso existen métodos exactos para
hacer la conversión en cualquier sentido entre estos espacios de color.
RGB es un modelo de color aditivo que mezcla los 3 colores primarios: rojo, berde
y azul, cada uno estimula uno de los 3 receptores de color del ojo. HSV y HSL
son modelso de color ciĺındricos, H de hue o matiz representa la variación de color
iniciando en 0 con el color rojo, pasando por verde en 120, azul en 240 y de nuevo a
rojo en 360. El eje central vertical comprende los colores neutrales o grises, lo mide
la saturacion S. Finalmente vaŕıan su valor V o ilumación L desde 0 en la base del
cilindro hasta 1 en la parte superior. Lab o CIELAB fue desarrollado por la comisión
internacional de iluminación y describe todos los colores visibles por el ojo humano.
Sus 3 componentes L, A y B representan respectivamente la iluminiación entre 0
y 100, la posición entre rojo/magenta y verde, y la posición entre amarillo y azul.
HSV es utilizado en [61], [30], [63], [35], [28], [44], [57] y [29]. LAB es usado en [30],
[31], [59], [53] y [56].
5.3.2.2. Histogram of Gradients
El histograma de gradientes orientados, HOG por sus siglas en inglés, es un descrip-
tor de caracteŕısticas usado en visión por computador y procesamiento de imágenes
con el objetivo de detectar objetos. La técnica cuenta ocurrencias de las orientacio-
nes del gradiente en porciones localizadas de una imagen. Es similar a otros métodos
como SIFT y Shape Context pero con la diferencia que este utiliza una normaliza-
ción de contraste local superpuesta para mejorar la exactitud. El algoritmo consta
de 4 componentes:
1. Computación del grandiente. El método mas común es aplicar un filtro deri-
vativo 1-D centrado, en dirección horizontal y vertical: [1, 0, 1]y[−1, 0, 1]T .
2. Construcción del histograma, para cada celda a partir de la orientación de los
gradientes.
3. Formación de bloques, agrupando varias celdas en bloques conectados.
4. Normalización de bloques, esto reduce el impacto de cambios en la iluminación
y contraste en la imagen.
Finalmente se utiliza el histograma resultante como feature para hacer clasificación
o regresión usando algún modelo de aprendizaje de máquinas.
5.3.2.3. Local Binary Patterns
Los patrones locales binarios, LBP por sus siglas en inglés, son un tipo de descriptor
visual usado para la clasificación en visión por computador. Se ha usado histórica-
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mente en la clasificación de texturas y se ha encontrado que mejora la detección
cuando se usa combinado con HOG. El algoritmo consiste en:
1. Dividir la ventana examinada en celdas, por ejemplo de 16x16 pixeles.
2. Para cada pixel en la celda, compararlo con sus 8 vecinos en sentido reloj o
contra reloj.
3. Si el pixel valor del pixel central es mayor al del vecino, escribir 0, de lo
contrario 1. Esto produce un numero binario de 8 d́ıgitos.
4. Calcular el histograma en la celda con la frecuencia de cada número resultante,
este puede verse como un vector de features.
5. Opcionalmente, normalizar el histograma.
6. Concatenar los histogramas normalizados de todas las celdas para obtener el
vector que funciona como feature para toda la ventana.
Al igual que en HOG, el valor resultante se utiliza para entrenar algún algoritmo
con el objetivo general.
5.3.2.4. Radon transform
La transformada de Radon, también conocida como senograma, es una transfor-
mación integral que busca resolver el problema de reconstruir una imagen en 2
dimensiones basado en un conjunto de proyecciones en una dimensión junto con los
ángulos en los cuales estas proyecciones fueron tomadas. Esta transformación cuenta
con un análogo coonocido como la transformada de Penrose, ambas son usadas en el
campo de la tomograf́ıa para reconstruir las imágenes, escaners de códigos de barras,
sismoloǵıa, entre otros.
Dado g(φ, s) como una proyección 1-D en el ángulo φ, g(φ, s) es la integral de ĺınea
de la intensidad de la imagen f(x, y), junto con una ĺınea l que está a distancia s





Todos los puntos en esta ĺınea satisfacen la ecuación 5.12.
x ∗ sinφ− y ∗ cosφ = s (5.12)
Por lo tanto la función de proyección g(φ, s) puede reescribirse como en 5.13. La





f(x, y)δ(x ∗ sinφ− y ∗ cosφ− s)dxdy (5.13)
5.4. Sistemas de recomendación
Los sistemas de recomendación son un tipo de sistema de filtrado de información
en el que se busca predecir el puntaje o preferencia que un usuario le daŕıa a un
ı́tem. Las modalidades principales son el filtrado basado en contenido, el cual utiliza
caracteŕısticas de los elementos a valorar, filtrado colaborativo, en el cual se tienen
en cuenta las valoraciones de otros usuarios similares y por último el filtrado h́ıbrido,
el cual incorpora ambos tipos de información. Estos sistemas son comunes hoy en
d́ıa y empresas como Netflix y Amazon los utilizan para recomendarle a sus usuarios
peĺıculas y art́ıculos de venta respectivamente.
En algunos problemas no se obtienen buenos resultados con estos 3 acercamientos
ya sea por su complejidad, por baja disponibilidad de información de entrenamiento
o porque como en el caso de la recomendación de outfits, el problema no es exacta-
mente recomendar un ı́tem sino una combinación. Para resolver esto se han iniciado
a aplicar algoritmos de aprendizaje de máquinas [75], en los cuales “se les dá a los
computadores la habilidad de aprender sin ser expĺıcitamente programados” 1. Al-
gunas de las técnicas usadas en el estado del arte incluyen Redes Bayesianas, Redes
Neuronales, Máquinas de Vectores de soporte, Ontoloǵıas y Clustering.




6.1. Bases de datos
En el trabajo de [30] se creó e hizo público un data set de 12 categoŕıas de prendas,
cada una con mas de mil imágenes. De este se seleccionaron manualmente 20 imáge-
nes de la categoŕıa de blusas y 23 de pantalones, filtrando sólo aquellas que tuvieran
un fondo blanco y donde no hubieran personas en la foto. También se buscó incluir
una gama de colores variada. Esta base de datos se referirá como CW.
Durante el desarrollo se detectó que este set inicial estaba sesgado hacia ratings
negativos, con el objetivo de mejorar esta situación y tener mas muestras para el
entrenamiento se creó un segundo set de datos usando ropa de actualidad tomada de
la página web de Bershka 1, el nuevo conjunto consiste en 35 blusas para combinar
con 20 faldas, 15 jeans, 20 pantalones y 10 shorts, para un total de 100 prendas y
2275 posibles combinaciones válidas.
6.2. Segmentación
Para obtener mayor exactitud en la detección de caracteŕısticas de la imágen se usan
técnicas de segmentación para remover el ruido de fondo, dejándolo transparente.
Este proceso se realiza para cada imágen y las técnicas de extracción que se usen a
partir de esta nueva imagen ignorarán los ṕıxeles transparentes.
6.2.1. GrabCut
En la imágen 6.1 se puede observar cómo el método funciona incluso con un fondo
diferente al blanco, aunque su exactitud puede disminuir cuando el color de fondo
es similar al de la prenda, como se observa en el ejemplo de la derecha. El algoritmo
1Bershka: Fashion for women and men. https://www.bershka.com
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permite eliminar la mayoŕıa del ruido y este problema puede ser sorteado si se
disponen de al menos 2 fondos (blanco y negro) para tomar las fotos de las prendas
o de un color poco común como el croma 2 utilizado en filmaciones.
Figura 6.1: GrabCut en 2 imágenes
6.2.2. Floodfill
Debido a la facilidad de obtener imagenes de ropa con un fondo plano y al bajo costo
computacional del FloodFill se hicieron pruebas segmentando con este algoritmo,
el cual logra segmentar con exactitud la prenda en el 83 % de los casos de los sets
de Bershka. Para determinar si el resultado era exacto se hizo una revisión manual
a cada una de las imagenes originales y segmentadas, si en la imagen final hab́ıan
secciones adicionales o faltantes esta no se consideraba exacta. A continuación se
muestra un ejemplo de segmentación para cada uno de los tipos de prenda usados
en esta fase.
2El croma o clave de color es una técnica audiovisual utilizada muy ampliamente tanto en cine,
televisión y fotograf́ıa, que consiste en extraer un color de una imagen o v́ıdeo (usualmente el verde
o el azul) y reemplazar el área que ocupaba ese color por otra imagen o v́ıdeo, con la ayuda de un
equipo especializado o una computadora. https://es.wikipedia.org/wiki/Croma
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Figura 6.2: Ejemplo FloodFill sobre Bottoms
Figura 6.3: Ejemplo FloodFill sobre Top
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6.2.3. Heuŕıstica
Al hacer una revisión manual a cada una de las 100 prendas que se usaron en el set
de datos, se encontró que en el 83 % de los casos FloodFill, FF, teńıa una eficiacia
igual o mayor a la de Grabcut, GC, mientras solo en 51 % este último se desempeñó
igual (38 %) o mejor (13 %). Adicionalmente hay un 4 % en el cual la segmentación
no fue correcta con ninguno de los 2.
Teniendo en cuenta esto se hizo una análisis usando el conteo de pixeles de la máscara
sugerida por ambos métodos, en este espacio los casos positivos y negativos no fueron
linealmente separables. Se intentó ver la relación (conteo pixeles ff/conteo pixeles gc)
entre ambos valores pero tampoco parecieron separables. Ver imagen 6.4.
Figura 6.4: Segmentación Grabcut vs FlodFill en 2 dimensiones
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Figura 6.5: Segmentación Grabcut vs FlodFill en 3 dimensiones
Finalmente al graficar los 3 puntos se encontró que se pod́ıa separar fácilmente los
casos que deb́ıan usar FF y los que deb́ıan usar GC. Ver imagen 6.5.
Con esta información se creó un clasificador usando 3 valores y una etiqueta de cuál
se debeŕıa usar, 1 para FF y 0 para GC. Los 3 valores usados fueron entonces: % de
ṕıxeles de la imagen seleccionados por FloodFill. % de ṕıxeles de la imagen seleccio-
nados por GrabCut. Número de ṕıxeles en FF / número de ṕıxeles en GC.
Esta heuŕıstica es costosa en tiempo ya que se deben calcular la máscara de segmen-
tación con ambos algoritmos, pero logró seleccionar el algoritmo correcto en el 95 %
de los casos del data set. Las imágenes en las cuales no se logró una buena segmen-
tación fueron exclúıdas de las pruebas. A continuación se muestra la comparación
de tiempos entre ambos. Si el tiempo fuera una restricción se recomienda usar FF
ya que este toma un 0.07 % en relación a GC. En la tabla 6.1 se muestra el tiempo
promedio de segmentación por set y el promedio general.
En todos los casos, una vez se segmenta la imagen se deja el rectángulo mı́nimo que
contenga la prenda completa, esto ayuda también a que haya una mejor proporción
en la página de rating.
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Cuadro 6.1: Tiempo Promedio de Segmentación por Set
6.3. Extracción de Paleta de Colores
Para obtener los colores principales que componen cada imagen se tomó la lista de
todos los ṕıxeles no transparentes de la imagen segmentada y se ejecutó el algoritmo
K-means. El principal reto de este método es escoger el número K adecuado, ya que
en general cada prenda tiene entre 1 y 3 colores principales, se hicieron pruebas con
estos 3 valores.
Los resultados iniciales mostraron que no era viable usar un mismo K en todos los
casos ya que si una prenda por ejemplo tiene un solo fondo pero se usa K = 3,
el algoritmo va a encontrar 3 colores similares con diferencias de iluminación que
son inevitables en las imágenes. Similarmente si una prenda tiene 2 o 3 colores,
por ejemplo blanco y negro, y se usa un K = 1 el resultado va a ser un color
probablemente gris. Ambos casos son incorrectos por lo cual se utilizó la heuŕıstica
definida en el algoritmo 5.
El ĺımite de diferencia A usado fue 120, lo que equivale al 15.7 % de la posible
diferencia total sumando los 3 componentes del color: 120/((255)(3)) = 0,157. El
ĺımite de diferencia B fue 150, 20 % del color: 150/((255)(3)) = 0,196. El ĺımite
de distribución mı́nima fue del 5 %. Estos valores se determinaron manualmente
ejecutando para 20 imágenes los 3 valores de K y verificando las diferencias y la
participación entre los colores para el número esperado de colores.
La heuŕıstica entonces intenta usar un color menos cuando existe una diferencia
menor al 15 % entre 2 colores o cuando la diferencia es menor al 20 % y uno de los
dos colores tiene una participación menor al 5 %, el algoritmo 3 muestra cómo se
obtienen los colores principales detectando automáticamente el valor de K haciendo
uso del algoritmo 4 para un K dado y de 5 para decidir si continua con un K menor.
Con este acercamiento se logró extraer exitosamente los colores principales de cada
prenda, en las imágenes 6.6 y 6.7 se muestra la distribución de prendas por número
de colores principales para los datasets CW y Bershka respectivamente.
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Figura 6.6: Número de colores principales por tipo de prenda CW
Figura 6.7: Número de colores principales por tipo de prenda Bershka
En la imagen 6.8 se muestran ejemplos de paletas de colores resultantes con el
método descrito.
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Algorithm 3 Color Cluster Auto K
procedure ColorClusterAutoK(pixels) . Finds the best color clusters
with 1 ≤ k ≤ 3
k = 3 . Initializes the number of clusters in 3
while k >= 1 do
distribution, colors← ColorCluster(pixels, k)
if notKeepMerging(distribution, colors) then
break
end if




Algorithm 4 Color Cluster
procedure ColorCluster(pixels, k) . Finds best cluster with given k
cluster ← KMeans(n clusters = k,max iter = 20, precompute distances =
True)
cluster.fit(pixels)
colors = <cluster centers>
distribution = <find % of pixels per cluster>
return distribution, colors
end procedure
Algorithm 5 Keep Merging
procedure KeepMerging(distribution, colors) . Heuristically decides if
clusters are too similar or small to keep merging
KM CERTAIN BELOW DIFF = 120
KM MAY BE BELOW DIFF = 150






j=i+1 ||colorsi − colorsj||
min color diff = min(color diffs)
min distrubution = min(distribution)
if min color diff ≤ KM CERTAIN BELOW DIFF then
return true
else if min color diff ≤ KM MAY BE BELOW DIFF &







Figura 6.8: Paleta de color
6.4. Espacios de Color
El espacio por color por defecto en comptación es RGB, con este espacio de color se
pueden representar todos los colores sin embargo no está necesariamente relacionado
con la forma en la que los humanos perciben el color. Debido a esto en el estado
del arte se usan espacios de color alternativos al RGB que se alinean de forma más
cercana con la forma en que nuestra visión percibe el color. Por esto se propone usar
2 espacios de color alternativos: HSV y LAB.




img lab = cv2 . cvtColor ( img rgb , cv2 .COLOR RGB2Lab)
img hsv = cv2 . cvtColor ( img rgb , cv2 .COLOR RGB2HSV)
Debido al costo computacional de detectar automáticamente el número de colores
principales K en cada prenda, la detección del número se hace en el espacio RGB y
se utiliza la misma cantidad de colores principales en los otros espacios.
6.5. Histogramas de Color
En el estado del arte se encuentra comunmente el uso de histogramas de color en
lugar de colores principales. Para este caso se crean histogramas de 8 bins (recipien-
tes) en cada espacio de color. Debido a que en el espacio de color HSV el primer
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Descriptor Used in
HOG [32], [30], [31], [52], [43], [47], [69], [53], [29], [55], [56]
LBP [32], [35], [31], [47], [69], [53]
RADON [40], [42], [45]
SIFT [32], [27], [30], [39], [40], [42], [44], [47], [49]
SURF [35] y [39]
Cuadro 6.2: Descriptores usados en antecedentes
componente representa el matiz, se crea un caso especial para permitir usar solo H
como descriptor de color.
6.6. Descriptores de Textura
Aunque el color es el principal factor para decidir si 2 prendas son compatibles, otros
factores como la forma, los estampados y texturas también son importantes. En la
tabla 6.2 se listan los principales descriptores encontrados en el estado del arte.
Tanto SIFT como SURF tienen derechos de autor y se debe pagar por utilizarlos,
como una alternativa libre existe el descriptor ORB el cual tiene un desempeño
similar encontrando puntos de interés en una imagen. Sin embargo cualquiera de
estos algoritmos encuentra una gran cantidad de puntos, cada uno con sus posiciones
y dimensiones, lo cual extendeŕıa enormemente el número de valores que describen a
cada combinación de imágenes, al punto de ser este mucho más grande que el número
de casos etiquetados. Esta situación afecta el desempeño de los algoritmos usados
por lo cual no se tuvieron en cuenta los puntos de interés para el entrenamiento.
Además estos métodos se utilizan principalmente para hacer búsqueda de imágenes,
razón por la cual no tendŕıan un aporte significativo en el actual caso de estudio.
De cada imagen se obtuvo un parche para representar su textura y extraer nuevos
descriptores. Las imagenes fueron normalizadas a un tamaño de 256x256 pixeles,
estas luego se dividieron en 16 secciones de 64x64 pixeles. En el caso de las imagenes
superiores se tomaron como muestra las dos secciones centrales de la segunda fila,
para las prendas inferiores se tomaron las cuatro secciones centrales. Esta decisión se
tomó observando una a una cómo se distribúıan las prendas en las 16 secciones y en
cuales se obteńıa una representación de la textura de la prenda, sin incluir secciones
con pixeles no pertenecientes a la prenda que pudieran contaminar el descriptor.
Usando estos parches, de cada prenda se extrajeron los descriptores HOG y LBP
en forma de histograma, este último usando radio 2, 5 y 10. También se extrajo el
histograma de la transformación de Radon a partir del mismo parche.
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6.7. Descriptores de Forma
Se crearon 2 caracteŕısticas para tener alguna información de la forma de la prenda.
A partir de la imagen segmentada y recortada se calcula la relación entre alto y
ancho, y el porcentaje de pixeles que corresponden a la prenda en el recuadro. En las
imagenes 6.9 y 6.10 se muestra el promedio de ambas caracteŕısticas respectivamente.
Figura 6.9: Relación entre ancho y alto por tipo de prenda
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Figura 6.10: Porcentaje de Pixeles correspondientes a la Prenda
6.8. Ensamble de Caracteŕısticas
En general los algoritmos de regresión o clasificación requieren unas entradas x que
sean homogéneas. Esto es un problema con la información que se extrae para los
colores principales ya que cada instancia a entrenar se compone de dos imágenes
cuyo número de colores puede variar entre 1 y 3. Es decir que puede haber x que
tengan desde 2 colores como dato de entrada, una blusa y un pantalón con un único
color principal por ejemplo, hasta 6 colores en el caso de 2 prendas con 3 colores
principales.
Para sortear este problema se propusieron cuatro alternativas:
1. Extender los colores de cada imágen de manera proporcional a 5, garantizando
que cada color original quede al menos una vez, de esta forma cada entrada
tendrá 10 colores.
2. Extender los colores a 3, si solo hay un color este se repetirá 3 veces; si hay
2, el primero ocupará 2 lugares y el segundo lugar el tercero. Si hay 3 colores
cada uno ocupará una posición. Con esta heuŕıstica cada x tendrá 6 colores.
3. Extender los colores a 2, si la prenda tiene 2 o 3 colores principales se toman
los 2 primeros, si tiene solo uno, este toma 2 veces. Se genera siempre un x
con 4 colores.
4. Tomar únicamente el color con mayor participación, produciendo un x de 2
colores.
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En el primer caso siempre habrá colores repetidos pero se respeta que si un color
participa por ejemplo en el 60 % de la imagen este ocupará los 3 primeros colores.
La ventaja de las demas opciones es que se repite menos información. Aunque en
estos casos la proporción se pierde, se respeta el orden de participación ocupando el
color más común la primera posición y el menos común la última.
Se presentan algunos ejemplos a continuación:
Imagen 1: [colora : 40 %, colorb : 40 %, colorc : 20 %]
Método 1: [colora, colora, colorb, colorb, colorc]
Método 2: [colora, colorb, colorc]
Método 3: [colora, colorb]
Método 4: [colora]
Imagen 2: [colora : 85 %, colorb : 15 %]
Método 1: [colora, colora, colora, colora, colorb]
Método 2: [colora, colora, colorb]
Método 3: [colora, colorb]
Método 4: [colora]
Imagen 3: [colora : 100 %]
Método 1: [colora, colora, colora, colora, colora]
Método 2: [colora, colora, colora]
Método 3: [colora, colora]
Método 4: [colora]
Además de esta transformación cada componente de color se divide entre 255 para
obtener valores normalizados entre 0 y 1.
Según el número de colores, el espacio de color usado y los descriptores usados
el tamaño del vector vaŕıa, para cada entrenamiento individual todos los pares de
prendas deben ser ensamblados con el mismo número de colores y espacios de co-
lor, sin embargo entre entrenamientos diferentes permite una gran flexibilidad para
encontrar la mejor configuración.
A la hora de ensamblar las caracteŕısticas se cuenta con las siguientes opciones, que
generan 400 posibles combinaciones:
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Color (5 opciones): colores principales extendidos a 1, 2, 3 o 5, alternativamente
se puede usar el histograma de color.
Espacios de color (5 opciones): RGB, HSV, LAB, H (Hue) o todos.
LBP (4 opciones): usar el descriptor con radio 2, 5, 10 o no usar.
HOG (2 opciones): usar o no.
Radon Transform (2 opciones): usar o no.
6.8.1. Reducción de dimensionalidad
Reducir el tamaño de las entradas puede ayudar a generar un mejor modelo, al
tener menos valores y maximizar la varianza entre los valores, los algoritmos pueden
converger mas rápido y a una mejor aproximación. Debido a esto se agregó la opción
de aplicar reducción de dimensionalidad usando PCA o ICA.
Para el caso de PCA, la decisión del número de dimensiones a usar se hizo heuŕısti-
camente. Se parte de la mitad de las dimensiones y si esta explica al menos el 95 %
de la varianza se usa este valor. De lo contrario se agregan 2 dimensiones más hasta
que cumpla con la condición. Para definir el número de dimensiones en ICA la estra-
tegia fue tomar el mı́nimo entre 100 y el 70 % del número original de dimensiones.
Se definió de esta forma ya que en múltiples casos el algoritmo no lograba converger.
Teniendo en cuenta las opciones en reducción de dimensionalidad: usar PCA, ICA o
no usar ninguno, las posibles configuraciones de ensamble se triplican para un total
de 1200.
6.9. Desarrollo tecnológico
Para cumplir los objetivos del proyecto fue necesario realizar un desarrollo de soft-
ware consistente en una plataforma web en la cual se pueden cargar imágenes por
categoŕıas, calificar las distintas combinaciones de pares de prendas y posteriormente
obtener recomendaciones de coordinación para una prenda dada. Además fue nece-
sario desarrollar scripts para la extracción de datos, ensamble de caracteŕısticas y
entrenamiento de un modelo que simulara el conocimiento del experto.
El lenguaje de programación seleccionado para desarrollar estos requerimientos fue
Python en su versión 3.7.2 por su facilidad de programación y por contar con he-
rramientas para el procesamiento de imagenes con openCV y skimage, y para el
entrenamiento de modelos: sklearn. Para la plataforma web adicionalmente se uti-
lizó el framework Django, versión 2.1.5. En la tabla 6.3 se relacionan las libreŕıas







Bayes Regression sklearn.linear model.BayesianRidge





LBP skimage.feature.local binary pattern
Radon skimage.transform.radon
HOG cv2.HOGDescriptor
Convert color spaces cv2.cvtColor
Cuadro 6.3: Libreŕıas Usadas
6.9.1. Base de datos
Se utilizó una base de datos sqlite ya que no se requieren consultas avanzadas,
concurrencia u optimización en el acceso los datos. En al figura 6.11 se indican las
tablas usadas.
Rating: Se usa para almacenar el rating asociado a una combinación de dos
prendas.
Category: Información de categoŕıas, por ejemplo: blusas, pantalones, jeans.
Indica si es top o bottom y una descripción.
Image: nombre de la imagen y categoŕıa. La ruta de la imagen se obtiene
basada en un directorio base, la categoŕıa, la imagen requerida (original, sin
fondo, colores principales) y el nombre.
Histogram: Tabla para almacenar histogramas de hasta 16 valores, cada valor
es de tipo flotante.
ImageInfo: Aqúı se almacena la información extráıda en la preparación de la
imagen: distribución y colores en RGB, HSV y LAB, histogramas de color para
cada componente de los 3 espacios de color, histogramas de HOG, Radon y de
LBP con radio 2, 5 y 10. También se almacenan las dimensiones de la imagen
segmentada y el porcentaje de pixeles que corresponden a prenda.
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Figura 6.11: Diagrama de base de datos
6.9.2. Carga de Imágenes
El cargue de las imágenes de entrenamiento se hizo manualmete a través de la consola
de Django. Sin embargo para el uso del usuario final se agregó la funcionalidad de
cargar una imagen propia. La imagen pasa por el proceso de preparación de imágenes
descrito en la siguiente sección para obtener una versión segmentada, la imágen con
la barra de colores principales y todos sus descriptores guardados en la base de datos.
6.9.3. Preparación de imágenes
El script de preparación de imágenes toma una lista de categoŕıas o sets, como
parámetros. Para cada una de las imagenes de estas categoŕıas realiza la segmen-
tación y se obtienen los colores principales de la prenda en 3 espacios de color.
Se guarda la imagen sin fondo y una imagen con una barra que contiene los colores
principales según su proporción en la prenda. Posteriormente obtiene histogramas de
color en 3 espacios de color y calcula los descriptores HOG, LBP y Radon Signature.
Esta información se guarda en la base de datos creando un registro de ImageInfo
asociado a la imagen.
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Figura 6.12: Extracción de Caracteŕısticas
6.9.4. Captura de Rating
Con el fin de que la experta en moda pudiera de manera fácil calificar las mas de
2mil combinaciones de prendas se creó en la plataforma web una vista en la cual se
muestra para dos categoŕıas seleccionadas cada combinación posible, con sus barras
de color en la parte inferior y una barra para calificar entre 1 y 5 estrellas. La vista
tiene la opción de esconder los pares ya calificados, de deshacer y además al calificar
una combinación, esta desaparece de la pantalla permitiendo con mayor agilidad
continuar con el siguiente par.
Cuando el usuario marca la calificación de una combinación se desencadena una
acción con Javascript y Ajax que genera una petición a la plataforma para guardar
esta información en la base de datos. Desde el controlador se busca si ya existe
una calificación para esta pareja en la tabla de Rates, de ser aśı la actualiza, de lo
contrario crea un nuevo registro. La figura 6.13 muestra el proceso de captura y en
la figura 6.14 se muestra la interfaz del usuario.
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Figura 6.13: Calificación de pares
Figura 6.14: Vista de calificación en la plataforma
6.9.5. Entrenamiento
El script de entrenamiento cuenta con múltiples opciones habilitadas con el objetivo
de encontrar la mejor configuración de modelo y parámetros. A continuación las
opciones, solo el archivo de resultados (results-file) es obligatorio:
1. results-file: Archivo csv destino con los resultados de las combinaciones ejecu-
tadas.
2. top: Categoŕıa para usar como prenda superior.
3. bottom: Categoŕıa para usar como prenda inferior.
4. models: Modelos a usar (svm rbf, svm poli, svm linear, bayes, forest, neu-
ral net).
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5. color-spaces: Espacios de color a usar (RGB, HSV, LAB, H, ∗, o combinaciones
de los anteriores).
6. color-heuristic: Activa el modo heuŕıstico para extraer la información de color.
7. colors-per-image: Número de colores a usar en modo heuŕıstico (1, 2, 3 o 5).
8. lbp: Usar histograma LBP.
9. lbp-radius: Radio para usar LBP (2, 5 o 10).
10. hog: Usar HOG.
11. radon: Usar histograma de Radon Signature.
12. pca: Usar reducción de dimensiones con PCA.
13. ica: Usar reducción de dimensiones con ICA.
14. dimensions: número de dimensiones a usar en la reducción, el script puede usar
otro valor según la heuŕıstica definida en la fase 3.
15. save-model: Indica guardar el mejor modelo obtenido en formato pkl.
16. n-jobs: Número de procesadores a usar.
17. num-folds: Número de folds para validación cruzada.
El script realiza un entrenamiento para cada combinación de categoŕıas superiores
(blusas) e inferiores (pantalones, jeans, faldas y shorts) y uno de todo las superiores
contra todas las inferiores. Para cada par mencionado realiza el entrenamiento con
cada uno de los espacios de color seleccionados, número de colores por imagen y
modelo. El resto de opciones no se combinan y aplican a todos los entrenamientos.
Para cada configuración única se hace un entrenamiento usado validación cruzada
con GridSearchCV, esta clase contenida en el paquete sklearn.model selection permi-
te realizar el entrenamiento de un modelo con diferentes combinaciones de paráme-
tros y haciendo validación cruzada. La clase entrega como resultado el modelo que
mejor se adapta a los datos, los parámetros usados y estad́ısticas de exactitud media
y desviación estandar. Esta información se guarda en el archivo de resultados para
cada configuración única de entrenamiento, lo que permite posteriormente hacer un
análisis de qué caracteŕısticas, modelo y parámetros usar. En la figura 6.15 se ilustra
el proceso para cada par de imágenes.
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Figura 6.15: Extracción de Caracteŕısticas
6.9.6. Recomendaciones
En la vista de recomendaciones, ver figura 6.17, inicialmente se muestran todas las
imágenes de la base de datos, el usuario puede filtrar por una categoŕıa para ver
solo estas. Adicionalmente el usuario puede seleccionar la categoŕıa con la que quiere
combinar la prenda que seleccione. Una vez hecho esto el usuario puede hacer click en
cualquier prenda y el sistema automáticamente realiza el proceso descrito en la figura
6.16 que consiste en tomar la información de la imagen seleccionada y de todas las
posibles combinaciones de la categoŕıa destino. Utiliza el mismo ensamblador que al
entrenar y el mejor modelo encontrado para las categoŕıas que se están combinando.
Con esta información realiza la predicción para cada posible combinación y le retorna
al usuario los 5 resultados con mayor puntuación.
Figura 6.16: Sugerencia de Combinaciones
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El desarrollo y pruebas se hicieron en etapas progresivas, agregando nuevos des-
criptores en cada una y corrigiendo los errores detectados. Para la primera fase se
construyó un mı́nimo producto viable, con las etapas básicas de extracción y ensam-
ble de caracteŕısticas, entrenamiento y validación. Se desarrolló la funcionalidad de
capturar el rating para pares de imágenes y se usó el data set CW. Para la segmen-
tación se usó GraphCut y se extrajeron los colores principales usando K-means en el
espacio de color RGB. En la siguiente fase la segmentación se hizo con FlodFill, se
agregaron descriptores de forma y los colores principales en HSV y LAB. Se cambió
la función de validación y el data set por el de Bershka. La fase final usó también
el dataset de Bershka, con una heuŕıstica basada en GraphCut y FloodFill para la
segmentación y además contó con histogramas de color en los 3 espacios definidos y
descriptores de textura: HOG, LBP y Radon Transform.
7.1. Fase 1: Dataset CW con colores principales
El primer acercamiento consistió en usar la base de datos CW, ver sección 6.1, la
cual consta de 460 combinaciones únicas. Para cada una se realizó un proceso de
segmentación y extracción de colores principales con GraphCut en el espacio de color
RGB. Se llevó a cabo un ensamble de caracteŕısticas y se entrenaron y validaron
algunos modelos de regresión.
Para construir el modelo en esta fase, se toman cada par de combinaciones con una
calificación, se obtienen los colores principales de ambas prendas normalizados y en
el espacio de color RGB, y se ensamblan en un vector x como se describe en la
sección 6.8, la calificación es el valor y asociado. El entrenamiento se realiza con
validación cruzada usando el script definido en 6.9.5.

















3 Colores SVM RBF 0.66 0.035 1.14 0.076
3 Colores SVM Poli 0.93 0.037 1.27 0.092
3 Colores SVM Linear 1.32 0.032 1.44 0.073
3 Colores Random Forest 1.37 0.013 1.45 0.036
5 Colores SVM RBF 0.47 0.035 1.2 0.091
5 Colores SVM Poli 0.9 0.019 1.2 0.048
5 Colores SVM Linear 1.25 0.018 1.41 0.035
5 Colores Random Forest 1.32 0.033 1.45 0.05
Cuadro 7.1: Resultados Fase 1
2. SVM con un kernel RBF (radial basis function).
3. SVM con un kernel lineal.
4. SVM con un kernel polinómico de grado 3.
La tabla 7.1 muestra el error promedio por combinación para 10 entrenamientos
usando validación cruzada y con ambos métodos de normalización. El mejor resul-
tado para ambos sets y métodos se obtuvo con la SVM de kernel RBF. Ya que el
rango de calificación posible es entre 1 y 5 el error para el set de validación con este
método corresponde al 28.5 %. Con el método de Random Forest el error es de 36 %.
Los resultados son mejores con la transformación de 5 colores en todos los modelos
con excepción del polinómico, sin embargo este último es bastante inferior al mejor
resultado general.
7.1.1. Problemas y Mejoras
En esta primera fase los resultados no fueron satisfactorios, esto se le atribuye a
múltiples factores explicados a continuación.
7.1.1.1. Set de entrenamiento pobre.
El set de imagenes inicial está desactualizado, las prendas no están a la moda y
contiene algunas que no son compatibles con ningún complemento, por ejemplo hay
sudaderas pero no hay blusas deportivas, debido a estos factores se encontraron
algunas prendas que tienen un promedio de combinación con las demás muy bajo.
En la imagen 7.1 se ve una distribución pareja entre calificaciones negativas y po-
sitivas, las combinaciones con 1 y 2 estrellas corresponden al 50.22 % cercano al de
las estrellas 4 y 5 con un 45.14 %. Sin embargo la imagen 7.2 con el histograma del
rating promedio por prenda para las blusas muestra cómo el 80 % de estas tuvieron
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una calificación inferior a 3.2, y un 45 % inferior a 2.6. En la imagen 7.3 que contie-
ne el histograma equivalente para los pantalones se puede observar que 4 prendas
tuvieron un rating inferior 1.8, lo cual indica que estas obtuvieron una puntuación
de 1 en combinación casi con cualquier blusa.
Figura 7.1: Conteo por Rate
Figura 7.2: Histograma de Blusas
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Figura 7.3: Histograma de Pantalones
Con el fin de disminuir este problema de sesgo en los datos, en la fase 2 se propone
utilizar prendas seleccionadas de una colección actual y que la selección la haga
directamente el experto, es decir, el data set de Bershka descrito en la sección 6.1
7.1.1.2. Agregar nuevas caracteŕısticas
En el estado del arte se encuentran acercamientos que utilizan diferentes espacios de
color para mejorar la exactitud del modelo. Para la fase 2 se propone agregar estas
representaciones. Además se propone agregar descriptores de forma descritos en la
sección 6.7.
7.1.1.3. Validación
En esta fase se utilizó como función objetivo a minimizar la diferencia entre el valor
real y el estimado por el modelo, aunque este es correcto no es expĺıcita la exactitud
del modelo. Por esto a partir de la siguiente fase se cambiará la función de validación
por una que mida directamente la exactitud en lugar del error.
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7.2. Fase 2: Dataset Bershka, nuevos espacios de
color y descriptores de forma
En esta fase se resuelven algunos de los problemas detectados en la anterior. Se en-
cuentra que el algoritmo Flood Fill obtiene mejores resultados segmentando la pren-
da aśı que se utiliza este método. Adicionalmente se utilizan nuevas caracteŕısticas
de cada imagen, en concreto:
1. Distribución de colores en nuevos espacios de color: LAB y HSV.
2. Ancho y alto de la prenda.
3. Porcentaje de pixeles en la imagen que corresponden a la prenda.
7.2.1. Distribución de Sets
La pobre distrubición de calificaciones fue uno de los problemas en el set usado en
la primera fase, con las nuevas prendas se solucionó. En la figura 7.4 se muestran los
promedios de calificaciones para las prendas inferiores, en la figura 7.5 están las cali-
ficaciones promedio de las prendas superiores teniendo en cuenta las combinaciones
con todas las inferiores. Finalmente en la imagen 7.6 se tiene una vista compacta
del porcentaje para cada calificación por tipo de prenda inferior.
Figura 7.4: Calificación por tipo de prenda inferior
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Figura 7.5: Calificación prenda superior
Figura 7.6: Distribución por Calificación
7.2.2. Entrenamiento y Resultados
Para esta fase se agregó un nuevo modelo: regresión Bayesiana. Al igual que en
la primera fase se tomaron cada par de combinaciones que tuvieran calificación,
esto produjo un total de 2030 casos. Cada modelo se entrenó con las posibles con-
figuraciones definidas en la tabla 7.2. De las 1200 combinaciones de ensamble de
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Model Options Total
SVM (RBF) C: [10, 100, 1000, 1000]. Gamma: [0.01, 0.1] 8
SVM (Polin.) C: [10, 100, 1000, 1000, 10000]. Degree: [3, 4, 5].
Gamma: [0.01, 0.1]
36
SVM (Linear) C: [10, 100, 1000, 1000, 10000] 6
Neural Networks Hidden Layers: [(10, 10, 10), (20, 20, 20), (50, 50,
50), (100, 100, 100, 100)]. Max iter: 5000
4
Random Forest Max depth: [5, 6, 7, 8]. Num Estimators: [50, 100,
200]
12
Bayes Regression - 1
Total 67 (*100
= 6700)
Cuadro 7.2: Opciones Fase 2
caracteŕısticas definidas en la sección 6.8 se contaba con 100 al momento de en-
trenar esta fase. Teniendo estas posibles combinaciones de parámetros para cada
modelo y las diferentes configuraciones de ensamble de caracteŕısticas se intentaron
un total de 6700 entrenamientos con configuraciones únicas, cada uno con valida-
ción cruzada usando 5 folds, es decir, un total de 33500 entrenamientos únicos. En
algunos casos la SVM con kernel polinómico o lineal no logró converger tras horas
de procesamiento aśı que para estos modelos no todas las posibles combinaciones
tuvieron resultado.
En el Anexo E se encuentra la información de la mejor configuración de parámetros
para cada modelo con cada uno de las 100 combinaciones. En total para los 6 mo-
delos con 100 combinaciones se esperaŕıan 600 resultados, sin embargo debido a los
problemas mencionados con las SVM de kernel polinómico y lineal se encuentran un
total de 456.
La función objetivo usada para los modelos fue la exactitud, definida en base al error
promedio de las predicciones aśı:







E = 1− error%
La función de validación toma el valor absoluto de la diferencia entre el valor es-
timado redondeado al número entero más cercano, y el valor original dado por el
experto. Se toma el promedio de este error y se divide por el máximo error posible,
MPE, para obtener un porcentaje de error que se le restará a la exactitud, E. En
este caso el error máximo posible es de 4, ya que los ratings para cada combinación
vaŕıan entre 1 y 5. Si en todos los casos el error fuera de 4, la exactitud seŕıa 0. Por















Jeans RGBHSV 1 Forest 0.807 0.046 0.898
Jeans LAB 2 Forest 0.806 0.032 0.933
Shorts RGB 2 SVM(RBF) 0.780 0.065 0.927
Shorts LAB 2 Forest 0.776 0.110 0.944
Pants RGB 2 Forest 0.778 0.037 0.914
Pants RGBHSV 1 Forest 0.771 0.049 0.896
Skirts * 1 Forest 0.752 0.017 0.925
Skirts RGBHSV 1 Forest 0.751 0.016 0.929
all LAB 2 Forest 0.765 0.042 0.863
all LAB 5 Forest 0.763 0.038 0.862
Cuadro 7.3: Mejores Resultados Fase 2
En la tabla 7.3 se muestran los dos mejores resultados obtenidos para cada set inferior
(todos se combinan con el mismo set superior). Para cada resultado se muestra
el ensamble usado, el promedio obtenido por la validación cruzada, su desviación
estandar y la exactitud obtenida al generar el modelo con estos parámetros usando
todo el conjunto para entrenar. Es evidente que el modelo que mejor describe el
nivel de coordinación de un par de prendas es el de Random Forest. En la tabla
7.4 se muestra para los mismos resultados, los parámetros usados en el modelo y la
dimensión o número de valores de cada entrada.
Se realizó un análisis por modelo, espacio de colores, número de colores para de-
terminar qué configuraciones producen mejores resultados en general. El análisis se
hizo a partir de las 456 opciones de modelo y ensamble de caracteŕısticas obtenidas
en las pruebas, usando la versión obtenida con los mejores parámetros.
En la tabla 7.5 se identifica nuevamente que los mejores resultados en promedio
se obtienen usando Random Forest, seguidos de las redes neuronales. La SVM con
kernel lineal y la regresión Bayesiana obtienen los peores resultados. Es de notar
también que al entrenar usando todo el conjunto de datos, los modelos de Random
Forest, redes neuronales y SVM con kernel RBF obtienen una exactitud de más del
95 %, pero esto se le atribuye a un sobre entrenamiento.
A nivel de espacios de color, ver tabla 7.6, no hay una diferencia considerable en los
resultados, aunque los mejores en promedio se obtienen usando únicamente RGB.
Por número de colores sucede algo similar, la tabla 7.7 muestra que usar 1 solo color
tiene mayor exactitud, pero con menos de 1 % de diferencia con respecto a los demás.
También se realizó una comparación del desempeño logrado por cada conjunto de
prendas inferiores, ver tabla 7.8. Los Jeans tienen un desempeño mucho mejor que
los otros conjuntos, se evidencia además que al usar un solo modelo para todas las








Model Dimen. Best parameters
Jeans RGBHSV 1 Forest 16 Max Depth: 6, N
Estimators: 100
Jeans LAB 2 Forest 16 Max Depth: 8, N
Estimators: 50
Shorts RGB 2 SVM(RBF) 16 C: 10000, Gamma:
0.1
Shorts LAB 2 Forest 16 Max Depth: 7, N
Estimators: 50
Pants RGB 2 Forest 16 Max Depth: 8, N
Estimators: 200
Pants RGBHSV 1 Forest 16 Max Depth: 7, N
Estimators: 50
Skirts * 1 Forest 22 Max Depth: 8, N
Estimators: 100
Skirts RGBHSV 1 Forest 16 Max Depth: 8, N
Estimators: 100
all LAB 2 Forest 16 Max Depth: 8, N
Estimators: 200
all LAB 5 Forest 34 Max Depth: 8, N
Estimators: 50
Cuadro 7.4: Mejores Resultados Fase 2




Max Full Set Sco-
re
Bayes 0.641 0.056 0.824
Forest 0.745 0.051 0.960
Neural Network 0.713 0.060 0.988
SVM(Linear) 0.659 0.039 0.783
SVM(Poli) 0.691 0.047 0.880
SVM(Rbf) 0.693 0.054 0.979
Total 0.695 0.054 0.988
Cuadro 7.5: Resultados Por Modelo




Max Full Set Sco-
re
* 0.702 0.060 0.988
HSV 0.683 0.055 0.979
LAB 0.695 0.049 0.956
RGB 0.704 0.050 0.979
RGBHSV 0.693 0.057 0.982
Total 0.695 0.054 0.988








Max Full Set Sco-
re
1 0.701 0.051 0.953
2 0.695 0.058 0.972
3 0.692 0.053 0.988
5 0.693 0.054 0.982
Total 0.695 0.054 0.988
Cuadro 7.7: Resultados Por Número de Colores




Max Full Set Sco-
re
All 0.688 0.037 0.952
Jeans 0.755 0.051 0.979
Pants 0.706 0.053 0.980
Shorts 0.667 0.084 0.988
Skirts 0.661 0.046 0.982
Total 0.695 0.054 0.988
Cuadro 7.8: Resultados Por Bottom
7.2.3. Problemas y Mejoras
7.2.3.1. Segmentación
Aunque en general la segmentación usando Flood Fill es más exacta y mucho más
rápida que el GrabCut, en más del 15 % de los casos este método tiene mejores
resultados. Se podŕıa encontrar una heuŕıstica o modelo que ayude a seleccionar el
mejor método para cada imagen ya que no identificar la prenda correctamente afecta
directamente todos los descriptores.
7.2.3.2. Nuevos Descriptores
El color es el elemento de mayor relevancia a la hora de combinar, en esta fase se
agregaron también algunos descriptores de tamaño. Sin embargo otros elementos
como la textura o estampados son importantes para la coordinación. Por ejemplo
un pantalón a rayas no queda bien con una blusa a cuadros (aunque esto puede cam-
biar según las tendencias), aśı que se deben agregar otros descriptores que puedan
representar esta información.
7.2.3.3. Reducción de dimensionalidad
Reducir el número de dimensiones de los descriptores puede mejorar los resultados,
esto es lograble manteniendo la mayor parte de la varianza usando técnicas como el
análisis de componentes principales, PCA, y análisis de componentes independientes,
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ICA. En la siguiente fase al tener más descriptores será de mayor importancia ya
que la relación entre el número de muestras y el número de dimensiones se vuelve
menor, lo cual no es deseable para entrenar modelos de regresión.
7.3. Fase 3: Dataset Bershka, histogramas de co-
lor y descriptores de textura
En esta fase se llevaron a cabo las mejoras identificadas en la fase anterior, el set
de datos es el mismo. Adicionalmente se realizaron pruebas con los descriptores de
textura HOG, LBP y Radon Transform, y con las técnicas de reducción de dimen-
sionalidad PCA e ICA. También se hicieron pruebas usando histogramas de colores,
ver sección 6.5, en lugar de colores principales.
7.3.1. Entrenamiento y resultados
Por cuestiones prácticas no se probraron las 1200 combinaciones para cada set mo-
delo, sino 950. Además debido a los resultados pobres de Bayes, SVM con kernel
polinómico y SVM con kernel lineal, no se realizó entrenamiento para cada mode-
lo. Se utilizaron los mismos parámetros de la fase anterior, descritas en la tabla
7.2 para un total de 22800 entrenamientos con configuraciones únicas. De nuevo
se usó validación cruzada con 5 folds para un total de entrenamientos de 114000.
Estos resultados se agregaron a los obtenidos en la fase anterior para evitar realizar
nuevamente los mismos.
En la tabla 7.9 se muestran los mejores 2 resultados para cada set inferior. Random
forest obtuvo el primer lugar en Shorts, Shirts y Todos. Para Jeans Neural network
tuvo un desempeño un poco mejor y para Pants el mejor resultado fue usando SVM
con kernel RBF. En los últimos 2 casos Random Forest obtuvo los siguientes mejores
resultados. La tabla 7.10 muestra que en también promedio el Random Forest supera
a los demás modelos, seguido de la SVM con kernel RBF y Neural Networks. Para
las tablas posteriores solo se tienen en cuenta estos 3 modelos.
7.3.1.1. Análisis de Colores
En la tabla 7.11 se puede ver que la mejor opción en esta configuración es usar
un histograma de colores, sin embargo la heuŕıstica de colores principales tiene
resultados muy cercanos con 2 y 5 colores. Por espacio de color la mejor alternativa
































































































































































































































































































































































































































































































































































































































































































































































































































Bayes 0.641 0.056 0.824
Forest 0.737 0.052 0.965
Neural Network 0.707 0.057 1.000
SVM(Linear) 0.659 0.039 0.783
SVM(Poli) 0.691 0.047 0.880
SVM(Rbf) 0.715 0.047 1.000
Total 0.716 0.051 1.000
Cuadro 7.10: Resultados Por Modelo






1 0.711 0.048 1.000
2 0.720 0.050 1.000
3 0.714 0.051 1.000
5 0.720 0.051 1.000
Hist 0.722 0.053 1.000
Total 0.718 0.051 1.000
Cuadro 7.11: Resultados Por Número de Colores






* 0.725 0.050 1.000
H 0.713 0.054 1.000
HSV 0.713 0.052 1.000
LAB 0.720 0.050 0.956
RGB 0.714 0.051 1.000
RGBHSV 0.722 0.050 1.000
Total 0.718 0.051 1.000
Cuadro 7.12: Resultados Por Espacio de Color
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No 0.711 0.049 1.000
Yes 0.721 0.052 1.000
Total 0.718 0.051 1.000
Cuadro 7.13: Resultados con y sin HOG






No 0.707 0.052 1.000
Ratius 2 0.733 0.049 1.000
Ratius 5 0.727 0.051 1.000
Ratius 10 0.726 0.050 1.000
Total 0.718 0.051 1.000
Cuadro 7.14: Resultados con y sin LBP
7.3.1.2. Análisis de otros Descriptores
En las tablas 7.13, 7.14 y 7.15 se muestran los promedios de los resultados usando
HOG, LBP y Radon respectivamente. En los 3 casos hay una mejora al usar el
descriptor, en LBP el mejor resultado se obtiene usando radio 2.
7.3.1.3. Análisis de Reducción de Dimensiones
PCA e ICA coinciden en disminuir el promedio de exactitud al aplicarlos sobre
los datos. Se hizo una revisión adicional en ambos casos para determinar si este
comportamiento aplicaba tanto al modo de histogramas como al modo heŕıstico con
distintos números de color y se confirmó que śı. Esto indica que no es conveniente
realizar reducción de dimensiones con los feautures obtenidos.
7.3.1.4. Conclusión
Según el análisis de los resultados en sus diferentes dimensiones se define que el mejor
modelo para predecir el nivel de armońıa entre 2 prendas es el Random Forest.
Usando los espacios RGB, HSV y LAB en forma de histograma o tomando los 2






No 0.703 0.054 1.000
Yes 0.725 0.049 1.000
Total 0.718 0.051 1.000
Cuadro 7.15: Resultados con y sin Radon
79






No 0.730 0.053 1.000
Yes 0.713 0.051 1.000
Total 0.722 0.052 1.000
Cuadro 7.16: Resultados con y sin PCA






No 0.730 0.053 1.000
Yes 0.701 0.046 1.000
Total 0.722 0.051 1.000
Cuadro 7.17: Resultados con y sin ICA
primeros colores principales. Los features HOG, LBP con radio 5 y Radon signature
mejoran los resultados y deben ser incluidos. La reducción de dimensiones produjo
peores resultados aśı que se descarta.
Al analizar los resultados con estas configuraciones, la exactitud promedio en los 5
pares de sets es de solo 74.1 %, mientras que para las mejores configuraciones encon-
tradas se obtuvo una exactitud promedio de 80.9 %. Tras revisar los resultados por
configuración filtrando solo los entrenamientos hechos con Random Forest se encon-
traron unos parámetros óptimos diferentes. Para este modelo, la mejor configuración
consiste en usar como espacio de color únicamente LAB, tomar los 2 colores princi-
pales de cada imagen o el histograma y no usar descriptores adicionales ni reducción
de caracteŕısticas, con esta configuración se logra una exactitud promedio de 76.4 %.
La comparación entre los mejores resultados encontrados, la exactitud de random
forest con los mejores parámetros generales y con los mejores parametros espećıficos











































































































































































































































































































































































































Conclusiones y Trabajos Futuros
Se desarrolló una plataforma web en Python con Django en la cual se pueden cargar
las imágenes por categoŕıas y calificar con un rating de 1 a 5 cada combinación de
prendas. Se cargaron 100 imagenes de 5 categoŕıas usando prendas de una marca
de ropa reconocida y una experta en diseño de modas calificó cada una de las 2275
combinaciones posibles.
Se diseñó una metodoloǵıa para la extracción de caracteŕısticas de moda la cual
consistió en segmentar la prenda usando GrabCut o Floodfill según una heuŕıstica
desarrollada con una SVM para decidir qué modelo usar. Posteriormente se extraen
los colores principales usando K-means con una detección automática del número
de colores principales entre 1 y 3 según la participación de cada color en la prenda
y la diferencia entre colores. También se extraen histogramas de color para el area
de la prenda, este descriptor y el de los colores principales se realiza en los espacios
de color RGB, HSV y LAB. Como descriptores de textura se extraen HOG, LBP y
Radon signature. Como descriptores de forma se toman el ancho y alto de la prenda
segmentada, y el porcentaje de pixeles que corresponden a la prenda en el recuadro.
Para ensamblar las caracteŕısticas de ambas prendas se probaron miles de combi-
naciones. La primera variación consistió en usar 1, 2, 3 o 5 colores principales por
prenda, extendiendo o contrayendo los k colores principales según su participación
para lograr que el vector resultante de caracteŕısticas para cada par de prendas tu-
viera el mismo tamaño. Posteriormmente como alternativa se usaron histogramas
de color. La siguiente variante fue sobre los espacios de color a incluir, las opciones
fueron RGB, HSV, H, LAB y RGB+HSV+LAB. También se incluyó la posibili-
dad de usar o no cada uno de los descriptores de textura: HOG, LBP con radio
2, 5 o 10, y Radon signature. Finalmente se probaron 2 algoritmos de reducción
de dimensionalidad lo que abrió las 3 posibles opciones finales: usar PCA, ICA o
ninguno.
Se propuso una validación de exactitud basada en la diferencia del rating predicho y
el rating indicado por el experto. Con esta métrica se entrenaron modelos de SVM
con kernel lineal, polinómico y RBF, Regresión Bayesiana, Random Forest y Redes
Neuronales usando las diferentes configuraciones de ensamble de caracteŕısticas y
para uno de los 5 cada pares de sets: Tops vs Jeans, Pants, Shorts, Skirt y todos. Se
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encontraron diferentes configuraciones óptimas para cada para de sets con diferen-
tes modelos con un promedio de exactitud de 80.9 %. En general el mejor modelo,
aunque no en todos los casos, fue Random Forest, usando la mejor configuración
general para este modelo espećıfico se logra una exactitud promedio de 76.4 %. Es
destacable que esta configuración consiste en usar únicamente los 2 colores princi-
pales o el histograma en el espacio de color LAB. De ser suficiente para el caso de
uso esta exactitud, se puede desarrollar un modelo más simple y rápido para extraer
las caracteŕısticas y realizar las sugerencias de outfits.
Finalmente se integró el resultado de la extracción y ensamble de caracteŕısticas y la
validación con la plataforma para realizar las sugerencias de outfits. Al cargar cada
imagen, el sistema extrae las caracteŕısticas mencionadas anteriormente, a la hora
de solicitar sugerencias se realiza el ensamble con cada una de las posibles opciones.
Luego, utilizando el mejor modelo encontrado en la validación para cada categoŕıa,
se predice el rating para cada combinación y se le muestra al usuario los mejores n
resultados para combinar con su prenda.
8.1. Trabajos futuros
A nivel de aprendizaje de máquinas los siguientes enfoques podŕıan aportar mejoras
al trabajo realizado:
1. Realizar pruebas con todas las posibles combinaciones propuestas en la meto-
doloǵıa de ensamble de caracteŕısticas en la fase 3 del desarrollo.
2. Crear nuevas bases de datos con mayor número de prendas y sus respectivas
calificaciones.
3. Extender el ensamble de caracteŕısticas y la base de datos para que se pueda
aplicar con otros elementos de ropa, por ejemplo zapatos o accesorios.
A nivel de impacto práctico se podŕıa mejorar el sistema etiquetando manual o
automáticamente atributos como:
Estilo: se podŕıan entrenar distintos modelos con estilos deferentes, de forma
que el usuario pueda seleccionar uno y reciba recomendaciones mas cercanas
a sus gustos.
Tipo de clima: puede ser de gran utilidad poder filtrar las prendas según el
clima en el que se esperan usar.
Universo del vestuario: definidos en 4.1, su variedad incrementa la dificultad
de elección para el usuario no experto.
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10.1016/j.jaging.2010.05.002.
[8] Bo Zhao y col. ((Clothing Cosegmentation for Shopping Images With Clutte-
red Background)). En: IEEE Transactions on Multimedia 18 (jun. de 2016),
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[34] Pakizar Shamoi, Atsushi Inoue e Hiroharu Kawanaka. ((Perceptual color spa-
ce: Motivations, methodology, applications)). En: 2014 Joint 7th International
Conference on Soft Computing and Intelligent Systems (SCIS) and 15th In-
ternational Symposium on Advanced Intelligent Systems (ISIS) (dic. de 2014),
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doi: 10.1109/ACCESS.2018.2848966.
[44] Wisarut Surakarin y Prabhas Chongstitvatana. ((Predicting types of clothing
using SURF and LDP based on Bag of Features)). En: 2015 12th International
Conference on Electrical Engineering/Electronics, Computer, Telecommunica-
tions and Information Technology (ECTI-CON) (jun. de 2015), págs. 1-5. doi:
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Top Bottom Color Spaces Colors Per Img Model Best Params Dimensions Mean Test Score Std Test Score Best Test Score
Tops Jeans RGBHSV 1 Random Forest max_depth: 6, n_estimators: 100 16 0.807 0.046 0.843
Tops Jeans LAB 2 Random Forest max_depth: 8, n_estimators: 50 16 0.806 0.032 0.845
Tops Jeans RGBHSV 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 28 0.805 0.038 0.810
Tops Jeans RGB 1 Random Forest max_depth: 7, n_estimators: 50 10 0.805 0.038 0.833
Tops Jeans RGB 2 Random Forest max_depth: 7, n_estimators: 100 16 0.801 0.039 0.843
Tops Jeans * 1 Random Forest max_depth: 7, n_estimators: 100 22 0.801 0.053 0.838
Tops Jeans HSV 1 Random Forest max_depth: 8, n_estimators: 100 10 0.797 0.055 0.843
Tops Jeans * 2 Random Forest max_depth: 8, n_estimators: 50 40 0.791 0.042 0.845
Tops Jeans RGB 5 Random Forest max_depth: 6, n_estimators: 100 34 0.789 0.042 0.845
Tops Jeans * 2 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 40 0.789 0.051 0.831
Tops Jeans LAB 5 Random Forest max_depth: 8, n_estimators: 50 34 0.788 0.058 0.857
Tops Jeans RGB 3 Random Forest max_depth: 6, n_estimators: 50 22 0.786 0.044 0.857
Tops Jeans LAB 1 Random Forest max_depth: 8, n_estimators: 100 10 0.786 0.056 0.838
Tops Jeans LAB 3 Random Forest max_depth: 8, n_estimators: 200 22 0.786 0.057 0.862
Tops Jeans RGBHSV 2 Random Forest max_depth: 5, n_estimators: 100 28 0.783 0.042 0.845
Tops Jeans RGB 2 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 16 0.782 0.039 0.807
Tops Shorts RGB 2 SVM(RBF) C: 10000, gamma: 0.1, kernel: rbf 16 0.780 0.065 0.657
Tops Jeans HSV 5 Random Forest max_depth: 8, n_estimators: 50 34 0.780 0.054 0.850
Tops Jeans LAB 5 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 34 0.779 0.024 0.802
Tops Jeans * 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 40 0.779 0.036 0.795
Tops Pants RGB 2 Random Forest max_depth: 8, n_estimators: 200 16 0.778 0.037 0.786
Tops Jeans RGB 2 SVM(RBF) C: 10000, gamma: 0.1, kernel: rbf 16 0.777 0.061 0.812
Tops Jeans RGBHSV 1 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 16 0.776 0.035 0.814
Tops Shorts LAB 2 Random Forest max_depth: 7, n_estimators: 50 16 0.776 0.110 0.882
Tops Jeans HSV 2 Random Forest max_depth: 6, n_estimators: 50 16 0.775 0.064 0.843
Tops Jeans LAB 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 16 0.775 0.019 0.798
Tops Jeans RGB 1 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 10 0.774 0.033 0.814
Tops Jeans RGB 3 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 22 0.773 0.035 0.807
Tops Jeans * 3 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 58 0.773 0.050 0.795
Tops Jeans RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 28 0.772 0.040 0.810
Tops Shorts RGB 5 SVM(RBF) C: 10000, gamma: 0.1, kernel: rbf 34 0.772 0.079 0.671
Tops Jeans RGBHSV 5 Random Forest max_depth: 6, n_estimators: 50 64 0.771 0.054 0.867
Tops Pants RGBHSV 1 Random Forest max_depth: 7, n_estimators: 50 16 0.771 0.049 0.788
Tops Jeans RGBHSV 3 Random Forest max_depth: 7, n_estimators: 50 40 0.771 0.060 0.862
Tops Jeans HSV 3 Random Forest max_depth: 7, n_estimators: 100 22 0.770 0.059 0.843
Tops Pants RGB 3 Random Forest max_depth: 7, n_estimators: 200 22 0.769 0.036 0.778
Tops Jeans RGB 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 34 0.769 0.035 0.810
Tops Shorts * 3 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 58 0.768 0.089 0.750
Tops Jeans * 5 Random Forest max_depth: 5, n_estimators: 100 94 0.768 0.052 0.855
Tops Jeans * 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 94 0.767 0.091 0.829
Tops Pants RGB 1 Random Forest max_depth: 8, n_estimators: 200 10 0.766 0.047 0.783
Tops Jeans * 3 Random Forest max_depth: 6, n_estimators: 100 58 0.766 0.057 0.852
Tops Pants LAB 1 Random Forest max_depth: 8, n_estimators: 100 10 0.765 0.051 0.819
All All LAB 2 Random Forest max_depth: 8, n_estimators: 200 16 0.765 0.042 0.792
Tops Pants * 2 Random Forest max_depth: 8, n_estimators: 100 40 0.765 0.050 0.798
Tops Pants LAB 3 Random Forest max_depth: 8, n_estimators: 200 22 0.764 0.049 0.801
Tops Pants LAB 2 Random Forest max_depth: 8, n_estimators: 200 16 0.764 0.046 0.821
All All LAB 5 Random Forest max_depth: 8, n_estimators: 50 34 0.763 0.038 0.783
Tops Jeans HSV 1 Neural Network hidden_layer_sizes: (10, 10, 10), max_iter: 5000 10 0.762 0.039 0.819
Tops Jeans RGBHSV 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 64 0.762 0.065 0.826
Tops Pants RGB 5 Random Forest max_depth: 8, n_estimators: 200 34 0.762 0.040 0.788
Tops Jeans LAB 3 SVM(Polin.) C: 10000, degree: 5, gamma: 0.01, kernel: poly 22 0.761 0.051 0.767
Tops Pants * 1 Random Forest max_depth: 8, n_estimators: 50 22 0.761 0.053 0.804
Tops Pants * 3 SVM(RBF) C: 1000, gamma: 0.01, kernel: rbf 58 0.761 0.033 0.722
Tops Jeans LAB 1 Bayes Regression 10 0.761 0.043 0.817
Tops Jeans LAB 3 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 22 0.761 0.020 0.790
All All * 2 Random Forest max_depth: 8, n_estimators: 100 40 0.761 0.033 0.771
Tops Pants LAB 5 Random Forest max_depth: 8, n_estimators: 200 34 0.761 0.048 0.804
Tops Jeans * 1 Neural Network hidden_layer_sizes: (10, 10, 10), max_iter: 5000 22 0.761 0.038 0.817
Tops Jeans LAB 5 SVM(Polin.) C: 1000, degree: 4, gamma: 0.01, kernel: poly 34 0.761 0.039 0.767
All All LAB 3 Random Forest max_depth: 8, n_estimators: 100 22 0.760 0.042 0.781
Tops Jeans LAB 1 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 10 0.760 0.044 0.814
Tops Pants RGBHSV 2 Random Forest max_depth: 7, n_estimators: 50 28 0.759 0.045 0.773
All All * 1 Random Forest max_depth: 8, n_estimators: 200 22 0.759 0.044 0.778
All All HSV 1 Random Forest max_depth: 8, n_estimators: 200 10 0.758 0.041 0.769
Tops Jeans RGB 1 Bayes Regression 10 0.757 0.041 0.817
Tops Jeans * 5 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 94 0.757 0.059 0.838
Tops Jeans LAB 3 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 22 0.757 0.039 0.802
Tops Jeans LAB 5 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 34 0.757 0.032 0.795
Tops Pants * 3 Random Forest max_depth: 8, n_estimators: 100 58 0.756 0.041 0.786
Tops Pants * 5 Random Forest max_depth: 7, n_estimators: 50 94 0.756 0.047 0.793
Tops Jeans LAB 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 10 0.755 0.030 0.819
Tops Jeans LAB 1 SVM(Polin.) C: 10, degree: 5, gamma: 0.1, kernel: poly 10 0.755 0.048 0.767
Tops Shorts LAB 1 Random Forest max_depth: 8, n_estimators: 50 10 0.755 0.086 0.814
Tops Jeans * 3 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 58 0.755 0.061 0.824
Tops Pants HSV 3 Random Forest max_depth: 8, n_estimators: 200 22 0.755 0.039 0.753
Tops Jeans HSV 2 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 16 0.754 0.053 0.845
Tops Pants HSV 2 Random Forest max_depth: 8, n_estimators: 200 16 0.754 0.046 0.768
All All LAB 1 Random Forest max_depth: 7, n_estimators: 100 10 0.754 0.046 0.798
All All RGBHSV 1 Random Forest max_depth: 8, n_estimators: 100 16 0.754 0.035 0.762
Tops Jeans RGBHSV 3 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 40 0.753 0.073 0.819
Tops Jeans HSV 2 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 16 0.753 0.046 0.802
Tops Jeans RGB 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 10 0.752 0.037 0.817
All All RGB 1 Random Forest max_depth: 8, n_estimators: 100 10 0.752 0.032 0.765
Tops Skirts * 1 Random Forest max_depth: 8, n_estimators: 100 22 0.752 0.017 0.763
Tops Jeans * 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 22 0.751 0.047 0.793
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Tops Shorts * 2 Random Forest max_depth: 8, n_estimators: 100 40 0.751 0.108 0.843
Tops Skirts RGBHSV 1 Random Forest max_depth: 8, n_estimators: 100 16 0.751 0.016 0.754
Tops Pants RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200 40 0.751 0.034 0.758
Tops Jeans RGB 3 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 22 0.750 0.045 0.807
Tops Jeans RGB 5 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 34 0.749 0.049 0.807
Tops Jeans RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 16 0.749 0.044 0.793
Tops Pants RGBHSV 5 Random Forest max_depth: 7, n_estimators: 50 64 0.749 0.035 0.765
Tops Jeans HSV 1 Bayes Regression 10 0.749 0.042 0.798
All All RGB 2 Random Forest max_depth: 8, n_estimators: 100 16 0.749 0.035 0.759
Tops Jeans HSV 1 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 10 0.748 0.035 0.798
Tops Jeans RGBHSV 5 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 64 0.748 0.053 0.829
Tops Jeans * 1 Bayes Regression 22 0.748 0.045 0.795
All All HSV 2 Random Forest max_depth: 8, n_estimators: 200 16 0.747 0.038 0.756
All All * 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 94 0.747 0.023 0.780
Tops Pants LAB 3 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 22 0.747 0.050 0.801
Tops Jeans RGBHSV 1 Bayes Regression 16 0.747 0.045 0.795
Tops Jeans LAB 2 SVM(RBF) C: 100, gamma: 0.1, kernel: rbf 16 0.747 0.063 0.779
Tops Shorts RGB 3 SVM(RBF) C: 10000, gamma: 0.1, kernel: rbf 22 0.746 0.075 0.671
Tops Shorts LAB 5 Random Forest max_depth: 8, n_estimators: 200 34 0.746 0.079 0.836
Tops Jeans HSV 5 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 34 0.745 0.058 0.829
Tops Jeans RGBHSV 3 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 40 0.745 0.053 0.807
Tops Pants HSV 5 Random Forest max_depth: 8, n_estimators: 50 34 0.744 0.052 0.758
All All HSV 5 Random Forest max_depth: 8, n_estimators: 200 34 0.744 0.035 0.757
Tops Skirts RGB 1 Random Forest max_depth: 6, n_estimators: 100 10 0.744 0.027 0.791
All All HSV 3 Random Forest max_depth: 8, n_estimators: 200 22 0.744 0.037 0.742
Tops Pants * 1 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 22 0.743 0.041 0.750
Tops Shorts LAB 3 Random Forest max_depth: 8, n_estimators: 200 22 0.743 0.077 0.821
Tops Jeans LAB 1 SVM(Linear) C: 1, kernel: linear 10 0.743 0.035 0.779
Tops Skirts RGBHSV 1 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 16 0.743 0.028 0.739
All All * 3 Random Forest max_depth: 8, n_estimators: 100 58 0.742 0.032 0.757
Tops Jeans LAB 5 Bayes Regression 34 0.742 0.047 0.788
Tops Jeans LAB 5 SVM(Linear) C: 1, kernel: linear 34 0.742 0.037 0.776
Tops Pants LAB 1 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 10 0.742 0.072 0.763
Tops Skirts HSV 1 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 10 0.742 0.045 0.769
All All * 5 Random Forest max_depth: 8, n_estimators: 200 94 0.742 0.029 0.756
All All RGBHSV 2 Random Forest max_depth: 8, n_estimators: 100 28 0.742 0.030 0.757
Tops Pants HSV 1 Random Forest max_depth: 8, n_estimators: 200 10 0.741 0.074 0.804
Tops Skirts RGB 2 Random Forest max_depth: 6, n_estimators: 50 16 0.741 0.018 0.773
Tops Jeans RGB 2 Bayes Regression 16 0.740 0.031 0.776
Tops Jeans HSV 5 Bayes Regression 34 0.740 0.049 0.783
All All * 3 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 58 0.738 0.012 0.760
Tops Jeans HSV 3 Bayes Regression 22 0.738 0.045 0.795
Tops Skirts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50 28 0.737 0.014 0.741
Tops Skirts * 2 Random Forest max_depth: 8, n_estimators: 50 40 0.737 0.020 0.754
Tops Jeans * 5 Bayes Regression 94 0.737 0.049 0.786
Tops Skirts RGB 1 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 10 0.737 0.034 0.741
Tops Jeans LAB 2 SVM(Polin.) C: 100, degree: 3, gamma: 0.1, kernel: poly 16 0.735 0.098 0.767
Tops Shorts RGB 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 34 0.734 0.074 0.736
Tops Jeans LAB 3 SVM(Linear) C: 1, kernel: linear 22 0.733 0.037 0.779
Tops Shorts LAB 5 SVM(Polin.) C: 10, degree: 5, gamma: 0.1, kernel: poly 34 0.733 0.071 0.625
Tops Skirts * 1 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 22 0.733 0.061 0.810
Tops Pants * 5 SVM(RBF) C: 1000, gamma: 0.01, kernel: rbf 94 0.732 0.048 0.719
Tops Pants LAB 1 SVM(Polin.) C: 1000, degree: 4, gamma: 0.1, kernel: poly 10 0.732 0.042 0.691
Tops Shorts * 5 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 94 0.731 0.079 0.764
Tops Jeans HSV 3 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 22 0.731 0.059 0.781
Tops Skirts RGB 3 Random Forest max_depth: 7, n_estimators: 50 22 0.731 0.029 0.782
All All RGB 3 Random Forest max_depth: 8, n_estimators: 200 22 0.731 0.039 0.760
Tops Skirts HSV 2 Random Forest max_depth: 7, n_estimators: 50 16 0.731 0.014 0.727
Tops Pants LAB 2 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 16 0.730 0.064 0.722
Tops Shorts RGB 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 16 0.730 0.140 0.764
Tops Shorts * 1 Random Forest max_depth: 8, n_estimators: 50 22 0.730 0.059 0.775
Tops Jeans HSV 3 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 22 0.730 0.051 0.788
All All RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200 64 0.729 0.024 0.756
Tops Pants LAB 3 SVM(RBF) C: 1000, gamma: 0.1, kernel: rbf 22 0.729 0.040 0.722
Tops Skirts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 100 40 0.729 0.022 0.733
All All RGB 5 Random Forest max_depth: 8, n_estimators: 50 34 0.729 0.039 0.765
Tops Skirts RGB 5 Random Forest max_depth: 8, n_estimators: 50 34 0.729 0.030 0.773
Tops Skirts * 5 Random Forest max_depth: 6, n_estimators: 50 94 0.729 0.023 0.735
Tops Pants RGB 3 SVM(RBF) C: 1000, gamma: 0.1, kernel: rbf 22 0.728 0.029 0.727
All All RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200 40 0.728 0.021 0.746
All All * 1 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 22 0.728 0.043 0.772
Tops Skirts * 3 Random Forest max_depth: 8, n_estimators: 100 58 0.727 0.021 0.733
Tops Jeans RGB 3 Bayes Regression 22 0.727 0.062 0.783
Tops Skirts HSV 5 Random Forest max_depth: 7, n_estimators: 50 34 0.727 0.021 0.750
Tops Pants * 2 SVM(RBF) C: 1000, gamma: 0.01, kernel: rbf 40 0.725 0.040 0.730
Tops Skirts RGBHSV 5 Random Forest max_depth: 7, n_estimators: 50 64 0.724 0.021 0.754
Tops Jeans LAB 2 Bayes Regression 16 0.724 0.038 0.769
Tops Pants RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.01, kernel: rbf 40 0.724 0.061 0.696
All All RGBHSV 1 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 16 0.723 0.052 0.763
Tops Skirts LAB 5 Random Forest max_depth: 8, n_estimators: 50 34 0.723 0.039 0.758
Tops Jeans RGB 5 Bayes Regression 34 0.722 0.064 0.788
Tops Shorts LAB 2 SVM(Polin.) C: 1000, degree: 5, gamma: 0.1, kernel: poly 16 0.722 0.125 0.625
Tops Skirts LAB 1 Random Forest max_depth: 8, n_estimators: 50 10 0.721 0.043 0.752
Tops Pants LAB 5 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 34 0.721 0.039 0.773
Tops Skirts HSV 3 Random Forest max_depth: 8, n_estimators: 50 22 0.721 0.024 0.722
Tops Shorts RGB 3 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 22 0.721 0.081 0.671
All All RGB 1 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 10 0.720 0.029 0.735
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Tops Pants RGBHSV 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 64 0.719 0.031 0.793
All All * 5 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 94 0.719 0.032 0.760
Tops Jeans * 3 Bayes Regression 58 0.718 0.066 0.826
All All HSV 1 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 10 0.718 0.057 0.749
Tops Pants RGBHSV 5 SVM(RBF) C: 1000, gamma: 0.01, kernel: rbf 64 0.717 0.064 0.727
All All LAB 1 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 10 0.717 0.039 0.728
Tops Jeans RGBHSV 5 Bayes Regression 64 0.717 0.061 0.774
Tops Pants RGBHSV 1 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 16 0.715 0.071 0.783
All All RGBHSV 5 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 64 0.715 0.024 0.727
Tops Pants RGB 1 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 10 0.715 0.062 0.788
Tops Skirts LAB 3 Random Forest max_depth: 8, n_estimators: 50 22 0.715 0.042 0.761
Tops Shorts * 5 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 94 0.714 0.124 0.704
Tops Pants RGB 3 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 22 0.713 0.044 0.783
Tops Jeans LAB 3 Bayes Regression 22 0.713 0.078 0.776
Tops Pants LAB 5 SVM(RBF) C: 100, gamma: 0.1, kernel: rbf 34 0.713 0.036 0.719
Tops Skirts LAB 2 Random Forest max_depth: 7, n_estimators: 50 16 0.712 0.042 0.744
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 64 0.712 0.032 0.759
Tops Pants RGB 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 10 0.711 0.048 0.719
Tops Pants RGBHSV 3 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 40 0.711 0.056 0.791
Tops Pants * 3 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 58 0.711 0.072 0.760
Tops Skirts * 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 94 0.711 0.073 0.703
Tops Pants RGB 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 16 0.711 0.038 0.696
Tops Pants LAB 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 10 0.711 0.037 0.719
All All RGB 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 16 0.711 0.076 0.727
Tops Skirts HSV 1 Random Forest max_depth: 8, n_estimators: 100 10 0.711 0.029 0.733
Tops Shorts LAB 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 16 0.710 0.124 0.764
All All RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 16 0.710 0.032 0.710
All All RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 40 0.709 0.035 0.737
Tops Shorts * 5 Random Forest max_depth: 8, n_estimators: 100 94 0.709 0.045 0.739
Tops Skirts LAB 1 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 10 0.709 0.047 0.703
All All LAB 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 16 0.709 0.046 0.704
Tops Shorts RGBHSV 3 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 40 0.709 0.081 0.771
Tops Pants RGB 5 SVM(RBF) C: 100, gamma: 0.1, kernel: rbf 34 0.708 0.027 0.732
Tops Pants HSV 1 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 10 0.708 0.061 0.765
All All * 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 22 0.707 0.032 0.714
Tops Shorts RGBHSV 2 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 28 0.707 0.104 0.832
All All * 3 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 58 0.707 0.038 0.735
Tops Jeans HSV 5 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 34 0.707 0.081 0.779
Tops Pants RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 16 0.707 0.061 0.714
Tops Shorts * 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 40 0.706 0.117 0.793
All All LAB 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 34 0.706 0.068 0.710
All All RGB 3 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 22 0.706 0.050 0.708
Tops Shorts HSV 5 Random Forest max_depth: 8, n_estimators: 200 34 0.706 0.117 0.793
Tops Shorts * 3 Random Forest max_depth: 8, n_estimators: 50 58 0.706 0.049 0.739
Tops Pants * 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 22 0.705 0.059 0.722
All All * 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 40 0.704 0.044 0.756
Tops Skirts HSV 2 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 16 0.704 0.054 0.709
All All RGBHSV 3 SVM(Polin.) C: 1, degree: 3, gamma: 0.1, kernel: poly 40 0.703 0.025 0.649
Tops Jeans LAB 2 SVM(Linear) C: 1, kernel: linear 16 0.703 0.063 0.764
All All RGB 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 34 0.701 0.052 0.744
Tops Shorts LAB 3 SVM(Polin.) C: 100, degree: 5, gamma: 0.1, kernel: poly 22 0.701 0.074 0.625
Tops Pants LAB 5 SVM(Polin.) C: 1, degree: 4, gamma: 0.1, kernel: poly 34 0.700 0.059 0.691
All All HSV 5 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 34 0.700 0.025 0.772
Tops Pants RGBHSV 2 SVM(RBF) C: 1000, gamma: 0.01, kernel: rbf 28 0.700 0.057 0.704
Tops Pants RGB 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 16 0.699 0.049 0.732
Tops Shorts HSV 3 Random Forest max_depth: 8, n_estimators: 100 22 0.699 0.117 0.796
All All RGBHSV 3 Neural Network hidden_layer_sizes: (10, 10, 10), max_iter: 5000 40 0.698 0.026 0.749
All All RGBHSV 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 28 0.698 0.041 0.751
Tops Pants LAB 2 SVM(Polin.) C: 10, degree: 4, gamma: 0.1, kernel: poly 16 0.697 0.037 0.691
Tops Shorts RGB 1 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 10 0.697 0.111 0.750
Tops Pants LAB 3 SVM(Polin.) C: 100, degree: 4, gamma: 0.1, kernel: poly 22 0.697 0.072 0.691
All All HSV 5 SVM(Polin.) C: 1, degree: 3, gamma: 0.1, kernel: poly 34 0.696 0.023 0.649
Tops Skirts RGBHSV 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 64 0.696 0.079 0.690
Tops Pants * 2 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 40 0.695 0.075 0.768
Tops Jeans HSV 2 Bayes Regression 16 0.695 0.062 0.779
Tops Shorts * 3 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 58 0.695 0.104 0.682
All All LAB 1 SVM(RBF) C: 100, gamma: 0.1, kernel: rbf 10 0.695 0.035 0.704
All All RGBHSV 1 SVM(Polin.) C: 100, degree: 3, gamma: 0.1, kernel: poly 16 0.694 0.065 0.649
Tops Pants LAB 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 16 0.693 0.025 0.747
Tops Jeans RGBHSV 3 Bayes Regression 40 0.693 0.064 0.814
Tops Skirts RGB 2 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 16 0.692 0.040 0.731
Tops Pants RGBHSV 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 28 0.692 0.096 0.786
Tops Shorts LAB 5 Neural Network hidden_layer_sizes: (10, 10, 10), max_iter: 5000 34 0.691 0.061 0.743
Tops Shorts HSV 1 Random Forest max_depth: 8, n_estimators: 100 10 0.691 0.124 0.771
All All RGBHSV 2 SVM(Polin.) C: 1, degree: 3, gamma: 0.1, kernel: poly 28 0.691 0.022 0.649
All All RGB 1 SVM(RBF) C: 100, gamma: 0.1, kernel: rbf 10 0.690 0.047 0.701
Tops Pants LAB 1 SVM(Linear) C: 1, kernel: linear 10 0.690 0.044 0.753
Tops Pants HSV 5 SVM(RBF) C: 100, gamma: 0.1, kernel: rbf 34 0.690 0.043 0.679
Tops Shorts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 64 0.689 0.124 0.696
Tops Shorts RGBHSV 5 Neural Network hidden_layer_sizes: (10, 10, 10), max_iter: 5000 64 0.689 0.115 0.811
Tops Pants LAB 3 SVM(Linear) C: 1, kernel: linear 22 0.689 0.037 0.742
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 64 0.689 0.059 0.705
All All HSV 5 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 34 0.689 0.024 0.733
Tops Pants RGB 5 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 34 0.688 0.034 0.742
Tops Shorts LAB 3 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 22 0.687 0.073 0.696
All All LAB 5 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 34 0.687 0.038 0.705
All All HSV 1 SVM(RBF) C: 100, gamma: 0.1, kernel: rbf 10 0.686 0.045 0.704
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Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 94 0.686 0.065 0.701
Tops Skirts LAB 3 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 22 0.685 0.069 0.650
All All HSV 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 16 0.685 0.033 0.693
Tops Pants LAB 2 SVM(Linear) C: 1, kernel: linear 16 0.685 0.031 0.717
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 28 0.684 0.024 0.709
Tops Pants HSV 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 16 0.684 0.067 0.730
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 22 0.683 0.041 0.689
Tops Skirts RGB 5 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 34 0.683 0.030 0.707
Tops Pants RGB 2 Bayes Regression 16 0.682 0.048 0.755
All All LAB 3 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 22 0.680 0.064 0.706
Tops Shorts RGBHSV 1 Random Forest max_depth: 8, n_estimators: 100 16 0.680 0.116 0.754
Tops Skirts HSV 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 16 0.680 0.038 0.688
Tops Pants RGB 3 Bayes Regression 22 0.680 0.041 0.742
Tops Shorts LAB 1 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 10 0.679 0.081 0.675
Tops Skirts LAB 2 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 16 0.679 0.059 0.729
All All LAB 3 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 22 0.679 0.025 0.706
Tops Pants HSV 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 34 0.678 0.055 0.658
All All * 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 40 0.678 0.032 0.715
Tops Shorts RGB 2 Random Forest max_depth: 7, n_estimators: 100 16 0.678 0.120 0.761
Tops Shorts RGB 5 Random Forest max_depth: 8, n_estimators: 50 34 0.678 0.106 0.754
Tops Skirts RGB 1 SVM(RBF) C: 1000, gamma: 0.01, kernel: rbf 10 0.678 0.030 0.695
Tops Shorts RGBHSV 5 Random Forest max_depth: 7, n_estimators: 100 64 0.677 0.096 0.746
All All HSV 3 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 22 0.677 0.053 0.698
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 34 0.677 0.039 0.724
All All LAB 5 SVM(Polin.) C: 1, degree: 4, gamma: 0.1, kernel: poly 34 0.677 0.033 0.649
Tops Pants LAB 5 SVM(Linear) C: 1, kernel: linear 34 0.677 0.051 0.755
Tops Shorts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 200 28 0.676 0.131 0.811
Tops Shorts RGBHSV 3 Random Forest max_depth: 7, n_estimators: 200 40 0.676 0.095 0.761
Tops Skirts HSV 3 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 22 0.676 0.091 0.711
Tops Skirts RGBHSV 3 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 40 0.676 0.034 0.692
Tops Pants RGBHSV 1 Bayes Regression 16 0.676 0.057 0.750
Tops Pants LAB 1 Bayes Regression 10 0.676 0.048 0.747
Tops Shorts * 5 Bayes Regression 94 0.676 0.036 0.721
All All HSV 2 SVM(Polin.) C: 10, degree: 3, gamma: 0.1, kernel: poly 16 0.676 0.023 0.649
Tops Pants * 1 Bayes Regression 22 0.676 0.065 0.745
Tops Pants * 5 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 94 0.676 0.099 0.699
Tops Pants LAB 2 Bayes Regression 16 0.676 0.045 0.740
Tops Skirts * 3 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 58 0.675 0.063 0.654
Tops Skirts * 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 22 0.675 0.057 0.703
All All RGB 5 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 34 0.675 0.066 0.715
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 22 0.674 0.042 0.708
Tops Skirts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 16 0.674 0.058 0.688
Tops Skirts LAB 1 SVM(RBF) C: 1000, gamma: 0.01, kernel: rbf 10 0.673 0.028 0.709
Tops Shorts RGB 3 Random Forest max_depth: 7, n_estimators: 50 22 0.673 0.107 0.771
All All LAB 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 16 0.673 0.030 0.695
All All LAB 3 SVM(Polin.) C: 10, degree: 3, gamma: 0.1, kernel: poly 22 0.672 0.029 0.649
Tops Pants RGB 1 Bayes Regression 10 0.672 0.045 0.730
Tops Skirts LAB 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 34 0.672 0.032 0.707
Tops Shorts * 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 40 0.671 0.108 0.714
Tops Pants * 2 Bayes Regression 40 0.670 0.083 0.763
All All HSV 5 SVM(Linear) C: 1, kernel: linear 34 0.670 0.021 0.706
Tops Skirts HSV 5 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 34 0.670 0.057 0.709
Tops Pants HSV 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 10 0.670 0.061 0.727
Tops Pants LAB 3 Bayes Regression 22 0.670 0.062 0.735
All All LAB 1 SVM(Polin.) C: 100, degree: 3, gamma: 0.1, kernel: poly 10 0.670 0.045 0.649
Tops Pants HSV 2 SVM(RBF) C: 100, gamma: 0.1, kernel: rbf 16 0.669 0.051 0.712
Tops Skirts HSV 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 10 0.669 0.058 0.667
Tops Skirts RGB 3 Neural Network hidden_layer_sizes: (50, 50, 50), max_iter: 5000 22 0.668 0.072 0.662
All All HSV 5 Bayes Regression 34 0.668 0.026 0.707
All All HSV 3 SVM(Polin.) C: 1, degree: 3, gamma: 0.1, kernel: poly 22 0.668 0.015 0.649
Tops Shorts HSV 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 16 0.668 0.095 0.775
All All RGB 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 16 0.668 0.045 0.695
All All LAB 2 SVM(Polin.) C: 10, degree: 5, gamma: 0.1, kernel: poly 16 0.668 0.034 0.649
All All HSV 2 Neural Network hidden_layer_sizes: (10, 10, 10), max_iter: 5000 16 0.666 0.062 0.770
All All HSV 1 SVM(Polin.) C: 10000, degree: 3, gamma: 0.01, kernel: poly 10 0.666 0.022 0.649
All All RGBHSV 1 SVM(Linear) C: 1, kernel: linear 16 0.665 0.020 0.706
Tops Shorts RGB 1 Random Forest max_depth: 8, n_estimators: 200 10 0.665 0.103 0.750
Tops Pants HSV 3 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 22 0.664 0.054 0.719
All All * 1 Bayes Regression 22 0.664 0.019 0.698
Tops Shorts LAB 2 SVM(RBF) C: 100, gamma: 0.1, kernel: rbf 16 0.664 0.097 0.657
Tops Skirts RGBHSV 2 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 28 0.664 0.027 0.737
All All HSV 1 SVM(Linear) C: 1, kernel: linear 10 0.662 0.022 0.701
Tops Shorts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 28 0.661 0.110 0.718
All All RGBHSV 2 Bayes Regression 28 0.661 0.025 0.704
Tops Shorts HSV 3 Neural Network hidden_layer_sizes: (10, 10, 10), max_iter: 5000 22 0.661 0.113 0.761
Tops Pants * 3 Bayes Regression 58 0.660 0.073 0.758
All All RGBHSV 2 SVM(Linear) C: 1, kernel: linear 28 0.660 0.023 0.703
All All LAB 1 SVM(Linear) C: 1, kernel: linear 10 0.660 0.025 0.703
All All HSV 2 SVM(Linear) C: 1, kernel: linear 16 0.660 0.016 0.688
Tops Skirts * 2 Neural Network hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 40 0.659 0.036 0.680
All All HSV 3 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 22 0.659 0.050 0.697
All All RGBHSV 1 Bayes Regression 16 0.659 0.020 0.693
Tops Shorts * 3 Bayes Regression 58 0.658 0.019 0.679
All All HSV 2 Bayes Regression 16 0.658 0.021 0.687
All All LAB 3 SVM(Linear) C: 1, kernel: linear 22 0.656 0.024 0.704
All All LAB 1 Bayes Regression 10 0.655 0.028 0.689
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 40 0.655 0.047 0.675
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All All HSV 1 Bayes Regression 10 0.655 0.024 0.692
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 58 0.655 0.063 0.677
Tops Shorts HSV 2 Random Forest max_depth: 8, n_estimators: 200 16 0.654 0.119 0.768
Tops Shorts RGBHSV 5 Bayes Regression 64 0.654 0.047 0.718
Tops Skirts HSV 3 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 22 0.654 0.053 0.703
All All LAB 2 SVM(Linear) C: 1, kernel: linear 16 0.654 0.028 0.696
All All RGB 1 Bayes Regression 10 0.653 0.028 0.686
Tops Skirts LAB 1 SVM(Linear) C: 1, kernel: linear 10 0.652 0.034 0.714
Tops Pants RGB 5 Bayes Regression 34 0.652 0.046 0.717
All All LAB 5 SVM(Linear) C: 1, kernel: linear 34 0.652 0.024 0.699
Tops Shorts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 40 0.651 0.112 0.661
Tops Shorts HSV 5 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 34 0.649 0.107 0.796
Tops Skirts LAB 1 SVM(Polin.) C: 10000, degree: 3, gamma: 0.01, kernel: poly 10 0.649 0.039 0.600
All All LAB 2 Bayes Regression 16 0.648 0.031 0.691
All All RGBHSV 3 Bayes Regression 40 0.648 0.044 0.722
All All RGBHSV 3 SVM(Linear) C: 1, kernel: linear 40 0.648 0.042 0.724
Tops Pants LAB 5 Bayes Regression 34 0.647 0.058 0.691
All All RGBHSV 5 SVM(Linear) C: 1, kernel: linear 64 0.647 0.055 0.714
All All RGB 2 Bayes Regression 16 0.645 0.031 0.687
All All LAB 3 Bayes Regression 22 0.644 0.026 0.694
Tops Shorts HSV 5 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 34 0.642 0.110 0.657
All All RGB 3 Bayes Regression 22 0.641 0.031 0.693
Tops Pants RGBHSV 2 Bayes Regression 28 0.641 0.095 0.737
Tops Shorts LAB 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 10 0.641 0.060 0.654
Tops Shorts LAB 3 Bayes Regression 22 0.641 0.045 0.718
All All HSV 3 Bayes Regression 22 0.640 0.032 0.682
Tops Shorts RGB 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 10 0.639 0.070 0.686
Tops Skirts RGBHSV 1 Bayes Regression 16 0.638 0.045 0.699
All All HSV 3 SVM(Linear) C: 1, kernel: linear 22 0.638 0.034 0.693
Tops Skirts LAB 2 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 16 0.638 0.055 0.680
Tops Skirts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 28 0.637 0.025 0.667
Tops Skirts LAB 1 Bayes Regression 10 0.637 0.027 0.680
Tops Shorts RGBHSV 3 Bayes Regression 40 0.636 0.036 0.686
Tops Skirts * 2 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 40 0.636 0.022 0.662
Tops Pants * 5 Bayes Regression 94 0.636 0.087 0.747
All All LAB 5 Bayes Regression 34 0.635 0.041 0.708
Tops Shorts LAB 5 Bayes Regression 34 0.635 0.044 0.714
Tops Skirts LAB 2 SVM(Polin.) C: 1, degree: 3, gamma: 0.1, kernel: poly 16 0.634 0.031 0.600
Tops Skirts RGB 1 Bayes Regression 10 0.633 0.025 0.664
Tops Shorts * 2 Bayes Regression 40 0.633 0.059 0.711
Tops Shorts LAB 1 SVM(Linear) C: 10, kernel: linear 10 0.633 0.068 0.707
Tops Shorts LAB 1 SVM(Polin.) C: 100, degree: 4, gamma: 0.1, kernel: poly 10 0.633 0.080 0.625
Tops Jeans * 2 Bayes Regression 40 0.632 0.132 0.802
Tops Shorts RGB 5 Bayes Regression 34 0.632 0.041 0.707
Tops Shorts HSV 5 Bayes Regression 34 0.631 0.049 0.718
All All RGB 5 Bayes Regression 34 0.631 0.040 0.703
Tops Skirts RGB 2 Bayes Regression 16 0.631 0.035 0.662
Tops Shorts RGB 3 Bayes Regression 22 0.629 0.048 0.714
Tops Skirts * 1 Bayes Regression 22 0.629 0.031 0.677
Tops Skirts LAB 3 SVM(Polin.) C: 1, degree: 3, gamma: 0.1, kernel: poly 22 0.629 0.033 0.600
Tops Pants RGBHSV 3 Bayes Regression 40 0.629 0.075 0.717
Tops Skirts LAB 5 SVM(Polin.) C: 1000, degree: 4, gamma: 0.01, kernel: poly 34 0.628 0.028 0.600
Tops Skirts RGB 2 SVM(RBF) C: 100, gamma: 0.01, kernel: rbf 16 0.627 0.025 0.656
Tops Shorts RGB 1 Bayes Regression 10 0.627 0.050 0.686
Tops Skirts LAB 3 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 22 0.627 0.030 0.680
Tops Skirts LAB 5 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 34 0.626 0.028 0.673
Tops Shorts RGBHSV 2 Bayes Regression 28 0.626 0.061 0.718
Tops Pants HSV 1 Bayes Regression 10 0.626 0.081 0.727
Tops Shorts LAB 5 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 34 0.625 0.047 0.700
Tops Pants HSV 2 Bayes Regression 16 0.624 0.067 0.694
Tops Skirts LAB 2 SVM(Linear) C: 1, kernel: linear 16 0.623 0.055 0.688
Tops Shorts LAB 1 Bayes Regression 10 0.622 0.050 0.671
Tops Skirts HSV 1 Bayes Regression 10 0.621 0.053 0.662
Tops Pants HSV 3 Bayes Regression 22 0.619 0.046 0.686
Tops Shorts LAB 3 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 22 0.619 0.084 0.700
Tops Skirts LAB 2 Bayes Regression 16 0.618 0.040 0.660
Tops Shorts LAB 3 SVM(Linear) C: 1, kernel: linear 22 0.617 0.040 0.657
Tops Pants RGBHSV 5 Bayes Regression 64 0.617 0.089 0.740
Tops Skirts RGB 5 SVM(RBF) C: 1000, gamma: 0.1, kernel: rbf 34 0.615 0.055 0.622
Tops Shorts * 1 Bayes Regression 22 0.614 0.051 0.668
Tops Shorts RGBHSV 1 Neural Network hidden_layer_sizes: (10, 10, 10), max_iter: 5000 16 0.613 0.109 0.764
Tops Skirts HSV 2 Bayes Regression 16 0.612 0.080 0.695
Tops Shorts * 1 Neural Network hidden_layer_sizes: (10, 10, 10), max_iter: 5000 22 0.611 0.093 0.725
Tops Shorts HSV 1 Neural Network hidden_layer_sizes: (20, 20, 20), max_iter: 5000 10 0.610 0.131 0.693
All All * 2 Bayes Regression 40 0.608 0.108 0.705
Tops Skirts RGB 3 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 22 0.605 0.023 0.645
All All * 3 Bayes Regression 58 0.605 0.057 0.691
Tops Skirts LAB 3 SVM(Linear) C: 1, kernel: linear 22 0.605 0.041 0.665
Tops Shorts RGB 2 Bayes Regression 16 0.604 0.065 0.682
Tops Shorts HSV 2 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 16 0.604 0.056 0.686
Tops Shorts RGBHSV 1 Bayes Regression 16 0.604 0.039 0.643
Tops Shorts HSV 2 Bayes Regression 16 0.604 0.061 0.714
Tops Shorts LAB 2 Bayes Regression 16 0.603 0.059 0.675
Tops Skirts LAB 5 SVM(Linear) C: 100, kernel: linear 34 0.602 0.038 0.652
Tops Shorts LAB 5 SVM(Linear) C: 1, kernel: linear 34 0.601 0.029 0.646
Tops Shorts HSV 3 SVM(RBF) C: 100, gamma: 0.1, kernel: rbf 22 0.598 0.157 0.600
Tops Shorts HSV 3 Bayes Regression 22 0.596 0.052 0.686
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Tops Skirts LAB 5 Bayes Regression 34 0.594 0.048 0.643
All All RGBHSV 5 Bayes Regression 64 0.594 0.085 0.700
Tops Shorts LAB 2 SVM(Linear) C: 10, kernel: linear 16 0.591 0.132 0.682
Tops Jeans RGBHSV 2 Bayes Regression 28 0.590 0.151 0.798
Tops Shorts * 1 SVM(RBF) C: 10000, gamma: 0.1, kernel: rbf 22 0.589 0.180 0.625
Tops Pants HSV 5 Bayes Regression 34 0.580 0.055 0.640
Tops Shorts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1, kernel: rbf 16 0.579 0.093 0.614
Tops Shorts HSV 1 Bayes Regression 10 0.568 0.046 0.632
Tops Skirts LAB 3 Bayes Regression 22 0.565 0.046 0.633
Tops Shorts HSV 1 SVM(RBF) C: 10, gamma: 0.01, kernel: rbf 10 0.564 0.058 0.614
Tops Skirts RGBHSV 2 Bayes Regression{} 28 0.553 0.144 0.733
Tops Skirts * 2 Bayes Regression{} 40 0.550 0.136 0.694
Tops Skirts HSV 5 Bayes Regression{} 34 0.550 0.084 0.626
Tops Skirts RGB 5 Bayes Regression{} 34 0.549 0.053 0.624
Tops Skirts HSV 3 Bayes Regression{} 22 0.548 0.087 0.648
Tops Skirts * 5 Bayes Regression{} 94 0.543 0.086 0.703
Tops Skirts RGBHSV 5 Bayes Regression{} 64 0.539 0.085 0.705
Tops Skirts * 3 Bayes Regression{} 58 0.527 0.089 0.694
Tops Skirts RGBHSV 3 Bayes Regression{} 40 0.526 0.092 0.692
Tops Skirts RGB 3 Bayes Regression{} 22 0.520 0.057 0.594
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Tops Shorts RGB 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - PCA 17 0.881 0.028 0.893
Tops Shorts HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 17 0.849 0.092 0.907
Tops Shorts RGB 3 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 Radon - PCA 18 0.845 0.060 0.893
Tops Shorts RGB Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 39 0.834 0.086 0.911
Tops Jeans RGBHSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 86 0.813 0.056 0.843
Tops Jeans * 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 58 0.812 0.027 0.826
Tops Jeans RGBHSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 86 0.809 0.021 0.850
Tops Jeans * 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 98 0.809 0.025 0.831
Tops Jeans * 1 SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 97 0.809 0.018 0.795
Tops Jeans HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 5 None 74 0.807 0.044 0.826
Tops Jeans RGBHSV 1 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 None - None 16 0.807 0.046 0.843
Tops Jeans RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 92 0.806 0.032 0.848
Tops Jeans HSV 2 SVM(RBF) C: 1000, gamma: 0.1 All 5 PCA 37 0.806 0.049 0.831
Tops Jeans RGB Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 70 0.806 0.025 0.819
Tops Jeans LAB 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 16 0.806 0.032 0.845
Tops Jeans * 2 SVM(RBF) C: 10000, gamma: 0.01 All 2 None 98 0.806 0.025 0.836
Tops Jeans RGBHSV 2 SVM(RBF) C: 10000, gamma: 0.01 All 2 PCA 37 0.806 0.026 0.821
Tops Jeans RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 118 0.806 0.028 0.812
Tops Jeans * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 98 0.805 0.029 0.824
Tops Jeans RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 28 0.805 0.038 0.810
Tops Jeans RGB 1 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 10 0.805 0.038 0.833
Tops Jeans RGBHSV 2 SVM(RBF) C: 10000, gamma: 0.01 All 5 None 86 0.803 0.034 0.831
Tops Jeans RGBHSV 2 SVM(RBF) C: 10000, gamma: 0.01 All 2 None 86 0.802 0.029 0.829
Tops Jeans * 2 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.802 0.037 0.855
Tops Jeans RGBHSV 2 SVM(RBF) C: 10000, gamma: 0.01 All 5 PCA 37 0.802 0.037 0.826
Tops Jeans * 2 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 37 0.802 0.038 0.831
Tops Jeans * Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 166 0.802 0.025 0.819
Tops Jeans HSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 74 0.802 0.041 0.845
Tops Jeans * 2 SVM(RBF) C: 10000, gamma: 0.01 All 5 None 98 0.801 0.032 0.833
Tops Jeans RGB Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 30 0.801 0.041 0.845
Tops Jeans RGB 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 None - None 16 0.801 0.039 0.843
Tops Skirts RGB 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - PCA 20 0.801 0.017 0.803
Tops Jeans RGBHSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - None 60 0.801 0.028 0.810
Tops Jeans RGB Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 72 0.801 0.014 0.812
Tops Jeans * 1 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 None - None 22 0.801 0.053 0.838
Tops Jeans HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 2 None 74 0.800 0.032 0.826
Tops Jeans HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 37 0.800 0.033 0.824
Tops Jeans HSV Hist. Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 5 PCA 39 0.800 0.041 0.840
Tops Jeans RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 All 5 None 74 0.800 0.047 0.802
Tops Jeans * 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 19 0.800 0.025 0.807
Tops Jeans HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 5 None 68 0.799 0.047 0.805
Tops Jeans RGB 2 SVM(RBF) C: 100, gamma: 0.1 All 5 None 74 0.799 0.046 0.814
Tops Jeans RGBHSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 122 0.799 0.037 0.821
Tops Jeans * 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 19 0.799 0.025 0.807
Tops Jeans RGB 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.799 0.034 0.838
Tops Jeans * 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 98 0.799 0.036 0.829
Tops Jeans RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 74 0.799 0.050 0.836
Tops Shorts * 3 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 5 PCA 37 0.799 0.105 0.896
Tops Jeans * Hist. Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 5 None 206 0.799 0.022 0.812
Tops Jeans * Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 Radon - None 168 0.799 0.016 0.805
Tops Jeans RGB 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 80 0.798 0.060 0.819
Tops Jeans RGB 2 SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 17 0.798 0.036 0.805
Tops Jeans RGB 2 SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 17 0.798 0.036 0.805
Tops Jeans * 1 SVM(RBF) C: 100, gamma: 0.1 All 5 None 80 0.798 0.046 0.802
Tops Jeans RGB Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 None 110 0.798 0.026 0.817
Tops Jeans HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.798 0.030 0.788
Tops Jeans RGB 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - None 34 0.797 0.022 0.807
Tops Jeans RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - None 120 0.797 0.020 0.800
Tops Jeans HSV 2 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.797 0.044 0.779
Tops Jeans HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 37 0.797 0.045 0.805
Tops Jeans RGB 2 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 37 0.797 0.045 0.812
Tops Jeans * Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 None 206 0.797 0.021 0.810
Tops Jeans HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 29 0.797 0.035 0.833
Tops Jeans HSV 1 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 10 0.797 0.055 0.843
Tops Jeans * 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 58 0.796 0.042 0.840
Tops Jeans RGB 2 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 37 0.796 0.045 0.814
Tops Jeans * Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 10 None 206 0.796 0.009 0.810
Tops Jeans HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 5 None 92 0.796 0.044 0.802
Tops Jeans * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 152 0.796 0.026 0.807
Tops Shorts * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 17 0.796 0.083 0.850
Tops Jeans RGBHSV 2 SVM(RBF) C: 10000, gamma: 0.01 HOG - ICA 48 0.795 0.040 0.771
Tops Jeans HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 36 0.795 0.037 0.771
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Tops Jeans * 2 SVM(RBF) C: 10000, gamma: 0.1 Radon - None 60 0.795 0.022 0.805
Tops Shorts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 17 0.795 0.085 0.839
Tops Jeans HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 10 None 74 0.795 0.043 0.802
Tops Jeans RGB 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - None 36 0.795 0.049 0.831
Tops Jeans HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 34 0.794 0.052 0.805
Tops Jeans * 1 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 34 0.794 0.056 0.798
Tops Jeans RGB 2 SVM(RBF) C: 100, gamma: 0.1 All 2 None 74 0.794 0.042 0.817
Tops Jeans HSV 3 SVM(RBF) C: 1000, gamma: 0.1 All 5 None 80 0.794 0.048 0.817
Tops Jeans RGB 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 34 0.794 0.053 0.840
Tops Jeans * 2 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 37 0.794 0.034 0.833
Tops Shorts RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 39 0.794 0.057 0.854
Tops Jeans RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 34 0.794 0.057 0.805
Tops Jeans RGB Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 110 0.794 0.023 0.810
Tops Jeans * 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 None 98 0.793 0.043 0.845
Tops Jeans RGBHSV 2 Random Forest max_depth: 5, n_estimators: 200, random_state: 0 All 5 None 86 0.793 0.037 0.852
Tops Jeans * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 98 0.793 0.042 0.845
Tops Jeans RGB Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 110 0.792 0.009 0.805
Tops Jeans RGB 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 92 0.792 0.048 0.790
Tops Jeans HSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 74 0.792 0.050 0.821
Tops Jeans RGB 2 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 5 None 74 0.792 0.044 0.824
Tops Jeans RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - None 48 0.792 0.023 0.812
Tops Jeans RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 46 0.791 0.043 0.831
Tops Jeans RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 158 0.791 0.025 0.802
Tops Jeans * 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 None 152 0.791 0.035 0.795
Tops Jeans * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 40 0.791 0.042 0.845
Tops Shorts RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 PCA 39 0.791 0.059 0.829
Tops Jeans RGB 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 74 0.791 0.036 0.829
Tops Jeans RGB 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 42 0.791 0.026 0.817
Tops Jeans RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 5 None 80 0.790 0.051 0.812
Tops Jeans RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 37 0.790 0.053 0.817
Tops Jeans RGB 5 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 37 0.790 0.038 0.812
Tops Jeans * 1 SVM(RBF) C: 100, gamma: 0.1 All 2 None 80 0.790 0.046 0.786
Tops Jeans RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 5 None 68 0.790 0.052 0.812
Tops Jeans RGBHSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 86 0.790 0.020 0.824
Tops Jeans RGB 5 SVM(RBF) C: 100, gamma: 0.1 All 2 None 92 0.790 0.036 0.805
Tops Jeans RGB 5 SVM(RBF) C: 100, gamma: 0.1 All 5 None 92 0.790 0.041 0.819
Tops Jeans RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 37 0.790 0.028 0.826
Tops Jeans HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 37 0.790 0.046 0.829
Tops Jeans RGB 5 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 None - None 34 0.789 0.042 0.845
Tops Jeans HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 37 0.789 0.058 0.819
Tops Jeans * 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 40 0.789 0.051 0.831
Tops Jeans RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 2 None 68 0.788 0.042 0.798
Tops Jeans * 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - None 58 0.788 0.043 0.831
Tops Jeans RGB 2 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 5 PCA 37 0.788 0.023 0.826
Tops Jeans HSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - None 36 0.788 0.023 0.802
Tops Jeans RGBHSV Hist. Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 2 None 158 0.788 0.027 0.812
Tops Shorts * 3 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 10 PCA 37 0.788 0.062 0.861
Tops Shorts * 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - PCA 17 0.788 0.077 0.832
Tops Jeans RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 All 2 None 74 0.788 0.047 0.793
Tops Jeans * 2 SVM(RBF) C: 1000, gamma: 0.1 All 10 None 98 0.788 0.028 0.812
Tops Jeans * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 37 0.788 0.030 0.805
Tops Jeans HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 37 0.788 0.050 0.798
Tops Jeans LAB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 34 0.788 0.058 0.857
Tops Jeans HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 80 0.787 0.020 0.821
Tops Jeans RGB 5 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 37 0.787 0.035 0.807
Tops Jeans RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 None 158 0.787 0.020 0.805
Tops Jeans * Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 PCA 39 0.787 0.038 0.814
Tops Shorts HSV 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 PCA 37 0.786 0.061 0.818
Tops Jeans RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 19 0.786 0.028 0.814
Tops Jeans RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 19 0.786 0.028 0.814
Tops Jeans RGB 3 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 None - None 22 0.786 0.044 0.857
Tops Jeans HSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 92 0.786 0.005 0.793
Tops Jeans RGB 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 34 0.786 0.037 0.810
Tops Jeans LAB 1 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 10 0.786 0.056 0.838
Tops Jeans LAB 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 22 0.786 0.057 0.862
Tops Jeans RGBHSV 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 None 86 0.785 0.048 0.850
Tops Jeans RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 37 0.785 0.035 0.805
Tops Jeans HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 2 None 68 0.785 0.041 0.798
Tops Jeans RGB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 74 0.785 0.048 0.840
Tops Jeans HSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 92 0.785 0.035 0.817
Tops Jeans * 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 78 0.784 0.018 0.807
Tops Pants * 3 SVM(RBF) C: 1000, gamma: 0.1 Radon - ICA 51 0.784 0.023 0.691
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Tops Pants RGB Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 None 110 0.784 0.022 0.768
Tops Jeans RGBHSV 2 SVM(RBF) C: 1000, gamma: 0.1 All 10 None 86 0.784 0.034 0.805
Tops Jeans RGB 5 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 Radon - None 54 0.784 0.052 0.840
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 57 0.784 0.024 0.691
Tops Jeans RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 34 0.783 0.055 0.812
Tops Jeans RGB 5 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 All 5 None 92 0.783 0.036 0.836
Tops Pants * 3 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.783 0.024 0.691
Tops Pants * 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 PCA 37 0.783 0.030 0.811
Tops Jeans * 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 116 0.783 0.041 0.788
Tops Jeans * 3 SVM(RBF) C: 100, gamma: 0.1 All 5 None 116 0.783 0.043 0.812
Tops Jeans RGBHSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 19 0.783 0.047 0.817
Tops Jeans RGBHSV 2 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 None - None 28 0.783 0.042 0.845
Tops Pants RGB 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 34 0.783 0.034 0.798
Tops Pants RGBHSV 5 SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 48 0.783 0.023 0.691
Tops Pants * 5 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.783 0.023 0.691
Tops Jeans HSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 80 0.782 0.048 0.788
Tops Jeans RGB 3 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 All 5 None 80 0.782 0.036 0.831
Tops Jeans RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 All 5 None 98 0.782 0.043 0.807
Tops Jeans * 5 SVM(RBF) C: 10000, gamma: 0.01 All 5 None 152 0.782 0.044 0.829
Tops Jeans RGB 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 16 0.782 0.039 0.807
Tops Pants * 3 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.782 0.019 0.696
Tops Pants * 5 SVM(RBF) C: 10000, gamma: 0.01 Radon - ICA 51 0.782 0.024 0.691
Tops Pants RGBHSV 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 PCA 37 0.782 0.035 0.809
Tops Pants RGB Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.782 0.032 0.727
Tops Jeans RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 37 0.782 0.046 0.807
Tops Jeans RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.782 0.046 0.769
Tops Jeans RGB 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 74 0.781 0.046 0.802
Tops Jeans RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 2 None 80 0.781 0.046 0.810
Tops Jeans HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 2 None 80 0.781 0.037 0.807
Tops Jeans HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 2 None 92 0.781 0.039 0.795
Tops Jeans RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.1 All 2 None 98 0.781 0.041 0.798
Tops Jeans RGB 5 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 HOG - None 52 0.781 0.050 0.850
Tops Jeans RGBHSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 22 0.781 0.029 0.819
Tops Jeans * 1 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 34 0.781 0.061 0.790
Tops Jeans * 3 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.781 0.047 0.817
Tops Jeans RGB 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 42 0.781 0.054 0.838
Tops Pants HSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 2 None 68 0.781 0.028 0.763
Tops Pants RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 2 None 74 0.781 0.021 0.765
Tops Pants * 2 SVM(RBF) C: 100, gamma: 0.01 All 2 None 98 0.781 0.020 0.773
Tops Pants * 2 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 37 0.781 0.011 0.765
Tops Jeans RGBHSV 5 Random Forest max_depth: 5, n_estimators: 200, random_state: 0 All 5 None 122 0.781 0.042 0.852
Tops Pants * 1 SVM(RBF) C: 1000, gamma: 0.01 All 2 None 80 0.780 0.021 0.768
Tops Pants RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 37 0.780 0.010 0.768
Tops Jeans HSV 2 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 5 None 74 0.780 0.046 0.826
Tops Jeans RGB 3 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.780 0.043 0.774
Tops Jeans RGB 2 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 10 PCA 37 0.780 0.025 0.812
Tops Jeans RGB 2 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 37 0.780 0.032 0.786
Tops Jeans HSV 2 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 Radon - None 36 0.780 0.058 0.850
Tops Jeans RGBHSV 2 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 Radon - None 48 0.780 0.053 0.845
Tops Shorts RGB 2 SVM(RBF) C: 10000, gamma: 0.1 None - None 16 0.780 0.065 0.657
Tops Pants RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 37 0.780 0.029 0.806
Tops Pants RGB Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 None 110 0.780 0.031 0.791
Tops Pants RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 54 0.780 0.022 0.691
Tops Jeans HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 34 0.780 0.040 0.783
Tops Jeans RGB 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 92 0.780 0.039 0.819
Tops Jeans HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 80 0.780 0.035 0.776
Tops Jeans RGB 5 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.780 0.035 0.826
Tops Jeans RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 37 0.780 0.045 0.810
Tops Jeans RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.780 0.042 0.819
Tops Jeans * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 60 0.780 0.059 0.826
Tops Jeans HSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 34 0.780 0.054 0.850
Tops Pants RGBHSV 1 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 34 0.779 0.015 0.760
Tops Jeans RGB 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 None 80 0.779 0.042 0.843
Tops Jeans RGBHSV 3 Random Forest max_depth: 5, n_estimators: 50, random_state: 0 All 5 None 98 0.779 0.051 0.869
Tops Jeans RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 All 5 None 122 0.779 0.033 0.819
Tops Jeans LAB 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 34 0.779 0.024 0.802
Tops Jeans HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 10 None 68 0.779 0.041 0.790
Tops Jeans HSV 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 None 92 0.779 0.045 0.850
Tops Pants RGB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 74 0.779 0.034 0.788
Tops Pants RGBHSV 3 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 2 PCA 37 0.779 0.027 0.806
Tops Pants RGB Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 None 110 0.779 0.031 0.765
Tops Pants RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 39 0.779 0.027 0.791
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Tops Jeans * 2 SVM(RBF) C: 10, gamma: 0.1 None - None 40 0.779 0.036 0.795
Tops Skirts H Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 21 0.778 0.026 0.801
Tops Jeans * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.778 0.045 0.790
Tops Pants RGB Hist. SVM(RBF) C: 100, gamma: 0.01 All 2 None 110 0.778 0.027 0.768
Tops Pants H Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - None 38 0.778 0.029 0.791
Tops Pants * 1 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 34 0.778 0.016 0.765
Tops Pants * 1 SVM(RBF) C: 1000, gamma: 0.01 Radon - None 42 0.778 0.033 0.735
Tops Jeans RGB 2 SVM(RBF) C: 100, gamma: 0.1 All 10 None 74 0.778 0.032 0.790
Tops Jeans * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 152 0.778 0.013 0.783
Tops Jeans RGB 5 Random Forest max_depth: 5, n_estimators: 200, random_state: 0 All 2 None 92 0.778 0.040 0.845
Tops Jeans * 3 SVM(RBF) C: 100, gamma: 0.1 All 2 None 116 0.778 0.037 0.793
Tops Jeans RGBHSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 98 0.778 0.019 0.790
Tops Jeans HSV 3 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.778 0.031 0.767
Tops Jeans * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 60 0.778 0.031 0.798
Tops Pants RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 2 None 158 0.778 0.040 0.783
Tops Pants RGB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 16 0.778 0.037 0.786
Tops Jeans RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 34 0.777 0.059 0.786
Tops Jeans RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 80 0.777 0.025 0.831
Tops Jeans HSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 74 0.777 0.053 0.855
Tops Jeans HSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 None 74 0.777 0.042 0.798
Tops Jeans RGBHSV 5 SVM(RBF) C: 1000, gamma: 0.1 All 2 None 122 0.777 0.031 0.810
Tops Jeans HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 37 0.777 0.019 0.786
Tops Jeans * 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.777 0.040 0.829
Tops Pants RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 All 2 None 86 0.777 0.020 0.768
Tops Jeans RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 34 0.777 0.035 0.783
Tops Jeans * 1 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 34 0.777 0.036 0.783
Tops Jeans RGB 2 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 10 None 74 0.777 0.060 0.833
Tops Jeans * 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 None 98 0.777 0.060 0.838
Tops Jeans RGBHSV 5 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 2 None 122 0.777 0.049 0.850
Tops Jeans RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.777 0.033 0.800
Tops Jeans RGB 2 SVM(RBF) C: 10000, gamma: 0.1 None - None 16 0.777 0.061 0.812
Tops Pants RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 None 86 0.777 0.043 0.778
Tops Pants RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 None 158 0.777 0.042 0.776
Tops Pants RGB Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - PCA 26 0.777 0.030 0.798
Tops Jeans RGBHSV 2 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 HOG - None 46 0.776 0.060 0.845
Tops Jeans RGB 2 SVM(RBF) C: 100, gamma: 0.01 All 2 ICA 100 0.776 0.032 0.783
Tops Jeans * Hist. Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 2 PCA 39 0.776 0.027 0.810
Tops Jeans RGBHSV 1 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 16 0.776 0.035 0.814
Tops Jeans RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 97 0.776 0.050 0.781
Tops Jeans HSV 5 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 5 None 92 0.776 0.043 0.838
Tops Jeans * 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 116 0.776 0.019 0.786
Tops Jeans HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.776 0.048 0.802
Tops Jeans RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 37 0.776 0.043 0.795
Tops Jeans RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 37 0.776 0.027 0.781
Tops Jeans RGB 5 SVM(RBF) C: 100, gamma: 0.1 Radon - None 54 0.776 0.019 0.810
Tops Jeans H Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 20 0.776 0.026 0.793
Tops Shorts LAB 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 16 0.776 0.110 0.882
Tops Pants RGB 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 40 0.776 0.036 0.791
Tops Pants RGB Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 39 0.776 0.022 0.765
Tops Pants RGB Hist. SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 39 0.776 0.029 0.770
Tops Pants RGB Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - None 72 0.776 0.030 0.783
Tops Jeans * 5 SVM(RBF) C: 100, gamma: 0.1 All 2 None 152 0.775 0.034 0.814
Tops Jeans * 5 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.775 0.034 0.776
Tops Jeans * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.775 0.033 0.755
Tops Jeans HSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 19 0.775 0.038 0.795
Tops Jeans H Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 39 0.775 0.050 0.800
Tops Jeans RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.01 Radon - PCA 30 0.775 0.037 0.821
Tops Jeans HSV 2 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 None - None 16 0.775 0.064 0.843
Tops Pants RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 92 0.775 0.036 0.788
Tops Pants * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 None 98 0.775 0.038 0.793
Tops Pants * 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 5 PCA 37 0.775 0.028 0.778
Tops Pants H Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 78 0.775 0.030 0.788
Tops Jeans RGBHSV 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 None 98 0.775 0.052 0.855
Tops Jeans RGBHSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - None 46 0.775 0.036 0.805
Tops Jeans * 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.775 0.036 0.812
Tops Jeans RGB 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 54 0.775 0.030 0.812
Tops Jeans LAB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 16 0.775 0.019 0.798
Tops Pants RGB 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 None 80 0.775 0.032 0.783
Tops Pants RGBHSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 37 0.775 0.026 0.788
Tops Pants RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 None 158 0.775 0.039 0.778
Tops Pants RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.01 HOG - None 118 0.775 0.038 0.791
Tops Pants H Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - None 40 0.775 0.033 0.783
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Tops Jeans HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 10 None 92 0.774 0.035 0.790
Tops Jeans HSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 80 0.774 0.056 0.852
Tops Jeans HSV 5 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.774 0.033 0.800
Tops Jeans RGB Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 110 0.774 0.019 0.790
Tops Jeans RGB 1 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 10 0.774 0.033 0.814
Tops Pants RGB 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 37 0.774 0.027 0.788
Tops Pants RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 158 0.774 0.038 0.791
Tops Pants RGB Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 70 0.774 0.032 0.793
Tops Jeans * 1 SVM(RBF) C: 1000, gamma: 0.1 All 10 None 80 0.774 0.042 0.798
Tops Jeans HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 10 None 80 0.774 0.044 0.795
Tops Jeans HSV 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 5 None 80 0.774 0.050 0.836
Tops Jeans * 5 Random Forest max_depth: 5, n_estimators: 200, random_state: 0 All 5 None 152 0.774 0.043 0.857
Tops Jeans * 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.774 0.039 0.800
Tops Jeans HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 54 0.774 0.062 0.845
Tops Jeans RGBHSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 84 0.774 0.043 0.798
Tops Pants RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.01 Radon - None 36 0.774 0.034 0.735
Tops Pants RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.774 0.026 0.714
Tops Pants * 5 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 37 0.774 0.026 0.758
Tops Pants HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.774 0.034 0.691
Tops Jeans HSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 92 0.773 0.051 0.817
Tops Jeans RGB 3 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 HOG - None 40 0.773 0.055 0.855
Tops Jeans RGBHSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 158 0.773 0.044 0.819
Tops Jeans RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 22 0.773 0.035 0.807
Tops Jeans * 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 58 0.773 0.050 0.795
Tops Pants RGBHSV 5 SVM(RBF) C: 100, gamma: 0.01 All 2 None 122 0.773 0.028 0.765
Tops Pants * 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 PCA 37 0.773 0.034 0.801
Tops Pants RGB 5 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 HOG - PCA 17 0.773 0.038 0.821
Tops Pants RGB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 36 0.773 0.040 0.791
Tops Pants RGB Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 None 110 0.773 0.031 0.788
Tops Pants HSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 110 0.773 0.035 0.796
Tops Pants H Hist. SVM(RBF) C: 100, gamma: 0.01 All 2 None 78 0.773 0.025 0.758
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 54 0.773 0.040 0.691
Tops Pants RGB Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 39 0.773 0.026 0.760
Tops Jeans RGBHSV 2 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 10 None 86 0.773 0.059 0.840
Tops Jeans * 5 Random Forest max_depth: 5, n_estimators: 200, random_state: 0 All 2 None 152 0.773 0.045 0.855
Tops Jeans HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 37 0.773 0.058 0.798
Tops Jeans H Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 None 78 0.773 0.048 0.807
Tops Jeans RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 All 10 None 74 0.772 0.035 0.788
Tops Jeans RGBHSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 122 0.772 0.015 0.798
Tops Pants HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 None 74 0.772 0.045 0.788
Tops Jeans HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.772 0.046 0.795
Tops Pants HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 37 0.772 0.020 0.778
Tops Pants RGBHSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 37 0.772 0.028 0.781
Tops Jeans RGB 3 SVM(RBF) C: 100, gamma: 0.1 Radon - None 42 0.772 0.027 0.807
Tops Jeans H Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 None 78 0.772 0.044 0.800
Tops Jeans HSV Hist. SVM(RBF) C: 10000, gamma: 0.01 All 5 PCA 39 0.772 0.050 0.807
Tops Pants * Hist. Random Forest max_depth: 5, n_estimators: 100, random_state: 0 All 5 PCA 39 0.772 0.031 0.824
Tops Pants RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 25 0.772 0.029 0.788
Tops Jeans RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 None - None 28 0.772 0.040 0.810
Tops Shorts * 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 152 0.772 0.028 0.811
Tops Shorts RGB 5 SVM(RBF) C: 10000, gamma: 0.1 None - None 34 0.772 0.079 0.671
Tops Pants RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 52 0.772 0.035 0.796
Tops Pants RGB 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 37 0.772 0.015 0.776
Tops Pants RGB 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 PCA 37 0.772 0.021 0.796
Tops Pants RGB 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 42 0.772 0.035 0.783
Tops Jeans HSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 None 110 0.772 0.049 0.810
Tops Jeans RGBHSV Hist. Random Forest max_depth: 6, n_estimators: 200, random_state: 0 HOG - PCA 29 0.772 0.038 0.814
Tops Pants RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 74 0.771 0.018 0.770
Tops Pants RGB 1 SVM(RBF) C: 1000, gamma: 0.01 All 2 None 68 0.771 0.013 0.740
Tops Jeans RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 34 0.771 0.054 0.798
Tops Pants RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 All 10 None 86 0.771 0.017 0.758
Tops Jeans * 3 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 All 5 None 116 0.771 0.048 0.850
Tops Pants HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.771 0.056 0.699
Tops Pants * 2 SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 48 0.771 0.022 0.691
Tops Jeans RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.771 0.038 0.805
Tops Jeans * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.771 0.039 0.831
Tops Pants RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 37 0.771 0.031 0.801
Tops Jeans H Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 78 0.771 0.052 0.805
Tops Pants RGB Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 None 110 0.771 0.030 0.791
Tops Pants RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - None 118 0.771 0.040 0.798
Tops Shorts * Hist. SVM(RBF) C: 1000, gamma: 0.1 All 2 ICA 100 0.771 0.055 0.743
Tops Jeans RGBHSV 5 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 None - None 64 0.771 0.054 0.867
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Tops Pants RGBHSV 1 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 16 0.771 0.049 0.788
Tops Jeans HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 37 0.771 0.055 0.817
Tops Jeans H Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 78 0.771 0.035 0.814
Tops Pants * 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 80 0.771 0.019 0.776
Tops Pants RGB 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 PCA 37 0.771 0.015 0.778
Tops Pants RGBHSV 5 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 37 0.771 0.033 0.768
Tops Pants H Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 None 78 0.771 0.028 0.781
Tops Jeans RGBHSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 98 0.771 0.025 0.795
Tops Jeans * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 116 0.771 0.041 0.814
Tops Jeans HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.771 0.020 0.817
Tops Jeans * Hist. SVM(RBF) C: 100, gamma: 0.01 Radon - PCA 26 0.771 0.035 0.807
Tops Jeans RGBHSV 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 40 0.771 0.060 0.862
Tops Pants RGB 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 None 74 0.770 0.036 0.776
Tops Pants * 2 SVM(RBF) C: 100, gamma: 0.01 All 10 None 98 0.770 0.022 0.760
Tops Pants * 5 SVM(RBF) C: 100, gamma: 0.01 All 2 None 152 0.770 0.027 0.765
Tops Pants * 2 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.770 0.021 0.753
Tops Pants H Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 78 0.770 0.032 0.786
Tops Jeans HSV 1 SVM(RBF) C: 100, gamma: 0.01 All 2 ICA 97 0.770 0.040 0.776
Tops Jeans RGBHSV 5 Random Forest max_depth: 5, n_estimators: 50, random_state: 0 HOG - None 82 0.770 0.052 0.860
Tops Jeans HSV 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 PCA 37 0.770 0.040 0.790
Tops Jeans HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 110 0.770 0.046 0.805
Tops Jeans HSV 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 None - None 22 0.770 0.059 0.843
Tops Pants RGB 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 PCA 37 0.770 0.029 0.786
Tops Pants RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.770 0.024 0.763
Tops Pants RGB Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.770 0.031 0.714
Tops Pants * Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 39 0.770 0.035 0.829
Tops Jeans HSV 5 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 HOG - None 52 0.770 0.060 0.843
Tops Jeans HSV 5 SVM(RBF) C: 100, gamma: 0.01 All 5 ICA 100 0.770 0.039 0.800
Tops Jeans * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 PCA 37 0.770 0.034 0.786
Tops Jeans RGBHSV 5 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 Radon - None 84 0.770 0.057 0.855
Tops Pants RGB 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 None 74 0.769 0.031 0.793
Tops Pants RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 All 5 None 86 0.769 0.022 0.765
Tops Pants RGBHSV 5 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 51 0.769 0.020 0.691
Tops Pants HSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 37 0.769 0.024 0.778
Tops Pants RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 None 158 0.769 0.035 0.788
Tops Pants RGB 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 None - None 22 0.769 0.036 0.778
Tops Shorts * 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 98 0.769 0.105 0.886
Tops Jeans RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 34 0.769 0.035 0.810
Tops Pants RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.769 0.027 0.730
Tops Pants * 2 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.769 0.028 0.768
Tops Pants * 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - PCA 22 0.769 0.039 0.796
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.01 All 2 None 206 0.769 0.047 0.781
Tops Pants H Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - PCA 19 0.769 0.040 0.809
Tops Jeans * 1 SVM(RBF) C: 100, gamma: 0.01 All 2 ICA 97 0.769 0.038 0.786
Tops Jeans RGB 1 SVM(RBF) C: 10000, gamma: 0.01 Radon - ICA 42 0.769 0.029 0.767
Tops Jeans * 3 Random Forest max_depth: 5, n_estimators: 200, random_state: 0 All 2 None 116 0.769 0.049 0.855
Tops Jeans RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 2 ICA 100 0.769 0.039 0.788
Tops Jeans * 5 SVM(RBF) C: 10000, gamma: 0.01 All 5 ICA 100 0.769 0.053 0.767
Tops Jeans * 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - PCA 22 0.769 0.030 0.774
Tops Jeans HSV 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - None 42 0.769 0.061 0.845
Tops Jeans RGBHSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 48 0.769 0.031 0.798
Tops Jeans RGBHSV Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 158 0.769 0.015 0.786
Tops Jeans RGB Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 110 0.769 0.040 0.838
Tops Shorts HSV Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - None 72 0.769 0.094 0.732
Tops Pants RGBHSV 5 SVM(RBF) C: 100, gamma: 0.01 All 10 None 122 0.768 0.028 0.770
Tops Pants RGB 2 SVM(RBF) C: 1000, gamma: 0.01 All 2 None 74 0.768 0.010 0.740
Tops Pants RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.768 0.021 0.691
Tops Pants RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.768 0.029 0.747
Tops Pants RGB Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 39 0.768 0.019 0.804
Tops Jeans RGB 5 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 10 None 92 0.768 0.058 0.833
Tops Jeans RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 98 0.768 0.054 0.807
Tops Jeans HSV 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - None 34 0.768 0.068 0.843
Tops Jeans RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.768 0.038 0.767
Tops Jeans HSV 2 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 5 PCA 37 0.768 0.036 0.807
Tops Jeans * Hist. SVM(RBF) C: 10000, gamma: 0.1 Radon - ICA 57 0.768 0.034 0.767
Tops Jeans RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 29 0.768 0.066 0.826
Tops Jeans RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 29 0.768 0.066 0.826
Tops Jeans * Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 168 0.768 0.037 0.814
Tops Pants RGBHSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 None 98 0.768 0.038 0.781
Tops Pants RGBHSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 None 122 0.768 0.034 0.773
Tops Pants RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 37 0.768 0.019 0.786
Tops Pants * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 37 0.768 0.034 0.778
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Tops Pants RGBHSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - PCA 21 0.768 0.033 0.765
Tops Pants RGB Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 None 110 0.768 0.031 0.801
Tops Pants H Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.768 0.015 0.696
Tops Shorts * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 58 0.768 0.089 0.750
Tops Skirts RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - None 120 0.768 0.046 0.786
Tops Jeans RGBHSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 58 0.768 0.058 0.860
Tops Jeans * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.768 0.024 0.788
Tops Jeans HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 70 0.768 0.029 0.779
Tops Jeans H Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 39 0.768 0.049 0.786
Tops Jeans * 5 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 None - None 94 0.768 0.052 0.855
Tops Pants * 1 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 34 0.767 0.028 0.773
Tops Pants * 5 SVM(RBF) C: 100, gamma: 0.01 All 10 None 152 0.767 0.031 0.773
Tops Pants * 3 SVM(RBF) C: 100, gamma: 0.01 All 2 None 116 0.767 0.021 0.765
Tops Pants RGB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 92 0.767 0.033 0.788
Tops Pants RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.767 0.051 0.717
Tops Skirts H Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 39 0.767 0.042 0.784
Tops Pants HSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 23 0.767 0.025 0.788
Tops Jeans * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 76 0.767 0.045 0.836
Tops Jeans * 5 SVM(RBF) C: 1000, gamma: 0.1 Radon - ICA 51 0.767 0.053 0.767
Tops Jeans RGB Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 39 0.767 0.044 0.795
Tops Jeans * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 94 0.767 0.091 0.829
Tops Pants * 2 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.767 0.025 0.686
Tops Pants RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 39 0.767 0.028 0.786
Tops Jeans RGBHSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 None 122 0.767 0.046 0.788
Tops Jeans RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.767 0.027 0.752
Tops Jeans HSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 110 0.767 0.041 0.798
Tops Jeans H Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 None 78 0.767 0.047 0.786
Tops Jeans RGBHSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 120 0.767 0.032 0.810
Tops Pants HSV 2 SVM(RBF) C: 100, gamma: 0.01 All 2 None 74 0.766 0.026 0.758
Tops Pants * 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 None 116 0.766 0.036 0.786
Tops Pants * 5 SVM(RBF) C: 100, gamma: 0.01 All 5 None 152 0.766 0.027 0.758
Tops Pants HSV 2 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 37 0.766 0.010 0.755
Tops Pants RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 158 0.766 0.034 0.776
Tops Pants HSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 70 0.766 0.043 0.801
Tops Jeans * 5 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 HOG - None 112 0.766 0.055 0.855
Tops Jeans RGBHSV 5 SVM(RBF) C: 1000, gamma: 0.1 Radon - None 84 0.766 0.038 0.788
Tops Jeans HSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 72 0.766 0.050 0.793
Tops Pants RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 34 0.766 0.027 0.770
Tops Pants HSV 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 None 80 0.766 0.028 0.773
Tops Pants HSV 5 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.766 0.016 0.745
Tops Pants HSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 37 0.766 0.036 0.763
Tops Pants RGBHSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 37 0.766 0.032 0.778
Tops Pants * Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 206 0.766 0.040 0.788
Tops Pants RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 57 0.766 0.052 0.691
Tops Pants H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 39 0.766 0.056 0.793
Tops Pants RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 PCA 39 0.766 0.038 0.791
Tops Pants H Hist. SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 39 0.766 0.026 0.755
Tops Skirts RGB Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 72 0.766 0.053 0.803
Tops Pants RGB 1 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 10 0.766 0.047 0.783
Tops Jeans HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 34 0.766 0.053 0.790
Tops Jeans RGBHSV 5 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 All 10 None 122 0.766 0.051 0.845
Tops Jeans HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.766 0.037 0.745
Tops Shorts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 17 0.766 0.093 0.882
Tops Jeans H Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 78 0.766 0.042 0.802
Tops Jeans * 3 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 None - None 58 0.766 0.057 0.852
Tops Pants RGB 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 80 0.765 0.034 0.791
Tops Pants RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 92 0.765 0.035 0.788
Tops Pants * 2 SVM(RBF) C: 100, gamma: 0.01 All 5 None 98 0.765 0.024 0.765
Tops Pants * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 58 0.765 0.044 0.796
Tops Pants RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.765 0.016 0.742
Tops Pants * 3 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 37 0.765 0.020 0.747
Tops Pants RGB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 54 0.765 0.036 0.788
Tops Pants LAB 1 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 10 0.765 0.051 0.819
Tops Jeans RGB 3 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 All 10 None 80 0.765 0.057 0.833
Tops Jeans HSV 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - None 40 0.765 0.068 0.836
Tops Jeans RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.765 0.063 0.767
Tops Jeans HSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 37 0.765 0.031 0.788
Tops Jeans * 5 SVM(RBF) C: 1000, gamma: 0.1 Radon - None 114 0.765 0.036 0.795
All All LAB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 16 0.765 0.042 0.792
Tops Pants RGBHSV 1 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 34 0.765 0.018 0.755
Tops Pants RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 10 None 74 0.765 0.020 0.740
Tops Pants RGB 5 SVM(RBF) C: 100, gamma: 0.01 All 2 None 92 0.765 0.013 0.745
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Tops Pants RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 2 None 98 0.765 0.020 0.753
Tops Pants RGB 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 80 0.765 0.032 0.783
Tops Jeans RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.765 0.027 0.771
Tops Jeans RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.765 0.016 0.779
Tops Pants RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 37 0.765 0.015 0.747
Tops Pants HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 110 0.765 0.039 0.786
Tops Jeans H Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 38 0.765 0.037 0.776
Tops Pants * 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 40 0.765 0.050 0.798
Tops Pants RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 34 0.764 0.018 0.742
Tops Jeans HSV 2 Random Forest max_depth: 5, n_estimators: 200, random_state: 0 All 10 None 74 0.764 0.053 0.833
Tops Pants HSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 None 92 0.764 0.032 0.778
Tops Jeans RGBHSV 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 PCA 37 0.764 0.054 0.802
Tops Shorts * 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 PCA 37 0.764 0.035 0.768
Tops Pants * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 21 0.764 0.038 0.768
Tops Jeans RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 Radon - None 60 0.764 0.030 0.790
Tops Jeans RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - None 118 0.764 0.068 0.833
Tops Jeans * Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - PCA 23 0.764 0.047 0.812
Tops Pants LAB 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 22 0.764 0.049 0.801
Tops Pants * 1 SVM(RBF) C: 100, gamma: 0.01 All 5 None 80 0.764 0.027 0.758
Tops Pants HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 34 0.764 0.035 0.760
Tops Jeans RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 10 None 92 0.764 0.026 0.771
Tops Jeans RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 None 98 0.764 0.036 0.764
Tops Pants * 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 None 152 0.764 0.041 0.786
Tops Pants RGBHSV 5 SVM(RBF) C: 100, gamma: 0.01 All 5 None 122 0.764 0.025 0.760
Tops Jeans * 5 SVM(RBF) C: 100, gamma: 0.1 HOG - None 112 0.764 0.054 0.829
Tops Jeans * 2 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.764 0.054 0.798
Tops Pants * 5 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 2 PCA 37 0.764 0.033 0.814
Tops Pants RGB 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 18 0.764 0.037 0.788
Tops Jeans RGB 2 SVM(RBF) C: 1000, gamma: 0.1 Radon - None 36 0.764 0.025 0.793
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 None 206 0.764 0.042 0.783
Tops Pants LAB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 16 0.764 0.046 0.821
Tops Shorts HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 110 0.764 0.123 0.818
Tops Pants * 1 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 34 0.763 0.017 0.760
Tops Pants HSV 5 SVM(RBF) C: 100, gamma: 0.01 All 2 None 92 0.763 0.021 0.740
Tops Pants * 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 98 0.763 0.043 0.791
Tops Pants RGBHSV 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - None 46 0.763 0.036 0.781
Tops Jeans RGBHSV 5 SVM(RBF) C: 1000, gamma: 0.1 Radon - ICA 51 0.763 0.053 0.767
Tops Jeans HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.763 0.050 0.790
Tops Pants * 5 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.763 0.035 0.760
Tops Jeans * 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - PCA 19 0.763 0.066 0.848
Tops Jeans * 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 22 0.763 0.028 0.788
Tops Pants * 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 60 0.763 0.055 0.806
Tops Pants H Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 None 78 0.763 0.028 0.740
Tops Jeans RGB Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 72 0.763 0.017 0.783
Tops Jeans RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 Radon - None 120 0.763 0.048 0.807
Tops Pants RGB Hist. SVM(RBF) C: 1000, gamma: 0.01 Radon - None 72 0.763 0.025 0.742
Tops Skirts HSV 2 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.763 0.032 0.754
All All * Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 45 0.763 0.026 0.783
Tops Jeans * 5 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 All 10 None 152 0.763 0.058 0.860
Tops Shorts * 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 112 0.763 0.055 0.864
Tops Jeans HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.763 0.020 0.786
Tops Jeans RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.763 0.022 0.807
Tops Jeans * 3 SVM(RBF) C: 1000, gamma: 0.1 Radon - None 78 0.763 0.040 0.790
Tops Jeans RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 All 5 None 158 0.763 0.051 0.807
Tops Jeans H Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.763 0.034 0.760
Tops Jeans RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 All 5 PCA 39 0.763 0.047 0.807
Tops Jeans H Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - None 40 0.763 0.048 0.793
Tops Pants * Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - None 166 0.763 0.048 0.788
All All LAB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 34 0.763 0.038 0.783
Tops Jeans RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 52 0.762 0.057 0.838
Tops Jeans RGBHSV 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 PCA 37 0.762 0.053 0.831
Tops Jeans * 3 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 Radon - None 78 0.762 0.057 0.852
Tops Jeans * Hist. SVM(RBF) C: 10000, gamma: 0.1 HOG - ICA 54 0.762 0.045 0.767
Tops Pants HSV 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 PCA 37 0.762 0.014 0.763
Tops Pants RGB 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - PCA 17 0.762 0.042 0.791
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 None 206 0.762 0.045 0.776
Tops Pants H Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - None 38 0.762 0.026 0.760
Tops Shorts HSV 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 None 80 0.762 0.113 0.886
Tops Shorts * 5 SVM(RBF) C: 10000, gamma: 0.01 Radon - PCA 20 0.762 0.059 0.711
Tops Jeans RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 10 None 68 0.762 0.037 0.771
Tops Jeans RGBHSV 3 Random Forest max_depth: 5, n_estimators: 50, random_state: 0 All 10 None 98 0.762 0.060 0.848
Tops Jeans * 3 SVM(RBF) C: 10, gamma: 0.1 All 10 None 116 0.762 0.034 0.769
116
Top Bottom Color Spaces
Colors Per 










Tops Jeans RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.762 0.040 0.781
Tops Jeans RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.762 0.027 0.798
Tops Jeans RGBHSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 37 0.762 0.031 0.812
Tops Jeans RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 22 0.762 0.032 0.788
Tops Jeans RGBHSV 3 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 Radon - None 60 0.762 0.059 0.850
Tops Jeans HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 39 0.762 0.056 0.795
Tops Jeans HSV 1 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 None - None 10 0.762 0.039 0.819
Tops Jeans RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 64 0.762 0.065 0.826
Tops Pants * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 112 0.762 0.041 0.796
Tops Pants * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 37 0.762 0.023 0.781
Tops Pants RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 39 0.762 0.040 0.778
Tops Pants RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 120 0.762 0.041 0.788
Tops Pants RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 34 0.762 0.040 0.788
Tops Jeans RGBHSV 1 SVM(RBF) C: 10, gamma: 0.01 Radon - None 36 0.761 0.025 0.790
Tops Jeans * 1 SVM(RBF) C: 10, gamma: 0.01 Radon - None 42 0.761 0.024 0.786
Tops Jeans RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 None 122 0.761 0.031 0.795
Tops Jeans * 3 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.761 0.035 0.783
Tops Jeans RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.761 0.047 0.767
Tops Jeans * 3 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.761 0.047 0.767
Tops Jeans * 5 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.761 0.047 0.767
Tops Jeans HSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 54 0.761 0.030 0.788
Tops Jeans RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 None 110 0.761 0.047 0.805
Tops Jeans RGB Hist. SVM(RBF) C: 1000, gamma: 0.1 All 2 PCA 39 0.761 0.054 0.802
Tops Pants RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 34 0.761 0.022 0.753
Tops Pants * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 76 0.761 0.040 0.788
Tops Pants RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.761 0.021 0.732
Tops Pants RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 39 0.761 0.036 0.781
Tops Pants * Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 PCA 39 0.761 0.019 0.776
Tops Pants * 1 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 22 0.761 0.053 0.804
Tops Pants * 3 SVM(RBF) C: 1000, gamma: 0.01 None - None 58 0.761 0.033 0.722
Tops Jeans RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.761 0.041 0.750
Tops Jeans LAB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 22 0.761 0.020 0.790
Tops Pants RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 5 None 98 0.761 0.025 0.745
Tops Shorts HSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.761 0.031 0.768
Tops Pants RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.761 0.023 0.742
Tops Pants HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 20 0.761 0.034 0.781
Tops Pants RGBHSV 2 SVM(RBF) C: 1000, gamma: 0.01 Radon - None 48 0.761 0.038 0.717
Tops Pants HSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 2 None 110 0.761 0.040 0.770
Tops Shorts HSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - None 70 0.761 0.043 0.829
Tops Pants RGB Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 39 0.761 0.030 0.773
Tops Pants H Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 5 PCA 39 0.761 0.027 0.786
All All * 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 40 0.761 0.033 0.771
Tops Pants LAB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 34 0.761 0.048 0.804
Tops Jeans HSV 5 Random Forest max_depth: 5, n_estimators: 50, random_state: 0 All 10 None 92 0.761 0.049 0.845
Tops Jeans * 5 SVM(RBF) C: 10, gamma: 0.1 All 10 None 152 0.761 0.030 0.800
Tops Jeans HSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 22 0.761 0.030 0.788
Tops Jeans * 5 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 Radon - None 114 0.761 0.058 0.857
Tops Jeans * 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - None 114 0.761 0.032 0.810
Tops Jeans HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 None 110 0.761 0.053 0.802
Tops Jeans * Hist. SVM(RBF) C: 10000, gamma: 0.01 All 2 PCA 39 0.761 0.054 0.817
Tops Jeans * 1 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 None - None 22 0.761 0.038 0.817
Tops Pants RGBHSV 1 SVM(RBF) C: 100, gamma: 0.01 All 5 None 74 0.760 0.026 0.758
Tops Pants * 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 97 0.760 0.025 0.704
Tops Pants RGBHSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 86 0.760 0.038 0.786
Tops Pants RGBHSV 2 SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.760 0.030 0.707
Tops Pants RGB 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - PCA 18 0.760 0.025 0.801
Tops Pants RGBHSV 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - None 48 0.760 0.048 0.786
Tops Pants H Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 None 78 0.760 0.032 0.745
Tops Pants HSV Hist. Random Forest max_depth: 6, n_estimators: 100, random_state: 0 Radon - None 72 0.760 0.046 0.793
Tops Pants * Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 168 0.760 0.044 0.786
All All LAB 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 22 0.760 0.042 0.781
Tops Jeans RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 97 0.760 0.063 0.807
Tops Jeans RGB 3 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 51 0.760 0.025 0.767
Tops Jeans RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 37 0.760 0.039 0.771
Tops Jeans * 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.760 0.039 0.779
Tops Shorts HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 None 110 0.760 0.095 0.761
Tops Jeans RGB Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 57 0.760 0.047 0.764
Tops Shorts HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 39 0.760 0.095 0.761
Tops Jeans RGB Hist. SVM(RBF) C: 1000, gamma: 0.01 Radon - None 72 0.760 0.033 0.793
Tops Jeans LAB 1 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 10 0.760 0.044 0.814
Tops Pants HSV 2 SVM(RBF) C: 100, gamma: 0.01 All 10 None 74 0.760 0.020 0.753
Tops Pants * 2 SVM(RBF) C: 100, gamma: 0.01 All 2 ICA 100 0.760 0.035 0.707
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Tops Pants * 5 SVM(RBF) C: 10000, gamma: 0.01 All 2 ICA 100 0.760 0.049 0.712
Tops Pants RGB 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 PCA 37 0.760 0.035 0.809
Tops Pants HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 110 0.760 0.037 0.783
Tops Pants H Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 39 0.760 0.027 0.740
All All * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 152 0.760 0.024 0.774
Tops Jeans RGB 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - PCA 17 0.760 0.052 0.810
Tops Jeans RGBHSV 5 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 HOG - PCA 19 0.760 0.043 0.807
Tops Jeans * 5 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 22 0.760 0.040 0.793
Tops Jeans RGB Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 30 0.760 0.048 0.783
Tops Shorts RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 20 0.759 0.064 0.693
Tops Pants RGB 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 68 0.759 0.019 0.750
Tops Pants RGBHSV 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 None 86 0.759 0.037 0.773
Tops Pants * 3 SVM(RBF) C: 100, gamma: 0.01 All 10 None 116 0.759 0.032 0.763
Tops Pants RGBHSV 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 None 98 0.759 0.037 0.786
Tops Pants * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 37 0.759 0.020 0.776
Tops Pants RGB 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.759 0.021 0.793
Tops Pants RGB 5 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 5 PCA 37 0.759 0.024 0.781
Tops Pants RGBHSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 22 0.759 0.031 0.740
Tops Pants * 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - None 78 0.759 0.036 0.770
Tops Pants * Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 None 206 0.759 0.040 0.781
Tops Pants RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 118 0.759 0.069 0.821
Tops Pants RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 39 0.759 0.038 0.768
Tops Jeans * 3 Random Forest max_depth: 5, n_estimators: 100, random_state: 0 HOG - None 76 0.759 0.055 0.855
Tops Jeans RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 All 2 None 158 0.759 0.054 0.807
Tops Jeans RGB Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 None 110 0.759 0.046 0.800
Tops Jeans * Hist. SVM(RBF) C: 10000, gamma: 0.01 Radon - None 168 0.759 0.051 0.807
Tops Pants RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 34 0.759 0.019 0.742
Tops Pants HSV 5 SVM(RBF) C: 100, gamma: 0.01 All 10 None 92 0.759 0.019 0.750
Tops Pants * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 98 0.759 0.042 0.783
Tops Pants * 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 116 0.759 0.043 0.781
Tops Pants H Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 78 0.759 0.049 0.827
Tops Pants RGBHSV 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 28 0.759 0.045 0.773
Tops Jeans HSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.759 0.040 0.767
Tops Jeans * 2 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.759 0.031 0.769
Tops Jeans RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.759 0.038 0.805
Tops Jeans * 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 19 0.759 0.066 0.819
Tops Jeans RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 22 0.759 0.032 0.793
Tops Jeans H Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 78 0.759 0.055 0.800
Tops Shorts RGBHSV Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 2 None 158 0.759 0.127 0.918
Tops Shorts RGBHSV Hist. SVM(RBF) C: 10000, gamma: 0.01 All 2 None 158 0.759 0.084 0.761
All All * 1 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 22 0.759 0.044 0.778
Tops Pants HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 34 0.758 0.031 0.753
Tops Pants RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 10 None 98 0.758 0.031 0.758
Tops Pants RGBHSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 122 0.758 0.033 0.758
Tops Pants RGBHSV 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 None 122 0.758 0.033 0.781
Tops Pants * 3 SVM(RBF) C: 100, gamma: 0.01 All 5 None 116 0.758 0.026 0.753
Tops Pants HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 34 0.758 0.040 0.760
Tops Pants HSV 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 PCA 37 0.758 0.028 0.773
Tops Pants HSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 37 0.758 0.022 0.781
Tops Pants RGBHSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 60 0.758 0.043 0.770
Tops Pants * 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 114 0.758 0.041 0.793
Tops Pants RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 158 0.758 0.043 0.783
Tops Pants RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 26 0.758 0.027 0.776
Tops Jeans RGB 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 80 0.758 0.056 0.795
Tops Jeans * 2 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.758 0.023 0.783
Tops Jeans HSV 5 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 51 0.758 0.035 0.767
Tops Jeans HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 22 0.758 0.040 0.800
Tops Jeans RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 None 158 0.758 0.048 0.800
Tops Jeans * Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 None 206 0.758 0.047 0.829
Tops Shorts * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 60 0.758 0.122 0.879
Tops Skirts H Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 None 78 0.758 0.031 0.782
Tops Shorts HSV Hist. SVM(RBF) C: 10000, gamma: 0.1 HOG - None 70 0.758 0.074 0.775
All All HSV 1 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 10 0.758 0.041 0.769
Tops Pants RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 5 None 74 0.758 0.030 0.745
Tops Pants HSV 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 5 None 74 0.758 0.038 0.781
Tops Pants * Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 None 206 0.758 0.047 0.791
Tops Pants HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.758 0.028 0.696
Tops Pants H Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 2 PCA 39 0.758 0.029 0.773
Tops Pants H Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 39 0.758 0.031 0.747
Tops Pants * Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 26 0.758 0.031 0.801
Tops Jeans RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 10 None 80 0.758 0.040 0.769
Tops Jeans * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.758 0.030 0.821
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Tops Jeans * 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.758 0.034 0.810
Tops Jeans RGBHSV 3 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 HOG - PCA 19 0.758 0.060 0.826
Tops Jeans RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 22 0.758 0.047 0.800
Tops Jeans HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 110 0.758 0.053 0.793
Tops Skirts RGB Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 2 PCA 55 0.758 0.051 0.778
Tops Skirts * Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 168 0.758 0.043 0.769
Tops Pants RGB 1 SVM(RBF) C: 1000, gamma: 0.01 All 5 None 68 0.757 0.020 0.742
Tops Pants HSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 80 0.757 0.034 0.763
Tops Shorts HSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 92 0.757 0.123 0.886
Tops Pants HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 80 0.757 0.033 0.770
Tops Pants * 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 None 152 0.757 0.039 0.793
Tops Pants RGBHSV 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - None 58 0.757 0.028 0.770
Tops Jeans RGB 2 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.757 0.042 0.767
Tops Jeans * 3 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 51 0.757 0.043 0.767
Tops Pants RGBHSV 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 PCA 37 0.757 0.019 0.768
Tops Jeans HSV 3 SVM(RBF) C: 100, gamma: 0.1 Radon - None 42 0.757 0.024 0.767
Tops Pants HSV 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - None 36 0.757 0.047 0.776
Tops Jeans * Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 206 0.757 0.034 0.857
Tops Shorts * Hist. SVM(RBF) C: 10000, gamma: 0.01 All 2 None 206 0.757 0.090 0.786
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.01 HOG - None 166 0.757 0.041 0.778
Tops Jeans RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 57 0.757 0.047 0.767
Tops Pants HSV Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 10 PCA 39 0.757 0.036 0.804
Tops Shorts RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - PCA 25 0.757 0.115 0.825
Tops Jeans * 5 SVM(RBF) C: 10, gamma: 0.01 None - None 94 0.757 0.059 0.838
Tops Jeans LAB 3 SVM(RBF) C: 10, gamma: 0.01 None - None 22 0.757 0.039 0.802
Tops Jeans LAB 5 SVM(RBF) C: 10, gamma: 0.01 None - None 34 0.757 0.032 0.795
Tops Jeans HSV 1 SVM(RBF) C: 10, gamma: 0.01 Radon - None 30 0.757 0.024 0.786
Tops Jeans HSV 3 Random Forest max_depth: 5, n_estimators: 200, random_state: 0 All 10 None 80 0.757 0.051 0.836
Tops Jeans HSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 37 0.757 0.051 0.798
Tops Jeans * Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 None 206 0.757 0.046 0.829
Tops Jeans RGBHSV Hist. SVM(RBF) C: 10000, gamma: 0.01 All 2 PCA 39 0.757 0.054 0.819
Tops Jeans H Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 39 0.757 0.029 0.790
Tops Pants HSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 68 0.757 0.031 0.758
Tops Pants HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 74 0.757 0.038 0.763
Tops Pants RGB 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.757 0.045 0.704
Tops Pants H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 78 0.757 0.034 0.742
Tops Pants * Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 206 0.757 0.041 0.832
Tops Pants * Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 206 0.757 0.047 0.827
All All * 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 60 0.757 0.033 0.771
Tops Shorts * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 37 0.756 0.026 0.782
Tops Jeans * 3 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 10 None 116 0.756 0.061 0.848
Tops Jeans * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 112 0.756 0.052 0.802
Tops Jeans RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.756 0.055 0.776
Tops Jeans * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.756 0.021 0.805
Tops Jeans HSV 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 20 0.756 0.021 0.774
Tops Jeans * Hist. SVM(RBF) C: 1000, gamma: 0.01 All 5 None 206 0.756 0.053 0.829
Tops Pants * 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 116 0.756 0.039 0.786
Tops Pants RGB 5 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 37 0.756 0.011 0.740
Tops Pants HSV 5 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 37 0.756 0.020 0.737
Tops Pants RGB 2 SVM(RBF) C: 1000, gamma: 0.01 Radon - None 36 0.756 0.020 0.704
Tops Shorts RGBHSV 3 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 2 PCA 37 0.756 0.068 0.807
Tops Jeans RGB 3 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 5 PCA 37 0.756 0.056 0.819
Tops Jeans RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.756 0.040 0.731
All All HSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 36 0.756 0.034 0.767
Tops Shorts * Hist. Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 2 None 206 0.756 0.128 0.914
Tops Shorts RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 39 0.756 0.055 0.750
Tops Pants RGBHSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 98 0.756 0.039 0.765
Tops Pants * 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 None 152 0.756 0.043 0.778
Tops Skirts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.756 0.020 0.758
Tops Pants RGBHSV 5 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.756 0.036 0.765
Tops Pants RGB Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 39 0.756 0.033 0.791
Tops Skirts * Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 5 PCA 39 0.756 0.053 0.823
Tops Pants * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 58 0.756 0.041 0.786
Tops Pants * 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 94 0.756 0.047 0.793
Tops Skirts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 37 0.755 0.018 0.748
All All * 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 58 0.755 0.029 0.762
Tops Jeans HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 42 0.755 0.059 0.826
Tops Jeans HSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - None 54 0.755 0.054 0.764
Tops Jeans * Hist. SVM(RBF) C: 10000, gamma: 0.01 All 10 PCA 39 0.755 0.049 0.819
Tops Jeans LAB 1 SVM(RBF) C: 10, gamma: 0.1 None - None 10 0.755 0.030 0.819
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.755 0.024 0.735
Tops Pants * Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.755 0.032 0.724
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Tops Pants HSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 39 0.755 0.040 0.765
Tops Pants RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 39 0.755 0.018 0.776
Tops Pants HSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 39 0.755 0.018 0.778
Tops Shorts H Hist. Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 2 None 78 0.755 0.122 0.889
Tops Shorts LAB 1 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 10 0.755 0.086 0.814
Tops Jeans RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 97 0.755 0.062 0.783
Tops Jeans HSV 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.755 0.028 0.769
Tops Jeans RGB Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - None 70 0.755 0.063 0.798
Tops Jeans * Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - None 166 0.755 0.073 0.845
Tops Jeans * 3 SVM(RBF) C: 10, gamma: 0.01 None - None 58 0.755 0.061 0.824
Tops Pants HSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 92 0.755 0.035 0.788
Tops Pants HSV 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - None 40 0.755 0.032 0.765
Tops Pants RGBHSV 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - None 82 0.755 0.030 0.776
Tops Pants HSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 22 0.755 0.039 0.753
Tops Skirts HSV Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 HOG - PCA 35 0.755 0.042 0.773
Tops Jeans HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.754 0.050 0.771
Tops Shorts RGBHSV 5 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 2 PCA 37 0.754 0.053 0.821
Tops Jeans RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.754 0.038 0.817
Tops Jeans HSV 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - PCA 20 0.754 0.059 0.802
Tops Shorts HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 54 0.754 0.128 0.882
Tops Jeans * Hist. Random Forest max_depth: 5, n_estimators: 200, random_state: 0 All 5 PCA 39 0.754 0.048 0.802
Tops Shorts * Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - None 168 0.754 0.127 0.911
Tops Jeans HSV 2 SVM(RBF) C: 10, gamma: 0.01 None - None 16 0.754 0.053 0.845
Tops Pants HSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - None 30 0.754 0.051 0.727
Tops Pants RGBHSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 22 0.754 0.039 0.788
Tops Skirts HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - None 70 0.754 0.033 0.765
Tops Pants RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 Radon - None 120 0.754 0.039 0.750
Tops Pants HSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 16 0.754 0.046 0.768
All All LAB 1 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 None - None 10 0.754 0.046 0.798
Tops Jeans RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 HOG - None 82 0.754 0.060 0.821
Tops Jeans * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.754 0.055 0.762
Tops Jeans RGB Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - None 70 0.754 0.023 0.779
Tops Jeans RGB Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 29 0.754 0.063 0.788
Tops Jeans RGB Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 29 0.754 0.063 0.788
Tops Jeans RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 30 0.754 0.048 0.798
All All RGBHSV 1 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 16 0.754 0.035 0.762
Tops Pants HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 92 0.754 0.038 0.747
Tops Pants HSV 5 SVM(RBF) C: 100, gamma: 0.01 All 5 None 92 0.754 0.017 0.742
Tops Pants RGB 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - PCA 18 0.754 0.041 0.801
Tops Pants * 2 SVM(RBF) C: 1000, gamma: 0.01 Radon - None 60 0.754 0.040 0.722
Tops Shorts RGBHSV Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 158 0.754 0.088 0.779
Tops Shorts RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 All 5 None 158 0.754 0.106 0.757
Tops Jeans * 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.753 0.031 0.783
Tops Jeans * 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.753 0.031 0.783
Tops Jeans HSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 37 0.753 0.044 0.800
Tops Jeans RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 54 0.753 0.047 0.767
Tops Jeans * Hist. SVM(RBF) C: 10000, gamma: 0.01 All 5 PCA 39 0.753 0.058 0.824
Tops Jeans RGBHSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 40 0.753 0.073 0.819
Tops Pants HSV 3 SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.753 0.066 0.712
Tops Pants HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.753 0.033 0.750
Tops Pants RGB 3 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 37 0.753 0.015 0.742
Tops Pants HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.753 0.036 0.740
Tops Pants * 3 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.753 0.026 0.750
Tops Pants * 5 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.753 0.027 0.763
Tops Pants HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 42 0.753 0.040 0.760
Tops Pants RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 84 0.753 0.040 0.765
Tops Pants RGB Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 23 0.753 0.025 0.786
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.753 0.033 0.778
Tops Shorts * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 98 0.753 0.134 0.886
Tops Shorts RGB 2 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 2 None 74 0.753 0.125 0.889
Tops Shorts RGBHSV 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 None 86 0.753 0.121 0.882
Tops Jeans RGB 5 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 18 0.753 0.036 0.795
Tops Jeans * Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 None 206 0.753 0.051 0.748
Tops Jeans * Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 206 0.753 0.057 0.826
Tops Jeans RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 39 0.753 0.044 0.810
Tops Jeans HSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 16 0.753 0.046 0.802
Tops Pants RGB 3 SVM(RBF) C: 100, gamma: 0.01 All 2 None 80 0.753 0.016 0.740
Tops Skirts HSV 2 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.753 0.065 0.673
Tops Pants HSV 5 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.753 0.025 0.747
Tops Pants * 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 PCA 37 0.753 0.041 0.781
Tops Pants RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 22 0.753 0.028 0.755
Tops Jeans RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 22 0.752 0.029 0.774
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Tops Jeans HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 110 0.752 0.066 0.802
Tops Skirts * 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 37 0.752 0.033 0.788
Tops Shorts RGBHSV 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 PCA 37 0.752 0.028 0.764
Tops Shorts HSV 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - None 42 0.752 0.126 0.879
Tops Shorts RGBHSV Hist. Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 2 PCA 39 0.752 0.049 0.832
Tops Shorts RGB Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - None 72 0.752 0.129 0.904
Tops Pants RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.752 0.046 0.696
Tops Pants RGB 2 SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.752 0.034 0.730
Tops Pants RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.752 0.038 0.712
Tops Pants * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.752 0.019 0.724
Tops Pants HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.752 0.031 0.750
Tops Pants HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.752 0.031 0.750
Tops Pants HSV Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 Radon - PCA 26 0.752 0.044 0.791
Tops Jeans RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.752 0.065 0.776
Tops Jeans RGBHSV Hist. SVM(RBF) C: 10000, gamma: 0.01 All 2 ICA 100 0.752 0.054 0.767
Tops Jeans RGB 1 SVM(RBF) C: 10, gamma: 0.1 None - None 10 0.752 0.037 0.817
All All RGB 1 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 10 0.752 0.032 0.765
Tops Pants HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 None 68 0.752 0.039 0.745
Tops Pants RGB 5 SVM(RBF) C: 100, gamma: 0.01 All 10 None 92 0.752 0.031 0.768
Tops Pants RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 92 0.752 0.028 0.737
Tops Pants * 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.752 0.083 0.740
Tops Pants HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.752 0.027 0.719
Tops Pants HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 37 0.752 0.032 0.765
Tops Skirts HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 70 0.752 0.022 0.776
Tops Pants RGB Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - None 70 0.752 0.035 0.763
Tops Pants H Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.752 0.004 0.707
Tops Pants HSV Hist. Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 2 PCA 39 0.752 0.025 0.768
Tops Pants RGB Hist. SVM(RBF) C: 1000, gamma: 0.01 Radon - PCA 26 0.752 0.026 0.730
Tops Skirts * 1 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 22 0.752 0.017 0.763
Tops Jeans HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.751 0.029 0.805
Tops Shorts RGB Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 110 0.751 0.132 0.900
Tops Shorts HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 110 0.751 0.124 0.882
Tops Shorts HSV Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - None 72 0.751 0.132 0.896
Tops Jeans * 1 SVM(RBF) C: 10, gamma: 0.1 None - None 22 0.751 0.047 0.793
Tops Shorts * 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 40 0.751 0.108 0.843
Tops Skirts HSV 2 SVM(RBF) C: 100, gamma: 0.01 All 10 None 74 0.751 0.030 0.752
Tops Skirts HSV 3 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.751 0.040 0.656
Tops Skirts RGBHSV 1 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 16 0.751 0.016 0.754
Tops Pants HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 34 0.751 0.037 0.732
Tops Pants HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 92 0.751 0.034 0.747
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 None 80 0.751 0.029 0.740
Tops Pants RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 10 ICA 100 0.751 0.024 0.722
Tops Pants * 5 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 Radon - PCA 22 0.751 0.034 0.788
Tops Jeans RGB Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 110 0.751 0.033 0.802
Tops Pants RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 40 0.751 0.034 0.758
Tops Skirts HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 74 0.751 0.050 0.801
Tops Skirts H Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 None 78 0.751 0.091 0.806
Tops Shorts RGBHSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 122 0.751 0.069 0.789
Tops Shorts RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 All 5 PCA 39 0.751 0.106 0.754
Tops Shorts RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - None 120 0.751 0.132 0.918
Tops Jeans * 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 40 0.751 0.045 0.800
Tops Jeans HSV 1 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 42 0.751 0.039 0.767
Tops Pants HSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 22 0.751 0.029 0.758
Tops Pants RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 158 0.751 0.053 0.793
Tops Jeans H Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.751 0.055 0.767
Tops Jeans RGB Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 39 0.751 0.043 0.798
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 39 0.751 0.041 0.776
Tops Jeans RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 97 0.750 0.059 0.779
Tops Jeans RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 34 0.750 0.036 0.764
Tops Skirts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 98 0.750 0.045 0.801
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 None 122 0.750 0.017 0.734
Tops Pants RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.750 0.028 0.689
Tops Jeans RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.750 0.047 0.826
Tops Pants * 3 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.750 0.039 0.763
Tops Pants HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.750 0.030 0.791
Tops Pants HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 PCA 37 0.750 0.029 0.768
Tops Jeans HSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 17 0.750 0.064 0.840
Tops Pants HSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 19 0.750 0.040 0.768
Tops Shorts * 5 SVM(RBF) C: 100, gamma: 0.1 Radon - None 114 0.750 0.088 0.743
All All HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 42 0.750 0.036 0.754
Tops Shorts * Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 39 0.750 0.063 0.821
Tops Pants H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 39 0.750 0.078 0.791
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Tops Skirts HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.750 0.041 0.686
Tops Pants HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 5 None 74 0.750 0.038 0.737
Tops Jeans RGB 5 SVM(RBF) C: 10, gamma: 0.01 HOG - None 52 0.750 0.055 0.817
Tops Pants RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.750 0.039 0.768
Tops Jeans HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.750 0.041 0.805
Tops Pants RGBHSV 2 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 HOG - PCA 19 0.750 0.026 0.778
Tops Jeans RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 None 110 0.750 0.036 0.798
Tops Pants HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 110 0.750 0.067 0.776
Tops Jeans RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.750 0.043 0.779
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 39 0.750 0.044 0.768
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 39 0.750 0.037 0.781
Tops Jeans RGB 3 SVM(RBF) C: 10, gamma: 0.01 None - None 22 0.750 0.045 0.807
Tops Shorts HSV 2 Random Forest max_depth: 5, n_estimators: 50, random_state: 0 All 2 None 74 0.749 0.121 0.886
Tops Shorts * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 98 0.749 0.140 0.882
Tops Skirts HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.749 0.049 0.750
Tops Jeans HSV 1 SVM(RBF) C: 10, gamma: 0.01 HOG - None 28 0.749 0.036 0.793
Tops Jeans HSV 1 SVM(RBF) C: 10, gamma: 0.1 None - ICA 14 0.749 0.061 0.767
Tops Jeans HSV 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.749 0.035 0.781
Tops Jeans HSV 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.749 0.035 0.781
Tops Pants RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 17 0.749 0.044 0.714
Tops Pants RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 98 0.749 0.046 0.696
Tops Pants HSV 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - None 52 0.749 0.038 0.778
Tops Pants HSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 37 0.749 0.022 0.776
Tops Jeans RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.749 0.030 0.740
Tops Jeans RGBHSV 3 Random Forest max_depth: 5, n_estimators: 200, random_state: 0 All 2 PCA 37 0.749 0.036 0.795
Tops Jeans HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.749 0.048 0.840
Tops Pants HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.749 0.038 0.819
Tops Jeans RGB 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - PCA 17 0.749 0.060 0.819
Tops Jeans RGB 5 SVM(RBF) C: 10, gamma: 0.01 None - None 34 0.749 0.049 0.807
Tops Jeans RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 None - None 16 0.749 0.044 0.793
Tops Pants RGBHSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 64 0.749 0.035 0.765
Tops Skirts RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 92 0.749 0.042 0.737
Tops Skirts H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 78 0.749 0.039 0.789
All All * 5 SVM(RBF) C: 10, gamma: 0.1 All 5 None 152 0.749 0.019 0.739
Tops Jeans RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 34 0.749 0.047 0.800
Tops Jeans RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 48 0.749 0.035 0.767
Tops Shorts HSV 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - None 36 0.749 0.130 0.882
Tops Shorts RGBHSV 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - None 48 0.749 0.130 0.879
Tops Shorts RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 All 2 PCA 39 0.749 0.107 0.768
Tops Shorts H Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - None 40 0.749 0.132 0.896
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 None 92 0.749 0.030 0.774
Tops Pants * 3 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.749 0.059 0.727
Tops Pants RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.749 0.035 0.758
All All RGB 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 16 0.749 0.035 0.759
Tops Jeans RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 42 0.748 0.043 0.767
Tops Jeans HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 None 110 0.748 0.047 0.812
Tops Jeans RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 39 0.748 0.024 0.817
Tops Jeans HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 39 0.748 0.046 0.798
Tops Jeans HSV 1 SVM(RBF) C: 10, gamma: 0.01 None - None 10 0.748 0.035 0.798
Tops Jeans RGBHSV 5 SVM(RBF) C: 10, gamma: 0.01 None - None 64 0.748 0.053 0.829
Tops Pants RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 97 0.748 0.031 0.694
Tops Pants RGBHSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 None 158 0.748 0.056 0.806
Tops Pants * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 166 0.748 0.022 0.796
Tops Pants H Hist. Random Forest max_depth: 6, n_estimators: 200, random_state: 0 Radon - PCA 22 0.748 0.030 0.773
Tops Shorts RGB 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 None 80 0.748 0.099 0.868
Tops Shorts * 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 114 0.748 0.061 0.811
Tops Shorts * Hist. SVM(RBF) C: 10000, gamma: 0.01 All 5 None 206 0.748 0.104 0.786
Tops Skirts RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 97 0.748 0.034 0.641
Tops Jeans HSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 34 0.748 0.052 0.800
Tops Jeans * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.748 0.053 0.795
Tops Jeans RGBHSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 158 0.748 0.048 0.810
Tops Pants RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 97 0.747 0.056 0.707
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 None 80 0.747 0.027 0.735
Tops Pants RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 74 0.747 0.017 0.719
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 None 110 0.747 0.026 0.719
Tops Skirts * Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.747 0.042 0.639
All All * 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 114 0.747 0.012 0.719
All All HSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 16 0.747 0.038 0.756
Tops Shorts RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 80 0.747 0.057 0.868
Tops Shorts HSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 80 0.747 0.133 0.882
Tops Shorts * Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 None 206 0.747 0.132 0.907
Tops Shorts HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 39 0.747 0.105 0.768
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Tops Shorts * Hist. SVM(RBF) C: 1000, gamma: 0.01 All 5 PCA 39 0.747 0.109 0.789
All All * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 94 0.747 0.023 0.780
Tops Pants RGBHSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 122 0.747 0.031 0.717
Tops Pants LAB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 22 0.747 0.050 0.801
Tops Jeans RGB 1 SVM(RBF) C: 10, gamma: 0.01 Radon - None 30 0.747 0.036 0.793
Tops Jeans RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.747 0.050 0.781
Tops Jeans * 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 PCA 37 0.747 0.051 0.790
Tops Jeans * 3 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 22 0.747 0.033 0.786
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 84 0.747 0.012 0.715
Tops Jeans LAB 2 SVM(RBF) C: 100, gamma: 0.1 None - None 16 0.747 0.063 0.779
Tops Skirts RGBHSV 1 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 34 0.747 0.021 0.752
Tops Skirts HSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 80 0.747 0.036 0.803
Tops Skirts HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 92 0.747 0.047 0.714
Tops Skirts HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 2 None 74 0.747 0.048 0.750
Tops Skirts * 2 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.747 0.022 0.748
Tops Skirts H Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - None 40 0.747 0.030 0.722
Tops Pants * 1 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 17 0.746 0.052 0.719
Tops Shorts HSV 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 None 80 0.746 0.136 0.882
Tops Shorts RGBHSV 3 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 2 None 98 0.746 0.105 0.875
Tops Pants RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.746 0.047 0.709
Tops Pants RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.746 0.028 0.798
Tops Pants RGB 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - PCA 17 0.746 0.048 0.781
Tops Pants HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 17 0.746 0.034 0.781
Tops Pants * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 22 0.746 0.029 0.742
Tops Pants HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 54 0.746 0.044 0.765
Tops Shorts HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 None 110 0.746 0.105 0.768
Tops Pants H Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 PCA 39 0.746 0.030 0.776
Tops Shorts * Hist. SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 39 0.746 0.090 0.789
Tops Shorts RGB 3 SVM(RBF) C: 10000, gamma: 0.1 None - None 22 0.746 0.075 0.671
Tops Jeans RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 None - ICA 22 0.746 0.052 0.767
Tops Skirts HSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.746 0.050 0.758
Tops Jeans HSV Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 110 0.746 0.041 0.819
Tops Jeans RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 PCA 39 0.746 0.049 0.795
All All HSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 54 0.746 0.033 0.741
Tops Skirts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 All 10 None 86 0.746 0.023 0.744
Tops Pants RGB 5 SVM(RBF) C: 100, gamma: 0.01 All 5 None 92 0.746 0.012 0.737
Tops Pants H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 78 0.746 0.041 0.821
Tops Pants * Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.746 0.042 0.717
Tops Jeans * 1 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 42 0.746 0.044 0.767
Tops Shorts RGB 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 92 0.746 0.049 0.782
Tops Shorts HSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 110 0.746 0.031 0.839
Tops Shorts RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 None 158 0.746 0.147 0.911
Tops Jeans HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.746 0.039 0.776
Tops Jeans RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.1 All 5 ICA 100 0.746 0.037 0.769
Tops Shorts * Hist. SVM(RBF) C: 1000, gamma: 0.01 All 10 PCA 39 0.746 0.121 0.775
Tops Jeans RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 39 0.746 0.073 0.736
Tops Shorts LAB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 34 0.746 0.079 0.836
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 None 122 0.746 0.016 0.731
Tops Skirts * 2 SVM(RBF) C: 100, gamma: 0.01 All 10 None 98 0.746 0.025 0.750
Tops Skirts * 2 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.746 0.022 0.748
Tops Skirts RGBHSV 2 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 HOG - PCA 21 0.746 0.064 0.788
Tops Pants HSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 19 0.745 0.025 0.737
All All * Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 PCA 45 0.745 0.028 0.767
Tops Pants RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 39 0.745 0.019 0.742
Tops Jeans HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 97 0.745 0.043 0.779
Tops Jeans RGBHSV 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.745 0.033 0.776
All All * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 98 0.745 0.027 0.770
All All * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 76 0.745 0.029 0.752
Tops Jeans HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.745 0.057 0.781
Tops Jeans RGBHSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 22 0.745 0.071 0.824
Tops Jeans RGBHSV Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - None 118 0.745 0.065 0.760
Tops Jeans RGB Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - PCA 29 0.745 0.053 0.802
Tops Jeans H Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 19 0.745 0.056 0.790
Tops Skirts HSV 1 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 34 0.745 0.020 0.744
Tops Skirts HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.745 0.034 0.763
Tops Skirts HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 35 0.745 0.031 0.765
Tops Skirts HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 35 0.745 0.031 0.765
Tops Shorts RGB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 36 0.745 0.127 0.879
Tops Shorts RGBHSV Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 10 None 158 0.745 0.138 0.907
Tops Shorts * Hist. SVM(RBF) C: 1000, gamma: 0.01 All 10 None 206 0.745 0.110 0.775
Tops Jeans RGBHSV 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.745 0.033 0.774
Tops Jeans HSV 3 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.745 0.059 0.767
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Tops Jeans HSV 2 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.745 0.033 0.798
Tops Jeans * 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 2 PCA 37 0.745 0.045 0.788
Tops Jeans HSV 2 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.745 0.033 0.798
Tops Jeans * Hist. SVM(RBF) C: 1000, gamma: 0.1 All 5 ICA 100 0.745 0.036 0.762
Tops Jeans H Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 39 0.745 0.036 0.781
Tops Jeans HSV 5 SVM(RBF) C: 10, gamma: 0.01 None - None 34 0.745 0.058 0.829
Tops Jeans RGBHSV 3 SVM(RBF) C: 10, gamma: 0.01 None - None 40 0.745 0.053 0.807
Tops Skirts RGB 5 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.745 0.043 0.652
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 None 122 0.745 0.016 0.716
Tops Skirts RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 98 0.744 0.019 0.782
Tops Pants * 5 SVM(RBF) C: 100, gamma: 0.01 HOG - None 112 0.744 0.036 0.724
Tops Pants * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.744 0.032 0.821
Tops Pants RGBHSV 5 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.744 0.031 0.758
Tops Pants HSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 None 110 0.744 0.033 0.758
Tops Pants HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 110 0.744 0.080 0.778
Tops Pants * Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 25 0.744 0.054 0.811
Tops Jeans * 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 97 0.744 0.039 0.781
Tops Jeans * 5 SVM(RBF) C: 1000, gamma: 0.1 All 2 ICA 100 0.744 0.056 0.776
Tops Jeans HSV 2 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.744 0.041 0.767
Tops Shorts HSV 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 37 0.744 0.098 0.843
Tops Shorts RGBHSV Hist. SVM(RBF) C: 10000, gamma: 0.01 All 10 PCA 39 0.744 0.112 0.754
All All * 5 SVM(RBF) C: 10, gamma: 0.1 All 2 None 152 0.744 0.017 0.732
All All HSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 34 0.744 0.028 0.757
Tops Skirts HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 None 80 0.744 0.032 0.763
Tops Pants * 2 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.744 0.066 0.691
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.744 0.026 0.730
Tops Pants RGB Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 110 0.744 0.018 0.760
Tops Pants HSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 34 0.744 0.052 0.758
All All * 5 SVM(RBF) C: 10, gamma: 0.1 All 10 None 152 0.744 0.019 0.727
Tops Jeans HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 40 0.744 0.055 0.805
Tops Jeans RGB 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 18 0.744 0.040 0.774
Tops Jeans H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 78 0.744 0.038 0.805
Tops Jeans H Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - None 38 0.744 0.061 0.762
All All HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 34 0.744 0.035 0.757
All All RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 None 158 0.744 0.027 0.716
All All * Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 None 206 0.744 0.031 0.726
Tops Skirts * 1 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 34 0.744 0.015 0.752
Tops Shorts * 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 None 152 0.744 0.079 0.821
Tops Shorts RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.744 0.069 0.682
Tops Shorts RGB 5 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.744 0.070 0.686
Tops Skirts * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.744 0.056 0.771
Tops Skirts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.744 0.025 0.735
Tops Shorts RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 All 10 None 158 0.744 0.107 0.757
Tops Skirts RGB 1 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 None - None 10 0.744 0.027 0.791
All All HSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 22 0.744 0.037 0.742
Tops Pants RGB 3 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.743 0.031 0.740
Tops Jeans * 2 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.743 0.051 0.767
Tops Jeans RGBHSV 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 5 PCA 37 0.743 0.056 0.810
Tops Jeans HSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 22 0.743 0.035 0.774
All All * 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 114 0.743 0.032 0.748
Tops Jeans * Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 26 0.743 0.047 0.802
Tops Skirts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.743 0.045 0.748
All All RGBHSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 48 0.743 0.026 0.765
Tops Skirts HSV Hist. SVM(RBF) C: 1000, gamma: 0.01 Radon - None 72 0.743 0.026 0.716
Tops Jeans RGBHSV 1 SVM(RBF) C: 10, gamma: 0.01 Radon - PCA 17 0.743 0.029 0.783
Tops Shorts RGB 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 74 0.743 0.138 0.882
Tops Shorts HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 74 0.743 0.140 0.875
All All * 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 112 0.743 0.035 0.764
Tops Skirts * 5 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.743 0.038 0.647
Tops Pants * 3 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.743 0.023 0.732
Tops Jeans RGBHSV 2 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 51 0.743 0.051 0.767
Tops Jeans HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 PCA 37 0.743 0.043 0.738
Tops Jeans HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.743 0.051 0.788
Tops Shorts * 3 SVM(RBF) C: 1000, gamma: 0.1 Radon - PCA 20 0.743 0.065 0.707
Tops Skirts H Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - None 38 0.743 0.076 0.773
Tops Pants H Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - PCA 19 0.743 0.029 0.742
Tops Pants HSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 39 0.743 0.051 0.829
Tops Shorts * Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 PCA 39 0.743 0.025 0.739
Tops Pants H Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - PCA 19 0.743 0.029 0.742
Tops Pants * 1 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 22 0.743 0.041 0.750
Tops Shorts LAB 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 22 0.743 0.077 0.821
All All HSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 74 0.743 0.037 0.764
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Tops Skirts * 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 116 0.743 0.040 0.759
Tops Skirts HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.743 0.044 0.705
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.743 0.034 0.763
Tops Skirts RGBHSV 1 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 16 0.743 0.028 0.739
Tops Jeans RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.742 0.024 0.764
Tops Jeans HSV 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 PCA 37 0.742 0.053 0.793
All All * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 58 0.742 0.032 0.757
Tops Pants HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 92 0.742 0.051 0.773
Tops Pants RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.742 0.027 0.707
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.742 0.028 0.737
Tops Pants RGB 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 PCA 37 0.742 0.039 0.781
Tops Pants * 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 37 0.742 0.041 0.778
Tops Pants H Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - None 40 0.742 0.052 0.732
Tops Pants LAB 1 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 10 0.742 0.072 0.763
Tops Skirts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 All 2 None 86 0.742 0.044 0.748
Tops Shorts RGB 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 92 0.742 0.059 0.754
Tops Shorts RGBHSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 None 122 0.742 0.108 0.886
Tops Shorts * 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 152 0.742 0.077 0.807
All All RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 46 0.742 0.025 0.758
Tops Shorts * Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 206 0.742 0.138 0.914
All All RGBHSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 23 0.742 0.034 0.771
All All * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 78 0.742 0.033 0.766
All All * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 114 0.742 0.029 0.777
All All * Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 None 206 0.742 0.027 0.715
Tops Jeans RGB 1 SVM(RBF) C: 100, gamma: 0.1 None - ICA 14 0.742 0.033 0.767
Tops Jeans * 1 SVM(RBF) C: 10, gamma: 0.01 Radon - PCA 17 0.742 0.029 0.781
Tops Jeans H Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 None 78 0.742 0.037 0.783
Tops Jeans RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 None - ICA 28 0.742 0.031 0.767
Tops Jeans HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 29 0.742 0.075 0.793
Tops Jeans HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 29 0.742 0.075 0.793
Tops Pants RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.742 0.039 0.704
Tops Pants RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 39 0.742 0.036 0.691
Tops Pants H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 39 0.742 0.046 0.852
Tops Skirts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 None 74 0.742 0.051 0.767
Tops Skirts * 2 SVM(RBF) C: 100, gamma: 0.01 All 2 PCA 37 0.742 0.024 0.754
Tops Skirts HSV 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - PCA 21 0.742 0.058 0.799
Tops Skirts HSV 1 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 10 0.742 0.045 0.769
All All * 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 94 0.742 0.029 0.756
All All RGBHSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 28 0.742 0.030 0.757
Tops Skirts * 1 SVM(RBF) C: 100, gamma: 0.01 All 10 None 80 0.741 0.031 0.758
Tops Shorts HSV 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 None 92 0.741 0.144 0.886
Tops Skirts * 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 116 0.741 0.049 0.756
Tops Shorts RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 80 0.741 0.063 0.796
Tops Shorts HSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 None 92 0.741 0.141 0.882
Tops Jeans * 2 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.741 0.046 0.767
Tops Jeans RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.741 0.059 0.771
Tops Skirts RGB 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 37 0.741 0.061 0.791
Tops Shorts * 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 78 0.741 0.095 0.832
Tops Skirts RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 None 158 0.741 0.022 0.773
Tops Shorts RGB Hist. Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 10 None 110 0.741 0.145 0.900
Tops Shorts H Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 None 78 0.741 0.141 0.893
All All RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 None 158 0.741 0.031 0.711
Tops Skirts RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 35 0.741 0.028 0.771
Tops Skirts RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 55 0.741 0.022 0.773
Tops Skirts RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 35 0.741 0.028 0.771
Tops Skirts H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 40 0.741 0.065 0.801
Tops Pants HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 80 0.741 0.062 0.862
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 5 None 80 0.741 0.031 0.730
Tops Pants RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.741 0.028 0.745
Tops Pants HSV 2 SVM(RBF) C: 1000, gamma: 0.01 Radon - None 36 0.741 0.049 0.727
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.01 Radon - None 168 0.741 0.039 0.742
Tops Pants HSV 1 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 10 0.741 0.074 0.804
Tops Jeans RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.741 0.035 0.805
Tops Skirts RGBHSV 3 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 10 PCA 37 0.741 0.047 0.791
Tops Jeans * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 37 0.741 0.059 0.819
Tops Jeans RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 39 0.741 0.041 0.736
Tops Jeans RGBHSV Hist. Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 5 PCA 39 0.741 0.078 0.790
Tops Skirts RGB 2 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 None - None 16 0.741 0.018 0.773
Tops Pants RGB 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 74 0.741 0.036 0.691
Tops Pants RGB 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 52 0.741 0.050 0.735
Tops Pants RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 100 0.741 0.032 0.722
Tops Pants HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 22 0.741 0.032 0.753
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Tops Pants HSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 None 110 0.741 0.033 0.750
Tops Pants HSV Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 57 0.741 0.018 0.691
Tops Shorts HSV 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 None 74 0.741 0.138 0.875
Tops Shorts RGBHSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 84 0.741 0.106 0.886
Tops Shorts HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 39 0.741 0.095 0.764
Tops Shorts RGBHSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 39 0.741 0.092 0.775
All All HSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 92 0.741 0.030 0.732
Tops Skirts HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.741 0.043 0.759
Tops Jeans RGB 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.741 0.052 0.798
Tops Jeans RGB 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.741 0.052 0.798
Tops Pants RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.740 0.025 0.732
Tops Skirts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.740 0.038 0.671
Tops Skirts HSV 2 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.740 0.027 0.735
Tops Jeans RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 None - ICA 14 0.740 0.053 0.767
Tops Jeans HSV 1 SVM(RBF) C: 10, gamma: 0.01 Radon - PCA 17 0.740 0.023 0.769
Tops Jeans HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - None 70 0.740 0.073 0.783
All All RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 19 0.740 0.035 0.784
Tops Pants RGBHSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 86 0.740 0.042 0.747
Tops Pants * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.740 0.028 0.786
Tops Pants RGB 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 54 0.740 0.042 0.724
Tops Pants RGB Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 39 0.740 0.012 0.735
All All * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 98 0.740 0.030 0.763
Tops Jeans RGB 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.740 0.030 0.783
Tops Jeans RGB 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.740 0.030 0.783
Tops Jeans HSV 2 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.740 0.050 0.767
Tops Jeans RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 100 0.740 0.065 0.802
Tops Jeans RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 37 0.740 0.031 0.805
Tops Jeans * 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - PCA 22 0.740 0.057 0.798
Tops Skirts RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 158 0.740 0.069 0.799
All All HSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 92 0.739 0.029 0.724
Tops Shorts RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.1 Radon - None 36 0.739 0.072 0.721
Tops Pants RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 122 0.739 0.025 0.791
Tops Shorts * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 116 0.739 0.077 0.811
Tops Pants RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 98 0.739 0.031 0.699
Tops Pants HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.739 0.038 0.742
Tops Pants * 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - PCA 21 0.739 0.035 0.765
Tops Shorts HSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 None 110 0.739 0.148 0.889
Tops Shorts RGB Hist. Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 5 None 110 0.739 0.145 0.904
All All * Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 45 0.739 0.027 0.712
All All * Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - PCA 37 0.739 0.030 0.773
Tops Skirts * 1 SVM(RBF) C: 10, gamma: 0.1 All 2 None 80 0.739 0.053 0.763
Tops Skirts HSV 5 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.739 0.024 0.784
Tops Skirts RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - None 118 0.739 0.023 0.769
Tops Skirts RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 None - ICA 74 0.739 0.027 0.620
Tops Skirts H Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.739 0.049 0.643
Tops Pants RGB 1 SVM(RBF) C: 1000, gamma: 0.01 Radon - None 30 0.739 0.037 0.717
Tops Skirts * 1 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 34 0.739 0.053 0.758
All All HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 80 0.739 0.034 0.727
Tops Skirts HSV Hist. SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 100 0.739 0.029 0.662
Tops Skirts H Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 39 0.739 0.048 0.782
Tops Shorts HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 2 None 74 0.739 0.056 0.743
Tops Shorts RGB 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 74 0.739 0.135 0.886
Tops Shorts HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 37 0.739 0.056 0.746
Tops Shorts RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 Radon - None 84 0.739 0.080 0.714
Tops Shorts HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 None 110 0.739 0.104 0.761
Tops Shorts HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 110 0.739 0.108 0.807
Tops Shorts H Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 5 None 78 0.739 0.140 0.886
Tops Jeans H Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 57 0.739 0.066 0.767
Tops Jeans HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 39 0.739 0.057 0.838
Tops Jeans H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 39 0.739 0.024 0.767
Tops Jeans HSV Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - None 72 0.739 0.029 0.783
All All * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 58 0.738 0.012 0.760
Tops Skirts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 34 0.738 0.051 0.752
Tops Pants RGB 3 SVM(RBF) C: 100, gamma: 0.01 All 5 None 80 0.738 0.022 0.745
Tops Pants RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 5 ICA 100 0.738 0.034 0.717
Tops Pants RGBHSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 37 0.738 0.049 0.770
Tops Pants RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.738 0.038 0.735
Tops Skirts * 2 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 HOG - PCA 21 0.738 0.046 0.795
Tops Pants HSV Hist. SVM(RBF) C: 1000, gamma: 0.01 HOG - None 70 0.738 0.039 0.758
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.738 0.051 0.702
All All * Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 45 0.738 0.028 0.683
All All HSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 74 0.738 0.034 0.753
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Tops Jeans HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.738 0.085 0.771
Tops Jeans RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.738 0.074 0.731
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 None 98 0.738 0.031 0.761
Tops Skirts * 2 SVM(RBF) C: 10, gamma: 0.1 All 2 None 98 0.738 0.042 0.746
Tops Skirts RGB Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 110 0.738 0.078 0.778
Tops Shorts RGBHSV 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 None 86 0.738 0.143 0.882
All All HSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 52 0.738 0.037 0.751
All All * 2 SVM(RBF) C: 10, gamma: 0.1 Radon - None 60 0.738 0.025 0.703
Tops Jeans * 1 SVM(RBF) C: 10, gamma: 0.1 None - ICA 14 0.738 0.051 0.767
Tops Skirts RGBHSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 86 0.738 0.051 0.789
Tops Jeans RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 82 0.738 0.079 0.852
Tops Jeans * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.738 0.035 0.755
Tops Skirts * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 37 0.738 0.048 0.806
All All RGBHSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 30 0.738 0.015 0.735
Tops Skirts HSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 None 110 0.738 0.034 0.758
Tops Skirts H Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 None 78 0.738 0.046 0.789
Tops Skirts HSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 55 0.738 0.034 0.758
All All * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 98 0.737 0.030 0.750
All All * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 152 0.737 0.016 0.724
All All HSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 80 0.737 0.029 0.741
All All HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 40 0.737 0.032 0.752
Tops Skirts RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.737 0.042 0.758
Tops Skirts RGB 5 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 HOG - PCA 17 0.737 0.054 0.799
Tops Skirts HSV Hist. SVM(RBF) C: 1000, gamma: 0.01 All 2 None 110 0.737 0.047 0.759
Tops Pants RGB Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 54 0.737 0.044 0.691
Tops Skirts HSV Hist. SVM(RBF) C: 1000, gamma: 0.01 All 2 PCA 55 0.737 0.047 0.759
Tops Skirts HSV Hist. SVM(RBF) C: 1000, gamma: 0.01 Radon - PCA 36 0.737 0.016 0.707
Tops Shorts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 17 0.737 0.084 0.871
Tops Shorts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 60 0.737 0.107 0.882
Tops Jeans H Hist. Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 2 PCA 39 0.737 0.029 0.781
All All * 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.737 0.018 0.711
Tops Skirts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 28 0.737 0.014 0.741
Tops Skirts * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 40 0.737 0.020 0.754
Tops Pants RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 10 None 80 0.737 0.029 0.732
Tops Pants * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 116 0.737 0.016 0.722
Tops Jeans * 3 SVM(RBF) C: 10, gamma: 0.01 HOG - None 76 0.737 0.054 0.819
Tops Pants * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 58 0.737 0.030 0.760
Tops Pants RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.737 0.042 0.862
Tops Jeans RGB 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 37 0.737 0.053 0.800
Tops Jeans HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 22 0.737 0.045 0.781
Tops Jeans RGB Hist. SVM(RBF) C: 1000, gamma: 0.1 All 10 ICA 100 0.737 0.051 0.783
Tops Pants RGB Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 39 0.737 0.076 0.832
Tops Jeans HSV Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - PCA 30 0.737 0.046 0.795
All All * 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 152 0.737 0.033 0.764
All All * Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 None 206 0.737 0.028 0.719
Tops Skirts RGBHSV 1 SVM(RBF) C: 100, gamma: 0.01 All 10 None 74 0.737 0.029 0.756
Tops Skirts RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 34 0.737 0.038 0.733
Tops Skirts RGBHSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 98 0.737 0.073 0.825
All All RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 118 0.737 0.033 0.752
Tops Skirts RGB 1 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 10 0.737 0.034 0.741
Tops Shorts * 1 SVM(RBF) C: 1000, gamma: 0.1 Radon - None 42 0.736 0.073 0.725
Tops Shorts RGB Hist. SVM(RBF) C: 1000, gamma: 0.01 All 2 PCA 39 0.736 0.088 0.729
All All * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 152 0.736 0.028 0.743
Tops Pants RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 97 0.736 0.032 0.704
All All HSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 None 92 0.736 0.018 0.742
Tops Jeans RGB 5 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.736 0.045 0.767
Tops Jeans HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 19 0.736 0.079 0.786
Tops Jeans * Hist. SVM(RBF) C: 100, gamma: 0.1 None - ICA 28 0.736 0.027 0.767
Tops Jeans * Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.736 0.066 0.790
All All * Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 45 0.736 0.028 0.761
Tops Skirts HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 34 0.736 0.054 0.765
Tops Skirts RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 122 0.736 0.055 0.808
All All * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 116 0.736 0.024 0.748
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 None 110 0.736 0.022 0.692
Tops Pants HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 97 0.736 0.020 0.684
Tops Pants * 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 152 0.736 0.070 0.811
Tops Skirts RGBHSV 5 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.736 0.046 0.686
Tops Pants RGB 5 SVM(RBF) C: 100, gamma: 0.01 All 5 ICA 100 0.736 0.043 0.727
Tops Pants RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.736 0.024 0.709
Tops Pants * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.736 0.035 0.829
Tops Shorts HSV 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 PCA 37 0.736 0.054 0.832
Tops Shorts * 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 37 0.736 0.099 0.836
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Tops Jeans * 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 22 0.736 0.048 0.805
Tops Pants * 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 114 0.736 0.065 0.694
Tops Skirts H Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.736 0.044 0.658
Tops Shorts * Hist. SVM(RBF) C: 10000, gamma: 0.1 All 10 ICA 100 0.736 0.057 0.689
Tops Pants RGB Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 57 0.736 0.018 0.696
Tops Jeans RGB Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 10 PCA 39 0.736 0.089 0.845
Tops Shorts H Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 PCA 39 0.736 0.090 0.829
Tops Shorts HSV Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 26 0.736 0.091 0.746
All All RGBHSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 86 0.736 0.034 0.761
All All * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 152 0.736 0.028 0.751
All All RGB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 34 0.736 0.025 0.730
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 None 92 0.735 0.031 0.789
All All * 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 152 0.735 0.020 0.747
Tops Skirts * 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 152 0.735 0.056 0.808
Tops Skirts * Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 54 0.735 0.032 0.600
Tops Skirts * Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 57 0.735 0.032 0.600
Tops Pants RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 97 0.735 0.056 0.735
Tops Jeans RGB 1 SVM(RBF) C: 10, gamma: 0.01 Radon - PCA 17 0.735 0.040 0.771
All All * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 116 0.735 0.026 0.749
Tops Jeans * 5 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.735 0.045 0.767
Tops Jeans RGB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 17 0.735 0.082 0.810
Tops Pants RGB 3 SVM(RBF) C: 1000, gamma: 0.01 Radon - None 42 0.735 0.031 0.704
All All RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 None 158 0.735 0.032 0.705
Tops Skirts HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 None 68 0.735 0.050 0.761
Tops Skirts * 1 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 34 0.735 0.035 0.735
Tops Skirts HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 None 80 0.735 0.033 0.771
Tops Skirts HSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 74 0.735 0.053 0.776
Tops Skirts * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 152 0.735 0.027 0.724
Tops Skirts * 3 SVM(RBF) C: 1000, gamma: 0.1 Radon - ICA 51 0.735 0.030 0.600
Tops Skirts H Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 24 0.735 0.030 0.733
Tops Jeans HSV 5 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.735 0.047 0.767
Tops Jeans * 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.735 0.052 0.774
Tops Jeans * 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - PCA 19 0.735 0.051 0.774
All All RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 58 0.735 0.022 0.748
All All RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 82 0.735 0.023 0.761
All All RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 45 0.735 0.028 0.695
All All HSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 80 0.735 0.016 0.732
Tops Skirts HSV 2 SVM(RBF) C: 100, gamma: 0.01 All 5 None 74 0.735 0.042 0.727
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.735 0.017 0.707
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.735 0.033 0.767
Tops Skirts RGB 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 20 0.735 0.046 0.773
Tops Skirts * 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - None 114 0.735 0.019 0.742
Tops Skirts RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 Radon - PCA 36 0.735 0.020 0.733
Tops Shorts RGB 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 None 80 0.734 0.117 0.871
Tops Shorts RGBHSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 None 122 0.734 0.032 0.857
Tops Jeans RGB 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 37 0.734 0.052 0.783
Tops Shorts * 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 114 0.734 0.083 0.829
Tops Shorts HSV Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 5 None 110 0.734 0.143 0.893
Tops Shorts RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - None 120 0.734 0.108 0.764
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 All 2 None 116 0.734 0.035 0.767
Tops Skirts * Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 206 0.734 0.071 0.767
All All RGBHSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 86 0.734 0.029 0.763
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.734 0.014 0.726
All All * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 None 116 0.734 0.021 0.747
Tops Skirts HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 10 None 68 0.734 0.041 0.752
Tops Skirts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 98 0.734 0.058 0.795
Tops Jeans RGB 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.734 0.050 0.776
Tops Jeans HSV 3 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 22 0.734 0.028 0.769
Tops Jeans * 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 22 0.734 0.043 0.755
Tops Skirts HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.734 0.034 0.697
Tops Pants * 1 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 97 0.734 0.067 0.707
Tops Pants * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 21 0.734 0.053 0.786
All All * Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - None 166 0.734 0.006 0.717
Tops Pants HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 39 0.734 0.044 0.753
Tops Pants HSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 39 0.734 0.038 0.755
Tops Shorts RGB 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 None 80 0.734 0.054 0.782
Tops Shorts HSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 92 0.734 0.084 0.804
Tops Shorts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 86 0.734 0.148 0.882
Tops Shorts * 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - None 58 0.734 0.102 0.843
All All * 2 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.734 0.028 0.709
Tops Shorts RGB 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 17 0.734 0.064 0.804
Tops Shorts * 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - None 78 0.734 0.066 0.789
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Tops Shorts RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 34 0.734 0.074 0.736
Tops Skirts RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 None 158 0.734 0.081 0.767
All All RGB 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 23 0.733 0.018 0.723
All All RGBHSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 98 0.733 0.020 0.729
Tops Jeans HSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 40 0.733 0.065 0.807
Tops Jeans RGBHSV Hist. SVM(RBF) C: 10000, gamma: 0.1 All 10 ICA 100 0.733 0.064 0.755
Tops Pants * 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 152 0.733 0.039 0.727
Tops Pants HSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 PCA 37 0.733 0.059 0.847
Tops Pants * 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 37 0.733 0.038 0.804
Tops Pants * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 206 0.733 0.059 0.776
All All RGB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 36 0.733 0.028 0.764
All All RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 60 0.733 0.016 0.729
Tops Skirts RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 36 0.733 0.067 0.765
All All * 3 SVM(RBF) C: 10, gamma: 0.1 Radon - None 78 0.733 0.020 0.708
Tops Jeans RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.733 0.044 0.767
Tops Jeans * 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 PCA 37 0.733 0.069 0.850
Tops Shorts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.733 0.068 0.782
Tops Shorts HSV 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 37 0.733 0.067 0.821
All All RGB Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 70 0.733 0.029 0.741
All All * 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.733 0.015 0.708
Tops Pants RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 97 0.733 0.040 0.699
Tops Skirts * 1 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 22 0.733 0.061 0.810
All All * 2 SVM(RBF) C: 10, gamma: 0.1 All 5 None 98 0.733 0.020 0.696
All All RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 84 0.733 0.021 0.738
All All * 1 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 34 0.732 0.025 0.722
All All * 3 SVM(RBF) C: 10, gamma: 0.1 All 5 None 116 0.732 0.017 0.723
Tops Jeans RGBHSV 5 SVM(RBF) C: 100, gamma: 0.01 All 2 ICA 100 0.732 0.048 0.776
All All * 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 25 0.732 0.041 0.780
Tops Jeans RGB 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - PCA 18 0.732 0.091 0.786
Tops Jeans H Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 39 0.732 0.069 0.831
All All * 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 116 0.732 0.035 0.734
All All * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 112 0.732 0.032 0.775
Tops Skirts * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 206 0.732 0.047 0.797
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 None 110 0.732 0.024 0.689
Tops Shorts RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 98 0.732 0.079 0.721
All All RGB 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 None 74 0.732 0.026 0.745
Tops Shorts RGBHSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 122 0.732 0.127 0.886
Tops Shorts RGBHSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 PCA 37 0.732 0.065 0.632
Tops Pants RGBHSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 PCA 37 0.732 0.069 0.776
Tops Shorts RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.732 0.049 0.743
Tops Pants * 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 PCA 37 0.732 0.032 0.796
Tops Pants RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 Radon - None 60 0.732 0.047 0.717
Tops Pants * 5 SVM(RBF) C: 1000, gamma: 0.01 None - None 94 0.732 0.048 0.719
Tops Skirts HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 74 0.732 0.032 0.746
Tops Skirts * 5 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 51 0.732 0.030 0.600
Tops Skirts HSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 42 0.732 0.033 0.729
All All RGB 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 42 0.732 0.031 0.757
Tops Skirts * Hist. SVM(RBF) C: 10000, gamma: 0.1 All 10 ICA 100 0.732 0.041 0.628
Tops Skirts HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 55 0.732 0.069 0.744
All All * Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 45 0.732 0.026 0.697
All All RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 122 0.732 0.021 0.733
Tops Jeans RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 36 0.732 0.049 0.788
Tops Jeans H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 38 0.732 0.053 0.724
Tops Jeans H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 39 0.732 0.041 0.752
All All RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 45 0.732 0.033 0.668
Tops Jeans H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 39 0.732 0.029 0.762
All All RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 5 None 98 0.732 0.018 0.725
Tops Pants HSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 74 0.732 0.035 0.658
Tops Skirts RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.732 0.030 0.600
Tops Skirts HSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 72 0.732 0.057 0.761
All All RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 Radon - None 60 0.732 0.023 0.701
Tops Shorts RGBHSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 None 122 0.731 0.123 0.886
Tops Shorts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 None 122 0.731 0.098 0.761
Tops Shorts * 5 SVM(RBF) C: 100, gamma: 0.1 All 2 None 152 0.731 0.097 0.764
Tops Shorts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.731 0.097 0.761
Tops Jeans H Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.731 0.070 0.767
Tops Shorts H Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 39 0.731 0.052 0.793
Tops Jeans HSV Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 30 0.731 0.024 0.783
Tops Shorts * 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 94 0.731 0.079 0.764
All All RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 98 0.731 0.019 0.733
Tops Skirts RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 10 None 68 0.731 0.038 0.733
All All * 3 SVM(RBF) C: 10, gamma: 0.1 All 2 None 116 0.731 0.012 0.731
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Tops Skirts RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 None 158 0.731 0.076 0.771
All All RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - None 118 0.731 0.012 0.705
Tops Pants HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 92 0.731 0.028 0.732
Tops Pants RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.731 0.040 0.686
Tops Jeans RGB 1 SVM(RBF) C: 10, gamma: 0.01 HOG - None 28 0.731 0.045 0.793
Tops Jeans HSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 52 0.731 0.066 0.810
Tops Jeans RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 HOG - None 58 0.731 0.078 0.814
Tops Jeans RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.731 0.046 0.776
Tops Jeans RGB 3 SVM(RBF) C: 10, gamma: 0.01 Radon - PCA 18 0.731 0.033 0.776
All All HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 70 0.731 0.026 0.751
Tops Jeans HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 22 0.731 0.059 0.781
Tops Skirts RGB 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 92 0.731 0.067 0.759
All All * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 37 0.731 0.036 0.757
Tops Skirts RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 84 0.731 0.023 0.741
Tops Skirts RGB 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 22 0.731 0.029 0.782
Tops Shorts RGB 5 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 2 None 92 0.731 0.103 0.875
Tops Shorts RGB Hist. SVM(RBF) C: 10000, gamma: 0.01 All 2 None 110 0.731 0.085 0.729
Tops Shorts HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.731 0.066 0.718
Tops Shorts H Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - PCA 19 0.731 0.119 0.829
Tops Shorts * Hist. Random Forest max_depth: 6, n_estimators: 100, random_state: 0 HOG - PCA 21 0.731 0.066 0.789
Tops Shorts HSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 26 0.731 0.036 0.732
All All RGB 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 22 0.731 0.039 0.760
Tops Pants * 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 58 0.731 0.036 0.722
Tops Pants HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.731 0.043 0.773
Tops Pants RGBHSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 21 0.731 0.042 0.760
Tops Pants * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 78 0.731 0.037 0.707
All All RGBHSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 None 98 0.731 0.016 0.736
Tops Jeans * 3 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.731 0.041 0.762
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.731 0.032 0.765
Tops Skirts RGB 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 37 0.731 0.050 0.765
Tops Jeans RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.731 0.024 0.790
Tops Skirts HSV 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - None 36 0.731 0.025 0.741
Tops Skirts RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 158 0.731 0.071 0.763
Tops Skirts H Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 None 78 0.731 0.043 0.754
Tops Skirts RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 36 0.731 0.042 0.782
Tops Skirts HSV 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 16 0.731 0.014 0.727
All All RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 86 0.730 0.023 0.748
All All * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 78 0.730 0.022 0.790
Tops Pants RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 80 0.730 0.048 0.793
Tops Skirts * 2 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.730 0.054 0.662
Tops Skirts RGB 5 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.730 0.032 0.744
Tops Skirts HSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 37 0.730 0.057 0.776
Tops Skirts RGB 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 PCA 37 0.730 0.048 0.782
Tops Skirts * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 60 0.730 0.032 0.754
Tops Skirts RGB Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 2 None 110 0.730 0.080 0.786
Tops Skirts RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 None 158 0.730 0.030 0.758
Tops Skirts RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 55 0.730 0.030 0.758
Tops Pants LAB 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 16 0.730 0.064 0.722
Tops Shorts HSV 1 SVM(RBF) C: 10000, gamma: 0.1 Radon - None 30 0.730 0.074 0.714
Tops Shorts HSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 74 0.730 0.057 0.789
Tops Jeans RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.730 0.047 0.767
Tops Jeans RGBHSV 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.730 0.047 0.788
Tops Shorts * 5 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 37 0.730 0.099 0.764
Tops Jeans RGBHSV 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.730 0.047 0.788
All All RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 54 0.730 0.033 0.748
Tops Shorts RGBHSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 158 0.730 0.103 0.836
Tops Shorts * Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 166 0.730 0.041 0.829
All All RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - PCA 35 0.730 0.039 0.763
Tops Shorts RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 26 0.730 0.044 0.793
Tops Shorts RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 16 0.730 0.140 0.764
Tops Shorts * 1 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 22 0.730 0.059 0.775
All All RGB 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 74 0.730 0.023 0.737
All All HSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 None 74 0.730 0.019 0.736
All All RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 None 98 0.730 0.013 0.725
Tops Skirts RGB 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 PCA 37 0.730 0.048 0.758
Tops Skirts RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 None 110 0.730 0.029 0.759
Tops Skirts RGB Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 70 0.730 0.074 0.788
All All * Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 37 0.730 0.025 0.669
Tops Skirts RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 55 0.730 0.029 0.759
Tops Pants HSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 54 0.730 0.050 0.717
All All * Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 37 0.730 0.025 0.670
Tops Jeans RGB 2 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.730 0.044 0.767
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Tops Jeans RGBHSV 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 5 PCA 37 0.730 0.029 0.750
Tops Jeans RGB Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 39 0.730 0.055 0.788
Tops Jeans HSV 3 SVM(RBF) C: 10, gamma: 0.01 None - None 22 0.730 0.051 0.788
All All RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 45 0.729 0.028 0.704
All All HSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 34 0.729 0.020 0.743
Tops Shorts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 98 0.729 0.132 0.879
All All RGBHSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 122 0.729 0.025 0.737
Tops Skirts * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.729 0.063 0.769
Tops Shorts * 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 PCA 37 0.729 0.095 0.818
Tops Skirts * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 78 0.729 0.028 0.752
Tops Skirts HSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 None 110 0.729 0.068 0.797
Tops Shorts * Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 PCA 39 0.729 0.016 0.736
Tops Skirts * Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - None 168 0.729 0.017 0.714
All All RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 64 0.729 0.024 0.756
All All RGBHSV 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 None 122 0.729 0.015 0.738
All All * 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 112 0.729 0.030 0.756
Tops Pants * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 21 0.729 0.053 0.630
Tops Pants * 3 SVM(RBF) C: 10, gamma: 0.1 Radon - None 78 0.729 0.046 0.717
Tops Pants LAB 3 SVM(RBF) C: 1000, gamma: 0.1 None - None 22 0.729 0.040 0.722
Tops Skirts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.729 0.034 0.726
Tops Skirts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 40 0.729 0.022 0.733
All All RGBHSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 25 0.729 0.024 0.746
All All * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 206 0.729 0.027 0.724
All All RGB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 34 0.729 0.039 0.765
All All * Hist. SVM(RBF) C: 10000, gamma: 0.1 All 5 ICA 100 0.729 0.022 0.649
Tops Pants * 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 14 0.729 0.050 0.699
Tops Pants * 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 14 0.729 0.050 0.699
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 None 122 0.729 0.029 0.767
Tops Shorts RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 2 None 80 0.729 0.096 0.757
Tops Shorts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 None 98 0.729 0.084 0.729
Tops Shorts * 3 SVM(RBF) C: 10, gamma: 0.1 All 2 None 116 0.729 0.091 0.754
All All RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 122 0.729 0.033 0.762
Tops Pants RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 82 0.729 0.049 0.730
Tops Shorts * 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - None 76 0.729 0.075 0.821
Tops Jeans * 3 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.729 0.047 0.767
Tops Skirts RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.729 0.051 0.677
Tops Shorts RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.729 0.096 0.754
Tops Skirts HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 54 0.729 0.024 0.765
Tops Shorts RGB 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 42 0.729 0.116 0.875
Tops Pants RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 110 0.729 0.056 0.796
Tops Skirts RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 158 0.729 0.057 0.816
Tops Skirts * Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 206 0.729 0.070 0.765
All All RGB Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 29 0.729 0.037 0.764
Tops Skirts RGB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 34 0.729 0.030 0.773
Tops Skirts * 5 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 None - None 94 0.729 0.023 0.735
All All RGBHSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 37 0.728 0.016 0.720
All All HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 72 0.728 0.031 0.750
All All RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 5 None 92 0.728 0.016 0.708
Tops Skirts HSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 19 0.728 0.020 0.733
All All * 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 PCA 37 0.728 0.034 0.726
Tops Skirts HSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 19 0.728 0.020 0.733
Tops Skirts * Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 None 206 0.728 0.075 0.776
Tops Skirts * Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.728 0.039 0.632
Tops Pants HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 97 0.728 0.061 0.684
All All RGB 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 80 0.728 0.028 0.741
Tops Jeans RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.728 0.027 0.767
Tops Pants * 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 22 0.728 0.043 0.694
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 Radon - None 48 0.728 0.028 0.698
Tops Pants RGB 3 SVM(RBF) C: 1000, gamma: 0.1 None - None 22 0.728 0.029 0.727
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 41 0.728 0.019 0.711
Tops Shorts RGB 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 92 0.728 0.068 0.825
Tops Shorts RGB 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 80 0.728 0.121 0.879
Tops Shorts RGBHSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - None 82 0.728 0.077 0.896
Tops Shorts RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 54 0.728 0.113 0.875
All All * 2 SVM(RBF) C: 10, gamma: 0.1 All 10 None 98 0.728 0.023 0.696
All All RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 92 0.728 0.028 0.744
All All RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 98 0.728 0.014 0.719
Tops Skirts RGBHSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 98 0.728 0.076 0.776
Tops Skirts RGB 3 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.728 0.035 0.729
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.728 0.037 0.773
Tops Skirts * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 37 0.728 0.044 0.769
All All RGB 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 37 0.728 0.020 0.730
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All All * Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 166 0.728 0.040 0.750
All All RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 40 0.728 0.021 0.746
Tops Jeans HSV 3 SVM(RBF) C: 100, gamma: 0.01 None - ICA 22 0.728 0.042 0.767
Tops Pants RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.728 0.074 0.719
All All * 1 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 22 0.728 0.043 0.772
Tops Skirts RGBHSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 122 0.727 0.061 0.793
Tops Skirts * 3 SVM(RBF) C: 10000, gamma: 0.1 HOG - ICA 48 0.727 0.039 0.600
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.727 0.037 0.748
Tops Skirts RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - None 120 0.727 0.018 0.729
All All RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 10 None 92 0.727 0.018 0.668
All All RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 120 0.727 0.028 0.732
Tops Skirts RGB 3 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 80 0.727 0.037 0.733
Tops Shorts RGB 3 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 80 0.727 0.086 0.743
Tops Shorts * 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 152 0.727 0.105 0.818
Tops Skirts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 All 5 None 86 0.727 0.040 0.729
Tops Shorts RGBHSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 98 0.727 0.065 0.843
Tops Shorts * 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 152 0.727 0.103 0.825
Tops Jeans HSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 52 0.727 0.066 0.783
Tops Skirts HSV 5 SVM(RBF) C: 10000, gamma: 0.01 HOG - ICA 48 0.727 0.053 0.639
Tops Skirts HSV 2 SVM(RBF) C: 10, gamma: 0.1 Radon - None 36 0.727 0.028 0.699
All All RGB Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 None 110 0.727 0.023 0.719
Tops Skirts RGB Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 None 110 0.727 0.074 0.773
Tops Jeans RGB Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 54 0.727 0.046 0.767
Tops Shorts H Hist. SVM(RBF) C: 10000, gamma: 0.01 All 2 PCA 39 0.727 0.073 0.725
Tops Jeans HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 39 0.727 0.035 0.776
Tops Skirts * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 58 0.727 0.021 0.733
Tops Pants HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.727 0.042 0.804
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.727 0.013 0.709
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 Radon - None 42 0.727 0.047 0.722
Tops Pants RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 25 0.727 0.048 0.765
All All H Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 39 0.727 0.040 0.724
Tops Pants RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 25 0.727 0.048 0.765
Tops Skirts RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 2 None 68 0.727 0.066 0.737
Tops Skirts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 10 None 74 0.727 0.035 0.712
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 All 10 None 152 0.727 0.035 0.756
Tops Skirts * 2 SVM(RBF) C: 100, gamma: 0.01 All 5 None 98 0.727 0.037 0.735
Tops Jeans HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.727 0.053 0.767
Tops Jeans RGB 3 SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 48 0.727 0.049 0.767
Tops Jeans HSV 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - PCA 19 0.727 0.069 0.817
Tops Skirts RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 118 0.727 0.074 0.789
Tops Skirts * Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 39 0.727 0.030 0.752
Tops Jeans RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 29 0.727 0.101 0.736
Tops Skirts * Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - PCA 30 0.727 0.080 0.816
Tops Skirts HSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 34 0.727 0.021 0.750
All All * 3 SVM(RBF) C: 10000, gamma: 0.1 All 2 ICA 100 0.727 0.022 0.649
All All * 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 30 0.727 0.020 0.736
Tops Pants * 1 SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 40 0.727 0.055 0.699
Tops Pants RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 80 0.727 0.048 0.760
Tops Pants * 3 SVM(RBF) C: 1000, gamma: 0.01 HOG - None 76 0.727 0.024 0.704
Tops Pants * 5 SVM(RBF) C: 100, gamma: 0.01 All 10 ICA 100 0.727 0.038 0.686
Tops Pants * 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 37 0.727 0.035 0.747
All All RGB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 17 0.727 0.020 0.708
Tops Pants HSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - PCA 23 0.727 0.032 0.727
Tops Shorts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 None 74 0.726 0.075 0.754
Tops Shorts HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 34 0.726 0.063 0.746
Tops Skirts RGB 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 None 74 0.726 0.069 0.765
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 All 2 None 152 0.726 0.032 0.765
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.726 0.047 0.759
Tops Skirts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 60 0.726 0.028 0.741
Tops Skirts H Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 78 0.726 0.060 0.759
All All * 1 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 34 0.726 0.031 0.721
Tops Pants RGBHSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 86 0.726 0.019 0.714
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 82 0.726 0.033 0.751
Tops Pants HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.726 0.052 0.760
Tops Pants RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 36 0.726 0.056 0.793
Tops Pants H Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 57 0.726 0.007 0.696
Tops Pants HSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 PCA 39 0.726 0.086 0.824
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.01 Radon - PCA 26 0.726 0.054 0.724
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 None 98 0.726 0.031 0.761
All All * 3 SVM(RBF) C: 10, gamma: 0.1 All 10 None 116 0.726 0.019 0.696
Tops Skirts RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 80 0.726 0.095 0.827
Tops Skirts RGBHSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 158 0.726 0.103 0.829
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Tops Skirts * Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 None 206 0.726 0.028 0.763
All All RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 158 0.726 0.033 0.749
Tops Skirts * Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 39 0.726 0.031 0.754
Tops Shorts HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 None 68 0.726 0.065 0.754
All All RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 34 0.726 0.026 0.724
Tops Jeans * 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 PCA 37 0.726 0.064 0.798
Tops Shorts RGB 3 SVM(RBF) C: 1000, gamma: 0.01 All 10 PCA 37 0.726 0.085 0.743
Tops Shorts HSV 5 SVM(RBF) C: 1000, gamma: 0.1 All 2 PCA 37 0.726 0.074 0.725
Tops Shorts RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 37 0.726 0.078 0.786
Tops Shorts * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 17 0.726 0.079 0.796
Tops Jeans HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 110 0.726 0.047 0.798
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.726 0.047 0.684
Tops Skirts RGB 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 17 0.726 0.060 0.769
Tops Skirts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - None 48 0.726 0.028 0.748
Tops Skirts HSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - None 70 0.726 0.079 0.780
Tops Pants * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 98 0.726 0.058 0.753
All All RGBHSV 5 SVM(RBF) C: 10000, gamma: 0.1 All 5 ICA 100 0.725 0.020 0.649
All All * 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.725 0.008 0.709
All All HSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 None 110 0.725 0.025 0.746
All All RGB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 74 0.725 0.018 0.724
All All RGB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 52 0.725 0.031 0.741
All All RGB 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 37 0.725 0.023 0.743
Tops Skirts RGB 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 5 PCA 37 0.725 0.036 0.759
Tops Skirts RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.725 0.023 0.752
Tops Skirts RGBHSV 5 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.725 0.036 0.748
All All * 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 27 0.725 0.043 0.743
All All * Hist. SVM(RBF) C: 10000, gamma: 0.1 All 10 ICA 100 0.725 0.022 0.649
All All * Hist. SVM(RBF) C: 10000, gamma: 0.1 All 2 ICA 100 0.725 0.022 0.649
Tops Jeans HSV Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 57 0.725 0.075 0.771
Tops Shorts HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 2 None 92 0.725 0.075 0.725
All All RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 2 None 92 0.725 0.005 0.703
Tops Shorts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 98 0.725 0.132 0.879
Tops Shorts RGBHSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 122 0.725 0.076 0.857
Tops Shorts * 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.725 0.093 0.746
Tops Pants RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 22 0.725 0.049 0.686
Tops Shorts RGBHSV 3 SVM(RBF) C: 10000, gamma: 0.1 Radon - PCA 20 0.725 0.066 0.679
Tops Pants * 2 SVM(RBF) C: 1000, gamma: 0.01 None - None 40 0.725 0.040 0.730
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 All 5 None 86 0.725 0.019 0.700
All All * 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 30 0.725 0.021 0.681
Tops Jeans RGBHSV 1 SVM(RBF) C: 100, gamma: 0.01 All 5 ICA 97 0.725 0.052 0.769
All All RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 None 98 0.725 0.020 0.692
Tops Jeans RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 100 0.725 0.046 0.755
Tops Skirts * 5 SVM(RBF) C: 10000, gamma: 0.1 HOG - ICA 48 0.725 0.041 0.600
Tops Jeans RGB 2 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.725 0.033 0.767
All All * 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 27 0.725 0.043 0.742
Tops Jeans * Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 39 0.725 0.020 0.729
Tops Skirts H Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 39 0.725 0.057 0.756
Tops Skirts RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 36 0.725 0.057 0.724
All All RGB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 92 0.725 0.025 0.743
Tops Pants * 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 40 0.725 0.039 0.704
All All * 2 SVM(RBF) C: 10, gamma: 0.1 All 2 None 98 0.725 0.020 0.705
Tops Pants HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 74 0.725 0.035 0.758
Tops Pants RGB 5 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.725 0.028 0.709
Tops Pants RGB Hist. SVM(RBF) C: 10000, gamma: 0.1 None - ICA 28 0.725 0.024 0.691
Tops Pants HSV Hist. SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.725 0.047 0.702
Tops Pants HSV Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 54 0.725 0.026 0.696
Tops Pants H Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 54 0.725 0.047 0.691
Tops Pants RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 25 0.725 0.032 0.788
Tops Shorts * 1 SVM(RBF) C: 1000, gamma: 0.1 All 2 None 80 0.724 0.091 0.750
Tops Shorts * 1 SVM(RBF) C: 1000, gamma: 0.1 All 2 PCA 34 0.724 0.091 0.757
Tops Shorts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.724 0.086 0.729
Tops Jeans RGB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 18 0.724 0.057 0.800
Tops Skirts RGB 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 None 80 0.724 0.068 0.778
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 46 0.724 0.028 0.720
Tops Skirts * 3 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.724 0.039 0.652
Tops Skirts HSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.724 0.053 0.810
Tops Skirts HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.724 0.057 0.750
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 25 0.724 0.045 0.690
Tops Skirts * 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - PCA 25 0.724 0.041 0.769
All All RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 48 0.724 0.019 0.780
Tops Skirts * Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - None 166 0.724 0.018 0.752
Tops Skirts RGB Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 ICA 100 0.724 0.058 0.648
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Tops Skirts RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 55 0.724 0.052 0.752
Tops Skirts RGBHSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 64 0.724 0.021 0.754
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 30 0.724 0.005 0.695
All All RGB Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 110 0.724 0.029 0.733
All All RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 158 0.724 0.033 0.748
All All * 1 SVM(RBF) C: 10, gamma: 0.1 All 10 None 80 0.724 0.034 0.701
Tops Jeans HSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 97 0.724 0.061 0.779
Tops Jeans RGBHSV 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 PCA 37 0.724 0.051 0.798
All All RGBHSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.724 0.015 0.714
Tops Jeans * 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 22 0.724 0.047 0.774
Tops Jeans HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 39 0.724 0.045 0.764
All All * Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - PCA 40 0.724 0.031 0.762
Tops Skirts RGB 5 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 10 None 92 0.724 0.071 0.771
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 None 122 0.724 0.033 0.758
Tops Skirts RGB 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 40 0.724 0.066 0.771
Tops Skirts * Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 166 0.724 0.065 0.769
Tops Shorts HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.724 0.049 0.718
Tops Shorts RGB 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 2 PCA 37 0.724 0.082 0.761
All All * 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 30 0.724 0.005 0.688
Tops Shorts * Hist. SVM(RBF) C: 10000, gamma: 0.01 HOG - None 166 0.724 0.091 0.779
Tops Shorts HSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 72 0.724 0.095 0.857
Tops Shorts * Hist. SVM(RBF) C: 100, gamma: 0.01 Radon - None 168 0.724 0.120 0.768
Tops Pants * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 39 0.724 0.039 0.763
Tops Pants RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.01 None - None 40 0.724 0.061 0.696
All All * 2 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.723 0.035 0.706
All All H Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 40 0.723 0.035 0.746
All All RGB 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 40 0.723 0.030 0.733
Tops Skirts * Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 None 206 0.723 0.027 0.759
Tops Skirts H Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 None 78 0.723 0.075 0.786
All All H Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 38 0.723 0.029 0.725
Tops Skirts H Hist. SVM(RBF) C: 1000, gamma: 0.1 HOG - ICA 54 0.723 0.051 0.600
Tops Skirts HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 55 0.723 0.052 0.842
All All RGB 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 80 0.723 0.023 0.737
Tops Pants * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.723 0.067 0.765
All All RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 35 0.723 0.036 0.682
Tops Shorts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 34 0.723 0.075 0.757
Tops Skirts * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 152 0.723 0.034 0.799
Tops Shorts RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 2 None 92 0.723 0.123 0.757
Tops Skirts HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 5 None 80 0.723 0.052 0.752
Tops Jeans * 3 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.723 0.027 0.762
Tops Skirts RGBHSV 5 SVM(RBF) C: 10000, gamma: 0.1 HOG - ICA 48 0.723 0.038 0.600
Tops Jeans RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.723 0.020 0.793
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 25 0.723 0.046 0.695
All All RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 158 0.723 0.026 0.724
All All RGB Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 110 0.723 0.029 0.728
Tops Skirts * Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 39 0.723 0.030 0.756
All All RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 25 0.723 0.033 0.747
All All RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 60 0.723 0.033 0.727
All All RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 35 0.723 0.036 0.683
All All RGBHSV 1 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 16 0.723 0.052 0.763
All All RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 54 0.723 0.048 0.710
Tops Skirts RGBHSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 122 0.723 0.054 0.814
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 All 10 None 116 0.723 0.031 0.771
Tops Skirts HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 5 None 92 0.723 0.045 0.769
Tops Skirts * 2 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.723 0.057 0.680
Tops Skirts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 Radon - None 48 0.723 0.033 0.690
Tops Skirts RGBHSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 120 0.723 0.018 0.741
Tops Skirts LAB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 34 0.723 0.039 0.758
All All * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 58 0.723 0.051 0.748
Tops Jeans RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 58 0.722 0.065 0.845
Tops Jeans RGB 5 SVM(RBF) C: 100, gamma: 0.01 None - ICA 22 0.722 0.051 0.767
Tops Pants RGB 2 SVM(RBF) C: 10000, gamma: 0.01 All 2 ICA 100 0.722 0.108 0.689
Tops Pants HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.722 0.049 0.681
Tops Jeans RGBHSV 3 SVM(RBF) C: 10, gamma: 0.01 All 5 ICA 100 0.722 0.052 0.774
All All HSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 110 0.722 0.029 0.741
Tops Pants HSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 39 0.722 0.082 0.730
Tops Skirts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 34 0.722 0.068 0.731
Tops Skirts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 86 0.722 0.059 0.746
All All RGB 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 None 92 0.722 0.014 0.733
All All * Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 206 0.722 0.038 0.748
Tops Shorts RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.722 0.126 0.757
Tops Shorts HSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 37 0.722 0.095 0.739
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Tops Shorts RGBHSV 5 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 5 PCA 37 0.722 0.081 0.771
All All RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 122 0.722 0.027 0.752
Tops Jeans HSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 40 0.722 0.041 0.767
All All * 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 58 0.722 0.029 0.722
Tops Jeans RGB Hist. SVM(RBF) C: 100, gamma: 0.1 None - ICA 28 0.722 0.043 0.767
Tops Pants HSV Hist. SVM(RBF) C: 10000, gamma: 0.1 None - ICA 28 0.722 0.027 0.691
Tops Skirts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 46 0.722 0.061 0.761
Tops Skirts * 2 SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 48 0.722 0.030 0.600
Tops Skirts * Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 HOG - PCA 29 0.722 0.059 0.784
Tops Skirts HSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 72 0.722 0.045 0.780
All All RGB 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 None 80 0.722 0.013 0.727
All All * 5 SVM(RBF) C: 10000, gamma: 0.1 All 10 ICA 100 0.722 0.015 0.649
All All RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.722 0.014 0.711
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 41 0.722 0.015 0.680
All All H Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 28 0.722 0.011 0.707
Tops Skirts RGB 5 SVM(RBF) C: 100, gamma: 0.01 All 10 None 92 0.721 0.031 0.733
Tops Shorts * 5 SVM(RBF) C: 100, gamma: 0.1 All 10 None 152 0.721 0.109 0.739
Tops Shorts HSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 None 80 0.721 0.069 0.821
Tops Shorts * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 116 0.721 0.103 0.814
Tops Skirts RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 52 0.721 0.066 0.735
Tops Skirts HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 34 0.721 0.057 0.758
Tops Jeans RGB 3 SVM(RBF) C: 10, gamma: 0.01 HOG - None 40 0.721 0.058 0.795
Tops Pants RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.721 0.052 0.707
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.721 0.039 0.754
Tops Pants RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.721 0.052 0.707
Tops Shorts HSV 5 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 20 0.721 0.065 0.675
Tops Shorts H Hist. SVM(RBF) C: 10000, gamma: 0.01 All 2 None 78 0.721 0.075 0.725
All All RGB Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 72 0.721 0.018 0.712
Tops Skirts LAB 1 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 10 0.721 0.043 0.752
All All * 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 27 0.721 0.020 0.745
All All HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 None 110 0.721 0.028 0.701
All All RGBHSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 86 0.721 0.010 0.691
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 25 0.721 0.046 0.738
Tops Skirts * 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 None 152 0.721 0.061 0.761
Tops Skirts RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 2 None 80 0.721 0.053 0.726
Tops Skirts RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 86 0.721 0.047 0.788
All All RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.1 All 10 ICA 100 0.721 0.016 0.650
All All RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.721 0.020 0.699
Tops Skirts RGB 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - PCA 20 0.721 0.065 0.836
Tops Skirts RGB Hist. SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.721 0.041 0.639
All All * Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - None 168 0.721 0.030 0.737
All All HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 None 92 0.721 0.027 0.715
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 25 0.721 0.046 0.737
Tops Pants HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.721 0.041 0.719
Tops Pants * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.721 0.047 0.753
All All * Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 206 0.721 0.039 0.743
Tops Pants LAB 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 34 0.721 0.039 0.773
Tops Skirts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 None 74 0.721 0.067 0.731
Tops Shorts RGB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 92 0.721 0.125 0.875
Tops Skirts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 98 0.721 0.022 0.795
Tops Shorts * 5 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 37 0.721 0.109 0.729
All All * 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 37 0.721 0.025 0.749
Tops Skirts * 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.721 0.073 0.803
Tops Shorts RGBHSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 84 0.721 0.082 0.782
Tops Skirts HSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 110 0.721 0.062 0.756
Tops Shorts RGBHSV Hist. SVM(RBF) C: 10000, gamma: 0.01 Radon - ICA 57 0.721 0.087 0.643
Tops Skirts HSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 22 0.721 0.024 0.722
Tops Shorts RGB 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 22 0.721 0.081 0.671
All All * 1 SVM(RBF) C: 100, gamma: 0.1 Radon - None 42 0.721 0.031 0.693
All All * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.721 0.032 0.725
Tops Jeans RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.721 0.059 0.779
Tops Pants RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 34 0.720 0.042 0.707
Tops Pants RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 14 0.720 0.052 0.694
Tops Pants RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 14 0.720 0.052 0.694
Tops Pants RGBHSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 86 0.720 0.060 0.722
All All RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.720 0.022 0.714
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 25 0.720 0.052 0.745
All All RGB Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 41 0.720 0.013 0.724
Tops Pants * Hist. SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 25 0.720 0.052 0.745
All All HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 29 0.720 0.028 0.725
Tops Pants HSV Hist. SVM(RBF) C: 100, gamma: 0.01 Radon - None 72 0.720 0.045 0.740
Tops Pants H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 40 0.720 0.035 0.763
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Tops Skirts HSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 None 74 0.720 0.062 0.748
Tops Skirts RGBHSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 122 0.720 0.063 0.739
Tops Skirts * 3 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.720 0.063 0.660
Tops Skirts HSV 2 SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.720 0.059 0.662
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.720 0.039 0.756
Tops Skirts RGBHSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.720 0.077 0.831
Tops Skirts HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 110 0.720 0.071 0.782
Tops Skirts * Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 None 206 0.720 0.028 0.746
Tops Skirts H Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 24 0.720 0.059 0.795
Tops Skirts H Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - None 40 0.720 0.057 0.759
All All * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 98 0.720 0.014 0.717
All All RGB 1 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 10 0.720 0.029 0.735
All All * 3 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.720 0.018 0.718
Tops Shorts RGB 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 97 0.720 0.069 0.711
Tops Shorts * 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 None 116 0.720 0.102 0.796
Tops Shorts RGB 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 None 92 0.720 0.121 0.882
Tops Shorts RGB 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 17 0.720 0.097 0.768
Tops Jeans RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 18 0.720 0.041 0.805
Tops Shorts RGB 2 SVM(RBF) C: 100, gamma: 0.1 Radon - None 36 0.720 0.056 0.700
All All * Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - None 168 0.720 0.017 0.701
Tops Skirts * 1 SVM(RBF) C: 10, gamma: 0.1 All 5 None 80 0.720 0.063 0.733
Tops Pants RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 97 0.720 0.028 0.699
Tops Pants RGB 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 92 0.720 0.058 0.796
Tops Skirts HSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 40 0.720 0.030 0.722
Tops Pants RGB 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 34 0.720 0.037 0.737
Tops Pants RGB 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.720 0.044 0.732
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.720 0.032 0.767
Tops Pants RGB 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.720 0.044 0.732
Tops Skirts * 2 SVM(RBF) C: 10, gamma: 0.1 Radon - None 60 0.720 0.034 0.684
Tops Pants HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 54 0.720 0.021 0.847
Tops Pants RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 84 0.720 0.057 0.735
Tops Skirts RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 None 158 0.720 0.036 0.769
Tops Skirts RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 118 0.720 0.054 0.776
Tops Skirts RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 55 0.720 0.036 0.769
All All RGB Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.720 0.012 0.649
All All RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 37 0.720 0.030 0.730
All All * 1 SVM(RBF) C: 10, gamma: 0.1 All 5 None 80 0.720 0.022 0.692
Tops Jeans HSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 48 0.720 0.039 0.767
Tops Skirts RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.720 0.031 0.735
Tops Jeans RGB 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 37 0.720 0.024 0.767
Tops Pants RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 100 0.719 0.054 0.704
Tops Pants RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.719 0.021 0.722
Tops Pants H Hist. SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.719 0.020 0.699
Tops Pants RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 64 0.719 0.031 0.793
Tops Shorts * Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 206 0.719 0.166 0.757
All All H Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 78 0.719 0.029 0.728
Tops Shorts RGBHSV Hist. SVM(RBF) C: 10000, gamma: 0.01 HOG - None 118 0.719 0.065 0.721
Tops Skirts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 2 None 74 0.719 0.059 0.716
Tops Skirts * 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - None 58 0.719 0.061 0.771
All All HSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 52 0.719 0.051 0.739
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 41 0.719 0.026 0.706
Tops Pants HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.719 0.047 0.704
Tops Skirts * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 98 0.719 0.062 0.758
Tops Skirts HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 80 0.719 0.057 0.780
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 52 0.719 0.034 0.731
Tops Skirts RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.719 0.060 0.735
Tops Skirts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 60 0.719 0.056 0.791
Tops Skirts RGB Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 55 0.719 0.051 0.793
Tops Skirts HSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 35 0.719 0.047 0.784
Tops Skirts RGB Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 36 0.719 0.034 0.761
All All * 5 SVM(RBF) C: 10, gamma: 0.1 None - None 94 0.719 0.032 0.760
All All RGB 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 37 0.719 0.015 0.712
All All H Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 78 0.719 0.023 0.720
Tops Shorts * 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 116 0.719 0.080 0.814
Tops Shorts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 58 0.719 0.089 0.729
Tops Jeans RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.719 0.057 0.802
Tops Shorts * 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 37 0.719 0.074 0.739
All All RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.719 0.021 0.716
Tops Shorts * Hist. SVM(RBF) C: 10000, gamma: 0.1 HOG - ICA 54 0.719 0.080 0.654
Tops Shorts * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 39 0.719 0.086 0.661
All All HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 None 92 0.719 0.036 0.719
All All RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 37 0.719 0.027 0.727
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Tops Pants * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 98 0.718 0.074 0.798
Tops Pants RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.718 0.045 0.691
Tops Skirts HSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 PCA 37 0.718 0.052 0.791
Tops Skirts HSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 22 0.718 0.046 0.673
Tops Pants * 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 114 0.718 0.065 0.737
Tops Pants RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 26 0.718 0.047 0.730
Tops Pants * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 168 0.718 0.023 0.852
All All HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 None 92 0.718 0.017 0.703
All All * 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 60 0.718 0.018 0.744
Tops Jeans RGB 5 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 51 0.718 0.048 0.767
All All HSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 110 0.718 0.016 0.716
Tops Jeans * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 166 0.718 0.025 0.850
Tops Jeans * Hist. SVM(RBF) C: 10000, gamma: 0.1 All 10 ICA 100 0.718 0.051 0.776
Tops Skirts HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 None 68 0.718 0.077 0.733
Tops Skirts HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 52 0.718 0.015 0.797
Tops Pants HSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 74 0.718 0.081 0.742
Tops Shorts HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 2 None 80 0.718 0.072 0.754
Tops Pants RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.01 HOG - None 58 0.718 0.020 0.689
Tops Shorts RGB 2 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.718 0.075 0.661
Tops Pants RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.718 0.041 0.714
Tops Shorts HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 37 0.718 0.072 0.754
Tops Shorts H Hist. SVM(RBF) C: 10000, gamma: 0.1 HOG - None 38 0.718 0.132 0.721
Tops Shorts * Hist. Random Forest max_depth: 6, n_estimators: 200, random_state: 0 Radon - PCA 22 0.718 0.054 0.761
Tops Skirts RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 34 0.718 0.071 0.731
All All RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.1 All 2 ICA 100 0.718 0.035 0.649
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 23 0.718 0.028 0.707
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 114 0.718 0.045 0.727
All All HSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 41 0.718 0.023 0.738
All All * 1 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 34 0.718 0.036 0.723
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 All 10 None 86 0.718 0.023 0.688
All All RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 122 0.718 0.024 0.764
All All * 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - PCA 27 0.718 0.033 0.762
All All RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 82 0.718 0.030 0.754
All All HSV 1 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 10 0.718 0.057 0.749
All All RGB 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 54 0.717 0.011 0.692
Tops Skirts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 16 0.717 0.048 0.744
Tops Skirts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 16 0.717 0.048 0.744
Tops Pants RGB 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 40 0.717 0.068 0.758
Tops Pants * 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.717 0.054 0.696
Tops Skirts RGB 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 PCA 37 0.717 0.046 0.742
Tops Skirts RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.717 0.056 0.761
Tops Pants * 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.717 0.054 0.696
Tops Skirts HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 110 0.717 0.069 0.778
Tops Skirts HSV Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 110 0.717 0.097 0.773
Tops Pants RGBHSV 5 SVM(RBF) C: 1000, gamma: 0.01 None - None 64 0.717 0.064 0.727
All All * 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.717 0.011 0.718
Tops Shorts * 1 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 97 0.717 0.110 0.696
Tops Jeans RGB 1 SVM(RBF) C: 100, gamma: 0.01 HOG - ICA 40 0.717 0.042 0.767
Tops Shorts * 5 SVM(RBF) C: 10, gamma: 0.1 All 5 None 152 0.717 0.108 0.743
All All * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 98 0.717 0.025 0.726
Tops Jeans RGB 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 18 0.717 0.041 0.762
Tops Shorts HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 18 0.717 0.037 0.743
Tops Skirts RGB 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 34 0.717 0.063 0.761
Tops Skirts RGB 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.717 0.063 0.630
Tops Skirts RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 10 ICA 100 0.717 0.040 0.711
Tops Skirts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.717 0.061 0.718
Tops Skirts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 PCA 37 0.717 0.038 0.750
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.717 0.043 0.739
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - None 70 0.717 0.027 0.692
All All LAB 1 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 10 0.717 0.039 0.728
Tops Pants * 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 76 0.717 0.033 0.776
Tops Pants RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.717 0.050 0.719
Tops Pants RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 26 0.717 0.052 0.737
All All RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.717 0.018 0.760
All All RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 10 None 74 0.717 0.037 0.694
Tops Skirts HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 34 0.717 0.073 0.735
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 None 122 0.717 0.040 0.750
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 All 5 None 152 0.717 0.039 0.754
Tops Skirts RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.717 0.075 0.799
Tops Skirts * 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 25 0.717 0.041 0.675
All All * Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 None 206 0.717 0.035 0.733
Tops Skirts RGBHSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 PCA 55 0.717 0.048 0.831
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Tops Skirts * Hist. Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 2 PCA 39 0.717 0.041 0.776
Tops Shorts * 2 SVM(RBF) C: 100, gamma: 0.1 Radon - None 60 0.716 0.093 0.725
Tops Pants RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 80 0.716 0.063 0.765
Tops Pants RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 48 0.716 0.055 0.707
Tops Pants RGB Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.716 0.044 0.742
Tops Pants RGB Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.716 0.044 0.742
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 All 5 None 116 0.716 0.043 0.761
Tops Skirts HSV 3 SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.716 0.044 0.635
Tops Skirts RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 None 110 0.716 0.033 0.752
Tops Skirts HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 None 110 0.716 0.051 0.750
Tops Skirts RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 55 0.716 0.033 0.752
Tops Skirts HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 55 0.716 0.051 0.750
Tops Skirts * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 39 0.716 0.061 0.776
All All RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - None 36 0.716 0.033 0.689
All All RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 110 0.716 0.053 0.740
All All RGB Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 34 0.716 0.029 0.740
All All RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 PCA 37 0.716 0.035 0.734
Tops Skirts * 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 116 0.716 0.065 0.776
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 All 2 None 86 0.716 0.021 0.701
All All * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 37 0.716 0.029 0.733
Tops Skirts H Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 None 78 0.716 0.068 0.778
Tops Pants RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.1 All 2 ICA 100 0.716 0.025 0.694
All All H Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 23 0.716 0.018 0.709
Tops Pants H Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 22 0.716 0.060 0.732
Tops Shorts RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 97 0.716 0.054 0.679
Tops Shorts * 3 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 116 0.716 0.083 0.725
Tops Shorts * 2 SVM(RBF) C: 1000, gamma: 0.01 All 2 None 98 0.716 0.103 0.725
Tops Jeans RGB 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.716 0.062 0.786
Tops Jeans RGB 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.716 0.062 0.786
Tops Shorts RGB 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - None 54 0.716 0.047 0.761
Tops Jeans HSV Hist. SVM(RBF) C: 10, gamma: 0.1 None - ICA 28 0.716 0.043 0.767
Tops Shorts HSV Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 PCA 39 0.716 0.090 0.811
Tops Jeans RGBHSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 39 0.716 0.066 0.743
All All RGB 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 52 0.716 0.032 0.700
All All * 3 SVM(RBF) C: 10000, gamma: 0.1 All 10 ICA 100 0.716 0.017 0.649
All All RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.716 0.013 0.716
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 5 None 98 0.715 0.044 0.761
Tops Skirts RGB 5 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.715 0.056 0.667
Tops Skirts RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 None 110 0.715 0.040 0.742
Tops Skirts RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 55 0.715 0.040 0.742
All All HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 92 0.715 0.016 0.758
All All H Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 39 0.715 0.035 0.729
Tops Pants RGBHSV 1 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 16 0.715 0.071 0.783
Tops Jeans RGB 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 PCA 37 0.715 0.045 0.776
Tops Jeans RGB 3 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 HOG - PCA 17 0.715 0.071 0.793
Tops Jeans * 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 19 0.715 0.062 0.769
All All H Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 None 78 0.715 0.034 0.716
Tops Skirts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 34 0.715 0.050 0.699
Tops Shorts * 1 SVM(RBF) C: 10000, gamma: 0.1 Radon - PCA 17 0.715 0.034 0.725
Tops Shorts RGB 5 SVM(RBF) C: 100, gamma: 0.01 All 10 None 92 0.715 0.091 0.757
Tops Skirts RGB 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 None 80 0.715 0.072 0.774
Tops Skirts HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 92 0.715 0.021 0.814
Tops Shorts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 None 122 0.715 0.105 0.721
Tops Skirts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 58 0.715 0.064 0.784
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.715 0.035 0.715
Tops Skirts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 37 0.715 0.028 0.733
Tops Shorts RGB 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 PCA 37 0.715 0.068 0.736
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.715 0.041 0.763
Tops Shorts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.715 0.105 0.732
Tops Shorts * 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.715 0.107 0.739
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.715 0.035 0.715
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 84 0.715 0.045 0.727
Tops Shorts * 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 60 0.715 0.070 0.814
All All RGBHSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 64 0.715 0.024 0.727
Tops Pants RGB 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 28 0.715 0.026 0.717
Tops Jeans HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 34 0.715 0.072 0.845
Tops Pants HSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.715 0.030 0.691
Tops Jeans RGBHSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 PCA 39 0.715 0.035 0.712
Tops Jeans * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 39 0.715 0.041 0.736
Tops Pants RGB 1 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 10 0.715 0.062 0.788
All All RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 34 0.715 0.032 0.717
Tops Skirts HSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 52 0.715 0.056 0.771
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All All * 3 SVM(RBF) C: 10000, gamma: 0.1 All 5 ICA 100 0.715 0.019 0.649
Tops Skirts * 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.715 0.029 0.754
Tops Skirts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 23 0.715 0.041 0.682
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 54 0.715 0.032 0.724
Tops Skirts LAB 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 22 0.715 0.042 0.761
All All RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 None 74 0.715 0.022 0.695
All All * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 45 0.714 0.028 0.704
All All * 1 SVM(RBF) C: 10, gamma: 0.1 All 2 None 80 0.714 0.022 0.688
Tops Skirts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 None 98 0.714 0.065 0.773
Tops Shorts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 All 2 None 86 0.714 0.082 0.746
Tops Jeans * 2 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 100 0.714 0.061 0.774
Tops Skirts RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.1 All 2 ICA 100 0.714 0.042 0.680
Tops Shorts * 2 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.714 0.083 0.732
Tops Skirts RGB 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - None 42 0.714 0.062 0.782
Tops Skirts HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 110 0.714 0.079 0.795
Tops Shorts RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 26 0.714 0.103 0.771
Tops Jeans H Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - None 40 0.714 0.032 0.776
Tops Pants RGBHSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 120 0.714 0.070 0.798
Tops Shorts * 5 SVM(RBF) C: 10, gamma: 0.1 None - None 94 0.714 0.124 0.704
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.714 0.021 0.722
All All HSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 54 0.714 0.042 0.717
All All * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 206 0.714 0.032 0.717
All All HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 None 110 0.714 0.029 0.703
Tops Skirts HSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 28 0.714 0.052 0.699
Tops Skirts RGB 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 14 0.714 0.065 0.737
Tops Skirts RGB 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 14 0.714 0.065 0.737
All All RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 92 0.714 0.018 0.730
Tops Skirts RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 110 0.714 0.063 0.835
All All RGBHSV Hist. SVM(RBF) C: 10000, gamma: 0.1 All 10 ICA 100 0.714 0.023 0.649
Tops Skirts * Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 30 0.714 0.017 0.641
Tops Pants RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 122 0.714 0.025 0.760
Tops Pants RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 34 0.714 0.059 0.724
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 100 0.714 0.036 0.709
All All RGBHSV 5 SVM(RBF) C: 1000, gamma: 0.1 All 2 ICA 100 0.714 0.022 0.649
Tops Pants RGB 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 37 0.714 0.060 0.788
Tops Jeans RGB 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - PCA 18 0.714 0.084 0.802
Tops Pants HSV 3 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 22 0.714 0.041 0.702
All All H Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 None 78 0.714 0.018 0.717
Tops Pants * Hist. SVM(RBF) C: 10000, gamma: 0.1 None - ICA 28 0.714 0.027 0.691
Tops Jeans RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 39 0.714 0.047 0.771
Tops Jeans RGB Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 2 PCA 39 0.714 0.056 0.783
Tops Jeans HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 72 0.714 0.055 0.750
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 2 None 80 0.714 0.013 0.693
All All * 5 SVM(RBF) C: 10000, gamma: 0.1 All 2 ICA 100 0.714 0.019 0.649
All All * 5 SVM(RBF) C: 10000, gamma: 0.1 All 5 ICA 100 0.714 0.025 0.649
All All * 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 PCA 37 0.714 0.021 0.711
Tops Shorts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.714 0.081 0.743
Tops Skirts * 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 16 0.714 0.046 0.720
Tops Skirts * 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 16 0.714 0.046 0.720
Tops Skirts RGB 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 92 0.714 0.100 0.821
Tops Skirts * 3 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.714 0.085 0.665
Tops Skirts * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 23 0.714 0.072 0.791
All All RGBHSV Hist. SVM(RBF) C: 10000, gamma: 0.1 All 5 ICA 100 0.713 0.028 0.649
Tops Pants * 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 112 0.713 0.052 0.742
Tops Jeans RGB 3 SVM(RBF) C: 10, gamma: 0.01 All 10 ICA 100 0.713 0.043 0.774
Tops Pants RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 22 0.713 0.044 0.783
Tops Skirts RGB 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 92 0.713 0.071 0.771
All All RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 58 0.713 0.046 0.753
Tops Skirts RGB 3 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.713 0.051 0.675
Tops Skirts RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.713 0.064 0.773
All All * 3 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 30 0.713 0.013 0.690
Tops Skirts RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.713 0.076 0.658
Tops Skirts RGB Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 PCA 55 0.713 0.068 0.823
All All RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 30 0.713 0.019 0.709
All All * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 116 0.713 0.056 0.709
Tops Shorts HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.713 0.062 0.661
All All RGB 5 SVM(RBF) C: 1000, gamma: 0.01 HOG - PCA 19 0.713 0.027 0.718
Tops Shorts HSV 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 PCA 37 0.713 0.080 0.743
Tops Shorts * 3 SVM(RBF) C: 1000, gamma: 0.1 Radon - None 78 0.713 0.076 0.714
Tops Shorts * Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.713 0.079 0.714
All All * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 168 0.713 0.032 0.659
Tops Skirts RGB 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 74 0.713 0.029 0.737
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Tops Skirts HSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 None 92 0.713 0.060 0.752
Tops Pants RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 100 0.713 0.056 0.712
Tops Pants RGBHSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 PCA 37 0.713 0.062 0.791
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.713 0.040 0.704
All All HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.713 0.029 0.710
All All RGBHSV Hist. SVM(RBF) C: 10000, gamma: 0.1 All 2 ICA 100 0.713 0.024 0.649
Tops Pants LAB 5 SVM(RBF) C: 100, gamma: 0.1 None - None 34 0.713 0.036 0.719
All All RGB 5 SVM(RBF) C: 1000, gamma: 0.01 HOG - PCA 19 0.713 0.027 0.718
All All RGB Hist. SVM(RBF) C: 1000, gamma: 0.1 All 5 ICA 100 0.713 0.023 0.649
Tops Skirts HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 97 0.712 0.049 0.632
Tops Skirts HSV 3 SVM(RBF) C: 100, gamma: 0.01 All 10 ICA 100 0.712 0.044 0.724
Tops Skirts RGBHSV 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 PCA 37 0.712 0.031 0.750
Tops Jeans HSV Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 ICA 100 0.712 0.056 0.750
Tops Skirts * Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 29 0.712 0.028 0.765
Tops Skirts * Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 29 0.712 0.028 0.763
Tops Pants RGB 1 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 40 0.712 0.046 0.691
Tops Pants * 1 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 42 0.712 0.034 0.694
Tops Pants HSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 34 0.712 0.046 0.704
Tops Pants RGB 5 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.712 0.034 0.702
Tops Pants RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.712 0.029 0.691
Tops Pants RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.712 0.103 0.770
Tops Shorts HSV 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 74 0.712 0.079 0.743
Tops Shorts * 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 152 0.712 0.070 0.814
All All RGBHSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 98 0.712 0.042 0.691
Tops Skirts RGBHSV 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 2 None 86 0.712 0.064 0.754
Tops Skirts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 86 0.712 0.067 0.752
Tops Skirts H Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 24 0.712 0.022 0.727
All All * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 37 0.712 0.030 0.722
All All HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 None 110 0.712 0.031 0.704
Tops Skirts RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 97 0.712 0.064 0.680
Tops Skirts HSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 74 0.712 0.061 0.759
Tops Pants HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 100 0.712 0.052 0.712
Tops Skirts * 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 PCA 37 0.712 0.053 0.754
Tops Skirts HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.712 0.040 0.778
Tops Skirts LAB 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 16 0.712 0.042 0.744
All All RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 None - None 64 0.712 0.032 0.759
All All RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 92 0.712 0.048 0.736
Tops Jeans RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.1 HOG - ICA 40 0.711 0.049 0.767
Tops Shorts RGBHSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 86 0.711 0.060 0.711
Tops Shorts * 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 116 0.711 0.077 0.807
Tops Shorts RGBHSV 5 SVM(RBF) C: 100, gamma: 0.01 All 2 ICA 100 0.711 0.053 0.671
Tops Jeans RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.711 0.076 0.760
Tops Skirts HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 None 80 0.711 0.063 0.744
All All * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 116 0.711 0.056 0.726
Tops Skirts RGBHSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - None 82 0.711 0.062 0.756
Tops Skirts RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.711 0.066 0.639
Tops Skirts H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 39 0.711 0.058 0.759
All All RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 41 0.711 0.020 0.726
Tops Skirts HSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 55 0.711 0.033 0.735
Tops Pants RGB 1 SVM(RBF) C: 10, gamma: 0.1 None - None 10 0.711 0.048 0.719
Tops Pants RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 40 0.711 0.056 0.791
Tops Pants * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 58 0.711 0.072 0.760
All All RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 30 0.711 0.011 0.698
Tops Jeans RGB Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - PCA 29 0.711 0.071 0.743
Tops Skirts RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 80 0.711 0.060 0.782
Tops Skirts RGB 5 SVM(RBF) C: 100, gamma: 0.01 All 2 None 92 0.711 0.064 0.737
Tops Skirts * 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 98 0.711 0.066 0.754
Tops Skirts * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 94 0.711 0.073 0.703
All All RGB 1 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 21 0.711 0.025 0.687
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 5 None 80 0.711 0.028 0.699
All All RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 23 0.711 0.023 0.712
All All RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 42 0.711 0.019 0.708
Tops Shorts RGBHSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 None 98 0.711 0.073 0.818
Tops Shorts * 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 98 0.711 0.069 0.779
Tops Shorts RGBHSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - None 58 0.711 0.060 0.843
Tops Pants H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 38 0.711 0.052 0.747
Tops Pants RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 16 0.711 0.038 0.696
Tops Pants LAB 1 SVM(RBF) C: 10, gamma: 0.1 None - None 10 0.711 0.037 0.719
All All RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 16 0.711 0.076 0.727
Tops Skirts * 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 40 0.711 0.049 0.699
Tops Skirts * 1 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 97 0.711 0.059 0.633
Tops Jeans * 1 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 40 0.711 0.040 0.767
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All All RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 37 0.711 0.026 0.723
Tops Jeans RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 18 0.711 0.052 0.788
All All RGB 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 22 0.711 0.031 0.712
Tops Skirts RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 100 0.711 0.031 0.652
Tops Skirts HSV 1 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 10 0.711 0.029 0.733
Tops Skirts RGBHSV 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 2 None 122 0.710 0.065 0.791
Tops Pants RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 46 0.710 0.043 0.727
All All HSV 5 SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.710 0.014 0.649
Tops Pants RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 PCA 37 0.710 0.063 0.742
Tops Skirts HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 37 0.710 0.038 0.769
Tops Pants RGB 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 18 0.710 0.039 0.684
Tops Pants RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.710 0.046 0.745
Tops Pants * 3 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 22 0.710 0.050 0.681
Tops Pants RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 84 0.710 0.045 0.750
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 29 0.710 0.033 0.687
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 26 0.710 0.025 0.666
Tops Shorts * 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 80 0.710 0.096 0.743
Tops Jeans RGB 2 SVM(RBF) C: 100, gamma: 0.01 All 10 ICA 100 0.710 0.064 0.762
Tops Jeans * 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.710 0.077 0.800
All All H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 40 0.710 0.050 0.717
Tops Shorts LAB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 16 0.710 0.124 0.764
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 29 0.710 0.033 0.687
All All RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 None - None 16 0.710 0.032 0.710
Tops Skirts RGBHSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 PCA 37 0.710 0.009 0.739
Tops Skirts * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 114 0.710 0.072 0.786
Tops Pants * 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 98 0.710 0.034 0.747
Tops Pants HSV 2 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.710 0.034 0.691
Tops Pants RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 21 0.710 0.036 0.816
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.710 0.040 0.719
All All RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 None 74 0.710 0.024 0.686
Tops Jeans * 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.710 0.077 0.800
Tops Skirts HSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 74 0.709 0.064 0.742
Tops Skirts RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.709 0.073 0.748
Tops Skirts * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 168 0.709 0.041 0.748
All All RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 None - None 40 0.709 0.035 0.737
Tops Shorts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 None 122 0.709 0.107 0.729
Tops Shorts HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.709 0.056 0.768
Tops Shorts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.709 0.107 0.721
Tops Shorts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - None 48 0.709 0.088 0.721
Tops Shorts * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 94 0.709 0.045 0.739
Tops Pants * 1 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 97 0.709 0.088 0.691
Tops Pants * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 116 0.709 0.078 0.745
All All * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 30 0.709 0.018 0.704
Tops Skirts RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 23 0.709 0.058 0.748
Tops Skirts RGB 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - None 54 0.709 0.056 0.761
Tops Jeans H Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 54 0.709 0.049 0.767
Tops Jeans H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 40 0.709 0.045 0.786
Tops Skirts LAB 1 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 10 0.709 0.047 0.703
All All RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 37 0.709 0.018 0.702
All All LAB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 16 0.709 0.046 0.704
Tops Shorts RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 74 0.709 0.099 0.750
All All RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 34 0.709 0.033 0.714
Tops Skirts RGB 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 34 0.709 0.059 0.679
Tops Skirts * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 76 0.709 0.062 0.776
Tops Skirts * 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - None 112 0.709 0.060 0.756
Tops Shorts * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 112 0.709 0.049 0.739
Tops Shorts HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.709 0.045 0.704
Tops Shorts * 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 37 0.709 0.081 0.796
Tops Shorts RGB 2 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 18 0.709 0.077 0.682
Tops Shorts HSV 3 SVM(RBF) C: 1000, gamma: 0.1 Radon - PCA 20 0.709 0.053 0.679
All All HSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 41 0.709 0.007 0.692
Tops Skirts RGB Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 55 0.709 0.043 0.812
Tops Shorts * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 39 0.709 0.071 0.696
Tops Shorts RGB Hist. SVM(RBF) C: 1000, gamma: 0.1 Radon - None 72 0.709 0.109 0.718
Tops Shorts RGBHSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 40 0.709 0.081 0.771
All All RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 110 0.708 0.041 0.709
Tops Skirts * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 206 0.708 0.069 0.812
Tops Skirts RGBHSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 55 0.708 0.061 0.748
Tops Pants HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 None 80 0.708 0.060 0.804
Tops Pants HSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 20 0.708 0.043 0.717
Tops Pants RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 42 0.708 0.036 0.755
Tops Pants RGB 5 SVM(RBF) C: 100, gamma: 0.1 None - None 34 0.708 0.027 0.732
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Tops Jeans RGBHSV 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 PCA 37 0.708 0.041 0.762
All All RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 158 0.708 0.052 0.754
All All * 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.708 0.016 0.698
All All RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.708 0.035 0.778
All All RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 158 0.708 0.052 0.722
Tops Skirts * 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 None 152 0.708 0.068 0.758
Tops Skirts RGB 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 74 0.708 0.080 0.769
Tops Skirts HSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 None 92 0.708 0.068 0.748
Tops Skirts RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 86 0.708 0.108 0.803
Tops Skirts RGBHSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 46 0.708 0.032 0.699
Tops Shorts HSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - None 34 0.708 0.055 0.771
Tops Shorts * 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 112 0.708 0.131 0.754
All All RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 25 0.708 0.026 0.762
Tops Skirts HSV 3 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 23 0.708 0.018 0.677
Tops Pants HSV 1 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 10 0.708 0.061 0.765
Tops Jeans RGB 3 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.708 0.036 0.767
All All H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 78 0.708 0.049 0.738
Tops Skirts RGB 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 74 0.708 0.072 0.776
All All * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 98 0.708 0.045 0.763
Tops Skirts * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 112 0.708 0.055 0.690
All All * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 76 0.708 0.052 0.721
Tops Skirts RGBHSV 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.708 0.055 0.652
All All RGBHSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.707 0.010 0.696
All All * 1 SVM(RBF) C: 10, gamma: 0.1 None - None 22 0.707 0.032 0.714
All All RGBHSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 84 0.707 0.021 0.764
Tops Shorts * 1 SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 97 0.707 0.098 0.686
Tops Pants RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.1 HOG - ICA 40 0.707 0.043 0.691
Tops Skirts * 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 None 98 0.707 0.065 0.750
Tops Skirts * 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 None 116 0.707 0.069 0.765
Tops Shorts * 3 SVM(RBF) C: 10, gamma: 0.1 All 5 None 116 0.707 0.104 0.725
Tops Skirts HSV 3 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 HOG - None 40 0.707 0.058 0.765
Tops Skirts * 5 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.707 0.063 0.643
Tops Shorts * 5 SVM(RBF) C: 1000, gamma: 0.1 HOG - ICA 48 0.707 0.082 0.625
Tops Skirts * 2 SVM(RBF) C: 1000, gamma: 0.1 Radon - ICA 51 0.707 0.038 0.600
Tops Shorts RGBHSV 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 PCA 37 0.707 0.093 0.804
Tops Skirts RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.707 0.050 0.742
All All * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 37 0.707 0.025 0.719
Tops Pants RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 22 0.707 0.061 0.717
Tops Skirts * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 206 0.707 0.067 0.812
Tops Shorts HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 39 0.707 0.141 0.754
Tops Pants RGB Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 72 0.707 0.054 0.783
Tops Shorts RGBHSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 28 0.707 0.104 0.832
All All RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 34 0.707 0.032 0.688
All All HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 41 0.707 0.034 0.707
Tops Skirts RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 92 0.707 0.077 0.746
All All RGB 3 SVM(RBF) C: 1000, gamma: 0.1 All 2 ICA 100 0.707 0.021 0.649
Tops Skirts RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.707 0.056 0.635
Tops Skirts RGBHSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 25 0.707 0.041 0.754
All All RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 158 0.707 0.089 0.736
All All RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 110 0.707 0.026 0.714
All All * 3 SVM(RBF) C: 10, gamma: 0.1 None - None 58 0.707 0.038 0.735
All All HSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 37 0.707 0.031 0.721
All All HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 41 0.707 0.032 0.708
Tops Jeans HSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 34 0.707 0.081 0.779
Tops Pants RGB 1 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 17 0.707 0.056 0.702
Tops Pants RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 None - None 16 0.707 0.061 0.714
Tops Skirts RGBHSV 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 2 None 98 0.706 0.068 0.767
Tops Skirts RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 5 None 80 0.706 0.064 0.739
Tops Skirts RGB 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 80 0.706 0.082 0.774
Tops Skirts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.706 0.045 0.697
Tops Shorts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.706 0.087 0.764
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 25 0.706 0.049 0.675
Tops Skirts * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 78 0.706 0.054 0.742
Tops Shorts HSV 5 SVM(RBF) C: 100, gamma: 0.1 Radon - None 54 0.706 0.073 0.686
Tops Shorts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 40 0.706 0.117 0.793
All All H Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 39 0.706 0.028 0.708
Tops Jeans RGB Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 39 0.706 0.063 0.690
Tops Jeans RGB Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 30 0.706 0.040 0.767
Tops Pants RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 42 0.706 0.030 0.691
Tops Pants RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 58 0.706 0.056 0.717
Tops Pants RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 39 0.706 0.037 0.760
Tops Skirts RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 58 0.706 0.038 0.737
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All All RGBHSV 5 SVM(RBF) C: 10000, gamma: 0.1 All 10 ICA 100 0.706 0.007 0.649
All All RGB 2 SVM(RBF) C: 100, gamma: 0.1 Radon - None 36 0.706 0.023 0.679
Tops Skirts * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 166 0.706 0.069 0.799
All All LAB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 34 0.706 0.068 0.710
All All * 2 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.706 0.021 0.674
All All RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.1 All 5 ICA 100 0.706 0.013 0.649
All All RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 22 0.706 0.050 0.708
Tops Shorts HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 5 None 92 0.706 0.090 0.725
Tops Shorts RGBHSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 37 0.706 0.050 0.750
Tops Shorts HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 37 0.706 0.090 0.721
All All * 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 30 0.706 0.029 0.761
Tops Shorts HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 34 0.706 0.117 0.793
Tops Shorts * 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 58 0.706 0.049 0.739
Tops Skirts * 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 116 0.706 0.068 0.829
Tops Pants * 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.706 0.050 0.681
Tops Pants * 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.706 0.050 0.681
Tops Skirts RGB 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - None 36 0.706 0.053 0.765
Tops Pants HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 70 0.706 0.065 0.791
Tops Skirts HSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 PCA 55 0.706 0.057 0.773
All All RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 36 0.706 0.017 0.698
All All * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 166 0.705 0.037 0.706
All All H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 78 0.705 0.049 0.686
Tops Skirts RGB Hist. Random Forest max_depth: 5, n_estimators: 100, random_state: 0 HOG - PCA 35 0.705 0.059 0.782
Tops Jeans RGBHSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 19 0.705 0.062 0.793
Tops Pants * 1 SVM(RBF) C: 10, gamma: 0.1 None - None 22 0.705 0.059 0.722
Tops Shorts HSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 74 0.705 0.049 0.782
All All RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 46 0.705 0.035 0.740
Tops Shorts * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 20 0.705 0.097 0.686
All All HSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - PCA 29 0.705 0.029 0.773
Tops Skirts HSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 None 80 0.705 0.064 0.771
Tops Skirts RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 5 None 92 0.705 0.058 0.744
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 Radon - None 78 0.705 0.046 0.714
All All RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 29 0.705 0.027 0.721
All All RGB Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 41 0.705 0.034 0.728
All All RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 52 0.705 0.039 0.763
Tops Pants HSV 1 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 40 0.705 0.030 0.691
Tops Pants HSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 17 0.705 0.068 0.717
All All HSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 34 0.705 0.029 0.712
Tops Pants RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.705 0.034 0.699
Tops Pants RGB 3 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.705 0.022 0.691
Tops Pants RGB 3 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.705 0.027 0.691
All All RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - None 120 0.705 0.031 0.698
Tops Skirts * 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 None 152 0.705 0.063 0.759
Tops Skirts RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.705 0.045 0.746
Tops Skirts HSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 PCA 37 0.705 0.081 0.789
Tops Skirts * Hist. SVM(RBF) C: 100, gamma: 0.1 None - ICA 28 0.705 0.033 0.600
All All * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 40 0.704 0.044 0.756
Tops Shorts RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 PCA 34 0.704 0.095 0.754
Tops Shorts RGBHSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 None 86 0.704 0.048 0.750
Tops Shorts * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 76 0.704 0.051 0.736
Tops Shorts RGB 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.704 0.043 0.761
All All * 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.704 0.020 0.724
Tops Shorts * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 20 0.704 0.096 0.800
Tops Shorts * Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - None 166 0.704 0.087 0.779
All All HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 92 0.704 0.036 0.684
Tops Pants HSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 42 0.704 0.031 0.691
Tops Pants HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.704 0.034 0.699
Tops Pants RGBHSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 37 0.704 0.046 0.750
All All RGB 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 19 0.704 0.022 0.716
Tops Pants RGB 3 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 18 0.704 0.042 0.699
Tops Pants RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 22 0.704 0.054 0.681
All All RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 30 0.704 0.028 0.740
Tops Skirts HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 54 0.704 0.064 0.675
All All HSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.704 0.027 0.712
Tops Skirts * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 None 116 0.704 0.066 0.780
All All HSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.704 0.027 0.712
Tops Skirts RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.704 0.081 0.737
Tops Skirts RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.704 0.056 0.742
Tops Skirts * 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 25 0.704 0.054 0.754
Tops Skirts HSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 16 0.704 0.054 0.709
Tops Shorts RGBHSV 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 86 0.704 0.093 0.739
All All RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 92 0.704 0.051 0.668
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All All RGB 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 37 0.704 0.018 0.700
Tops Pants RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.704 0.060 0.745
Tops Shorts * 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 20 0.704 0.084 0.725
Tops Skirts RGBHSV 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 None 122 0.703 0.068 0.773
Tops Skirts HSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 37 0.703 0.039 0.735
Tops Skirts HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.703 0.069 0.788
Tops Skirts * 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 37 0.703 0.046 0.748
Tops Skirts RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 48 0.703 0.055 0.718
Tops Skirts HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 36 0.703 0.059 0.714
Tops Jeans RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 40 0.703 0.085 0.795
Tops Jeans HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 54 0.703 0.046 0.769
Tops Jeans H Hist. SVM(RBF) C: 10, gamma: 0.01 Radon - PCA 20 0.703 0.029 0.752
Tops Pants * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 152 0.703 0.074 0.755
All All * 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 25 0.703 0.038 0.716
Tops Pants * 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.703 0.049 0.722
Tops Pants * 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.703 0.049 0.722
All All * 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 25 0.703 0.038 0.716
Tops Pants HSV Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 26 0.703 0.056 0.755
Tops Skirts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 None 98 0.703 0.065 0.758
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.703 0.041 0.679
Tops Skirts * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.703 0.062 0.784
Tops Skirts RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.703 0.073 0.784
Tops Skirts H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 78 0.703 0.074 0.803
Tops Shorts * 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 98 0.703 0.093 0.739
Tops Shorts RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.703 0.076 0.671
Tops Jeans HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 70 0.703 0.079 0.740
All All RGB 5 SVM(RBF) C: 1000, gamma: 0.1 All 2 ICA 100 0.703 0.010 0.649
Tops Pants RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 92 0.703 0.055 0.750
Tops Skirts HSV 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 2 None 92 0.703 0.061 0.761
Tops Skirts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 5 None 74 0.703 0.072 0.727
Tops Skirts RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 52 0.703 0.049 0.752
Tops Pants RGB 2 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.703 0.032 0.689
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 25 0.703 0.040 0.671
Tops Skirts RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 100 0.703 0.076 0.658
Tops Pants * Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 PCA 39 0.703 0.073 0.821
All All RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 45 0.703 0.036 0.746
All All * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 30 0.703 0.034 0.701
Tops Jeans RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 30 0.702 0.027 0.712
Tops Skirts RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 34 0.702 0.077 0.727
Tops Skirts * 1 SVM(RBF) C: 10, gamma: 0.1 Radon - None 42 0.702 0.034 0.709
Tops Skirts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.702 0.036 0.618
Tops Skirts HSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 PCA 37 0.702 0.024 0.746
All All * 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 76 0.702 0.044 0.738
All All * 3 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.702 0.026 0.649
Tops Shorts RGB 5 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.702 0.099 0.757
All All RGBHSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 37 0.702 0.021 0.704
Tops Shorts RGB 3 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.702 0.090 0.743
Tops Shorts * 3 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.702 0.108 0.729
Tops Shorts HSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 39 0.702 0.125 0.861
Tops Shorts HSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 26 0.702 0.082 0.832
All All RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 34 0.702 0.022 0.688
Tops Pants HSV 5 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.702 0.066 0.684
Tops Pants HSV 3 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.702 0.030 0.694
All All RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 37 0.702 0.024 0.682
Tops Skirts RGB 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 None 80 0.702 0.080 0.773
Tops Skirts HSV 3 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 5 None 80 0.702 0.066 0.773
Tops Skirts HSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 92 0.702 0.043 0.806
Tops Jeans RGBHSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.702 0.050 0.790
Tops Jeans RGBHSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.702 0.050 0.790
Tops Skirts HSV 3 SVM(RBF) C: 10, gamma: 0.1 Radon - None 42 0.702 0.029 0.690
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 Radon - None 60 0.702 0.039 0.718
All All HSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 None 92 0.702 0.064 0.724
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.702 0.024 0.689
All All RGBHSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 None 98 0.702 0.021 0.768
All All RGB 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 37 0.702 0.020 0.708
All All HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 PCA 37 0.702 0.021 0.706
All All RGB 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 22 0.702 0.020 0.737
Tops Skirts RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 5 None 68 0.702 0.083 0.733
Tops Skirts * 1 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 97 0.702 0.058 0.652
Tops Pants RGB 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 14 0.702 0.043 0.717
Tops Pants RGB 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 14 0.702 0.043 0.717
Tops Skirts RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 35 0.702 0.071 0.788
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Tops Shorts HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 10 None 68 0.701 0.087 0.739
Tops Jeans RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 97 0.701 0.094 0.769
Tops Shorts * 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 PCA 34 0.701 0.105 0.743
All All HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 24 0.701 0.037 0.737
Tops Shorts RGBHSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 60 0.701 0.050 0.793
Tops Jeans H Hist. SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.701 0.052 0.755
Tops Jeans HSV Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 10 PCA 39 0.701 0.112 0.750
Tops Jeans H Hist. SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.701 0.052 0.755
Tops Skirts RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 PCA 37 0.701 0.046 0.765
All All HSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 21 0.701 0.031 0.709
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1 Radon - None 42 0.701 0.019 0.683
All All RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 34 0.701 0.052 0.744
Tops Pants * 1 SVM(RBF) C: 1000, gamma: 0.01 None - ICA 14 0.701 0.027 0.691
Tops Pants HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 52 0.701 0.045 0.745
Tops Pants RGB 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.701 0.078 0.724
Tops Pants RGB 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.701 0.078 0.724
Tops Pants * Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 39 0.701 0.020 0.747
All All RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 2 PCA 34 0.701 0.017 0.706
All All RGB Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 34 0.701 0.026 0.744
Tops Skirts RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 82 0.701 0.069 0.763
Tops Skirts HSV 3 SVM(RBF) C: 1000, gamma: 0.1 HOG - ICA 48 0.701 0.048 0.630
All All * 1 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 21 0.701 0.040 0.698
Tops Shorts * 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 None 116 0.701 0.062 0.754
Tops Shorts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 2 None 74 0.701 0.078 0.689
Tops Shorts HSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - PCA 17 0.701 0.125 0.818
Tops Shorts HSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 39 0.701 0.103 0.818
All All RGB 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 37 0.701 0.028 0.748
Tops Jeans * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.701 0.052 0.755
All All H Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 None 78 0.701 0.049 0.704
Tops Skirts RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 37 0.700 0.052 0.737
Tops Skirts HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.700 0.062 0.818
Tops Skirts RGB Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 PCA 55 0.700 0.078 0.776
All All * 1 SVM(RBF) C: 1000, gamma: 0.1 All 2 ICA 97 0.700 0.021 0.649
All All HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 110 0.700 0.039 0.704
Tops Shorts HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 None 68 0.700 0.088 0.736
Tops Shorts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 None 74 0.700 0.097 0.746
Tops Shorts RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.1 All 2 ICA 97 0.700 0.093 0.654
Tops Shorts RGB 1 SVM(RBF) C: 10000, gamma: 0.1 All 2 PCA 34 0.700 0.062 0.714
Tops Shorts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 34 0.700 0.099 0.746
Tops Shorts RGB 3 SVM(RBF) C: 100, gamma: 0.01 All 5 None 80 0.700 0.087 0.739
Tops Shorts RGB 5 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.700 0.094 0.700
Tops Pants HSV 5 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.700 0.046 0.684
Tops Shorts HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 37 0.700 0.070 0.750
Tops Shorts RGBHSV 3 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 5 PCA 37 0.700 0.069 0.775
Tops Skirts RGB 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 17 0.700 0.054 0.744
Tops Pants RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.700 0.059 0.811
Tops Shorts RGB 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 54 0.700 0.110 0.714
Tops Skirts RGB Hist. SVM(RBF) C: 10, gamma: 0.01 HOG - None 70 0.700 0.026 0.731
Tops Shorts HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.700 0.079 0.739
Tops Shorts RGBHSV Hist. SVM(RBF) C: 10000, gamma: 0.1 All 2 ICA 100 0.700 0.153 0.704
Tops Skirts RGB Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 PCA 55 0.700 0.044 0.737
All All HSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 34 0.700 0.025 0.772
Tops Pants * 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 116 0.700 0.043 0.740
All All RGB 5 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.700 0.032 0.649
All All H Hist. SVM(RBF) C: 1000, gamma: 0.1 All 2 ICA 100 0.700 0.019 0.649
Tops Pants RGBHSV 2 SVM(RBF) C: 1000, gamma: 0.01 None - None 28 0.700 0.057 0.704
All All RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 38 0.699 0.026 0.718
Tops Shorts * 1 SVM(RBF) C: 10, gamma: 0.1 All 5 None 80 0.699 0.110 0.750
Tops Shorts RGB 1 SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 97 0.699 0.083 0.696
Tops Shorts HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 34 0.699 0.082 0.736
Tops Shorts * 2 SVM(RBF) C: 100, gamma: 0.01 All 5 None 98 0.699 0.101 0.750
All All RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 58 0.699 0.049 0.742
Tops Shorts HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.699 0.071 0.664
Tops Shorts HSV 5 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.699 0.017 0.689
Tops Shorts * 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.699 0.109 0.714
Tops Shorts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.699 0.078 0.689
Tops Shorts RGB 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 PCA 37 0.699 0.051 0.757
Tops Skirts HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 40 0.699 0.049 0.795
All All H Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 None 78 0.699 0.039 0.696
Tops Pants HSV 3 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.699 0.027 0.691
Tops Pants RGBHSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 60 0.699 0.052 0.750
All All H Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 78 0.699 0.067 0.746
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Tops Pants RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 70 0.699 0.114 0.750
Tops Pants HSV Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - None 72 0.699 0.055 0.770
Tops Pants RGB 2 SVM(RBF) C: 10, gamma: 0.1 None - None 16 0.699 0.049 0.732
Tops Skirts RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 84 0.699 0.047 0.711
Tops Skirts RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 55 0.699 0.027 0.711
Tops Skirts HSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 36 0.699 0.064 0.791
All All * 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.699 0.018 0.649
All All RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 45 0.699 0.027 0.722
Tops Shorts RGB 1 SVM(RBF) C: 1000, gamma: 0.1 All 2 None 68 0.699 0.063 0.711
Tops Shorts * 1 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 34 0.699 0.111 0.750
Tops Shorts RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.01 All 10 None 98 0.699 0.087 0.696
Tops Shorts HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.699 0.055 0.714
Tops Shorts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.699 0.098 0.696
Tops Shorts * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.699 0.040 0.689
All All RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 118 0.699 0.059 0.696
Tops Shorts HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 25 0.699 0.104 0.764
Tops Shorts HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 25 0.699 0.104 0.764
Tops Shorts HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 22 0.699 0.117 0.796
Tops Pants * 5 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.699 0.058 0.714
Tops Skirts RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 51 0.699 0.045 0.600
Tops Skirts RGBHSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 PCA 37 0.699 0.056 0.767
Tops Skirts HSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 23 0.699 0.052 0.793
Tops Skirts RGB Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - None 72 0.699 0.011 0.682
All All RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 5 None 68 0.698 0.019 0.683
All All RGBHSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 None - None 40 0.698 0.026 0.749
All All HSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 24 0.698 0.022 0.728
Tops Skirts RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.1 HOG - ICA 48 0.698 0.035 0.600
Tops Skirts * 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 37 0.698 0.057 0.733
Tops Skirts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.698 0.077 0.722
Tops Skirts HSV Hist. SVM(RBF) C: 1000, gamma: 0.01 None - ICA 74 0.698 0.031 0.637
Tops Jeans H Hist. SVM(RBF) C: 10, gamma: 0.1 None - ICA 28 0.698 0.046 0.767
Tops Pants RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 None - ICA 14 0.698 0.026 0.691
Tops Pants HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 PCA 37 0.698 0.098 0.806
Tops Pants RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.698 0.071 0.770
All All HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.698 0.035 0.760
Tops Pants HSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 110 0.698 0.027 0.776
Tops Shorts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 5 None 98 0.698 0.098 0.696
All All RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 41 0.698 0.008 0.676
All All RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 28 0.698 0.041 0.751
Tops Skirts RGB 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 PCA 37 0.698 0.041 0.776
Tops Skirts * 5 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 5 PCA 37 0.698 0.044 0.754
All All * 2 SVM(RBF) C: 1000, gamma: 0.1 All 5 ICA 100 0.698 0.024 0.649
Tops Skirts RGB 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 37 0.697 0.072 0.741
Tops Skirts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 HOG - PCA 21 0.697 0.083 0.786
Tops Skirts HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 23 0.697 0.046 0.737
Tops Skirts HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 42 0.697 0.021 0.769
Tops Skirts H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 39 0.697 0.067 0.746
Tops Skirts RGB Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 36 0.697 0.016 0.673
All All RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 10 None 68 0.697 0.033 0.687
All All * 1 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 97 0.697 0.018 0.649
All All RGB 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 37 0.697 0.014 0.690
All All * 1 SVM(RBF) C: 100, gamma: 0.01 HOG - None 40 0.697 0.033 0.719
All All RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 74 0.697 0.019 0.675
All All RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.697 0.027 0.719
Tops Shorts HSV 2 SVM(RBF) C: 1000, gamma: 0.01 All 5 None 74 0.697 0.074 0.750
Tops Shorts * 5 SVM(RBF) C: 100, gamma: 0.1 HOG - PCA 17 0.697 0.163 0.743
Tops Jeans * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 19 0.697 0.102 0.774
Tops Shorts * 5 SVM(RBF) C: 100, gamma: 0.1 HOG - PCA 17 0.697 0.163 0.743
Tops Jeans HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 20 0.697 0.051 0.771
Tops Shorts RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 Radon - None 60 0.697 0.075 0.700
Tops Shorts RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 54 0.697 0.083 0.625
Tops Shorts RGB 1 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 10 0.697 0.111 0.750
All All RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 22 0.697 0.041 0.684
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 58 0.697 0.049 0.714
Tops Skirts RGB Hist. SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 35 0.697 0.028 0.729
Tops Skirts RGB Hist. SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 35 0.697 0.028 0.729
Tops Pants HSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 52 0.697 0.041 0.704
Tops Pants RGB 3 SVM(RBF) C: 100, gamma: 0.1 None - ICA 22 0.697 0.030 0.691
Tops Pants HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.697 0.044 0.714
All All HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 41 0.697 0.039 0.714
All All RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 34 0.697 0.032 0.713
Tops Skirts HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 37 0.697 0.017 0.731
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Tops Shorts HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 34 0.696 0.087 0.739
Tops Shorts * 2 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.696 0.082 0.661
Tops Shorts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 All 10 PCA 37 0.696 0.097 0.736
All All RGBHSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 37 0.696 0.012 0.696
Tops Pants HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 17 0.696 0.040 0.709
Tops Pants HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 36 0.696 0.057 0.791
All All RGB 2 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 22 0.696 0.029 0.683
Tops Skirts * 1 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 20 0.696 0.029 0.718
Tops Skirts RGBHSV 5 SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.696 0.039 0.645
All All RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 23 0.696 0.012 0.761
Tops Jeans * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 39 0.696 0.055 0.683
All All RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 37 0.696 0.024 0.695
All All RGBHSV 1 SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 17 0.696 0.020 0.706
Tops Shorts RGB 1 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 15 0.696 0.054 0.689
Tops Shorts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 All 5 None 86 0.696 0.102 0.743
Tops Jeans HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.696 0.075 0.774
Tops Shorts RGB 5 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 51 0.696 0.049 0.700
Tops Jeans HSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.696 0.054 0.783
Tops Jeans HSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.696 0.054 0.783
Tops Shorts RGB Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 None 110 0.696 0.101 0.707
Tops Shorts RGBHSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 158 0.696 0.110 0.846
Tops Shorts RGB Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 39 0.696 0.101 0.711
All All RGBHSV 1 SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 17 0.696 0.020 0.706
Tops Skirts RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.696 0.053 0.784
Tops Skirts HSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 19 0.696 0.053 0.735
Tops Skirts RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 64 0.696 0.079 0.690
Tops Pants HSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 14 0.695 0.064 0.702
Tops Pants HSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 14 0.695 0.064 0.702
All All RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.695 0.014 0.649
Tops Pants HSV 5 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 22 0.695 0.060 0.724
Tops Pants * 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 40 0.695 0.075 0.768
All All RGB 1 SVM(RBF) C: 100, gamma: 0.1 Radon - None 30 0.695 0.023 0.680
All All HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 2 None 74 0.695 0.029 0.680
All All * 1 SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 17 0.695 0.021 0.710
All All * 1 SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 17 0.695 0.021 0.710
Tops Jeans HSV 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.695 0.060 0.790
All All RGB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 PCA 37 0.695 0.027 0.700
Tops Jeans HSV 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.695 0.060 0.790
Tops Skirts * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.695 0.043 0.784
All All HSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 37 0.695 0.017 0.705
All All RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 45 0.695 0.048 0.733
Tops Shorts HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 80 0.695 0.099 0.704
Tops Shorts HSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 92 0.695 0.104 0.768
Tops Shorts RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 5 None 92 0.695 0.125 0.736
Tops Shorts RGB 5 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.695 0.125 0.739
Tops Shorts RGB 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 18 0.695 0.110 0.704
All All HSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 54 0.695 0.054 0.809
Tops Shorts RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.695 0.093 0.700
Tops Shorts * 3 SVM(RBF) C: 10, gamma: 0.1 None - None 58 0.695 0.104 0.682
Tops Pants RGB 2 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 18 0.695 0.063 0.696
Tops Jeans HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.695 0.042 0.755
Tops Skirts * 1 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 42 0.695 0.027 0.600
All All HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.695 0.021 0.649
Tops Skirts H Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 PCA 39 0.695 0.059 0.752
All All LAB 1 SVM(RBF) C: 100, gamma: 0.1 None - None 10 0.695 0.035 0.704
All All HSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 41 0.695 0.017 0.707
All All RGB 2 SVM(RBF) C: 100, gamma: 0.1 All 5 None 74 0.695 0.021 0.687
Tops Skirts RGB 5 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.694 0.026 0.607
All All RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 80 0.694 0.038 0.680
Tops Shorts * 3 SVM(RBF) C: 100, gamma: 0.01 HOG - None 76 0.694 0.042 0.718
All All RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.694 0.024 0.649
All All * 2 SVM(RBF) C: 1000, gamma: 0.1 All 2 ICA 100 0.694 0.040 0.649
Tops Shorts * 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 PCA 37 0.694 0.103 0.736
Tops Jeans * 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.694 0.065 0.788
Tops Skirts RGB 1 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 97 0.694 0.049 0.618
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 82 0.694 0.060 0.744
Tops Skirts RGBHSV 3 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 2 PCA 37 0.694 0.052 0.759
Tops Skirts * Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 PCA 39 0.694 0.075 0.776
Tops Pants RGB 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - None 52 0.694 0.081 0.816
Tops Pants * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.694 0.045 0.798
Tops Pants * 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 22 0.694 0.065 0.717
Tops Pants RGB Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 26 0.694 0.045 0.747
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Tops Jeans * 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 19 0.694 0.066 0.788
All All RGBHSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 26 0.694 0.009 0.687
All All * 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 30 0.694 0.036 0.757
All All RGB 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.694 0.037 0.700
Tops Skirts HSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 14 0.694 0.040 0.742
Tops Skirts HSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 14 0.694 0.040 0.742
Tops Shorts HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 10 None 92 0.694 0.086 0.700
Tops Skirts HSV 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.694 0.094 0.654
Tops Skirts * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 37 0.694 0.036 0.727
Tops Shorts HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.694 0.087 0.704
Tops Skirts RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.694 0.091 0.793
Tops Skirts RGBHSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 55 0.694 0.079 0.778
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1 All 10 None 80 0.694 0.021 0.664
All All HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.694 0.049 0.722
Tops Pants HSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 28 0.693 0.061 0.712
Tops Pants LAB 2 SVM(RBF) C: 10, gamma: 0.1 None - None 16 0.693 0.025 0.747
All All RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.693 0.042 0.689
Tops Skirts RGBHSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.693 0.055 0.752
All All RGB Hist. SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.693 0.025 0.649
All All * 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 37 0.693 0.025 0.716
All All RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 86 0.693 0.044 0.714
Tops Shorts HSV 3 SVM(RBF) C: 1000, gamma: 0.1 All 5 None 80 0.693 0.078 0.754
Tops Skirts * 2 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.693 0.050 0.660
Tops Shorts * 5 SVM(RBF) C: 1000, gamma: 0.1 All 10 ICA 100 0.693 0.092 0.686
Tops Shorts H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 78 0.693 0.072 0.721
Tops Shorts * Hist. SVM(RBF) C: 100, gamma: 0.01 Radon - PCA 22 0.693 0.109 0.761
Tops Shorts * Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 168 0.693 0.084 0.821
All All RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 10 None 74 0.693 0.040 0.685
All All RGB 2 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.693 0.018 0.649
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.693 0.031 0.677
All All HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.693 0.044 0.711
All All * Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 40 0.693 0.035 0.691
All All HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 5 None 80 0.693 0.030 0.688
All All RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.693 0.062 0.726
All All HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.693 0.029 0.650
Tops Skirts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 Radon - None 36 0.693 0.032 0.718
Tops Skirts RGB 2 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.693 0.095 0.633
Tops Skirts HSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 37 0.693 0.039 0.711
All All * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 45 0.693 0.055 0.702
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - None 72 0.692 0.028 0.673
All All HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 5 None 74 0.692 0.027 0.688
Tops Skirts HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 97 0.692 0.056 0.622
Tops Shorts HSV 1 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 17 0.692 0.051 0.714
Tops Shorts HSV 2 SVM(RBF) C: 100, gamma: 0.1 HOG - None 34 0.692 0.074 0.721
Tops Shorts RGB 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 PCA 37 0.692 0.060 0.757
Tops Shorts HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 5 PCA 37 0.692 0.077 0.750
Tops Shorts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.692 0.092 0.743
Tops Shorts RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 20 0.692 0.032 0.721
Tops Shorts RGB Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 None 110 0.692 0.096 0.704
Tops Skirts * Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 PCA 39 0.692 0.072 0.758
Tops Shorts RGB Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 39 0.692 0.096 0.700
All All RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 45 0.692 0.035 0.733
Tops Skirts RGB 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 16 0.692 0.040 0.731
All All RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.692 0.031 0.707
All All * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.692 0.047 0.770
All All HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.692 0.035 0.700
All All * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 37 0.692 0.022 0.746
Tops Pants RGB 1 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 42 0.692 0.028 0.691
Tops Pants HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 80 0.692 0.070 0.745
Tops Pants RGBHSV 2 SVM(RBF) C: 10000, gamma: 0.01 None - ICA 22 0.692 0.022 0.691
Tops Pants RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.692 0.053 0.658
Tops Pants RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.692 0.071 0.770
Tops Pants RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.692 0.053 0.658
Tops Pants RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 28 0.692 0.096 0.786
All All H Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 39 0.692 0.039 0.705
Tops Shorts RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.691 0.088 0.732
All All RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.691 0.032 0.693
Tops Skirts HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.691 0.065 0.761
Tops Shorts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 20 0.691 0.088 0.725
Tops Shorts RGB Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 2 PCA 39 0.691 0.101 0.764
Tops Shorts RGB Hist. Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 5 PCA 39 0.691 0.097 0.796
Tops Shorts LAB 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 None - None 34 0.691 0.061 0.743
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All All RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 72 0.691 0.044 0.711
All All HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 34 0.691 0.052 0.726
Tops Jeans HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 100 0.691 0.069 0.736
Tops Jeans RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.691 0.084 0.748
Tops Jeans H Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 20 0.691 0.063 0.764
All All RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 97 0.691 0.019 0.649
All All RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 45 0.691 0.045 0.731
Tops Shorts RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.691 0.090 0.696
Tops Shorts RGBHSV 2 SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.691 0.043 0.689
Tops Shorts * 2 SVM(RBF) C: 100, gamma: 0.01 All 5 PCA 37 0.691 0.109 0.739
Tops Shorts HSV 1 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 10 0.691 0.124 0.771
Tops Skirts RGB 1 SVM(RBF) C: 100, gamma: 0.01 HOG - None 28 0.691 0.049 0.697
All All HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 10 None 74 0.691 0.048 0.665
All All HSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 40 0.691 0.041 0.721
Tops Skirts RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 60 0.691 0.064 0.684
Tops Skirts * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 29 0.691 0.065 0.703
All All RGB 1 SVM(RBF) C: 100, gamma: 0.1 None - None 10 0.690 0.047 0.701
All All HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 74 0.690 0.035 0.706
Tops Pants RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 54 0.690 0.028 0.730
Tops Skirts * 1 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 40 0.690 0.040 0.602
Tops Skirts HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 80 0.690 0.119 0.782
Tops Skirts * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 76 0.690 0.078 0.739
All All H Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.690 0.017 0.649
All All HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.690 0.024 0.649
Tops Shorts * 3 SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.690 0.074 0.696
Tops Jeans RGBHSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 19 0.690 0.095 0.779
Tops Shorts HSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 17 0.690 0.108 0.825
Tops Shorts RGB 3 SVM(RBF) C: 100, gamma: 0.01 Radon - None 42 0.690 0.043 0.707
Tops Shorts H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 20 0.690 0.038 0.736
All All RGB 2 SVM(RBF) C: 1000, gamma: 0.1 All 5 ICA 100 0.690 0.022 0.649
All All * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.690 0.038 0.737
All All HSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 26 0.690 0.030 0.703
Tops Pants RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 40 0.690 0.062 0.742
Tops Pants HSV 5 SVM(RBF) C: 100, gamma: 0.1 None - None 34 0.690 0.043 0.679
All All RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 120 0.690 0.028 0.693
All All * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 206 0.690 0.038 0.712
All All RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 41 0.690 0.055 0.709
Tops Skirts RGBHSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 55 0.690 0.063 0.780
All All * 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 27 0.689 0.062 0.717
Tops Shorts * 3 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.689 0.046 0.625
All All RGB 3 SVM(RBF) C: 100, gamma: 0.1 HOG - PCA 19 0.689 0.015 0.706
All All RGB 3 SVM(RBF) C: 100, gamma: 0.1 HOG - PCA 19 0.689 0.015 0.706
All All * 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 27 0.689 0.062 0.716
Tops Shorts RGB 3 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 18 0.689 0.079 0.696
Tops Shorts HSV Hist. Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 39 0.689 0.090 0.825
Tops Shorts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 None - None 64 0.689 0.124 0.696
Tops Shorts RGBHSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 None - None 64 0.689 0.115 0.811
All All RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 97 0.689 0.020 0.649
All All * 1 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 97 0.689 0.022 0.649
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 None - None 64 0.689 0.059 0.705
All All RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 2 None 68 0.689 0.021 0.685
All All RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.689 0.028 0.649
All All HSV 5 SVM(RBF) C: 10, gamma: 0.01 None - None 34 0.689 0.024 0.733
All All HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 None 80 0.689 0.020 0.680
Tops Pants * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 21 0.689 0.086 0.753
All All RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 25 0.689 0.067 0.709
All All * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 27 0.689 0.030 0.720
Tops Pants HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.689 0.046 0.638
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 112 0.689 0.051 0.718
Tops Skirts * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.689 0.111 0.812
Tops Skirts RGBHSV 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - PCA 25 0.689 0.049 0.767
Tops Skirts * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 25 0.689 0.049 0.680
Tops Shorts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 82 0.689 0.130 0.757
Tops Shorts RGBHSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - PCA 17 0.689 0.129 0.818
Tops Shorts RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 42 0.689 0.079 0.750
Tops Shorts HSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - None 36 0.689 0.062 0.671
All All RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 25 0.689 0.066 0.709
All All HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.689 0.022 0.704
Tops Pants HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 42 0.688 0.058 0.724
Tops Pants RGB 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 34 0.688 0.034 0.742
All All RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 97 0.688 0.019 0.649
All All H Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 28 0.688 0.034 0.732
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All All RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 86 0.688 0.046 0.703
All All RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 2 None 74 0.688 0.025 0.682
All All * 5 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.688 0.014 0.649
All All HSV Hist. SVM(RBF) C: 1000, gamma: 0.1 All 5 ICA 100 0.688 0.020 0.649
Tops Shorts HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 10 None 80 0.688 0.077 0.743
Tops Shorts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 98 0.688 0.058 0.750
Tops Shorts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 HOG - None 46 0.688 0.063 0.689
Tops Shorts * 5 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.688 0.067 0.625
Tops Shorts RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 20 0.688 0.101 0.768
Tops Shorts HSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 25 0.688 0.112 0.779
Tops Shorts RGB Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 26 0.688 0.094 0.718
All All HSV 3 SVM(RBF) C: 10000, gamma: 0.1 All 10 None 80 0.688 0.027 0.687
Tops Pants * 2 SVM(RBF) C: 100, gamma: 0.01 None - ICA 22 0.688 0.055 0.691
All All RGB 5 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.688 0.016 0.649
All All * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.688 0.021 0.665
All All * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.688 0.016 0.716
Tops Pants RGB 1 SVM(RBF) C: 100, gamma: 0.1 None - ICA 14 0.687 0.033 0.691
Tops Pants RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 98 0.687 0.055 0.730
All All RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 34 0.687 0.044 0.665
All All HSV 5 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.687 0.018 0.649
Tops Skirts RGBHSV 5 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.687 0.054 0.641
Tops Pants RGB 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.687 0.017 0.714
All All RGBHSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 30 0.687 0.060 0.744
Tops Skirts H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 39 0.687 0.058 0.767
Tops Shorts HSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 None 92 0.687 0.106 0.836
Tops Shorts RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 52 0.687 0.089 0.825
Tops Shorts HSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 52 0.687 0.088 0.671
Tops Shorts H Hist. SVM(RBF) C: 10000, gamma: 0.01 Radon - None 40 0.687 0.085 0.711
Tops Shorts LAB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 22 0.687 0.073 0.696
Tops Skirts HSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 34 0.687 0.042 0.726
Tops Skirts RGB 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 20 0.687 0.063 0.761
Tops Skirts HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 23 0.687 0.049 0.720
Tops Skirts H Hist. SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.687 0.063 0.654
All All RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.687 0.015 0.649
Tops Skirts RGBHSV 2 SVM(RBF) C: 1000, gamma: 0.1 HOG - ICA 48 0.687 0.027 0.617
Tops Skirts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 25 0.687 0.043 0.748
All All LAB 5 SVM(RBF) C: 10, gamma: 0.1 None - None 34 0.687 0.038 0.705
Tops Shorts RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.686 0.098 0.693
Tops Shorts RGBHSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 PCA 37 0.686 0.068 0.721
Tops Shorts H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 5 PCA 39 0.686 0.033 0.704
All All RGB 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 28 0.686 0.023 0.704
Tops Pants RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 None - ICA 28 0.686 0.050 0.691
All All H Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - None 40 0.686 0.048 0.696
All All HSV 1 SVM(RBF) C: 100, gamma: 0.1 None - None 10 0.686 0.045 0.704
Tops Skirts HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 97 0.686 0.036 0.626
Tops Skirts HSV 5 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.686 0.043 0.639
Tops Skirts HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 19 0.686 0.054 0.714
Tops Skirts H Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - None 38 0.686 0.092 0.720
All All HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.686 0.021 0.649
All All HSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 28 0.686 0.030 0.701
All All RGB 3 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.686 0.013 0.649
Tops Shorts HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.686 0.090 0.736
Tops Shorts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.686 0.108 0.693
Tops Jeans HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 39 0.686 0.098 0.750
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 None - None 94 0.686 0.065 0.701
All All RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.686 0.033 0.741
All All HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 110 0.686 0.036 0.722
Tops Skirts * 3 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 10 PCA 37 0.685 0.061 0.737
All All * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.685 0.028 0.763
Tops Skirts RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.685 0.049 0.763
Tops Skirts H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 38 0.685 0.053 0.810
Tops Skirts LAB 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 22 0.685 0.069 0.650
All All HSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 52 0.685 0.043 0.734
All All RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.685 0.031 0.725
Tops Shorts HSV 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 2 PCA 37 0.685 0.104 0.761
Tops Shorts HSV 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 37 0.685 0.090 0.700
All All H Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.685 0.025 0.649
All All HSV 2 SVM(RBF) C: 10, gamma: 0.1 None - None 16 0.685 0.033 0.693
All All RGB 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 23 0.685 0.042 0.733
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 34 0.685 0.034 0.717
All All RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 19 0.685 0.041 0.716
All All RGBHSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 26 0.685 0.022 0.707
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All All HSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 29 0.685 0.039 0.712
All All RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 80 0.685 0.055 0.722
All All HSV Hist. SVM(RBF) C: 100, gamma: 0.1 None - ICA 28 0.685 0.025 0.649
All All RGBHSV 5 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 22 0.684 0.023 0.649
Tops Shorts * 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 58 0.684 0.129 0.693
Tops Shorts * 3 SVM(RBF) C: 100, gamma: 0.01 All 10 ICA 100 0.684 0.081 0.711
Tops Shorts HSV 2 SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 48 0.684 0.022 0.682
Tops Shorts * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.684 0.070 0.714
Tops Shorts * Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 206 0.684 0.114 0.825
Tops Shorts * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 206 0.684 0.119 0.796
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 76 0.684 0.056 0.703
All All RGBHSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 PCA 37 0.684 0.053 0.730
All All HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.684 0.022 0.649
All All H Hist. SVM(RBF) C: 10, gamma: 0.01 HOG - None 38 0.684 0.025 0.718
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 None - None 28 0.684 0.024 0.709
All All RGB 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 23 0.684 0.027 0.681
All All HSV Hist. SVM(RBF) C: 10, gamma: 0.01 HOG - None 70 0.684 0.026 0.713
Tops Pants RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 82 0.684 0.048 0.737
Tops Pants HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 16 0.684 0.067 0.730
Tops Shorts HSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 40 0.684 0.089 0.718
All All HSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 37 0.684 0.024 0.676
Tops Shorts RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.684 0.059 0.775
Tops Shorts * 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - PCA 20 0.684 0.097 0.793
Tops Shorts * Hist. SVM(RBF) C: 10000, gamma: 0.1 Radon - ICA 57 0.684 0.068 0.625
Tops Skirts * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 25 0.684 0.053 0.709
All All HSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - None 36 0.684 0.063 0.693
All All RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.683 0.053 0.757
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 40 0.683 0.049 0.704
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 None - None 22 0.683 0.041 0.689
Tops Skirts RGB 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 34 0.683 0.030 0.707
Tops Shorts HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 80 0.683 0.105 0.757
All All HSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 37 0.683 0.026 0.685
Tops Skirts * Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 30 0.683 0.053 0.720
All All RGB 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.683 0.053 0.738
All All H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 39 0.683 0.059 0.751
All All HSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.683 0.031 0.719
All All HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 36 0.683 0.054 0.733
All All HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 40 0.682 0.033 0.716
All All RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.682 0.029 0.724
Tops Pants HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 34 0.682 0.061 0.730
All All RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.682 0.024 0.649
Tops Shorts RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.682 0.061 0.668
Tops Shorts * 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 10 PCA 37 0.682 0.098 0.796
All All HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 72 0.682 0.055 0.692
Tops Skirts RGBHSV 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 2 PCA 37 0.682 0.060 0.748
All All H Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 39 0.682 0.051 0.700
All All HSV 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 24 0.682 0.028 0.732
Tops Jeans HSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - PCA 17 0.682 0.083 0.788
Tops Jeans HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 30 0.682 0.070 0.686
All All HSV Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - None 72 0.682 0.034 0.696
All All HSV 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 24 0.682 0.027 0.732
All All * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 30 0.682 0.046 0.754
All All RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.1 None - ICA 28 0.682 0.023 0.649
All All * Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 54 0.682 0.032 0.649
Tops Pants RGB 2 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.682 0.034 0.691
Tops Pants RGB 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.682 0.088 0.717
Tops Pants RGB 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.682 0.088 0.717
Tops Skirts RGBHSV Hist. Random Forest max_depth: 6, n_estimators: 200, random_state: 0 HOG - PCA 35 0.682 0.053 0.744
Tops Shorts RGBHSV 1 SVM(RBF) C: 10000, gamma: 0.1 Radon - PCA 17 0.681 0.042 0.721
All All RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.681 0.039 0.723
Tops Skirts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 23 0.681 0.023 0.711
All All HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.681 0.029 0.645
All All H Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.681 0.044 0.711
All All H Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.681 0.044 0.711
Tops Pants RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 19 0.681 0.053 0.719
Tops Pants RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 19 0.681 0.053 0.719
All All HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 41 0.681 0.032 0.755
All All HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 74 0.681 0.033 0.692
All All HSV 2 SVM(RBF) C: 1000, gamma: 0.1 All 5 ICA 100 0.681 0.032 0.649
All All HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.681 0.020 0.649
Tops Shorts * Hist. SVM(RBF) C: 10000, gamma: 0.1 None - ICA 28 0.681 0.048 0.625
Tops Pants RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 17 0.681 0.104 0.732
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All All HSV 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 29 0.681 0.059 0.692
All All HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 None 68 0.680 0.031 0.681
All All RGBHSV 5 SVM(RBF) C: 100, gamma: 0.01 Radon - ICA 51 0.680 0.012 0.649
All All HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.680 0.031 0.738
All All LAB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 22 0.680 0.064 0.706
Tops Pants RGB 2 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.680 0.047 0.691
Tops Skirts RGB 2 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.680 0.061 0.600
Tops Skirts RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 25 0.680 0.041 0.729
All All HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 34 0.680 0.038 0.701
Tops Shorts RGBHSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 None 86 0.680 0.080 0.818
Tops Shorts HSV 2 SVM(RBF) C: 1000, gamma: 0.1 Radon - None 36 0.680 0.063 0.721
Tops Shorts RGBHSV 1 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 None - None 16 0.680 0.116 0.754
All All * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.680 0.034 0.693
All All HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 None 68 0.680 0.025 0.685
All All HSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 37 0.680 0.027 0.688
Tops Skirts HSV 2 SVM(RBF) C: 10, gamma: 0.1 None - None 16 0.680 0.038 0.688
Tops Pants RGB 5 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.680 0.053 0.691
All All RGB 2 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 100 0.680 0.018 0.649
Tops Pants RGB 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 PCA 37 0.680 0.078 0.755
All All HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 34 0.679 0.035 0.689
Tops Shorts RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 74 0.679 0.040 0.764
Tops Skirts RGB 3 SVM(RBF) C: 10, gamma: 0.1 Radon - None 42 0.679 0.023 0.658
Tops Shorts LAB 1 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 10 0.679 0.081 0.675
All All HSV 5 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 22 0.679 0.032 0.649
All All RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 70 0.679 0.038 0.741
All All * 5 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 22 0.679 0.021 0.649
Tops Skirts HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 36 0.679 0.081 0.752
All All * 3 SVM(RBF) C: 100, gamma: 0.01 HOG - ICA 48 0.679 0.025 0.649
All All HSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 37 0.679 0.019 0.687
Tops Shorts RGBHSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 82 0.679 0.096 0.764
Tops Shorts H Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 None 78 0.679 0.088 0.732
Tops Shorts H Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 39 0.679 0.089 0.736
Tops Pants H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 19 0.679 0.082 0.730
Tops Skirts RGB Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - None 72 0.679 0.062 0.744
Tops Skirts LAB 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 16 0.679 0.059 0.729
All All LAB 3 SVM(RBF) C: 10, gamma: 0.1 None - None 22 0.679 0.025 0.706
All All HSV 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 18 0.678 0.011 0.697
All All HSV 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 18 0.678 0.011 0.697
All All RGBHSV 3 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 22 0.678 0.028 0.649
Tops Pants HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 34 0.678 0.055 0.658
All All * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 27 0.678 0.039 0.733
All All HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 41 0.678 0.057 0.740
All All * 2 SVM(RBF) C: 10, gamma: 0.1 None - None 40 0.678 0.032 0.715
Tops Shorts HSV 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 52 0.678 0.103 0.800
Tops Shorts HSV 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 PCA 37 0.678 0.110 0.786
Tops Shorts RGB 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 None - None 16 0.678 0.120 0.761
Tops Shorts RGB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 None - None 34 0.678 0.106 0.754
Tops Skirts HSV 1 SVM(RBF) C: 10, gamma: 0.1 Radon - None 30 0.678 0.016 0.714
Tops Skirts RGB 5 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.678 0.040 0.605
Tops Skirts RGB 1 SVM(RBF) C: 1000, gamma: 0.01 None - None 10 0.678 0.030 0.695
All All * 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.678 0.029 0.711
All All RGB 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 16 0.678 0.016 0.707
All All RGB 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 16 0.678 0.016 0.707
All All RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.678 0.038 0.649
Tops Skirts RGB 3 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 51 0.677 0.027 0.600
All All HSV 5 SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 48 0.677 0.045 0.649
Tops Skirts * 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 PCA 37 0.677 0.052 0.699
Tops Shorts RGB 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - PCA 18 0.677 0.100 0.764
Tops Skirts H Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 57 0.677 0.035 0.600
Tops Shorts RGBHSV 5 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 None - None 64 0.677 0.096 0.746
All All HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 29 0.677 0.049 0.744
All All HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 22 0.677 0.053 0.698
Tops Skirts * 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 2 PCA 37 0.677 0.053 0.731
Tops Jeans RGB 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 17 0.677 0.076 0.762
Tops Skirts RGB Hist. SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.677 0.106 0.645
All All RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 45 0.677 0.071 0.728
All All RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 38 0.677 0.043 0.724
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.1 None - None 34 0.677 0.039 0.724
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 23 0.677 0.018 0.689
All All RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 74 0.677 0.048 0.682
Tops Shorts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 58 0.676 0.108 0.814
Tops Shorts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.676 0.115 0.671
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Tops Shorts H Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 PCA 39 0.676 0.057 0.729
Tops Shorts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 28 0.676 0.131 0.811
Tops Shorts RGBHSV 3 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 None - None 40 0.676 0.095 0.761
Tops Skirts RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 None 74 0.676 0.139 0.759
Tops Skirts RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 25 0.676 0.049 0.705
Tops Skirts H Hist. Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 5 PCA 39 0.676 0.052 0.761
Tops Skirts HSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 22 0.676 0.091 0.711
Tops Skirts RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 40 0.676 0.034 0.692
All All RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.676 0.054 0.723
All All HSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 PCA 37 0.676 0.046 0.727
Tops Pants * 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 60 0.676 0.058 0.722
All All * 3 SVM(RBF) C: 100, gamma: 0.1 None - ICA 22 0.676 0.025 0.649
Tops Shorts RGBHSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - None 46 0.676 0.107 0.836
Tops Shorts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.676 0.069 0.671
Tops Shorts HSV 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 37 0.676 0.095 0.775
Tops Jeans * Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.676 0.092 0.767
Tops Skirts * 5 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.676 0.067 0.632
Tops Skirts RGB 2 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.676 0.042 0.637
Tops Skirts HSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.676 0.044 0.600
Tops Pants RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 46 0.676 0.100 0.737
Tops Pants HSV 2 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.676 0.040 0.691
Tops Pants * 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 94 0.676 0.099 0.699
Tops Skirts RGB 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 17 0.675 0.077 0.758
Tops Skirts * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 58 0.675 0.063 0.654
Tops Shorts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 10 None 74 0.675 0.075 0.689
Tops Shorts HSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 40 0.675 0.103 0.800
Tops Shorts * 2 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.675 0.069 0.675
Tops Shorts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.675 0.075 0.689
Tops Pants HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.675 0.048 0.798
Tops Shorts RGBHSV Hist. SVM(RBF) C: 10000, gamma: 0.1 None - ICA 28 0.675 0.041 0.625
Tops Shorts RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 25 0.675 0.088 0.704
All All RGB Hist. Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 41 0.675 0.028 0.679
All All H Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 39 0.675 0.046 0.700
Tops Shorts RGBHSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 25 0.675 0.088 0.704
All All HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 10 None 68 0.675 0.051 0.674
Tops Skirts RGB 3 SVM(RBF) C: 1000, gamma: 0.01 All 2 ICA 100 0.675 0.064 0.654
Tops Skirts RGB 3 SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 48 0.675 0.034 0.600
Tops Skirts RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.675 0.112 0.821
Tops Skirts HSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 22 0.675 0.081 0.746
Tops Skirts RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 110 0.675 0.063 0.742
Tops Skirts RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 70 0.675 0.082 0.720
Tops Jeans * Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.675 0.093 0.767
All All H Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 28 0.675 0.055 0.710
Tops Skirts * 1 SVM(RBF) C: 10, gamma: 0.1 None - None 22 0.675 0.057 0.703
All All RGB 5 SVM(RBF) C: 10, gamma: 0.1 None - None 34 0.675 0.066 0.715
All All RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 54 0.675 0.024 0.649
Tops Pants RGB 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 18 0.675 0.038 0.709
Tops Pants RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 23 0.675 0.098 0.686
Tops Skirts * 1 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 97 0.674 0.045 0.650
Tops Skirts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 20 0.674 0.026 0.699
All All HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.674 0.021 0.649
Tops Skirts RGB 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.674 0.060 0.669
Tops Skirts RGB 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.674 0.060 0.669
Tops Shorts * 5 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 PCA 37 0.674 0.081 0.668
Tops Shorts H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 None 78 0.674 0.030 0.771
Tops Shorts RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.1 All 5 ICA 100 0.674 0.117 0.725
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1 None - None 22 0.674 0.042 0.708
Tops Skirts HSV 3 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 23 0.674 0.067 0.726
All All * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 45 0.674 0.042 0.701
Tops Skirts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 None - None 16 0.674 0.058 0.688
All All HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 34 0.674 0.042 0.702
Tops Shorts HSV Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - None 70 0.674 0.097 0.814
All All HSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 37 0.674 0.057 0.748
All All RGB Hist. SVM(RBF) C: 100, gamma: 0.01 HOG - ICA 54 0.674 0.019 0.649
Tops Jeans * 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 PCA 37 0.673 0.067 0.764
Tops Skirts RGB 2 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 2 PCA 37 0.673 0.045 0.733
All All * Hist. SVM(RBF) C: 1000, gamma: 0.01 None - ICA 28 0.673 0.015 0.649
Tops Skirts LAB 1 SVM(RBF) C: 1000, gamma: 0.01 None - None 10 0.673 0.028 0.709
Tops Shorts RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 10 PCA 37 0.673 0.083 0.793
Tops Shorts RGBHSV 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 17 0.673 0.085 0.764
Tops Jeans HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 29 0.673 0.078 0.793
Tops Jeans * Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 26 0.673 0.036 0.771
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Tops Shorts RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 120 0.673 0.085 0.750
Tops Shorts RGB 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 None - None 22 0.673 0.107 0.771
All All LAB 2 SVM(RBF) C: 10, gamma: 0.1 None - None 16 0.673 0.030 0.695
All All HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 74 0.673 0.046 0.679
All All HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.673 0.053 0.685
All All RGB 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 PCA 37 0.673 0.038 0.708
Tops Skirts * 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 58 0.673 0.033 0.701
All All HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.673 0.055 0.695
Tops Jeans RGB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 37 0.672 0.058 0.729
All All HSV 3 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.672 0.039 0.649
All All HSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 2 PCA 37 0.672 0.029 0.667
Tops Skirts RGB 1 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 14 0.672 0.037 0.600
Tops Skirts H Hist. SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 21 0.672 0.020 0.705
Tops Skirts H Hist. SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 21 0.672 0.020 0.705
Tops Shorts RGB 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 37 0.672 0.075 0.754
Tops Shorts HSV Hist. SVM(RBF) C: 10000, gamma: 0.01 None - ICA 28 0.672 0.052 0.625
Tops Shorts H Hist. SVM(RBF) C: 1000, gamma: 0.1 All 10 PCA 39 0.672 0.088 0.718
Tops Shorts RGBHSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 39 0.672 0.130 0.729
Tops Shorts HSV Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 25 0.672 0.126 0.811
Tops Skirts RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 97 0.672 0.090 0.664
All All RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 80 0.672 0.034 0.727
Tops Skirts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 58 0.672 0.058 0.744
Tops Skirts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.672 0.059 0.707
Tops Skirts RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 42 0.672 0.060 0.729
All All HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 29 0.672 0.035 0.704
All All HSV Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 29 0.672 0.035 0.704
Tops Skirts LAB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 34 0.672 0.032 0.707
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 40 0.672 0.029 0.693
All All HSV 2 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.672 0.028 0.649
Tops Shorts RGB 1 SVM(RBF) C: 1000, gamma: 0.01 All 5 None 68 0.671 0.079 0.686
Tops Pants HSV 1 SVM(RBF) C: 10, gamma: 0.1 None - ICA 14 0.671 0.040 0.691
Tops Shorts RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 10 PCA 34 0.671 0.077 0.693
Tops Shorts RGB 1 SVM(RBF) C: 10000, gamma: 0.1 All 5 PCA 34 0.671 0.078 0.686
Tops Shorts HSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 None 74 0.671 0.082 0.750
Tops Shorts RGB 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 74 0.671 0.068 0.725
Tops Shorts * 5 SVM(RBF) C: 100, gamma: 0.01 All 5 ICA 100 0.671 0.077 0.664
Tops Shorts * 2 SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 17 0.671 0.068 0.686
Tops Shorts * 2 SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 17 0.671 0.068 0.686
Tops Shorts RGB 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - None 36 0.671 0.057 0.732
Tops Shorts H Hist. SVM(RBF) C: 1000, gamma: 0.1 All 10 None 78 0.671 0.088 0.718
Tops Shorts RGB Hist. SVM(RBF) C: 10000, gamma: 0.1 None - ICA 28 0.671 0.055 0.625
Tops Shorts * 2 SVM(RBF) C: 10, gamma: 0.1 None - None 40 0.671 0.108 0.714
Tops Skirts RGB 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 74 0.671 0.118 0.793
All All HSV Hist. SVM(RBF) C: 100, gamma: 0.01 HOG - ICA 54 0.671 0.023 0.649
All All HSV 2 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 37 0.671 0.034 0.671
Tops Shorts RGB 1 SVM(RBF) C: 100, gamma: 0.1 Radon - None 30 0.671 0.080 0.696
Tops Shorts RGBHSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 20 0.671 0.067 0.693
Tops Skirts * Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 PCA 39 0.671 0.063 0.786
All All * 5 SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 48 0.671 0.020 0.649
All All RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.671 0.031 0.748
All All RGB 2 SVM(RBF) C: 10, gamma: 0.01 HOG - None 34 0.670 0.021 0.701
Tops Pants H Hist. SVM(RBF) C: 10, gamma: 0.1 None - ICA 28 0.670 0.049 0.691
Tops Skirts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 46 0.670 0.029 0.695
Tops Skirts HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 10 PCA 37 0.670 0.032 0.709
Tops Shorts HSV 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 37 0.670 0.148 0.729
Tops Shorts RGBHSV 5 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 Radon - PCA 20 0.670 0.037 0.721
Tops Shorts RGB Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.670 0.072 0.682
Tops Skirts HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 34 0.670 0.057 0.709
Tops Pants HSV 1 SVM(RBF) C: 10, gamma: 0.1 None - None 10 0.670 0.061 0.727
All All * Hist. SVM(RBF) C: 100, gamma: 0.01 Radon - ICA 57 0.670 0.019 0.649
All All RGBHSV 5 SVM(RBF) C: 100, gamma: 0.01 HOG - ICA 48 0.670 0.024 0.649
All All HSV 5 SVM(RBF) C: 100, gamma: 0.01 Radon - ICA 51 0.670 0.008 0.649
Tops Skirts RGBHSV Hist. SVM(RBF) C: 1000, gamma: 0.01 All 5 ICA 100 0.670 0.072 0.639
Tops Pants HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 40 0.669 0.108 0.712
Tops Pants HSV 2 SVM(RBF) C: 100, gamma: 0.1 None - None 16 0.669 0.051 0.712
Tops Shorts RGB 1 SVM(RBF) C: 10, gamma: 0.1 All 10 None 68 0.669 0.076 0.693
Tops Shorts RGBHSV 3 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.669 0.088 0.636
Tops Shorts RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 None 110 0.669 0.065 0.754
Tops Skirts RGB 5 SVM(RBF) C: 10, gamma: 0.1 Radon - None 54 0.669 0.038 0.673
Tops Pants RGBHSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 22 0.669 0.062 0.709
Tops Skirts RGBHSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - PCA 21 0.669 0.025 0.711
Tops Skirts RGB Hist. SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 100 0.669 0.038 0.641
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Tops Skirts RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 35 0.669 0.061 0.697
Tops Skirts HSV 1 SVM(RBF) C: 10, gamma: 0.1 None - None 10 0.669 0.058 0.667
All All HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 34 0.669 0.046 0.705
Tops Shorts RGBHSV 1 SVM(RBF) C: 1000, gamma: 0.01 All 10 ICA 97 0.669 0.096 0.696
Tops Shorts RGBHSV 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - None 46 0.669 0.106 0.786
Tops Shorts RGB 3 SVM(RBF) C: 100, gamma: 0.01 All 10 ICA 100 0.669 0.096 0.689
Tops Shorts HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 42 0.669 0.068 0.789
All All HSV 3 SVM(RBF) C: 10, gamma: 0.1 Radon - None 42 0.669 0.075 0.675
Tops Pants HSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 19 0.668 0.044 0.671
Tops Pants HSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 19 0.668 0.044 0.671
Tops Skirts RGB Hist. SVM(RBF) C: 100, gamma: 0.01 Radon - ICA 100 0.668 0.034 0.643
Tops Skirts RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 None - None 22 0.668 0.072 0.662
All All RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 38 0.668 0.065 0.751
All All HSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 110 0.668 0.039 0.717
Tops Skirts HSV 2 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.668 0.033 0.600
Tops Skirts HSV 3 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 51 0.668 0.019 0.600
Tops Shorts * 1 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 97 0.668 0.055 0.707
Tops Shorts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.668 0.025 0.679
Tops Shorts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 17 0.668 0.077 0.696
Tops Shorts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 17 0.668 0.077 0.696
Tops Shorts RGB Hist. Random Forest max_depth: 6, n_estimators: 50, random_state: 0 HOG - PCA 25 0.668 0.039 0.721
Tops Shorts HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 16 0.668 0.095 0.775
Tops Skirts * 1 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 14 0.668 0.058 0.600
All All * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 40 0.668 0.043 0.672
All All RGB 2 SVM(RBF) C: 10, gamma: 0.1 None - None 16 0.668 0.045 0.695
All All * 2 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 22 0.668 0.028 0.649
All All HSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 None 80 0.667 0.078 0.689
Tops Skirts RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 54 0.667 0.074 0.720
Tops Skirts HSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 All 5 PCA 55 0.667 0.032 0.688
Tops Shorts HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.667 0.085 0.657
Tops Shorts HSV 3 SVM(RBF) C: 100, gamma: 0.1 All 2 ICA 100 0.667 0.084 0.693
Tops Shorts HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.667 0.081 0.736
Tops Shorts HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 39 0.667 0.086 0.771
All All * 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 PCA 37 0.667 0.050 0.731
All All * 2 SVM(RBF) C: 100, gamma: 0.01 HOG - ICA 48 0.667 0.017 0.649
All All H Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 39 0.667 0.053 0.733
All All * 1 SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 40 0.667 0.024 0.649
All All HSV 2 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 22 0.667 0.021 0.649
All All RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 HOG - ICA 48 0.667 0.018 0.649
All All HSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 24 0.667 0.075 0.730
All All HSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 24 0.666 0.037 0.722
Tops Shorts H Hist. SVM(RBF) C: 1000, gamma: 0.1 HOG - ICA 54 0.666 0.098 0.625
Tops Pants HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 97 0.666 0.018 0.689
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.666 0.042 0.691
All All HSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 24 0.666 0.037 0.722
All All HSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 None - None 16 0.666 0.062 0.770
Tops Skirts RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 20 0.666 0.058 0.716
All All HSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 Radon - PCA 29 0.666 0.032 0.673
All All HSV 1 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 14 0.666 0.022 0.649
All All RGBHSV Hist. SVM(RBF) C: 100, gamma: 0.01 Radon - ICA 57 0.666 0.019 0.649
All All HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 21 0.666 0.087 0.736
Tops Skirts RGB 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - None 40 0.665 0.057 0.652
Tops Skirts RGB Hist. SVM(RBF) C: 100, gamma: 0.1 None - ICA 74 0.665 0.055 0.652
All All RGB 2 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.665 0.024 0.698
All All RGB 2 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.665 0.024 0.698
All All RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 23 0.665 0.042 0.740
All All RGBHSV 1 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 14 0.665 0.032 0.649
Tops Shorts * 2 SVM(RBF) C: 1000, gamma: 0.1 HOG - ICA 48 0.665 0.055 0.679
Tops Shorts H Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 78 0.665 0.067 0.729
Tops Shorts RGB 1 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 10 0.665 0.103 0.750
All All HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 80 0.665 0.044 0.708
Tops Pants HSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.665 0.050 0.681
All All HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.665 0.031 0.735
Tops Pants HSV 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.665 0.050 0.681
Tops Skirts RGBHSV 1 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 14 0.665 0.068 0.600
Tops Skirts RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 97 0.665 0.048 0.630
Tops Skirts RGB 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 34 0.665 0.044 0.808
All All HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 97 0.665 0.019 0.649
All All RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 35 0.665 0.069 0.714
Tops Shorts RGB 3 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 HOG - None 40 0.664 0.114 0.804
Tops Shorts RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 18 0.664 0.083 0.736
Tops Shorts RGB 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - PCA 18 0.664 0.069 0.768
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Tops Shorts RGB Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 110 0.664 0.087 0.796
Tops Pants HSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 22 0.664 0.054 0.719
Tops Shorts LAB 2 SVM(RBF) C: 100, gamma: 0.1 None - None 16 0.664 0.097 0.657
Tops Skirts HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 21 0.664 0.054 0.758
Tops Pants RGB 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 None 74 0.664 0.073 0.758
All All HSV Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 34 0.664 0.049 0.714
All All HSV 1 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 40 0.664 0.030 0.649
Tops Shorts RGB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - None 52 0.664 0.110 0.761
Tops Shorts * 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 20 0.664 0.082 0.782
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 None - ICA 28 0.664 0.018 0.649
Tops Skirts RGBHSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 28 0.664 0.027 0.737
All All RGB Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 57 0.663 0.020 0.649
All All RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.663 0.043 0.720
Tops Shorts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 5 None 74 0.663 0.098 0.693
Tops Shorts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 5 PCA 37 0.663 0.098 0.689
Tops Skirts RGB 3 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 20 0.663 0.035 0.628
All All * 1 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 14 0.663 0.036 0.649
All All RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 None - ICA 22 0.663 0.026 0.649
Tops Skirts RGB 1 SVM(RBF) C: 10, gamma: 0.1 Radon - None 30 0.662 0.029 0.669
Tops Skirts RGB 2 SVM(RBF) C: 10, gamma: 0.1 Radon - None 36 0.662 0.031 0.648
Tops Pants * 3 SVM(RBF) C: 100, gamma: 0.01 None - ICA 22 0.662 0.050 0.691
Tops Shorts RGB 5 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.662 0.033 0.668
Tops Shorts * 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 10 PCA 37 0.662 0.077 0.729
Tops Shorts RGBHSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 2 PCA 37 0.662 0.068 0.754
All All RGBHSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 37 0.662 0.052 0.735
Tops Shorts * 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 PCA 37 0.662 0.053 0.754
Tops Shorts RGBHSV 2 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - PCA 20 0.662 0.075 0.700
All All HSV Hist. SVM(RBF) C: 100, gamma: 0.01 Radon - ICA 57 0.662 0.026 0.649
Tops Skirts RGB Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 None 110 0.662 0.091 0.771
Tops Skirts H Hist. Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 2 PCA 39 0.662 0.039 0.703
Tops Pants * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 25 0.662 0.111 0.612
All All RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 51 0.662 0.011 0.649
Tops Shorts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.1 None - None 28 0.661 0.110 0.718
All All HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 70 0.661 0.060 0.723
All All HSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - None 30 0.661 0.069 0.679
Tops Pants HSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 26 0.661 0.061 0.735
All All RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 40 0.661 0.025 0.649
Tops Skirts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 21 0.661 0.026 0.684
All All RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 74 0.661 0.055 0.711
Tops Shorts HSV 3 SVM(RBF) C: 1000, gamma: 0.1 Radon - None 42 0.661 0.071 0.700
Tops Shorts HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 None - None 22 0.661 0.113 0.761
All All HSV 2 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.661 0.049 0.671
All All HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 2 PCA 37 0.661 0.035 0.692
Tops Skirts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 21 0.661 0.026 0.684
All All * 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 25 0.660 0.070 0.737
Tops Skirts HSV 5 Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 PCA 37 0.660 0.053 0.714
Tops Shorts * 5 SVM(RBF) C: 10000, gamma: 0.1 All 2 ICA 100 0.660 0.089 0.675
Tops Shorts * 3 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.660 0.118 0.682
Tops Shorts RGBHSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 48 0.660 0.086 0.829
Tops Shorts H Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 All 5 PCA 39 0.660 0.095 0.757
Tops Skirts H Hist. SVM(RBF) C: 10, gamma: 0.1 None - ICA 28 0.660 0.048 0.600
Tops Pants * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.660 0.082 0.696
Tops Pants * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 26 0.660 0.036 0.633
Tops Skirts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 None - None 40 0.659 0.036 0.680
Tops Shorts RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.659 0.082 0.718
Tops Shorts HSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 Radon - None 54 0.659 0.088 0.707
Tops Shorts * Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 39 0.659 0.056 0.796
Tops Pants * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 22 0.659 0.075 0.699
All All H Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 54 0.659 0.026 0.649
All All HSV 3 SVM(RBF) C: 10, gamma: 0.1 None - None 22 0.659 0.050 0.697
Tops Shorts RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.659 0.076 0.625
Tops Skirts * 2 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 21 0.659 0.028 0.686
Tops Skirts RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 17 0.659 0.061 0.771
Tops Skirts * 2 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 21 0.659 0.028 0.686
Tops Shorts * Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.659 0.091 0.736
Tops Shorts * Hist. SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.659 0.091 0.736
All All RGB 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 17 0.658 0.066 0.720
All All RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 40 0.658 0.063 0.656
All All RGB 1 SVM(RBF) C: 100, gamma: 0.01 All 2 ICA 97 0.658 0.020 0.649
Tops Skirts RGB 1 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 19 0.658 0.051 0.660
Tops Skirts HSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 19 0.658 0.070 0.697
Tops Skirts RGB 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 40 0.658 0.061 0.669
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Tops Shorts RGB 5 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 22 0.658 0.060 0.625
Tops Shorts RGB 2 Random Forest max_depth: 6, n_estimators: 100, random_state: 0 All 10 PCA 37 0.658 0.053 0.743
Tops Shorts HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.658 0.030 0.721
Tops Shorts RGB Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - None 72 0.658 0.056 0.729
All All HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 42 0.658 0.068 0.740
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 19 0.658 0.068 0.679
Tops Pants HSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 19 0.658 0.068 0.679
Tops Skirts RGB 5 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.658 0.073 0.620
Tops Shorts RGB 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - None 34 0.657 0.125 0.818
Tops Shorts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - None 58 0.657 0.122 0.725
Tops Shorts RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 10 ICA 100 0.657 0.082 0.700
Tops Shorts H Hist. SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 20 0.657 0.078 0.707
All All RGB 1 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 40 0.657 0.029 0.649
All All RGBHSV 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - PCA 25 0.657 0.057 0.746
All All HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 80 0.657 0.027 0.732
All All HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 97 0.656 0.016 0.649
Tops Shorts HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - None 40 0.656 0.071 0.750
Tops Shorts RGBHSV 2 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 22 0.656 0.066 0.625
Tops Shorts * 3 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 22 0.656 0.079 0.625
Tops Shorts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.656 0.135 0.707
Tops Shorts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 10 PCA 37 0.656 0.072 0.711
Tops Skirts RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 17 0.656 0.080 0.773
Tops Shorts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.656 0.135 0.707
Tops Shorts RGB Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 PCA 39 0.656 0.077 0.675
All All H Hist. SVM(RBF) C: 100, gamma: 0.1 None - ICA 28 0.656 0.028 0.649
Tops Pants RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 None - ICA 22 0.656 0.051 0.691
Tops Shorts RGBHSV 3 SVM(RBF) C: 100, gamma: 0.01 All 2 ICA 100 0.656 0.143 0.675
Tops Pants RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 18 0.656 0.062 0.673
Tops Skirts HSV Hist. Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 2 PCA 55 0.655 0.040 0.699
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 None - None 40 0.655 0.047 0.675
Tops Shorts HSV 2 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - None 34 0.655 0.102 0.786
All All H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 39 0.655 0.052 0.708
Tops Skirts RGB 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 20 0.655 0.046 0.650
All All RGB 1 SVM(RBF) C: 100, gamma: 0.1 None - ICA 14 0.655 0.026 0.649
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.655 0.069 0.628
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.655 0.069 0.628
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 None - None 58 0.655 0.063 0.677
All All * 1 SVM(RBF) C: 100, gamma: 0.01 Radon - ICA 42 0.654 0.016 0.649
Tops Shorts RGB 5 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.654 0.094 0.679
Tops Shorts RGBHSV Hist. Random Forest max_depth: 7, n_estimators: 100, random_state: 0 HOG - None 118 0.654 0.089 0.757
Tops Shorts HSV 2 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 None - None 16 0.654 0.119 0.768
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 21 0.654 0.059 0.716
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 21 0.654 0.059 0.716
All All HSV 3 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 29 0.654 0.063 0.684
All All HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 41 0.654 0.041 0.717
Tops Skirts HSV 3 SVM(RBF) C: 10, gamma: 0.1 None - None 22 0.654 0.053 0.703
Tops Shorts RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 110 0.654 0.060 0.711
All All * 2 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 51 0.653 0.018 0.649
Tops Pants RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 19 0.653 0.061 0.740
Tops Skirts * 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 HOG - PCA 23 0.653 0.100 0.731
Tops Skirts * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 25 0.653 0.079 0.716
Tops Shorts * 3 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.653 0.045 0.664
Tops Shorts * 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 5 PCA 37 0.653 0.103 0.746
Tops Shorts RGB Hist. SVM(RBF) C: 100, gamma: 0.01 All 10 ICA 100 0.653 0.087 0.682
Tops Skirts RGB 2 SVM(RBF) C: 100, gamma: 0.1 None - ICA 22 0.653 0.018 0.600
All All HSV 3 SVM(RBF) C: 10, gamma: 0.1 All 10 PCA 37 0.653 0.087 0.708
All All HSV 2 SVM(RBF) C: 100, gamma: 0.01 Radon - PCA 26 0.653 0.034 0.672
All All HSV 1 SVM(RBF) C: 100, gamma: 0.01 All 5 ICA 97 0.652 0.014 0.649
Tops Skirts RGB 5 SVM(RBF) C: 10, gamma: 0.1 HOG - None 52 0.652 0.056 0.677
Tops Shorts HSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - None 52 0.651 0.139 0.746
Tops Shorts HSV 2 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 18 0.651 0.065 0.700
Tops Shorts RGB Hist. SVM(RBF) C: 10000, gamma: 0.1 HOG - PCA 25 0.651 0.083 0.721
Tops Shorts RGB Hist. SVM(RBF) C: 10000, gamma: 0.1 HOG - PCA 25 0.651 0.083 0.721
Tops Shorts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 None - None 40 0.651 0.112 0.661
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 48 0.651 0.018 0.649
Tops Skirts HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 2 PCA 37 0.651 0.043 0.711
All All HSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - PCA 21 0.651 0.072 0.672
Tops Shorts HSV 1 SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 14 0.651 0.028 0.704
Tops Shorts HSV 1 SVM(RBF) C: 100, gamma: 0.01 HOG - PCA 14 0.651 0.028 0.704
All All RGB 3 SVM(RBF) C: 100, gamma: 0.01 Radon - ICA 51 0.651 0.016 0.649
All All RGB 1 SVM(RBF) C: 100, gamma: 0.01 All 5 ICA 97 0.651 0.018 0.649
All All RGB 2 SVM(RBF) C: 100, gamma: 0.01 HOG - ICA 48 0.651 0.017 0.649
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Tops Skirts RGB 5 SVM(RBF) C: 10, gamma: 0.1 Radon - PCA 20 0.650 0.037 0.641
All All HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 2 PCA 37 0.650 0.031 0.708
Tops Skirts HSV 2 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - None 34 0.650 0.083 0.803
Tops Pants RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.650 0.056 0.691
Tops Jeans RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 17 0.650 0.059 0.767
All All RGBHSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 2 PCA 37 0.650 0.046 0.705
Tops Pants * 5 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.650 0.052 0.691
All All RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 42 0.649 0.017 0.649
Tops Shorts H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - None 40 0.649 0.043 0.821
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.649 0.068 0.647
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.649 0.068 0.647
Tops Shorts HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 97 0.649 0.059 0.650
Tops Shorts RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.649 0.114 0.714
Tops Shorts HSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 34 0.649 0.107 0.796
Tops Skirts HSV 3 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 HOG - PCA 21 0.649 0.088 0.722
Tops Skirts HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 100 0.648 0.047 0.643
Tops Pants HSV 5 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.648 0.052 0.691
All All H Hist. SVM(RBF) C: 100, gamma: 0.01 Radon - ICA 57 0.648 0.017 0.649
Tops Pants H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 22 0.648 0.122 0.719
Tops Shorts HSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - None 28 0.648 0.046 0.721
Tops Shorts RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 26 0.648 0.039 0.796
All All HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 26 0.648 0.055 0.712
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.647 0.063 0.654
Tops Skirts HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - PCA 21 0.647 0.028 0.703
All All RGB 3 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.647 0.021 0.649
Tops Shorts RGB 3 Random Forest max_depth: 5, n_estimators: 50, random_state: 0 All 2 PCA 37 0.647 0.042 0.675
Tops Shorts RGB 2 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 5 PCA 37 0.647 0.064 0.700
Tops Shorts H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 38 0.647 0.149 0.779
Tops Shorts RGB Hist. SVM(RBF) C: 100, gamma: 0.01 HOG - ICA 54 0.647 0.090 0.693
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 21 0.647 0.063 0.654
All All RGB 5 SVM(RBF) C: 100, gamma: 0.01 Radon - ICA 51 0.647 0.018 0.649
Tops Shorts * 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 None 98 0.646 0.113 0.768
Tops Shorts HSV 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.646 0.043 0.700
Tops Shorts * 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.646 0.066 0.743
Tops Shorts HSV 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.646 0.043 0.700
Tops Shorts * 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.646 0.066 0.743
All All RGB 1 SVM(RBF) C: 100, gamma: 0.01 All 10 ICA 97 0.646 0.022 0.649
Tops Skirts RGB 2 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.646 0.020 0.600
Tops Skirts RGB 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - None 36 0.646 0.056 0.720
Tops Shorts * 2 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.646 0.052 0.679
Tops Shorts HSV 5 SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 48 0.646 0.044 0.668
Tops Shorts HSV Hist. SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 100 0.646 0.114 0.711
Tops Shorts RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 39 0.646 0.113 0.761
Tops Shorts H Hist. Random Forest max_depth: 7, n_estimators: 50, random_state: 0 Radon - PCA 20 0.646 0.071 0.714
All All RGB 5 SVM(RBF) C: 100, gamma: 0.01 None - ICA 22 0.645 0.021 0.649
All All HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 37 0.645 0.032 0.698
Tops Shorts * 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 20 0.645 0.063 0.779
Tops Shorts RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 39 0.645 0.045 0.714
Tops Pants RGBHSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 21 0.645 0.055 0.712
Tops Skirts RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 21 0.645 0.083 0.633
All All RGB 1 SVM(RBF) C: 100, gamma: 0.01 Radon - ICA 42 0.644 0.014 0.649
Tops Shorts * 3 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 2 PCA 37 0.644 0.065 0.721
Tops Shorts HSV 5 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 Radon - PCA 20 0.644 0.055 0.671
Tops Shorts * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 20 0.644 0.070 0.746
Tops Shorts RGB Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - None 70 0.644 0.084 0.725
Tops Skirts RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 42 0.643 0.044 0.600
All All HSV 3 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 51 0.643 0.017 0.649
Tops Shorts H Hist. SVM(RBF) C: 10000, gamma: 0.1 None - ICA 28 0.643 0.038 0.625
Tops Shorts RGB Hist. SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 57 0.643 0.071 0.679
All All HSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 29 0.643 0.056 0.733
Tops Skirts RGB 1 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 97 0.643 0.110 0.660
All All RGB 5 SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 48 0.643 0.022 0.649
All All HSV 2 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 51 0.643 0.011 0.649
All All RGB 2 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 51 0.642 0.014 0.649
Tops Shorts RGB 3 SVM(RBF) C: 10, gamma: 0.01 HOG - None 40 0.642 0.064 0.743
Tops Shorts HSV 5 SVM(RBF) C: 10, gamma: 0.1 None - None 34 0.642 0.110 0.657
All All RGB 2 SVM(RBF) C: 100, gamma: 0.1 None - ICA 22 0.642 0.032 0.649
All All HSV 3 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.642 0.017 0.649
Tops Shorts HSV 1 SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 97 0.641 0.078 0.675
Tops Shorts RGB 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.641 0.064 0.736
Tops Shorts RGB 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.641 0.064 0.736
All All HSV 1 SVM(RBF) C: 100, gamma: 0.01 Radon - ICA 42 0.641 0.011 0.649
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Tops Skirts HSV 1 SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 40 0.641 0.045 0.605
Tops Skirts HSV Hist. SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 100 0.641 0.110 0.652
Tops Pants HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 20 0.641 0.053 0.765
Tops Shorts RGB 1 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 40 0.641 0.074 0.657
Tops Shorts RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 40 0.641 0.137 0.718
Tops Shorts RGB 5 SVM(RBF) C: 10, gamma: 0.01 HOG - None 52 0.641 0.063 0.736
Tops Shorts LAB 1 SVM(RBF) C: 10, gamma: 0.1 None - None 10 0.641 0.060 0.654
Tops Skirts RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 5 PCA 37 0.640 0.147 0.641
Tops Shorts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.640 0.062 0.718
Tops Shorts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.640 0.062 0.718
Tops Shorts HSV Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 54 0.640 0.108 0.682
Tops Shorts RGB 1 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 42 0.639 0.067 0.675
Tops Shorts RGB 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.639 0.063 0.736
Tops Shorts RGB 5 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.639 0.063 0.736
Tops Shorts RGB 1 SVM(RBF) C: 10, gamma: 0.1 None - None 10 0.639 0.070 0.686
Tops Skirts HSV 3 Random Forest max_depth: 8, n_estimators: 100, random_state: 0 All 5 PCA 37 0.639 0.042 0.680
Tops Skirts * 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 23 0.639 0.054 0.648
Tops Shorts H Hist. SVM(RBF) C: 1000, gamma: 0.1 HOG - PCA 19 0.639 0.168 0.718
Tops Shorts H Hist. SVM(RBF) C: 1000, gamma: 0.1 HOG - PCA 19 0.639 0.168 0.718
Tops Skirts LAB 2 SVM(RBF) C: 10, gamma: 0.1 None - None 16 0.638 0.055 0.680
Tops Shorts HSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.638 0.085 0.682
Tops Shorts RGB 2 SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 48 0.638 0.081 0.686
Tops Skirts HSV 3 SVM(RBF) C: 100, gamma: 0.01 None - ICA 22 0.638 0.036 0.600
All All HSV 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - PCA 24 0.637 0.031 0.724
Tops Skirts HSV 1 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 14 0.637 0.073 0.600
Tops Skirts HSV 2 SVM(RBF) C: 100, gamma: 0.1 None - ICA 22 0.637 0.054 0.600
Tops Shorts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 48 0.637 0.071 0.629
Tops Shorts RGBHSV 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 All 5 PCA 37 0.637 0.110 0.664
Tops Skirts RGBHSV 2 SVM(RBF) C: 10, gamma: 0.01 None - None 28 0.637 0.025 0.667
Tops Shorts HSV 3 SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 51 0.636 0.094 0.664
All All RGB 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 19 0.636 0.086 0.720
Tops Skirts * 2 SVM(RBF) C: 10, gamma: 0.01 None - None 40 0.636 0.022 0.662
Tops Shorts RGB 2 SVM(RBF) C: 10, gamma: 0.1 All 10 ICA 100 0.635 0.063 0.646
Tops Shorts HSV 3 SVM(RBF) C: 100, gamma: 0.01 All 5 ICA 100 0.635 0.065 0.671
Tops Shorts HSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 PCA 37 0.635 0.109 0.800
Tops Shorts RGBHSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 PCA 37 0.635 0.112 0.711
Tops Shorts * Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 22 0.635 0.038 0.714
Tops Shorts RGBHSV 3 SVM(RBF) C: 1000, gamma: 0.1 All 5 ICA 100 0.634 0.075 0.657
Tops Shorts H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 2 PCA 39 0.634 0.193 0.743
Tops Pants RGB 2 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - PCA 17 0.634 0.076 0.696
Tops Skirts RGB 1 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 42 0.634 0.049 0.600
Tops Shorts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.633 0.087 0.664
Tops Skirts RGB 1 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 40 0.633 0.039 0.600
Tops Pants RGB 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 18 0.632 0.081 0.717
Tops Shorts RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 Radon - PCA 18 0.632 0.139 0.725
Tops Shorts RGB Hist. Random Forest max_depth: 6, n_estimators: 100, random_state: 0 HOG - None 70 0.632 0.100 0.754
Tops Skirts HSV 5 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.632 0.040 0.600
Tops Shorts HSV 1 SVM(RBF) C: 100, gamma: 0.1 All 5 ICA 97 0.631 0.074 0.632
Tops Skirts RGB 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.631 0.040 0.654
Tops Skirts RGB 5 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.631 0.040 0.654
Tops Shorts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.01 HOG - None 34 0.631 0.071 0.718
Tops Shorts RGB 3 SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 48 0.631 0.080 0.707
Tops Shorts H Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 HOG - None 38 0.631 0.096 0.754
Tops Shorts HSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 42 0.630 0.061 0.696
Tops Shorts * 2 SVM(RBF) C: 1000, gamma: 0.01 None - ICA 22 0.630 0.040 0.625
Tops Skirts RGBHSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 21 0.630 0.029 0.671
Tops Shorts * 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.629 0.066 0.707
Tops Shorts * 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.629 0.066 0.707
Tops Shorts * 5 SVM(RBF) C: 10000, gamma: 0.1 None - ICA 22 0.629 0.115 0.625
Tops Shorts RGB 3 Random Forest max_depth: 6, n_estimators: 200, random_state: 0 All 5 PCA 37 0.629 0.062 0.693
Tops Shorts RGB 5 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 Radon - PCA 18 0.629 0.072 0.714
All All H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 23 0.629 0.087 0.738
Tops Shorts * 1 SVM(RBF) C: 10, gamma: 0.01 HOG - None 40 0.629 0.069 0.711
Tops Skirts HSV Hist. SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 100 0.629 0.038 0.626
Tops Shorts HSV Hist. SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 57 0.629 0.149 0.707
Tops Shorts * 2 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 51 0.628 0.111 0.636
Tops Shorts RGBHSV Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 26 0.628 0.196 0.657
Tops Skirts RGB 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.628 0.045 0.650
Tops Skirts RGB 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.628 0.045 0.650
Tops Shorts HSV 2 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.627 0.122 0.686
Tops Shorts RGB 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 All 10 PCA 37 0.627 0.148 0.743
Tops Shorts RGB Hist. Random Forest max_depth: 7, n_estimators: 200, random_state: 0 Radon - PCA 26 0.627 0.104 0.743
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Tops Skirts RGB 2 SVM(RBF) C: 100, gamma: 0.01 None - None 16 0.627 0.025 0.656
Tops Skirts LAB 3 SVM(RBF) C: 10, gamma: 0.01 None - None 22 0.627 0.030 0.680
Tops Shorts RGB 5 Random Forest max_depth: 8, n_estimators: 200, random_state: 0 All 5 PCA 37 0.626 0.039 0.671
Tops Skirts LAB 5 SVM(RBF) C: 10, gamma: 0.01 None - None 34 0.626 0.028 0.673
Tops Skirts HSV 1 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 42 0.626 0.042 0.600
Tops Skirts RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 20 0.626 0.044 0.711
Tops Pants HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 19 0.626 0.097 0.737
Tops Skirts RGBHSV 1 SVM(RBF) C: 100, gamma: 0.01 HOG - ICA 40 0.625 0.036 0.600
Tops Shorts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.625 0.074 0.675
Tops Shorts RGB 3 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 10 PCA 37 0.625 0.034 0.650
Tops Shorts HSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 10 PCA 37 0.625 0.052 0.689
Tops Shorts LAB 5 SVM(RBF) C: 10, gamma: 0.1 None - None 34 0.625 0.047 0.700
Tops Shorts HSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.624 0.067 0.714
Tops Shorts HSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.624 0.067 0.714
Tops Skirts RGB 3 SVM(RBF) C: 100, gamma: 0.1 None - ICA 22 0.624 0.056 0.600
Tops Shorts RGBHSV 3 SVM(RBF) C: 10000, gamma: 0.01 None - ICA 22 0.623 0.028 0.625
Tops Shorts * 5 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - PCA 17 0.623 0.180 0.775
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.622 0.081 0.641
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 23 0.622 0.081 0.641
Tops Shorts RGBHSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 20 0.622 0.072 0.725
Tops Shorts H Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.622 0.093 0.646
Tops Skirts * 2 SVM(RBF) C: 100, gamma: 0.01 None - ICA 22 0.621 0.033 0.600
Tops Pants * 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 21 0.621 0.080 0.610
Tops Shorts H Hist. SVM(RBF) C: 100, gamma: 0.1 All 10 ICA 100 0.621 0.075 0.700
Tops Shorts HSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - ICA 48 0.621 0.049 0.664
Tops Jeans RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 19 0.621 0.063 0.829
Tops Skirts RGBHSV 5 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.620 0.040 0.600
Tops Skirts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.620 0.040 0.600
Tops Skirts HSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 21 0.620 0.066 0.714
Tops Skirts HSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 21 0.620 0.066 0.714
Tops Shorts LAB 3 SVM(RBF) C: 10, gamma: 0.01 None - None 22 0.619 0.084 0.700
Tops Shorts RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 34 0.619 0.115 0.714
Tops Shorts RGBHSV 5 SVM(RBF) C: 100, gamma: 0.1 None - ICA 22 0.619 0.066 0.625
Tops Shorts RGB 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 17 0.619 0.136 0.789
Tops Shorts RGB 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 All 10 None 74 0.618 0.106 0.732
Tops Shorts HSV 3 SVM(RBF) C: 1000, gamma: 0.01 None - ICA 22 0.618 0.050 0.625
Tops Shorts HSV 2 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.617 0.067 0.704
Tops Shorts RGBHSV 2 Random Forest max_depth: 8, n_estimators: 50, random_state: 0 All 5 PCA 37 0.617 0.075 0.707
Tops Shorts HSV 2 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.617 0.067 0.704
Tops Shorts H Hist. SVM(RBF) C: 1000, gamma: 0.01 Radon - ICA 57 0.617 0.100 0.661
Tops Skirts * 5 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.617 0.039 0.600
Tops Shorts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.616 0.078 0.732
Tops Shorts RGBHSV 3 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 17 0.616 0.078 0.732
Tops Skirts H Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 21 0.615 0.056 0.741
Tops Jeans HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 19 0.615 0.088 0.781
Tops Jeans H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - PCA 19 0.615 0.069 0.702
Tops Shorts * 1 SVM(RBF) C: 100, gamma: 0.1 HOG - ICA 40 0.615 0.071 0.625
Tops Shorts RGB 3 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 51 0.615 0.097 0.689
Tops Skirts RGB 5 SVM(RBF) C: 1000, gamma: 0.1 None - None 34 0.615 0.055 0.622
Tops Pants HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 19 0.614 0.103 0.651
Tops Shorts H Hist. SVM(RBF) C: 10, gamma: 0.1 All 5 ICA 100 0.614 0.089 0.675
Tops Skirts RGBHSV 2 SVM(RBF) C: 100, gamma: 0.01 None - ICA 22 0.614 0.036 0.600
Tops Shorts RGBHSV 1 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 None - None 16 0.613 0.109 0.764
Tops Skirts RGB 5 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.612 0.045 0.600
Tops Shorts HSV 2 SVM(RBF) C: 10, gamma: 0.1 Radon - ICA 51 0.611 0.078 0.654
Tops Shorts RGB 5 Random Forest max_depth: 6, n_estimators: 50, random_state: 0 All 10 PCA 37 0.611 0.028 0.636
Tops Shorts RGBHSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 118 0.611 0.095 0.718
Tops Skirts RGBHSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 21 0.611 0.055 0.735
Tops Shorts * 1 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 None - None 22 0.611 0.093 0.725
Tops Shorts HSV 1 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 None - None 10 0.610 0.131 0.693
Tops Shorts RGB 2 SVM(RBF) C: 100, gamma: 0.1 None - ICA 22 0.608 0.068 0.625
Tops Shorts HSV 5 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.608 0.084 0.625
Tops Shorts RGB 1 SVM(RBF) C: 10, gamma: 0.01 HOG - None 28 0.607 0.077 0.707
Tops Shorts HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 20 0.607 0.120 0.661
Tops Pants RGB 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 17 0.606 0.072 0.681
Tops Skirts RGB 3 SVM(RBF) C: 10, gamma: 0.01 None - None 22 0.605 0.023 0.645
Tops Shorts RGB 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.605 0.078 0.711
Tops Shorts RGB 1 SVM(RBF) C: 10, gamma: 0.01 HOG - PCA 14 0.605 0.078 0.711
Tops Shorts HSV 5 Random Forest max_depth: 7, n_estimators: 200, random_state: 0 All 10 PCA 37 0.605 0.078 0.707
Tops Shorts RGBHSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 All 5 PCA 37 0.605 0.114 0.757
Tops Shorts HSV 2 SVM(RBF) C: 10, gamma: 0.01 None - None 16 0.604 0.056 0.686
Tops Shorts HSV 1 SVM(RBF) C: 1000, gamma: 0.01 HOG - ICA 40 0.604 0.039 0.632
160
Top Bottom Color Spaces
Colors Per 










Tops Shorts RGB 2 SVM(RBF) C: 10, gamma: 0.1 HOG - None 34 0.604 0.116 0.693
Tops Skirts * 3 SVM(RBF) C: 10, gamma: 0.1 None - ICA 22 0.602 0.038 0.600
Tops Jeans * 3 Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - PCA 19 0.601 0.065 0.767
Tops Skirts * 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 21 0.601 0.148 0.658
Tops Shorts RGBHSV 1 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 42 0.598 0.039 0.650
Tops Shorts HSV 3 SVM(RBF) C: 100, gamma: 0.1 None - None 22 0.598 0.157 0.600
Tops Skirts * 3 Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - PCA 23 0.596 0.073 0.654
Tops Shorts H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - PCA 19 0.595 0.107 0.704
Tops Shorts RGB 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.594 0.119 0.696
Tops Shorts RGB 2 SVM(RBF) C: 10, gamma: 0.1 HOG - PCA 17 0.594 0.119 0.696
Tops Shorts RGB Hist. SVM(RBF) C: 10, gamma: 0.1 All 2 ICA 100 0.594 0.055 0.671
Tops Shorts RGB Hist. Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 25 0.592 0.118 0.761
Tops Shorts * 1 SVM(RBF) C: 10000, gamma: 0.1 None - None 22 0.589 0.180 0.625
All All H Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - None 38 0.588 0.089 0.683
Tops Shorts * 1 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 42 0.587 0.107 0.625
Tops Shorts HSV 2 SVM(RBF) C: 1000, gamma: 0.01 None - ICA 22 0.586 0.046 0.625
Tops Shorts HSV 3 Random Forest max_depth: 7, n_estimators: 100, random_state: 0 Radon - PCA 20 0.586 0.048 0.650
Tops Shorts RGB Hist. Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - None 70 0.586 0.086 0.739
Tops Shorts RGB 3 SVM(RBF) C: 1000, gamma: 0.01 None - ICA 22 0.584 0.057 0.625
Tops Shorts HSV 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 17 0.584 0.066 0.661
Tops Shorts RGBHSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 17 0.582 0.198 0.786
Tops Shorts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.01 All 5 ICA 97 0.581 0.090 0.671
Tops Shorts RGB 1 SVM(RBF) C: 10, gamma: 0.1 None - ICA 14 0.579 0.100 0.625
Tops Shorts * 1 SVM(RBF) C: 10, gamma: 0.1 None - ICA 14 0.579 0.098 0.625
Tops Shorts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 None - None 16 0.579 0.093 0.614
Tops Shorts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 HOG - ICA 40 0.579 0.051 0.611
Tops Shorts RGB 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 17 0.579 0.131 0.714
Tops Shorts HSV 1 SVM(RBF) C: 10, gamma: 0.1 None - ICA 14 0.576 0.103 0.625
Tops Shorts RGBHSV 1 SVM(RBF) C: 10, gamma: 0.1 None - ICA 14 0.575 0.089 0.625
Tops Shorts HSV 5 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 Radon - PCA 20 0.575 0.076 0.686
Tops Shorts RGB 2 SVM(RBF) C: 100, gamma: 0.1 Radon - ICA 51 0.569 0.103 0.625
Tops Shorts * Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - PCA 21 0.567 0.116 0.600
Tops Shorts HSV 1 SVM(RBF) C: 10, gamma: 0.01 None - None 10 0.564 0.058 0.614
Tops Shorts RGBHSV Hist. Neural Networks hidden_layer_sizes: (50, 50, 50), max_iter: 5000 HOG - PCA 25 0.554 0.071 0.693
Tops Jeans * Hist. Neural Networks hidden_layer_sizes: (20, 20, 20), max_iter: 5000 HOG - PCA 23 0.553 0.143 0.712
Tops Shorts * 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 17 0.546 0.257 0.839
Tops Shorts RGB 2 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 17 0.543 0.165 0.757
Tops Shorts RGBHSV 3 Neural Networks hidden_layer_sizes: (10, 10, 10), max_iter: 5000 HOG - PCA 17 0.530 0.171 0.757
Tops Shorts HSV 3 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 17 0.527 0.175 0.768
Tops Shorts HSV 5 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 HOG - PCA 17 0.522 0.226 0.761
Tops Shorts HSV 2 Neural Networks hidden_layer_sizes: (100, 100, 100, 100), max_iter: 5000 Radon - PCA 18 0.512 0.076 0.714
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