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Existence and regularity of the free boundary s(r) are demonstrated for the weak 
solution u=u(x, I) and s=.s(r) of the degenerate Stefan problem a,(u) u,=u,,, 
O<.Y<5(f), O<f<T, a*(u) u,=u,,, s(t)<x<l, o<r<T; u(O,r)=/,(I)>O, 
OQIGT; u(l,r)<f,(r)<O, O<r<T; u(x,O)=utj(x), OQx<l, u(s(f),I)=O, 
O<tQT;.i(r)= -U,(S(I)-O,~)+U,(S(~)+O,I),O~~~T;~(O)=.~,,~~~~~~,(~)~O 
and a,(O) = 0, i = 1, 2. d‘ 1988 Academic Press. Inc 
1. STATEMENT OF THE PROBLEM 
In this paper, we consider the following one-dimensional two-phase 
degenerate Stefan problem. 
Let T > 0. Find a pair of functions, u(x, r) and s(t), which are defined on 
& = [0, l] x [0, T] and [0, T], respectively, and which satisfy 
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P) 
2 
a,(u)&$O, (x, t)eQ, = {O<x<s(t),O<t<T}, (1.1) 
au a% 
a2(u) ;i; --gg = 05 (x,t)~Q==(s(t)<x<l,O<t<T}, (1.2) 
40, t) = fi(l) > 0, O<t<T, (1.3) 
u(LO)=f,(t)<O, O<t<T, (1.4) 
4% 0) = u,(x), O<xdl, (1.5) 
u(s(t), t) = 0, O<t<T, (1.6) 
s(t) = - u&(t) - 0, t) + u,x(s(t) + 0, t), O<t<T, (1.7) 
40) = so, (1.8) 
where cli(u) B 0 and ~~(0) = 0 (i = 1, 2). 
In the case of nondegenerate parabolic equations, a number of papers 
discuss this problem. We can refer the reader to [ 13, 1,6,7] and their 
references. For many physical problems, the equations may be degenerate. 
For example, when we consider heat conduction phase-change processes in 
superconductive material, the coefficients of heat conduction may go to 
infinity. Also, the “specific heat” may be equal to zero in some physical 
processes. See [3,9, lo]. Because of the degeneracy of the equations, they 
were dealt with from the point of view of weak solutions. Several authors 
have studied this type of problem, all of them required some strong con- 
ditions in order to obtain the existence of a weak solution. Moreover, no 
information was obtained for the free boundary. Here, under conditions 
which are the same as for the nondegenerate Stefan problem, we establish 
the existence of the weak solution and the Lipschitz continuity of the free 
boundary. At the same time, we obtain a periodic weak solution as in [ 111. 
Basic Hypotheses 
H(1) Let ai(u)ECm(R1), a,(u)aOandlet theequality hold ifandonly if 
u=o (i’l, 2). 
H(2) Let fi(t), f2(t) E C2[0, T] with uO(x) E C3[0, l] and let the com- 
patibility conditions fi(0) = u,(O), fi(0) = uO( 1) and uo(so) = 0 hold. Further- 
more, there exists a constant a0 > 0 such that f,( t) 2 a0 > 0, f2( t) < - a0 < 0, 
Vt E [0, T] and uo(x) . (x-so) < 0, where the equality holds if and only if 
x = so. In addition, we suppose ub(so) < 0. 
Remarks. (1) We can reduce the smoothness required for the initial 
and boundary value data. But it is convenient to assume H(l), H(2). 
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(2) The condition u&(s,) < 0 is necessary in order to guarantee that 
no mush region exists (cf. [S]). 
Denote X= {~EC’(Q~)I (PI,=~=(PI~=~=(PJ.~=, =O}. 
DEFINITION. A bounded, measurable function u(x, t) defined on Q, is 
called a weak solution of the problem (P), if Vq E X, we have the integral 
identity 
i 
1 
- 
4~0) dx, 0) dx, 
0 
where 
I *m 4 c+(u), u > 0, 
0 
c(u) = c-1,01, l4 = 0, 
-1 + I “cc,(i) P c-(u), u < 0. 0 
We have immediately the following property, which follows from the 
definition. 
PROPERTY. A classical solution of the problem (P) must be a weak 
solution. 
2. THE MAIN RESULTS AND THEIR PROOF 
THEOREM 1. Suppose that hypotheses H(l), H(2) hold; then, there exists 
a unique weak solution u to the problem (P). Moreover, there also exists a 
Lipschitz continuous curve x = s(t) such that 
u(x, t) > 0 forall (x, t)EQ, P {O<x<s(t), O<t<T}, 
4x, t) < 0, forall (x,t)~Qr+ 0 {s(t)<x<l, O<t<T} 
and u(s(t), t) = 0 Vt E [0, T]. 
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COROLLARY. The weak solution u(x, t) E C”,‘(Q r ) n C**‘( Q; ) and 
satisfies the equations 
in the classical sense. Moreover, u(x, t) satisfies the initial-boundary value 
conditions in the usual sense. In fact, these results follow directly from 
Theorem 1 and the regularity theory of weak solutions of nondegenerate 
equations. 
Proof of Theorem 1. The uniqueness was demonstrated by Crowley 
[3]. Now, we prove the existence of a solution. Construct smooth 
approximation sequences, 
c,(u) E C”(R’), fi,(t), fzn(t)E CmIIO, Tl, U,,(x) E c*co, 1 I, 
and 
such that 
(i) c,(u) +L2(R)c(u) (n-+ +co); 
(ii) c;(u)> l/n and c;(u) = c’(u) when IuI >, l/n, n = N,, No+ 1, 
N, + 2, . . . . where IV, is a large positive integer; 
(iii) fi,,(t) +fi(t) uniformly with jlf:nllLx < C and )I f LljLm < C 
independently of n, as n + cg; 
U,,(x) + uO(x) uniformly with II V&jl Lm 6 C 
independently of n, and U&x)(x - sO) < 0 with the identity holding only 
for x=sO as n+ co, 
(i= 1, 2, n= 1, 2, . ..). 
(iv) fin(O) = UdO), fix(O) = udl), UfdO))f;,(O) = U&(O), and 
cL(f2,(0)) = V&J 1) (n = 1, 2, 3, . ..). 
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Let us consider the approximation problem 
i 
at,(u) a224 -- 
at -zT in &={O<x<l,O<t<T}. (2.1) 
(P”) 
i 
40,t) =fin(t), O<t<T, (2.2) 
41, t) =f2,(t), O<t<T, (2.3) 
a, 0) = UC&), 06x6 1. (2.4) 
It is clear that the problem (P,) has a unique classical solution UJx, t) E 
C2~‘(Q,). Note that there is neither a uniform upper nor lower bound for 
c;(u) because ~‘(0 + 0) = 0, c(u) has a jump when u = 0, and c,(u) is an 
approximation sequence of c(u) in the sense of L,-space. So, it is difftcult to 
get the weak solution. In the remainder of this section, we shall prove a few 
lemmas from which the proof of the theorem will follow. 
LEMMA 1. For the solution U,,(x, t) of the problem (P,), we have the 
following estimates, which are uniform with respect to n: 
(ii) jQ,j ch( U,) (2)’ dx dt + ji (“*:;“’ “)2 dx G M,, Vt E [0, T], 
where M, and M, depend only on known data. 
Proof (i) By the maximum principle and the construction of h,,(t), 
i = 1,2, and Uon(x), it follows that maxi 17,(x, t)l < M,. 
(ii) Introduce the auxiliary function YJx, t) = (1 -x) f;,(t) + xf;,(t). 
On account of the approximation property (iii), there exists a constant 
M > 0 independent of n such that 
Multiply Eq. (2.1) by aU,/at- Yn and integrate on Q, (OG z < T). We get 
that 
jQzjy.[$ Y’“]dxdt 
= -jQ7~f;[$]2dxdt+jQ7j~.~dxdt 
i 1 au, = -- 2 j0 (-&x,r))2dx+; j; (%)2dx+ jQzj$zdxdt 
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and that 
jQJw.[z-Yn]dXdt 
=j&&,)($)*dxdt-jQ7j~4’,,dxdt 
= jQ~jc:W’J(~)*dxdt+ jQrjc.(U,,,$$dxdt 
- I s 4 u,) y, cosb, t) ds, JQT 
where n is an outer normal direction of the region Q,. Note that 
Ic,(U,)I < Ic,(M,)I. Thus, it follows that 
s 07 
c:(U,,)z*dxdt+;j; (aa.0:,‘))2dx 
<cc, +c, * dxdt, 
where C, and C2 depend only on known data. 
Applying Gronwall’s inequality, we obtain 
where M, is independent of n. Q.E.D. 
COROLLARY. The sequence { Un(x, t)} is equi-Hiilder continuous with 
exponent i with respect to x on the interval [0, l] for each fixed t E [0, T]. 
LEMMA 2. For any E >O small enough, there exists constant 6 >O 
independent of n such that on the region Kd a (06 x < 6, 0 <t < T}, 
UJx, t)>.z and on the region KIPs & (l-66~~1, OGttT}, 
U,,(x, t) d -E when n is large enough. 
Proof: Since {U,,} is equi-Hiilder continuous with respect to x for each 
fixed 2 E CO, Tl, we see that for any (x, t) E K6 (6 will be determined later) 
lU,,(x, t) - U,,(O, t)l < A4;/2x’~2 < M;/2~‘/2. 
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2 
U,,(x, f) z 6 for ail 
since fi (t) > CI~. Similarly, 
U”(X, t) < - E forall (x, f)EKIP6if6< 2. Q.E.D. 
LEMMA 3. There exists a constant M, not depending on n such that 
1 Unr(x, t)l d M,, Q(x, t) E e, when n is sufficiently large. 
Proof: We use a barrier function. Consider 6*, 0 < 6* d 6, which will be 
determined later. Then, UJx, t) > E > 0 on the domain K,. = (0 <x 6 6*, 
0 < t Q T} by Lemma 2. Here, E is a sufficiently small positive constant. 
Hence c,( U,) = c +( U,) for (x, t) E Kg* if n is large enough. Thus, 
Ic;(U,)I = [c’+( U,,)l is uniformly bounded for all (x, t) E K6. by the 
hypothesis H( 1). Consider the function w = f,,(t) + K, x + ln( 1 + K2x), 
(x, f)EKcv, where K,, K2 will be determined later. Then, we have 
ol.=,,=fi,,(t) and olI=o=f,,(0)+Klx+ln(l +K,x)= U,,(O)+K,x+ 
ln( 1 + K,x) > U,(x) if K, > )) Ub(x)jl L6 + 1 and K, > 0. We take 6* = l/K,, 
K, = Kz and K, large enough such that WI ‘; = 6* = fi,(r) + K, 6* + 
ln( 1 + 1) = f,,,( t) + K, + In 2 >, M, . Obviously, K, is independent of n. We 
get that 
where aP Kg. is the parabolic boundary of Ks*. 
We consider the operator 
L=c,(U,)&g; 
then 
G uun-w)= -wn)f;"w-(l +K2x)z' 
L(U,-w)< IC’,(U”)I . If;,(t)1 -T<O 
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if K, is sufficiently large. K2 is also independent of n since by Lemma 1 and 
the boundedness of ai on compact intervals we see that Ic’+( U,)( If;,(t)1 is 
uniformly bounded. Hence, when K2 is large enough, we have 
L(U,-o)<O V(x, t) E K,. 
(6-4l,&.~0. 
By the maximum principle, we get U, Q w for all (x, t) E K6*. 
It follows that UJO, t) < K, + KZ, Vt E [0, 11. Similarly, it is easy to 
obtain the other estimates UJO, t) > R, and 1 U,,( 1, t)l < K2, where R,, E2 
depend only on known data. Hence max ( Unx(x, t)l d,QT< M3, where M3 
does not depend upon n. 
Set V= U,,. We differentiate equation &,( U,,)/at = a2U,/ax2 with 
respect to x. This yields 
cL(U,) K+[f# v] v,= v,,. 
Applying the maximum principle, we obtain maxn,l V(x, t)i G 
maxaDQTl K,(x, t)l d M,. Q.E.D. 
LEMMA 4. For a.e. E # 0 with E small enough such that both E and -E 
are not critical values of the function U,(x, t), there exist smooth functions 
h,(t) and h_,(t) so that h,(t)<h-,(t), and that U,(h,(t), Z)=E and 
U,(h -,(t), t) = - F. Moreover, there exists a constant M, = M,(E) so that on 
the region 
R, & {h,(t)~x~h~,(t),O~t~T}, 
au, 
x < M,(E) < 0 
and that the curves x = h,(t) and h-,(t) are strictly increasing with respect to 
?E [O, 7-l. 
Proof: Suppose s, -E, are not critical values of the function UJx, t). 
Let r,= {(x, I)eQTI U,,(x, t)=~) and r-,= {(x, f)~&l UJx, t)= -E). 
By Sard’s lemma and the implicit function theorem, r,, r--E are either 
empty or comprise finitely many infinitely differentiable curves. These 
curves are disjoint from each other. Obviously, both r, and r-, are non- 
empty when E is small enough since U,(O, t) =fi,(t) >, c(~ > 0, U,( 1, t) = 
fin(t) Q - c(~ < 0. Therefore, for E sufficiently small, 
112 CANNON AND YIN 
and 
By the strong maximum principle, no component of the r, exists which has 
a local strict minimum t-value point on the curves. Also, it is impossible for 
a component to exit on f =0 at two distinct points as Unx(,sO, 0) ~0. 
Likewise, it is impossible for a component to exit on t = T at two distinct 
points via the strong maximum principle. So, any curve component in r, is 
nondecreasing with respect to t. Using the maximum principle, r, consists 
of only a single curve entering QT at some point s; (0 <s; < sO) on t = 0 
and leaving QT at some point t = T. Moreover, no open interval exists such 
that r, runs parallel to the x-axis since U, = U,, = U, = 0 would imply that 
r, contains critical points of the function U, -.s. Hence the curve r, is 
strictly increasing with respect to t. In a similar manner, we can get the 
result for r,. 
Since U&(sO) < u&(s,)/2 ~0, there exists R, > 0 such that U&(x) < 
u&(s,,)/4 < 0 for x E ( -2R, + sO, s0 + 2R,,). Also Uon(x) . (x - sO) < 0 and the 
equality holds if and only if x = sO. Thus, when E is small enough, there 
exists a t, > 0 such that ( UJx, t)l < 2s, U,,Jx, t) < U,,(s,)/8 < 0 for 
(x, t) E RIP and (U,,(x, t)l > E for (x, t) E @16\R,e, where 
R,?={-RR,+so<x&q,+R,,Oet<tt,}. 
By the implicit function theorem, it follows that there exist smooth 
functions h,(t), h-,(t) such that U,(h,(t), t)=c and U,(h-,(t), t)= --E 
(0 < t < t,). It is obvious that 
--!? au <o ax for (x', tpr, (X'J') 
when 0 < t < t,. Therefore r, can be expressed as the graph of the curve 
x=&(t) on the interval [0, t,]. We assert that r, can be regarded as the 
graph of the curve x = h,(t) on the whole interval [0, T]. 
In fact, let 
T* = sup <OifO<t< F 
O<T,<t<T i 
n U,(k(t), t) = E, 2 _ 
.x-h,(r) 
and assume T* < T. Then, 
aun(ut), t) 
ax =o t=T* 
and U,(h,( T*), T*) = E. As E is not a critical value of the function U,(x, t), 
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(U,,, U,,) # (0,O) for (x, t) E r,, we see that U,,(h,(t), t)l,= T. # 0. Hence, 
there exists a neighborhood N(h,(T*), T*) of the point (h(T*), T*) and a 
smooth curve t=y(x) such that Un(x, y(x)) = E for all (x, Y(X))E 
N(h(T*), T*) n fE. Without loss of generality, we may suppose that 
U,,(h(T*), T*) = Un,(.x, ~(x))J,,,,(~*) >O. From Eq. (2.1), it follows that 
Since UJx, y(x)) = E, we have Unx(x, y(x)) + y(x) Unr(x, y(x)) = 0, where 
the dot denotes differentiation with respect to x. Differentiating with 
respect to x again, we obtain 
Unxx(x~ Y(X)) + Unxtk Y(X)) it(x) + ij(x) U&G Y(X)) 
+ ii(x) Unrxk Y(X)) + w*v&> Y(X)) = 0, 
W,Y(X))EW(T*), T*)nr,. 
But, 
3(x)1,= 
UrlX(X~ Y(X)) 
h(P)= - U&, Y(X)) x=h(T*) 
= 0, 
so 
ij(x)lx= 
UrlXX(X~ Y(X)) 
h(T*)= - UmkY(X)) x=h(T’) 
< 0. 
Then, (h(T*), T*) must be a strictly local maximum value point on the 
curve y(x), which is a contradiction since r, is composed of a single curve 
and and the curve is strictly increasing with respect to t. Hence T* = T, 
which means that x = h,(t) exists such that U,(h,(t), t) = E and 
awaxIx=hE(I, < 0 (0 < t < T). By the same reasoning, r-, is composed of a 
single curve x=k,(t) (0~ t < T) and i7U,/axl,=,m,,, ~0 for t E [0, T]. 
Let i?,={h,(t)<x<h-,(t), O<t<T}. Since 
C.(U,)g+($+j V) V,= V,, in R,, 
where V=XJJax and V=XJ,/i?xl,,<O, we have SJ,,lax<O for 
(x, t)cR, by the maximum principle. Therefore, there exists M, = M,(E) 
such that aU,,/Jax G M,(E) < 0. We note that M,(E) may depend upon n. 
Q.E.D. 
Now we choose a sequence { yn} such that y, > 0, yn JO and that both 
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E, 4 -Yn . M,(E), -E, are not critical values of the smooth function 
U,(x, t). It is easy to see E, -P 0 (n + co) since IM,(s)I < M3 by Lemma 3. 
By Lemma 4, there exist functions h,,(t) and h-,,(t) such that 
h,(t)<h,“(t)<h_,“(t)<h-,(t) with U,(h,,(t), t)=s, and U,(k+(l), t)= 
-E, and that on the region 
R,“= {hJt)<xxk& O<t< T} = R,, 
+u,(E)<O, where n is sulficiently large. 
LEMMA 5. There exists a sequence {S,*(t) > of smooth functions such that 
h,,,(t) < S,*(t) d h-,,,(t) and IdS,*(t)/dtl < M4 for n 9 1 and IhJt) - h-,“(t)1 
-+O (n4 co). 
Proof: Since 
I U,&(t), t) - ~,V-,,,(~L 111 
= ’ Wz(~h,,(f) + (1 - 7) L(t)> t) d7 
ax 
,h 
8” 
(t)- hp 
.% 
(t)l 
and 
I U”,I 2 IMn(&)I for all (x, t) E R,“, 
then 
Denote R;” = (0 G 7 G t, h,,,(z) < x < h -,.(7)}, t E CO, Tl. Integrating 
Eq. (2.1) on the R& we get 
O=S .r[ 4” y-$$]dxdt= -j-&(U,,)dx+~dt). 
It is easy to calculate the integral over aRz”. Using the mean value theorem, 
U,(hJt), f) = - y,M,, and U,(Ln(t), t) = y,M,, we have 
au”@,“(f)7 t) aunv-e”(~)~ t) 
ax - ax 
= -~,(-~nM,)Ch,“(t)-h,“(O)l +c,(y,M,)Ch-,“(t)-h,,(O)l 
+ q,(O)CLJO) - hen(O)1 + q,(t)CUt) - h-,(t)l, 
where cn(ynM,) 6 qJ7) < c,( -y,M,), ‘0 < 7 < t. 
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Setting 
S,*(t) = 
1 
-c,(-Y,M,)+ G(YnM,) 
x { CG(YnMn) - 4nCt)l Ln(t) - [Ic,( -r,MJ - q”(t)1 knWI, 
we see that 
S,*(t) = S,*(O) + 
1 
-G--YNJ + CA-YrNJ 
X 
J-F 
f aw&w, f) _ aci”(yt)T t) & 
0 1 
and hen(t) < S,*(t) <h_,.(t) by the definition of the S,*(t). From the 
definition of c,, it is easy to see that 
lim C-c,(-ynMn)+cn(+ynMn)] = - 1. n+n 
Since IaU,/8xj is uniformly bounded by Lemma 3, it follows that 
\dS,*( t)/dt( < C, where C is independent of n. Q.E.D. 
From Lemma 5, there exists a subsequence { Sn*,( t)} c {S,*(t)} such that 
by the Ascoli-Arzela theorem Szk(t) + s(t) E Co+ ‘[O, r] uniformly as 
n -+ co. For simplicity, we still denote this subsequence by {S,*(t)}. 
Since h,“(t) < S,*(t) <h-,“(t), I&(t) - h-,,(t)\ + 0 uniformly as n --) co 
and S,*(t)+s(t) E C”“[O, T] uniformly as n-+co, we get that I/z,.(t)-s(t)\ 
d Ihen(S,*(t)1 + IS,*(t)-s(t)1 < lb,,(t)-kEn( + IS,*(t)--s(t)l. Hence, 
h,“(t) -+ s(t) uniformly as n + co. Similarly, h-,,(t) + s(t) uniformly as 
n-+03. 
Now we continue the proof of the Theorem 1. 
For any 6 >O small enough, there exists IV,* (IV,* 2 No) such that 
(h,,(t)-s(t)1 <6, Ih-,n(t)-s(t)l -cd if n>N,. 
Let 
and 
Qn= ((~7 t,,@,l u,G -r,>. 
It is easy to show that 
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and 
by the maximum principle. Obviously, the region P, u Qd is independent of 
IZ. Notice that on the region P6 u Q, we have U,, + u and c,( U,) + C(U) 
uniformly as n + 00 by Lemma 1. (If necessary, we may take a subsequence 
of the {U,}. Here, we can assume that the U,, -+ u uniformly as n -+ co.) 
Now, c-(u(s(t)+h, t))<~,,(U~)<c+(u(~(t)-8, t)) for all (x, t)~ R; & 
(x, t) I z+(t) + 6, t) < U,(x, 2) < u(s(t) - 6, t), 0 d 2 d T}. Since c,( U,) --, 
V(x, t) E L2(QT), where “+” denotes weak convergence in L*, we get that 
cc(u(s(t) + 6, t)) < V(x, t) < c+(u(s(t) - 6, t)) for a.e. (x, t) E R,, 
where R6 = ((x, t) I u(s(t) + 6, t) < u(x, t) 6 u(s(t) - 6, t), 0 < t < T} and 
V(x, t)~ L2(QT) is a bounded, measurable function. We note that 
lim 5 +o+ u(s(t) + 6, t) exists since u E Co+ ’ [0, l] for each fixed f E [O, T]. 
Moreover, since u(s(t) + 6, t) < 0 and u(s(t) - 6, t) > 0, we see that 
u(s( f) + 0, t) = u(s( t) - 0, t) = 0, Vt E [O, T]; 
i.e., 
u(s(t), t) = 0, Vte [O, T]. 
Letting 6 -+ 0 +, we have - 1 < V(x, t) < 0 for 
a.e. (x, ~)ER b {(x, t)lu(x, t)=O>. 
Hence, c,(Un) -+ V(x, t) = c(u) in the sense of weak convergence of L,- 
space in QT, which means that u is a weak solution and u(s(t), t) = 0, 
0 < t < T. Furthermore, 
24(x, t) > 0 forall (x,t)~QT+=(O<x<s(t),O<t<T} 
and 
u(x, t) < 0 for all (x, t) E Q- = {s, < x < 1, 0 < t < T}. 
This concludes the proof of the theorem. Q.E.D. 
3. THE PERIODIC PROBLEM 
When we study the flow of an incompressible fluid in a Hele-Shaw cell, 
the movement of the fluid should be T-periodic if fi(t) and fi(t) are given 
T-periodic functions. This motivates the consideration of the periodic 
problem (P,): 
TWO-PHASE DEGENERATE STEFAN PROBLEM 
Find (s(t), U(X, t)) such that 
au ah 
%(u)~=Q' in Q- = {O-cx<s(t), --oo <I< +CO} 
in Q+={s(t)<x<l, --o~<t< +OO} 
40, f) =./-1(t), O<t<T, 
41, tj =f*(tj, O<t<T, 
44th t) = 0, O<t<T, 
s = - u,(s( t) - 0, t) + zAx(s( t) + 0, t), O<t<T, 
u(x, t + T) = u(x, t), in Q-UQ+, 
s(t+ T)=s(t), O<t<T, 
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(3.1) 
(3.2) 
(3.3) 
(3.4j 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
where q(O) = 0 and CL~(U) > 0 if u # 0 (i = 1,2). 
We define a periodic weak solution: 
DEFINITION. A periodic bounded, measurable function u(x, t) defined 
on the Q= {O~xdl, - 00 < t < +cc } is called a weak solution, if 
@EXT= {cP~CWT), dx=0=4&=1=0} 
r+T 1 
I i Cc(u) cp, + wx.xl dx dt I 0 
s 
f+T 
= 
V-i(t) cpx(L t) -fi(t) cp.& ?)I 4 VtER’, 
I 
where CZ;l(Q) = { cp(x, t) E C’,‘(Q), cp(x, t + T) = cp(x, t)} and Q = (0 < 
x < 1, - 00 <t < +co}, c(u) is the same as in Section 2. 
H(2’) Let fi(t)~C$(R’), i.e., fi(t)eC2(R1), fi(t+ T)=fi(t) (i= 1,2), 
fi( t) 2 cto > 0, and f2( t) G - rzo < 0. 
THEOREM 2. Under the conditions H(l), H(2’), there exists a unique 
weak solution u(x, t) to the problem (PT). Moreover, there exists 
s(t)~C~+‘(R’)such that s(t+ T)=s(t) andu(x, ~)EC*,~(Q+),,*.~(Q-), 
u(x, t + T) = u(x, t) for all (x, f)E & 
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and 
CANNON AND YIN 
2 
Ct’(U)$$ in Q- 
in Q+. 
The proof is exactly the same as that of [ 111. 
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