This paper considers the problem of estimating multiple different traffic flows moving on the same physical support from aggregate measurement. This problem is relevant in the area of Internet traffic management, in particular for anomaly detections, but it also appears of interest in many other applicative areas. In this paper, two on-line procedures are proposed, characterized by the search of an optimal trade-off between the conflicting requirements of achieving good estimation accuracy and of keeping the measurement costs sufficiently low. The procedures have been tested and validated against real data with satisfactory results.
Introduction
The statistical characterization of traffic flows plays a key role in the Internet management. In particular, the knowledge of each separate traffic flow is extremely important for anomaly detection, traffic engineering, and resource allocation. For instance, outbreaks in large-scale network due to spreading of malware such as worms, or distributed denial of service attacks, pose seriously threats to normal Internet operation. However, it is expensive or sometime difficult to measure each flow separately. Therefore, it is of practical importance to infer individual flows from the observation of the aggregated traffic that is easily measured at links (router interfaces) in the network.
Traffic flows and traffic volumes in a network can be determined by analyzing the actual flow data [1] . Several approaches have been suggested for this purpose. Starting from Cisco NetFlow [2] , several variations of this tool have been designed. A NetFlow record contains a wide variety of information about the traffic in a given flow. NetFlow records are sent in a UDP segment, and for efficiency reasons, the router does not store flow records once they are exported. Maintaining NetFlow data can be computationally expensive for the router and burden the router's CPU to the point where it runs out of capacity. To avoid problems caused by router CPU exhaustion, Cisco provides ''sampled NetFlow''. Rather than looking at every packet to maintain NetFlow records, the router looks at every nth packet, where n can be suitably fixed. When sampled NetFlow is used, the exported NetFlow records must be adjusted to compensate for the sampling. In particular, sampled NetFlow provides an estimate rather than the actual real flow volume. Adaptive NetFlow [3] is an additional tool deployable through an update to router software, which addresses many shortcomings of Sampled NetFlow by dynamically adapting the sampling rate to achieve robustness without sacrificing accuracy [4] . Finally, Flow Slices is a new tool proposed in [5] . Routers or other network devices performing flow measurements have three types of resources that can become bottlenecks: processing power, flow memory, and reporting bandwidth. Flow slices use three different ''tuning knobs'' to control these three resources: the packet sampling probability controls the processing load, the flow slicing probability controls the memory usage, and the thresholds determining the smart sampling probability control the volume of data reported. This can provide more accurate traffic analysis results than using a single parameter, the packet sampling probability, to control all three resources, as Adaptive NetFlow does. Yet another approach for understanding flow distribution to detect anomalies in traffic is based on principal component analysis and has been discussed in [6] [7] [8] . In this approach, anomalies have been classified in a systematic manner by looking at their distribution. The authors have considered network wide traffic, and anomaly detection was achieved by observing changes in distribution features rather than traffic volume. Another class of method used for anomaly detection is based on user's behavior. In [9] , from the communication patterns of the end-hosts and services, behavioral profile of Internet users has been achieved. Data mining and information theoretic techniques have been used to identify the user profiles.
In [10] [11] [12] , statistical characteristics of traffic flows are inferred from aggregated flow measurements or partial flow measurements and judicious modeling. The identification of long-range dependence in network traffic ten years ago started the development of a set of models using fractal point processes to describe the self-similarity. Also, the consistent appearance of the long range dependence across numerous measurement studies has somehow discredited Poisson based models. An interesting work [13] re-opens the discussion about the validity of Poisson model at sub-second timescales leading to a time-dependent Poisson characterization of network traffic.
In this paper, we propose a new approach to such inference problems based on the assumption that flows follow a nonstationary Poisson distribution. More precisely, we assume the flow intensities to be piece-wise constant over sufficiently small fixed time intervals. In the first part of each interval, we use non-aggregate traffic measurements and NetFlow to estimates the individual flow intensities, while those estimates are used in the second part to infer by less complex tools, like the Multi Router Traffic Grapher (MRTG) [14] , the values of non-aggregate flows from aggregate traffic measurements. The issue now arises of how to choose the length of the two portions of each interval. We provide two mathematical procedures to make this choice: the first one guarantees the estimation error to fall below a given threshold, while the second one determines the optimal choice as a trade-off between the two conflicting aspects of saving measurement effort and keeping the estimate uncertainties as low as possible. The authors also consider this work interesting in other applicative areas, such as general vehicular traffic and crowd models. The excellent survey in [15] provides a critical analysis and a review of the mathematical literature on the complex systems representing vehicular traffic and crowd dynamics.
The paper is organized as follows. In Section 2 we introduce a non-stationary Poisson mathematical model to represent the dynamic of flows. The estimation procedure is described in Section 3. Section 4 is dedicated to the choice of the length of the two portions of each interval. In Section 5 and in Appendix, we report some numerical results showing the potential utility of the proposed approach. In Section 6 the above results are discussed and in Section 7 some concluding remarks are reported.
Mathematical model
Let z(t) be the total number of bits transmitted on the link between t 0 and t, t ∈ [t 0 , T ]. This is a known quantity, and z(t 0 ) = 0.
Let x k (t) be the number of bits transmitted on the link and belonging to flow k over the same interval, where k = 1, 2, 3, . . . , C and x k (t 0 ) = 0. Therefore:
Let us assume a dynamic model for x k (t) given by a Poisson process with variable intensity λ k (t) (counting process):
where λ k (t) is the bit rate for flow x k (t) at time t, and n k (t) is defined as a difference given by:
Since λ k (t) is the intensity of x k (t), n k (t) turns out to be a martingale with E [n k (t) − n k (s)|F s ] = 0, therefore:
where F s is the overall information available at time s. The autocovariance function of n k (t) is given by:
and it coincides with (2.4).
By integrating Eq. (2.2) we have:
and therefore:
In addition to the measurement operation (2.7), if we wish to estimate λ k (t) from non-aggregated traffic measurements, we need a dynamic model for λ k (t). As already mentioned, we simply assume λ k (t) to be a step-wise constant function of
Estimation scheme
As already mentioned, the traffic is considered for a certain time period [t 0 , T ], and this one is divided into M intervals given by ∆ 1 , ∆ 2 , . . . , ∆ M . These intervals are chosen in a way that the λ k 's can be assumed to be constant over each of them.
Once the intervals are fixed, each
m ] is used to estimate the λ k 's from disaggregated flow measurements. In the next subinterval
f ] we estimate the single flows by using the previously estimated parameters and the aggregate traffic measurements.
Estimation of λ k 's in ∆ i
Assuming that the x k 's in ∆ i are statistically independent counting processes, the estimation problem for the λ k 's reduces to C separate estimation problems.
For each k = 1, 2, 3, . . . , C , the estimateλ k (i) may be taken as the maximum likelihood estimate, which is the value which maximizes the likelihood function:
defined as the Radon-Nikodym derivative of the probability induced by x k with respect to that one induced by a standard Poisson process [16] . The function (3.1) is easily computed as:
which is easily seen to obtain its maximum value at:
Estimation of x k 's in ∆ i
Over ∆ i we now use theλ k (i) values to get the Bayesian least square estimatesx
As well known, the solution of the estimation problem is provided by [16] : For future reference, we also consider the estimate error variance forx k (t) which turns out to be:
Note that (3.5) implies:
and also:
( 3.7) 4. About the choice of ∆ i and ∆ i
It obviously appears that the wider ∆ i is, the more precisex
f ] are (indeed the λ k 's are estimated over a wider time interval, and at the same time the variance ofx k (t) − x k (t) decreases, as it follows from (3.6)). However, we observe that the overall measurement cost increases with t 
Approach 1
This first approach is based on a simple consideration: we stop measuring disaggregated traffic as soon as the uncertainty about the behavior of x k (t)'s, t ∈ ∆ i , evaluated according to the function:
drops below a given threshold α > 0. That is, we choose t (i) m as:
From (3.7) we compute:
which guarantees that for any α > 0 a first time t
m ) ≤ α exists with probability 1.
As it appears from above, this procedure yields the value of t 
Approach 2
Alternatively, we may choose t As far as the first issue, we may use (4.1) and compute the corresponding value as:
To evaluate the measurement cost, we may simply assume it to be proportional to the number of observed flows and to the measurement time length:
where γ is the time unitary measurement cost.
The optimal value for t (i) m will be found as the one which minimizes a convex combination of (4.3) and (4.4) over [t
with:
and β ∈ [0, 1]. This minimization problem is easily checked to admit the unique solution:
(4.7)
Numerical results
The proposed procedure has been applied on three real traffic-data sets (Experiments 1, 2, and 3) for each of which the three disaggregate flows are known. The data was collected from the MAWI (Measurement and Analysis on the WIDE Internet) working group traffic archive. They are traces of the trans-pacific T1 line from sample-point B during June 2006.
The total time interval has been divided in three equal subintervals ∆ 1 = ∆ 2 = ∆ 3 = 0.1 s, and a time unitary measurement cost γ = 4000 is assumed. For each experiment, and each of the two Approaches to determine t (i) m , the following quantities have been computed: Detailed results are reported in Appendix.
Total relative estimation error
E = 3 i,k=1 E ki = 3 i,k=1   t (i) f t (i) m (xk(t)−xk(t)) 2 dt   1/2   t (i) f t (i)
Discussion of results
The applicative results reported in the Appendix were carried on with the aim of checking the influence of the relevant parameters α in Approach 1 and β in Approach 2. Also we wanted to validate both procedures against different series of experimental data.
With reference to the data of Experiment 1, we summarize in Table 1 the results obtained by Approach 1, where∆ is the average of the values obtained for ∆ i in the three considered intervals. As one may expect, as α increases∆ decreases as well as the measurement cost Q , while the estimate error increases. With reference to the same data (Experiment 1), we summarize in Table 2 the results obtained by Approach 2.
In this case,∆ and Q increase as β increases, while the estimate error and the total cost J decrease.
In the second group of results, we fixed α, β at intermediate values, and processed three series of different experimental data. The results are displayed in Table 3 for Approach 1 with α = 100 and in Table 4 for Approach 2 with β = 0.7.
In both Approaches, for a fixed value of α and β respectively, the results appear to be quite stable across the various experiments. Moreover, for the fixed values of α and β, the two Approaches provide substantially similar results. Finally, in both Approaches we checked that the computational times are virtually negligible, thus allowing the on-line implementation of the estimation procedures.
Concluding remarks
The problem of estimating different traffic flows, using the same physical support, from aggregate measurements has a large interest in the area of Internet traffic measurement; the same is likely to occur in other areas of applicative relevance. The problem overlies the one of parametric identification of the dynamical model describing the considered data transmission phenomenon. As far as the traffic flow estimation problem is concerned, two conflicting requirements are present: to achieve satisfactory estimate accuracy and to keep the measurement and management cost as low as possible.
In this paper, we propose a non-stationary (piecewise constant) Poisson model to describe the dynamics of the traffic flows. Each stationarity interval is split into two subintervals. During the first one, we measure disaggregate flows to estimate the corresponding bit rates. During the second one we measure the aggregate traffic to estimate the disaggregate flows exploiting the previously evaluated bit rates. Two alternative approaches are proposed, which, step by step, allow determining the width of the two subintervals for each stationarity interval. Both approaches aim to the best trade-off between the two above mentioned conflicting requirements. The joint program of parametric estimation and disaggregate traffic filtering carried on along both approaches has been tested against real data, characterized by three disaggregate traffic components. We obtained satisfactory results, which, at the same time, led to measurement cost reductions and good accuracy for the estimates. We also investigated the influence of relevant parameters in both approaches, which allow controlling the relative weights of the two above mentioned requirements. We finally checked the robustness of the procedure, implemented with both approaches, with respect to variations of experimental data. The authors consider this work as interesting in the applicative area of communications and computer networks, and specifically with respect to the issues of anomaly detection and of computational and processing burden reduction. They are also aware of the general imbedding of the work into the wider and important context of the search for optimal trade-off between measurement information exploitation and related cost reduction.
Results obtained by Approach 1 with α = 3 generating ''large'' measurement intervals; x 1 (t), x 2 (t), x 3 (t) are the actual flows, xhat 1 (t), xhat 2 (t), xhat 3 (t) are the estimated flows and z(t) is the aggregated traffic (see Fig. 1 and Tables 5-8) . 
Experiment 1 / Approach 1
Results obtained by Approach 1 with α = 100; x 1 (t), x 2 (t), x 3 (t) are the actual flows, xhat 1 (t), xhat 2 (t), xhat 3 (t) are the estimated flows and z(t) is the aggregated traffic (see Fig. 2 and Tables 9-12) .
Fig. 2. Flows and related estimates.

Table 9
Values of estimated λ i in each interval. 
Experiment 1/Approach 1
Results obtained by Approach 1 with α = 950 generating ''small'' measurement intervals; x 1 (t), x 2 (t), x 3 (t) are the actual flows, xhat 1 (t), xhat 2 (t), xhat 3 (t) are the estimated flows and z(t) is the aggregated traffic (see Fig. 3 and Tables 13-16 ). 
Experiment 1/Approach 2
Results obtained by Approach 2 with β = 0.5; x 1 (t), x 2 (t), x 3 (t) are the actual flows; xhat 1 (t), xhat 2 (t), xhat 3 (t) are the estimated flows and z(t) is the aggregated traffic (see Fig. 4 and Tables 17-20) . Fig. 5 and Tables 21-24) . 
Results obtained by Approach 2 with β = 0.9; x 1 (t), x 2 (t), x 3 (t) are the actual flows; xhat 1 (t), xhat 2 (t), xhat 3 (t) are the estimated flows, and z(t) is the aggregated traffic (see Fig. 6 and Tables 25-28). Fig. 7 and Tables 29-32) . 
Experiment 2/Approach 2
Results obtained by Approach 2 with β = 0.7; x 1 (t), x 2 (t), x 3 (t) are the actual flows, xhat 1 (t), xhat 2 (t), xhat 3 (t) are the estimated flows and z(t) is the aggregated traffic (see Fig. 8 and Tables 33-36) . 
Experiment 3/Approach 1
Results obtained by Approach 1 with α = 100; x 1 (t), x 2 (t), x 3 (t) are the actual flows, xhat 1 (t), xhat 2 (t), xhat 3 (t) are the estimated flows and z(t) is the aggregated traffic (see Fig. 9 and Tables 37-40) . 
Experiment 3/Approach 2
Results obtained by Approach 2 with β = 0.7; x 1 (t), x 2 (t), x 3 (t) are the actual flows, xhat 1 (t), xhat 2 (t), xhat 3 (t) are the estimated flows and z(t) is the aggregated traffic (see Fig. 10 and Tables 41-44) . 
