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In this issue ofNeuron, Makino andMalinow and Kleindienst et al. present evidence of a behaviorally induced
form of synaptic plasticity that would encourage the development of fine-scale structured input patterns
and the binding of features within single neurons.Input processing and storage within
dendrites is at the heart of neuronal
computation. Yet our understanding of
the fundamental operations performed
by neurons is incomplete and continues
to evolve. Neurons possess numerous
mechanisms that allow them to uniquely
respond to and store distinct synaptic
input patterns, and these capabilities
could be used to produce behaviorally
related network ensemble activity. Thus
the exact level of structure present
in normal-experience-induced input pat-
terns remains an important but unre-
solved issue for which there is both insuf-
ficient and conflicting data. While there
is strong evidence of topographically
organized inputs onto the dendrites of
neurons in several species, such organi-
zation has not yet been observed in
mammalian brain regions (reviewed in
DeBello, 2008; Branco and Ha¨usser,
2010). Two papers in this issue of Neuron
are relevant in that they provide evidencerelated to the type of synaptic plasticity
that could lead to the development of
highly structured input patterns in mam-
malian neurons.
Makino and Malinow (2011) present
evidence that LTP-like synaptic plasticity
induced by sensory experience occurs in
a clustered spatial pattern in pyramidal
neurons of the barrel cortex. The authors
used fluorescently tagged AMPA recep-
tors to monitor activity-dependent AMPA
receptor trafficking in mice with intact
whiskers and found that GluR1 subunits
were enriched in groups of neighboring
spines that were located in an 10 mm
region of a dendritic branch. GluR2
subunits did not show this same enrich-
ment pattern. The tagged GluR1 subunits
present in spines show a relatively low
mobility, suggesting that the enrichment
is due to synaptic incorporation of addi-
tional receptors, as would be expected
for an LTP-type process. Thus, it appears
that a clustered form of synaptic potentia-tion is produced by normal neuronal
activity patterns. This result is contrasted
with that produced by a second experi-
mental condition where sensory depriva-
tion (induced by whisker trimming) was
instead associated with a spine enrich-
ment of GluR2 subunits (but not GluR1)
that displayed no significant spatial
correlation between nearby spines. These
data suggest that the homeostatic type
of plasticity thought to be induced by
whisker trimming produces a more
global synaptic enrichment. A final exper-
iment was performed in mice with intact
whiskers, but with neocortical neurons
expressing a mutated form of AMPA
receptors that lack the appropriate phos-
phorylation site required for synaptic
incorporation (GluRAA). In this case, no
evidence of clustered synaptic plasticity
was observed.
Previous in vitro work has shown that
neurons possess mechanisms that could
act to produce compartmentalized formsecember 22, 2011 ª2011 Elsevier Inc. 887
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Previewsof synaptic plasticity (Harvey and Svo-
boda, 2007; Harvey et al., 2008; Govin-
darajan et al., 2011). These mechanisms
involve the localized spread of signaling
molecules (10 mm) that act through
phosphorylation to sensitize neighboring
synapses to synaptic potentiation for
several minutes. The findings presented
by Makino and Malinow (2011) appear
to confirm that the clustered forms of
plasticity discovered in vitro are induced
by behaviorally related network activity.
Complimentary mechanisms have been
reported for compartmentalized changes
in dendrite branch membrane excit-
ability, and this form of plasticity is
induced by foraging behavior (Losonczy
et al., 2008; Makara et al., 2009). These
different types of compartmentalized
plasticity could act together to bind stim-
ulus features or separate components of
such features onto individual dendritic
branches.
A related report by Kleindienst et al.
(2011) presents evidence of a fine-scale
spatial organization to incoming synaptic
activity in developing hippocampal pyra-
midal neurons in vitro. These authors
used Ca2+ imaging techniques to observe
the spatial pattern of synaptic input
during spontaneous bursts of network
activity in developing pyramidal neurons
located in organotypic hippocampal
slice cultures. They observed that a type
of network activity characterized by syn-
chronous bursts of synaptic input lasting
several hundred milliseconds spontane-
ously occurred in their preparation. A
similar network state is found in the intact
developing hippocampus and is thought
to be an important component in estab-
lishing specific neuronal circuits. Local-
ized Ca2+ signals that were correlated
with the burst of synaptic input were
observed in various dendritic branches,
and these signals were shown to be
associated with glutamatergic synaptic
input. Interestingly, these synaptically
driven Ca2+ signals showed a high degree
of coactivation (up to 30%) among neigh-
boring inputs, such that the likelihood
of pairs of synapses being coactive
within 100 ms was higher for pairs of
synapses separated by less than 16 mm.
Furthermore, pretreatment of slices for
several days with either the Na+ channel
blocker TTX or NMDA receptor antagonist888 Neuron 72, December 22, 2011 ª2011 EAPV completely eliminated the clustered
forms of synaptic coactivation. Thus, the
spatially structured form of synaptic input
normally found in these neurons requires
some form of activity- and NMDA-
receptor-dependent plasticity in order to
be established.
The use of learning rules that take into
account both spatial and temporal corre-
lations among synaptic inputs to guide
circuit development would foster the
clustering of coactive synapses onto
particular dendritic regions by selectively
strengthening and preserving such inputs
(Legenstein and Maass, 2011). This
extends the idea that synaptic connec-
tions are initially made at random and
then subsequently enhanced or elimi-
nated depending on correlations in
presynaptic and postsynaptic activity. In
fact, recent reports suggest that even
the initial connectivity might not be
completely random, as there appears to
be a preferential level of innervation
among neurons that share the same
mother cell or birth/migration window
and gene expression profiles (Yu et al.,
2009; Deguchi et al., 2011). The plasticity
mechanisms discussed in the current
papers could provide a means whereby
the connectivity among such neuronal
subtypes is elevated in both number and
spatial structure. These highly structured
innervation patterns between certain
subpopulations of neurons could then in
turn provide a basis for neuronal feature
selectivity (i.e., ensemble receptive field
properties). Future experiments mapping
the subcellular connectivity patterns
among distinct neuronal subpopulations
with defined feature responsiveness are
needed to test such a hypothesis (Kim
et al., 2011).
The two papers in the current issue of
Neuron provide complimentary evidence
of the existence of clustered forms of
synaptic plasticity that, if implemented
during circuit development, could result
in fine-scale structured input patterns
that would in turn enhance the binding of
features within single neurons. They also
add support to the concept that neurons
use their innate compartmentalization in
their day-to-day processing and storage
of information received via thousands
of synaptic inputs from multiple presyn-
aptic sources. The presence of spatiallsevier Inc.structure within the input could be used
by neurons to selectively enhance the
network response to particular patterns
through well-understood dendritic boost-
ing mechanisms (Legenstein and Maass,
2011; Ujfalussy and Lengyel, 2011). The
level of clustering required for this is quite
relaxed: coactivation of <5% of synapses
on a given branch can produce regenera-
tive electrical events, and this process
can occur within multiple branches (Lo-
sonczy and Magee, 2006; Branco and
Ha¨usser, 2010). In the end, observations
that clustered forms of plasticity are
engaged by normal neuronal activity
and could be used to produce spatially
structured input patterns strengthens the
concept that neurons use spatiotemporal
input correlations to encode, process,
and store particular stimulus features.REFERENCES
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