Abstract: Understanding interactions of genotype, environment, and management under field conditions is vital for selecting new cultivars and farming systems. Image analysis is considered a robust technique in high-throughput phenotyping with non-destructive sampling. However, analysis of digital field-derived images remains challenging because of the variety of light intensities, growth environments, and developmental stages. The plant canopy coverage (PCC) ratio is an important index of crop growth and development. Here, we present a tool, EasyPCC, for effective and accurate evaluation of the ground coverage ratio from a large number of images under variable field conditions. The core algorithm of EasyPCC is based on a pixel-based segmentation method using a decision-tree-based segmentation model (DTSM). EasyPCC was developed under the MATLAB ® and R languages; thus, it could be implemented in high-performance computing to handle large numbers of images following just a single model training process. This study used an experimental set of images from a paddy field to demonstrate EasyPCC, and to show the accuracy improvement possible by adjusting key points (e.g., outlier deletion and model retraining). The accuracy (R 2 = 0.99) of the calculated coverage ratio was validated against a corresponding benchmark dataset. The EasyPCC source code is released under GPL license with benchmark datasets of several different crop types for algorithm development and for evaluating ground coverage ratios.
Introduction
Given the growing demand for high-throughput phenotyping to support crop breeding, researchers have conducted experiments in fully-automated facilities, and they have been successful in assessing crop growth and performance using combinations of modern technologies, including genetic engineering, robotics, and machine learning [1] [2] [3] . In plant phenomics, image analysis is also 
Training Image Selection and Training Data Acquisition
EasyPCC is distributed with training images and data for wheat, paddy rice, sorghum, cotton, soybean, and sugarcane; however, users can also build their own datasets to train the DSTM. The core algorithm of EasyPCC is a DTSM and, therefore, the acquisition and input of "good" training data is the most important part of the entire workflow for providing the characteristics that are optimized for learning and generalization. A "good" training dataset for the DTSM is considered one that can train the model to segment only the vegetation from field-derived images taken under variable lighting conditions. We suggest that training images should cover heterogeneous natural lighting conditions. From the selected training images, the training data that include nine color features are collected and categorized into two classes: vegetation and background. The nine color features (R, G, B, H, S, V, L*, a*, and b*) are defined in three widely-used color spaces (RGB, HSV, and CIELab). EasyPCC provides two methods for collecting the training data, which are "line drawing" and "patch gathering".
Line Drawing Method
Users can open the selected training images and draw lines on the vegetation and background regions using left and right mouse clicks, respectively. The nine color features of the pixels on the lines are recorded automatically and saved as "*.csv" files with file names formatted as "vegetation + image Name + create time" and "background + image Name + create time". It is highly recommended that all possible different parts of training images should be selected (e.g., the shadowed and spectrally-reflected parts of the same image, Figure 2a ). 
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Model Generation and PCCr Calculation
After the collection of training data, the other steps are simply followed via a few mouse clicks and/or function calls. Users can generate a segmentation model that fits their own data and then estimate the PCCr automatically. The PCCr is stored in "*.csv" format files which can be exported easily for analysis by other software. Figure 3 shows an example of how to implement EasyPCC under the MS Windows ® operating system. The detailed information and manuals of different versions of the EasyPCC package can be found in Supplementary Materials S1-S3.
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Model Generation and PCCr Calculation
After the collection of training data, the other steps are simply followed via a few mouse clicks and/or function calls. Users can generate a segmentation model that fits their own data and then estimate the PCCr automatically. The PCCr is stored in "*.csv" format files which can be exported easily for analysis by other software. Figure 3 shows an example of how to implement EasyPCC under the MS Windows ® operating system. The detailed information and manuals of different versions of the EasyPCC package can be found in Supplementary Materials S1-S3. 
Beta Testing of EasyPCC, the Experiment, and Results
Beta testing of EasyPCC was conducted using a Japonica rice variety Kinmaze. Seeds were sown on 26 April 2013 and seedlings were transplanted on 31 May 2013 at the Institute for Sustainable Agro-ecosystem Services, University of Tokyo, Japan (35°44′21.7″ N, 139°32′31.9″ E). The images were acquired using a field monitoring system, as shown in Figure 4 , which involved a Canon EOS Kiss x5 digital camera with an EF-S18-55 mm lens mounted above the rice crop (2 m). Time-lapse images were taken at 1-h intervals and transmitted to a free webserver (http://www.flickr.com) via the 3G network [18] . Testing included evaluation of the software performance and analysis of the effects of the training data on the accuracy of the PCCr. 
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Experiment and Matierals
Datasets of images for evaluation of the PCCr were acquired daily from 19 June (20 days after transplanting) to 16 August (approximately one week before heading) from about 08:00 to 16:00 local time. To prevent damage by foraging birds, a blue net was placed over the entire field on 30 July. Figure 5 shows six different images obtained at six growth stages. In the experiment, 10 training images were selected manually from the complete image sets taken during the initial and early-middle growth stages (i.e., between 20 and 78 days after transplanting), with consideration of the variations of weather and lighting conditions. Then, training data were carefully selected for two classes (vegetation and background) from each image using the line drawing method. 
Effect of Training Data on PCCr Accuracy
The estimates of PCCr were derived using EasyPCC, as shown in Figure 6 . It is evident that the canopy coverage ratio following transplanting increases with time. High positive correlation was found between the DTSM-derived values and the true values of the canopy coverage ratios (R 2 = 0.987, slope = 0.96; Figure 7 ). 
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The estimates of PCCr were derived using EasyPCC, as shown in Figure 6 . It is evident that the canopy coverage ratio following transplanting increases with time. High positive correlation was found between the DTSM-derived values and the true values of the canopy coverage ratios (R 2 = 0.987, slope = 0.96; Figure 7 ). Three suspicious data points resulted from the evaluation of vegetation cover by EasyPCC (the red dots in Figure 6 ). The first dubious point suggested that the canopy coverage ratio on day 20 was greater than on day 21; a result attributable to strong wind, as shown in Figure 8 . Another dubious point in the middle of the graph suggested that the coverage ratio on day 63 (image: "2013/07/31/16:01(p.m.)") increased suddenly and then declined two days later at day 65. This temporary flattening of several stems was caused by an unknown source (possibly raccoon dogs) and it persisted for two days, as shown in Figure 9 . The final dubious point suggested that the canopy coverage ratio decreased suddenly from 73% to 58%. The reason was that the raw images were taken Three suspicious data points resulted from the evaluation of vegetation cover by EasyPCC (the red dots in Figure 6 ). The first dubious point suggested that the canopy coverage ratio on day 20 was greater than on day 21; a result attributable to strong wind, as shown in Figure 8 . Another dubious point in the middle of the graph suggested that the coverage ratio on day 63 (image: "2013/07/31/16:01(p.m.)") increased suddenly and then declined two days later at day 65. This temporary flattening of several stems was caused by an unknown source (possibly raccoon dogs) and it persisted for two days, as shown in Figure 9 . The final dubious point suggested that the canopy coverage ratio decreased suddenly from 73% to 58%. The reason was that the raw images were taken Three suspicious data points resulted from the evaluation of vegetation cover by EasyPCC (the red dots in Figure 6 ). The first dubious point suggested that the canopy coverage ratio on day 20 was greater than on day 21; a result attributable to strong wind, as shown in Figure 8 . Another dubious point in the middle of the graph suggested that the coverage ratio on day 63 (image: "2013/07/31/16:01(p.m.)") increased suddenly and then declined two days later at day 65. This temporary flattening of several stems was caused by an unknown source (possibly raccoon dogs) and it persisted for two days, as shown in Figure 9 . The final dubious point suggested that the canopy coverage ratio decreased suddenly from 73% to 58%. The reason was that the raw images were taken 77 days after transplanting when the rice plants had grown and developed many overlapping leaves. Due to the direction of the sunlight, some of the leaves nearest the ground were covered by strong shadows. This weakened the color features in the digital images and, thus, reduced the ability of EasyPCC to isolate the vegetation accurately. Figure 10 . The shadows in both images caused significant underestimation of vegetation coverage; however, image "2013/08/15/15:02(p.m.)" lost more vegetation pixels because of the larger dark areas. This error is acceptable because we did not use any vegetation pixels from the shadowed parts of those images as initial training data, i.e., the model classified those dark pixels as belonging to the background class because the color values were close to the training data of background elements. This strong effect of the selection of the training data is the weakness of a machine-learning-based approach. The training data are selected manually, which makes it difficult to include all possible dubious cases to address the mentioned underestimation problem. To overcome the weakness, we added 12,000 pixels selected from the dark regions of the crop image to the training dataset for the vegetation class, and trained the model again with the new training data. Figures 11 and 12 show the comparison of the segmentation and the PCCr using the newly-constructed model and the former model without the training data from the dark regions. The new model improved the segmentation result for image "2013/08/15/15:02(p.m.)," with the true coverage ratio of 76%, raising the estimated value from 58% to 79%, whereas the result for image "2013/08/15/14:02(p.m.)", which does not have the dark shadowed region, achieves almost the same Figure 10 . The shadows in both images caused significant underestimation of vegetation coverage; however, image "2013/08/15/15:02(p.m.)" lost more vegetation pixels because of the larger dark areas. This error is acceptable because we did not use any vegetation pixels from the shadowed parts of those images as initial training data, i.e., the model classified those dark pixels as belonging to the background class because the color values were close to the training data of background elements. This strong effect of the selection of the training data is the weakness of a machine-learning-based approach. The training data are selected manually, which makes it difficult to include all possible dubious cases to address the mentioned underestimation problem. To overcome the weakness, we added 12,000 pixels selected from the dark regions of the crop image to the training dataset for the vegetation class, and trained the model again with the new training data. Figures 11 and 12 show the comparison of the segmentation and the PCCr using the newly-constructed model and the former model without the training data from the dark regions. The new model improved the segmentation result for image "2013/08/15/15:02(p.m.)," with the true coverage ratio of 76%, raising the estimated value from 58% to 79%, whereas the result for image "2013/08/15/14:02(p.m.)", which does not have the dark shadowed region, achieves almost the same Figure 10 . The shadows in both images caused significant underestimation of vegetation coverage; however, image "2013/08/15/15:02(p.m.)" lost more vegetation pixels because of the larger dark areas. This error is acceptable because we did not use any vegetation pixels from the shadowed parts of those images as initial training data, i.e., the model classified those dark pixels as belonging to the background class because the color values were close to the training data of background elements. This strong effect of the selection of the training data is the weakness of a machine-learning-based approach. The training data are selected manually, which makes it difficult to include all possible dubious cases to address the mentioned underestimation problem. To overcome the weakness, we added 12,000 pixels selected from the dark regions of the crop image to the training dataset for the vegetation class, and trained the model again with the new training data. Figures 11 and 12 show the comparison of the segmentation and the PCCr using the newly-constructed model and the former model without the training data from the dark regions. The new model improved the segmentation result for image "2013/08/15/15:02(p.m.)," with the true coverage ratio of 76%, raising the estimated value from 58% to 79%, whereas the result for image "2013/08/15/14:02(p.m.)", which does not have the dark shadowed region, achieves almost the same accuracy. Furthermore, the values obtained at the early growth stage also remained similar to before (Figure 12 ). The value of R 2 between the DTSM-derived values and the true values was as high as 0.99 ( Figure 13 ). accuracy. Furthermore, the values obtained at the early growth stage also remained similar to before (Figure 12 ). The value of R 2 between the DTSM-derived values and the true values was as high as 0.99 ( Figure 13 ). accuracy. Furthermore, the values obtained at the early growth stage also remained similar to before (Figure 12 ). The value of R 2 between the DTSM-derived values and the true values was as high as 0.99 ( Figure 13 ). 
Conclusions
In this paper, we released a tool (EasyPCC) and source code (Supplementary Materials S1-S3) for high-throughput measurements of plant canopy coverage ratios under field conditions. The tool can be operated easily without the need for any special image processing techniques. The beta testing results demonstrated the high accuracy achievable by EasyPCC in evaluating the PCCr from digital images taken under natural field conditions. The results can be output as "*.csv" format files, which can be exported easily for analysis using other software packages, such as Excel ® or R. The robustness of this tool to the influences of various environmental factors, such as wind and animal destruction, was also demonstrated. We suggest running the software once for an entire image dataset to identify and discard poor images whose evaluated PCCrs are markedly different from the others. The time cost is about 30 s per 6 MB image when using an Intel i7 CPU and 16 GB memory computer, we suggest using parallel computing if the user has a multi-core CPU or cluster, allowing a number of images (depending on the numbers of cores/size of the cluster) to be processed at the same time. 
In this paper, we released a tool (EasyPCC) and source code (Supplementary Materials S1-S3) for high-throughput measurements of plant canopy coverage ratios under field conditions. The tool can be operated easily without the need for any special image processing techniques. The beta testing results demonstrated the high accuracy achievable by EasyPCC in evaluating the PCCr from digital images taken under natural field conditions. The results can be output as "*.csv" format files, which can be exported easily for analysis using other software packages, such as Excel ® or R. The robustness of this tool to the influences of various environmental factors, such as wind and animal destruction, was also demonstrated. We suggest running the software once for an entire image dataset to identify and discard poor images whose evaluated PCCrs are markedly different from the others. The time cost is about 30 s per 6 MB image when using an Intel i7 CPU and 16 GB memory computer, we suggest using parallel computing if the user has a multi-core CPU or cluster, allowing a number of images (depending on the numbers of cores/size of the cluster) to be processed at the same time.
Currently, various types of field monitoring systems for field phenotyping exist, e.g., field servers, field cameras, moving vehicles, and drones, which are intended for screening large plant collections. Such systems collect large numbers of images throughout the growth cycle of the target crop, and EasyPCC has been proven the appropriate tool for handling such volumes of data with high efficiency and accuracy. Figures 14 and 15 The application of image analysis technologies to field-based plant phenotyping is still an emerging research topic, and we anticipate that additional algorithms will be developed in this field in the near future. However, evaluating the image segmentation accuracy of an algorithm is not easy, e.g., true values are needed. This means that for a given test image, a correct completely segmented image should be provided. This is normally achieved via hand labeling or drawing, processes that are both labor intensive and costly. Moreover, because the process is manual, different observers might produce different true values that add additional error to the evaluation of the segmentation algorithms. To avoid these issues, many databases already exist that provide true values of images, such as "The Berkeley Segmentation Dataset and Benchmark" [19] , and the "Segmentation evaluation database" [20] . Researchers can download test images and check the performance of their own algorithm. We have collected a large number of field images taken by different field phenotyping platforms, some of which have been carefully labeled by hand. We would like to share those images as the start of a dataset, and we will continue to contribute further images to this dataset to aid other researchers who might wish to evaluate their own proposed algorithms (Supplementary Materials S5).
Supplementary Materials: The following are available online at https://www.dropbox.com/s/wl6gql2w5779dyn/ S1_Windows%C2%AEbased%20software%20EasyPCC.zip?dl=0; https://www.dropbox.com/s/t50d8ulo2rmawwi/ supplementaryS2-S4.zip?dl=0 and https://www.dropbox.com/sh/v66jwmy8xfqm0xp/AAA9oIThaq7BGGLLZWzd-ez5a?dl=0. S1: Windows ® -based software EasyPCC; S2: Matlab ® -based source code of EasyPCC; S3: R package of EasyPCC; S4: howToUseEasyPccRversion.docx; S5: Dataset including field images and hand labeled images of crops.
