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A szervezetek fennmaradásának vizsgálata hosszú idô
óta foglalkoztatja a vezetés- és szervezéstudomány
területén tevékenykedô kutatókat. A csôdelôrejelzés a
vállalatok fennmaradását vizsgáló kutatások empirikus
vizsgálatát igyekszik támogatni. A vállalati fizetô-
képesség és csôd mélyreható vizsgálata reményeink
szerint segíthet kiegyensúlyozni azt a tényt, hogy a
szervezetkutatások döntô többsége inkább sikeres vál-
lalatokra koncentrál (Kristóf, 2005).
Az intuitív véleményalkotáson túlmenôen valamely
vállalat fizetôképességének és gazdálkodási helyze-
tének megítéléséhez hagyományosan a mérleg, ered-
ménykimutatás és a cash flow kimutatás elemzésén át
vezet az út. A nyilvánosan hozzáférhetô éves beszámoló
adatainak elemzésével betekintést nyerhetünk tetszôle-
ges vállalat vagyoni, pénzügyi és jövedelmi helyzetébe.
Az említett pénzügyi kimutatások adathalmazát a
pénzügyi mutatók tömörítik az elemzések számára
hasznosítható információkká (Virág, 2004). Jelen tanul-
mányban a hangsúly a „tetszôleges” jelzôn van, vagyis
a külsô elemzô számára részleteiben nem ismert vál-
lalatról igyekszünk a legkorszerûbb többváltozós kvan-
titatív módszerek felhasználásával ítéletet alkotni.
A csôdelôrejelzés rövid története
A csôdelôrejelzés hôskorának számító XX. század
elsô kétharmadában nem álltak rendelkezésre fejlett
statisztikai módszerek és számítógépek a csôdelôrejel-
zést végzôk számára. A fennmaradt és a csôdbe jutott
vállalatok pénzügyi mutatószámait hasonlították ösz-
sze, és megállapították, hogy a leggyakrabban alkal-
mazott eladósodottsági, likviditási, jövedelmezôségi
és forgási sebesség mutatószámok a csôdbe jutott vál-
lalatok esetében alacsonyabbak, illetve kedvezôtleneb-
bek voltak (Fitzpatrick, 1932).
Az 1960-as végéig egyváltozós statisztikai módsze-
rek segítségével ítélték meg a vállalatok fizetôképes-
ségét. Beaver (1966) harminc, a szakirodalomban
gyakran említett pénzügyi mutatót talált relevánsnak a
vállalati fizetôképesség jövôjének megítélése szem-
pontjából. Egyváltozós diszkriminancia-analízis segít-
ségével vizsgálta a mutatókat 79 pár fizetôképes/fize-
tésképtelen vállalatra. A legjobb eredményt a cash
flow és az összes eszköz aránymutatóval érte el, amely
90 százalékos megbízhatósággal mutatta meg a fize-
tésképtelenséget egy évvel a csôd bekövetkezése elôtt.
Az 1960-as évek végétôl a többváltozós diszkrimi-
nancia-analízist alkalmazták csôdelôrejelzésre. Alt-
man (1968) 33 pár fizetôképes/fizetésképtelen vállalat
mintájára, öt pénzügyi mutatóra, többváltozós dis-
zkriminancia-analízis segítségével építette fel világhí-
rû csôdmodelljét, amely 95 százalékos pontossággal
volt képes felismerni az eredeti mintában szereplô csô-
dös és problémamentes vállalatokat. A többváltozós
diszkriminancia-analízis bázisán Altman, Haldeman és
Narayanan (1977) kifejlesztette a hétváltozós ZETA
modellt 58 fizetôképes és 53 fizetésképtelen vállalat
mintájára.
A tanulmány célja nyilvánosan hozzáférhetô éves beszámoló adatok alapján az iparági hovatartozást is
figyelembe vevô, magas besorolási pontosságú csôdelôrejelzési modellek elkészítése. A tanulmány a négy
leggyakrabban alkalmazott csôdelôrejelzési módszer segítségével, ugyanarra az adatbázisra épít csôd-
modelleket, elvégzi összehasonlító elemzésüket és értékeli azok megbízhatóságát.
Az 1980-as években a diszkrimancia-analízis mel-
lett megjelent és egyre inkább elterjedt logisztikus reg-
resszió elemzés, amely egészen az 1990-es évek köze-
péig a leggyakrabban alkalmazott csôdmodellezési, -
elôrejelzési eljárás lett. A vállalati fizetôképesség rep-
rezentatív mintán keresztül történô elôrejelzésére elô-
ször Ohlson (1980) alkalmazta a logisztikus regresszió
elemzést 105 fizetésképtelen és 2058 fizetôképes vál-
lalat mintájára, ezzel is kifejezve, hogy a fizetésképte-
len vállalatok a valóságban kisebb arányt képviselnek,
mint a fizetôképesek. A csôdbe jutás valószínûségének
elôrejelzése területén mérföldkônek bizonyult az
elôször Zmijewski (1984) által alkalmazott probit-ana-
lízis. Szintén az 1980-as évek terméke a rekurzív par-
ticionáló algoritmus (Frydman – Altman, Kao, 1985),
amely döntési fa formájában ábrázolja a különbözô
változók és küszöbértékek kombinációit, kiválasztva
közülük az elôrejelzési értékkel bírókat.
Hazánkban a rendszerváltást követô törvényalko-
tási munka eredményeként, 1991-ben jöttek létre a
csôdeljárás és a felszámolási eljárás törvényi feltételei
– ezért a magyar csôdelôrejelzésnek nincsenek több
évtizedes hagyományai. A legkorábbi csôdmodellt
Virág Miklós és Hajdu Ottó dolgozta ki 1990-es és
1991-es éves beszámoló adatok alapján, diszkriminan-
cia-analízis és logisztikus regresszió segítségével
(Virág – Hajdu, 1996; Hajdu – Virág, 2001). Az elsô
csôdmodell alapjául szolgáló adatbázist a Pénzügymi-
nisztérium bocsátotta rendelkezésre. Jelen tanulmány
is ezt az adatbázist fogja felhasználni. A vizsgálatba
bevont feldolgozóipari vállalatok közül 1992 augusz-
tusában a fele fizetôképes, a fele fizetésképtelen volt.
A mintában szereplô vállalatok legalább 300 fôt fog-
lalkoztattak. A modellépítés során 17 pénzügyi muta-
tószámot vettek figyelembe.
A fenti szerzôpáros 1996-ban elkészített egy korai
csôdveszélyt jelzô modellcsaládot különbözô nemzet-
gazdasági ágakra és ágazatokra vonatkozóan, diszkri-
minancia-analízis segítségével, közel 10 000 gazdál-
kodó egység pénzügyi adatai alapján (Virág, 1996). A
felépített modellcsaládot a gyakorlatban is tesztelték.
Számos hazai pénzintézet építette be minôsítési rend-
szerébe. Ennek eredményeként Magyarországon ren-
delkezésre állnak a nemzetgazdasági ágaknak és
ágazatoknak azok a pénzügyi mutatószámai és a hoz-
zájuk tartozó súlyok, amelyek tekintetében leginkább
megkülönböztethetô egymástól egy adott nemzetgaz-
dasági ágban vagy ágazatban a csôdbe jutott és a túlélô
vállalat. Az 1996-os nemzetgazdasági ágakat és ágaza-
tokat átfogó csôdmodell-család pontossága – éppen a
tevékenységi kör szerinti részletezés miatt – felülmúl-
ta a korábbi modellekét.
Az 1990-es évektôl a mesterséges intelligencia
módszercsaládba tartozó neurális hálók új lendületet
adtak a csôdelôrejelzés megbízhatóságának javításá-
hoz (Kristóf, 2004). Jelen tanulmány szerzôi 2004 kö-
zepén elvégeztek egy empirikus kutatást az elsô hazai
csôdmodell adatbázisán. A kutatás kiinduló feltevése a
nemzetközi tapasztalatokat is figyelembe véve az volt,
hogy a diszkriminancia-analízis és a logisztikus reg-
resszió elemzés alapján készített modellekhez viszo-
nyítva magasabb besorolási pontossággal rendelkezô
csôdmodelleket kaphatunk, amennyiben a nemlineáris
összefüggések leképezésére, valamint a mintafelis-
merésre alkalmas neurális hálókat használjuk a vál-
lalatok fizetôképes és fizetésképtelen osztályokba való
sorolására (Virág – Kristóf, 2005). A végrehajtott em-
pirikus vizsgálat igazolta a hipotézist, hiszen az elsô
hazai csôdmodell megfigyelési egységein és pénzügyi
mutatóin a neurális háló a diszkriminancia-analízis
besorolási pontosságát 8,6 százalékponttal, a logiszti-
kus regresszióét 4,7 százalékponttal haladta meg.
A minta összetétele, alkalmazott mutatók
Az empirikus vizsgálatot az elsô hazai csôdmodell
adatbázisán hajtották végre, amely 156 vállalat 1991.
évi mérleg és eredménykimutatás adatain alapult. A
mintában szereplô vállalatok közül 2 bányaipari, 10
vas- és fémipari, 54 gépipari, 12 építôipari, 8 vegyi-
pari, 38 könnyûipari és 32 élelmiszeripari ágazatba tar-
tozott. A 156 vállalatból az adatgyûjtés idején 78 fize-
tôképes és 78 fizetésképtelen volt.
Hangsúlyozni kell, hogy az 1991-es éves beszá-
moló adatokra felépített csôdmodelleket nem célszerû
ma már használni, ráadásul a 156 vállalat megle-
hetôsen kis mintának számít. Az elôrejelzési módsze-
rek kipróbálására, különbözô modellkísérletek végre-
hajtására és az elôrejelzések megbízhatóságának
értékelésére azonban az adatbázis kiválóan alkalmaz-
ható.
Az elsô hazai csôdmodell adatbázisának alapada-
taiból 16 pénzügyi mutató reprodukálására került sor.
A pénzügyi mutatók mindegyike arányskálán kvantifi-
kálható folytonos változó. A fizetôképesség ténye ka-
tegóriaképzô ismérv, 1 és 0 értékeket felvehetô dummy
változó. A modellváltozók a fizetôképességgel bizo-
nyítottan összefüggésben lévô likviditási, forgási
sebesség, eladósodottsági és jövedelmezôségi mutatók
közül kerültek ki. A mérleg- és eredménykimutatás
adatokból származtatott mutatók számítási eljárásait
az 1. táblázat tartalmazza.
A likviditási mutató arról tájékoztat, hogy adott vál-
lalat hitelezôi milyen biztonsággal számíthatnak köve-
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telésük érvényesítésére. A magasabb érték jobb likvid-
itást jelent. A likviditási gyorsráta a gyors fizetôké-
pességet próbálja jelezni azáltal, hogy a számlálóban
szereplô forgóeszközök közé nem számítja be az elvi-
leg hosszabb idô alatt értékesíthetô raktárkészletet. A
pénzeszközök aránymutatóra azért van szükség, mert a
likviditási gyorsráta számlálója még tartalmazza pl. a
vevôi követeléseket is. A vevôk fizetési hajlandósága
nagymértékben befolyásolhatja a likviditás alakulását,
ezért lényeges, hogy a forgóeszközökön belül milyen
részarányt képviselnek a pénzeszközök. A három mu-
tató együttesen jelzi statikus szemléletben, hogy mi-
lyen mértékben áll fenn a vállalat fizetôképessége. A
vállalatokat azonban folyamatosan mûködô egység-
ként kell tekinteni, ezért a fenti mutatókat a pénzügyi
elemzôk gyakran egészítik ki különbözô dinamikus
likviditási mutatókkal, amely közül az egyik legismer-
tebb a mûködésbôl származó cash flow és az összes
tartozás aránya.
A tôkeellátottsági mutató a késôbbiekben szereplô
eladósodottsági mutatók mellett a nehezebben mobi-
lizálható eszközök és a saját vagyon viszonyával egy-
fajta tôkeszerkezeti mutatóként szerepel a vizsgálat-
ban.
A forgási sebesség mutatók segítségével megítél-
hetô, hogy a vállalat milyen aktívan használja fel esz-
közeit. Az eszközök forgási sebessége a különbözô esz-
közcsoportok együttes forgási sebességét, a készletek
forgási sebessége a készletgazdálkodás hatékonyságát,
a vevôk forgási sebessége a kintlévôségek realizálásá-
nak gyorsaságát mutatja. Minél nagyobb valamely for-
gási sebesség, vagyis minél rövidebb egy forgás idô-
tartama, annál pozitívabbnak értékelhetjük az elemzés
tárgyát képezô eszközcsoporttal való gazdálkodás
hatékonyságát.
Az adósság mutatók közül alapvetô jelentôségû az
idegen tôke arányát kifejezô eladósodottsági mutató,
valamint a saját vagyon aránymutató. Ezek önmaguk-
ban nem adnak egyértelmû választ a vállalat tényleges
fizetôképességérôl, azonban a könyv szerinti eszközér-
ték saját/idegen tôkébôl történô finanszírozási aránya a
többi mutatóval együtt tapasztalatok szerint jó mérô-
száma a vállalat eladósodottságának. A bonitás az ide-
gen tôke és a saját tôke egymáshoz való viszonya se-
gítségével nyújt felvilágosítást a hitelezôk és a tulaj-
donosok követelésének arányáról.
A befektetett eszközök hosszú lejáratú hitelek-kel
való fedezettsége, illetve a forgóeszközök rövid lejá-
ratú hitelekkel való fedezettsége az elôzôeknél vi-
szonylag ritkábban használt mutatószámok – a rövid
és a hosszú lejáratú idegen források és a releváns esz-
közcsoportok közötti egyensúly szemléltetésére szol-
gálnak.
A jövedelmezôségi mutatók közül jól bevált
elemzô eszközök az árbevétel-arányos nyereség
(ROS) és a saját vagyonarányos nyereség (ROE)
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1. táblázat
Az alkalmazott pénzügyi mutatók számításmódja
Saját vagyonarányos nyereség (százalék)
Árbevétel-arányos nyereség (százalék)
Forgóeszközök rövid lejáratú hitelekkel fedezett
aránya (százalék)
Befektetett eszközök hosszú lejáratú hitelekkel
fedezett aránya (százalék)
Bonitás
Saját vagyon aránya (százalék)
Eladósodottság mértéke (százalék)
Vevôk forgási sebessége (nap) (nap
Készletek forgási sebessége
Eszközök forgási sebessége
Tôkeellátottsági mutató (százalék)
Forgóeszközök aránya (százalék)
Cash flow és összes tartozás aránya
Pénzeszközök aránya (százalék)
Likviditási ráta
Likviditási gyorsráta
A mutató megnevezése
(Adózott eredmény / Saját tôke) x 100
(Adózott eredmény / Nettó árbevétel) x 100
(Rövid lejáratú hitelek / Forgóeszközök) x 100
(Hosszú lejáratú hitelek / Befektetett eszközök) x 100
Kötelezettségek / Saját tôke
(Saját tôke / Mérlegfôösszeg) x 100
(Kötelezettségek / Mérlegfôösszeg) x 100
(Vevôk x 360) / Nettó árbevétel
Nettó árbevétel / Készletek
Nettó árbevétel / Mérlegfôösszeg
(Befektetett eszközök + Készletek) / Saját vagyon) x 100
(Forgóeszközök / Mérlegfôösszeg) x 100
Cash flow / Összes tartozás
(Pénzeszközök / Forgóeszközök) x 100
Forgóeszközök / Rövid lejáratú kötelezettségek
(Forgóeszközök – Készletek) / Rövid lejáratú kötelezettségek
A mutató számításmódja
mutatók. A mutatók jelen vizsgálatban a realizált (adó-
zás utáni) eredménybôl indulnak ki. Az árbevétel-ará-
nyos nyereség egy rentabilitást kifejezô mutató, a saját
vagyonarányos nyereség pedig tulajdonosi oldalról
vizsgálja az elért adózott eredményt.
A 16 változó szimultán figyelembevétele sokvál-
tozós statisztikai eljárásokkal lehetséges a fizetôké-
pesség elôrejelzése során. A fentiek alapján kiszámított
pénzügyi mutatókat a csôd-elôrejelzési módszerek al-
kalmazása elôtt azonban még korrigáltuk a vállalatok
iparági hovatartozásának megfelelôen az iparági átla-
gos mutatószámokkal. Elfogadva a szakirodalomban
igazolt tényt (Platt, Platt, 1990; Virág, 1996), amely
szerint az iparági ráták javítják a csôdmodellek beso-
rolási pontosságát, a megfigyelt vállalatok pénzügyi
mutatóit átszámítottuk iparági függô viszonyszámok-
ra, ami egy vállalat adott mutatószámának és az ipar-
ági középértéknek a hányadosa.
(Vállalati mutatószám)k,j,t
(Iparági relatív ráta)k,j,t =
(Iparági átlagos ráta)j,t 100
ahol k: a vállalat
j: az iparág
t: a mutatószám fajtája
A nevezô 100-zal történô szorzásának az a célja,
hogy a százalékos viszonyszámokat hozzáigazítsuk az
egynél nagyobb skaláris értékekhez. Ennek hatására
egy adott iparágban az iparágtól függô viszonyszám
középértéke bármely idôszakban 0,01-es értéket vesz
fel. Az iparági transzformáció elônye, hogy egyrészt
végrehajtása kiküszöböli a mutatószámok értékei
között fennálló nagyságrendi eltéréseket (pl. a száza-
lékban és a napban kifejezett mutatók esetén). Más-
részt a mutatószámok idôbeni változásából adódóan
kiszûri annak a lehetôségét, hogy a késôbbiekben mi-
nôsítendô cégeknél olyan nagyságrendû mutatószá-
mok jelenjenek meg, amelyeket a mintában szereplô
cégek esetén még nem fordultak elô. Az iparági át-
lagokkal korrigált pénzügyi mutatók alapstatisztikáit a
2. táblázat foglalja össze.
Az iparági ráták alkalmazásán túlmenôen jelen ta-
nulmány abban is elôrelépést jelent, hogy a mestersé-
ges intelligencia modellek alkalmazásakor elengedhe-
tetlen mintafelosztást kiterjeszti a hagyományos mód-
szerekre is. Erre azért került sor, mert a csôdmodel-
leknek nem a klasszifikációs, hanem sokkal inkább az
elôrejelzési erejére vagyunk kíváncsiak. Az elôrejel-
zési erô megállapításához a felépített modelleket olyan
adatokon kell tesztelni, amelyeket nem vettünk figye-
lembe a modellépítés során. Ennek érdekében a mintát
egyszerû véletlen kiválasztással felosztottuk 75–25
százalékos arányban tanulási és tesztelô részmintákra.
A csôdmodellek minden módszer alkalmazása esetén
tehát 117 vállalat adataira épülnek fel, amelyek meg-
bízhatóságát a fennmaradó 39 vállalat adatain tesztel-
tük. Ezzel az eljárással sokkal reálisabb képet kapha-
tunk a csôdmodellek elôrejelzési alkalmazhatóságáról,
mintha a teljes mintára felépített modellek hibáit és/
vagy besorolási pontosságait határoznánk meg.
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2. táblázat
A fizetésképtelen és a fizetôképes osztályok mutatószámaira jellemzô átlagok és szórások
SzórásokÁtlagokPénzügyi mutatók
ÖsszesÖsszes FizetôképesFizetôképes FizetésképtelenFizetésképtelen
Likviditási gyorsráta 0,006659 0,013348 0,010004 0,003477 0,009317 0,007771
Likviditási mutató 0,007537 0,012837 0,010187 0,003474 0,008871 0,007222
Pénzeszközök aránya (százalék) 0,02133 0,002259 0,011795 0,030401 0,043271 0,038481
Cash flow és összes tartozás aránya 0,019365 -0,00066 0,009353 0,023412 0,029405 0,028332
Forgóeszközök aránya (százalék) 0,009498 0,010395 0,009946 0,002516 0,002443 0,002513
Tôkeellátottsági mutató (százalék) 0,014053 0,01033 0,012191 0,020207 0,003879 0,014622
Eszközök forgási sebessége 0,007295 0,01178 0,009538 0,0065 0,009567 0,008457
Készletek forgási sebessége 0,008683 0,010622 0,009653 0,007122 0,008516 0,007885
Vevôk forgási sebessége (nap) (nap 0,01128 0,009812 0,010546 0,008803 0,006135 0,007598
Eladósodottság mértéke (százalék) 0,011092 0,007921 0,009506 0,016131 0,014556 0,015397
Saját vagyon aránya (százalék) 0,011502 0,010043 0,010773 0,006262 0,003645 0,005159
Bonitás 0,010691 0,008236 0,009464 0,01703 0,021206 0,019209
Befektetett eszközök hosszú lejáratú
hitelekkel fedezett aránya (százalék) 0,009746 0,009066 0,009406 0,014042 0,024435 0,019867
Forgóeszközök rövid lejáratú hitelekkel
fedezett aránya (százalék) 0,012562 0,007998 0,01028 0,010476 0,006635 0,009035
Árbevétel-arányos nyereség (százalék) 0,016228 0,002547 0,009387 0,015245 0,012206 0,01538
Saját vagyonarányos nyereség (százalék) 0,017754 0,000381 0,009068 0,023214 0,026109 0,02612
A nemzetközi szakirodalomban leggyakrabban a
diszkriminancia-analízist, a logisztikus regresszió
elemzést, a rekurzív particionáló algoritmust és a neu-
rális hálókat alkalmazzák csôdelôrejelzésre. A csôd-
modellek felépítésén túlmenôen elvégeztük az elôre-
jelzési modellek megbízhatóságának értékelését is.
Diszkriminancia-analízis alapú csôdmodell
A többváltozós diszkriminancia-analízis olyan eljá-
rás, amely elôre definiált osztályokba sorolja a több
változó szerint jellemzett megfigyelési egységeket
(Altman, 1968). Fôként kvalitatív függô változók ese-
tén használják, ami a csôdelôrejelzés esetén a fizetô-
képes és a fizetésképtelen osztályokat jelenti. A több-
változós diszkriminancia-analízis egyidejûleg elemzi
több független kvantitatív változó eloszlását, és olyan
osztályozási szabályt állít fel, amely lineáris kombiná-
ció formájában tartalmaz több súlyozott független vál-
tozót, és a lehetô legjobban elválasztja az osztályokat.
Az eljárás alkalmazásának követelményei (Ooghe et
al., 1999):
l a mutatószámok értékei többdimenziós normális el-
oszlást mutassanak mindkét osztályban,
l a kovariancia mátrixok azonosak legyenek mindkét
osztályban,
l a mutatószámokat statisztikai függetlenség jelle-
mezze.
A diszkriminancia-függvény általános alakja a
következô:
Z: w1x1 + w2x2 + ... + wnxn + c
ahol Z: diszkriminancia érték
wi: diszkriminancia súlyok
xi: független változók (pénzügyi mutatók)
c: konstans
i = 1,…,n ahol n a pénzügyi mutatók száma.
A vállalatok osztályozásához az egyes vállalatok
adataiból kiszámított mutatószám-értékeket kell behe-
lyettesíteni a lineáris kombinációt képezô diszkrimi-
nancia-függvénybe. A diszriminancia-analízis során k
osztályhoz k számú diszkriminancia-függvényt kell el-
készíteni. A megfigyelések pénzügyi mutató értékeit a
k függvénybe be kell helyettesíteni. A besorolás abba
az osztályba történik, amelyik függvény esetében ma-
gasabb diszkriminancia értéket kapunk. A csôdelôre-
jelzés esetén tehát két diszkriminancia-függvény
készül. Kétosztályos esetben lehetôségünk van a fize-
tôképes és a fizetésképtelen diszkriminancia-függ-
vények különbsége alapján egyetlen függvényt létre-
hozni. Ekkor Z azt az értéket jelenti, ami elválasztja
egymástól a fizetôképes és a fizetésképtelen vállalato-
kat, amennyiben nem vesszük figyelembe a helytelen
besorolások költségeit.
A csôdelôrejelzés szempontjából releváns pénzügyi
mutatók esetében az empirikus vizsgálatok szinte min-
degyikében azzal a problémával szembesülünk, hogy a
pénzügyi mutatók között multikollinearitás áll fenn,
ami sérti a diszkriminancia-analízis harmadik alkalma-
zási feltételét. A probléma megoldása a változók szá-
mának ésszerû csökkentése a kollinearitás és a szigni-
fikancia egyidejû figyelembevételével. Jelen vizsgálat-
ban Magyarországon eddig ritkán alkalmazott mód-
szerrel: kanonikus változók képzésével és elemzésével
történt a változószám-csökkentés.
A diszkriminancia-analízis és a kanonikus korrelá-
cióelemzés között olyan összefüggés mutatható ki,
miszerint a csoportba tartozás bináris változója és a
diszkriminancia-függvény közötti maximális korrelá-
ció kanonikus korreláció (Füstös és tsai, 2004). A
kanonikus változók az eredeti változók szerint mért
adatok ortogonális reprezentációján alapulnak. Olyan
reprezentáció kerül kiválasztásra, amelyik a lehetô leg-
nagyobb mértékû eltérést fejezi ki a két osztály között.
A kanonikus változók képzésekor dimenziócsökkenés
történik (k osztályú problémára k-1 kanonikus változó
készül), vagyis a csôdelôrejelzés során csupán egyet-
len kanonikus változó-értéket kell kiszámítani mind a
16 pénzügyi mutatóra. A nagyobb abszolút értékkel
rendelkezô kanonikus változó értékek képviselik a
nagyobb diszkrimináló erôt. 
Modellkísérletek igazolták, hogy a hat legnagyobb
érték figyelembevétele elegendô, a tanulási minta be-
sorolási pontossága ugyanis megegyezik a tizenhat és
a hat változó esetén. Ez azt jelenti, hogy a tizenhat
pénzügyi mutatóból hat bír jelentôs diszkrimináló erô-
vel. További modellkísérletek azt is alátámasztották,
hogy a hat változóból már nem érdemes elhagyni egyet
sem, mivel bármelyik változó elhagyása rontja mind a
tanulási, mind a tesztelô minta besorolási pontosságát.
A hatváltozós diszkriminancia-függvények a 3. táb-
lázatban szereplô súlyok mentén bizonyultak optimá-
lisnak a két osztályban.
Amennyiben a megfigyelések megfelelô pénzügyi
mutatószám értékeit behelyettesítjük a két egyenletbe,
abba az osztályba történik a besorolás, amelyik esetén
nagyobb számot kapunk. A könnyebb kezelhetôség
érdekében azonban a korábban említett módszerrel
összevonhatjuk a két függvényt. A fizetésképtelen
egyenletbôl kivonva a fizetôképes egyenletet kapjuk
meg a végleges diszkriminancia-függvényt, amely a
következô formulát ölti:
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Z = – 141,01X1 + 33,74902X2 – 66,36X3 + 78,16907X4 +
146,1178X5 + 52,5579X6
ahol Z: diszkriminancia-érték
X1: iparági átlaggal korrigált likviditási gyorsráta
X2: iparági átlaggal korrigált forgóeszközök aránya
X3: iparági átlaggal korrigált eszközök forgási sebessége
X4: iparági átlaggal korrigált készletek forgási sebessége
X5: iparági átlaggal korrigált saját vagyon aránya
X6: iparági átlaggal korrigált saját vagyonarányos nyereség
A tanulási mintában szereplô vállalatok adatai alap-
ján Z értéke 1,06252. Ha tehát a fenti egyenletbe behe-
lyettesítjük az iparági átlagokkal korrigált pénzügyi
mutatókat, és a kapott Z érték nagyobb, mint 1,06252,
akkor a megfigyelés besorolása fizetésképtelen, külön-
ben fizetôképes. A diszkriminancia-függvény hibáit és
besorolási pontosságát a 4. táblázat tartalmazza. A tan-
ulási és a tesztelô minta besorolási pontossága közel
van egymáshoz, ebbôl arra következtethetünk, hogy a
diszkriminancia-analízissel elkészített csôdmodell
megfelelôen alkalmazható elôrejelzési célra.
A csôdmodell diszkrimináló képességet F-próba se-
gítségével tesztelhetjük. Az empirikus F érték 69,0575
messze meghaladja az elméleti F-értéket az összes
lehetséges szignifikancia szinten (2,5% szignifikancia
szinthez pl. 5,15 érték tartozik), ezáltal a csôdmodell
diszkrimináló képessége szignifikánsnak tekinthetô.
Logisztikus regresszió alapú csôdmodell
A logisztikus regresszió elemzés (logit) kiválóan
alkalmazható a magyarázó változók és a bináris vá-
laszadás valószínûsége között. A magyará-
zó változók folytonos változók vagy kategó-
riaképzô ismérvek egyaránt lehetnek. Az
eredményváltozó dummy változó (fizetôké-
pes vagy fizetésképtelen). Az eljárás logisz-
tikus regressziófüggvényt illeszt a megfi-
gyelésekre a maximum likelihood módsze-
rével. A maximum likelihood módszer ked-
vezô tulajdonságai azonban aszimptotiku-
san, nagymintás esetben érvényesülnek, kis-
mintás esetben számos becslési és hipoté-
zis-vizsgálati probléma merülhet fel (Hajdu,
2004). Az eljárás az összesúlyozott függet-
len változókhoz egy, a mintában szereplô vállalatok
csôdbe jutásának valószínûségével kifejezett Z értéket
rendel. A logisztikus regressziós formula az alábbi:
ez eß0+∑(ßjzj)
Pr (fizetôképes) =            = 
1 + ez 1 + eß0+∑(ßjzj)
ahol  ßj: regressziós paraméterek
Xj: független változók (pénzügyi mutatók)
j = 1 ,.., m ahol m a pénzügyi mutatók száma
A logisztikus regresszió modell felépítésének kulcs-
kérdése a rendelkezésre álló változók számának meg-
felelô mértékû csökkentése. A logisztikus regresszió
elemzés – szemben a diszkriminancia-analízissel –
nem igényli a változók normális eloszlását és az egye-
zô kovariancia mátrixokat a két osztályban, azonban
problémát okozhat a több változó együttes alkalmazá-
sakor fennálló multikollinearitás, valamint a nem szig-
nifikáns változók jelenléte. 
A változók számát leggyakrabban a backward elim-
ination módszerrel csökkentik. Az eljárás egyesével
küszöböli ki a modell nem vagy kevéssé szignifikáns
változóit, folyamatosan újraszámítva a reg-
ressziós együtthatókat és a p-értékeket.
Számítógépes végrehajtás esetén szabad
szemmel követhetôk az összes változót tar-
talmazó modelltôl egészen az egyváltozós
modellig a szóba jöhetô kombinációk. A
kollinearitás, a szignifikancia és a besoro-
lási pontosság megfelelô mutatóit együtte-
sen értékelve adódik az optimális elôrejelzési modell.
Empirikus vizsgálatok alapján egy négyváltozós,
egy ötváltozós és egy hatváltozós modell is szóba jö-
hetett, azonban az újbóli tesztelések során a p-értékek
nem kellô alacsony volta miatt végül egyértelmûnek
tûnt a négyváltozós modellt elfogadni. A regressziós
modell együtthatóit, standard hibáit és p-értékeit az 5.
táblázat foglalja össze. A rendkívül alacsony p-értékek
következtében a paraméterek mindegyike 1% alatt
szignifikáns, magyarázó erejük ezért vitathatatlan.
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3. táblázat
A két diszkriminancia-függvény együtthatói és változói
4. táblázat
A diszkriminancia-analízis besorolási pontossága
Diszkriminancia-függvény együtthatók (súlyok)
FizetésképtelenFizetôképes
Változó
Konstans -19,7510605 -20,8135853
Likviditási gyorsráta 22,98830223 -118,021774
Forgóeszközök aránya 2606,724121 2640,473145
Eszközök forgási sebessége -217,294312 -283,654358
Készletek forgási sebessége 569,4311523 647,6002197
Saját vagyon aránya 767,0587158 913,1765137
Saját vagyonarányos nyereség 27,35117531 79,90907288
Besorolási
pontosság
(%)
Téves
besorolás
(db)
Fizetés-
képtelen
(db)
Fizetô-
képes (db)
Tanulási minta 59 58 20 82,91
Tesztelô minta 19 20 8 79,49
ahol X1: iparági átlagokkal korrigált likviditási gyorsráta
X2: iparági átlagokkal korrigált készletek forgási 
sebessége
X3: iparági átlagokkal korrigált vevôk forgási 
sebessége
X4: iparági átlagokkal korrigált saját vagyon aránya
A regressziós paraméterek kiszámítása után azon-
ban még nem ismerjük a függvény függô változójának
ún. cut off értékét, amely mellett osztályozva a vállala-
tokat, besorolási pontosságuk maximális lesz. A pénz-
ügyi mutató értékek behelyettesítését követôen min-
den vállalatnak lesz egy pontos 0 és 1 közé esô output
értéke. Iterációs modellkísérletek igazolták, hogy a cut
off értéke nem kereken 50%-on optimális, és ezt a szá-
mot tovább növelni sem érdemes. Jelen modell cut off
értéke 0,48, vagyis az ezt meghaladó értékeket felvevô
vállalatokat a modell fizetôképesnek minôsíti. A tanu-
lási és a tesztelô minta hibáit és besorolási pontossá-
gait a 6. táblázat szemlélteti. A tanulási és a tesztelô
minta besorolási pontossága között több mint tíz szá-
zalékpont eltérés tapasztalható, ami arra enged kö-
vetkeztetni, hogy a logisztikus regresszió alapú csôd-
modellel óvatosan kell bánni új adatokon.
Rekurzív particionáló algoritmus alapú csôdmodell
A rekurzív particionáló algoritmus olyan eljárás,
amely egyváltozós elválasztással igyekszik csökkente-
ni a téves besorolásokat (Frydman – Altman – Kao,
1985). A rekurzív particionáló algoritmus döntési fákat
vagy más néven klasszifikációs fákat állít elô egyszerû
szabályok felállításával. A döntési fa elôál-
lítása iteratív folyamat, amely lépésrôl lé-
pésre kétfelé osztja az adatokat faágakat
képezve. Az algoritmus olyan mintából in-
dul ki, amelynek elôre ismert a fizetôképes
és fizetésképtelen osztályokba való sorolá-
sa. Ezután a változókat egyesével megvizs-
gálva szisztematikusan felépíti a fát, a leg-
inkább elválasztó értékkel rendelkezô vál-
tozók mentén. A cél a lehetô leghomogé-
nebb osztályok elôállítása. Az algoritmus
fô célja, hogy a megfigyeléseket a függô
változó szempontjából úgy csoportosítsuk,
hogy a csoportokon belüli variancia minél
kisebb, míg a csoportok közötti variancia minél na-
gyobb legyen (Hámori, 2001). A rekurzív particionáló
algoritmus a logisztikus regresszió elemzéshez hason-
lóan nem támasztja követelményként a változók nor-
mális eloszlását és az egyezô kovariancia mátrixokat
mindkét osztályban (Altman, 1993). Az algoritmus ad-
dig állítja elô az újabb faágakat, ameddig particio-
nálásra alkalmas változókat talál. Az eljárás kulcsfon-
tosságú eleme az elsô elágazás megtalálása.
A rekurzív particionáló algoritmus alkalmazása ak-
kor a legegyszerûbb, amikor bináris elválasztások
mentén képezünk két osztályt. A csôdelôrejelzésben
szerencsére éppen ezzel a problémával állunk szem-
ben. A legjobban elválasztó változó meghatározásához
az algoritmus sorban kipróbálja az input változókat.
Miután az összes lehetséges kétfelé osztás megtörtént,
az a változó kerül kijelölésre, amelyik a legkisebb hi-
bát követi el az osztályok elválasztásakor, vagyis ame-
lyik legjobban növeli a homogenitást. A második, har-
madik stb. változók is ugyanezzel az eljárással kerül-
nek kiválasztásra, ameddig a teljes fa fel nem épül. A
fa tetején található az elsô particionáló változó, legalul
pedig a fizetôképes és fizetésképtelen osztályok a kü-
lönbözô elágazások után.
A fenti eljárással felépített teljes dön-
tési fa azonban elôrejelzési célra nem alkal-
mas, mivel az az esetek döntô többségében
a tanulási adatbázisra specializálódik, az al-
goritmus által nem ismert adatokon csupán
jelentôsen romló eredménnyel alkalmazha-
tó. A problémát a mesterséges intelligencia
modellek túltanulás ellen kitalált módsze-
rével lehet orvosolni, mégpedig a rendelkezésre álló
adatok tanulási és tesztelési részmintákra való fel-
osztásával. A tanulási mintára felépített döntési fát a
tesztelô mintán való alkalmazás iterációi során foko-
zatosan „meg kell nyesni”, ameddig a tanulási és a
tesztelô mintákon az osztályba sorolási hibák megfe-
lelôen közel nem esnek egymáshoz. A megnyesett
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5. táblázat
A logisztikus regressziós modell legfontosabb jellemzôi
p-értékStandard hibaRegressziós
együttható
Magyarázó változó
Konstans 0,0423305
Likviditási gyorsráta 621,9243164 130,0299377 0,00000173
Készletek forgási sebessége -170,801285 57,00505447 0,00273324
Vevôk forgási sebessége -99,4351425 37,21940613 0,0075492
Saját vagyon aránya -245,794083 74,56059265 0,00097874
e0,04233+621,92432X1–170,80129X2– 99,43514X3–245,79408X4Pr (fizetôképes) =
1+e0,04233+621,92432X1–170,80129X2– 99,43514X3–245,79408X4
6. táblázat
A logisztikus regresszió besorolási pontossága
Besorolási
pontosság
(%)
Téves
besorolás
(db)
Fizetés-
képtelen
(db)
Fizetô-
képes (db)
Tanulási minta 59 58 17 85,47
Tesztelô minta 19 20 10 74,36
döntési fa képezi az elôrejelzési modellt, amelyet ez-
után tetszôleges adatokon ismert megbízhatósággal le-
het alkalmazni.
A döntési fák leginkább megszokott ábrázolástech-
nikája, hogy körökkel jelölik a változókat és négyze-
tekkel az osztályokat. A körökben lévô számok az el-
ágazási pontnak megfelelô értékeket jelentik. Ha va-
lamely megfigyelés adott változónak megfelelô értéke
kisebb vagy egyenlô, mint az elágazás, akkor a bal ol-
dali ágra kerül, különben a jobb oldalira. Az ágakon
szereplô számok darabszámok, amelyek a feltételnek
eleget tevô megfigyelések számának felelnek meg. A
fa alján található négyzetekben az osztályok megneve-
zése szerepel. Esetünkben 1 jelöli a fizetôképes osz-
tályt és 0 a fizetésképtelen osztályt. A négyzetekbôl
több elágazás nem indul.
Az 1. ábrát a következôképpen értelmezhetjük.
Szimulációs kísérletek azt mutatták, hogy leginkább
particionáló változó az iparági átlaggal korrigált pénz-
eszközök aránymutató. Az elágazási érték -0,0011. A
117 vállalatból álló tanulási mintán belül 50 vállalat
pénzeszközök aránymutatója kisebb vagy egyenlô,
mint -0,0011, 67 vállalaté pedig nagyobb. Az 50 vál-
lalat besorolása fizetôképes. A jobb oldali ágon halad-
va második particionáló változó a likviditási mutató.
41 vállalat likviditási mutatója kisebb vagy egyenlô,
mint 0,0077, ezek besorolása fize-tésképte-
len. 26 vállalat likviditási mutatója nagy-
obb, mint 0,0077, ezek tovább oszthatók
kétfelé az eladósodottsági ráta alapján, ahol
0,0015 küszöbérték alattiak fizetésképte-
lennek, az értéket meghaladók pedig fize-
tôképesnek minôsülnek.
A kész döntési fa alapján elkészíthetô a
tanulási és a tesztelô minta hibáit és beso-
rolási pontosságait tartalmazza a 7. táblázat. Láthat-
juk, hogy a tanulási és a tesztelô minta besorolási pon-
tossága csekély mértékben tér csak el, ezáltal a döntési
fa túltanulásmentes, elôrejelzésre alkalmas.
A rekurzív particionáló algoritmus iterációs eljárás,
szimulációs kísérletezésen alapszik. Az eljárás segít-
ségével felépített csôdmodellen statisztikai próbát,
szignifikancia-vizsgálatot végrehajtani nem lehetsé-
ges. A módszer alkalmazhatóságának fô kritériuma a
besorolási pontosság és a gyakorlati hasznosíthatóság.
Neurális háló alapú csôdmodell
A neurális hálók a biológiai neurális rendszerek
elvére felépített, hardver vagy szoftver megvalósítású,
párhuzamos, osztott mûködésre képes információ-fel-
dolgozó eszközök (Kristóf, 2002). A hálók
több, egymáshoz kapcsolódó és párhuza-
mosan dolgozó neuronból állnak, és ily
módon próbálják utánozni a biológiai ideg-
rendszer információ-felvételének és feldol-
gozásának módját. A neurális hálók tanu-
lással nyerik el azt a képességüket, hogy
bizonyos feladatokat meg tudjanak oldani.
A neurális hálók alapeleme az elemi neu-
ron. Az elemi neuron egy több-bemenetû,
egy-kimenetû eszköz, ahol a kimenet a be-
menetek lineáris kombinációjaként elôálló
közbensô érték nemlineáris függvénye
(Álmos et al., 2002).
A neurális háló neuronok olyan rend-
szere, amely n bemenettel és m kimenettel
rendelkezik (n, m > 0), és amely az n-di-
menziós bemeneti vektorokat m-dimenziós
kimeneti vektorokká alakítja át az információfeldolgo-
zás során. A neuronok összekapcsolásának módja min-
den háló esetében más és más. A neuronok rétegekbe
szervezôdnek. A neurális háló három fô rétegbôl tevô-
dik össze: a bemeneti rétegbôl, a köztes réteg(ek)bôl és
a kimeneti rétegbôl.
A bemeneti réteg olyan neuronokat tartalmaz, ame-
lyek ismert információkból vagy a hálóba betáplált
változókból állnak. Minden egyes input neuron kap-
csolatban áll a köztes réteggel. A kapcsolatokat a be-
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Likviditási
mutató
1. ábra
Döntési fa a tanulási minta alapján
-0,0011
50
Pénzeszkök
aránya
67
411
0
0,0077
26
0 1
Eladósodási
ráta 1313
0,0015
7. táblázat
A rekurzív particionáló algoritmus besorolási pontossága
Besorolási
pontosság
(%)
Téves
besorolás
(db)
Fizetés-
képtelen
(db)
Fizetô-
képes (db)
Tanulási minta 59 58 20 82,91
Tesztelô minta 19 20 8 79,49
meneti neuronok fontossága szerint súlyozzák. A
köztes réteg súlyai állandóan változnak a tanuló fázis
alatt. A kimeneti rétegben az eredmény-neuronok talál-
hatók, amelyek szintén súlyozottan kapcsolódnak a
köztes rétegben szereplô neuronokhoz. A csôdelôre-
jelzésnél csupán egy neuronból áll a kimeneti réteg. Az
ugyanazon rétegen belüli, valamint a különbözô réte-
gek közötti neuronokat tetszôlegesen sok kapcsolat
fûzheti egymáshoz.
A mesterséges neurális hálók példákon keresztül
tanulnak, akárcsak biológiai megfelelôik (Gurney,
1996). A tanulási algoritmus az input minták alapján
megváltoztatja a kapcsolatok súlyait. A tanulás tehát az
a folyamat, amelynek során kialakul a háló súlyozása. 
Ha egy neurális hálót elsô ízben látunk el mintával,
a háló véletlenszerû találgatással keresi a lehetséges
megoldást. Ezután a háló látni fogja, hogy mennyiben
tért el válasza a tényleges megoldástól, és ennek meg-
felelôen módosítja a súlyokat. Ez esetben a tanulás
olyan iteratív eljárás, amelynek során a háló által meg-
valósított leképezést valamely kívánt leképezéshez kö-
zelítjük.
Ha egy neurális hálót megfelelô szinten meged-
zettek, a háló használható elemzô-elôrejelzô eszköz-
ként másik adatokon is. Ezután azonban a felhasználó-
nak már nem szabad több tanulási fázist lefuttatnia,
hanem hagyni kell a hálót csupán „odafelé” irányban
dolgozni. Az odafelé történô futtatás outputja lesz az
adatok elôrejelzési modellje, amit ezután további
elemzéseknek és vizsgálatoknak kell alávetni.
Egy viszonylag egyszerû neurális háló is nagy
számú súlyt tartalmaz. Kis minták esetén ez korláto-
zott szabadságfokot tesz lehetôvé, ami gyakran vezet
túltanuláshoz. A túltanulás az a jelenség, amikor a tan-
ulási folyamat során nem az általános problémát tanul-
ja meg a hálózat, hanem a megadott adatbázis sajá-
tosságait. Ennek kiküszöbölésére fel kell osztani az
adatbázist tanulási és tesztelô mintákra. A tanuló-adat-
bázison végezzük el a tanítást, majd megvizsgáljuk,
milyen eredményt ér el a háló az általa eddig
ismeretlen tesztelô mintán. Ha a találati pontosság a
tanulási mintáéhoz hasonlóan kedvezô, akkor a tanulás
eredményesnek minôsíthetô. Ha viszont a tesztelô min-
tán a háló hibázása jelentôs, akkor a hálózat túltanulta
magát. A túltanulás leghatékonyabb elkerü-
lési módja az, hogy folyamatosan nyomon
követjük a ciklusok során egymással párhu-
zamosan a tanulási és a tesztelô minta hi-
báját, és addig engedjük tanulni a hálót,
amíg a két hiba közel van egymáshoz, és
nem kezd romlani a tesztelô minta hibája.
Így adódik az optimális elôrejelzési modell.
A neurális háló alapú csôdmodell elkészítéséhez
különbözô modellkísérletek végrehajtása eredménye-
képpen állást kell foglalnunk a neurális háló struk-
túrájában. A 2004-ben felépített iparági rátákat nem
tartalmazó neurális háló csôdmodell során megál-
lapítást nyert, hogy a négyrétegû hálók eredménye-
sebben alkalmazhatók, mint a háromrétegû hálók
(Virág – Kristóf, 2005). A bemeneti réteg neuronjai a
16 pénzügyi mutatóból állnak, mint folytonos válto-
zókból, a kimeneti réteg egyetlen neuront, a fizetô-
képesség tényét tartalmazza, 0-val jelölve a fizetés-
képtelen, 1-gyel a fizetôképes vállalatokat.
A két köztes réteg neuron-számát illetôen elfogad-
juk a 2004-es csôdmodell során kikísérletezett, legma-
gasabb besorolási pontossággal bíró 6, illetve 4 neu-
ront tartalmazó köztes rétegeket. A neurális háló struk-
túrája tehát 16-6-4-1. Az iparági rátákat tartalmazó
mintán 400 tanulási ciklust futtattunk le. A tanulási
ciklusokban a megfigyelési egységeket véletlenszerû
sorrendben vettük figyelembe. Az empirikus vizsgálat
igazolta, hogy a ma ismert eljárások közül a neurális
hálók képviselik a legmegbízhatóbb csôdelôrejelzési
módszert. A neurális háló alapú csôdmodell elôrejel-
zési ereje jelen empirikus vizsgálat alapján igazoltnak
tekinthetô (8. táblázat).
Következtetések
A kidolgozott csôdmodellek eredményessége azt
igazolta, hogy a pénzügyi-számviteli adatok sajátos
összefüggésrendszere alapján, megbízható elôrejelzési
módszerek alkalmazásával, jó eséllyel alkothatunk
ítéletet valamely vállalat jövôbeni fennmaradásáról. Az
empirikus vizsgálatok során bebizonyosodott, hogy az
eredményes csôdmodellezés érdekében minél több
pénzügyi mutató vizsgálatára van szükség, hiszen az
egyes módszerek más-más változót tartanak releváns-
nak a csôdelôrejelzés szempontjából. Elôfordulhat,
hogy a ma aktuális éves beszámoló adatok alapján má-
sik pénzügyi mutatók lennének modellváltozók, mint
tíz évvel ezelôtt. Erre késôbbi empirikus vizsgálatok
fognak fényt deríteni.
A csôdmodell-számítások arra mutattak rá, hogy a
szimulációs kísérletezésen alapuló eljárások gyakorlati
alkalmazhatóság területén hatékonyabbnak bizonyul-
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8. táblázat
A neurális háló besorolási pontossága
Besorolási
pontosság
(%)
Téves
besorolás
(db)
Fizetés-
képtelen
(db)
Fizetô-
képes (db)
Tanulási minta 59 58 20 82,91
Tesztelô minta 19 20 8 79,49
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nak, mint az évtizedes, „jól bevált”, lineáris vagy li-
nearizálható modellek. Annak ellenére, hogy mind a
diszkriminancia-analízis, mind a logisztikus regresszió
alapú csôdmodellek szignifikánsak, mégsem hoznak
jobb eredményt, mint azok az eljárások, amelyeken
még statisztikai próbát sem lehetséges elvégezni.
Ha a besorolási pontosságot az elôrejelzési modell
kialakításakor alkalmazott adatbázison határozzuk
meg, a négy módszer lényegében hasonló eredményt
ad. Az elôrejelzô erô a modellek számára nem ismert
adatokon való tesztelés során derül ki. Hozzá kell tenni
azonban, hogy nagyobb minta lenne szükséges a meg-
alapozott ítéletalkotáshoz.
Amennyiben klasszikus módon a tanulási mintából
határoznánk meg a csôdmodellek besorolási pontos-
ságát, az iparági ráták alkalmazásával felépített disz-
kriminancia-analízis és logisztikus regresszió model-
lek besorolási pontossága meghaladja az elsô hazai
modellek iparági ráták nélkül számított hasonló
értékeit, és más változókat találtak relevánsnak ugyan-
arra az adatbázisra. Az eltérések magyarázhatók az
iparági átlagok figyelembevételével, valamint az azo-
nos módszercsaládon belül alkalmazott eltérô eljárá-
sokkal. Itt különösen a változószám-csökkentéshez
alkalmazott eljárásokra kell gondolni, hiszen az elsô
csôdmodellekben mindkét módszer esetén a stepwise
eljárást alkalmaztuk, jelen tanulmányban pedig a disz-
kriminancia-analízis esetén kanonikus változók elem-
zésével, a logisztikus regresszió esetén a backward
elimination módszerével történt meg a változószám-
csökkentés.
A neurális háló modell iparági ráták nélkül 86,5
százalékos besorolási pontosságú volt a teljes mintán.
Iparági rátákkal is hasonló eredményt kaptunk, hiszen
a tanulási minta besorolási pontossága 85,8 százalék, a
tesztelô mintáé 87,3 százalék.
A neurális háló alapú csôdmodell az alkalmazott
mintán kiemelkedik a négy közül, az eredményeket
azonban nehéz interpretálni. A gyakorlati felhasználók
számára ez nem jelent problémát, a magas besorolási
pontosság és az elôrejelzô képesség kompenzálja a
„homályos” számítási részeredményeket. A 9. táblázat
összefoglalja a négy csôdmodell besorolási pontos-
ságát.
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