The discernment of relevant factors driving health care utilization constitutes one important research topic in Health Economics. This issue is frequently addressed through specification of regression models for health care use (y -often measured by number of doctor visits) including, among other covariates, a measure of self-assessed health (sah). However, the exogeneity of sah has been questioned, due to the possible presence of unobservables influencing y and sah, and because individuals' health assessments may depend on the quantity of medical care received. This paper circumvents the potential endogeneity of sah and its associated consequences within conventional regression models (namely the need to find valid instruments) by adopting a full information approach, with specification of bivariate regression models for the discrete variables (sah,y). The approach is implemented with copula functions, which enable separate consideration of each variable margin and their dependence structure. Estimation of these models is through maximum likelihood, with cross-section data from the Portuguese National Health Survey of 1998/99. Results indicate that estimates of regression parameters do not vary much between different copula models. The dependence parameter estimate is negative across joint models, which suggests evidence of simultaneity of (sah,y) and casts doubt on the appropriateness of limited information approaches.
1.

Introduction
The area of health economics has witnessed a steady increase in research activity over the last decades. To some extent, this growing interest can be seen as a consequence of the volume and continuous rise of health care expenditures in most industrialized countries, Portugal included.
( ) 1 Not surprisingly, one important ongoing research topic in this area has been the discernment of the relevant factors driving health care use by individuals. In the Portuguese context, the estimation of income-elasticities of utilization, and the assessment of the effect of supplementary health insurance on individuals' health care use provide well-known examples of applied work in this area, also relevant from a health policy perspective (Barros, 1999 , Barros, Machado, Galdeano, 2005 .
This type of concern is frequently addressed through specification of univariate regression models for health care use (often represented by a count, y, measuring the number of doctor visits). The literature includes diversified examples of count data specifications, e.g., Poisson and negative binomial models, hurdle, zero-inflated and finite mixture regression models, to cite only the most usual. Applications can be found, among others, in Bago d'Uva (2006), Trivedi (1997, 2002) , Gerdtham and Sundberg (1998) , Lourenço, Quintal, Ferreira and Barros (2007) , Sarma and Simpson (2006) , Vera-Hernandez (1999), and Winkelmann (2004) .
Most of the regression models discussed in the literature include, among other covariates, an indicator of self-assessed health (sah), which is usually found to be a relevant regressor for the dependent variable of interest. Frequently -and expectably -these models are estimated by use of methods that rely on the assumption of regressors' exogeneity, sah included. Some authors, however, have cast doubt on the exogeneity of sah within such models, due to the accepted fact that individuals' health assessments are, to a significant extent, both subjective and determined by the quantity of medical care recently received (see, e.g., Windmeijer and Santos Silva, 1997 , Barros, 1999 , and Van Ourti, 2004 .
Frequently, the endogeneity issue is handled within a limited information approach, through specification of one or two moments of the conditional probability ( ) 1 In Portugal, according to the OECD Health Data (2006) , the total expenditures on health, as share of GDP, increased from 7.3% in 1994 to 10.1% in 2004. function (p.f.) of y given ( . As is well known (see, e.g. Cameron and Trivedi, 1998, ch. 11 ) such an approach calls for estimation strategies, namely nonlinear instrumental variables (NLIV) or generalized method of moments (GMM), usually requiring valid instruments. When no such variables are available, researchers often face two options: either to exclude sah from the regression model, or to adopt a nonrobust method -usually nonlinear least squares (NLS) or conditional maximum likelihood (ML). Clearly, either choice involves a considerable risk of producing inconsistent estimates.
This paper circumvents the possible endogeneity of sah and its associated consequences by specifying the joint p.f. of ( ) sah y, , conditional on a set of exogenous regressors (x). This full information approach can be implemented using copula functions (Sklar, 1959) . One advantage of copulas is that they enable separate consideration of the marginal distribution for each dependent variable, as well as their dependence structure. This flexibility makes it possible for researchers to capture the dependence structure of the data without knowing the exact form of the joint p.f., while, at the same time, preserving desirable characteristics of the chosen marginals for the response variables.
Here, the foregoing idea is applied to cross-sectional data taken from the National Health Survey (NHS) of 1998/99. The main goal of the present application is to compare estimates of the impact of sah on health care use, obtained from different modelling approaches. The study compares these and other inference results from bivariate (copula-based and mixture) models for the p.f. of ( )
, given x, as well as from conventional regression count models for the conditional p.f. of y given .
( )
The paper is organized as follows. Section two details the main problem and surveys alternative econometric methodologies to deal with it. Section three presents the specification of models for the joint conditional p.f. of ( )
, suggesting its estimation through ML. This section also includes a very brief account of copula theory, setting the general framework for the proposed specifications. Section four describes the empirical application and comments on its results. Finally, section five concludes the paper.
2.
The Problem
Endogeneity
The present paper addresses the possible endogeneity of sah variables in regression models for health care utilization, a concern that poses relevant research issues. Formally, endogeneity (of sah) is referred to here according to the following, well established, definition (see Cameron and Trivedi, 1998, ch. 11) : let the joint conditional p.f. of ( ) 1 θ , estimating the parameters 1 θ by conditioning y on sah does not yield consistent estimates. In this case, sah is said to be endogenous.
Why can sah be endogenous? Two main arguments are usually invoked, that help explain the plausibility of this concern. The first reason is the possible existence of unobservables that condition individual self-assessments and, at the same time, influence the use of health care. Such factors as individual cultural background, personality characteristics or some dimensions of unmeasured health, like mental and social health (Jurges, 2007) are difficult to measure (hence, not included in the regression model) and likely to influence both the dependent variable and self-judgements.
Take, for instance, the case of a hypochondriac individual (usually a characteristic not accounted for): by definition, such a person will tend to display negative feelings towards his/her own health, probably rating it worse than it actually is. At the same time, he/she may also present a clear predisposition to visit the doctor often. In this case, the assumption of independence between sah and unobservables influencing y beyond the effect of observed covariates does not hold.
The endogeneity of sah may also be due to simultaneity of this variable and y.
It is noted that, under the data collection scheme, individuals evaluate their own health state after visiting the doctor. Expectably, in these visits they acquire objective information that allows them to revise, thus update, their views about their own health.
( ) 2 Therefore, it is reasonable to suppose that individuals' health assessments are, to some extent, determined by the quantity of medical care recently received, which gives rise to the simultaneity of sah and y in the classical demand equation.
Econometric Choices
Some authors have mentioned the possible endogeneity of sah in models for health care use -see Windmeijer and Santos Silva, 1997 , Barros, 1999 , and Van Ourti, 2004 . Each of these papers adopts a different methodological course to meet the issue. While in Barros (1999) sah is simply excluded from the regression model, the opposite is proposed in Van Ourti (2004) , with sah included in the set of regressors, alongside with remaining covariates. As previously mentioned, both approaches incur a serious risk of producing inconsistent estimates, due to the possible misspecification of the regression model for y given ( ) x sah, . Windmeijer and Santos Silva (1997) , in turn, do take into account the possible endogeneity of sah, resorting to GMM techniques to estimate a regression model for the number of visits to the doctor by individuals.
Addressing endogeneity within a limited information framework usually requires the availability of instrumental variables. For instance, Windmeijer and Santos Silva (1997) suggest using as instruments variables that influence health in the long run, e.g., variables which reflect behavioural attitudes like smoking-and drinkingrelated variables. Valid instruments are also required for the Hausman test of endogeneity, comparing NLIV to NLS or quasi-ML estimates (see, e.g., Grogger, 1990) .
When no valid instruments are available, the above methods fail. Then, one alternative to the foregoing approaches is to adopt a full information strategy, specifying and estimating the resulting model through likelihood-based methods.
This goal can be achieved using a particular class of cumulative distribution functions (c.d.f.'s) known as copulas. Essentially, a copula function is a joint c.d.f. whose marginals are uniform. In formal terms, the model for the joint conditional c.d.f. of can be expressed as
This information is considered to be objective, because it is provided by the doctor, possibly based on diagnostic tests, like lab tests, x-rays, etc. where C is the copula, and F, F 1 and F 2 denote, respectively, the joint and marginal c.d.f.'s.
The notion of copula has been well known for some time in statistics. It was introduced in the literature by Sklar (1959) , although the main idea dates back to Hoeffding (1940) . Its application to the study of economic problems is a recent but fast-growing field, namely in finance (see, e.g., Bouyé, Durrleman, Nikeghbali, Riboulet and Roncalli, 2000) . Lee (1983) , in one early and seminal paper, was the first to use copulas in econometrics, introducing the "normal copula" as an alternative to Heckman's (1976) two-step procedure of modelling selectivity. General surveys on copulas can be found in Joe (1997) , Nelsen (2006) and Trivedi and Zimmer (2005) .
As in other areas, the use of copulas in health economics is recent but fast growing. Smith (2003) applies the copula approach to specify models for health care data that may suffer from selectivity bias. Zimmer and Trivedi (2006) use trivariate copulas to specify a regression joint model for three discrete response variables. Alternatively, one can use a bivariate mixture model for the specification of . For instance, the joint p.f. of sah and y can be obtained upon mixing statistical independence, conditional on unobserved heterogeneity. Formally,
where f 1 and f 2 represent the marginal p.f.'s and ε denotes unobserved heterogeneity, with density h. Except for some particular cases, one disadvantage associated with this approach is that it generally leads to criterion functions without analytical expressions, which require simulation-based or numerical approximation methods of maximization. On the other hand, such a specification enables the control of rich heterogeneity structures.
Actually, a mixture joint model can be given a copula interpretation, with the copula function implicitly defined by ( ) ( )
, and f as in (2). The next section presents the specification of a mixture model that is used in the present application and details its interpretation as a copula-based model.
Model Specification
This section presents models for the joint conditional p.f. of (y,sah), given a set of regressors. The section begins with a brief presentation of bivariate copulas, setting the general framework for the proposed copula-based models and subsequent empirical application.
Copulas
The main finding of copula theory is the fact that the joint c. In the bivariate case, a 2-copula is a function
that satisfies the following properties:
, if at least one coordinate of u is zero;
ii.
, where the two firstorder differences of the function C are defined, respectively, as
Expression is naturally interpreted as
If F is a bivariate c.d.f. with margins F 1 , F 2 , then, there exists a 2-copula C such that, for any random vector
If The copula is not unique if any of the marginal c.d.f.'s exhibits discontinuities -as is the case for discrete r.v.'s (see Joe, 1997, p. 14, for details). Nevertheless, as Zimmer and Trivedi (2006, p. 64 ) point out, the non-uniqueness of copula in such cases is a theoretical issue that does not hinder its use in empirical applications. Finding a unique copula representation rests on full knowledge of the joint c.d.f.. Now, one of the reasons why researchers use copulas is precisely the fact that they ignore the true form of the joint c.d.f.. Thus, once the researcher decides which marginals to adopt, the issue, for him, is one of finding a copula that is able to reflect the dependence structure of the data while preserving desirable features of those marginals.
Given the purpose of the present paper, conditional c.d.f.'s and copulas must be considered. A bivariate conditional copula is a function
that, conditional on some set (name it H), C corresponds to the above definition of copula. Sklar's theorem for conditional distributions leads to (see, e.g., Patton, 2005) 
As previously mentioned, the copula describes the dependence structure of r.v.'s with a given joint c.d.f.. One trivial but important case is the bivariate product copula, , that results in case of independence. The close relationship between copulas and dependence is also reflected by the Fréchet-Hoeffding bounds inequality: for every copula C and every
, it can be shown that (see, e.g., Joe, 1997 , for an extended survey). For present purposes it suffices to distinguish "positive" from "negative" bivariate dependence -with positive dependence expressing the idea that "large" (or "small") values of both r.v.'s tend to occur together, and negative dependence expressing the notion that "large" values of one r.v. tend to be associated with "small" values of the other.
In practice, marginal c.d.f.'s can be specified conditional on a set of regressors, leading to a conditional copula representation for the joint (conditional) c.d.f. of the dependent r.v.'s of interest. In addition, the copula can include one or more parameters intended to capture the dependence between the univariate marginsusually, in the bivariate case, a single dependence parameter is used.
Interpreting the dependence parameter of a copula in the discrete case is not as straightforward as for continuous r.v.'s. In the latter case, the dependence parameter is frequently converted into a concordance measure, such as Kendall's tau or Spearman's rho, both defined on the interval [ ]
and independent of the functional form of the margins. However, as shown by several authors (e.g. Marshall, 1996, Denuit and Lambert, 2005) , this is not so with discrete data, for which these measures are no longer bounded on the above interval, and are sensitive to the choice of margins. Still, every copula defines a range of permissible values for its dependence parameter, thereby allowing for varying degrees of positive and/or negative dependence. Thus, a researcher should choose those families of copulas that best fit his intended application, being able to capture the dependence pattern in the available data.
Model Specification
This section presents several alternative specifications for the conditional c.d.f.
, where
. Starting with copula-based models, the bivariate probabilistic model can be generally expressed as in (1),
where represents the vector of conditioning variables (including intercept terms in both x
denotes the vector of the margins' parameters, and δ represents a dependence parameter.
In the present application, y is a count variable with unbounded support. Following common practice (see Cameron and Trivedi, 1998) The second dependent r.v., sah, is a rank variable ranging from 1 to 5. Again following established literature, its marginal p.f. is specified as ordered probit, conditional on x 2 (see e.g., Maddala, 1983) . Under this specification, The next step towards full specification of the c.d.f. of z consists on the choice of copula. In the present context, y and sah may well tend to move in opposite directions, thereby producing negative dependence in the data. This suggests the convenience of choosing a copula that allows for both positive and negative dependence. Among (few) others, two possible choices are the Frank copula (Frank, 1979) and the Farlie-Gumbel-Morgenstern (FGM) copula, first proposed by Morgenstern (1956) . The formal expressions for these copulas can be written, respectively, as 
. Then, F(z|x) immediately results by plugging and into (5) or (6).
(
The joint conditional p.f. of ( ) This formulation is naturally equivalent to a model with random intercepts in f 1 and f 2 . The assumption of Gaussian heterogeneity is common in the literature (see, e.g., Train, 2003) . Although estimation is computationally demanding, requiring simulation-based methods or numerical approximations, the specification leads to easily interpretable parameters, namely the dependence parameter, δ . Within this framework, independence can easily be checked with the usual statistical tests. The assumptions of common variance and of independence from regressors do not seem unreasonable in the present context and add to computational convenience; other schemes can be considered, such as random coefficients (other than the intercepts), varying dispersion parameters and/or dependence with respect to regressors. However, the usefulness of such sophistications in the present context is questionable, namely in view of the added estimation difficulty they are bound to represent. In any case, it is noted that two correlated heterogeneity terms are allowed for, instead of a shared term in f 1 and f 2 . In the present context, these terms can naturally be seen as correlated unobserved heterogeneity influencing both y and sah. The assumption is also useful because it enables the discernment of negative from positive dependence in the data (through the sign of δ ), not just whether or not there is dependence (as the case would be with just one term).
As previously mentioned, the mixture model can be given a copula interpretation. In this case, the function C in (1) is defined as ( ) 
, and Π denotes the (conditional) independence copula.
Estimation
Maximum likelihood (ML) estimation of the above models requires the joint p.f. of (y,sah), given x, . Under copula-based models for continuous response variables this is obtained as the second-order derivative of the copula, that is (conditioning on x is omitted),
. In the present case, involving discrete r.v.'s, is formed by taking differences. Formally, 
( ) ( (
Then, upon the choice of copula, the individual contribution to the loglikelihood is formed by taking the logarithm of this last expression. After simultaneous ML estimation of all the parameters, variances of the estimates are obtained through the robust sandwich formula. It is noted that, defined as above, both the Frank and FGM copulas are differentiable to order two at any particular value of δ , so independence can be assessed with the usual likelihood-based tests.
Estimation of model (7) requires either maximum simulated likelihood (MSL) or numerical approximation. The former is used here, with (7) and S is the number of draws. Gouriéroux and Monfort (1991) show that, under regularity assumptions, the MSL estimator has the same asymptotic distribution as the ordinary ML estimator, provided that 0
(n denotes sample size). The number of draws used in the present application is selected ad hoc, mostly for reasons of computational convenience, on the basis of rough comparisons between results for various S values.
Empirical Study
This section presents empirical results from the application of the described approach to cross-sectional data on ( )
and a set of regressors, x. The data are taken from the Portuguese National Health Survey (NHS) conducted in 1998/99.
( ) 3
The main goal of the study is to estimate, via this methodology, the impact of sah on y, comparing its inference results with those from the mainstream conditional count models for y, given .
Data and Summary Statistics
Tables 1 and 2 present summary statistics for, respectively, y and sah, and the set of regressors, x. The sample contains 27,044 observations, obtained after deleting incomplete records on any of the variables used in the study. As previously mentioned, y denotes the number of visits to the doctor in the last three months before the survey interview. The variable sah is a rank variable, ranging from 1 ("very bad" selfassessed health) to 5 ("excellent" self-assessed health). The covariates are described in (Grossman, 1972; Muurinen, 1982; Wagstaff, 1986; Barros, 2003) . Besides economic and behavioural criteria, practical considerations, such as data availability and computational tractability, are also relevant for the choice of covariates. In any case, all x regressors are included in the regression models for y given (sah,x), to ensure that results from the two approaches are comparable. (1) Regressor in f 1 (y|x 1 ) but not in f 2 (sah|x 2 ).
(2) Regressor in f 2 (sah|x 2 ) but not in f 1 (y|x 1 ).
Estimation Results
Estimation results are presented in tables 3 and 4. The first table contains estimates for the parameters in , whereas the estimation results from joint models for are included in table 4. All computations were performed using TSP 5.0 (Hall and Cummins, 2005) . Expectably, the estimated coefficients of x 1 are quite different in models NB2 for and for within joint models. Actually they are not even comparable, as they do not refer to the same quantity: in the former case each coefficient estimates the relative change of the conditional mean of y, given ( ),
whereas, in the latter, each estimate refers to the relative change of the conditional mean of y marginal to sah.
With regard to full information approaches, it is noted that estimates from
Frank and FGM models are almost identical -except for the dependence parameter (because of functional form differences between both copulas). The close resemblance to the results from the mixture model is also noticeable -with the exception of the dependence parameter and the overdispersion parameter, α (possibly due to the presence of 1 ε , capturing part of the effects of unobserved heterogeneity). This similarity may be a consequence of the flexibility of copula functions, which are able to discern dependence from the marginals. Meanwhile, the (small) differences to the estimates from the mixture model may be due to the fact that the latter are not ML estimates, being obtained from maximization of an approximate the log-likelihood function. The MSL estimates for the mixture model are obtained using S = 100 draws of pseudo-random vectors from the bivariate normal. This number of draws is selected for computational convenience and from rough comparisons with results for larger S (e.g., S = 250 leads to virtually the same estimates and standard errors). Results might be closer to those from Frank and FGM models with a significantly larger S but, no doubt, this would increase the computational burden. Here, instead of direct MC sampling, it may prove more efficient to use so-called "quasi-MC" methods (e.g., Halton sequences) to approximate the integrals in the likelihood and estimate the model. (
Overall, estimation results for the joint models are in line with the usual findings in the literature. In general, worse-off individuals in terms of health status seek medical care more often (see the sign of covariates lim (+), nchrd (+), srill (+) and stress (+)) than those in better health. Nevertheless, higher income levels or education degrees are both linked to an increase in demand for health care. The dependence parameter estimate is both negative and significant across the three joint models. As expected, all three models point to a negative dependence between y and sah, after conditioning on observed factors. The precision of the estimates suggests evidence of simultaneity of both variables, which, as previously mentioned, can cause endogeneity of sah within limited information approaches.
Negative dependence between y and sah also seems visible in the estimates for the average effects, included in The statistical significance of the differences between actual and fitted frequencies can be assessed using a test for the joint moment conditions ( ) In order to try and reduce the effects of a large sample size on the outcome of the test, it is carried out with a sub-sample of about 25% of the initial size (6,436 observations). For each specification, the results of the test, asymptotically distributed as a chi-squared distribution with 5 degrees of freedom, are the following: ( ) 6 For details on how to implement this type of tests and a simulation on their performance see Cameron and Trivedi (1998 The null hypothesis is clearly rejected across all specifications, in spite of the reduced sample size. Nevertheless, the outcomes of the test suggest an ordering of the models, with the Poisson displaying a worse result than the remaining models, NB2
included. In accordance with the results of table 6, the NB2 model competes well with joint models, performing even better than the mixture model.
Conclusion
The study of the relevant factors influencing health care utilization constitutes one of the main research interests in health economics. In this context, the measurement of the impact of self-assessed health on the demand for health care stands as an important issue that requires careful methodological approaches. In particular, the possible endogeneity of sah within regression models for health care utilization should be met with GMM-type methods, usually requiring available instruments.
Alternatively, this issue can be circumvented by specifying the joint p.f. of , conditional on a set of exogenous regressors (x). This full information approach is implemented here with copula functions, which enable separate consideration of the marginal distribution for each dependent variable, as well as their dependence structure.
( sah y,
)
The results of the paper indicate that copula-based models, though fully parametric, appear considerably flexible, seemingly able to capture the dependence structure in the data. The precision with which the dependence parameter is estimated across the joint models used here reinforces the suspicion of simultaneity of (y,sah), casting founded doubts on the appropriateness of conventional (NLS or conditional ML) methods. Thus, one conclusion of the foregoing results is that, when estimating the impact of sah-type covariates on health care use, then, either GMM or full information ML seems more trustworthy than conventional, limited information approaches. In any case, as the paper results also indicate, ML-based results for the NB2 model compete fairly well with the former methods. This finding, not unusual in the literature on count data, is a likely consequence of the presence of the overdisper-sion parameter in the NB2 model, greatly adding to its flexibility and potential goodness-of-fit, namely when compared to the more restrictive Poisson count model. If a researcher prefers to move along conventional lines, then a negative binomial specification seems a wise enough choice, clearly preferable to the Poisson. Nevertheless, dependence should be checked, as it may be an indication of causes for the endogeneity of sah. One way to do this, which avoids estimation of the joint model, is to compute a score test for independence upon estimation of the marginal models for y and sah.
The present study suggests some ideas for future applied research. One of these consists on the extension of copula models to the trivariate case, in order to try to deal with the possibility of sample selection within the NHS dataset, apart from the present endogeneity issue. In this sense, the present study can constitute a first step in that direction, which, in itself a complex issue, may well benefit from some of the ideas and methods set forth in the present work.
