Cartesian products of graphs and hypergraphs have been studied since the 1960s. For (un)directed hypergraphs, unique prime factor decomposition (PFD) results with respect to the Cartesian product are known. However, there is still a lack of algorithms, that compute the PFD of directed hypergraphs with respect to the Cartesian product.
Introduction
Products are a common way in mathematics of constructing larger objects from smaller building blocks. For graphs, hypergraphs, and related set systems several types of products have been investigated, see [18, 14] for recent overviews.
In this contribution we will focus on the Cartesian product of directed hypergraphs that are the common generalization of both directed graphs and (undirected) hypergraphs. In particular, we present a fast and conceptually very simple algorithm to find the decomposition of directed hypergraphs into prime hypergraphs (its so-called prime factors), where a (hyper)graph is called prime if it cannot be presented as the product of two nontrivial (hyper)graphs, that is, as the product of two (hyper)graphs with at least two vertices.
Graphs and the Cartesian Product.
A graph is a tuple G = (V, E) with non-empty set of vertices V and a set of edges E containing two-element subsets of V. If the edges are ordered pairs, then G is called directed and undirected, otherwise. The Cartesian graph product was introduced by Gert Sabidussi [26] . As noted by Szamkołowicz [29] also Shapiro introduced a notion of Cartesian products of graphs in [27] . Sabidussi and independently V.G. Vizing [30] showed that connected undirected graphs have a representation as the Cartesian product of prime graphs that is unique up to the order and isomorphisms of the factors. The question whether one can find the prime factorization of connected undirected graphs in polynomial time was answered about two decades later by Feigenbaum et al. [13] who presented an O(|V| 4.5 ) time algorithm. From then on, a couple of factorization algorithms for undirected graphs have been developed [1, 11, 13, 21, 31] . The fastest one is due to Imrich and Peterin [21] and runs in linear-time O(|V| + |E|).
For connected directed graphs, Feigenbaum showed that the Cartesian product satisfies the unique prime factorization property [12] . Additionally, she provided a polynomial-time algorithm to determine the prime factors which was improved to a linear time approach by Crespelle et al. [9] .
Hypergraphs and the Cartesian Product. Hypergraphs are a natural generalization of graphs in which "edges" may consist of more than two vertices. More precisely, a hypergraph is a tuple H = (V, E) with non-empty set of vertices V and a set of hyperedges E, where each e ∈ E is an ordered pair of non-empty sets of vertices e = (t(e), h(e)). If t(e) = h(e) for all e ∈ E the hypergraph is called undirected and directed, otherwise. Products of hypergraphs have been investigated by several authors since the 1960s [2, 3, 5, 6, 7, 8, 10, 16, 19, 20, 22, 23, 25, 28, 32] . It was shown by Imrich [19] that connected undirected hypergraphs have a unique prime factor decomposition (PFD) w.r.t. to the Cartesian product, up to isomorphism and the order of the factors. A first polynomial-time factorization algorithm for undirected hypergraphs was proposed by Bretto et al. [8] .
Unique prime factorization properties for directed hypergraphs were derived by Ostermeier et al. [25] . However, up to our knowledge, no algorithm to determine the Cartesian prime factors of a connected directed hypergraph is established, so-far.
Summary of the Results. In this contribution, we present an algorithm to compute the PFD of connected directed hypergraphs in O(|V||E|r 2 ) time, where the rank r denotes the maximum number of vertices contained in the hyperedges. In addition, if we assume to have hypergraphs with bounded rank the algorithm runs in O(|E| log 2 (|V|)) time. Note, as directed hypergraphs are a natural generalization of undirected hypergraphs, our method generalizes and significantly improves the time-complexity of the method by Bretto et al. [8] . In fact, the algorithm of Bretto et al. has time complexity O(|V||E|∆ 6 r 6 ), where ∆ is the maximum number of hyperedges a vertex is contained in. Assuming that given hypergraphs have bounded rank r and bounded maximum degree ∆ this algorithm runs therefore in O(|V||E|) time.
We shortly outline our method. Given an arbitrary connected directed hypergraph H = (V, E) we first compute its so-called 2-section [H] 2 , that is, roughly spoken the underlying undirected graph of H. This allows us to use the algorithm of Imrich and Peterin [21] in order to compute the PFD of [H] 2 w.r.t. the Cartesian graph product. As we will show, this provides enough information to compute the Cartesian prime factors of the directed hypergraph H. In distinction from the method of Bretto et al. our algorithm is in a sense conceptually simpler, as (1) we do not need the transformation of the hypergraph H into its so-called L2-section and back, where the L2-section is is an edge-labeled version of the 2-section [H] 2 , and (2) the test which (collections) of the factors of the 2-section are prime factors of H follows a complete new idea based on increments of fixed vertex-coordinate positions, that allows an easy and efficient check to determine the PFD of H.
Preliminaries

Basic Definitions
A directed hypergraph H = (V, E) consists of a finite vertex set V(H) := V and a set of directed hyperedges or (hyper)arcs E(H) := E. Each arc e ∈ E is an ordered pair of non-empty sets of vertices e = (t(e), h(e)). The sets t(e) ⊆ V and h(e) ⊆ V are called the tail and head of e, respectively. The set of vertices, that are contained in an arc will be denoted by V(e) := t(e) ∪h(e). If t(e) = h(e) holds for all e ∈ E, we identify e with V(e), and we call H = (V, E) an undirected hypergraph. An undirected hypergraph is an undirected graph if |V(e))| = 2 for all e ∈ E. The elements of E are called simply edges, if we consider an undirected graph. The hypergraph with |V| = 1 and E = ∅ is denoted by K 1 and is called trivial.
Throughout this contribution, we only consider hypergraphs without multiple hyperedges and thus, being E a usual set, and without loops, that is, |V(e)| > 1 holds for all e ∈ E. However, we allow to have hyperedges being properly contained in other ones, i.e., we might have arcs e, f ∈ E with t(e) ⊆ t( f ) and h(e) ⊆ h( f ).
A partial hypergraph or sub-hypergraph 
is an arc in H 2 whenever e is an arc in H 1 with the property that φ(t(e)) = t(φ(e)) and φ(h(e)) = h(φ(e)). A bijective homomorphism φ whose inverse function is also a homomorphism is called an isomorphism.
The rank of a hypergraph 2 . Complete graphs defined on a vertex set V will be denoted by K |V| .
We will also deal with equivalence relations, for which the following notations are needed. For an equivalence relations R we write ̺ ⊑ R to indicate that ̺ is an equivalence class of R. A relation Q is finer than a relation R while the relation R is coarser than Q if (e, f ) ∈ Q implies (e, f ) ∈ R, i.e, Q ⊆ R. In other words, for each class ̺ of R there is a collection {χ|χ ⊆ ̺} of Q-classes, whose union equals ̺. Equivalently, for all ϕ ⊑ Q and ψ ⊑ R we have either ϕ ⊆ ψ or ϕ ∩ ψ = ∅.
Remark 1.
If not stated differently, we assume that the hypergraphs considered in this contribution are connected.
The Cartesian Product, (Pre-)Coordinates and (Pre-)Layers
Let H 1 and H 2 be two hypergraphs. The Cartesian product
, that is the Cartesian set product of the vertex sets of the factors and the arc set
The Cartesian product is associative, commutative, and the trivial one-vertex hypergraph K 1 without arcs serves as unit [18, 25] . Thus, for arbitrary finitely many factors {H i , i ∈ I} the product i∈I H i is well-defined, and each vertex x ∈ V( i∈I H i ) is properly "coordinatized" by the vector (x i ) i∈I whose entries are the vertices x i of the factors H i .
A nontrivial hypergraph H is prime with respect to the Cartesian product if it cannot be represented as the Cartesian product of two nontrivial hypergraphs. A prime factor decomposition (PFD) of H is a representation as a Cartesian product H = i∈I H i such that all factors H i , i ∈ I, are prime and H i K 1 . Note, the number k of prime factors of H = (V, E) is bounded by log(|V|), since every Cartesian product of k non-trivial hypergraphs has at least 2 k vertices. Two important results concerning the Cartesian products of hypergraphs are given now. 
Hence, a coordinatization gives in an explicit way the information of the underlying product structure of H. Hence, to find a factorization of H one can equivalently ask for a coordinatization of H, a fact that we will utilize in our algorithm. Note that the coordinatization w.r.t. a given product decomposition is unique up to relabeling the vertices in each factor H i .
We will also need a notion which is similar to a coordinatization but is implied by a factorization of the 2-section [H] 2 rather than a decomposition of H.
Definition 2.5 (Pre-Coordinatization). Let H be a given hypergraph and assume that [H] 2 has a coordinatization
Υ : V([H] 2 ) → × i∈I {1, . . . , l i }. Since V([H] 2 ) = V
(H) we infer that Υ is a bijective map on V(H) that assigns to each vertex v ∈ V(H) a unique coordinate-vector (v i ) i∈I where 1 ≤ v i ≤ l i . This map is called pre-coordinatization of H.
For convenience, we will usually omit the function Υ and identify every vertex v ∈ V(H) with its (pre-)coordinate vector, i.e., we will write 
Definition 2.6 (Layers and Pre-Layers). Let H ≃ i∈I H i with given respective coordinatization v
= (v i ) i∈I ∈ V(H) and I ′ ⊆ I. The I ′ -layer through v (denoted by H v I ′ )
with respect to this coordinatization is the sub-hypergraph induced by the vertices
For
an (ordered) set of vertices W ⊂ V we define the (ordered) set inc(W, i)) = {inc(w, i) | w ∈ W}. Finally, we denote for an arc e = (t(e), h(e)) its increment (inc(t(e), i), inc(h(e), i)) by inc(e, i).
Lemma 2.9. Let H = (V, E) be a hypergraph and Υ : V → × i∈I {1, . .
. , l i } be a pre-coordinatization of H. If for each arc e ∈ E (where the vertices of e differ only in the j-th coordinate), there is an arc inc(e, i) ∈ E for all i j, then Υ is a coordinatization of H.
Proof. By Lemma 2.7, all vertices within one arc e ∈ E differ in precisely one coordinate. Let e ∈ E be an arbitrary hyperarc and assume the vertices differ in the j-th coordinate. Let H j be the set of j-pre-layers contained in H. Let i j be an arbitrary index i ∈ I. Assume that for each hyperedge e contained in some j-pre-layer H(1) all "incremental copies" inc(e, i) are also contained in E, then there is a homomorphism from (H(1)), i) ) , where H(2) corresponds to some other j-pre-layer. Assume that for all such "consecutive" j-pre-layer there is a homomorphism from H(l) to H(l + 1), 1 ≤ l ≤ l i − 1. By construction, after l i − 1 incremental steps we arrive at the l i -th j-pre-layer H(l i ) and hence,
If there is an homomorphism from H(l i ) to H(1), then there is trivially an isomorphism between all such j-pre-layers H(1), H(2), . . . , H(l i ) ∈ H j . Thus, if for all arcs e ∈ E, where the vertices of e differ precisely in this j-th coordinate, there is a hyperarc inc(e, i) ∈ E for all i j, then there isomorphism between all j-pre-layers contained in H j for this fixed j ∈ I.
If this is true for all arcs e ∈ E, and thus, for all i-pre-layers with i ∈ I, then all such i-pre-layers are isomorphic for each i ∈ I.
In particular, we can define for vertices v, w and an index i ∈ I the map g Finally, assume for contradiction that Υ is a not a coordinatization and hence, Υ is not an isomorphism from H to any product i∈I H i . Hence, there must be some i ∈ I such that not all i-layers are isomorphic by means of g vw i , a contradiction.
Lemma 2.7 allows defining an equivalence relation R Υ on the hyperedge set E(H) for a given pre-coordinatization
for some i ∈ I and v, w ∈ V(H). In other words, e and f are in relation R Υ if they are both contained in the i-pre-layers for the same fixed i ∈ I. Note, in case that Υ is a coordinatization the relation R Υ is also known as product relation, that is, each equivalence of R Υ contains the hyperedges of all copies of some (not necessarily prime) factor of H. In order to avoid confusion, we sometimes write that R Υ (H) to indicate that R Υ is defined on the edge set of H.
Given two pre-coordinatizations Υ 1 and Υ 2 , we say that Υ 1 is finer than Υ 2 , while Υ 2 coarser than Υ 1 if R Υ 1 is finer than R Υ 2 . We can immediately infer the next result. As we shall see later, in our algorithm we will only check increments w.r.t. the pre-coordinatization Υ ′ coming from the PFD of [H] 2 . However, we have to prove that this is indeed sufficient (Theorem 3.1). In order to apply Lemma 2.9 to validate whether we end up with a coordinatization Υ of H we would need to check increments with respect to this coarser (pre-)coordinatization Υ. Now one might hope that increments with respect to the coarser pre-coordinatization are automatically increments with respect to the finer pre-coordinatization Υ ′ or that at least the coarser pre-coordinates can be chosen in a suitable way. However, this is not the case as the following example shows.
Assume that at some point we need to combine i-and j-pre-layers of sizes 3 and 4 respectively. The resulting k-pre-layers with respect to the new coordinatization will each contain 12 vertices labeled 1, . . . , 12. We now claim that no matter how we assign the new labels, there is always at least one increment inc(·, k) which is not an increment inc(·, i) or inc(·, j). Assume for a contradiction that all increments inc(·, k) were either of the form inc (·, i) or inc(·, j) . By applying inc(·, k) recursively 12 times to a vertex, we end up at the same vertex again. This means, that we have applied inc(·, i) a number of times which must be divisible by 3 and inc(·, j) a number of times which must be divisible by 4. However, no suitable multiples of 3 and 4 add up to 12.
The latter example shows that the single check of increments with respect to the PFD of [H] 2 is not sufficient to invoke Lemma 2.9 to conclude that some coarser pre-coordinatization is indeed a coordinatization. For this purpose, we need the following additional lemma. Proof. The coordinates of the vertices in inc 2 (e, k) w.r.t. Υ 1 can be obtained from those of vertices in e by only changing coordinates outside I j . This can be achieved by successive applications of inc 1 (·, i) for i I j . Since we started at an edge (namely e) and each of those applications takes edges to edges we also end at an edge inc 2 (e, k). Hence, Lemma 2.9 implies that Υ 2 is a coordinatization.
PFD-algorithm for Directed Hypergraphs
Workflow
We give here a summary of the workflow of the algorithm to compute the prime factor of connected directed hypergraphs. The top-level control structure is summarized in Algorithm 1 PFD of Di-Hypergraphs in which the subroutines Preprocessing (Alg. 2) and Combine (Alg. 3) are used. Let j ∈ {1, . . . , k} be the (unique) coordinate where distinct x, y ∈ V(e) differ; 6: for i ∈ I = {1, . . . , k} \ { j} do 7: if inc(e, i) E lex then 8: add edge i j to G aux ; 9: end if 10: end for 11 [21] . Then the vertices, the vertices within the arcs and the arcs are ordered in lexicographic order. This helps to achieve the desired time-complexity in later steps.
Algorithm 1 PFD of Di-Hypergraphs
By definition, coordinatization Υ of [H] 2 is a pre-coordinatization of H. By construction of Υ and Lemma 2.3, the pre-coordinatization Υ is at least as fine as the coordinatization of H w.r.t. its PFD. By Remark 2 it suffices to find a suitable partition of I = {1, . . . , k} to derive the prime factors of H. To this end, we initialize in Line 3 of Algorithm 1 the auxiliary graph G aux , where each vertex i represents an element of I. The edge set is left empty. We might later add edges in order trace back which equivalence classes of R Υ have to be combined, i.e., all vertices within one connected components of G aux will then be in one class of the respective partition of I. Let j ∈ {1, . . . , k} be the (unique) coordinate where distinct x, y ∈ V(e) differ; 5: Let I l be the connected component containing vertex j; 6: Assign color l to hyperedge e; 7: end for 8 We continue to check in the for-loop in Line 4-11 of Algorithm 1, if for each arc e ∈ E lex that is contained in some j-layer its "copies" are also contained in "incremental-neighboring" j-layers, i.e., we check if inc(e, i) ∈ E lex . If this is not the case, then we add the edge i j to G aux . Finally, we use the information of the connected components I 1 , . . . , I l of G aux that partition the set I in order to determine the prime factors of the given hypergraph H. 
Algorithm 2 Preprocessing
Correctness
We are now in the position to prove the correctness of the algorithm PFD of Di-Hypergraphs, summarized in the following theorem. 2 is an undirected graph, it is allowed to apply the algorithm of Imrich and Peterin [21] . Finally, the vertices, the vertices within the arcs and the arcs are ordered in lexicographic order. The latter task is not important for the correctness of the algorithm, but for the time-complexity that we will consider later on.
We are now in Line 3 of Algorithm 1. By construction of Υ and Lemma 2.3, the pre-coordinatization Υ is at least as fine as the coordinatization of H w.r.t. its PFD. By Lemma 2.10 it suffices to find a suitable partition of I = {1, . . . , k}. To this end, we initialize in the auxiliary graph G aux where each vertex i represents an element of I. The edge set is left empty. We might later add edges in order trace back which equivalence classes have to be combined, i.e., all vertices within one connected components of G aux will then be in one class of the respective partition of I. Now consider the for-loop in Line 4-11. For each e ∈ E lex we check in which coordinates the vertices in V(e) differ. Since Υ is a pre-coordinatization and by Lemma 2.7, this is exactly one coordinate for each hyperarc. Let The 7 , e 2 } we can observe that the increment inc(e 4 , 2) = (({12}, {22}) = e 5 ∈ E lex . Analogously, inc(e 1 , 1) = e 2 , inc(e 5 , 2) = e 8 , and inc(e 8 , 2) = e 7 are all contained in E lex . However, when we arrive at the hyperedge e 6 we obtain that inc(e 6 , 2) = ({14, 24}, {14, 24}) is not an arc of E lex . Hence, applying Algorithm 1 would lead to an edge 12 in G aux , resulting in a connected auxiliary graph and, H would be determined as prime. A second example for an arc e ∈ E lex with inc(e, i) E lex is the edge e = e 7 . Figure 2 : The non-prime hypergraph H = H 1 H 2 is the product of the directed prime hypergraph H 1 in Fig. 1 and an undirected hypergraph H 2 with two vertices and one hyperedge. The vertices of H are labeled w.r.t. its precoordinatization given by the coordinatization of [H] 2 . The auxiliary graph G aux is initialized as the graph with three vertices and empty edge-set in Algorithm 1. While the increment inc(e, 2) = {(123, 223), (123, 223)} of the arc e = {(113, 213), (113, 213)} is still contained in E lex , the increment inc(e, 3) = {(124, 224), (124, 224)} is not. Hence, the edge 13 is added to G aux . Since the increments of all hyperedges of the form {(i1 j, i2 j), (i1 j, i2 j)} are contained in E lex , no further edges will be added to G aux . Hence, the sub-hypergraph induced by vertices with identical 2nd coordinate, i.e., the {1, 3}-layers, constitute the copies the prime factor H 1 , while the sub-hypergraphs induced by vertices with identical 1st and 3rd coordinate, i.e, the 2-layers, are copies of the prime factor H 2 .
e ∈ E lex be a chosen arc and assume that all vertices in V(e) differ in the j-th coordinate. Now, it is checked if for arc e its "copies" are contained in each G w j -layer where w ∈ inc(V(e), i). If for some arc e ∈ E lex we observe that there is no hyperedge inc(e, i) = (inc(t(e), i), inc(h(e), i) ∈ E lex then there is no "copy" of e in some j-pre-layer through w with w ∈ inc(V(e), i) . In this case we add the edge i j to G aux if not already set. The latter tasks are repeated for all hyperarcs e ∈ E lex .
Finally, in Line 12 the Algorithm 3 is called. The task of this subroutine is to combine the pre-coordinates and thus, the pre-layers in order to determine the layers of the final prime-factors of H. Let I 1 , . . . , I r be the connected components of G aux . Clearly, Π = {I 1 , . . . , I r } is a partition of I. Let each I j having l j elements. Lemma 2.10 and Remark 2 imply that Υ : V(H) → × r l=1 {1, . . . , l r } is a pre-coordinatization of H. It remains to show that (1.) Υ is a coordinatization and (2.) Υ is at least as fine as the coordinatization given by the PFD of H.
Claim (1.) : By construction, all e ∈ E lex where the vertices differ in the i-th coordinate w.r.t. Υ are now contained in some I s -layer where i ∈ I s ∈ Π. Moreover, for all e in some I s -layer the increments inc(e, j) with j i and j I s must be contained in H, as otherwise we would have added the edge i j to G aux and hence, j ∈ I s . As the latter is true for all I s -layers contained in Π we can apply Lemma 2.11 and conclude that Υ is a coordinatization of H.
Claim (2.) : Given the pre-coordinatization Υ of H. By construction of Υ and Lemma 2.3, Υ is at least as fine as the coordinatization of H w.r.t. its PFD. Thus, there is a partition
′ t } of I w.r.t. the PFD of H. It remains to show that if there are two indices i, j ∈ I s ∈ Π, then i, j are also contained in the same class of Π ′ . If i, j ∈ I s ∈ Π then they are in same connected component C s of G aux . Hence, it suffices to consider pairs i, j ∈ I s ∈ Π that are connected by an edge. Assume, for contradiction that i, j are in different classes of
Hence, for all l ∈ I ′ 1 and thus, in particular for l = i it holds that for all arcs e in some I ′ 2 -layer there is an arc (inc(t(e), i), inc(h(e), i) ∈ E lex . The same holds with the role of i and j switched. However, in this case we would not add the edge i j to G aux , a contradiction.
To finish the PFD-computation we have to compute Υ. To this end, we compute the 2-section [H] 2 with edges xy colored with color j whenever x and y are contained in some edge e that is contained in some j-layer of H. [21] ), in order to obtain the desired coordinates and hence, Υ.
Time Complexity
In order to prove the time-complexity results, we first give the following lemma. 
Taking logarithms on both sides of the inequality gives
On the other hand by bounding the size of every factor except the biggest one from below by 2 we get n = (n)). In what follows, let k be the number of factors of [H 2 ] and let each v ∈ V be identified with its respective (pre-) coordinate vector (v 1 , . . . , v k ) computed by the Imrich-Peterin-Algorithm. Note, k is bounded by log(n).
In Line 3, the list V of vertices is reordered in lexicographic order w.r.t. the vertex coordinates, i.e., v < w if there is some i ∈ {1, . . . , k} with v j ≤ w j for all j ∈ {1, . . . , i − 1} and v i < w i . This task can be done in O(n log(n)k) = O(n log 2 (n)). Since mr ≥ n we obtain that O(n log 2 (n)) = O(mr log 2 (n)). This new ordered vertex list is called V lex . We are now concerned with the for-loop in Line 4. For each hyperedge e ∈ E we reorder the vertices of its head and tail w.r.t. to the order of the vertices in V lex . Each hyperedge contains at most r vertices and hence, this task can be done in O(r log(r)) time. Therefore, the entire for-loop (Line 4 -6) takes O(mr log(r)) time.
Finally, the arcs are reordered w.r.t. the lexicographic ordered sets t(e) and h(e). We say e < f if t(e) < t( f ) or t(e) = t( f ) and h(e) < h( f ), whereby the tails, resp., heads are compared w.r.t. the lexicographic order of their vertices. To determine if t(e) < t( f ) or h(e) < h( f ) for some arcs e, f ∈ E, the at most 2r pairs of vertices must be compared, whereby the comparison of each such pair can be done in O(1) time, since the vertices are already ordered in the tails and heads. The reordering of the arcs need than O(m log(m)) comparisons, where each comparison can be done in O(r) time, by the preceding arguments. Hence, the creation of E lex takes O(rm log(m)) time. By Lemma 3.2 this is O(rmn). Moreover, if we assume that the rank r is bounded, then m ≤
. In this case the time complexity for determining E lex is O(m log(m)) = O(m log(n)).
Taken together the latter arguments, we end in overall time complexity for Algorithm 2 of O(r 2 mn) and if the rank r is bounded with O(m log 2 (n)). Proof. Determining the connected components of G aux in Line 2 can be done in O(k + m ′ ) = O(log(n) + log 2 (n)) time by application of the classical breadth-first search. While doing this, we will in addition record in O(1) time for each vertex in which connected component it is contained. Let I 1 , . . . , I l be the connected components of G aux .
For each of the m arcs we have to find the indices where the vertices of the particular arc differs. To this end, it suffices to take any two vertices x and y of V(e) and to compare their k coordinates which takes O(k) time. Let j be the coordinate where the two vertices differ. We need to check in which of the connected components I s the vertex is contained in, which can be done in O(1) time, since we have already recorded for each vertex of G aux , in which component it is contained in. Now, the color for each arc can be recorded in O(1) time. Hence, the for-loop (Line 3-7) has overall-time complexity O(mk) = O(m log(n)). [21] . Hence the overall-time complexity of Algorithm 3 is O(log 2 (n) + m log(n) + n + mr 2 log(n) + mr 2 ) = O(n + m log 2 (n)r 2 ). Since mr ≥ n and log 2 (n) = O(n), the latter can be expressed as O(mnr 2 ). If we assume in addition that the rank r is bounded we get O(n + m log 2 (n)r 2 ) = O(mr + m log 2 (n)r 2 ) = O(m log 2 (n)).
We are now in the position to determine the time-complexity of algorithm PFD of Di-Hypergraphs. In Line 3 the auxiliary graph is be initialized. In particular, we initialize G aux as adjacency list, i.e., we create empty lists N[1] , . . . , N[k] which can be done in O(k) time.
We are now concerned with the for-loop in Line 4 -11. For each of the m arcs we have to find the indices where the vertices of the particular arc differs. To this end, any two vertices x and y of V(e) are chosen and their k coordinates are compared, which takes O(k) time. The nested for-loop (Line 6 -10) is executed for all coordinates i where the vertices of arc e are identical and it is checked whether inc(e, i) = (inc(t(e), i), inc(h(e), i) is contained in E lex or not. The increment (inc(t(e), i), inc(h(e), i) can be computed in O(r) time. Note, the vertices within inc(t(e), i) and inc(h(e), i) are still lexicographically ordered as only vertex-coordinates are incremented that have been identical for the vertices within the arc and thus,their i-th positions are all still equal after the computation of inc(e, i). We now check whether (inc(t(e), i), inc(h(e), i) E lex . Since E lex is already ordered, binary search finds the corresponding arc using at most O(log(m)) comparisons of arcs and since head and tail of each arc are in lexicographic order comparing two arcs takes O(r) time. Therefore, the if-condition in Line 7 takes O(r + r log(m)) = O(r log(m)) time. In case, (inc(t(e), i), inc(h(e), i) E lex we have to add a respective edge i j in G aux , if not already set. Hence, to check whether i j exists in 
