In this study we investigate the use of model-based inference in forest surveys where 6 auxiliary data are available as a probability sample. We evaluate the effects of model 7 form and sample size on estimators of growing stock volume, based on different types 8 of remotely sensed auxiliary data. The study was performed through Monte Carlo 9 sampling simulation using a two-phase sampling design within a simulated study area 10 resembling the conditions in mid-western Finland. We show that the choice of model 11 has a minor to moderate effect on the precision of model-based estimators. Similarly, 12 the choice of estimator of the variance-covariance matrix of model parameter estimates, 13 which is at the core of uncertainty assessment in model-based inference, also was found The global interest in forests is increasing due to the multiple services provided by this 26 ecosystem (e.g., Mery et al., 2005). As a consequence, several international agreements, such 27 as the United Nations Framework Convention on Climate Change (UNFCCC) (UNFCCC, 28 1997) and the Convention on Biological Diversity (CBD), prescribe measures related to the 29 management of forests and require recurrent reporting of information about forest state and 30 change.
The global interest in forests is increasing due to the multiple services provided by this 26 ecosystem (e.g., Mery et al., 2005) . As a consequence, several international agreements, such 27 as the United Nations Framework Convention on Climate Change (UNFCCC) (UNFCCC, 28 1997) and the Convention on Biological Diversity (CBD), prescribe measures related to the D r a f t data, the acquisition costs, and the possibility to link the RS metrics to some appropriate D r a f t assessment in model-based inference can be performed. At the core of this assessment is D r a f t linear model (Chatterjee & Hadi, 2013) , the second was a multiplicative model which was 120 linearised through log-transformation (e.g., Solberg et al., 2010; Naesset, 2011) . Thirdly,
121
we used a model that was linearised through a square root transformation (Gregoire et al., shortwave infra-red band (B50). For the LiDAR models the features were maximum height
168
(h max ), the 80 th percentile of the height distribution (h 80 ), the canopy relief ratio (CRR)
169
defined by (hmean−h min ) /(hmax−h min ) where h max and h min refer to corresponding canopy hight,
170
and the percentage of first returns above 2 m (p veg ) as a crown cover estimate.
171
The simulated study population was developed following the procedure described by 172 Ene et al. (2012) , who pioneered the use of copulas for constructing forest populations. The 173 copula technique can be described as a tool for generating a large set of data from a small set 174 of data, where the large set will have the same multivariate distribution of the study variables 175 as the small set. We modelled a relationship between field, LiDAR and Landsat data in order
176
to retrieve a large sample of predictor variables and the corresponding responses. A copula 177 model (Nelsen, 2006) was fitted to the plot-level data, LiDAR metrics, and Landsat data.
178
The VineCopula package (Schepsmeier et al., 2013) population.
192
The first-phase sample is a sample of n out of N strips. Thus the sample contains all 193 the grid cells in the n selected strips. The second-phase sample corresponds to sampled grid 194 cells within the selected strips.
195
We use the notation G for strip totals, i.e.
is the sum of theŷ t = g(x t ,β) values for the M i grid cells within the i th strip, where
197
"MB " denotes "model-based". The notation g(x t ,β) is used as a generic notation for model
198
predictions of the t th grid cell. Our estimator for the mean value µ Y is 199μ
This ratio estimator was applied since the strips varied considerably in size. The variance 200 ofμ Y M B can be estimated as (Ståhl et al., 2011, p. 101, Eq. 15) 201 is a core feature of the model error part. As described in Section 2.5 we analysed different 209 estimators of this matrix.
210
For comparison, a model-assisted estimator was applied as well. We used the model-211 assisted estimator presented by Särndal et al. (1992, p. 327) :
with
where π t|i is the conditional probability that unit t is included in the second phase sample 214 within the i th strip, m i is the second phase sample size within the i th strip, and "MA" denotes
215
"model-assisted". The first model form was a standard linear model, denoted 'LINEAR', i.e. 
This model can be linearised by taking the natural logarithm of both sides, whereby we 225 obtain the linear 'LOG-LOG' model The third model was
It can be linearised through a square root transformation of the response variable, i.e.
The model is denoted 'SQRT'. It has been applied for modelling biomass from RS data by, 241 e.g., Naesset (2011). Like the 'LOG-LOG' the square root transformation is often applied to 242 make the residual variance homogeneous (Chatterjee & Hadi, 2013 
where
is the 253 residual variance andê Tê is a sum of squared estimated residualsê. This estimator assumes 254 independent observations and homogeneous variance of the residuals.
255
If the residuals variance is heteroskedastic (non-homogeneous), then the estimator Eq.(11)
256
will be biased (White, 1980) . Instead, the heteroskedasticity-consistent (HC) covariance 257 matrix estimator known as the Eicker-Huber-White estimator is applied (White, 1980, p. 258 820-821). The estimator is asymptotically valid when there is a model of heteroskedastic 259 residuals of unknown form (White, 1980; Davidson & MacKinnon, 1993) .
In the case of back-transformation, the models given by Eg. (7) and Eq. (9) should be applied (Davidson & MacKinnon, 1993) . In general we cannot obtain an exact 263 expression for Cov( β), hence the asymptotic NLS covariance matrix estimator is applied
whereσ 2 is the estimated residual variance following back-transformation of the predicted 265 values and correction for back-transformation bias using the ratio correction factor by Snow- 
269
The subsequent nonlinear heteroskedasticity-consistent (NHC) covariance matrix estima-
270
tor for the variance-covariance matrix looks as (White, 1980, p. 821) 271
How good these approximations are depends on the model and on the sample size; the 272 approximations are generally more accurate for models that are closer to linearity and for 273 larger sample sizes (Davidson & MacKinnon, 1993) .
274
We applied a test for heteroskedasticity proposed by White (1980, p. 823, Eq.1 from Table 2 and Table 3 in Section 3.1.
277
For 'LINEAR' models we compared performances of OLS and HC covariance matrix 278 estimators [Eq. (11) and Eq. (12)]. For 'LOG-LOG' and 'SQRT' models, the performances of 279 OLS, NLS, HC and NHC estimators were compared [(Eq. (11), (13), (12) and (14)]. 
285
Empirical variances were computed based on the outcomes from the 10 000 iterations as
286
(μ i is an estimate of the population mean in an individual iteration)
These variances should be good approximations of the true variance for the different 288 sampling strategies (Gregoire & Valentine, 2008 ) and thus they can be used in ranking the 289 different strategies. Further, they can be used for evaluating the performance of the variance 290 estimators by comparing the average of estimated variances with the empirical variance.
291
Relative standard errors ('RSE') in Table 2 and Table 3 were obtained by dividing the em- Table 2 and Table 3 absolute difference estimates and their averages between empirical 294 and estimated standard errors for three model forms and two RS auxiliary data types. First 295 phase sample sizes evaluated ranged from 2 to 62 strips (i.e. full cover). Second phase sample 296 sizes ranged from 15 to 1000 grid cells.
297
In Table 5 and Table 6 RSE was obtained by dividing the empirical standard error 298 by the true population mean. For each estimated variance an absolute difference from the 299 corresponding empirical variance was estimated and presented in Table 5 and Table 6 
is the average of the estimated model-based variances and
is the empirical variance.
308
In Section 3.4 a relative difference between model-based and model-assisted empirical 309 variances was estimated as
3 Results
311

The estimated models
312
A sample of 1000 observations from the copula population was drawn to illustrate the perfor-313 mance of the three different model forms in the case of Landsat and LiDAR data, respectively, 314 through Monte Carlo sampling simulation with 10 000 iterations. In Table 2 and Table 2 and Table 3) . For LiDAR models, the HC estimators per-320 formed the best. The test for heterskedasticity revealed that all models had heteroskedastic 321 residuals (see Table 4 ). Figure 2 supports (Tables 1S and 2S) . D r a f t large sample sizes it might be advisable not to use the standard outputs from regression 377 software but apply HC covariance matrix estimators.
378
Our results show that the variance estimator of the ratio estimator is negatively biased 379 when a small first phase sample is selected (Figure 3 ). This is a known property of ratio 380 estimators (e.g., Särndal et al., 1992; Gregoire & Valentine, 2008 (first phase) sample size (see Table 1S and Table 2S in supplementary materials available 393 online). This was most likely due to the second phase sample being more evenly spread 394 across the population and thus the model parameters were more precisely estimated.
395
Comparing model-based and model-assisted estimators, we found that the difference in 396 precision between these two types of estimators were always small. This is due to how our 397 models were developed in this study. As shown by Särndal et al. (1992, p. 231-232) . 14). 
