The rapid expansion of e-commerce at the beginning of 21 st century has had a significant impact on intellectual property management. A particular area of concern is the misuse of trademarks and trademark protection. Trademarks are proprietary words and images with high reputational value; they are important assets, often used as a marketing tool, which require infringement protection. One of the issues considered during infringement litigation is the visual, conceptual and phonetic similarity of different trademarks. In particular, the conceptual similarity of trademarks is an area never previously studied in information retrieval. This paper focuses on this important aspect by proposing a conceptual model of the comparison process, aimed at retrieving conceptually similar trademarks. The proposed model employs natural language processing and semantic technology to compute the conceptual similarity between trademarks.
Introduction
Trademarks are distinctive words or/and images with high reputational value, used in commerce to differentiate between products and services. They allow goods or services to be easily recognized and distinguished by consumers. The rapid development of e-commerce has created new challenges in this area for many companies who use the Internet to trade and employ trademarks as a marketing tool. As indicated by a recent study [1] , "entire businesses are now built which allow the cyber exploitation of another firm's trademarks". Therefore, in the Internet age, it is even more important to have efficient mechanisms for protecting trademarks and tools for detecting possible cases of infringement.
European law and US legal practice [1, 2] both employ the concept of "likelihood of consumer confusion" to analyze cyberspace trademark cases. In particular, one of the issues considered in Europe during infringement litigation between companies is the visual, conceptual and phonetic similarity between trademarks [2] .
Previous work addressing trademark similarity has been focused on visual comparison. The area has been dominated by research into vision analysis and content-based information retrieval (CBR), aiming at developing systems capable of retrieving visually similar trademarks [3] [4] [5] . Despite the amount of work produced so far, this approach is mainly limited to trademarks with figurative marks. As shown by the statistics of registered trademarks in five European countries, only 30% of all trademarks employ logos as their proprietary marks [6] . Trademark similarity issues for the other 70% remain insufficiently researched. In addition, content-based retrieval suffers from several limitations, including the semantic gap between the low level features used in vision systems and the high level semantic concepts employed by humans [7] . This is a motivation for the development of semantic technology as a means of overcoming this problem.
The trademark manual [2], produced by the Office of Harmonization for the Internal Market, a European Union agency responsible for registering trademarks and designs for 27 European countries, defines conceptual comparison of trademarks containing words or phrases in reference to the semantic content portrayed by the trademarks. The manual states that two trademarks are conceptually similar or identical if they evoke the same or analogous semantic content. For example, a trademark that contains the word "luggage" shares similarity with one using the word "baggage" because they evoke similar meaning, i.e. the two words are synonyms. Another example, which goes beyond the synonymy concept, is the lexical similarity between the words "feel" and "see". It is obvious that the two words are not synonyms, but are lexically related. These types of comparison require a linguistic view of the problem, which to the best of the author's knowledge has never been studied in this context before. Figure 1 shows two examples of previously disputed trademarks that have been confirmed to have conceptual similarity [2, 8] . The linguistic aspect of the conceptual comparison analysis requires a cross-discipline approach, involving natural language processing (NLP) and external knowledge sources, i.e. dictionaries or thesauri. Until now, this aspect has not been sufficiently explored. Therefore, this paper addresses this problem by introducing a conceptual model of a retrieval system capable of retrieving conceptually similar trademarks. The model advances the state-of-the-art in trademark retrieval by integrating semantic technology and traditional textbased retrieval in assessment of conceptual similarities. The proposed model can then be integrated into a retrieval system that considers the other two aspects of similarity, visual and phonetic, and will then provide a more comprehensive trademark comparison.
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The rest of the paper is organized as follows. The next section provides a summary of background work, discussing existing trademark search systems, the limitations of traditional information retrieval and the strengths of semantic retrieval. The proposed conceptual model is then presented in section 3, and section 4 concludes this study.
Background
Searching for conceptually similar trademarks is a text retrieval problem. However, traditional text retrieval systems based on keywords are not capable of retrieving conceptually related text. This limitation motivates research into semantic technology, which addresses this problem by using additional knowledge sources. This section first discusses the search modes offered by existing search systems in patent offices, and then focuses on keyword-based and semantic retrieval.
Existing trademark search system
Existing trademark search systems principally employ text-based retrieval technology. These searches look for trademarks that match some or all words in a query string text. As indicated in their latest publication on trademark databases and search systems [9] , the Office of Harmonization for the Internal Market (OHIM) has launched a new tool for searching trademarks, which allows users to search in different languages. The advanced search options added to the system offer three search types: word prefix, full phrase and exact match. The 'word prefix' mode returns trademarks with a prefix that matches the query. The 'full phrase' mode finds trademarks with terms that include the query input, and the exact match returns trademarks that exactly match the query input.
The online search provided by the Intellectual Property Office (IPO) in the United Kingdom provides relatively similar search modes to the OHIM search service, with an additional option that looks for similar query strings. This search mode employs an approximate string matching technique and returns similar trademarks using several pre-defined criteria, including the number of similar and dissimilar characters shared by the words and the word lengths [10].
Traditional text retrieval and semantic retrieval
Keyword based retrieval is the pre-dominantly used retrieval approach for many multimedia search systems. This search looks for keywords tagged as pre-defined metadata to items in a database and returns those with similar matches. In text retrieval, text mining is performed for document classifications, as well as acquiring potentially useful knowledge from documents. Traditional information search systems have been proven to perform simple tasks very well, but complex ones poorly [11] . For example, in the case of text retrieval, the effectiveness of keywords-based search suffers from two main issues related to polysemy (i.e. words with multiple meanings) and synonymy (several words with the same meaning). The first issue, polysemy, causes ambiguity and leads to the retrieval of spurious items. On the other hand, a text containing relevant synonyms would not be retrieved, which also leads to poor performance.
The limitations of traditional keyword-based retrieval have encouraged the development of semantic retrieval technology. In semantic retrieval, external knowledge sources such as ontologies are used to overcome the limitations of keyword-based systems [12] [13] [14] . Ontologies provide underlying domain specific technical support, and a theoretical basis for knowledge representation and organization. For example, a lexical ontology contains lexical relationships between its entries as defined by lexicons. In text retrieval, this offers a means for semantic processing of document content, which cannot be achieved by traditional text mining.
This paper addresses the limitations of existing trademark retrieval systems, which currently employ traditional text-based searches, by proposing a conceptual model for assessing trademarks based on their conceptual similarity.
The development of the proposed conceptual model
The development of the proposed conceptual model involves two stages; the first stage is database acquisition and analysis, and the second stage is conceptual model synthesis.
Database acquisition and analysis
The database employed by this study is built using a list of European trademark infringement court cases from 1999 until 2012 [8] . It includes cases with visual, conceptual and phonetic similarities. A total of 112 trademarks proven to have conceptual similarity are manually extracted for further study to formulate the conceptual model of the retrieval system.
The analysis of the extracted trademarks is required to understand the nature of conceptual similarities arising from those cases. The analysis shows that the trademarks can be divided in four categories based on the type of similarity: exact match similarity, synonyms/antonyms, lexical conceptual relations and cross-lingual synonyms. Table 1 shows examples for each of these categories. The exact match category is the simplest form of conceptual similarity, and can be identified easily using the string matching frequently employed in keyword-based retrieval. The second category, synonyms and antonyms, requires external knowledge sources such as a dictionary or a thesaurus to extract synonyms and antonyms of trademark terms. The third category, lexical and conceptual relation, also requires external knowledge sources, together with a lexical ontology to compute the semantic similarity. The foreign language category requires a multilingual dictionary to translate terms into the systems semantic space (e.g. English) before further extraction of synonyms and antonyms. A summary of the main requirements for each category is shown in Table 2 .
The distribution of the four categories (Figure 2) shows that the similarity in 50% of trademarks (i.e. those based on synonyms/antonyms, lexical relations and foreign trademark names) cannot be efficiently addressed by the traditional keyword-based searches currently employed by trademark registration offices. The Boolean search for a trademark, i.e. MAGIC HOURS, may recall a conceptually similar trademark such as MAGIC TIMES, but will also retrieve an extensive list of other trademarks containing these two words as well as parts of the two strings. This still requires substantial and tedious effort from the trademark officers. 
Conceptual model
The proposed conceptual model of the system is shown in Figure 3 . It consists of two main modules, namely indexing and retrieval. This model improves on the current search system model by refining the search and narrowing down the retrieved items to just those conceptually related. 
Type of conceptual similarity Requirement

Indexing Module
The indexing module is an offline module (pre-generated offline on a trademark database). Its aim is to extract relevant conceptual features, which are then used to index the database. The module consists of three main components: multi-lingual dictionaries, pre-processing and feature extraction. Prior to pre-processing, the trademarks are first categorized into English and non-English. The non-English trademarks are then translated into English using multi-lingual dictionaries. The pre-processing task consists of three sub-components, which are the standard NLP pre-processing steps typically used in text retrieval. The spelling corrector corrects any spelling mistakes in the trademark text, and can be adapted from any existing spell checker. The stop words remover removes frequent words (e.g. no, and, the, etc.), and the tokenization process extracts the trademark words in the form of tokens. For example, the 'FEEL and SEE' trademark (see Table 1 ) will have two tokens: 'feel' and 'see'. These two tokens are processed further in the next stage. The feature extraction process is shown in Figure 4 . The input of this process is a set of j tokens for each i trademark from the database, T i,j . The first feature F 1 i,j is the token set T i,j itself. The synset definitions are then extracted from the knowledge sources (i.e. dictionaries, thesauri) and, together with the token set T i,j , are stored in two sets of arrays. The first array stores definitions of each synset for the corresponding token; these definitions are used to extract the second conceptual feature. A disambiguation process adapted from [14] uses the synset definitions to compute the most relevant conceptual feature F 2 i,j . This feature is represented in the form of semantic chromosomes derived from a lexical ontology, based on Roget's Thesaurus. A semantic chromosome carries the semantic information, expressed through a set of semantic DNA that represents relevant concepts [14] . Ultimately, the feature extraction process produces two types of vectors: a string array of the token string, and a set of semantic DNA as the semantic feature.
Retrieval Module
The retrieval module is an online module (generated during the query search) consisting of four main processes. The first three processes are similar to those in the indexing module as explained in the previous two paragraphs, with a minor difference in the feature extraction process. In the retrieval module, the input to the feature extraction process is a set of k tokens, Q 1 k. . The feature extraction process stores an additional set of array features in the first feature vector, Q 1 k , i.e. a set of synonyms and antonyms corresponding to the query tokens. This feature is later used in the model to compare the conceptual similarity between the query and the trademarks in the database.
Central to the retrieval module is the conceptual similarity measurement process, which classifies and ranks the retrieval results, thus refining the search results to conceptually relevant trademarks. The process flow is shown in Figure 5 . For each trademark in the database, the system compares the feature F (1) , the i th trademark will be considered as an exact match to the query mark and will be stored in the first tier of the retrieval list. If this condition is not fulfilled, the system checks whether |F Those with a lexical relation within a threshold limit (the threshold can be set according to the average lexical relation score computed from cases in the third category of conceptual similarity) are placed in the third tier group. The system then discards trademark candidates that do not meet all these criteria.
Experiments have been conducted to evaluate the feasibility of this model, using Matlab environment interfaced through ActiveX to the Microsoft Words dictionary and Roget's thesaurus ontology. Figure 6 shows an illustrative example of the 'FEEL and SEE' trademark as an input query. Two tokens are extracted after the pre-processing, i.e. 'feel' and 'see'. The system then detects in the database the trademark 'FEEL and LEARN', which has an identical token 'feel'. It then computes the semantic relation between the second pair of tokens, 'see' and 'learn'. From the set of semantic DNA extracted for the words 'see' and 'learn', it is observed that both words share an identical DNA code of 4-23-56-516-3-2, which refers to the Intelligibility concept of Roget's ontology. This reveals that the words are closely related.
Conclusions
This paper proposes a conceptual model of trademark retrieval based on conceptual similarity. The model employs natural language processing techniques, knowledge sources and a lexical ontology to compute conceptual similarity between textual trademarks. The proposed model improves on existing trademark search models by providing a means of refining the search to conceptually related trademarks. Future work includes a user study to evaluate the effectiveness of this model, research on the phonetic similarity of trademark comparison, as well as integrating the developed tools into a trademark retrieval system based on visual, Fig. 6 . An illustrative example of the retrieval process conceptual and phonetic similarity. The goal is to provide more accurate retrieval and a better platform for examiners conducting trademark analysis.
