ABSTRACT In this paper, the financial sense of used batteries providing energy storage (ES) for grid applications is investigated. An investment strategy to determine the optimal site and size of used battery ES is proposed for profit-oriented merchant entities and is formulated as a bilevel model. On the upper level, the decisions on ES investment and bidding and offering in the market are optimized, subject to maximizing the social welfare, which is achieved in the market clearing process on the lower level. Computational tractability is achieved by implementing a solution approach based on Benders decomposition. To speed up the convergence of this algorithm, we propose two acceleration techniques, namely, the valid inequalities and a multi-cut framework. We test the proposed algorithm on the IEEE Reliability Test System. The optimal siting and sizing decisions of the used battery ES are analyzed, followed by the analyses of the impacts of the lifespan, unit cost, and capacity loss of the used batteries on the investment decisions. Finally, we demonstrate that the proposed accelerating Benders decomposition outperforms the classical decomposition methods on computational performance.
I. INTRODUCTION
In the next few years, battery manufacturers and local governments will face great recycling and disposal pressure from battery retirement because of the increasing number of electric vehicles. In general, once an electric vehicle battery has degraded to nominally 70-80% of its original capacity, it is considered to have reached the end of its first life application [1] . Although the retired batteries are not suitable for vehicular service, most of them are still healthy and functional and can thus be reused for other purposes.
The used batteries can be reused in many ways [2] , [3] , among which power grid application is a promising choice. In fact, battery energy storage (ES) can provide many potential benefits to the power grid, including relieving transmission congestion [4] and providing ancillary services [5] , [6] . In the market environment, ES owners can collect significant profits from the services provided to the power grid [7] , [8] .
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In [9] - [12] , the economic benefits of used batteries for household applications are investigated. For example, in [12] , two investment strategies, i.e., solar panels plus battery and battery-only, are investigated and compared to find the optimal investment strategy for residential customers. For largescale applications, the replacement of transportation batteries is optimized in [13] to maximize the value of an electric vehicle battery in its first life (when used as a transportation battery) and second life (when used as a resource to provide grid service). In [14] , the potential return on investment of energy storage is investigated in the Australian daily energy market, considering a large number of retired traction battery packs into a 6.5-MWh-level stationary storage for electricity grid support. References [15] , [16] further note that the ES can obtain more revenue by providing multiple storage services.
A critical problem in introducing the used batteries into the electricity market is how to determine the optimal investment, i.e., location and size, for benefit maximization. In recent years, the optimal siting and sizing of new battery ES in VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ the electricity market have been widely studied from viewpoints of either power systems [17] - [24] or merchant entities [25] - [31] . In this paper, we focus on the optimal investment of the ES for merchant entities. As a market participant, the merchant entity makes the optimal offering/bidding decisions for profit maximization. The related works can be divided into two groups. In the first group [25] - [28] , the ES facility is considered a price taker, whose operation is optimized under the assumption that the market prices are known in advance and considered exogenous parameters. In the second group [29] - [31] , the large ES facility is considered a price maker whose actions and operating strategies affect the market prices. In the electricity market, the large-scale ES can alter the formation of the market clearing prices, which should be considered a price maker.
To the best of our knowledge, no works have steeped into the investment problem of a price-maker used battery in the transmission network. The used batteries distinguish themselves from new batteries on unit cost, lifespan, and energy capacity. In particular, due to the in-car application, used batteries have endured a small capacity loss. The available energy capacity of the used batteries is lower than that of new batteries under the same rated volume. Furthermore, before installation, the used batteries must be selected, tested and recombined, which results in extra costs. Consequently, it is of great significance to investigate the economic viability of used batteries in the electricity market. This paper makes the following contributions:
• A bilevel model is proposed for the strategic siting and sizing of the ES as a price maker in the electricity market. The upper level represents the investment and offering/bidding decisions by the ES that pursues the maximum expected profit, and the lower level simulates the market clearing using a DC optimal power flow. The uncertainties in the renewable and load demand forecasts are considered and modeled via scenarios.
• We develop a solution approach based on Benders decomposition of the strategic investment problem. In addition, two acceleration techniques for the proposed approach are used to enhance the calculation efficiency.
• By case studies and analyses, we demonstrate that the proposed accelerating Benders decomposition outperforms the classical decomposition methods on computational performance. Moreover, we conclude that the used batteries are more profitable than new batteries when considering the investment budget. The features of the used batteries are described in Section II. The optimal investment strategy is proposed in Section III, and the solution techniques are proposed in Section IV. Section V details the case studies. Finally, conclusions are drawn in Section VI. For convenience, the notations in this paper are provided in Table 1 . Note that when a symbol a takes the hat sign (â), it is converted from a variable in one problem to a fixed parameter in another problem. 
II. USED BATTERY A. LIFESPAN, UNIT COST, AND ENERGY CAPACITY
In this paper, Li-ion batteries are used as the example and benchmark technology. Generally, the new batteries have a lifespan of 13-20 years, with 8-10 years for the first use in electric vehicles and 5-10 years for reuse in stationary applications [12] , [32] . A customer will pay for a seconduse product only if it is offered at a fraction of the price of the equivalent new product. Therefore, it is reasonable to assume that the used batteries are sold at a certain percentage (e.g., 30-75%) of the price of the new batteries [12] , [33] . During the in-car application, the used batteries have endured a small capacity loss. Therefore, the available energy capacity of the used batteries is lower than that of the new batteries that occupy the same space. If the available space is limited, the capacity loss may significantly affect the investment decision.
B. MODELING OF THE INVESTMENT COST
The investment costs of the used batteries are decomposed into energy-related and power-related costs [20] that are converted to an equivalent daily cost.
As shown in (1), the extra costs (c add ) of selection, testing and recombination are considered in the investment costs of the used batteries. In addition, only a percentage r of the used batteries can be used after the selection, testing and recombination.
III. OPTIMAL SITING AND SIZING OF USED BATTERY ES
The objective of the proposed model is to minimize the investment and operating costs of the ES regarded as a price maker. A bilevel model is proposed, which consists of an upper-level (UL) problem and a lower-level (LL) problem. As shown in Fig. 1 , the UL problem seeks to minimize the minus expected profit of the strategic merchant facility over a set of typical days. The objective of the LL problem for each hour of a day is to represent the market clearing conditions obtained by minimizing the minus social welfare. The proposed model is stated as follows:
The operating profit in the electricity market is defined as the difference between the net revenue from the spatiotemporal arbitrage and the operating cost, as shown in (4). Constraints (5)-(6) limit the maximum ES energy and power rating at each bus. Constraint (7) limits the number of ES systems that can be installed in the transmission grid. The energy capacity and power rating are related through a given energy-power ratio, as shown in (8) . This ratio can be determined by either the storage technology or the merchant entity. Constraints (9)- (11) represent the charging/discharging limits and preclude the ES from simultaneously charging and discharging. Constraint (12) indicates the energy transition of the ES, whereas constraint (13) limits the allowable range of the state of energy (SOE). The SOE at the end of the day should remain consistent with the initial SOE, as shown in (14) . Constraint (15) enforces the nonnegativity of the ES bid and offer prices.
For each hour of a day, the market is cleared by (16)- (30) . Constraint (17) enforces the energy balance at each bus at each hour. Constraints (18)- (22) enforce the lower and upper production/consumption bounds for the conventional generators, wind power producers, ES, and load demands. The interhour cycling of the conventional generators is constrained by their ramp rate limits in (23)- (26) . The network constraints, which include the transmission capacity of the lines, voltage angle bounds, and reference bus identification, are modeled by (27) - (30) . Dual variables are indicated at the corresponding equations following a colon.
IV. SOLUTION TECHNIQUE A. BENDERS DECOMPOSITION
To mitigate the computational issues associated with the proposed problem, we propose a solution approach based on Benders decomposition. The proposed model is decomposed into a master problem (MP), which comprises the first-stage variables and related constraints, and subproblems (SPs), which comprise the second-stage decision variables.
1) SP AND MP
The scenario-specific SP is to maximize the operating profits in the electricity market. The SP that corresponds to day d in Benders iteration v is as follows:
The optimal values of the dual variables (γ 
Auxiliary variable z represents the minus operating profit in the electricity market. The parameters including superscript l are fixed values obtained in previous iterations. Constraint (37) represents the Benders cuts.
2) REFORMULATION OF SP
The decomposed SP is a bilevel model that can be recast to a single-level mathematical program with equilibrium constraints (MPEC) [34] by two approaches: 1) Karush-KuhnTucker (KKT) conditions or 2) primal and dual constraints and the strong duality theorem equality. The MPEC provided by the first approach (MPEC1) includes complementarity constraints, which can be linearized using binary variables. However, its solution produces inaccurate sensitivities to generate Benders' cuts. The MPEC provided by the second approach (MPEC2) is continuous but nonlinear (due to the strong duality theorem equality) and may also provide inaccurate sensitivities. We combine the two approaches to generate the Benders' cuts according to [35] . First, we solve MPEC1 for each scenario to obtain some optimal values of the variables involved in the nonlinear terms of the corresponding MPEC2. Then, MPEC2 is reformulated as a continuous and linear problem by substituting the optimal values of such variables. MPEC1 is called the auxiliary subproblem (ASP) and is as follows: (17), (27) , (30) 
The dual feasibility constraints of the LL problem are given in (40)-(47). Constraints (48)-(65) enforce the complementary slackness conditions of the LL problem. By linearizing the complementarity constraints (48)-(65) and the nonlinear term in (4), the ASP can be transformed into a mixed-integer linear programming problem. The linearization is described in Appendix.
The solution of the ASP per typical day d gives the optimal values of the following variables: 
The investment variables are fixed in (73). (74)-(78) are prime and dual constraints. Eq. (79) is the strong duality theorem equality.
B. ACCELERATION TECHNIQUES FOR BENDERS DECOMPOSITION
To improve the slow convergence of the Benders decomposition, we use the following acceleration strategies.
1) MULTI-CUT FRAMEWORK
In (37), a single optimality cut is added to the MP at each iteration. In the structure of two-stage stochastic problems, instead of generating only a single cut at each iteration, we can add multiple cuts to the MP, one for each scenario [36] . The MP with the multi-cut framework is reformulated as min G
2) VALID INEQUALITY
The low quality of the MP solutions accounts for the slow convergence of Benders decomposition. One can restrict the feasible region of the MP to obtain higher-quality solutions.
To do so, we develop the following valid inequalities to include in the MP.
To participate in the electricity market, the rated power must be larger than the threshold (P vi ) set by the ISO. Meanwhile, the rated capacity and power may be limited by the competition of the market, so an upper bound (E vi ) can be imposed on the rated capacity.
C. THE PROPOSED ALGORITHM
The proposed accelerating Benders decomposition algorithm is summarized below. Input data for the proposed algorithm include a tolerance and initial values of the complicating variables. The initialization step includes setting values for v, G (v) and G (v) . In each scenario, we first solve the ASP to obtain the optimal values of
, which are then used to solve the SP. At the next step, we update G (v) and add the new cuts within the MP, which is solved to update the values of the complicating variables and G (v) . We check convergence by comparing the values of G (v) and G (v) . If their difference is smaller than the tolerance ε, the optimal solution can be obtained at a level of accuracy ε. Otherwise, the next iteration is started. The upper bound of the objective function is expressed as
V. CASE STUDY A. TEST SYSTEM AND PARAMETER SETTING
The proposed model is tested using the modified IEEE RTS system, which consists of 24 buses, 32 generators, 38 transmission lines, and 2 wind farms, as shown in Fig. 2 . The uncertainties of the wind generation and load demand are modeled via scenarios. For simplicity, the wind speed and load demand are assumed to follow normal distributions, where the means are set equal to the forecast values and the standard deviations are 10% and 5% of the mean values. Furthermore, we assume that the uncertainties are independent [37] . Based on the forecast data and distributions of uncertain factors, 3000 scenarios are generated that are reduced to 30 scenarios by the simultaneous backward method [38] . For comparison, the new batteries are used as a benchmark case. It is assumed that at each candidate bus, both new and used batteries can be invested in. The extra costs (c add ) of selection, testing and recombination and the ratio r are set to be $8000/MWh and 0.9, respectively. The unit cost, lifespan, capacity loss and discount rate of the new and used batteries are listed in Table 2 , where parameters r 1 , r 2 , r 3 , and r 4 are between 0 and 1. An energy-to-power ratio of 6 hours and a round-trip efficiency of 0.81 are used to represent the ability of the ES to perform temporal arbitrage. There are eight candidate buses in the system: buses 1, 2, 5, 12, 14, 19, 20 and 23 . To account for the effect of the network on the investment decisions, the maximum capacities of the tie-lines are limited to 200 MW. Three cases have been evaluated, and the results are compared:
Case 1: The investment decisions are subject to the investment budget (5 million dollars).
Case 2: The investment decisions are subject to the maximum capacity (100 MWh at each location) due to the limited space.
Case 3: The investment decisions are subject to both the investment budget and maximum capacity.
B. OPTIMAL SITING AND SIZING DECISIONS
Parameters r 1 , r 2 , r 3 and r 4 are set to be 0.3, 0.3, 0.5 and 0.2, respectively. Table 3 summarizes the ES siting decisions as a function of the maximum number of locations where the ES can be installed in different cases. Bus 14 is clearly the preferred location for the deployment of the ES in all three cases. This result can be attributed to the (bid differences of) the locational marginal prices (LMPs) at bus 14 for all typical days. Moreover, bus 14 is suitable for storage placement because it is electrically close to the connection point of wind generation and can mitigate the wind volatility to provide a steady power supply to the neighboring loads. Fig. 3 , the Venn diagram, shows the similarity between the siting decisions for N max = 5 in Case 1, Case 2 and Case 3. The common ES locations are clearly observed in the three cases. Buses 2 and 5 are selected as potential ES locations for all cases. The two buses are not directly connected but are electrically close to each other and are adjacent to the congested transmission lines. The sizing decisions for N max = 1 are shown in Table 4 . In Case 1, profit maximization is achieved by the entities investing in the used batteries, which are more economical. As mentioned before, the available capacity of the used batteries is lower than that of the new batteries that occupy the same space. Due to the binding maximum capacity constraint, the capacity loss has a great impact on the sizing decisions. Therefore, it is more profitable to invest in the new batteries in Case 2. In Case 3, when the maximum capacity constraint and investment budget constraint are simultaneously binding, both new and used batteries are invested in. In summary, when the investment budget is considered, it is profitable for the ES entities to invest in the used batteries.
C. SENSITIVITY ANALYSES
The effects of the capacity/power costs, lifespan, capacity loss, extra costs (c add ) and ratio r on the investment decisions of the used batteries are analyzed here. Fig. 4 depicts the investment decisions of used batteries under different r 1 and r 2 in different cases. The sizing decision can be calculated from the energy-to-power ratio in these cases. In Case 1, the used batteries are the better choice, and thus no new batteries are invested in. It is evident that with the increase in costs, the investment capacities of the used batteries monotonically decrease. In particular, when the capacity and power costs of the used batteries are sufficiently high (e.g., r 1 = r 2 = 0.8), no batteries are invested in due to the binding investment budget constraint. Nevertheless, in Case 2, parameters r 1 and r 2 have no impact on the investment decisions. It is always best for profit maximization for the entities to invest in the new batteries in this case. Although the results for varying r 1 and r 2 are intuitive in Case 1, their impact on the sizing decision is not straightforward in Case 3. For example, as observed in Fig. 4 (c) , when r 2 is in the range of [0.3, 0.5], as r 2 increases, the installed capacity of the used batteries increases, while the installed capacity of the new batteries decreases.
Although the lifespan of the used batteries affects the total investment costs, it has little effect on the investment decision of the used batteries in the three cases when r 3 is in the range of [0.3,0.8].
Fig . 5 depicts the impact of the capacity loss r 4 of the used batteries on the investment decisions in Case 3. When the capacity loss increases, the installed capacity of the used batteries decreases, while the installed capacity of the new batteries increases. The capacity loss r 4 has little effect on the investment decisions in Case 1 and Case 2. (1)) on the investment decisions. As shown in Fig. 6 (a) , the results for varying c add and r are intuitive in Case 1; the installed capacities of the new/used batteries decrease/increase with c add and r. In Case 2, c add and r have no impact on the investment decisions, which are more affected by the capacity loss. In Case 3, the larger c add and r are, the lower the installed capacity of the used batteries. This is consistent with the observations made from Fig. 4 (c) (r 1 = r 2 = 0.3), since the increased c add and r entail decreased unit costs of the used batteries. When r 1 and r 2 are set to be 0.6, the installed capacity of the used batteries increases with c add and r, as shown in Fig. 7 .
D. COMPUTATIONAL EFFICIENCY
We test the proposed algorithm on the IEEE 24-bus and 118-bus systems. We measure the computational efficiencies achieved by employing the multi-cut frame and adding the valid inequalities in terms of the computing time, number of iterations and quality of the lower bounds. The results are shown in Table 5 , where A0 denotes the Benders decomposition algorithm with no acceleration technique, A1 and A2 denote the algorithms with the multi-cut framework and valid inequalities, respectively, and A12 denotes the algorithm with both acceleration techniques. The analyses are based on Case 1, and r 1 and r 2 are set to be 0.4.
From Table 5 , it is clear that the proposed accelerating Benders decomposition outperforms the other three algorithms in the two test systems. The multi-cut framework efficiently increases the convergence rate compared with the classical Benders algorithm. Although the valid inequalities do not have any significant impact on either the number of Benders iterations or the quality of the lower bound, with the multicut framework, they further reduce the number of iterations and consequently increase the convergence rate. Moreover, the enhanced computational efficiency of the accelerating Benders decomposition algorithm does not affect the quality of the lower bound.
VI. CONCLUSION
In this paper, the optimal investment strategy is proposed for a price-maker and profit-oriented merchant entity considering used batteries. The proposed strategy is formulated as a bilevel optimization model. On the upper level, the ES investment decisions and bidding/offering decisions in the market are optimized, which are subject to a lower-level market clearing process that maximizes social welfare. An algorithm is proposed based on Benders decomposition, and two acceleration techniques (valid inequalities and the multi-cut framework) are used to speed up the convergence of the algorithm. Case studies are performed on the IEEE Reliability Test System. We conclude that although the capacity loss is an obstacle to the investment in used batteries, it is profitable to invest in the used batteries when considering the investment budget. We also analyze the impacts of the lifespan, unit cost and capacity loss of the used batteries on the investment decisions. Furthermore, we demonstrate that the proposed accelerating Benders decomposition outperforms the classical Benders decomposition in terms of computational performance.
APPENDIX

A. LINEARIZATION OF EQUATION (4)
Equation (4) is nonlinear in the first term, which can be linearized by using some KKT equalities and the strong duality theorem equality.
From (40) 
B. LINEARIZATION OF CONSTRAINTS (48)-(65)
Assuming x · y = 0; x ≥ 0; y ≥ 0 (89) VOLUME 7, 2019 By using an auxiliary binary variable z, (89) can be equivalently expressed as [39] 0
where M is a large enough constant. 
