One of the biggest challenges in neuroimaging is to localize as accurately and precisely as possible the brain activity of subjects in vivo during the execution of specific tasks. In fact, the better the localization of areas involved in the task, the better the chances for neurologists / psychologists to understand the correct physiology of the brain.
Introduction
The MEG [1] is a noninvasive technique for brain activity mapping based on recording the induction magnetic field (in order 10 fT -100 fT) produced by electrical currents naturally occurring in the brain. The signal measured outside the scalp is mainly due to the superposition of time variant ionic current generated by the simultaneous depolarization of groups of neurons in the cortex. Brain activity, as typically all biological electromagnetic activity, has very low frequency components (f<1 kHz range).
This current (often modeled by current dipoles), may be split into two contribution: the so called primary current, flowing along the neuron dendrites; and the volume current that flows in the extracellular space and is due to the closure of the ohmic current loop in the conducting volume and depends on the shape and conductivity of the head.
From the measurements obtained by the MEG it is possible to try to localize the areas involved in the signal generation. Actually there exist different kinds of algorithms designed for the resolution of the MEG inverse problem, among which those belonging on the minimum norm algorithm family. Some examples are Minimum Norm Estimation [2] , Minimum Current Estimation [3] and LORETA [4] . The algorithm here proposed is linked to this family.
Methods
The brain volume is sampled on a 3D grid and in every knot is defined an electric current dipole with free polarization. The set of the polarization components is collected in the vector Q. The estimation of the vector elements is the goal of a MEG inverse problem algorithm.
The relation between the magnitude of the measured magnetic field B by a sensor positioned in ′ with the electric dipole positioned in can be resumed by the following:
where is the orientation of the i-th sensor. Once the positions of the dipoles and sensors are defined, L becomes a linear operator. Effects of the volume currents are treated as described in [5] .
Due to the ill-posedness of the linear system defined by Eq.1 (in real cases n>>m) and to the presence of measurement noise, the solution of the inverse problem must be reformulated with the following minimization problem:
Where V is the standardization matrix, here defined according to [6] and Q , is the ℓ , norm defined as:
where ( , , ) are the polarization components of the i-th dipole. The adoption of the ℓ , norm ensures both the sparsity and the rotational invariance [7] .
RESTRICTA is the specialization of the general scheme proposed in [8] for the resolution of MEG inverse problem. The weight matrix is initialized so as to perform the standardization of L as described in [6] in order to mitigate the bias on the estimation of the depth of the activation areas. The weight matrix is updated in every iteration in order to refine the standardization and to correct false positive activation in presence of noisy data.
RESTRICTA can be resumed by the following pseudocode:
1, ; END
The algorithm ends when the desired grade of sparsity is reached.
Simulation results
The simulations were carried out considering a standard anatomical model of the head as phantom [9] , consisting of a sampling of the scalp and one of the volume of the brain (the latter is executed on a regular grid of 4 mm of step). The configuration of the field sensors, along with their orientation [10] , is considered the same as the 153-channel MEG system [11] is currently operating at the Institute of Advanced Biomedical Technologies (ITAB), University "G. d'Annunzio" of Chieti-Pescara.
The components of the polarization of the dipoles (r ) used for the definition of the matrix L are oriented in such a way to present a radial component and two components orthogonal to it. This choice is dictated by the need to isolate the magnetically silent [12] component of the elementary dipoles during the simulations, and it is justified by the rotational invariance of the resolution method adopted, as discussed above.
Vectors B are obtained by solving the direct problem of MEG using sources whose intensity was distributed spatially according to a Gaussian ball ( 1.5 ) centered at 3000 different locations within the brain volume.
As useful parameters to quantify the quality of the estimated solution, we use the following ones: Dipole Localization Error (DLE), Spatial Dispersion (SD) [13] and Area Under the Curve (AUC) [14] . DLE, SD and AUC were calculated for the reconstructions performed with RESTRICTA and compared with those obtained with eLORETA applied to the same data, in order to compare the performance of the algorithm proposed here with those of an algorithm already known in the literature.
The matrix used for the standardization for RESTRICTA and for eLORETA are identical, and the control parameter of the matrix of standardization has been set to: α 450.
In table 1, are reported the mean values and variances of the parameters to vary in the number of iterations (only the first three) of the RESTRICTA and regularization parameter τ, which is taken as the threshold for the step of thresholding the FISTA [15] . 
Conclusions
The adoption of RESTRICTA ensures that the SD of the estimated activation decreases with increasing the number of iterations, irrespective of the presence or absence of noise. If you use a high value of the regularization parameter (as in the case reported here of τ = 0.75) there is also a decrease in AUC. This is mainly due to the fact that with the progress of iterations it can run in an underestimation of the activation which leads to a deterioration in the overlap with the test activation.
In the absence of noise the mean value of the DLE of RESTRICTA is slightly worse (maximum 0.4 mm) but from the second iteration its variance is about the 30% less than eLORETA. Such behavior does not seem to depend on the value of the regularization parameter.
In the presence of noise there is still the lowering of the variance of the DLE, to which is added a lowering of the average value of the order of 30% compared to eLORETA. Setting a higher regularization factor seems to get a better result.
