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Abstract
In [5] it was proved that, given a distribution  with zero mean and finite second moment,
we can find a simply connected domain 
 such that if Z
t
is a standard planar BM, then
Re(Z



) has the distribution . In this note, we extend his method to prove that if  has a
finite Lp moment then the exit time 


has a finite moment of order p
2
.
1 Introduction and statement of results
In what follows, Z
t
is a standard planar Brownian motion starting at 0, and for any plane domain

 containing 0 we let 


denote the first exit time of Z
t
from 
. In the elegant recent paper [5]
the author proved the following theorem.
Theorem 1. Given a probability distribution  on R with zero mean and finite second moment,
we can find a simply connected domain 
 such that Re(Z



) has the distribution . Furthermore
we have E[


℄ <1.
Our main result is the following generalization.
Theorem 2. Given a probability distribution  on R with zero mean and finite p-th moment (with
1 < p < 1), we can find a simply connected domain 
 such that Re(Z



) has the distribution .
Furthermore we have E[(


)
p=2
℄ <1.
The proof of this result depends on a number of known properties of the Hilbert transform
and of the exit time 


, and is rather short. However the results needed are scattered through
a number of different subfields of probability and analysis, and in an attempt to make the paper
self-contained we have included a certain amount of exposition on these topics. We will prove the
theorem in the next section.
Before turning to the proof, however, we would like to give several reasons why we feel that
our extension is worth noting. The moments of 


have special importance in two dimensions, as
they carry a great deal of analytic and geometric information about the domain 
. The first major
work in this direction seems to have been by Burkholder in [2], where it was proved among other
things that finiteness of the p-th Hardy norm of 
 is equivalent to finiteness of the p
2
-th moment
of 


. To be precise, for any simply connected domain 
 let
H(
) = supfp > 0 : E[(


)
p
℄ <1g;
note that H(
) is proved in [2] to be exactly equal to half of the Hardy number of 
, as defined
in [6], which is defined to be
~
H(
) = supfq > 0 : lim
r%1
Z
2
0
jf(re
i
)j
q
d <1g;
where f is a conformal map from the unit disk onto 
. This equivalence was used in [2] to
show for instance that H(W

) =

2
, where W

= f0 < Arg(z) < g is an infinite angular wedge
with angle . In fact, coupled with the purely analytic results in [6] this can be used to determine
H(
) for any starlike domain 
. If we assume that V is starlike with respect to 0, then we may
define
1
Ar;

= maxfm(E) : E is a subarc of 
 \ fjzj = rgg; (1.1)
and this quantity is non-increasing in r (herem denotes angular Lebesgue measure on the circle).
We may therefore let A


= lim
r%1
A
r;

, and then combining the results in [6] and [2] (see also
[8]) we have H(
) = 
2A


. In this sense, the quantity H(
) provides us with some sort of measure
of the aperture of the domain at 1. Also in [8], a version of the Phragme´n-Lindelo¨f principle was
proved that makes use of the quantity H(
). Furthermore, the quantity E[(


)
p
℄ provides us with
an estimate for the tail probability P (


> Æ): by Markov’s inequality, P (


> Æ) 
E[(


)
p
℄
Æ
p
.
For these reasons, we would argue that Theorem 2 gives a partial answer to the following
intriguing question posed by Gross in [5]: given a probability distribution  and a corresponding 

such that Re(Z



) has distribution , in what sense are properties of  reflected in the geometric
properties of 
? We will have more comments on this question in the final section.
2 Preliminaries and proof of Theorem 2
The proof of Theorem 2 is mainly based on the Hilbert transform theory for periodic functions,
and we give here a brief summary of this. For further details about the topic, we refer the reader
to [3].
The Hilbert transform of a 2- periodic function f is defined by
H
f
(x) := PV

1
2
Z

 
f(x  t) ot(
t
2
)dt

= lim
!0
1
2
Z
jtj
f(x  t) ot(
t
2
)dt
where PV denotes the Cauchy principal value, which is required here as the trigonometric function
t 7 ! ot() has a simple pole at k with k 2 Z. Note that the more standard Hilbert transform is
defined for functions f on the real line by
PV

1
2
Z
+1
 1
f(x  t)
t
dt

:
However, replacing 1
t
by ot( t
2
) in the integrand is natural because ot( t
2
) is the function which
results by ”wrapping” 1
t
around the circle; to be precise, ot() satisfies the following identity ([9]):
ot(z) =
1
z
+ 2z
+1
X
n=1
1
z
2
  n
2
=

z
+ 
+1
X
n=1

1
z + n
+
1
z   n

In this sense, ot( t
2
) can be seen as the periodic version of the function 1
t
. Let us now sketch
the ideas for Gross’ proof, so that we may see where the Hilbert transform comes in. We assume
for now that  has finite second moment. Let F be the c.d.f of  and consider the pseudo-inverse
function of F defined by
G(u) := inffx 2 RjF (x)  ug:
Note that G is defined for u 2 [0; 1℄. It is well known that G(Uni
(0;1)
) has  as distribution.
Now consider the 2-periodic function ' whose restriction to ( ; ) is G( jj

). The map ' is
even, increasing on (0; ) and belongs to L2, where Lp here and elsewhere in the paper denotes
L
p
([ ; ℄). Thus its Fourier series is well defined and converges to ' in L2. We obtain hence
'() =
+1
X
n=1
b'(n) os(n)
where the n-th Fourier coefficient b'(n) is defined for all non negative integers n by b'(n) =
1
2
R
2
0
f(t) os(nt)dt. It is clear that this is the real part of the power series generated by the
Fourier coefficients e'(z) :=
P
+1
n=1
b'(n)z
n evaluated at z = ei ; that is
Re(e'(e
i
)) = '() (2.1)
Note that Im(e'(ei)) is given by '() =
P
+1
n=1
b'(n) sin(n), and this is the Hilbert transform of
'. A crucial property of e', as is shown in [5], is that it is univalent. The image domain 
 := e'(D)
is therefore simply connected, and it is also symmetric over the x-axis as e'(z) = e'(z). Using
the conformal invariance of Z
t
, and the fact that Z
D
is uniformly distributed on the boundary
2
of D, we conclude by (2.1) that Re(e'(Z
D
)) has distribution . Furthermore, Parseval’s identity
and martingale theory implies that E[


℄ =
1
2
P
1
n=1
jb'(n)j
2 (see [1]), and this sum is finite since
' 2 L
2.
Let us now see how we can extend this argument to prove Theorem 2. We will assume now
that  has a finite p-th moment, where p > 1. It follows as above that ' 2 Lp. The Fourier series
P
+1
n=1
b'(n) os(n) is still well defined and converges to ' in Lp ([4, Thm. 3.5.7]). Parseval’s
identity is no longer available to us, but the following result allows us to conclude that the Hilbert
transform
P
+1
n=1
b'(n) sin(n) of ' is also in Lp:
Theorem 3. [3] If f is in Lp then its periodic Hilbert transform H
f
does exist almost everywhere
and we have
jjH
f
jj
L
p
 
p
jjf jj
L
p (2.2)
for some positive constant 
p
.
We see that, as its real and imaginary parts are in Lp, the analytic function ~'(z) =
P
+1
n=1
b'(n)z
n
lies in the Hardy spaceHp, which is the space of all holomorphic maps on the disk with finite Hardy
p-norm, defined as
jjf jj
H
q
:=

lim
r%1
1
2
Z
2
0
jf(re
it
)j
q
dt

1
q
:
~'(z) is also injective, by the same argument as was used in [5], and therefore 
 = ~'(D) is
simply connected. By a theorem of Burkholder in [2] we have that if f is a conformal function on
the unit disk then the following equivalence holds:

f(D) 2 L
p
2
() jjf jj
H
q
<1 (2.3)
We see therefore that E[(


)
p=2
℄ <1, and the theorem is proved.
3 Concluding remarks
We do not know whether Theorem 2 holds for 1
2
 p  1. There are many difficulties to proving
the result in this range. One is that the analogue of Theorem 3 does not hold, even for p = 1; for
a counterexample, see [7, p. 212]. Furthermore Hp and Lp are not as well behaved for p < 1; their
respective norms are not true norms, for instance, as the triangle inequality fails. In any event,
regardless of the veracity of the theorem for 1
2
 p  1, it is certainly false for p < 1
2
, or at the
very least an entirely new method of proof would need to be found. This is because for any simply
connected domain 
 strictly smaller than C itself we have E[(


)
p=2
℄ < 1 for any p < 1
2
; this is
proved in [2].
The question posed by Gross in [5] on how properties of  are reflected in the geometry of

 is, in our opinion, an interesting one. Gross proposed finding a condition which forced 
 to
be convex; this appears difficult, especially considering that according to Gross’ simulations the
domain corresponding to a Gaussian is not convex. We would like therefore to suggest several
weaker properties that 
 might have, and propose that finding sufficient conditions on  for these
might be interesting problems.
• 
 is starlike with respect to 0.
• sup
z2

jIm(z)j < 1. That is, 
 is contained in an infinite horizontal strip. Note that this
would imply that all moments of  are finite, because all moments of the exit time of a strip
are finite, but that this is not sufficient: if 
 is the parabolic region fx > y2   1g, then all
moments of 


are finite (proof: 
 can fit inside a rotated and translated wedge W

with
arbitrarily small aperture , and therefore its exit time is dominated by that of the wedge,
which can have finite p-th moment for as large p as we like) but sup
z2

jIm(z)j =1.
• lim sup
jRe(z)j!1;z2

jIm(z)j = 0.
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