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CONTRACTIONS WITH RANK ONE DEFECT OPERATORS AND
TRUNCATED CMV MATRICES
YURY ARLINSKI˘I, LEONID GOLINSKI˘I, AND EDUARD TSEKANOVSKI˘I
Abstract. The main issue we address in the present paper are the new models for com-
pletely nonunitary contractions with rank one defect operators acting on some Hilbert space
of dimension N ≤ ∞. These models complement nicely the well-known models of Livsˇic and
Sz.-Nagy–Foias. We show that each such operator acting on some finite-dimensional (re-
spectively separable infinite-dimensional Hilbert space) is unitarily equivalent to some finite
(respectively semi-infinite) truncated CMV matrix obtained from the “full” CMV matrix
by deleting the first row and the first column, and acting in CN (respectively ℓ2(N)). This
result can be viewed as a nonunitary version of the famous characterization of unitary oper-
ators with a simple spectrum due to Cantero, Moral and Vela´zquez, as well as an analog for
contraction operators of the result from [4] concerning dissipative non-self-adjoint operators
with a rank one imaginary part. It is shown that another functional model for contractions
with rank one defect operators takes the form of the compression f(ζ)→ PK (ζ f(ζ)) on the
Hilbert space L2(T, dµ) with a probability measure µ onto the subspace K = L2(T, dµ)⊖C.
The relationship between characteristic functions of sub-matrices of the truncated CMV
matrix with rank one defect operators and the corresponding Schur iterates is established.
We develop direct and inverse spectral analysis for finite and semi-infinite truncated CMV
matrices. In particular, we study the problem of reconstruction of such matrices from their
spectrum or the mixed spectral data involving Schur parameters. It is pointed out that
if the mixed spectral data contains zero eigenvalue, then no solution, unique solution or
infinitely many solutions may occur in the inverse problem for truncated CMV matrices.
The uniqueness theorem for recovered truncated CMV matrix from the given mixed spectral
data is established. In this part the paper is closely related to the results of Hochstadt and
Gesztesy–Simon obtained for finite self-adjoint Jacobi matrices.
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1. Introduction
It is well known [2] that every self-adjoint or unitary operator with a simple spectrum act-
ing on some separable Hilbert space is unitarily equivalent to the operator of multiplication
by the independent variable on the Hilbert space L2(R, dµ) or L2(T, dµ), respectively, where
dµ is a probability measure on the real line R or on the unit circle T = {ζ ∈ C : |ζ | = 1}.
The matrix representation of self-adjoint operators with simple spectrum was established
for the first time by Stone [1]. He proved that every self-adjoint operator with a simple
spectrum is unitarily equivalent to a certain Jacobi (tri-diagonal) matrix of the form
(1.1) J =

b1 a1 0 0 0 · ·
a1 b2 a2 0 0 · ·
0 a2 b3 a3 0 · ·
· · · · · · ·
 ,
where ak > 0, and bk are real numbers for all k ∈ N. The non-self-adjoint version of the
Stone theorem has been recently obtained in [4] for dissipative non-self-adjoint operators with
rank one imaginary part. It turned out that the matrix representation of such operators is
a non-self-adjoint Jacobi matrix of the form (1.1) with only nonreal first entry b1 satisfying
Im b1 > 0.
The problem of the canonical matrix representation of a unitary operator with a simple
spectrum has been recently solved by M. Cantero, L. Moral and L. Vela´zquez in [11]. They
introduced and studied five-diagonal unitary matrices of the form
(1.2) C = C({αn}) =

α¯0 α¯1ρ0 ρ1ρ0 0 0 . . .
ρ0 −α¯1α0 −ρ1α0 0 0 . . .
0 α¯2ρ1 −α¯2α1 α¯3ρ2 ρ3ρ2 . . .
0 ρ2ρ1 −ρ2α1 −α¯3α2 −ρ3α2 . . .
0 0 0 α¯4ρ3 −α¯4α3 . . .
. . . . . . . . . . . . . . . . . .
 .
Such matrix appears as a matrix representation of the unitary operator (Uf)(ζ) = ζf(ζ) in
L2(T, dµ) with respect to the orthonormal system {χn} obtained by orthonormalization of the
sequence {1, ζ, ζ−1, ζ2, ζ−2, . . .}. The so called Schur parameters or Verblunsky coefficients
{αn}, |αn| < 1, arise in the Szego˝ recurrence formula
ζΦn(ζ) = Φn+1(ζ) + α¯nζ
nΦn(1/ζ¯), n = 0, 1, . . .
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for monic orthogonal with respect to dµ polynomials {Φn}, and ρn :=
√
1− |αn|2. The
matrices C({αn}) are called the CMV matrices. The spectral analysis of CMV matrices has
recently attracted much attention, and we refer on this matter to the papers [11, 12, 20, 36,
37, 38].
The spectral theory of non-self-adjoint and nonunitary operators and their models is based
on the concept of characteristic function of the corresponding operator or the operator
colligation [6, 9, 10, 26, 27, 28, 29, 30, 31, 32, 33, 39].
In this paper we employ the Sz.-Nagy–Foias theory [39] and the unitary colligations ap-
proach [10] to the spectral analysis of contractions acting on Hilbert spaces. The correspond-
ing characteristic function belongs to the Schur class of operator-valued functions holomor-
phic in the open unit disk D. By Sz.-Nagy–Foias theorem [39, Proposition VI.2.1] each
completely nonunitary contraction T with rank one defect operators DT = (I−T
∗T )1/2 and
DT ∗ = (I − TT
∗)1/2 (shortly, with rank one defects) is unitarily equivalent to the operator
(functional model) of the form
HΘ =
(
H2 ⊕ clos∆L2(T))
)
⊖
{
Θu⊕∆u : u ∈ H2
}
=
=
{(
f
g
)
: f ∈ H2, g ∈ clos∆L2(T)), PH2(Θf +∆g) = 0
}
,
TΘ
(
f
g
)
= PHΘ ζ
(
f
g
)
, T∗Θ
(
f
g
)
=
(
ζ¯(f − f(0))
ζ¯g
)(
f
g
)
∈ HΘ,
where H2 is the Hardy space,
Θ = ΘT (z) =
(
−T + zDT ∗(I − zT
∗)−1DT
)
↾DT
is the characteristic function of T , ∆2 = 1− |Θ|2, PH2 is the orthogonal projection onto H
2
in L2(T), and PHΘ is the orthogonal projection onto the model space HΘ.
We obtain a new functional model that complements the above mentioned Sz.-Nagy–Foias
functional model, and show that every completely nonunitary contraction T with rank one
defects is unitarily equivalent to the compression f(ζ) → PK (ζ f(ζ)) on the Hilbert space
L2(T, dµ) with a probability measure µ onto subspace K = L2(T, dµ)⊖ C.
We study the so called truncated CMV matrix T obtained from the “full” CMV matrix
C = C({αn}) (1.2) by deleting the first row and the first column:
T = T ({αn}) =

−α¯1α0 −ρ1α0 0 0 . . .
α¯2ρ1 −α¯2α1 α¯3ρ2 ρ3ρ2 . . .
ρ2ρ1 −ρ2α1 −α¯3α2 −ρ3α2 . . .
. . . . . . . . . . . . . . .
 .
In the semi-infinite case T takes on the block-matrix form (see Section 4.3)
T =

B1 C1 0 0 0 · ·
A1 B2 C2 0 0 · ·
0 A2 B3 C3 0 · ·
· · · · · · ·
 .
It turned out that the truncated CMV matrix T ({αn}) is a contraction with rank one defects,
and the Sz.-Nagy–Foias characteristic function that agrees with the Schur function f asso-
ciated with the measure µ [37]. Moreover, we show that the sub-matrix T (k)({αn}) obtained
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from T ({αn}) by deleting the first k rows and columns is also a contraction with rank one
defects, and its characteristic function agrees with the well known kth Schur iterate
fk(z) =
fk−1(z)− αk−1
z(1− α¯k−1fk−1(z))
, f0(z) = f(z).
This relation is an analog of the corresponding relation between the m-function of a Jacobi
matrix and the m-function of its sub-matrix (cf. [21]).
Our main result states that each completely nonunitary contraction T with rank one defects
is unitarily equivalent to the one-parameter family T ({eitαn}), where {αn} are the Schur
parameters of the Sz.-Nagy–Foias characteristic function of T . We develop direct and inverse
spectral analysis for finite and semi-infinite truncated CMV matrices. It is shown that given
an arbitrary set of N not necessarily distinct numbers from D there is a one-parameter
family of unitarily equivalent N × N truncated CMV matrices having those numbers as the
eigenvalues counting algebraic multiplicity. We prove the uniqueness of N × N truncated
CMV matrix T with given not necessarily distinct eigenvalues z1, . . . , zr and given first N −
r + 1 Schur parameters α0(T ), . . . , αN−r(T ). This result on inverse spectral analysis of
finite truncated CMV matrices is an analog of the Hochstadt [23] and Gesztesy-Simon [21]
uniqueness theorems for finite self-adjoint Jacobi matrices as well as for established in [4]
uniqueness theorem for finite non-self-adjoint Jacobi matrices with rank one imaginary part.
We obtain the existence of N ×N truncated CMV matrix T when its eigenvalues z1, . . . , zm
and the last Schur parameters αm(T ), . . . , αN(T ) are known.
Here is a summary of the rest of the paper. In Sections 2 and 3 we discuss some basics from
the Sz.-Nagy–Foias theory and the unitary colligations with the focus upon the characteristic
function and its properties. Section 4 provides a brief overview of the theory of orthogonal
polynomials on the unit circle and CMV matrices. The main results concerning truncated
CMV matrices and the models of completely nonunitary contractions with rank one defects
are presented in Section 5 and 6. The final section 7 deals with the inverse spectral analysis
for truncated CMV matrices.
2. Contractions, unitary colligations, and their characteristic functions
2.1. Contractions and the Sz.- Nagy – Foias characteristic functions. Let H be a
separable Hilbert space with the inner product (·, ·). A bounded linear operator T in H is
called a contraction if ‖T‖ ≤ 1 (for the basic properties of contractions see [39, Chapter I]).
If T is a contraction then the operators
DT := (I − T
∗T )1/2, DT ∗ := (I − TT
∗)1/2
are called the defect operators of T or shortly defects, and the subspaces DT = ranDT ,
DT ∗ = ranDT ∗ the defect subspaces of T . The dimensions dimDT , dimDT ∗ are known as
the defect numbers of T . Given a pair of numbers n, n∗ = 0, 1, . . . ,∞ it is easy to construct
a contraction with n = dimDT , n
∗ = dimDT ∗ . Each contraction T acting on a finite
dimensional Hilbert space has equal defect numbers: n = n∗.
The defect operators satisfy the following intertwining relations
(2.1) TDT = DT ∗T, T
∗DT ∗ = DTT
∗,
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and the block-operators(
−T ∗ DT
DT ∗ T
)
:
(
DT ∗
H
)
→
(
DT
H
)
,
(
−T DT ∗
DT T
∗
)
:
(
DT
H
)
→
(
DT ∗
H
)
are unitary operators in the corresponding orthogonal sums of the spaces. It follows from
(2.1) that TDT ⊂ DT ∗ , T
∗DT ∗ ⊂ DT , and T (kerDT ) = kerDT ∗ , T
∗(kerDT ∗) = kerDT .
Moreover, T ↾ kerDT and T
∗↾ kerDT ∗ are isometric operators. It follows that T is a quasi-
unitary extension [26] of the isometric operator V = T ↾ kerDT (for the definition see Section
6.2).
A contraction T is called completely nonunitary if there is no nontrivial reducing subspace
of T , on which T generates a unitary operator. One of the fundamental results of the
contractions theory [39, Theorem I.3.2] reads that, given a contraction T in H , there is a
canonical orthogonal decomposition
H = H0 ⊕H1, T = T0 ⊕ T1, Tj = T ↾Hj , j = 0, 1,
where H0 and H1 reduce T , T0 is a completely nonunitary contraction, and T1 is a unitary
operator. Moreover,
H1 =
(⋂
n≥1
kerDTn
)⋂(⋂
n≥1
kerDT ∗n
)
,
so,
(2.2) T is completely nonunitary ⇐⇒
(⋂
n≥1
kerDTn
)⋂(⋂
n≥1
kerDT ∗n
)
= {0}.
Clearly, ⋂
n≥1
kerDTn = H ⊖ span {T
∗nDTH, n = 0, 1, . . .} ,⋂
n≥1
kerDT ∗n = H ⊖ span {T
nDT ∗H, n = 0, 1, . . .} .
(2.3)
Let V be an isometry in H . A subspace Ω in H is called wandering for V if V pΩ ⊥ V qΩ
for all p, q ∈ Z+, p 6= q. Since V is an isometry, the latter is equivalent to V
nΩ ⊥ Ω for all
n ∈ N. If H =
∑∞
n=0⊕V
nΩ, then V is called a unilateral shift and Ω is called the generating
subspace. The dimension of Ω is called the multiplicity of the unilateral shift V . It is well
known [39, Theorem I.1.1] that V is a unilateral shift if and only if
⋂∞
n=0 V
nH = {0}. Clearly,
if an isometry V is the unilateral shift in H , then Ω = H ⊖ V H is the generating subspace
for V .
Given a contraction T in H and a subspace H ⊂ H , the unilateral shift V : H → H
is said to be contained in T , if H is invariant for T , and T ↾H = V [13]. The subspaces⋂
n≥1
kerDTn and
⋂
n≥1
kerDT ∗n are invariant for T and T
∗, respectively, and the operators
VT := T ↾
⋂
n≥1
kerDTn and VT ∗ := ↾
⋂
n≥1
kerDT ∗n are unilateral shifts. Moreover, VT and VT ∗
are the maximal unilateral shifts contained in T and T ∗. The multiplicities of the shifts VT
and VT ∗ do not exceed the defect numbers dimDT ∗ and dimDT , respectively [15]. If T is a
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completely nonunitary contraction with rank one defects, then (see [13], [15, Theorem 1.7])
T does not contain the unilateral shift ⇐⇒ T ∗ does not contain the unilateral shift
⇐⇒
⋂
n≥1
kerDTn = {0} ⇐⇒
⋂
n≥1
kerDT ∗n = {0}.(2.4)
The function (see [39, Chapter VI])
ΘT (z) =
(
−T + zDT ∗(I − zT
∗)−1DT
)
↾DT
is known as the characteristic function of the Sz.-Nagy – Foias type of a contraction T . This
function belongs to the Schur class S(DT ,DT ∗) of L(DT ,DT ∗)-valued holomorphic in the
unit disk D operator-functions, i.e., ‖ΘT (z)‖ ≤ 1 for z ∈ D. Moreover, the function ΘT
satisfies the condition ‖ΘT (0)f‖ < ‖f‖ for all f ∈ DT \ {0}. The characteristic functions of
T and T ∗ are connected by the relation
ΘT ∗(z) = Θ
∗
T (z¯), z ∈ D.
Two operator-valued functions Θ1 ∈ S(M1,N1) and Θ2 ∈ S(M2,N2) are said to agree if
there are two unitary operators V : N1 → N2 and W : M2 →M1 such that
VΘ1(z)W = Θ2(z), z ∈ D.
It is well known [39, Theorem VI.3.4], that two completely nonunitary contractions T1 and
T2 are unitary equivalent if and only if their characteristic functions ΘT1 and ΘT2 agree.
Every operator-valued function Θ from the Schur class S(M,N) has almost everywhere
nontangential strong limit values Θ(ζ), ζ ∈ T. A function Θ ∈ S(M,N) is called inner if
Θ∗(ζ)Θ(ζ) = IM for a.e. ζ ∈ T, and co-inner if Θ(ζ)Θ
∗(ζ) = IN for a.e. ζ ∈ T. A function
Θ ∈ S(M,N) is called bi-inner, if it is both inner and co-inner. A contraction T on a Hilbert
space H belongs to the classes C0 · (C· 0), if
s− lim
n→∞
T n = 0 (s− lim
n→∞
T ∗n = 0),
respectively. By definition C00 := C0 ·∩C· 0. The completely nonunitary part of a contraction
T belongs to the class C· 0, C0 ·, or C00 if and only if its characteristic function ΘT (z) is inner,
co-inner, or bi-inner, respectively (cf. [39, Section VI.2]).
In the following statement [39, Theorem VI.4.1] the spectrum of completely nonunitary
contractions is described.
Theorem 2.1. Let T be a completely nonunitary contraction on H. Denote by ST the set
of points z ∈ D for which the operator ΘT (z) is not boundedly invertible, together with those
z ∈ T not lying on any of the open arcs of T on which ΘT is a unitary operator valued
analytic function. Furthermore, denote by S0T the set of points z ∈ D for which ΘT (z) is not
invertible at all. Then the spectrum σ(T ) of T agrees with ST , and the point spectrum σp(T )
with S0T .
If T is a completely nonunitary contraction with rank one defects, and if z0 is an eigenvalue
of T , then the geometric multiplicity of z0 is one, the algebraic multiplicity is finite, and the
characteristic function ΘT admits the following factorization
ΘT (z) = c
∏ z¯k
zk
zk − z
1− z¯kz
exp
− 2pi∫
0
eit + z
eit − z
dµ(t)
 exp
 1
2π
2pi∫
0
eit + z
eit − z
ln k(t)dt
 ,
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where |c| = 1, k(t) ≥ 0, ln k(t) ∈ L1[0, 2π], µ is a finite nonnegative measure singular
with respect to the Lebesgue measure, and {zk} are the eigenvalues of T . In addition, if
dimH = N <∞, and T is a completely nonunitary contraction in H with rank one defects,
then its characteristic function is the finite Blaschke product of order N of the form
b(z) = eiϕ
m∏
k=1
(
z − zk
1− z¯kz
)lk
,
where z1, . . . , zm are distinct eigenvalues of T with the algebraic multiplicities l1, . . . , lm,
respectively, l1 + . . . + lm = N , and ϕ ∈ [0, 2π). Hence, a finite-dimensional completely
nonunitary contraction T with rank one defects belongs to the class C00, and lim
n→∞
||T n|| = 0.
It is easily seen from Theorem 2.1 that the point spectrum of a contraction T with rank one
defects agrees with D if and only if ΘT ≡ 0.
2.2. Unitary colligations and their characteristic functions. Every contraction T
acting on Hilbert space H can be included into the unitary operator colligation [10] 1
∆ =
{(
S G
F T
)
;M,N, H
}
,
where M and N are separable Hilbert spaces, and
U =
(
S G
F T
)
:
(
M
H
)
→
(
N
H
)
is a unitary operator. T is called the basic operator of the unitary colligation ∆. The spaces
M and N are called the left outer space and right outer space, respectively. The unitarity of
U means
U∗U =
(
IM 0
0 IH
)
, UU∗ =
(
IN 0
0 IH
)
.
or equivalently,
T ∗T +G∗G = IH , F
∗F + S∗S = IM, T
∗F +G∗S = 0,
TT ∗ + FF ∗ = IH , GG
∗ + SS∗ = IN, TG
∗ + FS∗ = 0.
(2.5)
The colligation
(2.6) ∆0 =
{(
−T ∗ DT
DT ∗ T
)
; DT ,DT ∗, H
}
provides an example of the unitary colligation with given basic operator T .
Let ∆ =
{(
S G
F T
)
;M,N, H
}
be a unitary colligation. Define the following subspaces
in H
(2.7) H(c) = span {T nFM, n = 0, 1, . . .}, H(o) = span {T ∗nG∗N, n = 0, 1, . . .}.
The subspaces H(c) and H(o) are called the controllable and the observable subspaces, re-
spectively. Let
(2.8) (H(c))⊥ := H ⊖H(c), (H(o))⊥ := H ⊖H(o).
1also known as the conservative system [5]
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A unitary colligation ∆ is called prime if H(c) +H(o) = H . Clearly, the latter condition is
equivalent to
(H(c))⊥ ∩ (H(o))⊥ = {0},
From (2.5) and (2.8) we get
(H(c))⊥ =
⋂
n≥0
ker(F ∗T ∗n) =
⋂
n≥0
ker(DT ∗T
∗n) =
⋂
n≥1
ker(DT ∗n),
(H(o))⊥ =
⋂
n≥0
ker(GT n) =
⋂
n≥0
ker(DTT
n) =
⋂
n≥1
ker(DTn).
(2.9)
It follows now from (2.2) that the unitary colligation ∆ =
{(
S G
F T
)
;M,N, H
}
is prime if
and only if T is a completely nonunitary operator.
Given a unitary colligation ∆ =
{(
S G
F T
)
;M,N, H
}
, its characteristic function 2 [10,
Section 3] is defined by
Θ∆(z) = S + zG(IH − zT )
−1F, z ∈ D.
This function belongs to the Schur class S(M,N) of L(M,N)-valued holomorphic in the unit
disk D operator-functions. In particular, the characteristic function of the unitary colligation
∆0 (2.6)
Θ0(z) =
(
−T ∗ + zDT (I − zT )
−1DT ∗
)
↾DT ∗
is in fact the Sz.-Nagy – Foias characteristic function of the operator T ∗.
Two prime unitary colligations
∆1 =
{(
S G1
F1 T1
)
;M,N, H1
}
and ∆2 =
{(
S G2
F2 T2
)
;M,N, H2
}
which have equal characteristic functions are unitarily equivalent in the following sense [10,
Theorem 3.2]: there exists a unitary operator V : H1 → H2 such that
V T1 = T2V, V F1 = F2, G2V = G1 ⇐⇒
(
IN 0
0 V
)(
S G1
F1 T1
)
=
(
S G2
F2 T2
)(
IM 0
0 V
)
Besides, given Θ ∈ S(M,N), there exists a prime unitary colligation
∆ =
{(
S G
F T
)
;M,N, H
}
such that Θ∆ = Θ in D [10, Theorem 5.1].
Later on in Section 3 we will need the following result.
Theorem 2.2. Let T be a contraction acting on Hilbert space H with finite defect numbers.
Suppose that M and N are two given Hilbert spaces such that dimN = dimDT and dimM =
dimDT ∗. Then all unitary colligations with the basic operator T and outer subspaces M and
N take the form
(2.10) ∆ =
{(
−KT ∗M KDT
DT ∗M T
)
;M,N, H
}
,
2the transfer function of the system [5]
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where K : DT → N and M : M → DT ∗ are unitary operators. The characteristic function
of ∆ is
Θ∆(z) = KΘT ∗(z)M, z ∈ D,
i.e., Θ∆ agrees with the characteristic function ΘT ∗ of T
∗.
Proof. Let ∆ =
{(
S G
F T
)
;M,N, H
}
be a unitary colligation. From the relation G∗G +
T ∗T = IH it follows that
||Gf ||2 = ||DTf ||
2, f ∈ H.
Hence, the operator K : DT → N defined by
KDTf = Gf, f ∈ H,
is isometric, and ranK = N. Similarly, the relation FF ∗+TT ∗ = IH yields that the operator
N : DT ∗ →M given by the relation
NDT ∗f = F
∗f, f ∈ H
is isometric, and ranN = M. So M = N∗ : M→ DT ∗ is unitary, and F = DT ∗M .
From the relation T ∗F + G∗S = 0 we get T ∗DT ∗M + DTK
∗S = 0. Hence by (2.1)
T ∗M +K∗S = 0. As ranM = DT ∗, ranK
∗ = DT , and TDT ∗ ⊂ DT , we have
S = −KT ∗M.
Observe also that
TG∗ + FS∗ = TDTK
∗ −DT ∗MM
∗TK∗ = 0
SS∗ +GG∗ = KT ∗MM∗TK∗ +KD2TK
∗ = K(T ∗T + I − T ∗T )K∗ = IN,
S∗S + F ∗F = M∗TK∗KT ∗M +M∗DT ∗M = M
∗(TT ∗ + I − TT ∗)M = IM.
Thus, all conditions (2.5) are satisfied, i.e., the colligation ∆ is of the form (2.10).
Conversely, if dimN = dimDT < ∞, dimM = dimDT ∗ < ∞, and K : DT → N and
M : M→ DT ∗ are unitary operators, then one can easily see that U =
(
−KT ∗M KDT
DT ∗M T
)
:(
M
H
)
→
(
N
H
)
is a unitary operator, i.e., the relations (2.5) are satisfied. It follows that
∆ =
{(
S G
F T
)
;M,N, H
}
is a unitary colligation, where G = KDT , F = DT ∗M , S = −KT
∗M .
For the characteristic function Θ∆ we obtain for all z ∈ D
Θ∆(z) = S + zG(I − zT )
−1F = −KT ∗M + zKDT (I − zT )
−1DT ∗M = KΘT ∗(z)M.

Corollary 2.3. Let T be a contraction with finite defect numbers, dimN = dimDT , dimM =
dimDT ∗, and let ∆ =
{(
S G
F T
)
;M,N, H
}
be a unitary colligation. Then all other unitary
colligations with the basic operator T and outer subspaces M and N take the form
∆˜ =
{(
C1SC2 C1G
FC2 T
)
;M,N, H
}
,
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where C1 and C2 are unitary operators in N and M, respectively.
Proof. By Theorem 2.2 we have
G = KDT , F = DT ∗M, S = −KT
∗M,
where K : DT →M andM : N→ DT ∗ are unitary operators. If ∆˜ =
{(
S˜ G˜
F˜ T
)
;M,N, H
}
is some other unitary colligation then G˜ = K˜DT , F˜ = DT ∗M˜, S˜ = −K˜T
∗M˜, where
K˜ : DT → M and M˜ : N → DT ∗ are unitary operators. Let C1 := K˜K
−1, C2 := M
−1M˜ .
Then C1 and C2 are unitary operators in N and M, respectively, and
G˜ = C1G, F˜ = FC2, S˜ = C1SC2,
as needed. 
3. Completely nonunitary contractions with rank one defects and the
corresponding unitary colligations
Theorem 3.1. Each contraction T with rank one defects on the Hilbert space H can be
included into the unitary colligation
∆ =
{(
S G
F T
)
; C,C, H
}
.
Let ~1 =
(
1
0
)
∈ C⊕H, and let the subspaces (H(c))⊥ and (H(o))⊥ in H be defined by (2.8).
Then
(H(c))⊥ = (C⊕H)⊖ span {Un~1; n = 0, 1, . . .},
(H(o))⊥ = (C⊕H)⊖ span {U∗n~1; n = 0, 1, . . .},
(3.1)
and so the following conditions are equivalent:
(i) the unitary colligation ∆ =
{(
S G
F T
)
; C,C, H
}
is prime;
(ii) T is a completely nonunitary contraction;
(iii) ~1 is the cyclic vector for U : span {Un~1, n ∈ Z} = C⊕H.
All other unitary colligations with the basic operator T and the outer spaces C are of the
form
(3.2) ∆˜ =
{(
c1c2S c1G
c2F T
)
; C,C, H
}
,
where |c1| = |c2| = 1.
Proof. Since dimDT = dimDT ∗ = 1, by Theorem 2.2 we can choose the unitary colligation
∆ =
{(
S G
F T
)
;C,C, H
}
of the form (2.10), i.e., S = −KT ∗M, G = KDT , F = DT ∗M ,
and K : ranDT → C,M : C→ ranDT ∗ are isometric operators. So U =
(
S G
F T
)
:
(
C
H
)
→(
C
H
)
is the unitary operator.
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To prove (3.1), suppose that the vector ~h =
(
z
h
)
∈ C⊕H is orthogonal to the subspace
span {Un~1, n = 0, 1, . . .}. Then U∗n~h ⊥ ~1, n = 0, 1, . . . so z = 0 and ~h =
(
0
h
)
. By using
U∗ =
(
S∗ F ∗
G∗ T ∗
)
, we get consequently
F ∗h = 0, F ∗T ∗h = 0, F ∗T ∗2h = 0, . . . , F ∗T ∗kh = 0, . . .
It follows from (2.9) that h ∈ (H(c))⊥. Conversely, if h ∈ (H(c))⊥ then h ⊥ span {Un~1, n =
0, 1, . . .}. Similarly, (H(o))⊥ = (C⊕H)⊖
(
span {U∗n~1, n = 0, 1, . . .}
)
, as needed.
We arrive at the following conclusion:
~1 is a cyclic vector for U ⇐⇒ (H(c))⊥ ∩ (H(o))⊥ = {0} ⇐⇒
the unitary colligation ∆ =
{(
S G
F T
)
;C,C, H
}
is prime ⇐⇒
the operator T is completely nonunitary.
By Corollary 2.3 all other unitary colligations with the basic operator T and the outer
subspace C are given by (3.2) with |c1| = |c2| = 1. 
Remark 3.2. In terms of the Naimark dilations of a probability operator-valued measure on
the unit circle, the main result of Theorem 3.1 is proved in [14, Theorem 1.20].
Let us give more precise expressions for the operators F,G, and S. Let ϕ̂1 ∈ DT , ϕ̂2 ∈ DT ∗ .
Put
ϕ1 =
ϕ̂1
‖ϕ̂1‖
, ϕ2 =
ϕ̂2
‖ϕ̂2‖
.
Then
Kh = b1(h, ϕ1), h ∈ ranDT ,
M∗g = b2(g, ϕ2), g ∈ ranDT ∗ ,
where |b1| = |b2| = 1. Observe that Tϕ1 = −α0ϕ2 and T
∗ϕ2 = −α¯0ϕ1, where α0 is a complex
number from D. It follows that
D2Tϕ1 = (1− |α0|
2)ϕ1, D
2
T ∗ϕ2 = (1− |α0|
2)ϕ2.
Let ρ0 =
√
1− |α0|2. Since dim(ranD
2
T ) = dim(ranD
2
T ∗) = 1, the number ρ0 is a unique
positive eigenvalue of DT (DT ∗). Next,
Gh = b1(DTh, ϕ1) = b1(h,DTϕ1) = b1ρ0(h, ϕ1),
F ∗h = b2(DT ∗h, ϕ2) = b2(h,DT ∗ϕ2) = b2ρ0(h, ϕ2), h ∈ H.
Hence F1 = ρ0b¯2ϕ2. Since S = −KT
∗M , we get
S1 = −b1b¯2(T
∗ϕ2, ϕ1) = b1b¯2α¯0.
In the case dimH = N <∞ the operator T can be given by the N ×N matrix with respect
to some orthonormal basis and we can choose ϕ̂1(respectively, ϕ̂2), as one of the nonzero
columns of the matrix I − T ∗T (I − TT ∗). In addition,
Trace(I − T ∗T ) = Trace(I − TT ∗) = ρ20.
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Thus, if ϕ2 =

ϕ
(1)
2
ϕ
(2)
2
. . .
ϕ
(N)
2
, then the column F takes the form F = b¯2ρ0

ϕ
(1)
2
ϕ
(2)
2
. . .
ϕ
(N)
2
.
If ϕ1 =

ϕ
(1)
1
ϕ
(2)
1
. . .
ϕ
(N)
1
, then the row G takes the form G = b1ρ0 (ϕ¯(1)1 ϕ¯(2)1 . . . ϕ¯(N)1 ) . Finally,
the number S is given by −b1b¯2(T
∗ϕ2, ϕ1).
If dimH = N and T is a completely nonunitary contraction with rank one defects, then
Θ∆ is a finite Blaschke product
Θ∆(z) = e
iϕ
N∏
k=1
z − z¯k
1− zk z
,
where the numbers z1, . . . , zN are the eigenvalues of T . Since all other unitary colligations
are of the form (3.2), for the characteristic function Θe∆(z) we get Θe∆(z) = c1c2Θ∆(z) =
eitΘ∆(z), z ∈ D, and t ∈ [0, 2π).
Let U be a unitary operator with a cyclic vector e, acting on the Hilbert space H . The
spectral measure µ associated with U and e provides the relation
(F (U)e, e) =
∫
T
F (ζ)dµ(ζ),
which is the Spectral Theorem for unitaries. For instance,
(3.3) F (z) =
(
(U + zI)(U − zI)−1e, e
)
=
∫
T
ζ + z
ζ − z
dµ(ζ) , z ∈ D
is the Carathe´odory function (4.11), i.e., F is holomorphic in the unit disc D, ReF > 0 in
D, and F (0) = 1.
Theorem 3.3. Let T be a completely nonunitary contraction with rank one defects, ∆ ={(
S G
F T
)
; C,C, H
}
be the prime unitary colligation, and Θ∆ be its characteristic function.
Put
(3.4) F (z) =
(
(U + zI)(U − zI)−1~1,~1
)
, z ∈ D,
where U =
(
S G
F T
)
:
(
C
H
)
→
(
C
H
)
. Then
(3.5) Θ∆(z¯) =
1
z
F (z)− 1
F (z) + 1
, F (z) =
1 + zΘ∆(z¯)
1− zΘ∆(z¯)
, z ∈ D.
Proof. We use the well known Schur–Frobenius formula for the inverse of block operators
(see, e.g., [16, Section 0.2], [17, p. 57]). Let H1 and H2 be two Hilbert spaces, and Φ an
operator in H1 ⊕ H2 given by the block operator matrix
Φ =
(
A B
C D
)
:
(
H1
H2
)
→
(
H1
H2
)
.
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Suppose that D−1 ∈ L(H2) and (A−BD
−1C)−1 ∈ L(H1). Then Φ
−1 ∈ L(H1⊕H2,H1⊕H2)
and
Φ−1 =
(
K−1 −K−1BD−1
−D−1CK−1 D−1 +D−1CK−1BD−1
)
,
where K = A− BD−1C.
Applying this formula for
Φ = I − zU =
(
1− zS −zG
−zF I − zT
)
:
(
C
H
)
→
(
C
H
)
, z ∈ D,
we get K = 1− zS − z2G(I − zT )−1F = 1− zΘ∆(z). Therefore(
(I − zU)−1~1,~1
)
=
1
1− zΘ∆(z)
, z ∈ D.
Let
Ψ(z) =
(
(I + zU)(I − zU)−1~1,~1
)
, z ∈ D.
Clearly, the equality F (z) = Ψ(z¯) holds, which yields (3.5). 
Remark 3.4. Relations (3.5) is proved in [14, Theorem 1.20, Comments 2.8]. Our proof is
different.
4. OPUC and CMV matrices
4.1. Basics of OPUC. It is well recognized now that the theory of orthogonal polynomials
on the real line plays an important role in the spectral theory of self-adjoint operators
(and close to such operators) acting on Hilbert spaces. Likewise, the theory of orthogonal
polynomials on the unit circle (OPUC) appears in the same fashion in the study of unitary
operators and close to such operators. Here we recall some rudiments and advances of the
OPUC theory.
If µ is a nontrivial probability measure on T (that is, not supported on a finite set), the
monic orthogonal polynomials Φn(z, µ) (or Φn if µ is understood) are uniquely determined
by
(4.1) Φn(z) =
n∏
j=1
(z − zn,j),
∫
T
ζ−jΦn(ζ) dµ = 0, j = 0, 1, . . . , n− 1,
so on the Hilbert space L2(T, dµ), 〈Φn,Φm〉 = 0, n 6= m. We also consider the orthonormal
polynomials φn of the form φn = Φn/‖Φn‖.
In case when µ is supported on a finite set, that is,
(4.2) µ =
N∑
k=1
µkδ(ζk), ζk ∈ T,
a finite number of orthogonal polynomials {Φk}
N−1
k=0 can be defined in the same manner.
Clearly, (4.1) and the fact that the space of polynomials of degree at most n has dimension
n+ 1 imply
(4.3) deg(P ) = n, P⊥ ζj, j = 0, 1, . . . , n− 1⇒ P = cΦn.
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On L2(T, dµ) the anti-unitary map f ∗(ζ) := ζnf(ζ) (which depends on n) is naturally
defined. The set of polynomials of degree at most n is left invariant:
(4.4) P (z) =
n∑
j=0
pjz
j ⇒ P ∗(z) =
n∑
j=0
p¯n−jz
j .
(4.3) now implies
(4.5) deg(P ) ≤ n, P⊥ ζj, j = 1, . . . , n⇒ P = cΦ∗n.
A key feature of the unit circle is that the multiplication Uf = zf in L2(T, dµ) is a
unitary operator. So the difference Φn+1(z)− zΦn(z) is of degree n and orthogonal to z
j for
j = 1, 2, . . . , n, and by (4.5)
(4.6) Φn+1(z) = zΦn(z)− α¯n(µ)Φ
∗
n(z)
with some complex numbers αn(µ), called the Verblunsky coefficients [37]. (4.6) is known as
the Szego˝ recurrences after its first occurrence in the celebrated book [40] of G. Szego˝. (4.6)
at z = 0 imply
(4.7) αn(µ) = αn = −Φn+1(0).
It is known that for nontrivial measures |αn| < 1 for all n = 0, 1, 2, . . ., and for trivial
measures (4.2) one has a finite set of Verblunsky coefficients {αn}
N−1
n=0 with |αn| < 1, n =
0, 1, . . . , N − 2, and |αN−1| = 1. Since it arises often, define
(4.8) ρj :=
√
1− |αj|2, 0 ≤ ρj ≤ 1, |αj|
2 + ρ2j = 1.
The inverse Szego˝ recurrences are also of interest (cf. [37, Theorem 1.5.4]):
(4.9) zΦn(z) = ρ
−2
n
(
Φn+1(z) + α¯nΦ
∗
n+1(z)
)
.
The norm of the polynomials Φn in L
2(T, dµ) can be computed by:
||Φn|| =
n−1∏
j=0
ρj , n = 1, 2, . . . .
Let D∞ be the set of complex sequences {αj}
∞
j=0 with |αj | < 1. The map S, from µ →
{αj(µ)}
∞
j=0, is a well defined map from the set P of nontrivial probability measures on T
to D∞. It was S. Verblunsky who proved that S is a bijection. As a matter of fact, S
is a homeomorphism, provided P is equipped with the weak*-topology, and D∞ with the
topology of component convergence. Moreover, it follows directly from (4.6) that for two
measures µ1 and µ2
αj(µ1) = αj(µ2), j = 0, 1, . . . , n− 1 ⇒ Φj(z, µ1) = Φj(z, µ2), j = 0, 1, . . . , n.
Conversely, by (4.9)
Φn(z, µ1) = Φn(z, µ2) ⇒ αj(µ1) = αj(µ2), j = 0, 1, . . . , n− 1.
The orthonormal set {φn}n≥0 does not necessarily form a basis in L
2(T, dµ) (e.g., if dµ =
dm is the normalized Lebesgue measure on T, then φn = ζ
n and ζ−1 is orthogonal to all φn).
A celebrated result of Szego˝ – Kolmogorov – Krein reads that {φn} is a basis in L
2(T, dµ) if
and only if log µ′ 6∈ L1(T), where µ′ is the Radon – Nikodym derivative of µ with respect to
dm. In addition, the following result holds true (cf. [37, Theorem 1.5.7]).
CONTRACTIONS WITH RANK ONE DEFECT OPERATORS 15
Theorem 4.1. For any nontrivial probability measure µ on the unit circle, the following are
equivalent
(i) lim
n→∞
||Φn|| = 0;
(ii)
∞∑
n=0
|αn|
2 =∞;
(iii) the system {φn}
∞
n=0 is the orthonormal basis in L
2(T, dµ).
Note that if
∞∑
n=0
|αn|
2 <∞ and P is the orthogonal projection in L2(T, dµ) onto span {ζn, n =
0, 1, . . .}, then (see [36])
(4.10) ‖(I − P )ζ¯‖ =
∞∏
n=0
ρn.
Let us now turn to the basic properties of zeros {zn,j}
n
j=1 of OPUC. It is well known (cf.,
e.g., [37, Theorem 1.7.1]) that |zn,j| < 1 for all n and j. Moreover, a result of Geronimus [37,
Theorem 1.7.5] reads that given a monic polynomial Pn of degree n with all its zeros inside
D, there is a (nontrivial) probability measure µ on T such that Pn = Φn(µ). Actually, there
are infinitely many such measures, all of them have the same Verblunsky coefficients up to
the order n − 1, and the same moments up to the order n. Given a monic polynomial Pn
with all its zeros inside the disk, let us call a monic polynomial Qn+m an extension of Pn, if
there is a measure µ such that
Pn = Φn(µ), Qn+m = Φn+m(µ).
To obtain all such extensions one just has to extend a sequence of Verblunsky coefficients
α0, . . . , αn−1, which are completely determined by Pn, by a sequence β0, . . . , βm−1 with arbi-
trary βj ∈ D and then apply (4.6).
One of the most recent advances in the study of zeros of OPUC is the theorem of Simon
and Totik [37, Theorem 1.7.15], which claims that given a polynomial Pn as above, and
an arbitrary set of points z1, . . . , zm in the unit disk, not necessarily distinct, there is an
extension Qn+m of Pn such that Qn+m(zj) = 0, j = 1, 2, . . . , m, counting the multiplicity.
The latter as usual means that
zk = zk+1 = . . . = zk+p ⇒ Qn+m(zk) = Q
′
n+m(zk) = . . . = Q
(p)
n+m(zk) = 0.
The uniqueness of such extension is an open problem. A particular case m = 1 appeared
earlier in [3]. Now β0 = αn is defined uniquely from (4.6) by
0 = Qn+1(z1) = z1Pn(z1)− α¯nP
∗
n(z1).
This result will play a key role in the inverse problems with mixed data in Section 7.
4.2. Geronimus theory. There is an important analytic aspect of the OPUC theory which
was developed by Geronimus [18, 19] in 1940’s.
Given a probability measure µ on T, define the Carathe´odory function by
(4.11) F (z) = F (z, µ) :=
∫
T
ζ + z
ζ − z
dµ(ζ) = 1 + 2
∞∑
n=1
βnz
n, βn =
∫
T
ζ−ndµ
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the moments of µ. F is an analytic function in D which obeys ReF > 0, F (0) = 1. The
Schur function is then defined by
(4.12) f(z) = f(z, µ) :=
1
z
F (z)− 1
F (z) + 1
, F (z) =
1 + zf(z)
1− zf(z)
,
so it is an analytic function in D with supD |f(z)| ≤ 1. A one-to-one correspondence can
be easily set up between the three classes (probability measures, Carathe´odory and Schur
functions). Under this correspondence µ is trivial, that is, supported on a finite set, if and
only if the associate Schur function is a finite Blaschke product. Moreover, this Blaschke
product has the order N − 1 for measures (4.2).
We proceed with the Schur algorithm. Given a Schur function f = f0, which is not a finite
Blaschke product, define inductively
(4.13) fn+1(z) =
fn(z)− γn
z(1 − γ¯nfn(z))
, γn = fn(0).
It is clear that the sequence {fn} is an infinite sequence of Schur functions (called the n
th
Schur iterates) and neither of its terms is a finite Blaschke product. The numbers {γn} are
called the Schur parameters:
Sf = {γ0, γ1, . . . , }.
In case when
f(z) = eiϕ
N∏
k=1
z − zk
1− z¯kz
is a finite Blaschke product of order N , the Schur algorithm terminates at the N-th step.
The sequence of Schur parameters {γk}
N
k=0 is finite, |γk| < 1 for k = 0, 1, . . . , N − 1, and
|γN | = 1.
If a Schur function f is not a finite Blaschke product, the connection between the non-
tangential limit values f(ζ) and its Schur parameters {γn} is given by the formula
(4.14)
∞∏
n=0
(1− |γn|
2) = exp
{∫
T
ln(1− |f(ζ)|2)dm
}
(see [8]). It follows that
∞∑
n=0
|γn|
2 =∞ ⇐⇒ ln(1− |f(ζ)|2) /∈ L1(T).
In addition, if one of the conditions
(1) lim supn→∞ |γn| = 1,
(2) limn→∞ γnγn+m = 0 for each m = 1, 2, . . ., but lim supn→∞ |γn| > 0,
is fulfilled, then f is the inner function (see [34, 24]).
Later in Section 7 we will make use of the following fundamental result of Schur [35]: the
set of all Schur functions f with prescribed first Schur parameters γ0, . . . , γn is given by the
linear fractional transformation
(4.15) f(z) =
A(z) + zB∗(z)s(z)
B(z) + zA∗(z)s(z)
,
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where s is an arbitrary Schur function, and A,B are polynomials of degree at most n.
Moreover,
Sf = {γ0, . . . , γn, γ0(s), γ1(s), . . .}
The pair (A,B), known as the Wall pair, is completely determined by {γj}
n
j=0. Specifically,
W (z) :=
(
zB∗(z) A(z)
zA∗(z) B(z)
)
= Qγ0(z)Qγ1(z) · · ·Qγn(z),
where
Qω(z) =
1√
1− |ω|2
(
z ω
zω¯ 1
)
, ω ∈ D.
By computing determinants, we see that
B∗(z)B(z)− A∗(z)A(z) = zn
n∏
j=0
(1− |γj|
2)1/2,
so A and B have no common zeros in C \ {0}. In fact they have no common zeros at all
since B(0) = 1. It is known also that B 6= 0 in D, and both AB−1 and A∗B−1 are Schur
functions.
A straightforward computation shows thatQω (and henceW ) are j-inner matrix functions:
W ∗(z)jW (z) ≥ j for z ∈ D,
W ∗(z)jW (z) = j for z ∈ T
with the signature matrix
j =
(
−1 0
0 1
)
.
For further properties of the Wall pairs see [24, Section 4], [37, Chapter 1.3.8].
A curious situation when the Schur parameters for a finite Blaschke product can be com-
puted explicitly was found by Khrushchev [25, formula (1.12)]. Let µ be a nontrivial probabil-
ity measure (or measure of the form (4.2) with big enough N) with Verblunsky coefficients
{αk}, and Φn be its nth monic orthogonal polynomial. Consider the following Blaschke
product of order n
b0(z) :=
Φn(z)
Φ∗n(z)
=
n∏
j=1
z − zn,j
1− z¯n,jz
, b0(0) = −α¯n−1.
It is a matter of a simple computation based on (4.9) to make sure that
b1(z) =
b0(z)− b0(0)
z(1− b¯0(0)b0(z))
=
Φn−1(z)
Φ∗n−1(z)
.
Hence the Schur parameters of b0 are of the form
(4.16) Sb0 = {−α¯n−1,−α¯n−2, . . . ,−α¯0, 1}.
The fundamental paper of Schur [35] had appeared a few years before Szego˝ introduced the
notion of orthogonal polynomials on the unit circle. Amazingly, neither of them benefited
from the ideas of the other. Only 20 years later Geronimus put them together and came up
with the following fundamental result (see [18, Theorem IX, p. 111])
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Theorem 4.2. Let µ be a nontrivial probability measure on T and f its Schur function with
the Schur parameters γn(f). Then γn(f) = αn(µ). For measures (4.2) the latter equality
holds for n = 0, 1, . . . , N − 1.
It is clear now why a minus and conjugate is taken in (4.6).
We complete with the result which will be used later on in Section 7.
Theorem 4.3. Given two sets α0, . . . , αn−1 and z1, . . . , zm of complex numbers in D, and
γ ∈ T, there exists a finite Blaschke product b of order n +m such that
(i) Sb = {ω0, . . . , ωm−1, α0, . . . , αn−1, γ},
(ii) b(zj) = 0, j = 1, . . . , m, counting multiplicity.
Proof. Denote βk := −γ¯α¯n−k−1, k = 0, 1, . . . , n− 1 and construct a system of monic orthog-
onal polynomials {Φk(z, β)}
n
k=0 by (4.6). The theorem of Simon-Totik claims that there is a
measure µ with
Φn(z, µ) = Φn(z, β), Φn+m(zj, µ) = 0, j = 1, . . . , m,
counting the multiplicity. The first equality means that αk(µ) = βk, k = 1, . . . , n−1. Finally,
put
b(z) := γ
Φn+m(z, µ)
Φ∗n+m(z, µ)
.
The result now follows from Khrushchev’s formula (4.16). 
Note that for m = 1 the Blaschke product is uniquely determined.
4.3. CMV matrices. One of the most interesting developments in the OPUC theory in
recent years is the discovery by Cantero, Moral, and Vela´zquez [11, 12] of a matrix realization
for the operator of multiplication by ζ on L2(T, dµ) which is a unitary matrix of finite band
size (i.e., |〈ζχm, χn〉| = 0 if |m − n| > k for some k); in this case, k = 2 to be compared
with k = 1 for the Jacobi matrices, which correspond to the real line case. The CMV
basis (complete, orthonormal system) {χn} is obtained by orthonormalizing the sequence
1, ζ, ζ−1, ζ2, ζ−2, . . ., and the matrix, called the CMV matrix,
C = C(µ) = ‖cn,m‖
∞
m,n=0 = ‖〈ζχm, χn〉‖, m, n ∈ Z+
is five-diagonal. Remarkably, the χ’s can be expressed in terms of φ’s and φ∗’s:
χ2n(z) = z
−nφ∗2n(z), χ2n+1(z) = z
−nφ2n+1(z), n ∈ Z+,
and the matrix elements in terms of α’s and ρ’s:
(4.17) C = C({αn}) =

α¯0 α¯1ρ0 ρ1ρ0 0 0 . . .
ρ0 −α¯1α0 −ρ1α0 0 0 . . .
0 α¯2ρ1 −α¯2α1 α¯3ρ2 ρ3ρ2 . . .
0 ρ2ρ1 −ρ2α1 −α¯3α2 −ρ3α2 . . .
0 0 0 α¯4ρ3 −α¯4α3 . . .
. . . . . . . . . . . . . . . . . .
 ,
α’s are the Verblunsky coefficients and ρ’s are given in (4.8).
It is not hard to write down a general formula for the matrix entries cij (see [22]). Let
2ǫm := 1− (−1)
m, m ∈ Z+, and ǫ−1 = 1, so {ǫm}m≥0 = {0, 1, 0, 1, . . .},
ǫm + ǫm+1 = 1, ǫmǫm+1 = 0, ǫm − ǫm+1 = (−1)
m+1.
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Then
cmm = −αmαm−1,
cm+2,m = ρmρm+1ǫm, cm,m+2 = ρmρm+1ǫm+1,
(4.18)
and
cm+1,m = αm+1ρmǫm − αm−1ρmǫm+1,
cm,m+1 = αm+1ρmǫm+1 − αm−1ρmǫm.
(4.19)
It is clear (cf. [7, Theorem 1]), that any semi-infinite CMV matrix C (4.17) can be written
in the three-diagonal block-matrix form
(4.20) C =

B0 C0 0 0 0 · ·
A0 B1 C1 0 0 · ·
0 A1 B2 C2 0 · ·
· · · · · · ·

with
B0 =
(
α¯0
)
, C0 =
(
α¯1ρ0 ρ1ρ0
)
, A0 =
(
ρ0
0
)
,
An =
(
ρ2nρ2n−1 −ρ2nα2n−1
0 0
)
, Bn =
(
−α¯2n−1α2n−2 −ρ2n−1α2n−2
α¯2nρ2n−1 −α¯2nα2n−1
)
,
Cn =
(
0 0
α¯2n+1ρ2n ρ2n+1ρ2n
)
, n = 1, 2, . . . .
(4.21)
There is a nice multiplicative structure of the CMV matrices. In the semi-infinite case C is
the product of two matrices: C = LM, where
L = Ψ(α0)⊕Ψ(α2)⊕ . . .Ψ(α2m)⊕ . . . ,
M = 11×1 ⊕Ψ(α1)⊕Ψ(α3)⊕ . . .⊕Ψ(α2m+1)⊕ . . . ,
(4.22)
and Ψ(α) =
(
α¯ ρ
ρ −α
)
. The finite (N+1)×(N+1) CMV matrix C obeys α0, α1, . . . , αN−1 ∈
D and |αN | = 1 is also the product C = LM, where in this case Ψ(αN) = (α¯N).
It is just natural to take the ordered set 1, ζ−1, ζ, ζ−2, ζ2, . . . instead of 1, ζ, ζ−1, ζ2, ζ−2, . . .,
that leads to the alternate CMV basis {xn} and the alternate CMV matrix
(4.23) C˜ = ‖〈ζxm, xn〉‖ =

α¯0 ρ0 0 0 0 . . .
α¯1ρ0 −α¯1α0 α¯2ρ1 ρ2ρ1 0 . . .
ρ1ρ0 −ρ1α0 −α¯2α1 −ρ2α1 0 . . .
0 0 α¯3ρ2 −α¯3α2 α¯4ρ3 . . .
0 0 ρ3ρ2 −ρ3α2 −α¯4α3 . . .
. . . . . . . . . . . . . . . . . .
 ,
which turns out to be the transpose of C (see [37, Corollary 4.2.6]). Furthermore, L = Lt
and M =Mt imply C˜ = Ct =ML.
An important relation between CMV matrices and monic orthogonal polynomials similar
to the well-known property of orthogonal polynomials on the real line
Φn(z) = det(zIn − C
(n))
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holds, where C(n) is the principal n× n block of C.
One of the most important results of Cantero, Moral, and Vela´zquez [11] states that each
unitary operator U with the simple spectrum (i.e. having a cyclic vector e1) acting on
some infinite-dimensional separable Hilbert space (respectively, finite-dimensional Hilbert
space) is unitarily equivalent to a certain CMV matrix in l2(Z+) (respectively, in C
n). The
corresponding α’s come up as the Verblunsky coefficients of the spectral measure dµ of U
associated with e1. This is the analog of Stone’s self-adjoint cyclic model theorem. To be
more precise, let us, following [38], call a cyclic unitary model a unitary operator U acting on
a separable Hilbert space H with the distinguished cyclic unit vector v0. Two cyclic unitary
models, (H, U, v0) and (H˜, U˜ , v˜0) are called equivalent if there is a unitary operator W from
H onto H˜ such that Wv0 = v˜0 and WUW
−1 = U˜ . It is clear that δ0 = (1, 0, 0, . . .)
t is cyclic
for any CMV matrix C. Moreover, every class of equivalent unitary models contains exactly
one CMV model (ℓ2, C, δ0).
5. A model in the space L2(T, dµ) of a completely nonunitary contraction
with rank one defects
Theorem 5.1. Let T be a completely nonunitary contraction with rank one defects. Then
there exists a probability measure µ on T such that T is unitarily equivalent to the following
operator
(5.1) Th(ζ) = PH (ζh(ζ)) , h ∈ H := L
2(T, dµ)⊖ C,
where PH is the orthogonal projection in L
2(T, dµ) onto H. The Schur function associated
with µ is exactly the characteristic function of T .
Proof. Include T into a prime unitary colligation ∆ =
{(
S G
F T
)
;C,C, H
}
. The character-
istic function Θ∆ agrees with the characteristic function of T
∗. By Theorem 3.1 the vector
~1 =
(
1
0
)
is cyclic for the unitary operator U =
(
S G
F T
)
.
Let EU (ζ) be the resolution of identity for U . Define dµ(ζ) := (dEU(ζ)~1,~1) and put
Uf(ζ) = ζf(ζ)
the unitary multiplication operator in L2(T, dµ). By the spectral theorem for unitaries with
cyclic vectors (cf. [37, Section 1.4.5]) there exists a unitary operatorW : C⊕H → L2(T, dµ)
such that
U = W−1UW and W~1 = 1.
It follows that W takes the block-operator form
W =
(
1 0
0 V
)
:
(
C
H
)
→
(
C
H
)
,
where H = L2(T, dµ) ⊖ C, V : H → L2(T, dµ) ⊖ C is a unitary operator. If T is given by
(5.1), then
T := PHU↾H = V TV
−1,
i.e., T is unitarily equivalent to T. Clearly, U has the block form
U =
(
PCU↾C PCU↾H
PHU↾H T
)
,
CONTRACTIONS WITH RANK ONE DEFECT OPERATORS 21
where PC is the orthogonal projection in L
2(T, dµ) onto the subspace C of the constant
functions in L2(T, dµ). The unitary colligation ∆ is unitarily equivalent to the unitary
colligation
(5.2)
{(
PCU↾C PCU↾H
PHU↾H T
)
,C,C,H
}
.
Note that
PC(U 1) =
∫
T
ζ dµ, PH(U 1) = ζ −
∫
T
ζ dµ, PC(U
∗ 1) = ζ¯ −
∫
T
ζ¯ dµ.
Let F (z) =
(
(U + zI)(U − zI)−1~1,~1
)
. Then
F (z) =
(
(U + zI)(U − zI)−11, 1
)
=
∫
T
ζ + z
ζ − z
dµ(ζ),
i.e., F is the Carathe´odory function associated with µ. From Theorem 3.3 we conclude
Θ∆(z¯) =
1
z
F (z)− 1
F (z) + 1
,
and so by (4.12) Θ∆(z¯) agrees with the Schur function associated with µ. 
Let {Φn} be the system of monic polynomials orthogonal with respect to µ, and let {αn}
be the corresponding Verblunsky coefficients. By Geronimus’ theorem {αn} are the Schur
parameters of f . Let H(c) be the controllable subspace of the unitary colligation (5.2). From
(3.1) it follows that
(H(c))⊥ = L2(T, dµ)⊖ span {ζn, n = 0, 1, . . .}.
If µ is a nontrivial measure, then in view of (4.10) we obtain
‖P(H(c))⊥ ζ¯‖ =
∞∏
n=0
(1− |αn|
2)1/2.
The latter is equivalent to
‖P(H(c))⊥PC(U
∗ 1)‖ =
∞∏
n=0
(1− |αn|
2)1/2.
Hence, from (2.10) and (2.7) we have the equivalence
(5.3) span {TnDT∗ , n = 0, 1, . . .} = H ⇐⇒
∞∑
n=0
|αn|
2 =∞.
Remark 5.2. By the construction of Theorem 5.1, the Schur function f associated with µ is
exactly Θ∆(z¯). Another (unitary equivalent) models of T are connected with the operators
Uλ =
(
λ¯S G
λ¯F T
)
, where |λ| = 1. The characteristic function of the unitary colligation
∆λ =
{(
λ¯S G
λ¯F T
)
,C,C, H
}
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is λ¯Θ∆. The model operator Tλ takes the form
Hλ = L
2(T, dµλ)⊖ C, Tλh(ζ) = PHλ (ζh(ζ)) , h(ζ) ∈ Hλ.
The Schur function fλ associated with µλ is fλ = λ f . The connection between the Carathe´odory
functions Fλ(z) =
(
(Uλ + zI)(Uλ − zI)
−1~1,~1
)
and F is given by
Fλ(z) =
(1− λ) + (1 + λ)F (z)
(1 + λ) + (1− λ)F (z)
.
The measures µλ are known as the Aleksandrov measures associated with µ [37, Section
1.3.9].
6. Truncated CMV matrices
6.1. Truncated CMV matrix as a model for contractions with rank one defects.
Let C = C({αn}) be the CMV matrix given by (4.17). Recall that C({αn}) is the matrix
representation of the unitary operator U of multiplication by ζ in L2(T, dµ), where µ is
the probability measure with Verblunsky coefficients {αn}. By the Geronimus theorem the
Schur parameters of the Schur function (4.12) associated with µ are {αn}.
The matrix C determines the unitary operator in the space l2(Z+) (respectively in C
N+1 in
the case of (N +1)× (N +1) matrix). The vector δ0 = (1, 0, 0, . . .)
t is cyclic for C. Consider
the matrix
(6.1) T = T ({αn}) =

−α¯1α0 −ρ1α0 0 0 . . .
α¯2ρ1 −α¯2α1 α¯3ρ2 ρ3ρ2 . . .
ρ2ρ1 −ρ2α1 −α¯3α2 −ρ3α2 . . .
0 0 α¯4ρ3 −α¯4α3 . . .
. . . . . . . . . . . . . . .

obtained from C by deleting the first row and the first column. It is clear from (4.20) that a
semi-infinite T takes on the three-diagonal 2× 2 block-matrix form
T =

B1 C1 0 0 0 · ·
A1 B2 C2 0 0 · ·
0 A2 B3 C3 0 · ·
· · · · · · ·
 ,
where An, Bn, and Cn are defined in (4.21). Henceforth T is called a truncated CMV matrix.
T is the matrix of the operator T = PHU↾H, where PH is the orthogonal projection in
L2(T, dµ) onto the subspace H = L2(T, dµ)⊖ C.
It is easy to see that given T (6.1), the values αn are uniquely determined. Indeed, from
(2, 2) and (3, 2) entries we have by (4.8) |α1|
2 = |α¯2α1|
2 + ρ22|α1|
2, so |α1| and ρ1 > 0 are
known, and we find α0, α2 from (1, 2) and (2, 1) entries of (6.1). From (2, 1) and (2, 2) entries
we get ρ2 > 0, then α1, α3, etc. We call αn = αn(T ) the parameters of T (6.1).
As it was mentioned in Section 4.3, C = LM, L and M are defined in (4.22). Given
a matrix A, we denote by Ar (Ac) the matrix obtained from A by deleting the first row
(column). Clearly, Arc = (Ar)c. So we have T = Crc = LrMc. Mc is isometric with
dim ran (I −McM
∗
c) = 1, whereas Lr is coisometric with dim ran (I − L
∗
rLr) = 1.
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Let Pδ0⊥ be the orthogonal projection in l2(Z+) (C
N+1) onto the subspace δ0
⊥ ∼= l2(N)
(CN). Then the matrix T determines on the Hilbert space δ⊥0 the operator T = Pδ⊥0 C↾ δ0
⊥.
Let the operators (matrices) S : C→ C, F : C→ δ⊥0 and G : δ
⊥
0 → C be given by
S1 = α¯, F1 =

ρ0
0
. . .
0
 , G

h1
h2
. . .
hn
. . .
 = α¯1ρ0h1 + ρ1ρ0h2.
Hence, the matrix C takes the block form
C =
(
S G
F T
)
.
From (2.10) it follows that∥∥∥∥∥∥∥∥∥∥
G

h1
h2
. . .
hn
. . .

∥∥∥∥∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥∥∥∥
DT

h1
h2
. . .
hn
. . .

∥∥∥∥∥∥∥∥∥∥
= ρ20|α¯1h1 + ρ1h2|
2, DT = {λ(α1δ1 + ρ1δ2, λ ∈ C)} ,
∥∥∥∥∥∥∥∥∥∥
F∗

h1
h2
. . .
hn
. . .

∥∥∥∥∥∥∥∥∥∥
2
=
∥∥∥∥∥∥∥∥∥∥
DT ∗

h1
h2
. . .
hn
. . .

∥∥∥∥∥∥∥∥∥∥
= ρ20|h1|
2, DT ∗ = {λδ1, λ ∈ C} ,
DT h = ρ0(h, α1δ1 + ρ1δ2)(α1δ1 + ρ1δ2), DT ∗h = ρ0(h, δ1)δ1, h ∈ ℓ
2(N) (CN),
T (α1δ1 + ρ1δ2) = −α0δ1.
(6.2)
Since δ0 is the cyclic vector for C, then by Theorem 3.1 the unitary colligation
(6.3) ∆C =
{(
S G
F T
)
;C,C, δ⊥0
}
is prime, and T is a completely nonunitary operator with rank one defects on the Hilbert
spaces l2(N) or C
N .
Let
(6.4) F (z) =
(
(C + zI)(C − zI)−1δ0, δ0
)
, f(z) =
1
z
F (z)− 1
F (z) + 1
be the Carathe´odory and the Schur functions associated with C. By Theorems 2.2 and 3.3
f agrees with the characteristic function of T .
Proposition 6.1. (1) For a semi-infinite truncated CMV matrix T = T ({αn}) the fol-
lowing statements are equivalent:
(a) the matrix T does not contain a unilateral shift;
(b) the matrix T ∗ does not contain a unilateral shift;
(c) span {T nδ1, n = 0, 1, . . .} = ℓ
2(N);
(d) span {T ∗n(α1δ1 + ρ1δ2), n = 0, 1, . . .} = ℓ
2(N);
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(e)
∞∑
n=0
|αn|
2 =∞;
(f) ln(1− |f(eit)|2) /∈ L1[−π, π].
(2) If T is a semi-finite truncated CMV matrix, and one of the conditions
(a) lim supn→∞ |αn| = 1,
(b) limn→∞ αnαn+m = 0 for m = 1, 2, . . ., but lim supn→∞ |αn| > 0
is fulfilled, then
s− lim
n→∞
T n = s− lim
n→∞
T ∗n = 0.
(3) If T is a finite truncated CMV matrix, then lim
n→∞
||T n|| = 0.
Proof. (1) Since {αn} are the Schur parameters of the Schur function f associated with the
full CMV matrix C({αn}), and f agrees with the characteristic function of T ({αn}), the
equivalence of the statements (a)–(f) follows from (2.3), (2.4), (2.7), (2.9), (4.14), (6.2),
(5.3), and Theorems 3.1 and 4.1.
(2) Each condition (a) or (b) implies f is inner (see subsection 4.2). Hence T belongs to
the class C00, i.e., s− lim
n→∞
T n = s− lim
n→∞
T ∗n = 0.
(3) The function f is a finite Blaschke product and so inner. Since T is finite-dimensional,
we get lim
n→∞
‖T n‖ = 0. 
Proposition 6.2. Let T ({αn}), and T ({βn}) be truncated CMV matrices. Then T ({αn})
and T ({βn}) are unitarily equivalent if and only if βn = e
itαn for all n and t ∈ [0, 2π).
Moreover, if V is the diagonal unitary matrix of the form
(6.5) V = diag(eit, 1, eit, 1, . . .),
then
(6.6) VT ({αn})V
−1 = T ({eitαn}).
Proof. Consider two CMV matrices C({αn}) and C({βn}), and associated with them Schur
functions fα and fβ . Since these functions agree with the characteristic functions of T ({αn})
and T ({βn}), respectively, the operators T ({αn}) and T ({βn}) are unitarily equivalent if
and only if fα and fβ differ by a scalar unimodular factor, which in turn yields βn = e
itαn
for all n and t ∈ [0, 2π).
Equality (6.6) with V (6.5) can be verified by the direct calculation based on (4.18), (4.19).
So T ({αn}) and T ({e
itαn}) are unitarily equivalent. 
Remark 6.3. The similar problem for “full” CMV matrices can be considered as well. Let
two CMV matrices C({αn}) and C({βn}) be unitarily equivalent by a unitary preserving δ0.
Then they are identical (see [38, Theorem 2.3]). In general, two unitaries with simple spectra
are unitarily equivalent if and only if their spectral measures are in the same measure class.
This is a standard issue in what is called multiplicity theory. So, two CMV matrices are
unitarily equivalent if and only if their measures are mutually absolutely continuous. For
instance, a CMV matrix is unitarily equivalent to the free one (αn ≡ 0) if and only if the
associated measure µ has the property µ′ > 0 a.e. and does not have a singular part.
From (6.6) it follows that
T ({eitαn}) = e
itAT ({αn})e
−itA, t ∈ R,
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whereA is a self-adjoint diagonal matrixA = diag(1, 0, 1, 0 . . .). Hence the matrix T ({eitαn})
satisfies the differential equation
dT (t)
dt
= i (AT (t)− T (t)A)
and T (0) = T ({αn}).
The next theorem states that truncated CMV matrices are models of completely nonuni-
tary contractions with rank one defects.
Theorem 6.4. Let T be a completely nonunitary contraction with rank one defects acting on
infinite-dimensional separable Hilbert space H(respectively, finite-dimensional Hilbert space).
Then T is unitarily equivalent to the operator acting on l2(N) (respectively, on C
N in the
case dimH = N) determined by the truncated CMV matrix T = T ({αn}), where {αn} are
the Schur parameters of the characteristic function of T . In particular, every completely
nonunitary contraction with rank one defects is a product of co-isometric and isometric
operators with rank one defects.
Proof. Include T into a prime unitary colligation ∆ =
{(
S G
F T
)
;C,C, H
}
. By Theorem
3.1 the vector ~1 =
(
1
0
)
is a cyclic for the unitary operator U =
(
S G
F T
)
. From the results
of [11, 12] (see also [36, 37]) there exists a unique CMV matrix C such that
U = W−1CW, δ0 =W~1,
where W is a unitary operator from C ⊕ H onto l2(Z+) (C
N+1), and δ0 = (1, 0, 0, . . .)
t. It
follows that the operator W takes the block-operator form
W =
(
1 0
0 X
)
:
(
C
H
)
→
(
C
δ⊥0
)
,
where X : H → δ⊥0 is a unitary operator. Hence T = XTX
−1, i.e., the operator T is unitarily
equivalent to the operator in l2(N) (C
N) given by the truncated CMV matrix T = T ({αn}).
From representation (4.11) of F (z) =
(
(U + zI)(U − zI)−1~1,~1
)
and Theorem 3.3 it follows
that {αn} are the Schur parameters of the function Θ∆(z¯) that agrees with the characteristic
function of T .
Let Q be an arbitrary unitary operator in δ⊥0 . Since T = LrMc, we get
T = X−1T X = X−1LrMcX = X
−1LrQQ
−1McX = LM,
where M = Q−1McX is an isometric operator with rank one defect, and L = X
−1LrQ is a
co-isometric operator with rank one defect. 
Note that the unitary colligation (6.3) is unitary equivalent to the unitary colligation (5.2).
6.2. The Livsˇic theorem for quasi-unitary contractive extensions and the cor-
responding truncated CMV matrix. Let V be an isometric operator acting on some
Hilbert space H with the domain domV and the range ranV . The numbers dim(H⊖domV )
and dim(H ⊖ ranV ) are called the defect indices of V . The isometric operator V is called
prime if there is no nontrivial subspace on which V is unitary. In [26, 27] M. Livsˇic developed
the spectral theory of isometric operators with equal defect indices, and their quasi-unitary
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extensions. A nonunitary operator S on H is called a quasi-unitary extension of the isometric
operator V with the defect indices (n, n), if S agrees with V on domV and maps H⊖domV
into H ⊖ ranV .
Let ~U be the bilateral shift in ℓ2(Z), i.e., ~Uδk = δk−1, k ∈ Z, where {δk, k ∈ Z} is the
canonical orthonormal basis in ℓ2(Z). Define ~V0 by
dom ~V0 = δ
⊥
o ,
~V0 = ~U↾ dom ~V0,
Then ran ~V0 = δ
⊥
−1. Let the quasi-unitary extension
~S0 of ~V0 be given by ~S0δ0 = 0,
~S0↾ dom ~V0 = ~V0. Then each point of D is the eigenvalue of ~S0. So the spectrum of ~S0
agrees with D. The following result is essentially due to M. Livsˇic [26].
Theorem 6.5. Let S be a quasi-unitary contractive extension of a prime isometric operator
V with the defect indices (1, 1). If the whole open disk D consists of the point spectrum of
S, then V and S are unitarily equivalent to ~V0 and ~S0, respectively.
Clearly, the rank of the defect operators (I − ~S∗0
~S0)
1/2 and (I − ~S0~S
∗
0)
1/2 is equal to one.
Since the point spectrum of ~S0 is D, the Sz.-Nagy–Foias characteristic function Θ of ~S0 is
identically equal to zero. On the other hand, one can easily show (and it is well known) that
a completely nonunitary contraction with rank one defects and zero characteristic function
is unitarily equivalent to the operator S⊕S∗, where S is the unilateral shift in ℓ2(N). So the
operators ~S0 and S ⊕S
∗ are unitarily equivalent. Since all Schur parameters of the function
Θ = 0 are zeros, the corresponding truncated CMV matrix T0 = ‖t0(i, j)‖ takes the form
T0 =

0 0 0 0 0 0 . . .
0 0 0 1 0 0 . . .
1 0 0 0 0 0 . . .
0 0 0 0 0 1 . . .
0 0 1 0 0 0 . . .
. . . . . . . . . . . . . . . . . . . . .
 ,
i.e., t0(2k, 2k+2) = t0(2k+1, 2k− 1) = 1, k ≥ 1, and the rest t0(i, j) = 0. The matrix T0 is
a submatrix of the free CMV matrix C0 corresponding to zero Schur parameters. Each point
z of D is the eigenvalue of T0. The corresponding eigensubspace is
Nz = {λ (0, 1, 0, z, 0, z
2, 0, z3, . . .)t, λ ∈ C}.
Hence, the spectrum of T0 is the closed unit disk D.
Let V0 be the operator in ℓ
2(N)
(6.7) domV0 = ℓ
2(N)⊖ {cδ2} = kerDT0 , V0 = T0↾ domV0.
Then ranV0 = ℓ
2(N) ⊖ {cδ1} = kerDT ∗0 , and V0 is isometric with the defect indices (1, 1).
The contraction T0 is the quasi-unitary extension of V0 with the zero characteristic function.
Therefore, the truncated CMV matrix T0 is unitarily equivalent to the operator ~S0, and by
Livsˇic theorem [26] the isometric operator V0 is unitarily equivalent to ~V0.
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All other quasi-unitary contractive extensions of V0 are given by the truncated CMV
matrices T = ‖t(i, j)‖
(6.8) T =

0 −reiϕ 0 0 0 0 . . .
0 0 0 1 0 0 . . .
1 0 0 0 0 0 . . .
0 0 0 0 0 1 . . .
0 0 1 0 0 0 . . .
. . . . . . . . . . . . . . . . . . . . .
 ,
i.e., t(2k, 2k+ 2) = t(2k + 1, 2k− 1) = 1, k ≥ 1, t(1, 2) = −reiϕ, r ∈ (0, 1), ϕ is an arbitrary
number from the interval [0, 2π), and the rest t(i, j) = 0. The characteristic function of T
is the constant function Θ = reiϕ. The spectrum of each such matrix is the unit circle T.
Because |Θ−1| = r−1, each of such matrix is similar to unitary matrix [39, Theorem IX.1.2].
The matrices T0 and T contain the shift
domW = span {δ1, δ3, . . . , δ2n−1, . . .}, W
(
∞∑
n=1
hnδ2n−1
)
=
∞∑
n=1
hnδ2n+1.
The matrices T ∗0 and T
∗ contain the shift
domW∗ = span {δ2, δ4, . . . , δ2n, . . .}, W∗
(
∞∑
n=1
hnδ2n
)
=
∞∑
n=1
hnδ2n+2.
Let T be a completely nonunitary contraction with rank one defects and the constant
characteristic function Θ, 0 < |Θ(z)| = r < 1. Then by Theorem 6.4 T is unitarily equivalent
to the truncated CMV matrices (6.8).
6.3. Sub-matrices of truncated CMV matrices and iterates of their Schur func-
tions. Along with truncated CMV matrices T ({αn}) (6.1), we consider here truncated CMV
matrices T˜ ({αn}) obtained from the alternate CMV matrix C˜({αn}) (4.23) by the same pro-
cedure. The matrix T˜ ({αn} is the transpose of T ({αn})
(6.9) T˜ =

−α¯1α0 α¯2ρ1 ρ2ρ1 0 . . .
−ρ1α0 −α¯2α1 −ρ2α1 0 . . .
0 α¯3ρ2 −α¯3α2 α¯4ρ3 . . .
0 ρ3ρ2 −ρ3α2 −α¯4α3 . . .
. . . . . . . . . . . . . . .
 ,
and
T˜ ({αn}) = T
t({αn}) = (Mc)
t(Lr)
t =MrLc.
As in Section 6.1, it is not hard to show that T˜ ({αn}) is a completely nonunitary contrac-
tion with rank one defects, and its characteristic function f˜ agrees with the Schur function
associated with Verblunsky coefficients (Schur parameters) {αn}. Indeed (cf. (6.4))
(C˜ + zI)(C˜ − zI)−1 = (Ct + zI)(Ct − zI)−1 =
(
(C + zI)(C − zI)−1
)t
,
and so F˜ (z) :=
(
(C˜ + zI)(C˜ − zI)−1δ0, δ0
)
= F (z), f˜ = f , as claimed. So, the matrices
T ({αn}) and T˜ ({αn}) are unitarily equivalent.
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Denote by T (k) (T˜ (k)) the matrix obtained from T (T˜ ) by deleting the first k rows and
columns. The following result provides the characteristic function of T (k).
Theorem 6.6. Let µ be a probability measure on T with Verblunsky coefficients {αn}
N
n=0,
N ≤ ∞, and let f , C({αn}), C˜({αn}), T ({αn}), T˜ ({αn}) be the corresponding Schur
function, CMV and truncated CMV matrices, respectively. Then T (k), T˜ (k) are completely
nonunitary contractions with rank one defects, and the following relations hold:
T (2m−1)({αn}
N
n=0) = T˜ ({αn}
N
n=2m−1), T
(2m)({αn}
N
n=0) = T ({αn}
N
n=2m), m = 1, 2, . . . .
So, the characteristic function of T (k) agrees with the kth Schur iterate of f .
Proof. The relations
T (1)({αn}
N
n=0) = T˜ ({αn}
N
n=1), T˜
(1)({αn}
N
n=1) = T ({αn}
N
n=2)
follows directly from (6.1) and (6.9). The rest is a matter of simple induction and the
definition of the kth Schur iterates. 
The relation between characteristic functions of the sub-matrices T (k)({α}Nn=0) and the k
th
Schur iterates established in the above mentioned theorem is a complete analog of the result
concerning the connections between m-functions of a Jacobi matrix and its sub-matrices [21].
Let us now go back to the model of Section 5.
Theorem 6.7. Let µ be a probability measure on T with Verblunsky coefficients {αn}
N
n=0,
N ≤ ∞. Consider three subspaces in L2(T, µ)
H2m := span {1, ζ, ζ¯, ζ
2, ζ¯2, . . . , ζm, ζ¯m},
H2m−1 := span {1, ζ, ζ¯, ζ
2, ζ¯2, . . . , ζ¯m−1, ζm}, H˜2m−1 := span {1, ζ¯, ζ, ζ¯
2, ζ2, . . . , ζm−1, ζ¯m}.
Denote by H2m (H2m−1, H˜2m−1) their orthogonal complements in L
2(T, µ), and by P2m
(P2m−1, P˜2m−1) the orthogonal projections onto H2m (H2m−1, H˜2m−1), respectively. Then
the operators
(6.10) Tkh(ζ) = Pk (ζh(ζ)) , h(ζ) ∈ Hk, T˜2m−1h(ζ) = P˜m (ζh(ζ)) , h(ζ) ∈ H˜2m−1,
are completely nonunitary contractions with rank one defects. The characteristic function of
Tk agrees with the k
th Schur iterate of the Schur function f(µ), the characteristic function
of T˜2m−1 with (2m − 1)
th Schur iterate of f(µ). So, the operator Tk is unitarily equivalent
to the operator
(6.11) h(ζ)→ P
(k)
0 (ζh(ζ)) , h(ζ) ∈ L
2
(
T, dµ({αn}
N
n=k)
)
⊖ C,
where P
(k)
0 is the orthogonal projection onto L
2
(
T, dµ({αn}
N
n=k)
)
⊖C. In addition, T2m−1 is
unitarily equivalent to T˜2m−1.
Proof. Recall that CMVmatrices C({αn} and C˜({αn}) represent the unitary operator Uh(ζ) =
ζh(ζ) in L2(T, dµ({αn})) with respect to the complete orthonormal systems {χn} and {xn},
respectively. Moreover
H2m = span {χ0, χ1, . . . , χ2m} = span {x0, x1, . . . , x2m},
H2m−1 = span {χ0, χ1, . . . , χ2m−1},
H˜2m−1 = span {x0, x1, . . . , x2m−1}.
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Since T ({αn}
N
n=0}) (T˜ ({αn}
N
n=0}) is the matrix of T (5.1) with respect to the basis {χn}
N
n=1
({xn}
N
n=1), the operators T2m, T2m−1, and T˜2m−1 have the matrices T
(2m), T (2m−1), and
T˜ (2m−1), respectively. From Theorem 6.6 it follows that Tk are completely nonunitary con-
tractions with rank one defects for all k, and their characteristic functions agree with the
kth Schur iterates of f . By Theorems 6.6 and 5.1 the operator Tk is unitarily equivalent to
the operator given by (6.11). We also have
T˜ (2m−1)({αn}
N
n=0) = T ({αn}
N
n=2m−1).
Therefore, the characteristic function of T˜(2m−1)({αn}
N
n=0) agrees with (2m − 1)
th iterate
f2m−1 of f , and hence the operators T˜
(2m−1)({αn}
N
n=0) and T
(2m−1)({αn}
N
n=0) are unitarily
equivalent. 
We complete the section with the general result from the contractions theory which is
proved with the help of the truncated CMV model.
Proposition 6.8. Let T be a completely nonunitary contraction with rank one defects in a
separable Hilbert space H, dimH ≥ 2, and let PkerDT∗ , PkerDT be the orthogonal projections
onto kerDT ∗ and kerDT in H, respectively. Then the operators
T1 := PkerDT∗ T ↾ kerDT ∗ , T˜1 := PkerDTT ↾ kerDT
are unitarily equivalent completely nonunitary contractions with rank one defects, and their
characteristic functions agree with the function
h1(z) :=
1
z
h(z)− h(0)
1− h(0)h(z)
,
where h is the characteristic function of T .
Proof. By Theorem 6.4 the operator T is unitarily equivalent to the truncated CMV matrices
T = T ({αn}
N
n=0) and T˜ = T˜ ({αn}
N
n=0), where {αn}
N
n=0 are the Schur parameters of h,
N ≤ ∞. So, there exists a unitary operators V, V˜ : δ⊥0 → H such that
V T V −1 = V˜ T˜ V˜ −1 = T.
It follows that
V DT ∗V
−1 = DT ∗ , V˜ DeT V˜
−1 = DT ,
and hence V kerDT ∗ = kerDT ∗ , V˜ kerDeT = kerDT . Due to (6.2) we have
DT ∗ = DeT = span {δ1}
and
T (1) = PkerDT ∗T ↾ kerDT ∗ , T˜
(1) = PkerD eT T˜ ↾ kerDeT .
Hence
V T (1)V −1 = T1, V˜ T˜
(1)V˜ −1 = T˜1.
Now from Theorem 6.6 it follows that T1 and T˜1 are completely nonunitary contractions
with rank one defects, and their characteristic functions agree with the first Schur iterate h1
of h. Hence T1 and T˜1 are unitarily equivalent.

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7. Inverse spectral problems for finite and semi-infinite truncated CMV
matrices
Consider a N ×N truncated CMV matrix
(7.1) T = T ({αn}) =

−α¯1α0 −ρ1α0 0 . . . 0
α¯2ρ1 −α¯2α1 α¯3ρ2 . . . 0
ρ2ρ1 −ρ2α1 −α¯3α2 . . . 0
. . . . . . . . . . . . α¯NρN−1
. . . . . . . . . −ρN−1αN−2 −α¯NαN−1

(for even N it looks a bit different). The problem under investigation in the present section
is the reconstruction of the matrix T (7.1) from either the complete set of its eigenvalues
or from the mixed spectral data: the part of the spectrum and the part of the parameters
αn(T ).
7.1. Existence of a finite truncated CMV matrix with the given spectrum.
Theorem 7.1. Let z1, z2, . . . , zN be not necessarily distinct numbers from the open unit
disk. Then there exists a truncated N × N CMV matrix T (7.1) which has eigenvalues
z1, z2, . . . , zN , counting their algebraic multiplicities. Such matrix is determined uniquely up
to multiplication of its parameters αn(T ) by the same unimodular factor.
Proof. Let
(7.2) b(z) = eiϕ
N∏
k=1
z − zk
1− z¯k z
, z ∈ D, ϕ ∈ [0, 2π).
We want to show that b is the characteristic function of a truncated CMV matrix T (7.1).
Put
F (z) =
1 + zb(z)
1− zb(z)
,
which is a rational function with N + 1 distinct simple poles lying on T, ReF (z) > 0,
z ∈ D, and F (0) = 1. It follows that there exists a probability measure dµ on the unit circle
supported at those poles, so that
F (z) =
∫
T
ζ + z
ζ − z
dµ(ζ).
Let {α0, . . . , αN−1, αN} be the Schur parameters of b, that is the same as the Verblunsky
coefficients of µ. Construct the (N +1)× (N +1) unitary CMV matrix C of the form (4.17).
Then
F (z) =
(
(C + zI)(C − zI)−1δ0, δ0
)
, |z| < 1,
where δ0 = (1, 0, . . . , 0)
t ∈ CN+1. Let T be N × N be truncated CMV matrix of the form
(7.1). C has the block form
C =
(
S G
F T
)
,
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where S = α¯0, G =
(
α¯1ρ0, ρ1ρ0, 0, . . . , 0
)
, and F =

ρ0
0
. . .
0
. Since δ0 is a cyclic vector
for C, the unitary colligation ∆ =
{(
S G
F T
)
, C,C,CN
}
is prime. Hence T is a completely
nonunitary contraction with rank one defect operators. Let Θ∆(z) be the transfer function
of ∆. By Theorem 3.3 we have
Θ∆(z¯) =
1
z
F (z)− 1
F (z) + 1
, Θ∆(z) = b(z¯).
So b(z) agrees with the characteristic function of T . Therefore T has eigenvalues z1, . . . , zN ,
counting their algebraic multiplicities [39].
Finally, let T ({αn}) and T ({βn}) be two such matrices. Each of them is a completely
nonunitary matrix with rank one defects, and their characteristic functions agree with b
(7.2). Hence they are unitarily equivalent, and Proposition 6.2 completes the proof. 
Example 7.2. Let T be a completely nonunitary contraction with rank one defects on
N -dimensional Hilbert space, and let T have just one eigenvalue z = 0 of the algebraic
multiplicity N . Then its characteristic function agrees with f(z) = eiϕzN . The corresponding
Schur parameters are {0, . . . , 0︸ ︷︷ ︸
N
, eiϕ}. It follows that ρn = 1 for n = 0, . . . , N − 1. Hence T is
unitarily equivalent to the N×N truncated CMV matrix TN (see the expressions for T5 and
T6):
T5 =

0 0 0 0 0
0 0 0 1 0
1 0 0 0 0
0 0 0 0 eiϕ
0 0 1 0 0
 , T6 =

0 0 0 0 0 0
0 0 0 1 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 0 eiϕ 0
 .
7.2. Uniqueness and reconstruction of a finite truncated CMV matrix from mixed
spectral data. It is easily seen from (7.1) that a truncated N × N CMV matrix T is
completely determined by N + 1 independent parameters αj(T ), j = 0, 1, . . . , N . The
problem we discuss here is whether T can be restored from the part of its spectrum (the
eigenvalues z1, . . . , zm, of the algebraic multiplicity lk, k = 1, . . . , m, with l1 + . . .+ lm = r),
and the first N − r+1 parameters α0(T ), . . . , αN−r(T ). As we will see later on, the solution
of this problem is unique (if it exists).
We begin with a simple result from complex analysis. We don’t know where exactly it
appears in the literature, but by all means it is known to experts.
Lemma 7.3. Let z1, . . . , zm be distinct points in D, l1, . . . , lm positive integers, and r =
l1 + . . .+ lm. Suppose that the Nevanlinna-Pick interpolation problem with multiple nodes
(7.3) b(j)(zk) = w
(j)
k , j = 0, 1, . . . , lk − 1, k = 1, 2, . . . , m
has two solutions b1 and b2, both the Blaschke products of order ≤ r − 1. Then b1 = b2.
32 YURY ARLINSKI˘I, LEONID GOLINSKI˘I, AND EDUARD TSEKANOVSKI˘I
Proof. Assume first that zk 6= 0, w
(0)
k 6= 0, k = 1, . . . , m. Given a Blaschke product s, we see
by differentiating the equality s(1/z¯) = s−1(z) that
s(j)
(
1
z¯
)
=
Pj(s(z), s
′(z), . . . , s(j)(z))
s2j (z)
,
where Pj is a polynomial of its variables. Hence
s(j)
(
1
z¯k
)
=
Pj(s(zk), . . . , s
(j)(zk))
s2j (zk)
, k = 1, 2, . . . , m
so we have
b
(j)
1 (zk) = b
(j)
2 (zk), b
(j)
1
(
1
z¯k
)
= b
(j)
2
(
1
z¯k
)
, j = 0, 1, . . . , lk − 1, k = 1, 2, . . . , m.
Then for the difference u = b1 − b2 the relations
(7.4) u(j)(zk) = u
(j)
(
1
z¯k
)
= 0, j = 0, 1, . . . , lk − 1, k = 1, 2, . . . , m.
hold. Let now
bl(z) =
pl(z)
ql(z)
, l = 1, 2, u(z) =
p1(z)q2(z)− p2(z)q1(z)
q1(z)q2(z)
=
p(z)
q(z)
,
where p, q are polynomials of degree ≤ 2r − 2. The Leibniz formula
u(n)(z) =
n∑
k=0
n!
k!(n− k)!
p(k)(z)
(
1
q
)(n−k)
(z)
shows by induction that (7.4) imply
(7.5) p(j)(zk) = p
(j)
(
1
z¯k
)
= 0, j = 0, 1, . . . , lk − 1, k = 1, 2, . . . , m.
But deg p ≤ 2r − 2, and there are 2r conditions in (7.5), so p ≡ 0, as needed.
Assume next that zk 6= 0, k = 1, . . . , m and some of w
(0)
k are zero. Take ε ∈ D, ε 6= w
(0)
k
and put
s0 :=
z − ε
1− ε¯z
, b̂l(z) := s0(bl(z)), l = 1, 2.
Then both b̂1 and b̂2 are Blaschke products of order ≤ r − 1 which solve the interpolation
problem
b̂
(j)
l (zk) = ŵ
(j)
k , j = 0, 1, . . . , lk − 1, k = 1, 2, . . . , m, l = 1, 2,
where ŵ
(0)
k = s0(w
(0)
k ) 6= 0 and ŵ
(j)
k = (s0(bl(z)))
(j)
∣∣∣
z=zk
. The above argument applied to b̂l
gives b̂1 = b̂2 ⇒ b1 = b2, as needed.
Finally, assume that z1 = 0. Let ε 6= −zk for all k, and put
b˜l(z) := bl(s0(z)), l = 1, 2.
Then the Blaschke products b˜1, b˜2 of order ≤ r − 1 satisfy
b˜
(j)
l (z˜k) = w˜
(j)
k , j = 0, 1, . . . , lk − 1, k = 1, 2, . . . , m, l = 1, 2
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and z˜k = (zk + ε)(1 + ε¯zk)
−1 6= 0. Hence b˜1 = b˜2, and so b1 = b2. The proof is complete.

Theorem 7.4. Let z1, . . . , zm be distinct nonzero points in D, l1, . . . , lm be positive integers,
and r = l1 + . . . + lm ≤ N . Let α0, . . . , αN−r ∈ D. If there exists a N × N truncated CMV
matrix T (7.1) such that z1, . . . zm are eigenvalues of T with the algebraic multiplicities
l1, . . . , lm, and αj(T ) = αj, j = 0, . . . , N − r, then this matrix is unique.
Proof. If the required T exists then its characteristic function ΘT (z) is the Blaschke product
of order N and of the form
(7.6) b(z) = eit
m∏
k=1
(
z − zk
1− z¯kz
)lk N−r∏
j=1
z − vj
1− v¯jz
,
with the given first N − r+1 Schur parameters α0(b), . . . , αN−r(b). Our goal is to prove the
uniqueness of such function b.
According to the result of Schur [35] (see Section 4.2) the set of all Schur functions b with
given first N − r + 1 Schur parameters is parametrized by
(7.7) b(z) =
A(z) + zB∗(z)s(z)
B(z) + zA∗(z)s(z)
,
where s(z) is an arbitrary Schur function, and A,B are polynomials of degree at most N−r.
Since b is the Blaschke product of order N , it is clear that so is s(z), deg s(z) = r − 1, and
Sb = {α0, . . . , αN−r, α0(s), . . . , αr−1(s)}.
Let us solve (7.7) for s:
s(z) =
A(z)− B(z)b(z)
−zB∗(z) + zA∗(z)b(z)
,
so s(z) satisfies the Nevanlinna-Pick interpolation problem (7.3), where w
(j)
k are completely
determined from the given nonzero zk’s and αj’s. By Lemma 7.3 there is at most one such
s(z), and the uniqueness of b is proved. 
Remark 7.5. Suppose that z1, . . . , zm are distinct nonzero points in D, and l1+ . . .+ lm = N ,
so the only α0 is prescribed. It is clear that α0 is completely determined by the choice of zj
and their multiplicities lj:
b(z) = eit
m∏
k=1
(
z − zk
1− z¯kz
)lk
, α0 = b(0) = e
it
m∏
j=1
(−zlkk ).
So for all other α0 the inverse problem has no solution.
In the case when one of the eigenvalues is zero, all three possibilities (no solution, unique
solution, and infinitely many solutions) may occur for the inverse problem in question. For
instance, there is no solution at all as long as z1 = 0, α0 6= 0. Assume next, that r = l1 = 1,
z1 = 0, and the points α0, α1, . . . , αN−1 are taken in D, with the only restriction α0 = 0,
α1 6= 0. The Blaschke products bγ with the Schur parameters {α0, α1, . . . , αN−1; γ} and
arbitrary γ ∈ T are of the form
bγ(z) = e
itz
N−1∏
j=1
z − vj
1− v¯jz
,
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and the corresponding N ×N truncated CMV matrices Tγ solve the problem.
Finally, assume that except for the zero eigenvalue of multiplicity k (z1 = z2 = . . . =
zk = 0), a few more nonzero (and not necessarily distinct) eigenvalues λ1, . . . , λr are given,
as well as the points α0 = . . . = αk−1 = 0, αk 6= 0, . . . , αN−r in D. If the solution of the
corresponding mixed inverse problem T exists, its characteristic function takes the form
b(z) = eitzk
r∏
j=1
z − λj
1− λ¯jz
g(z),
where g is the Blaschke product of order N − k − r, g(0) 6= 0, and the first N − k − r + 1
Schur parameters of h = z−kb are given numbers αk, . . . , αN−r . Clearly, h is exactly the k
th
Schur iterate of b. If the required truncated CMV matrix T exists, then by Theorem 6.6 the
characteristic function of T (k) agrees with h. It follows now from Theorem 7.4 that T (k) is
unique, and since αj(T ) = 0, j = 0, . . . , k − 1, the matrix T is unique as well.
The situation changes dramatically if we assume that the last parameters of T (7.1) are
known. In this case we can prove the existence, but not the uniqueness of the solution.
Theorem 7.6. Let z1, . . . , zm and αm, . . . αN−1 be two collections of arbitrary complex num-
ber from the open unit disk, and let αN ∈ T. Then there exists a N × N truncated CMV
matrix T of the form (7.1) such that
(i) z1, . . . , zm are eigenvalues of T , counting the algebraic multiplicity,
(ii) αn(T ) = αn, n = m,m+ 1, . . . , N .
Proof. By Theorem 4.3 there exists a Blaschke product b(z) of order N such that b(zk) = 0,
k = 1, . . . , m, with the Schur parameters
αn(b) = αn, n = m,m+ 1, . . . , N.
Take now the matrix T (7.1) with αn(T ) = αn, n = 0, 1, . . . , N . By Theorem 3.3 the
characteristic function of T agrees with b(z), that completes the proof. 
Theorem 7.6 thereby says that a N ×N truncated CMV matrix T can be reconstructed
from its m eigenvalues and the lower principal block of order N − m. The latter is either
the truncated CMV matrix T ({αn}
N
n=m) or its transpose T˜ .
7.3. Inverse problem for semi-infinite truncated CMV matrix. In this subsection
we consider the criterion when given complex numbers zn, n = 1, 2, . . . from D are the
eigenvalues counting algebraic multiplicity of some semi-infinite truncated CMV matrix.
Proposition 7.7. Given complex numbers zn, n = 1, 2, ... are eigenvalues counting algebraic
multiplicity of some semi-infinite truncated CMV matrix if and only if
∞∑
n=1
(1− |zn|) <∞.
Proof. The convergence of the sum is equivalent to the convergence of the Blashke product
b(z) =
∞∏
k=1
z¯k
zk
zk − z
1− z¯kz
.
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Let {αn} be the Schur parameters of b. The characteristic function of the truncated CMV
matrix T ({αn}) agrees with b. Hence the eigenvalues of T ({αn}) are precisely the complex
numbers {zn}. 
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