In order to overcome the low convergence speed and prematurity of classical genetic algorithm, an improved method named directional self-learning of genetic algorithm (DSLGA) is proposed in this paper. Through the self-learning operator directional information was introduced in local search process. The search direction was guided by the false derivative of the function fitness. Using the four operators among the individuals, the best solution was updated continuously. In experiments, DSLGA was tested on 4 unconstrained benchmark problems, and the results were compared with the algorithms presented recently. It showed that DSLGA performs much better than the other algorithms both in the quality of the solutions and in the computational complexity.
INTRODUCTION
GAs are adaptive heuristic search algorithm premised on the evolutionary ideas of natural selection and genetic. The major drawback of GAs is that although they may be efficient in locating the basins of the optima, they are often unable to explore these basins effectively and quickly in order to find the exact global optimization with a high degree of accuracy and within a small number of generations. To cope with this inefficiency, several hybrid genetic schemes have been suggested, such as microgenetic algorithm(MGA) [1] , orthogonal genetic algorithm(OGA/Q) [2] , multiagent genetic algorithm(MAGA) [3] , fast evolutionary programming(FEP) [4] , and so on. These algorithms proved to be effective and boosted the development of genetic algorithms.
In recent years, researchers have realized that the combination of GAs with local search techniques can improve the quality of the solving problems on numerical optimizations. There are many methods on local search techniques. Reference [1] introduced an application of microgenetic algorithm and obtained better performance. Enlightened by them, this paper integrates microgenetic algorithm with GAs to form a new algorithm, directional self-learning of genetic algorithm (DSLGA), for solving the global numerical optimization problems.
THE CONSTRUCTION OF THE DIRECT-IONAL FALSE DERIVATIVE
In GAs, the crossover strategy will make the candidate solutions in the random position, the search speed decreased accordingly. The directional false derivative is presented which uses the linear function to approximate the search direction. The global numerical optimization can be formulated as the following objective function 1 2 min ( ), ( , , , )
where n S R ⊆ defines the search space which is an ndimensional space bounded by the parametric constraints , 1,2, ,
( , , , )
Under the condition of without prior knowledge, we can use the fitness values to estimate the search direction. If the search direction can be approximated using the linear function, the normal search direction can be showed that ( ( ) (min ))/ ( ) 
THE DIRECTIONAL SELF-LEARNING OPERATOR
Hill-climbing operators in GAs are employed in [5] , [6] for solving the continuous variable problems. Self-learning operator realizes its local search in the micro population genetic algorithm. In the self-learning operator, first of all, the self-learning population, L , is generated. The size of the L is size L , and all the individuals,
where n is the dimension of the function, are generated according to
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In occupying strategy 2,
New is first mapped on [0, 1] according to the equation (7).
is determined by ( ) 
EXPERIMENTAL STUDIES ON GLOBAL NUMERICAL OPTIMIZATION
Here some benchmark functions are adopted to test the performance of DSLGA. 
CONCLUSION
An improved genetic algorithm based on directional self-learning operator was proposed in this paper. It can obtain the optimization by competition, cooperation and self-learning operators. In experiments, benchmark problems are used to test the performance of DSLGA and the results compared with FEP. The comparison results show that the method presented in this paper has not only global but also local search abilities and can avoid prematurity while maintain the diversity of the population.
