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Notations and Abbreviations
0(t   s) zero temperature bath correlation function
T (t   s) finite temperature bath correlation function
f (t   s) generalised bath correlation function
CP completely positive
(tf , ti ) dynamical map of the OQS red(ti )! red(tf )
g

, g(!) coupling constants of interaction between system and environment
 damping rate
dph dephasing rate
Hi Hamiltonian of “system i ”
Hint interaction Hamiltonian
Hi Hilbert space of “system i ”
J(!) spectral density of the environment
kB Boltzmann’s constant
 dimensionless coupling parameter
L Lindblad operator
n = (e
=kBT   1) 1 thermal occupation number of the resonant mode with frequency 

n

 n(!

) thermal occupation number of the mode with frequency !

OQS open quantum system

 typical frequency of the open quantum system
!

, ! frequencies of the environmental oscillators
!c cut-off frequency
P purity of a qubit
P partial P function (operator in the state space of the OQS)
P transformed partial P function, P (0) = sys = red(0)
Q partial Q function (operator in the state space of the OQS)
Q transformed partial Q function, Q(0) = sys = red(0)
~r = Tr[~] Bloch vector of a qubit with density operator 
r radius of the Bloch vector (indicator for purity)
RDO reduced density operator
i density operator of “system i ”
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red reduced density operator of the OQS
therm = e
 Henv=kBT
=Z thermal state of the environment

PT partial transpose of the density operator 
S-E . . . system-environment . . .
T temperature of the environment
T time ordering operator
diss dissipation time
dph dephasing time
~z complex vector fz1, z2,    g of coherent state labels of the environment
zf (t) complex process which depends on the coherent state labels z
Z = Tr[eHenv=kBT ] partition function of the environment
jji Bargman coherent state, e.g. jjzi = ejzj
2
=2
jzi
hjj	i 2 Hsys projection of j	i 2 Htot onto a Bargman state jji 2 Henv
hhii
 
average of the expectation value h j  j i over
environmental degrees of freedom
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1. Introduction
In the present thesis we will investigate the role of system-environment correla-
tions in the dynamics of open quantum systems. Describing the “appearance of a
classical world in quantum theory“ [55], the physics of open quantum systems is a
modern field of research which is central for developments in quantum technology
and likewise provides deep insight into the foundations of physics. In the following
we will provide a motivation for our work and give an outline of this thesis.
1.1. Emergence of Classicality
Classical and quantum dynamics are essentially concerned with the determination
of the state of a physical system at an arbitrary time t. Whereas in the first case
the state is described by a point (~q(t),~p(t)) in phase space, quantum mechanical
states are represented by elements j (t)i of an abstract Hilbert space. In contrast
with classical mechanics, quantum mechanics is an inherently probabilistic theory.
This means we can only predict the result of a measurement process with a certain
probability. This probability is determined by the overlap of the current state of the
system with the corresponding eigenstate of the hermitian operator, assigned to
the observable of interest. For example, if we wish to measure the position of a
quantum mechanical particle which may be described by a certain state j i, we
will find it at the interval [x, x + dx] with probability px ( )dx = jhxj ij
2 dx.
An obvious, yet very important feature of quantummechanics is the natural emer-
gence of coherent superpositions j i = c1j 1i+c2j 2iwith ci 2 C, jc1j
2+jc2j
2 = 1.
As a consequence, in the above example, the individual probability densities be-
longing to j 1i and j 2i do not just add up according to px ( 1)+px ( 2) as it would be
the case if the two distinct states were to be observed in two independent experi-
ments. Rather, one has also to account for an interference term hxj 1ih 2jxi+c.c..
If j 1i and j 2i describe the contributions to the state j i, which stem from the
fact that the particle has passed through a double slit assembly, this leads to the
phenomenon of self-interference at the detector.
The reason why we do not know this type of behaviour from our everyday expe-
rience is the rapid loss of the ability to interfere due to the unavoidable interaction
of quantum systems with their surroundings [89, 99]. To understand this phe-
nomenon, it is necessary to consider the quantum system of interest as part of a
bigger system, taking its environment into account. Such a system is then called
3
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an open quantum system (OQS). Since one is typically not interested in the total
state of the whole system-environment complex but rather in the effect of the en-
vironment on observables of the system, it is usually sufficient to trace out the
environmental degrees of freedom from the total state. One then arrives at the
reduced state of the system of interest.
It turns out that, according to this procedure, initially prepared coherent superpo-
sitions of system states are typically transformed to incoherent mixtures. This
phenomenon, which is called decoherence, is due to the fact that the system
becomes correlated with the environment and thereby – on the reduced level –
loses information on the initially present superposition. Decoherence often hap-
pens more quickly, the wider the contributions to the wave function of a quantum
mechanical particle are distributed in space [10]. This makes it hard to observe
quantum effects in macroscopic objects. Within the last decade, however, signifi-
cant advances have been made towards the detection of quantum interference in
ever larger objects [4, 14, 71]
1.2. Quantum Technology and Decoherence
Despite of the disturbing influence of decoherence, it is nowadays possible – up to
a certain point – to maintain and control individual quantum systems. This demands
a great deal of experimental effort and was lately honoured with the Nobel Prize
in Physics (2012): by exploring the decoherence mechanism and opening up ways
to control atomic systems, the research of Serge Haroche and David Wineland
helped to pave the way to novel technologies, such as quantum computing [25, 61]
and quantum cryptography [31, 39]. These information-theoretic concepts exploit
the fact that, due to the possibility of coherent superpositions, it is possible to
simultaneously process much more information by means of a quantum system
than by means of a classical object. This again gives rise to novel algorithms and
protocols which are far superior to their classical counterparts [95].
For example, in the field of quantum optics experimentalists are nowadays able
to build quantum registers of several entangled quantum bits [53, 64, 67] and to
perform fundamental quantum algorithms on these systems [19]. Also the ef-
forts to realise quantum computation by means of other technologies, such as
superconducting circuits, NMR-techniques, or photonics have become quite ad-
vanced [33, 68, 73, 83, 105]. Yet a big problem with all current approaches to quan-
tum information processing is the scalability of such assemblies. To build a really
useful quantum computer, systems consisting of several thousands of qubits are
required [22]. This shows that it is still a tremendous project to overcome the dif-
ficulties imposed by decoherence in “real” quantum computers. Hence, growing
understanding of the environmental impact on open quantum systems is greatly
needed.
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1.3. Role of System-Environment Correlations
The standard for describing an open quantum system is to account for the envi-
ronmental impact by means of an effective master equation for the state of the
system [12]. Here Markovian master equations, in which the change of the state
of the system does not depend on the history of the evolution, play a special role.
Often they are easy to solve and yet describe a multiplicity of phenomena with
sufficient accuracy [45]. Usually they are derived from a microscopic model for
system and environment, assuming that initially there are no correlations present
between these two subsystems.
During the dynamical process, however, correlations will emerge caused by the
interaction between system and environment. They may not always be express-
ible in “classical terms”, in other words: the picture of the composite system being
described by a probability distribution of states, while each of these states has
a well defined system and environmental part, may fail. In these cases, due to
their quantum nature, a description in terms of system and environment as distinct
subsystems cannot expected to be adequate. The quantum state of the whole
system-environment complex is then often referred to as “quantum mechanically
correlated”, or – going back to E. Schrödinger – entangled. If the total state involves
quantum correlations it is a justified question to what extent proper subdynamics
for the system of interest can be defined at all. Nevertheless, growing entangle-
ment is often drawn on to explain the emergence of decoherence in the state of
the system [89]. On the other hand, it is known that in many cases decoherence
can simply be due to the interaction of the system of interest with some fluctu-
ating, classical field [15, 60, 63]. One may therefore ask whether in the dynamics
of decoherence processes, quantum correlations play a role at all. An investigation
of the dynamical role of system-environment correlations, however, requires the
knowledge of the whole system-environment state. This again, in general, is very
difficult to obtain and hence the role of system-environment correlations in open
system dynamics is still widely unexplored.
By contrast, since Pechukas introduced a discussion in 1994 [78] on the neces-
sity of complete positivity in reduced dynamics (i.e. in the dynamics of the system
of interest) the meaning of initial system environment correlations for the exis-
tence of completely positive maps has gained a lot of interest. Only recently was
it shown that a certain subclass of correlated initial system-environment states,
known as having zero quantum discord, always implies completely positive subdy-
namics on the level of the system of interest [86]. Conversely it was shown [92]
that if the initial correlations have non-vanishing quantum discord, one can define
unitary dynamics for the composite system, which is not completely positive on
the level of the reduced system. Unfortunately, investigations of the role of initial
system-environment correlations in open system dynamics do not reveal much on
the role of correlation dynamics. Contrary to this, if during the dynamic process the
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reduced state of the system of interest at arbitrary time t can be seen as a valid ini-
tial state, a study of the correlation dynamics between system and environment is
then relevant for investigations concerning initial system-environment correlations
on the level of the composite system. This is the case if the system of interest
follows a Markovian time evolution.
As we have already discussed, in general, decoherence leads to a loss of (quan-
tum) information in the system of interest. Going beyond the Markovian frame-
work, memory effects due to finite correlation times in the environment start to
play a role. This can lead to a temporary decrease of entropy in the system which
is sometimes related to a “backflow of quantum information” from the environ-
ment to the system [62]. This intuitive picture, however, is misleading in a threefold
manner: on the one hand, the initial information stored in an open quantum system
does not really leak into the environment, but instead gets redistributed within the
total state in the form of correlations between the two subsystems. On the other
hand, as already stressed for Markovian dynamics, it is not clear to what extent
quantum correlations play a role at all in open system dynamics. This shows that a
thorough understanding of the role of system-environment correlations would also
provide a good deal of insight into the meaning of non-Markovian quantum dynam-
ics. And finally the flow of quantum information tacitly assumes the existence of a
quantum environment. This, however, is not always guaranteed. E.g. single qubit
dephasing may always be modeled by fluctuating classical fields.
In this thesis we will explore the aforementioned issues, by investigating the
dynamics of system-environment correlations. To tackle this project we will derive
dynamical equations for the total system-environment state, both in the Markovian
and non-Markovian regime. Because of the huge dimension of the total Hilbert
space one might credit such an intent with having very limited chance of success.
However, due to a quite useful representation of the total state, this aim becomes
tangible. We are then provided with the possibility to investigate the extent of
correlations in the total state of system plus environment, and also to determine
whether these correlations are of classical or of quantum nature.
1.4. Outline of the Thesis
In this thesis we are investigating the role and importance of system-environment
correlations in the dynamics of open quantum systems. It is structured as fol-
lows:
In chapter 2 we will give a brief overview of the standard description of open
quantum systems in terms of reduced states, with an emphasis on the concepts
and phenomena that are necessary to understand all following parts of the the-
sis.
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Preparatory to our already mentioned results for the dynamics of the total state,
in chapter 3 we will discuss the topic of qubit decoherence on the level of reduced
dynamics.
In chapter 4 we will then introduce a novel and fairly general approach to the
full dynamics of the system of interest plus its bosonic environment, based on a
partial P-representation of the total system-environment state. This representation
constitutes a decomposition of the total state, in which the environmental degrees
of freedom are essentially represented by Glauber-Sudarshan P-functions [40, 103].
The system part of the total state is then given by an operator that we call “partial
P-function”, which depends on the coherent state labels of the environment. We
show how to derive a general evolution equation for this operator valued P-function
of the open quantum system, and give a concrete, exact version of it in the case
of pure qubit dephasing. Further we derive a simplified version of the general
evolution equation in the limit of weak system-environment coupling, that can be
shown to reduce to the well known Lindblad master equation in the Markovian
limit, after tracing over the environmental degrees of freedom.
In chapter 6 we will apply the general framework of the preceding section to
the investigation of system-environment correlations. In so doing, we will focus
on a qubit as a model system, finding that a weakly coupled Markovian system at
high temperatures mainly builds up classical correlations with its environment. At
low temperatures, in contrast, we can prove the build up of entanglement to be
a characteristic feature of the total state dynamics. In the case of pure dephasing
the exact evolution equation allows us to also investigate the regime of strong
coupling, where we find similar behaviour. We also address the question of how
to detect entanglement in the total system-environment state of a general open
quantum system and give an approach to this problem in the low temperature
regime.
Furthermore in chapter 7 we investigate the relation between non-Markovianity
and the correlation dynamics in the dephasing model, finding that periods of “non-
Markovianity” are accompanied by a decay of system-environment correlations.
These correlations do not need to be of quantum nature. We find, however, that
entanglement between system and environment is closely related to a gain in en-
tropy in the environment.
Finally, chapter 8 concludes our investigations and offers an outlook.
7

2. Open Quantum Systems - Reduced
Dynamics
2.1. Density Operators and Reduced States
While in standard quantum mechanics physical states are represented by normal-
ized elements j i of an abstract Hilbert space H, this ceases to be adequate if it
comes to statistically mixed systems. We then are forced to introduce the more
general concept of density operators , which are elements of the set of bounded
operators B(H) on the Hilbert space of the system. In order to represent a proper
quantum state, an operator  has to satisfy the following properties:
1. Hermicity, i.e. y = 
2.  is a trace class operator with Tr = 1
3.  is a positive semi-definite operator, i.e. h jj i  0 for any pure quantum
state  2 H.
In equivalence to the vectors j i one now has the dyades  = j ih j, which are
referred to as pure states. All other states are true mixtures  =
P
i pi jiihi j of
pure states, with the positive real numbers pi < 1,
P
i pi = 1, providing the proba-
bility of finding the system in the pure state jii. Further, the standard procedure
hOi
 
= h jOˆj i for gaining the expectation value of an observable O can be ex-
tended to mixed states by the prescription hOi

= Tr[Oˆ ] =
P
i pihi jOˆjii.
With this in mind we can now turn to the notion of reduced states. To this end
we must consider a bipartite quantum system, consisting of a system of interest
S, and an environment E. Usually, we think of the environment as a high (often in-
finite) dimensional quantum system, however, this is not crucial at this point. Such
an arrangement is called an open quantum system (OQS), where the term OQS
actually refers to the system of interest. We denote Hilbert spaces of the OQS and
its environment respectively with Hsys and Henv, together building up the Hilbert
spaceHtot = Hsys
Henv of the complete, closed system. In general the total state
of this composite quantum system will manifest quantum mechanical correlations
between the two subsystems. Hence, an exhaustive description of matters can
only be performed on the level of the full density operator tot. In many cases,
however, one is interested in observables Osys, which refer to the OQS alone. As
9
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an example, concerning Brownian motion we just monitor the position of the par-
ticle of interest, simply ignoring the motion of each molecule of the surrounding
fluid. The expectation value of such an observable can be evaluated by trivially ex-
tending the corresponding operator Oˆsys to Htot via Oˆtot = Oˆsys 
 1env. With the
above given prescription one now gets
Tr[Oˆtot tot] = Trsys[OˆsysTrenv[tot]]  Trsys[Osys red]. (2.1)
The operator red = Trenv[tot] is called the reduced density operator (RDO) and it
obviously describes all properties of the OQS, that can be measured on the level of
Hsys. To put forward a physical interpretation we may write out the trace over the
environment red =
P
nhnjtotjni in some arbitrary, orthogonal basis set fjnig, and
consider the quantity n = hnjtotjni=Trsys[hnjtotjni]. It constitutes the normalised
state of the open quantum system if the environment is found in the state jni. With
pn = Trsys[hnjtotjni] constituting the corresponding probability, the reduced density
operator can be written as red =
P
n pnn. We can therefore interpret it as the
effective state of the OQS, averaged over the environmental degrees of freedom
(DOF).
In the theory of open quantum systems the RDO constitutes the central ob-
ject [12]. Accordingly, this chapter is dedicated to the derivation of evolution equa-
tions for the RDO, their properties and to some of the most important phenomena
they are able to describe.
2.2. Reduced Dynamics
In standard quantum mechanics the dynamics of a quantum system is described
by a unitary operation on the entire Hilbert space of the system. If we extend
the latter by the Hilbert space of an auxiliary system which does not interact with
our system of interest, the dynamics restricted to the Hilbert space of the system
is of course still unitary. If, however, a quantum system comes in contact with
an environment, in general it will be disturbed by the latter, e.g. by an exchange
of energy. This is connected with the build up of correlations between the two
subsystems and therefore one cannot expect the time evolution of the OQS alone
to still be unitary.
As we have mentioned before, this chapter will be concerned with the question
of how to ascertain evolution equations for open quantum systems. In principle
the answer is obvious: denoting the Hamiltonian of the whole, closed system by
Hˆtot, and its quantum state at time t > 0 by j	(t)i, the composite system evolves
unitarily according to the Schrödinger equation it j	i = Hˆtotj	i. In equivalence to
this, with the density operator tot(t) = j	(t)ih	(t)j this can be formulated by means
10
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of the von Neumann equation1
˙tot(t) =  i[Hˆtot, tot(t)]. (2.2)
Then, by performing the trace over the environment, one immediately finds from (2.2)
that the RDO evolves according to the equation
˙red(t) =  iTrenv

[Hˆtot, tot(t)]

. (2.3)
Unfortunately however, to determine the dynamics of the RDO from this equation
we still require the total state tot(t), which in general is very difficult to obtain.
The following sections will therefore be concerned with the derivation of closed
equations for red(t), so called quantum master equations QME.
In order to find a closed equation of motion for the reduced state of an OQS, one
must pose the question what conditions such an equation has to satisfy to make
it physically relevant. Essentially, it should define a linear mapping  : ired ! 
f
red
of the systems state space into itself, which connects the initial to the final state
of the OQS. It is therefore required to preserve the hermicity, the trace, and the
positivity of the reduced density operator. The latter condition, however, is often
replaced by the more rigorous condition of complete positivity [2]. This is due to
the following line of thought:
2.3. Complete Positivity
Despite the fact that we often assume a concrete system-environment (S-E) model,
in principal we could consider the OQS as part of a bigger system of unknown
dimension, eventually the whole universe. Since in general the system of interest
and this bigger systemmay be correlated and hence do not evolve independently of
each other, the dynamics trivially extended to any auxiliary system X is postulated
to be positive [2]. We thereby come to the following definition:
Definition (Complete Positivity): A dynamical map  is called completely positive
(CP) if the map aux = 
 1N is positive for any dimension N 2 N.
CPmaps play an important role in the dynamics of open quantum systems. Start-
ing with an initially uncorrelated S-E state, one can easily show that the dynamical
map  defined by 


i
red

= Trenv
h
Utot
 

i
red 
 
i
env

U
y
tot
i
, with Utot being the time
evolution operator of the composite system, is always CP. This may be done by
1We set ~ = 1 throughout this thesis
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inserting two identities 1env =
P
m jmihmj left and right from the environmental
part of the total density operator, where fjmigm2N denotes the eigenbasis of 
i
env.
Then, performing the environmental trace in this eigenbasis one finds that the total
state has a Kraus-representation (defined later on) which is equivalent to complete
positivity of the dynamics. An important example is given by the Lindblad master
equation, which defines the generator of a one parameter semigroup of completely
positive Markovian dynamical maps (see next section 2.4).
Nevertheless, the postulate of complete positivity is a controversially discussed
topic. In 1994, P. Pechukas showed that, as soon as in the initial S-E state there are
correlations present, the derived dynamical map is in general either not linear, or
not CP [78]. It followed a discussion with R. Alicki, whether the concept of linearity,
or the concept of complete positivity should be given up. [1, 79]. While linearity,
however, is at the heart of quantum theory, complete positivity is a mathematical
property that is imposed on the system of interest by an auxiliary system, which
may be denoted as “blind and dead” [78]. More and more authors therefore tend
to accept the physical relevance of dynamical maps that are not CP [23, 41, 93].
An initially correlated S-E state can not only lead to dynamical maps  that are
not CP, but  may even map density operators of the system to operators which
possess negative eigenvalues. This is due to the fact that not all formally valid
density operators can be obtained as reduced states of the correlated initial S-E
state [93]. The set of states which are compatible with the initial S-E correlations is
referred to as the compatibility domain [56, 85]. The very same argument as above
applies to explain the emergence of dynamical maps that are not CP if, additionally
to the S-E correlations, the system is assumed to share initial correlations with an
auxiliary system X of arbitrary dimension N.
Mathematically speaking a map  : i ! f is CP if and only if it can be written
in the form
[i ] =
X
k
Kˆk 
i Kˆ
y
k
, (2.4)
where the Kk are a sequence of bounded operators [20, 59, 96]. Moreover, for
the map  to be trace preserving, the additional condition
P
k Kˆ
y
k
Kˆk = 1 has to be
fulfilled. This representation of  is called Kraus representation and also plays an
important role in the realm of quantum information theory, where it constitutes a
decomposition into quantum channels.
It is not always easy to determine if a given map  possesses a Kraus represen-
tation. A very operational criterion for complete positivity has been given by M.
Choi [20]. By means of the Jamiolkowski isomporphism [54] it can be shown for
an N-dimensional quantum system that a map  : i ! f between two quantum
12
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states is CP if and only if the Choi matrix
C

= 
 1N
0

N
X
i,j=1
jiiihjjj
1
A =
N
X
i,j=1

 
jiihjj


 jiihjj (2.5)
has only non-negative eigenvalues.
2.4. Completely Positive Markovian Dynamics
In order to transfer eq. (2.3) to a closed form, one usually has to make approxima-
tions and assumptions. Probably the most important assumption in the framework
of open system dynamics is that the change of the current state of the OQS does
not depend on the history of its evolution. It is justified if the correlation time of the
environment is very short compared to the timescale at which the system evolves.
We will explain this in more detail in section 2.7. In these cases the dynamical
maps  form a one parameter semigroup [58], i.e. we have (tf , ti ) = (tf   ti ) for
arbitrary final and initial times tf  ti  0. Therefore the map which transfers the
reduced state red(t) of the OQS to the state red(t +t) only depends on the time
difference t and – in the case that it is CP – it can be written as
red(t +t) =
X
k
Kˆk (t)red(t)Kˆ
y
k
(t) (2.6)
by means of the Kraus representation (2.4). On the other hand, we can always
express the RDO by a Taylor expansion in t, and for t  1 we may write
red(t +t)  red(t) + Aˆ red(t)t, (2.7)
where due to the Markov property Aˆ is some constant operator. This conversely
has to be equal to (2.6). Without loss of generality one can conclude that up to
first order in t the first Kraus operator has to fulfill Kˆ0(t) = 1 + Xˆ t and the
remaining operators may be proportional to
p
t, i.e. Kˆk (t) = Lˆk
p
t for k  1
with some constant operators Xˆ and Lˆk [35]. Then from the above given normali-
sation condition for the Kraus operators it immediately follows that

Xˆ + Xˆ y

t =
P
k1 Lˆ
y
k
Lˆkt +O(t)
2. Decomposing Xˆ into its hermitian and anti hermitian part,
Xˆ = XˆH+XˆA, this determines the hermitian contribution XˆHt =  
1
2
P
k1 Lˆ
y
k
Lˆk t+
O(t)2.
With the above considerations eq. (2.6) takes the form of eq. (2.7) and one finds
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for the derivative of red(t) with respect to time the following equation:
˙red(t) = lim
t!0

red(t +t)  red(t)

=t
=  i[Hˆ, red] +
X
k1

LˆkredLˆ
y
k
 
1
2
fLˆ
y
k
Lˆk , redg

, (2.8)
where we have defined the hermitian operator Hˆ via XˆA   iHˆ. Note, however,
that Hˆ is not necessarily given by the self Hamiltonian Hˆsys of the system of inter-
est. In fact in realistic systems the spectrum of the system Hamiltonian is usually
altered due to a Lamb shift [18]. Eq. (2.8) is called Lindblad master equation and
accordingly, the operators Lˆk are denoted by Lindblad operators describing the in-
coherent transitions of the OQS induced by the interaction with the environment.
It was shown by G. Lindblad [65] and independently by V. Gorini, A. Kossakowski
and E. Sudarshan [42] that eq. (2.8) defines the most general form of the gener-
ator of a one parameter dynamical semigroup for completely positive Markovian
dynamics.
Physical Relevance After we have determined the most general form of a Marko-
vian QME that describes completely positive dynamics, it is still an important ques-
tion whether, and under which circumstances such an equation provides a suffi-
ciently good description of nature. This is in fact the case if rate of change in the
state of the OQS, defined by the strength of the coupling to the environment, is
assumed to be small compared to the typical frequencies of the system, and the
time scale on which the reduced dynamics takes place is large in comparison to the
scale where memory effects due to the interaction with the environment are ob-
servable [24, 29, 69]. Accordingly, the approximation which is necessary to obtain
the Lindblad equation within this regime is known as Born-Markov approximation.
It is often employed to derive Markovian master equations from an underlying mi-
croscopic model, especially in the framework of quantum optics and therefore also
referred to as quantum optical limit [12, 38, 89]. We will review a general derivation
of the Born-Markov QME in section 2.7.
For different reasons, it is sometimes not adequate to derive a Born-Markov
QME. Still the derivation of a more general QME, which is then often not CP, might
be feasible: for example, Markovian evolution is often observed in the limit of high
temperatures of the environment. This is due to the fact that in this case the
environment typically evolves very quickly, wiping out any memory of the state
of the system at an earlier point. Assuming a linear (ohmic) spectral density of
the environment with high frequency cutoff, A. Caldeira and A. Leggett showed
how to derive a Markovian high temperature ME within the framework of quantum
Brownian motion [17]. Such an approach is however possible in many open system
models [89] and is valid in principle at arbitrary interaction strengths, provided the
temperature of the environment is chosen to be sufficiently high [43]. We will refer
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to this as high temperature limit. In this thesis we will investigate this limit, while
investigating pure qubit dephasing, because in this particular model an important
requirement for the derivation of a Born-Markov QME is not met.
Let us remark that concerning both of the above mentioned regimes it should
be analysed very carefully from case to case, if a Markov approximation can be
performed when a specific open system model is assumed.
2.5. Non-Markovian Dynamics
In principle, if the change of the current state of an OQS depends on states as-
sumed at earlier points in time during the evolution, the corresponding dynamics
is called non-Markovian. These memory effects are typically reflected in integrals
over the past, but still it is known that in some cases exact time convolutionless
master equations can be derived [12, 102]. Hence, the mere existence of a time
local master equation is not sufficient for the dynamics to be referred to as Marko-
vian.
To provide a more tractable approach to the notion of non-Markovianity we start
from the fact that if the dynamics can be described by a Lindblad master equation,
the dynamical maps (t, t 0) = (t   t 0) are CP for all t, t 0  0. In the following
we will refer to this as “strictly Markovian” dynamics. In analogy, we may call
general reduced dynamics Markovian, if the map (t, t 0) is CP for all times t, t 0 > 0.
Note that here the maps  are not postulated to form a one parameter dynamical
semigroup. We thereby come to the following definition [84] of Markovianity:
Definition (Markovianity): the dynamics of an open quantum system is called
Markovian if and only if it is divisible – i.e. if the map (t, t 0) that transforms the
state (t 0) of the OQS to the state (t) is CP for all t  t 0  0. Otherwise it is called
non-Markovian.
Making use of this definition it is possible to define measures that quantify the
degree of non-Markovianity for given dynamics. This may be done by exploiting
the monotony of certain quantities under CP maps.
For instance, the distinguishability of two states of the reduced system can be
shown to monotonically decrease under CP maps [87]. Therefore the accumulative
increase of this quantity during the evolution can be used to quantify the amount
of non-Markovianity of a given dynamical process [11]. Similar, the accumulative in-
crease of entanglement between the system of interest and some ancillary system
can serve as measure for non-Markovianity [84].
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These approaches to non-Markovianity are somehow more intuitive than the
above definition. On the other hand it is clear that the above definition is more
general [7, 21, 47].
Still, there might be cases in which the approaches [11] and [84] are more ade-
quate to indicate whether given dynamics is Markovian or non-Markovian. To clarify
this, let us assume that the initial S-E state is correlated, and accordingly we may
assume that complete positivity of the dynamics is violated from the outset. Let
us further assume that we are still able to derive a QME ˙red(t) =M red(t) for the
RDO of the system, with the superoperatorM being constant in time. Then, the
corresponding dynamical map (t) = eMt is a member of a one parameter dynami-
cal semigroup, but due to the initial S-E correlations it is not CP. Then, however, the
map (t, t 0)  (t   t 0) is not CP also at arbitrary intermediate times t 0 > 0. There-
fore the strict application of the above definition would imply non-Markovianity of
the dynamics. On the other hand this appears highly counterintuitive due to the
constance ofM.
An example for this is given by the QME for Brownian motion [17], which is not
of Lindblad form and hence the corresponding dynamics is not CP. Indeed it is not
even positivity preserving, although it defines positive dynamics for a large class
of physical input states [3, 26, 70]. For these input states, on the other hand, the
generated dynamics should safely be regarded as Markovian, since in its derivation
memory effects are neglected by a time coarse graining procedure:
Without performing a Markov approximation here the superoperatorM M(t)
is dependent on time. It assumes, however, constant values from points in time
which are well below the timescale that is assumed to describe the reduced dy-
namics. Therefore in the Markovian frameworkM is usually approximated overall
to be constant in time.
Nevertheless, on the level of exact dynamics, this short initial time dependence
on the size of the environmental memory time is necessary to in some sense “ini-
tialise” many initial system states for the subsequent “constant phase”. Therefore,
in the Markovian framework withM(t) M throughout, initial states which cannot
be considered as result of such an “initialisation mechanism” do not necessarily
evolve into valid final states. On the other hand, global preservation of positivity
can be established if one accounts for this initial slippage [41, 101, 110].
These considerations show that the above definition has to be used with caution:
if (t, 0) is not CP it is not always adequate to infer on non-Markovianity of the dy-
namics. In the case that (t, 0) is CP but (t, t 0) ceases to be CP from times t 0 > 0
on, it is more plausible that one really deals with non-Markovian dynamics. There-
fore we will use the above definition to distinguish Markovian from non-Markovian
behaviour under the tacit assumption that (t, 0) is CP.
According to what we have discussed in section 2.3, the resulting loss of com-
plete positivity at time t 0 must be due to the existence of correlations in the S-E
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state at that point in time. On the other hand, the build up of S-E correlations is a
trivial consequence of the interaction between the two subsystems and therefore
also occurs in Markovian dynamics.
Indeed, the question must be asked, what the characteristic properties of the
correlations are at this instant that force the map (t, t 0) to no longer be CP. It
might well be that it is not the correlations per se, but rather the change in the
correlations at time t 0 that determines whether (t, t 0) is CP or not. To be more
specific, we might deal with Markovian evolution as long as the amount of S-E
correlation increases, and only if it decreases the dynamical maps  cease to be
CP.
A question of this kind can only be answered by investigating the dynamics of
S-E correlations and by relating it to measures of non-Markovianity. We will tackle
this project in section 7 by means of the example of a purely dephasing quantum
mechanical two level system (see section 3.3).
2.6. Modelling the Environment
To gain deeper understanding of Markovian dynamics and the Lindblad QME (2.8),
we will review the microscopic derivation [12, 18, 89] of (2.8) in the important
limit of weak S-E interaction in the next section. To this end we will assume a
more concrete S-E model. Still being general enough to describe a sufficiently
large class of physical systems, this model will serve as a basis for all subsequent
investigation. It will also enable us to derive master equations, which go beyond
the Markov assumption.
We will content ourselves with representing the environment by a bath of har-
monic oscillators, which are coupled linearly to the system of interest, i.e.
Htot = Hsys + Hint + Henv
= Hsys + S 
 B
y + Sy 
 B +
X

!

a
y

a

. (2.9)
Here B =
P

g

a
y

and h.c. are operators on the environmental state space in-
volving usual bosonic creation and annihilation operators a

and a
y

of an excitation
(e.g. a photon) of the -th mode, and S and Sy are operators on the state space
of the system which are coupled to the -th environmental mode via the coupling
constants g

and g

. In principle, the system could couple to the environment
via several operators Si , describing transitions between energy levels at different
system frequencies 
i . This would be reflected by an additional additive contribu-
tion in the corresponding master equation for each Si . But to keep things simple
we will limit the content to transitions with only one system frequency 
. For
reasons of simplicity let us furthermore assume that S and Sy are eigenoperators
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of Hsys, i.e. [Hsys,S] =  
S and h.c. Still the resulting model is more general
then it appears at first sight 2. The above model (2.9) is a widely used standard
model [12, 17, 18, 34, 107] and has proven to be useful for studies of open quan-
tum systems beyond reduced dynamics [18, 27, 81, 82, 98, 100].
The confinement imposed by this model is in fact not too serious: it can be
shown [16, 34, 89] that in the weak coupling limit, with a proper choice of the
coupling constants g

, every S-E coupling can be mapped onto the model (2.9).
This is not surprising, since in a perturbative limit the coupling should be linear and,
due to the weak interaction, the environmental oscillators are only very weakly
excited. On the other hand, the assumption of weak S-E coupling is justified in
many quantum optical and quantum chemical systems [18, 38, 91, 106], which
makes the model (2.9) to be of fundamental importance.
2.7. The Born-Markov Master Equation
Let us now come to the microscopic derivation of the Lindblad ME from the above
model (2.9) in the limit of weak S-E coupling. Following [12, 18], we will start
from the exact von-Neumann equation (2.2) for the total state of the complete S-
E complex. Since we want to arrive at a perturbative equation with respect to the
interaction between the two subsystems, we must expect the evolution generated
by the interaction Hamiltonian Hint to be slow in comparison with the evolution
generated by Hsys and Henv. Therefore it is reasonable to formulate (2.2) in the
interaction picture,
e˙tot =  i[
eHint(t), etot(t)], (2.10)
where etot(t) = e
i(Hsys+Henv)t
tote
 i(Hsys+Henv)t and eHint(t) = e
i(Hsys+Henv)tHinte
 i(Hsys+Henv)t .
It is useful to iterate (2.10), replacing etot(t) in the commutator by the relation
tot(t) = tot(0) +
R t
0
˙tot(s)ds, which yields
˙tot(t) =  i[eHint(t), etot(0)] 
Z t
0
[eHint(t), [eHint(s), etot(s)]]ds. (2.11)
To convert this to an equation for the RDO, we have to perform the trace over the
environmental DOF. If the initial S-E state is uncorrelated tot(0) = sys 
 env, the
first contribution in (2.11) can always be assumed to be zero (otherwise the partial
trace of this expression can be included in the system Hamiltonian). The second
contribution can be formulated within the framework of a Born approximation. To
this end we assume that during the whole evolution, the correlations in the total
state created by the coupling between the system to its environment are of or-
der eHint. Furthermore, reflecting the huge dimension of the environmental Hilbert
2if Hsys does not commute with S the interaction Hamiltonian Hint can be decomposed into the
eigenoperators of Hsys [12].
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space, we may also assume that the changes of the environmental contribution
to the total state are negligible to zeroth order. We can then assume the envi-
ronmental part of the total state to be constant in time (c.f. [78]) and can write
etot(t) = ered(t)
 env +O(eHint). Keeping only terms that are second order in the S-E
coupling we arrive at
e˙red(t) =  
Z t
0
Trenv

[eHint(t), [eHint(s), ered(s)
 env]]

ds. (2.12)
Note that we would have obtained the same equation (2.12), if we had assumed the
total state to remain actually uncorrelated during the whole evolution. Therefore
it is justified to ask for the consequences of the Born approximation with respect
to the actual build up of S-E correlations during the dynamics. Does the total S-E
state get entangled at all on the time scale at which the system evolves? We will
address this question in section 6.
With the special form of the interaction Hamiltonian eHint = eS 
 eB
y + Sy 
 B it is
clear that the trace in (2.12) is only acting on mixed products of the operators eB and
eBy at different times t and s, and env. Exploiting the cyclic property of the trace
and with the reasonable assumption of a thermal environment, i.e. env = therm =
e Henv=kBT=Z , they can be evaluated yielding the expectation values
h
eB(t)eB(s)itherm = 0
h
eBy(t)eBy(s)itherm = 0
h
eBy(t)eB(s)itherm =
X

jg

j
2ei!(t s)n(!

) =: n(t   s)
h
eB(t)eBy(s)itherm =
X

jg

j
2ei!(t s)

n(!

) + 1

=: n+1(t   s),
with the thermal occupation number n(!

) = (e!=kBT   1) 1 of the -th environ-
mental mode. The above defined functions n(t   s) and n+1(t   s) are denoted
as bath correlation functions. With the above results and definitions one arrives at
the following – still non-Markovian – ME for the RDO
e˙red(t) = 
Z t
0

eS(t)eSy(s)ered(s)  
eSy(s)ered(s)
eS(t)

n(t   s) + h.c.
 
Z t
0

eSy(t)eS(s)ered(s)   eS(s)ered(s)eS
y(t)

n+1(t   s) + h.c.
(2.13)
If the time scale at which the system evolves due to Hint can be assumed to be
much shorter than the correlation time of the environment, the correlation func-
tions n(t   s) and n+1(t   s) can be approximated by Dirac delta like distributions.
As we have mentioned in the preceding section, if [Hsys,S] 6= 0 we will assume
the operators S and Sy to constitute eigenoperators of Hsys. One can then eas-
ily see from the Baker-Hausdorff formula that eS(t) = e i
tS and h.c., and it can be
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shown [18] that n(t s) = (
)n(
) Æ(t s) and n+1(t s) =
P
(
)[n(
)+1] Æ(t s).
Here within the limit of a continuous spectrum ! of the environment the thermal
occupation number n(!) and the coupling parameter (!) = jg(!)j2 are evaluated
at the resonance frequency 
. Additional contributions from the Lamb shift in the
correlation functions have been neglected, which is consistent with the weak cou-
pling assumption [12]. After transforming back to the Schrödinger picture, one then
ends up with the Markovian ME
˙red(t) =  iHsys red(t)   (
)n(
)

SSyred(t)   S
y
red(t)S

+ h.c.
  (
)[n(
) + 1]

SySred(t)   Sred(t)S
y

+ h.c.,
(2.14)
which takes the Lindblad form (2.8) with the definitions L1 =
p
(
)n(
)Sy and
L2 =
p
(
)[n(
) + 1]S.
Note that in the above equation we employ a somewhat unusual notation by
adding the hermitian conjugate of each contribution separately. This may appear
strange especially concerning the unitary part  iHsys red of the evolution. The
known form involving the commutator  i[Hsys, red] is, however, straight forwardly
obtained by adding the corresponding hermitian conjugate expression ired Hsys.
In the following, we will often use this kind of notation in order to shorten long
expressions.
In eq. (2.14) the two Lindblad operators L1 and L2 describe absorption and emis-
sion of quanta of energy 
 due to the interaction with the thermal environment.
By the temperature dependence of n it is clear that absorption of energy from the
environment can only take place at finite temperatures T > 0, while emission into
the environment is always present.
In the following chapter, we will discuss two important examples of open quan-
tum systems, which we will often relate to throughout this thesis.
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If a quantum system is coupled to an environment, essentially two things can
happen: first, due to an exchange of energy with the thermal environment, a gen-
eral system initial state will relax to thermal equilibrium, which we will refer to as
dissipation (relaxation). This happens on a time scale known as dissipation time.
Second, the growing correlations in the state of the combined system lead to a
loss of coherence in the state of the system of interest. This phenomenon, gener-
ally known as decoherence, can happen within very short time scales compared to
the dissipation time, theoretically even in the absence of dissipation. It is then re-
ferred to as (pure) dephasing and the corresponding time scale as dephasing time.
By contrast, dissipation cannot happen without decoherence but rather is always
accompanied by a damping of the coherences. The time scales of both processes
(dissipation time and decoherence time) are then typically related to each other.
A simple illustration of this phenomenon can be given by means of a quantum
mechanical two level system (qubit), weakly coupled to a bosonic environment.
As the Hamiltonian of the free system is usually described by means of a cer-
tain component of the Pauli spin operator ~, the most general form of interaction
Hamiltonian involves system contributions that are “transversally” as well as “lon-
gitudinally” aligned with respect to the self Hamiltonian1 of the qubit [32, 94, 107].
While transversal coupling leads to dissipation in connection with decoherence,
both happening at comparable time scales T1 and T2, longitudinal coupling leaves
the occupation probabilities unchanged and merely erases the coherences on a
time scale T 2 . Dependent on the ratio of these different contributions to the S-E
coupling, one may then have a mixture of both forms of behaviour.
In the following, we will review these two different mechanisms of qubit deco-
herence separately of each other, starting with a transversally coupled system. The
corresponding model is known as the “damped two-level system”, and restricting
to the Born-Markov regime we will find the well known relation T2 = 2 T1 [12, 107].
Next we will investigate a longitudinally coupled system referring to the corre-
sponding model as “dephasing qubit”. Indeed we will see that no dissipation takes
place here, whereas the time scale of the dephasing depends on the magnitude of
the dephasing rate dph. Furthermore, we will give expressions for dephasing rate,
both in the Markovian as well as the non-Markovian regime.
1This must not be confused with the terms “transversal noise” and “longitudinal noise”, which are
defined by their effect on the RDO and not as above by the alignment of the coupling with respect
to the free Hamiltonian
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Let us now give a short overview of how to describe a two level system, and
why we will use it as a model.
3.1. Qubit as a Model System
Beyond doubt, most prominent applications of the theory of open quantum sys-
tems nowadays stem from the field of quantum information processing. The role
that a bit plays in classical information theory is here taken up by a quantum me-
chanical two level system – a qubit.
Figure 3.1. Bloch sphere: every qubit state can
be represented as a point inside a two dimen-
sional sphere. While pure states lie on the sur-
face, general mixed states are represented by
vectors with radius (purity) r < 1.
To give an example, a qubit may be
realised by two isolated states of an
atom or ion that are resonantly cou-
pled by a laser that is off-resonant
with the rest of the energy levels.
Furthermore, without intending to be
exhaustive, one may also make use
of nuclear spins, the polarisation of
photons, charge or occupation states
in quantum dots or super conducting
currents in Josephson junctions.
While the state of a classical bit
can be either 0 or 1, as a quantum
mechanical system the qubit can as-
sume arbitrary superpositions of the
its ground- and excited state j0i and
j1i. Up to an irrelevant phase factor
such a superposition can always be
written in the form
j i = cos

2
j0i + ei' sin

2
j1i, (3.1)
with  2 [0,] and ' 2 [0, 2) representing a point on the two dimensional sphere
fig. 3.1. The Cartesian coordinates of this point are then given by ~r = (x, y, z) =
 
sin  cos, sin  sin', cos 

. The vector ~r is called Bloch vector, and the sphere,
accordingly, Bloch sphere [75]. Introducing the Pauli spin matrices
x =

0 1
1 0

, y =

0  i
i 0

, and z =

1 0
0  1

, (3.2)
it is easy to see that the Bloch vector~r is given by the expectation value of the spin
matrices in the state of the qubit, ~r = h~i
 
.
It also turns out that for statistical mixtures of pure qubit states the concept of
the Bloch sphere can be maintained: a mixed qubit state  can still be represented
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as vector ~r = h~i

but then the radius r = j~r j of this vector in general will be
smaller than one. Hence, unless we are not dealing with a pure state, the Bloch
vector represents a point inside the Bloch sphere. The radius r of the Bloch vector
can serve as an indicator for the purity P of the qubit state which is given by
P = Tr 2 = 12 (1 + r
2) [75].
Conversely, every qubit density operator can be represented by means of the
Cartesian coordinates of the Bloch vector. One finds
 =
1
2
 
1 +~r  ~

=
1
2

1 + z x   iy
x + iy 1  z

. (3.3)
The time evolution of an isolated qubit obeys the von Neumann equation
˙ =  i[H, ], (3.4)
where in the basis fj0i, j1ig the Hamiltonian is diagonal. If 
 is the energy differ-
ence between the two levels 0 and 1 of the qubit, with the choice 0 =  
=2 and
1 = 
=2, it is given by
H =


2
z , (3.5)
with the above defined z-component z of the Pauli-operator ~.
3.2. Damped Two-Level System
Let us now apply the Born-Markov framework, deduced in section 2.7, to a damped
two level system (qubit). As we have seen in the preceding paragraph, with a
proper choice of the ground state energy, the free Hamiltonian of a qubit can be
written in the form Hsys =


2
z . We seek to allow the qubit to exchange energy
with its environment, and hence it is obvious to choose the system part of the cou-
pling to be given by the raising and lowering operators S = 
 
and Sy = + [12, 18]
where 

= (x  iy )=2. Then S and S
y only involve contributions transversal to
the qubits self Hamiltonian, and therefore this manner of coupling is sometimes
referred to as transversal coupling2. The corresponding operators in the interaction
picture just involve an additional phase factor e

(t) = ei
t

, as one can easily
see from the Baker-Hausdorff formula. In the limit of weak S-E coupling we have
seen in section 2.7 that it is then possible to derive a general Lindblad QME. In-
serting the afore made choices for Hsys and S into (2.14) we can simply read off the
2The resulting form of the interaction Hamiltonian is nothing other than the dipole coupling of an
atom to the quantised electromagnetic field in the rotating wave approximation.
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Figure 3.2. Dissipation and decoherence: the occupation probabilities converge to a finite
value, while the coherences are damped to zero. The timescales of the two different pro-
cesses differ by a factor 2. We chose n = 1 and a qubit initial state with Bloch coordinates
z(0) = 1
2
, x(0) =
q
3
4
and y (0) = 0.
corresponding ME for the damped two level system:
˙red =  i


2
[z , red]  n

1
2
f
 
+, redg   +red 

  (n + 1)

1
2
f+ , redg    red+

,
(3.6)
where   (
) is the spontaneous emission rate and n  n(
) is the thermal
occupation number of the resonant environmental mode. The solution of (3.6) is
most easily obtained in the Bloch representation of the RDO (see e.g. [12]), and
reads
red(t) =
1
2

1 + z(t)

x(t)   i y(t)

e i
t

x(t) + i y(t)

ei
t 1  z(t)

, (3.7)
where with the notation D(t) = exp[ (2n+1)t], the components of the Bloch vec-
tor evolve according to x(t) = x(0)D(t=2), y(t) = y(0)D(t=2), and z(t) = z(0)D(t)+ (1 
D(t))=(2n + 1). By this it is clear that the population probabilities (i.e the diagonal
elements of the RDO) converge to an – in general finite – equilibrium value, defined
by z(1) =  1=(2n + 1), while the coherences (or off-diagonal elements) are expo-
nentially damped to zero (see figure 3.2). The timescales of these two processes
are given by T1 = 1=(2n + 1) in the first case, and T2 = 2=(2n + 1) in the second
case, and differ by a factor two, i.e. T2 = 2 T1, as already mentioned.
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3.3. Dephasing Qubit
In cases where the longitudinal part of the coupling predominates, we may de-
scribe the interaction Hamiltonian by Hint = z 
 (
PN
=1 g


a
y

+ h.c) [6, 12, 104]
The fact that in this case the interaction Hamiltonian commutes with the self
Hamiltonian Hsys of the qubit, assures that the diagonal elements of the RDO
remain unchanged during the evolution. Unfortunately, the very same property
also prohibits the proper derivation of a resonance frequency3 as in the dissipa-
tive case discussed in section 3.2, and thereby also prohibits the derivation of a
Born-Markov ME. Nevertheless, due to the simple form of the Hamiltonian Htot,
in this instance it is even possible to derive an exact (non-perturbative) evolution
equation for the RDO: assuming the environment to be initially in the thermal state
therm = e
 Henv=kBT
=Tr[e Henv=kBT ] at temperature T , and the total initial state to be
the product tot(0) = sys(0) 
 therm, the following time local master equation for
the reduced density operator red = Trenv[tot] can be obtained [6]:
˙red =  i


2
[z , red] 
dph(t)
2
(red   z red z ) . (3.8)
Also its solution can be obtained readily and reads
red(t) =

00 e
 i
t
Ddph(t)01
ei
tDdph(t)10 11

, (3.9)
where we have defined the function Ddph(t) = e
 
R t
0
dph(s)ds, and ij represents the
initial state of the qubit, with Bloch vector ~r = (x, y, z) = h~i. Furthermore, in (3.8)
and (3.9) we have introduced the time dependent dephasing rate dph(t) which by
means of the spectral density of the environment J(!) =
PN
=0 jgj
2
Æ(!   !

) can
be written as [12]
dph(t) = 4
Z t
0
ds
Z
1
0
d!J(!) coth[!=2kBT ] cos[!s]. (3.10)
Since, eq. (3.8) is exact, it is suited to describeMarkovian, as well as non-Markovian
dynamics, dependent on the special choice of J(!) and thereby of dph(t). In
fact (3.8) assumes Lindblad form if the dephasing rate is constant in time dph(t) 
dph. This may be achieved for an ohmic (linear) spectral density in the high tem-
perature limit, as we will consider in the following paragraph. On the other hand,
we will show later that it describes non-Markovian dynamics if dph(t) < 0 within
certain intervals of time4.
3The system part of the Hint is constant in the interaction picture and does thereby not involve an 

dependent phase factor
4In cases where dph(t) depends on time, but is greater then zero throughout, the corresponding
dynamics is sometimes referred to as pre-Markovian [84].
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In the case of strictly Markovian dynamics (with constant dephasing rate), eq. (3.8)
describes the exponential loss of coherence in the reduced state of the qubit. This
happens at a time scale dph = 
 1
dph, also referred to as T

2 . For the general, time
dependent case with dph(t) > 0 8t, we define the dephasing time dph through the
relation
Z
dph
0
dph(s)ds = 1. (3.11)
The off-diagonal elements of the qubit have then decayed to a fraction e 1 of the
initially present quantum coherences.
3.3.1. Limit of High Temperatures
As we have already mentioned, a constant dephasing rate dph(t)  dph can be
obtained for an Ohmic spectral density (i.e. it grows linearly with ! in the low
frequency range) which tends to zero above some cut-off frequency !c [17]. For
our studies of Markovian dynamics we will choose a sharp cut-off,
J(!) = !(!   !c), (3.12)
where the dimensionless quantity  parametrises the coupling strength between
system and environment. In the limit of high temperatures kBT  !c the hyper-
bolic cosine in (3.10) can be approximated by the inverse of its argument, and one
then finds for the dephasing rate dph(t) the expression
dph(t) = 8kBT
Z
!ct
0
sinc x dx (3.13)
From (3.13) it becomes clear that dph(t) converges towards the constant value
4kBT in the limit !ct  1. Then eq. (3.8) is of Lindblad type, and the corre-
sponding dynamics is strictly Markovian.
3.3.2. Negative Dephasing Rate – Non-Markovian Dynamics
If the dephasing rate dph(t) assumes negative values, it can be shown that the
corresponding dynamics is non-Markovian in the sense of both of the measures
given by [11, 84]:
At first we investigate the evolution of distinguishibility D(1, 2) =
1
2 j1   2j as
proposed in [11]. Here jAj = Tr
p
AyA denotes the trace norm [75] of some operator
A. We will parametrise each initial state by its probabilities 00 = p = 1   11 and
coherences 01 = c = 

10. With the solution (3.9) of the QME (3.8) one easily finds
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that the operator (1   2)
2 is diagonal with eigenvalues
 = 
q
(p1   p2)2 + jc1   c2j2e
 2
R t
0
dph(s)ds.
Since the trace norm is given by the sum over the absolute values of the eigenval-
ues of (1   2)
2, one finds for the derivative of D(1, 2) with respect to time the
following relation:
D˙(1, 2) =  
dph(t) jc1   c2j
2e 2
R t
0
dph(s)ds
D(1, 2)
. (3.14)
Accordingly, whenever the dephasing rate dph(t) < 0, the distinguishability of the
two distinct states 1 and 2 grows. Hence in this model non-Markovianity in the
sense of [11] is equivalent with the existence of periods with negative dephasing
rate.
Let us now investigate whether the dynamics is divisible. To this end we have to
check whether the map (t, t 0) that maps the state of the qubit at the intermediate
time t 0 > 0 to some final state at time t is CP. This map is defined by the relation
red(t) = (t, t
0)red(t
0), and reads in a vector notation:
0
B
B
B

p
c e 
R t
0
dph(s)ds
c e 
R t
0
dph(s)ds
1  p
1
C
C
C
A
=
0
B
B
B

1 0 0 0
0 e 
R t
t0
dph(s)ds 0 0
0 0 e 
R t
t0
dph(s)ds 0
0 0 0 1
1
C
C
C
A
0
B
B
B

p
c e 
R t0
0
dph(s)ds
c e 
R t0
0
dph(d )ds
1  p
1
C
C
C
A
.
It allows us to identify the images of the basis elements jiihjj under the map (t, t 0),
which, again in matrix notation, read:
(j0ih0j) =

1 0
0 0

(j0ih1j) =
 
0 e 
R t
t0
dph(s)ds
0 0
!
(j1ih0j) =
 
0 0
e 
R t
t0
dph(s)ds 0
!
(j1ih1j) =

0 0
0 1

.
As we have seen in section 2.3, (t, t 0) is CP if and only if the corresponding Choi
matrix C

=
P
i,j 
 
jiihjj


 jiihjj is positive. In the case of our dephasing qubit this
is a four dimensional matrix and reads
C

=
0
B
B
B

1 0 0 e 
R t
t0
dph(s)ds
0 0 0 0
0 0 0 0
e 
R t
t0
dph(s)ds 0 0 1
1
C
C
C
A
. (3.15)
The only non-zero eigenvalues of this matrix are 

= 1  e 2
R t
t0
dph(s)ds. While +
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Figure 3.3 Dephasing rate vs.
integrated dephasing rate: for
our choice of super-ohmic
spectral density, the dephas-
ing rate dph(t) shows domains
of negative values. The in-
tegrated quantity
R t
0
dph(s)ds
stays positive, reflecting com-
plete positivity of the dynami-
cal map from 0 to t.
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dph
is always greater then zero, 
 
gets negative as soon as the integral
R t
t0
dph(s)ds
assumes negative values. This again is equivalent with the existence of periods
with dph(t) < 0. Note that as t
0
! 0 we have 
 
= 1   e 
R t
0
dph(s) ds. Hence to
assure the complete positivity of the map (t, 0) the integral
R t
0
dph(s)ds has to be
positive for all t > 0. By means of an example we will check that this is indeed
the case: It turns out that we can obtain negative dephasing rates if we pass over
to the super Ohmic spectral density J(!) = !3(!   !c)=!
2
c , where again (!)
denotes the Heaviside step function and  is a dimensionless coupling constant.
Similar to the preceding paragraph, in the high-temperature limit kBT  !c the
time dependent dephasing rate (7.1) can easily be evaluated analytically, we get
dph(t) = 8kBT

sin(!ct)
(!ct)2
 
cos(!ct)
(!ct)

. (3.16)
Indeed, as can be seen from fig. 3.3 it assumes negative values in certain time
periods, whereas the integrated quantity
Z t
0
dph(s)ds =
8kBT
!c

1 
sin(!ct)
(!ct)

(3.17)
stays positive, as expected for the CP map (t, 0).
3.4. Importance of System-Environment Correlations
Master equations that are of Lindblad form (2.8) play an important role in the de-
scription of open quantum systems. In the realm of quantum optics in particular,
where the often satisfied weak coupling premise allows for a rigorous derivation,
Lindblad master equations are a valuable tool. In the preceding sections, for exam-
ple, we have seen that they are able to describe the decoherence of qubit.
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As was expounded in section 2.7, the usual way to derive such a ME requires the
initial state of system plus environment to be uncorrelated, whereas the coupling
between the two subsystems may cause correlations at later times. If the initial
product assumption is taken seriously, the semigroup property of the dynamics,
however, would speak against any build up of S-E correlations during the evolution.
This makes it clear that the detailed investigation of the dynamics of S-E correla-
tions in open quantum systems would be very enlightening.
Also in the framework of non-Markovian dynamics, S-E correlations are of great
importance. Due to memory kernels, the environment keeps track of the history
of the OQS, which is sometimes referred to as “backflow” of (quantum) informa-
tion. This can only happen if the SEC decrease in certain periods of the evolution,
because growing correlations in the total state also lead to an increase of the local
entropies of the sub-systems.
Furthermore, in both Markovian and non-Markovian dynamics it is an interesting
question, whether the correlations between the open system and its environment
are classical or of quantum nature. Whereas in chapter 2 and 3 we have dealt
with the dynamics of the reduced density operator, for a detailed analysis of the
dynamics of S-E correlations one clearly has to have access to the dynamics of the
total S-E state. Although this is in general a demanding task, we will tackle this
problem in the following chapter employing a fairly manageable representation of
the total state.
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Chapter 2 was dedicated to the reduced dynamics of an open quantum system.
The state  of the system of interest was obtained as an average of the total S-
E state over the environmental degrees of freedom. We have seen that in the
Born-Markov limit the dynamical maps (t, t0) : (t0) ! (t), which connect the
state of the system of interest at different times t0 < t form a one parameter
semigroup, i.e. (t, t 0)(t 0, t0) = (t, t0) with (t, t
0)  (t   t 0) and t0  t
0
 t.
Additionally we have seen that the generator of this semigroup is then of Lindblad
form, which enabled us to derive a Lindblad master equation for . In doing so, it
was crucial to make the factorisation assumption tot(t) = (t) 
 env + O(Hint) 8t
with some fixed environmental state env. In other words, to the lowest order
in the interaction, the total state of the system plus its environment is expected
to remain uncorrelated during the unitary evolution of the combined system. The
justification of this assumption is plausible due to the weak coupling premise, yet
its implications with respect to the actual build up of system-environment (S-E)
correlations are somehow unseizable. In particular it is not clear, if the nature of
such correlations is classical or quantum. To gain deeper insight, studies based on
the level of reduced dynamics are surely not sufficient, but instead it is necessary
to investigate the dynamics of the total state.
In this chapter we do so for the well established oscillator environmentmodel 2.9,
expanding the density operator of the total S-E state in an environmental coherent
state basis. Starting with an uncorrelated S-E state at t = 0, we find an exact evolu-
tion equation for the “expansion coefficients” described by the partial P-function P
of the system (cf. [98] for the dynamics of the partial Q-function, which is a related
quantity). It is of note that in doing so we make no assumptions on the correlations
created by the S-E coupling at later times t > 0, which enables us to study their
underlying nature in chapter 5. Although the mentioned evolution equation in gen-
eral involves a complicated functional dependence on the coherent state labels,
we will give a simple example which allows us to transform it to a closed, solvable
equation for P. Furthermore we will show that in the weak coupling limit such a
transformation is always possible. It therefore provides a promising basis for the
investigation of S-E correlations in the open dynamics of many quantum optical
standard systems. Finally, in the Markovian limit, we show how an average over
the environment consistently leads to the known Lindblad master equation for the
reduced (system) state.
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4.1. Partial P-Representation of the Total State
Straightforwardly generalising the P-representation [40, 103] of a bosonic field
mode, given a total S-E state tot, we can formally expand it in the form
Partial P-Representation:
tot =
Z
d2~z= P(~z,~z)
 j~zih~zj, (4.1)
where j~zi = jz1ijz2i    are the coherent states of the environment, d
2
~z :=
d2z1d
2z2    , and P(~z,~z
) is an hermitian operator in the systems state space, de-
pending on the infinite dimensional vector of coherent state labels ~z = fz1, z2,    g
and c.c. respectively.
Note that as tot is hermitian, the partial P-function P(~z,~z
) must also be hermitian.
It may, however, have negative eigenvalues and is positive only on average over the
coherent state labels ~z and ~z, because it must then yield the RDO of the system.
This can be seen by simply performing the trace over the environmental DOF in the
above coherent state basis. We will assume that initially system and environment
are not correlated, and the environment is described by the multi-mode thermal
state
therm =
1
n1
Z
d2z1

e jz1j
2
=n1
jz1ihz1j
1
n2
Z
d2z2

e jz2j
2
=n2
jz2ihz2j   
=:
1
n
Z
d2~z

e j
~zj2=n
j
~zih~z j, (4.2)
which we have expressed in the coherent state basis as well, with the thermal
occupation numbers n

= (e !=kBT   1) 1. At this point an important remark is
appropriate.
Remark: In the following, to avoid cumbersome expressions, we will very often
employ formal notations similar to (4.2), though bearing in mind the real meaning.
Often we will do so without further note.
With this notation, and the definition of the (unnormalised) Bargmann-coherent
states jjz

i := exp[a
y

z

]j0i = exp[jz

j
2
=2]jz

i and jj~zi := jjz1ijjz2i    , the initial
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product state tot(0) = sys(0)
 therm can be rewritten as
tot(t = 0) =
1
n
Z
d2~z

e 
n+1
n
j
~zj2
sys(t = 0)
 jj~zih~zjj

1
n
Z
d2~z

e 
n+1
n
j
~zj2P (t = 0;~z,~z)
 jj~zih~zjj, (4.3)
where similar to (4.2) we have introduced the formal notation (n + 1)j~zj2=n := (n1 +
1)jz1j
2
=n1 + (n2 + 1)jz2j
2
=n2 +    .
Furthermore, in the last step we have defined the transformed partial P-function
P (t;~z ,~z) = n exp[j~zj2=n]P(t;~z,~z), (4.4)
which at t = 0 just yields the initial state of the system sys(0) and therefore is in-
dependent of the coherent state labels z1, z2    . The fact that it does not depend
on ~z and ~z at t = 0 is of crucial importance in several steps of the following elab-
orations, as we will hint at later on. By means of the transformed P-function (4.4)
the total state (4.1) can be written as
tot(t) =
1
n
Z
d2~z

e 
n+1
n
j
~zj2P (t;~z ,~z)
 jj~zih~zjj. (4.5)
Having made these preliminary considerations, we will now address the derivation
of an evolution equation for the partial P-function.
4.2. Dynamics of the Partial P
As was also the case in section 2, we consider an open quantum system, which is
coupled linearly to an environment of harmonic oscillators: Htot = Hsys+Hint+Henv,
with the environmental Hamiltonian Henv =
P

!

a
y

a

, the interaction Hamiltonian
Hint =
P

g

Sa
y

+ h.c., and with Hsys denoting the Hamiltonian of the uncoupled
system. Instead of investigating the dynamics of the open quantum system in the
average over the environmental degrees of freedom, however, in the following we
will derive an evolution equation for the partial P-function of the system, describ-
ing the combined state of system plus environment. Mostly, we will work in the
interaction picture with respect to Henv. In favour of readability, however, we will
desist from indicating this by a tilde according to the usual notation A ! eA(t), and
rather just write A(t) throughout this thesis. Accordingly, the total S-E state obeys
the von-Neumann equation
˙tot =  i[Htot(t), tot], (4.6)
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whereHtot(t) = Hsys+
P

(g

ei!tSa
y

+h.c.) is the total Hamiltonian in the interaction
picture. Since we wish to obtain an equation for P it is evident in (4.6) to insert the
P-representation of tot. It will turn out that this is done best in the form (4.5),
due to the ~z-independent initial condition P (0) = sys. With a

jjz

i = z

jjz

i and
a
y

jjz

i = =z

jjz

i we then get
1
n
Z
d2~z

e 
n+1
n
j
~zj2P˙ 
 jj~zih~zjj =
1
n
Z
d2~z

e 
n+1
n
j
~zj2( iHsys P )
 jj~zih~zjj
+
1
n
Z
d2~z

e 
n+1
n
j
~zj2
 
 i
X

g

e i!tz

Sy P
!

 jj
~zih~zjj (4.7)
+
1
n
Z
d2~z

e 
n+1
n
j
~zj2
 
 i
X

g

ei!tS P

z

!

 jj
~zih~zjj
+ h.c.
Since h~zjj does not depend on z

, the derivative with respect to z

in the last line of
the above equation only concerns the Bargmann state jj~zi and can be redistributed
to the remaining integrand via integration by parts. According to the product rule
it then produces two contributions – the first is stemming from the ~z dependent
exponential, and the second is due to its action on the partial P function – and we
get
1
n
Z
d2~z

e 
n+1
n
j
~zj2S
"
 i
X

g

ei!t

n

+ 1
n

z

 

z


#
P 
 jj~zih~z jj. (4.8)
In (4.8) and in the second line of eq. (4.7) there occur certain linear combinations
of the coherent state labels z

and z

. In favour of a readability we use these
expressions to define the complex processes z(t) = i
P

g

e i!tz

and z n+1
n
(t) =
i
P

g

e i!t n+1
n
z

. In what follows it turns out to be useful to even generalise
these definitions:
Definition (General complex process and correlation function): for a sequence of
real numbers f := ff

g
2N
we define the general complex process
zf (t) := i
X

g

e i!tf

z

. (4.9)
Likewise we may define the general correlation function f (t   s) of the environ-
ment by
f (t   s) :=
X

jg

j
2f

e i!(t s) (4.10)
Note that while the process zf depends on the coherent state labels ~z, the correla-
tion function f does not.
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With f

= (n

+ 1)=n

or f

= 1 (we use the shorthand z1(t)  z(t)), the above
general definition also includes the definition of the processes z n+1
n
(t) and z(t), and
with these notations in mind we now consider the second contribution to (4.8). It
involves a linear combination of partial derivatives with respect to z

. This general
derivative can be converted to a functional derivative by means of the functional
chain rule
 i
X

g

ei!t

z

=
Z
1
 1
(t   s)
Æ
Æz(s)
,
further elaborated upon in appendix A.11. With these notations we arrive at
1
n
Z
d2~z

e 
n+1
n
j
~zj2P˙ 
 jj~zih~z jj =
1
n
Z
d2~z

e 
n+1
n
j
~zj2( iHsysP )
 jj~zih~zjj
 
1
n
Z
d2~z

e 
n+1
n
j
~zj2SyP z(t) 
 jj~zih~z jj (4.11)
+
1
n
Z
d2~z

e 
n+1
n
j
~zj2S

zn+1
n
(t) 
Z
1
 1
(t   s)
ÆP (t)
Æz(s)
ds


 jj
~zih~zjj
+ h.c.,
As a consequence of the special form of the processes z(t) and z(t), the resulting
functional derivative involves the zero temperature bath correlation function (t  
s) =
P

jg

j
2e i!(t s). Finally, in equivalence to eq. (4.11), we obtain the following
equation for the systems partial P-function
Exact Evolution Equation for the Partial P-Function:
P˙ =  iHsysP   S
yP z(t) + S P zn+1
n
(t)
  S
Z
1
 1
(t   s)
ÆP (s)
Æz(s)
ds + h.c,
(4.12)
likewise determining the evolution of the total S-E state. Note that in analogy
to the notation in eq. (2.14) for the reduced density operator, here we use the
abbreviation “+h.c.” to indicate that the hermitian conjugate of each summand
has to be added.
Though being exact, this equation has the disadvantage of not being closed in
P . Rather it involves in general complicated functional derivatives of the partial
P-function with respect to the complex processes z(s) and z(s). It is an open prob-
lem to determine under which conditions these functional derivatives
R
1
 1
ds(t  
s)ÆP=Æz(s) and h.c. can be replaced by the action of some ~z-independent linear
1The formal fact that here the time integration ranges from minus to plus infinity, has no physical
meaning: of course the evolution of the partial P at time t does not depend on the process z(t0)
at times t0 > t, but this can be accounted for by simply setting ÆP (t)=Æz(t0) = 0 for t0 > t.
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operators O and Oy on P. In the following section we will consider some cases,
which allow for such a course of action.
4.3. Replacement of the Functional Derivatives
4.3.1. Exact Dynamics: Qubit Dephasing
Probably the most simple open quantum system model is given by a two level
system (qubit), which is subjected to environmental induced decoherence, without
any exchange of energy (pure dephasing). We have already seen in chapter 2 that
on the reduced level such a system is described by a QME which involves the self-
Hamiltonian Hsys = (
=2)z and the Lindblad operators S = z . The evolution of the
composite system including the environment is determined by the Hamiltonian
Htot(t) =


2
z + z
X


g

e i!ta

+ g

ei!ta
y


(4.13)
via the von Neumann equation ˙tot =  i[Htot, tot], and in analogy the evolution of
the qubits partial P-function obeys (4.12), where we have to insert the above made
choice of Hsys and S. As we have mentioned, due to the functional derivatives
introduced in the preceding section, however, this equation is not closed in P and
therefore its solution is not obvious. In order to replace these functional derivatives,
it turns out to be useful to first derive an evolution equation for the qubits partial
Husimi Q-function Q(~z,~z) [98] instead. This quantity is given by the expectation
value h~zjtotj~zi of the total density operator in the coherent state j~zi = jz1ijz2i   
of the environment. To obtain the desired equation we evaluate Q˙(~z,~z) = h~zj ˙totj~zi
by means of the von Neumann equation (cf. [98] for a general derivation in the
framework of Markovian dynamics) and get
Q˙ =  i[


2
z ,Q]  i
X

g

e i!tzh~zja

totj~zi + i
X

g

e i!tz

Qz
  i
X

g

ei!tz

zQ + i
X

g

ei!th~zjtota
y

j
~ziz .
(4.14)
In the above equation we have used the eigenvalue relations a

j
~zi = z

j
~zi, and
h
~zja
y

= z

h
~zj. To further simplify eq. (4.14) we now have to investigate expressions
of the form h~zja

tot(t)j~zi in which the creation and annihilation operators act on the
hermitian conjugate of their eigenstates. To this end, we express the total density
operator at time t by means of the time evolution operator Utot(t) and insert the
unity operator 1 = Utot(t)U
y
tot(t) in front of the annihilation operator,
h
~zja

tot(t)j~zi = h~zjUtot(t)U
y
tot(t)a Utot(t)
| {z }
a

(t)
tot(0)U
y
tot(t)j~zi.
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The emerging Heisenberg operator a

(t) can be determined from the Heisenberg
equation of motion a˙

=  i[Htot(t), a

], and one gets a

(t) = a

 g

z
 
ei!t   1

=!

.
Here the first contribution just constitutes the time independent Schrödinger oper-
ator a

and thereby acts on the Hilbert space of the environment, while the second
affects only the system part. Since z commutes with the system Hamiltonian,
and thus with the whole time evolution operator, this second contribution to a

(t)
can be factored out from the above expectation value and we get
h
~zja

(t)totj~zi =  
g

!

z

ei!t   1

Qt + h~zjUtot(t) a

tot(0)U
y
tot(t)j~zi. (4.15)
By this course of action we have moved the annihilation operator a

one site closer
towards its eigenstate j~zi. To further exchange its position also with tot(0) =
sys(0)
 therm we use the relation
a

therm = e
 !

=kBT
therm a. (4.16)
Replacing the corresponding relation for tot(0) in (4.15), the only thing that is still
left to do is to move a

past the time evolution operator U
y
tot(t). This can be done
analogously to the considerations leading to (4.15) and we arrive at
h
~zja

tot(t)j~zi = 
g

!


ei!t   1

z Qt
+ e !=kBT
g

!


ei!t   1

Qt z + e
 !

=kBT z

Qt .
(4.17)
Repeating this procedure with the corresponding hermitian conjugate expression
h
~zjtot(t)a
y

j
~zi, we finally derive the following evolution equation for the systems
partial Q-function (cf. [98]):
Q˙ =  i


2
[z ,Q] 
Z t
0
2Re[(t   s)]dsQ +
Z t
0
2Re[ n
n+1
(t   s)]ds z Qz
+

Qz z(t)   z Q z n
n+1
(t)

+

zQ z
(t)  Qz z n
n+1
(t)

,
(4.18)
where we have used the relation e !=kBT = n

=(n

+ 1) and also introduced the
complex process zf and the correlation function f with f 
n
n+1
:= f n
n

+1
g
2N
according to the definitions (4.9) and (4.10).
With eq. (4.18) we have come one step closer to our objective of avoiding the
emergence of functional derivatives
R
1
 1
ds(t s)ÆP =Æz(s) and h.c. in eq. (4.12). It
constitutes a closed equation for the qubits partial Q-function, which can be solved
readily yielding
Q(t;~z ,~z) =
e j~zj
2
=(n+1)
n + 1

A
+
Q(t) 
00
sys(0) exp[ i
t]BQ(t) 
01
sys(0)
exp[i
t]BQ(t) 
10
sys(0) A
 
Q
(t) 11sys(0)

, (4.19)
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where the matrix components A
Q
(t) and BQ(t) read
A

Q
(t) = exp
h
 A 1
n+1
(t)
i
exp
h


~u1
n+1
(t)  ~z + ~u 1
n+1
(t)  ~z
i
BQ(t) = exp
h
 A 2n+1
n+1
(t)
i
exp
h
 

~u2n+1
n+1
(t)  ~z   ~u 2n+1
n+1
(t)  ~z
i
.
For the above equations to remain readable, in the sense of the definitions (4.9)
and (4.10) we have defined the functions Af (t) =
R t
0
R s
0
f (s    )d ds , and also
the infinite dimensional vectors ~uf (t) =
n
R t
0 fg exp[i!s]ds
o
2N
for two different
sequences of real numbers f

= 1=(n

+ 1) or f

= (2n

+ 1)=(n

+ 1).
This solution in principle enables us to obtain the matrix representation of the
qubits P-function via the relation P(~, ~
) = exp[j~j2]Q(~, ~
) between the corre-
sponding characteristic functions in Fourier space: one has
P(~z,~z) =
Z
d2~

e
~



~z ~~zej
~
j
2
Z
d2~

e
~



~
 
~

~


Q(~, ~).
By means of the useful identity
R
exp[ +    jj2]d2= = exp[=]= for
,,,  2 C, and by observing that Af (t) = j~uf (t)j
2 for each of the above defined
sequences f = ff

g
2N
, one finally obtains
P(t;~z ,~z) =
e 
j
~zj2
n
n

A
+(t) 00sys(0) exp[ i
t]B(t) 
01
sys(0)
exp[i
t]B(t) 10sys(0) A
 (t) 11sys(0)

, (4.20)
where in this case the matrix components A(t) and B(t) are given by
A
(t) = exp
h
 A 1
n
(t)
i
exp
h


~u1
n
(t)  ~z + ~u 1
n
(t)  ~z
i
B(t) = exp
h
 A 2n+1
n
(t)
i
exp
h
 

~u2n+1
n
(t)  ~z   ~u 2n+1
n
(t)  ~z
i
.
With the knowledge of P(t;~z,~z) we are already provided with the total S-E state
via tot =
R
P 
 j~zih~zjd2~z=. Taking a step back, however, we want to use this
solution to find replacement rules for the functional derivatives in (4.12). Differenti-
ating (4.20) with respect to time, one obtains the following evolution equation for
the qubits partial P-function:
Exact Evolution Equation (Pure Dephasing):
P˙ =  i


2
[z ,P] +
Z t
0
2Re[(t   s)]ds P 
Z t
0
2Re[ n+1
n
(t   s)]ds z Pz
+ P z z n+1
n
(t)  z P z(t) + z P z

n+1
n
  P zz
(t)
(4.21)
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Since the transformed P-function P differs from P just by a factor e j~zj
2
=n
=n, this
quantity obeys the very same evolution equation. By comparison with eq. (4.12)
one therefore finds that in this simple model system it is consistent to replace the
functional derivatives
R
1
 1
ds(t   s)ÆP =Æz(s) and h.c. in the following way:
Z
1
 1
ds(t   s)
ÆP
Æz(s)
=
Z t
0
 n+1
n
(t   s)dsPz  
Z t
0
(t   s)ds zP
Z
1
 1
ds(t   s)
ÆP
Æz(s)
=
Z t
0


n+1
n
(t   s)ds zP  
Z t
0

(t   s)dsPz .
(4.22)
We will come back to this decoherence model in chapter 5 where we investigate
the correlations between such a dephasing qubit with its environment. Let us now,
however, turn to more general considerations by studying open system dynamics
in the limit of weak S-E coupling.
4.3.2. Limit of Weak Interaction
The main message of the current section is that in the weak coupling limit of
eq. (4.12), the functional derivatives
R t
0
ds(t   s)ÆP (t)=Æz(s) can be replaced by
a convolution of the operator valued factors of the processes zf (t) and c.c. with the
correlation function f (t   s). This procedure then leads to the following evolution
equation:
Evolution Equation for Partial P-Function:
P˙ (t) =  iHsysP (t)  S
yP (t)z(t) + P (t)Syz n+1
n
(t)
+
Z t
0
ds(t   s)SSy P (s)  
Z t
0
ds n+1
n
(t   s)S P (s)Sy
+ h.c.,
(4.23)
which still involves the same explicit dependence of the processes zf (t) as eq. (4.12)
does.
To prove this proposition, we will assume eq. (4.23) to be correct and try to de-
termine the above functional derivatives based on this altered evolution equation.
To this end, we expand the partial P-function at time t iteratively using the relation
P (t) = P (0) +
R t
0 P˙ (s)ds. Writing the r.h.s of eq. (4.23) as P(t;~z ,~z
)P with some
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linear super operator P acting on P , one arrives at
P (t) = P (0) +
Z t
0
ds1P(s1)P (0) +
Z t
0
ds1
Z s1
0
ds2P(s1)P(s2)P (0)
+
Z t
0
ds1
Z s1
0
ds2
Z s2
0
ds3P(s1)P(s2)P(s3)P (0) +    ,
(4.24)
Let us now consider the functional derivative
R
1
 1
(t   s)Æ=Æz(s) applied to (4.24).
At this point it becomes obvious why the transformation of P to z-independent
initial conditions is of advantage: all functional derivatives of P (0) are simple zero
and according to the product rule we are left with contributions of the form
Z
1
 1
ds(t   s)
Z t
0
ds1
Z s1
0
ds2

ÆP(s1)
Æz(s)
P(s2) + P(s1)
ÆP(s2
Æz(s)

P (0), (4.25)
here, as an example, for the third summand in (4.24). Of course, while acting on
P, the functional derivative has only an effect on the ~z-dependent parts. Since P,
however, depends linearly on z we can content ourselves to consider the functional
derivatives of the processes z(t) and z n+1
n
(t) themselves. As we will show explicitly
in appendix A.1, these are given by
Z
1
 1
(t    )
Æzf (s)
Æz( )
d = f (t   s)
Z
1
 1
(t    )
Æz
f
(s)
Æz( )
ds = f (t   s),
while the derivatives of the corresponding complex conjugate processes are simply
zero. Inserting this into (4.25) one arrives at
  Sy
Z t
0
ds1(t   s1)
Z s1
0
ds2P(s2)P (0) +
Z t
0
ds1 n+1
n
(t   s1)
Z s1
0
ds2P(s2)P (0)S
y
 
Z t
0
ds1P(s1)
Z s1
0
ds2(t   s2)S
yP (0) 
Z t
0
ds1P(s1)
Z s1
0
ds2 n+1
n
(t   s2)P (0)S
y.
(4.26)
In complete analogy, this can be done for all summands which emerge from the
expansion (4.24). Once we have in principle determined all those contributions to
R
1
 1
(t   s)ÆP (t)=Æz(s), we sum them up in the following manner: first, we pool
all parts which stem from the action of the functional derivative on the outermost
super operatorP(s1), beginningwith the second summand in (4.24). After reversely
identifying P (s2) from the resulting infinite sum, this yields just
 
Z t
0
ds1(t   s1)S
yP (s1) +
Z t
0
ds1 n+1
n
(t   s1)P (s1)S
y. (4.27)
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The remaining contributions can be arranged similarly, now starting with the third,
fourth, . . . summand in (4.24), yielding
 
Z t
0
ds1P(s1)
Z s1
0
ds2(t   s2)S
yP (s2) +
Z t
0
ds1P(s1)
Z t
0
ds2 n+1
n
(t   s2)P (s2)S
y,
and so forth. Those, however, are higher order then second in the interaction
strength, since they involve the processes zf (t) additionally to the correlation func-
tions f (t   s) via the super operator P. Therefore in the weak interaction limit
they can be neglected and accordingly in this framework the functional derivative
R
1
 1
(t   s)ÆP (t)=Æz(s) is simply given by (4.27). The same considerations can be
performed for the functional derivative
R
1
 1

(t   s)ÆP (t)=Æz(s), yielding the her-
mitian conjugate result to (4.27).
The fact that the altered evolution equation (4.23) shows the same dependence
on the processes zf (t) as (4.12) suggests the attempt to substitute the functional
derivatives, which occur in the latter equation, by the results obtained for the al-
tered evolution equation. Indeed it turns out that by this procedure both equations
coincide. In other words: in the weak interaction limit eq. (4.23) is equivalent to
eq. (4.12), which proves the proposition made in the beginning of this section.
Summarising, we end up with the following replacement rule:
Replacement of the Functional Derivatives (Weak S-E Coupling): In the weak
coupling limit, the functional derivatives
R
1
 1

(t   s)ÆP (t)=Æz(s) and h.c. from
eq. (4.12) are given by (4.27) and the respective h.c. expression, i.e they can be
replaced by a sum over the convolutions up to time t of the operator-valued factors
of the processes zf (t) with the correlation functions f (t   s).
Finally, let us remark that the actual partial P-function P of the system differs from
the transformed quantity P only by a z-dependent exponential. Therefore it obeys
the very same evolution equation (4.12). We will make use of this fact throughout
the rest of this thesis.
4.4. Markovian Dynamics
After we have given a simplified version of the general and exact evolution equa-
tion (4.12) under the premise of weak S-E coupling , let us now investigate the
obtained equation (4.23) in the Markovian limit, which is a very well established
framework e.g. for many quantum optical applications. Then, if in the continuum
limit the function f (!) can be considered as sufficiently smooth, the correlation
functions f (t   s) can be replaced by delta functions (
)f (
)Æ(t   s), where the
coupling strength  and the function f both are taken at the resonance frequency
41
4. Complete Dynamics - The Total State

 (c.f. [18]) of the system. Accordingly, the evolution equation in the Born-Markov
limit is given by
Evolution Equation for the Partial P-Function (Born-Markov):
P˙ =  i[Hsys,P ] +

2
fSSy,Pg   
n + 1
n
S PSy
 
p


Sy P(t) z(t) + P(t)Sy z n+1
n
(t)

 
p


P(t)S z(t) + S P zn+1
n
(t)

,
(4.28)
where   (
) and n  n(
).
Since it describes the Markovian dynamics of the total S-E state, it should enable
us to deduce the usual Lindblad master equation (2.8) by simply averaging over the
environmental DOF. Indeed, this is the case, as we show in the following.
We obtain the RDO of the open quantum system by performing the trace of
the total density operator over the coherent states of the environment, red =
R
d2~

h
~
jtotj
~
i, in the transformed partial P-representation (4.3)
red =
1
n
Z
d2~

Z
d2~z

e 
n+1
n
j
~zj2P (~z,~z)h~jj~zih~z jj~i
=
1
n
Z
d2~z

e 
1
n
j
~zj2P (~z,~z), (4.29)
where we have used the completeness relation
R
d2

j
~
ih
~
j = 1 and the definition
of the Bargmann coherent states. Performing the derivative with respect to time,
we can insert the evolution equation (4.28), which is valid for both P and P , and
get
˙red =  i[Hsys, red] +

2
fSSy, redg   
n + 1
n
S red S
y
 

n
Z
d2~z

e 
1
n
j
~zj2

Sy P (~z,~z) z(t) + P (~z,~z)Sy z n+1
n
(t) + h.c.

In the first line of this equation the ~z-integration can be performed straightfor-
wardly. The terms in brackets, which involve the processes zf (t), have to be treated
similarly to the procedure in section 4.2: writing out the processes zf (t), the co-
herent state labels z

can be considered as partial derivatives  =z

of the ~z-
dependent exponential. Using integration by parts they can be redistributed to the
partial P-function, and finally be rewritten as functional derivatives of P with respect
to z(t). In doing so, we exploit the simple form of the correlation functions in the
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Born-Markov limit and get
˙red =  i[Hsys, red] +

2
fSSy, redg   
n + 1
n
S redS
y
+

n
Z
d2~z

e 
1
n
jzj2

 nSy
ÆP (t)
Æz(t)
+
1
n
(n + 1)
ÆP (t)
Æz(t)
Sy + h.c.
 (4.30)
The occurring functional derivative can be straightforwardly obtained from eq. (4.28)
as operator valued factors of the processes zf (t) with f = 1 and f = (n + 1)=n. In
analogy to (4.27) we get
ÆP (t)
Æz(t)
=

2

 P (t)S +
n + 1
n
S P (t)

, (4.31)
where the factor =2 stems from the fact that the Æ-like correlation functions are
integrated only up to their singularity at time t. Putting all together, the evolution
equation (4.30) for the RDO then reads
˙red =  i[Hsys, red] +

2
fSSy, redg   
n + 1
n
S red S
y
+

2

nSy red S   (n + 1)S
yS red
  (n + 1) red SS
y +
(n + 1)2
n
S red S
y + h.c.

,
(4.32)
which after simple algebra just yields the Lindbald master equation (2.8), as it
should.
Reduced vs. Full Dynamics We close this section with the following remark:
both the evolution equation for the systems partial P-function and the Lindbladmas-
ter equation, are equations in the state space of the open quantum system. While
the latter preserves positivity, however, this may not be the case for eq. (4.28),
since it is not (at least not obviously) of Lindblad type. Let us therefore compare
the typical timescales of the dynamics of P on the one hand, and of red on the
other hand.
At first we restrict to low temperatures, where the thermal occupation numbers
n go to zero. Then the master equation can be approximated by
˙red   i[Hsys, red] + S red S
y
 

2
fSyS, redg, (4.33)
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and the equation for partial P by
P˙   i[Hsys, red] +

2
fSSy,Pg   
1
n
S PSy
+
p


1
n
S P  PS

z(t) +
p


1
n
PSy   Sy P

z(t).
(4.34)
It is evident that as n ! 0 we deal with a quite rapid dynamics of the partial
P in contrast to the comparably slow reduced dynamics. Therefore the partial P
might get negative even before phenomena that can be measured on the level of
the open system alone, become visible at all. As we will see in chapter 5, this
can hint at the fast build-up of quantum correlations between the system and its
environment. Note that the limit of low temperatures has to be consistent with the
Born-Markov limit. Hence the dynamics of the partial P may be fast, but P must
not evolve on time scales of the order of the bath correlation time. Furthermore,
to be consistent with the perturbative limit we require =n to be small, and hence
also  ! 0.
By contrast, let us now consider equations (4.28) and (2.8) in the limit of high
temperatures, i.e. in the case n!1 (in connection with  ! 0). Here the master
equation reads
˙red   i[Hsys, red] + n

S red S
y + Sy red S

 
n
2

fSyS, redg + fSS
y, redg

,
(4.35)
and accordingly the equation for partial P:
P˙   i[Hsys, red] +

2
fSSy,Pg   S PSy
+
p

 
S P  PS

z(t) +
p


PSy   Sy P

z(t)
=  i[H0(~z,~z), red] +

2
fSSy,Pg   S PSy.
(4.36)
with H0(~z,~z) = Hsys+K (~z,~z
), where the hermitian operator K is given by K (~z,~z) =
i
p

 
S z(t)  Sy z(t)

. One immediately sees that as n!1 the reduced dynamics
evolves much faster then the dynamics of partial P, since eq. (4.36) then becomes
independent of temperature. Therefore, in general, the reduced dynamics creates
measurable effects well before the initially positive operator P can assume negative
eigenvalues. Here wewill see that this basically gives rise to open quantum system
dynamics, which is not accompanied by the development of quantum correlations
between the two subsystems.
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Open System Dynamics
System-environment correlations play an important role in the dynamics of an open
quantum system, as we have already discussed in sections 2.3 and 2.5. Hence,
in the current chapter we intend to apply the general framework provided in the
preceeding chapter, to investigate the role of those correlations with focus on de-
coherence processes. To this end we will consider the two different decoherence
mechanisms already discussed in chapter 3, but now from a total state point of
view.
On the one hand we will investigate the pure dephasing of a qubit. Here we have
provided the solution for the exact (possibly non-Markovian) reduced dynamics in
section 3.3, and for the dynamics of the total state in section 4.3.1. While it is a
common picture to attribute the loss of coherence in the system to the build-up
of entanglement with the environment, we will find that in the weak coupling limit
the total S-E state is practically always separable. In contrast, at higher coupling
strengths, indeed, decoherence is often accompanied by the emergence of S-E
entanglement.
On the other hand we will include dissipation by investigating the damped two-
level system in the Born-Markov limit (c.f. reduced dynamics in section 3.2), making
use of the results of section 4.4. We will find that also in this decoherence model,
the build-up of quantum correlations between system and environment in most
cases is not responsible for the loss of coherence in the system.
Finally, we will also turn to an investigation of generic open quantum systems,
which are described by a self-Hamiltonian Hsys, and a system part S of the coupling
to the environment (see sec 2.6). Here we provide a general approach to the de-
tection of S-E entanglement, valid at low temperatures of the environment. First of
all, however, let us briefly discuss what kind of correlations may emerge between
the distinct subsystems and how they can be identified.
5.1. Correlations of Quantum States
In this thesis we will focus on entanglement as paradigm for quantum correlations
in open system dynamics. The term entanglement stands in opposition to separa-
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bility of the total state and we will explain the meaning of those two terms in more
detail in the next sections.
5.1.1. Separability and Entanglement
Pure States Let us consider two completely isolated quantum systems S1 and
S2, at time t = 0 described by the state vectors j 1i 2 H1 and j 2i 2 H2. The total
state of these two systems is simply given by the tensor product j	i = j 1i
j 2i 2
H = H1
H2. Due to the absence of any interaction, the two quantum systems will
evolve in time completely independent of each other. Denoting the local Hamiltoni-
ans of S1 and S2 with H1 and H2, the corresponding time evolution operator reads
U(t) = exp[ i(H1 
 12 + 11 
 H2)t] =
 
exp[ i H1 t]
 12


 
11 
 exp[ i H2 t]

. Ac-
cordingly, the total state will always remain a product state j	(t)i = j 1(t)i
j 2(t)i,
or with other words, it is consistent to assign a well defined quantum state to each
of the two systems S1 and S2 at any time. A total state j	i with this property is
therefore referred to as separable.
Things change drastically if we admit some arbitrary, possibly time dependent
interaction, represented by a Hermitian operator I(t), acting on the product Hilbert
space H = H1 
H2. Then, the time evolution operator U(t) = T exp[ i
R t
0
ds (H1 

12+ 11
H2+ I(s))] in general does not factorise anymore, and accordingly, also the
total state j	(t)i = U(t)j	(0)i ceases to be a simple tensor product of local states.
Rather, it can only be represented in the form j	(t)i =
P

j 

1 (t)i 
 j 

2 (t)i, where
j 

i i 2 Hi . This is particularly true if we choose the interaction to be switched on
at time t = 0 and off at t = T , as was originally investigated by Einstein, Podolsky,
and Rosen [30] (EPR) in 1935. In such a case, even at times t > T , when there
is no interaction present anymore (e.g. because the two systems are already far
apart from each other), a measurement of the local state of S1 is correlated with the
outcome of a possible measurement on S2 and vice versa. A part of the information
one owns about the total state of the composite system is therefore encoded in
the correlations between different outcomes of possible local measurements [90].
This must not be confused with simple correlations between possible states of the
two systems S1 and S2, because utterly here is no such thing as local states. Such
correlations are therefore referred to as quantum correlations, EPR-correlations, or
– reaching back to Schrödinger’s 1935 paper [90] – entanglement.
Mixed States One has to be a bit more careful concerning the terms sepa-
rability and entanglement, if the total state is prepared in a statistical mixture
 =
P

p

j	

ih	

j of pure states. Here it seems reasonable to consider  as
separable, if the pure states, contributing to the mixture are separable themselves,
and thus product states j	i = j 1 i 
 j 

2 i.
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The representation of the total state as mixture of pure states however, is by
no means well defined [5]: in general we may find another representation  =
P

q

j

ih

j of the very same state, where either the ji do not factorise, or
even where the coefficients q

are not throughout positive. Conversely, the fact
that the total state is represented in such a way, obviously does not imply that it is
not separable. Furthermore, since convex linear combinations of density operators
are again density operators, we can extend the notion of separability to mixtures
of the form  =
P

p



1 
 

2 , where the local density operators 

1 and 

2 do not
necessarily have to describe pure states.
We therefore formulate the following definition [108] for separability and entan-
glement of a bipartite, in general mixed, quantum state:
Definition (separability and entanglement): The state  of a bipartite quantum
system, consisting of S1 and S2 is called separable, if it can be represented as
convex linear combination of product states, i.e. if there exists a representation
 =
X

p



1 
 

2 , (5.1)
where 1 and 

2 are local density operators of S1 and S2, and p > 0. Otherwise
 is called entangled. Note that the case tot = 1 
 2 describes an uncorrelated
total state.
In other words, a separable total state can be regarded as classical mixture of
uncorrelated states. Then the composite system is completely described on the
basis of the subsystems S1 and S2, together with correlations between these sys-
tems that can be explained solely by classical information theory. Accordingly, the
means that are necessary to prepare such a state, are local (quantum-) operations
and classical communication [74], and the corresponding preparation process is
therefore referred to as (LOCC).
If, on the other hand,  is entangled, for a complete description of the full state
on the basis of distinct subsystems we have to account for correlations between
S1 and S2 that are of quantum nature. We are then confronted with counterintuitive
properties e.g. like negative coefficients p

that cannot be interpreted as probabil-
ities or like non-locality. Let us stress, that this is somehow an artefact of dividing
an inseparable state into two subsystems.
According to the definition 5.1, in general it is a non-trivial task to determine
whether a given state is separable or entangled. Entanglement is only proven if
no separable representation of  exists. In other words, even in the presence
of interactions between the two subsystems, it is by no means clear, whether a
certain mixed state is quantum or classically correlated. Hence, investigating the
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nature of the correlations, it is necessary to have reliable criteria for separability
and entanglement at one’s disposal.
5.1.2. Criteria for Separability and Entanglement
Especially if we deal with huge Hilbert spaces it is a non trivial task to determine
whether a given quantum state is separable or entangled. We therefore have to
worry about efficient criteria, which enable us to identify the nature of the emerging
correlations between the open system and its typically infinite environment. For
the investigations related to this thesis the following criteria have proven to be
extremely valuable:
Writing tot in the partial P-Representation (4.1), we already are provided with a
necessary criterion for separability of the total state. That is to say, if the partial
P-function P(~z,~z) is positive semidefinite, it is a proper density operator in sys-
tem Hilbert space for every value of ~z. Then, however, the joint state of the two
subsystems is separable per definition, and we can write:
Criterion for Separability: if the open quantum systems partial P-function is posi-
tive semidefinite 8z, z, then we know that the total S-E sate is separable. In other
words:
P(~z,~z)  0 8z

2 C ) tot(t) separable (5.2)
This criterion is easy to be checked numerically, in particular for systems with low
dimensional Hilbert spaces like qubits, qutrits etc. Together with an evolution equa-
tion for P like we have provided in chapter 4, it can be used to extract an instant
sep up to which the total state is necessarily separable.
As already stated above, if the joint state of a composite quantum system is
entangled, a description on the level of two independent quantum subsystems in
general is not satisfactory. This fact is reflected in a criterion for separability and
entanglement, known as PPT-criterion [51, 80]. Intuitively speaking, it states: if the
joint state of a composite quantum system is separable, it is possible to invert the
time evolution in one subsystem, still conserving the properties of a valid quantum
state on the level of the whole system.
Let us formulate this criterion in a more precise manner. To this end we define
the partial transpose PTtot of a joint quantum state tot as transpose with respect to
the basis of only one subsystem. Then the criterion states: if the partial transpose
of a density operator has negative eigenvalues, the total state is necessarily entan-
gled. To profit from this criterion we slightly reformulate it in terms of expectation
values rather then eigenvalues. Accordingly, to prove entanglement, we have to
find a state j	i 2 Htot, such that h	j
PT
totj	i < 0. Expressing this condition by
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means of the partial P-representation (4.4) of our total S-E state, the criterion can
be formulated as follows:
Criterion for Entanglement (PPT): if the partial transpose PTtot of the total S-E state
has negative eigenvalues, i.e. if we can find a state j (~z)i := h~zjj	i 2 Hsys, such
that
hhPPTii
 
:=
1
n
Z
d2~z

e 
n+1
n
j
~zj2
h (~z)jP (~z,~z)j (~z)i < 0, (5.3)
then we know that tot is entangled.
In the latter condition we have transposed with respect to the coherent state
basis of the environment, which is reflected by the exchange of ~z and ~z in the
partial P. It is, however, possible to perform the transposition in the state space of
the open quantum system instead. Then, in the condition (5.3), P (~z,~z) has to be
exchanged with P T(~z,~z). Again, together with an evolution equation for P , this
condition allows us to extract an instant ent from which on the total state will be
necessarily entangled.
Remark: Note that this criterion is only sufficient for entanglement, i.e there
are entangled states which cannot be detected by means of this criterion. It was
shown [50] that these states form the class of bound entangled states [8, 9], which
means that they are not distillable.
Figure 5.1. Temperature-time plane: the cri-
teria (5.2) and (5.3) divide the parameter
space in three parts: in S we know that the
total state is separable, while in E it is en-
tangled. In general there will also be a do-
main, indicated by a question mark, within
which we cannot make predictions about
the nature of the S-E correlations.
It is of note, that both of the above cri-
teria depend on temperature T via the
thermal occupation numbers n

(T ) of the
-th environmental mode. Therefore,
taken together, in principle they divide
the temperature-time parameter space
into three domains (see Fig. 5.1):
on the one hand there is a domain
S, in principle determined by the instant
sep(T ), including the parameters T and
t at which the total S-E state definitely
is separable. On the other hand we
have a domain E, determined by ent(T ),
incorporating the parameters at which
the total state is definitely entangled.
And finally there is a remaining domain,
here indicated by a question mark, which
is formed by parameters at which the
above criteria are not suitable to deter-
mine the nature of the correlations.
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In the following we will often relate the typical timescales, at which the reduced
dynamics of the open quantum system takes place, to this partitioning of the (T , t)-
plane.
5.1.3. Quantum Discord
Besides entanglement, there are different approaches to quantify the degree of
quantumness of the correlations in a given bipartite quantum state. A good overview
can be found in [66]. Here, quantum discord [77], which is determined by the devi-
ation of two classically equivalent measures for the mutual information, is probably
the most prominent concept. Quantum discord plays an important role for the exis-
tence of CP maps. It was shown by Rodriguez-Rosario et al. that initial total states
with zero quantum discord allow for the derivation of a CP dynamical map for the
system of interest [86]. Conversely, it was shown by Shabani and Lidar that if an ini-
tial total state has non-zero discord there might exist system-environment models
for which a CP dynamical map cannot be derived [92]. Still it is not known whether
initial correlations with non-zero discord necessarily lead to dynamical maps that
are not CP. We will relate to this issue in the following section
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Dynamics
At the end of section 4.4 we have compared theMarkovian evolution equation (4.28)
for the partial P-function of a general OQS in the weak coupling limit at very low
and very high temperatures to the respective Lindblad master equation (2.8) for
the reduced density operator.
We have seen that at low temperatures P might evolve quite fast in comparison
to red, and therefore, at typical timescales of the reduced dynamics, positivity of P
is not guaranteed from the outset. According to the criterion (5.2) for separability of
the total state, quantum correlations with the environment might hence play a role
during the dynamics of the open quantum system. Because of the semigroup prop-
erty (t   t0)(t0) = (t) of the dynamical map, however, all total states assumed
during the evolution of the composite system can be seen as proper initial states,
in the framework of Markovian dynamics still ensuring complete positivity of the
reduced dynamics. As a consequence, the detection of quantum correlations in the
total state dynamics would prove the existence of open system models, for which
there is an initial total state tot(0) which has quantum discord greater than zero,
and still the resulting (t, 0) is CP. Indeed we will demonstrate such behaviour of
the total state while investigating two different qubit decoherence models – “pure
qubit dephasing” on the one hand, and on the other hand the “damped two-level
system”.
Contrary, at high temperatures, P evolves slowl compared to red. Since initially P
is a positive semi-definite operator, in general we expect it to remain positive during
the whole relevant evolution of the reduced density operator. Note, however, that
this may not be the case if P initially has eigenvalues close to zero, e.g. if the
system is prepared in a pure state at the beginning of the evolution. Again we will
verify these conjectures by investigating the above mentioned two decoherence
models. Let us now start with the investigation of SEC for the dephasing qubit
(see section 3.3), making use of the results from section 4.3.1.
6.1. Pure Dephasing
In section 4.3.1 the simple diagonal form of the Hamiltonian (4.13) has enabled
us to derive the exact analytical expression (4.20) for the partial P-function of a
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dephasing qubit. Together with the also exact solution (3.9) of the corresponding
master equation (3.8) the criteria (5.2) and (5.3) for separability and entanglement
allow us to oppose the emergence of classical or quantum S-E correlations to the
timescale at which the reduced dynamics takes place.
Reduced Dynamics We have seen in section 3.3 that the reduced dynamics, de-
scribed by the exact ME (3.8), involves the time dependent dephasing rate (3.10)
dph(t) = 4
Z t
0
ds
Z
!c
0
d!! coth[!=2kBT ] cos[!s]. (6.1)
Since here we do not want to focus on non-Markovian effects, we content our-
selves to dph(t)  0 8t. We have shown that this implies the “Markovianity” of
the reduced dynamics for all times in the sense of both works [11, 84] and assure
it by the choice J(!) = !(!   !c) for the spectral density of the environment.
Furthermore, we have seen that the timescale at which the reduced dynamics
takes place is given by the dephasing time dph, which we have defined through
the relation
R
dph
0 dph(s)ds = 1. In the limit of high temperatures kBT  !c and
large times !ct  1 the decoherence rate  assumes constant values and hence
the ME (3.8) takes Lindblad form. Then the decoherence time is simply given by
dph = 
 1
dph = (4kBT)
 1. Recall that the dephasing rate and accordingly also the
dephasing time depends on the temperature T of the environment.
Complete Dynamics On the level of the total state dynamics we have provided
an exact expression for the qubits partial P-function in section 4.3.1. It turns out to
be useful to consider the transformed P-function P = nexp[j~zj2=n]P which reads
P (t) =

A
+(t) 00sys exp[ i
t]B(t) 
01
sys
exp[i
t]B(t) 10sys A
 (t) 11sys

, (6.2)
where we may represent the qubit initial state sys  sys(~r ) by means of the Bloch
vector ~r = (x, y, z) = h~i:
sys(~r ) =
1
2

1  z x + i y
x   i y 1 + z

.
As shown in 4.3.1, the matrix elements A(t;~z ,~z) = exp[ A(t)  f~u1=n(t)  ~z +
~u1=n(t) ~z

g] and B(t;~z,~z) = exp[B(t) f~u
(2n+1)=n
(t) ~z   ~u(2n+1)=n(t) ~z

g] involve the
complex time dependent functions
Af (t) =
Z t
0
Z s
0
f (s    )d ds (6.3)
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and the infinite dimensional, time dependent vectors
~uf (t) =

Z t
0
f

g

exp[i!

s]ds

2N
(6.4)
where in the sense of definition (4.10) one has to insert the two different se-
quences of real numbers f

= 1=(n

+ 1) and f

= (2n

+ 1)=(n

+ 1).
The knowledge of P provides us with the total state of the qubit and its environ-
ment via the representation (4.5). This enables us to investigate the nature of the
emerging S-E correlations by means of the criteria (5.2) and (5.3). Let us first turn
to an investigation of separability of the total state.
Separability According to the criterion (5.2), the total state tot(t) in represen-
tation (4.5) is trivially separable, as long as the partial P-function (6.2) is positive-
semi-definite. It can be easily seen that one eigenvalue of P is always positive, and
hence a good indicator for the definiteness of P is the sign of determinant det[P ]
which in fact is independent of the coherent state labels ~z and ~z:
det[P (t)] = e
 2A 1
n
(t) h
1  z2
i
  e
2A 2n+1
n
(t)
(x2 + y2). (6.5)
We are thereby provided with an easy concrete criterion. As long as
S(t) := A 1
n
(t) + A 2n+1
n
(t) 
1
2
ln

1  z2
x2 + y2

(6.6)
it is proven that the total S-E state is separable. The quantity on the l.h.s. de-
pends on the temperature of the surrounding heat bath via the thermal occupation
numbers n

= (exp[!

=kBT ]  1)
 1, and reads in the continuum limit
S(T , t) = 4
Z t
0
ds
Z s
0
d
Z
1
0
d! J(!) exp

!=kBT

cos[!(s    )]. (6.7)
Thereby condition (6.6) defines a “domain of separability” in the temperature-time
plane which we will relate to the temperature dependent dephasing time dph(T )
later on. Let us now turn to an investigation of entanglement in the total state.
Entanglement According to criterion (5.3), we can prove S-E entanglementwhen
the partial transpose PTtot(t) of the total state yields a negative expectation value
h	(t)jPTtot(t)j	(t)i in some state j	(t)i of the composite system. In order to do so,
we have to find a state j (t;~z)i = h~z j	(t)i in the Hilbert space of the qubit such
that
hhP PT(t)ii
 
:=
Z
d2~z

1
n
e 
n+1
n
j
~zj2=
h (t;~z )jP T (t;~z ,~z)j (t;~z)i < 0. (6.8)
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In order to detect entanglement as early as possible, it is clear that initially the
desired state should have minimal overlap with the positive, possibly mixed, initial
state of the qubit. Therefore, as t ! 0 the test state j (t;~z )i should merge into
(a,b) := ( 
p
(1  z=r )=2,e i
p
(1 + z=r )=2). It turns out that a good choice is given
by
j (t;~z)i =
0
B

e
 
~z

~u 1
n
+~u 2n+1
n

=2+i
t=2
a
 e
~z

~u 1
n
+~u 2n+1
n

=2 i
t=2
b
1
C
A
. (6.9)
We will justify the form of this state later on in section 6.1.3. By solving the inte-
gral (6.8) one finds the following expression for the expectation value:
hhP PT(t)ii =
1
2
 
n + 1

 
e
 A 1
n
(t)+ S(t )
2

1 
z2
r

  e
A 2n+1
n
(t)  S(t )
2

(x2 + y2)
r

!
, (6.10)
where making use of the definition (4.10) for a general bath correlation function f
with f = 2n=(n+1), the quantity S can be written as S =
R t
0
R s
0
2n=(n+1)(s   )d ds.
It is dual to S in the sense that it involves inverted coefficients in the correlation
function. This quantity becomes negative, i.e. the total state is entangled, if the
following condition is met:
E(T , t) := S(T , t)  S(T , t) > ln

r   z2
x2 + y2

. (6.11)
Note that
 
r   z2

=(x2+y2)  1 and hence the quantity on the r.h.s. (6.11) is greater
or equal to zero. Finally, in the continuum limit the expression on the l.h.s. yields
E(T , t) = 8
Z t
0
ds
Z s
0
d
Z
1
0
d! J(!) sinh

!=kBT

cos[!(s    )]. (6.12)
Again, this quantity depends on temperature via the thermal occupation numbers
of the environmental modes and thus defines a “domain of entanglement” in the
temperature-time plane which parametrises S-E states that are necessarily entan-
gled.
Making use of the concrete conditions (6.6) and (6.11), in the following we will
determine these domains of separability and entanglement, and relate them to the
dephasing time dph(T ).
The above conditions depend on the initial state of the qubit and for the following
it will be essential to consider arbitrary (mixed) initial states. On the one hand this
reflects the experimental limitations in the preparation process and on the other
hand it allows us to investigate cases where the qubit is part of an entangled many
qubit state. This is of importance, because as we will see later on, while pure initial
qubit states always immediately lead to system-environment entanglement, even
a slight decrease of initial purity can have a significant effect on the nature of the
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ensuing S-E correlations. Let us start with an investigation of the regime where
the ME (3.8) is of Lindblad type.
6.1.1. S-E Separability and Dephasing in the Lindblad Regime
As already anticipated in section 5.1.2, for a given initial qubit state with h~i =
(x, y, z), condition (6.6) defines an area in the (T , t)-plane, within which the total
state is necessarily separable (c.f. fig. 5.1). Note that for a pure initial state the r.h.s.
of (6.6) is zero and therefore the separable area vanishes. With our choice (3.12)
for J(!), in the high temperature limit kBT  !c the two integrals with respect to
time in (6.7) can straightforwardly be evaluated and we find
S(T , t) = 4
Z
!c
0

exp

!
kBT

1  cos[!t]
!

d!. (6.13)
Figure 6.1. Separability of system and environ-
ment vs. dephasing time - Lindblad regime: for
temperatures kBT  !c the qubit may decohere
without becoming entangled to its environment
despite an initial purity of r = 0.98.
In principle this can be written
in terms of known special func-
tions [44] and it turns out that as
t ! 1 also S(T , t) ! 1 for all
temperatures. In the high tem-
perature limit S becomes indepen-
dent of temperature and one finds
S(T , t) ! S(t)  ln t + const.
As a consequence, for any initial
state and temperature the partial
P-function at some point in time
ceases to be positive. Then ex-
pression (4.5) does not represent
a proper mixture anymore and we
can no longer conclude that the to-
tal state is separable. Note that
P (t;~z ,~z)  0 8~z,~z is a sufficient
but not a necessary condition for
separability of the total state.
In fig. 6.1 we visualise condition (6.6), relating the criterion for separability to the
dephasing time dph(T ). In order to cover the whole relevant range of temperatures
we calculate the indicator function (6.7) numerically in the regime of low and in-
termediate temperatures. We resort to the weak coupling regime ( = 10 3) and
choose a qubit initial state in the equatorial plane (z = 0) of the Bloch sphere with
purity r = 0.98 (recall that r denotes the length of the Bloch vector, i.e., r = j~r j).
While at low temperatures dph lies outside of the area of separability, it lies
inside for temperatures of about kBT  2!c. In the high temperature regime, when
the dynamics can be described by a Lindblad equation, the coherences of the qubit
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thus essentially vanish, while the total state is still separable. This is remarkable
because the initial state is so close to being the pure state (j0i + j1i)=
p
2.
Figure 6.2. Fraction of qubit initial states that de-
cohere while the total state is still separable: re-
markably, in the regime where the master equa-
tion (3.8) involves a constant dephasing rate (and
thereby it is of Lindblad form), i.e. kBT  !c virtu-
ally all initial states decohere before any entangle-
ment to the bath is built up.
The question arises as to how
many initial states, depending on
temperature, meet the same fate.
In fig. 6.2 we display the relative
volume of the set of states that
are still separable at dph, i.e. af-
ter the essential part of the de-
phasing dynamics has already hap-
pened. Remarkably, in the regime
of validity of the Lindblad equa-
tion for practically all initial states
the coherences of the qubit have
decayed long before any entangle-
ment between system and envi-
ronment may be generated.
In fact, this is not too surprising:
as we have shown in section 2.7, in
the weak coupling limit (“Born ap-
proximation”) a master equation of
Lindblad type is usually derived as-
suming that the joint state of sys-
tem plus environment to the low-
est order in the interaction remains a product state [12, 18]: one substitutes
tot(t)  sys(t) 
 therm in the perturbative evolution equation. The severity of
this approximation apparently finds expression in the fact that entanglement builds
up very slowly compared to the time scale given by decoherence.
6.1.2. S-E Entanglement and Dephasing
If one excludes the eigenstates j0i and j1i of the system part of the interaction
Hamiltonian, all pure qubit initial states will immediately lead to S-E entanglement.
However, as we have shown in the previous section even a slight decrease of
purity (e.g. r = 0.98) may lead to a finite period of separability in the beginning of
the evolution that may be long enough for the qubit to lose its coherence.
As already stated, criterion (6.11) in principle allows us to check, whether a cer-
tain qubit initial state gets entangled with the environment during the evolution.
In the limit of high temperatures and large times, E(T , t) becomes independent
of time, E(T , t) ! E(T )  8!c=kBT (c.f. section 3.3.1). Therefore, for every ini-
tial state there exists a temperature above which our criterion is no longer able to
detect entanglement.
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Figure 6.3. System-environment correlations vs. dephasing time - strong interaction
regime: (a) For initial states of high purity (here r = 0.9) decoherence mainly takes place
after the total state has become entangled. (b) For mixed initial conditions decoherence
can occur in both domains, here shown for an initial state with purity r = 0.1.
In the low temperature regime, however, entanglement detection turns out to
be quite effective: as we show in figs. 6.3 (a) and (b) for low temperatures and
relatively short times our criteria for separability and entanglement cover almost
the entire (T , t)-plane. Therefore the domain in the temperature-time plane within
which we do not know whether a certain total state is entangled or not is pretty
small.
In fig. 6.3 we relate the dephasing time dph(T ) to our criteria for separability and
entanglement. To ensure that entanglement builds up fast, we here resort to the
strong coupling regime ( = 1). It becomes apparent that for an initial qubit state
that is quite pure (r = 0.9), in the considered low temperature range, decoherence
is complete only after entanglement has built up (a). By contrast, for an initial qubit
highly mixed state with purity r = 0.1, depending on temperature, decoherence
can occur before or after the two subsystems were able to entangle (b).
These results show that in general there is no direct connection of the dephasing
mechanism to the formation of S-E entanglement: if the qubit is prepared in a pure
state, dephasing is of course always accompanied by entanglement of the total
state independently of temperature. On the other hand, if the initial state is already
a completely incoherent mixture, the total state stays separable for all times. In all
other cases there are two disjoint ranges of temperature implying dephasing before
and after the qubit was able to entangle with its environment, respectively.
To further elucidate the nature of dephasing in dependence on the initial state of
the qubit dependent on temperature we consider the following dephasing scenar-
ios. On the one hand there are qubit initial states that in some sense “maintain
the identity” of the qubit by building up only classical correlations with the environ-
ment up to dph(T ). We refer to this as “separable dephasing mechanism”. On the
other hand there are initial states which lead to the build-up of S-E entanglement
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Figure 6.4. Decoherence scenarios: cut through the Bloch sphere at  = 0, temperatures
in units of !c=kB. Left panel: separable decoherence. All states inside the area enclosed
by a curve of given temperature decohere while the total state is still separable. Right
panel: entangling decoherence. All states outside the area determined by a curve of given
temperature decohere after entanglement has built up.
before the coherences have decayed. In this scenario we denote the dephasing
mechanism to be “entangling”.
Figure 6.5. Oscillatory behavior: at low tem-
peratures separable and entangled domains may
alternate, here shown in the weak interaction
regime ( = 10 3) for a qubit initial state with
purity r = 0.95 (z =  = 0).
Fig. 6.4 visualises the initial qubit
states which belong to each of the
two scenarios in a cut through the
Bloch sphere. In the left panel
all states inside the area enclosed
by a curve of given temperature
dephase while the total state is
still separable (separable dephas-
ing). Contrary, in the right panel all
states outside the area determined
by a curve of given temperature de-
phase after entanglement has built
up.
As already mentioned the south
and north pole of the Bloch sphere
represent the eigenstates j0i and
j1i of the system part of the cou-
pling operator Hint. Hence they
never build-up entanglement with
the environment, and thereby for a given purity r there is no global value of tem-
perature T defining the cut between “separable” and “entangling” decoherence.
Rather, states close to the poles tend to dephase while the total state is still sepa-
rable. States near the equator, by contrast, tend to involve entanglement.
Finally, let us mention that the dynamics of system-environment correlations can
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be quite rich. In the low temperature regime, in particular, we are able to detect
conditions where the total state alternates between being entangled and separa-
ble. In fig. 6.5, e.g. we show the correlation dynamics for an initial qubit state with
purity r = 0.95. Here, for temperatures around T = 0.3!c=kB the nature of the
correlations alternates between classical and quantum as a function of time.
6.1.3. Quality of Entanglement Detection for an “Environment”
Consisting of a Single Bosonic Mode
The proof of entanglement in a high-dimensional system is not a trivial task. There-
fore it would be desirable to estimate if our test state j (t;~z )i in (6.8) really provides
an effective prove of S-E entanglement.
Figure 6.6. Single mode environment - compar-
ison to numerics: temperature dependence of
the exact instant crit(T ) at which the total state
changes from PPT to NPT, and vice versa (points).
The result obtained by our criterion (6.11) is dis-
played by the shaded areas. Obviously, there is
perfect agreement. Qubit initial state with purity
r = 0.75, z-coordinate z = 0.2 and azimuth angle
 = 0.
In the preceding section, Fig. 6.5
indeed demonstrates that – at low
temperatures at least – our criteria
for separability (6.6) and entangle-
ment (6.11) are quite good: the do-
main of parameters (T , t) for which
the nature of S-E correlations can-
not be determined is very small.
To estimate the accuracy of our
criteria also in the range of higher
temperatures let us investigate the
entanglement dynamics of the to-
tal state in the case in which the
environment consists of a single
mode of frequency !. This is of
advantage because here the total
state dynamics can be accessed
fully numerically.
We are interested in the exact
instant crit(T ) at which the defi-
niteness of the partial transpose

PT
tot ceases to be positive (PPT)
and negative eigenvalues emerge
(NPT). On the other hand, using the spectral density J(!0) = Æ(!0   !), eq. (6.11)
allows us to analytically derive the instant ent(T ) from which on we are able to
detect entanglement with our test state determined from eq. (6.9).
In fig. 6.6 we compare the temperature dependence of these characteristic times
for an initial state with purity r = 0.75. It turns out that there is an excellent
agreement between the exact numerical and the analytical result, even at high
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temperatures. This raises hope that also in the case of larger environments, the
entanglement criterion (6.11) is able to detect a negative partial transpose very
efficiently.
The results of this section clearly support our conjecture made in the beginning
of section (6). While at low temperatures, the total state builds up entanglement
very fast, in the high temperature limit – in which the ME is of Lindblad type – the
total state stays separable until the reduced dynamics has essentially happened. To
further substantiate this, we will now extend our studies to the case of a dissipative
environment.
6.2. S-E Correlations in the Presence of Dissipation
As a second example, let us now investigate the environmental induced damping
of a qubit in the Born-Markov limit, as discussed in section 3.2. There we have
seen, that additionally to the pure dephasing which only affects the coherences,
the occupation probabilities p(t) and 1   p(t) of the qubit converge to an equilib-
rium value given by p(1) = n=(2n + 1). The two processes happen at the two
(temperature-dependent) time scales: T1(n) for relaxation, and T2(n) for dephas-
ing. They are closely related by T2(n) = 2 T1(n) = 2=(2n + 1) and we therefore
may choose either one of the two to represent the reduced dynamics. Here we
will choose the dissipation time diss(n) = T1(n), and relate it to the “domains of
separability and entanglement”, resulting from the criteria (5.2) and (5.3).
In this dissipative model the question about the nature of the SEC cannot be
tackled as directly as in the case of pure dephasing. The reason is, that here
we do not have an analytic expression for the partial P-function of the qubit at
our disposal. We are, however, provided with an evolution equation for P, which
according to (4.28) reads
P˙ =  i
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[z ,P, +]
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 
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 
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 
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(6.14)
It will serve us as a starting point for the investigation of the emerging SEC. Let us
first come to the determination of the “domain of separability”.
Separability For every argument~z = fz1, z2,    g, z 2 C of the partial P-function,
eq. (6.14) describes the time evolution of P(t; z, z), dependent on the complex
processes zf (t) = zf (t) := i
P

g

f

e i!tz

and c.c. These again are completely
determined by the choice of the argument ~z.
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Figure 6.7. Separability vs. dissipation: for states with comparably low purity, like r = 0.6,
the reduced dynamics happens essentially while the total S-E state is still separable (a).
For qubit initial states with higher purity, here r = 0.8, even at high temperatures the qubit
might entangle with its environment before it has relaxed to equilibrium (b). In consistency
with the weak coupling premise we chose =
 = 1=100.
Let us assume that we are satisfied with the knowledge of P(t;~z[k],~z[k]) eval-
uated at a sufficiently large set of random points ~z[k], 1  k  N. Then the
corresponding processes zf [k](t) can be considered as N realisations of a random
process Zf (t). We may now introduce the corresponding Wiener increment dZf (t)
obeying the relation hdZf (t)dZ

f (s)i = f (t   s). Recall that in the Born-Markov limit,
as we are investigating here, one has f (t s) = (
)f (
)Æ(t s)). With this notation
we may write eq. (6.14) as Stratonovich stochastic differential equation [37].
dP =

 i
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(6.15)
This equation bears similarity with a stochastic von-Neumann equation in the
sense that in average one recovers the reduced density operator of the qubit. They
appear e.g. in the theory of continuous measurement, where the stochastic op-
erator is a valid density operator for all times [109]. They also appear as efficient
stochastic method to obtain the reduced dynamics [97].
With respect to numerical applications it is convenient to transform eq (6.15) to
its Itô-form, reading
dP =

 i
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(6.16)
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We have propagated this equation numerically, at each time step checking P
for negative eigenvalues. The results are shown in fig. 6.7 for two different qubit
initial states. At each temperature we have checked 500 random processes in a
Monte-Carlo sense for the instance at which the corresponding value of det[P] gets
negative. The remaining white area can be assumed to approximate the “domain
of proven separability”, where the P-representation is positive.
Figure 6.8. Volume of separable decohering
states: similar to the pure dephasing model most
qubit initial states decohere while still separable.
=
 = 1=100.
It becomes apparent that the re-
sults are qualitatively similar to the
results that we have obtained for
pure dephasing. E.g. for an ini-
tial state of the qubit in the equato-
rial plane of the Bloch sphere with
purity of r = 0.6, the reduced dy-
namics takes basically place in the
“separable domain” (left panel).
However, as we employ qubit initial
states with high purity like r = 0.8
(left panel), within the considered
range of temperature, the reduced
dynamics happens essentially out-
side the “separable domain”. This
is obviously an effect of the dissipa-
tive influence of the environment,
which leads to a faster build-up of
S-E correlations.
To gain deeper insight, we investigate the volume of initial states inside the
Bloch sphere, for which the essential part of the reduced dynamics takes place in
the “separable domain”.
It can be seen from fig. 6.8, that even at T  10
=kBT still roughly 40% of all
initial states might (but not necessarily do) build-up quantum correlations with the
environment, despite of the weak coupling to the environment.
The proof of entanglement in these cases is, however, difficult due to the high
temperatures. In the regime of low temperatures, on the other hand, in the follow-
ing section we will generalise the procedure for entanglement detection that we
have already successfully applied to the case of pure dephasing. Instead of a time
dependent test state like (6.9) we will have to find a suitable evolution equation for
j (t;~z)i.
Entanglement Although in principal it would be possible to construct the total
state by propagating the stochastic differential equation (6.16), it would be far too
demanding to check the partial transpose PTtot for negative eigenvalues. Therefore
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we will pursue another strategy: we wish to construct an evolution equation for
j (t; z)i = hzjj	(t)i, which assures that the expectation value
hhP PT(t)ii
 
=
1
n
Z
d2z

e 
n+1
n
jzj2
h (t; z)jP PT(t; z, z)j (t; z)i (6.17)
of the partial transpose of tot in the state j	(t)i assumes negative values as soon
as possible (see criterion (5.3) for entanglement of the total state).
To this end let us consider the evolution equation for P PT. It can be obtained
from (6.14) by exchanging the processes zf (t) and z

f (t). It turns out to be useful
resort to the interaction picture with respect to Hsys. Such a transformation is
adequate, since local operations cannot create or destroy entanglement. Just as
explained in section 3.2 one has e

(t) = ei
t

and thereby the evolution equation
reads
P˙
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(6.18)
Note that for what follows it is essential to consider the transformed P-function
P to ensure z-independent initial conditions (P PT(0) = sys(0)). For the evolution
equation of the test state j (z)i we make the following ansatz
j (t; z )i
t
= fA(n) + B(n) z(t)g j (t; z)i, (6.19)
where the operators A and B may depend on temperature via the thermal occu-
pation number n. The formulation of this ansatz in terms of only z(t) is justified,
because the processes zf (t) are not independent of each other. By means of the
product rule one then finds for the integrand in (6.17)
d
dt
h jP PTj i =

2
h j
 
+P
PT
j i  

2
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 
P PT+j i
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+ h jP PTfA(n) + B(n)z(t)gj i
+ h.c.
(6.20)
Performing the integral
R
d2z=, the coherent state labels z

occurring in the
complex processes z(t) and z
(n+1)=n
(t) can be considered as partial derivatives of
the Gaussian weight function in (6.17) with respect to the respective complex con-
jugated variable. One arrives at a linear combination of these derivatives, which can
be redistributed to the rest of the integrand using integration by parts. According to
appendix A.1 in the Born-Markov limit they can be replaced by the functional deriva-
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tives1, which act on each of the remaining z-dependent factors in (6.20), according
to the product rule. The corresponding contributions can be obtained from (6.18)
and from the hermitian conjugate equation of (6.19). This way the above equation
can be cast into the form
d
dt
h jP PTj i =h jfAy(n) 
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(6.21)
By the general ansatz (6.19) we are now free to choose the operators A(n) and B(n)
to make the expectation value hhP PT(t)ii
 
negative as soon as possible. In so doing
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2, and test the following four scenarios for
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1Considering (6.17) as Gaussian average over a random process, the described procedure can be
seen as Furutsu-Novikov-Donsker relation [28, 36, 76].
2by this choice all positive contributions 
 
P PT+ are zero
64
6.2. S-E Correlations in the Presence of Dissipation
d
dt
h jP PTj i =  
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Unfortunately, none of the above equations is closed. It is, however, possible to
arrive at a closed system of differential equations by the following cause of action.
With an eye on the r.h.s. of eqs. (6.22) – (6.25), let us consider expressions of the
form
E[X jY ] := hhXPPTY ii
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where the operators X and Y are set 1,+, ,+ ,    successively, according
to the requirements given by the choice of A(n) and B(n). As a shorthand we will
write e.g. E[j +  ] for the expression (6.26) with X = 1 and Y = + . Similar to
the derivation of (6.21) we can now derive an evolution equation for h jXP PTY j i,
finding
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(6.27)
Exploiting the algebraic properties of the ladder operators + and  , this again
enables us to derive a closed set of coupled equations for each of the scenarios
A0 – A2, which we have attached in the appendix A.2. The corresponding solutions
are displayed in fig. 6.9 (a) for a qubit with initial purity r = 0.6.
The different scenarios A0 – A2 seem to detect entanglement with different
effectiveness. While it is possible to prove entanglement up to temperatures of

=kBT employing scenario A0, with scenario A2, e.g., we can only detect entan-
gled total states up to temperatures T  0.6
=kBT . Furthermore, with all scenar-
ios entanglement can only be proven for a certain time interval.
Since it has shown to be most effective, let us consider scenario A0 for qubit
initial states of different purity. The corresponding results for hhPPT(T , t)ii
 
are
shown in fig. 6.9 (b) together with the dissipation time diss(T ). It turns out that,
similar to the results for pure dephasing, we can detect entanglement at higher
temperatures, the purer the initial state of the qubit.
As already mentioned above, for each initial purity the prove of entanglement fails
at a certain point in time. As can be seen from fig. 6.9 (b), this happens at times
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Figure 6.9. Detection of entanglement. (a) Comparison of the different scenarios A0 – A2.
We consider an initial qubit state with purity r = 0.6 in the equatorial plane of the Bloch
sphere. Scenario A0 turns out to detect entanglement most effectively. (b) Entanglement
detection by means of scenario A0 for four different qubit initial states in the equatorial
plane of the Bloch sphere. S-E entanglement can only be proven for a certain time period.
The temperature at which we are able to detect entanglement depends on the initial purity
of the qubit. In consistency with the weak coupling premise, in both figures we chose
=
 = 1=100.
tcrit(~r ) & diss. In other words: if the qubit has thermalised with its environment,
with our evolution equation for the test state j (~z)i criterion (5.3) is not able to
prove entanglement in the total state.
Interestingly, at low temperatures this time seems to become universal with
respect to the initial state of the qubit, i.e. tcrit(~r )  tcrit. On the other hand, as
we have seen in section 3.2, this holds also true for the time diss that the qubit
needs to thermalise. Moreover there appears to be a close relation between the
time span where entanglement in the total state can be proven and the dissipation
time: for a given qubit initial state the domains of proven entanglement seem to
be centred around the course of diss, as can be seen from fig. 6.9 (b).
It therefore might be tempting to see the missing proof of S-E entanglement
from times later then tcrit as hint for separability of the thermal S-E state. However,
such a conclusion would be premature, since the criterion (5.3) is not necessary for
the existence of entanglement in the total state. Furthermore, it has been shown
that the thermal state of the Jaynes-Cummings model (where the environment
consists of a single mode) is always entangled [57]. Clearly, further investigations
are necessary to gain deeper insight.
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6.3. Prove of S-E Entanglement in General Lindblad
Systems
It is worth noting that, although formulated for the damped two-level system with
S = 
 
, in the low temperature regime eq. (6.27) can easily be extended to general
open quantum systems. It turns out that this is done best in the Schrödinger pic-
ture, and accordingly in the derivation we obtain additional contributions involving
the self-Hamiltonian Hsys of the system.
Due to the results of the preceding section, for most system initial states we
do not expect to prove entanglement at temperatures T & 1, and hence we may
consider the obtained equation in the limit of low temperatures. If furthermore we
are satisfied with a solution that is not valid for arbitrary long times, only the contri-
butions with the biggest coefficients play a role for the evolution for hhPPT(t)ii
 
.
As a consequence – along with others – the additional contributions due to Hsys
can be neglected, and in analogy to the preceding section setting B(n) =  
p

n+1
n
Sy
we end up with the following equation:
d
dt
h jXP PTY j i =  
n + 1
n
h jSXP PTSyY j i. (6.28)
Starting with X = Y = 1 the above equation can be iterated, and finally after
performing the z-integration as in (6.26), one obtains an infinite set of coupled
differential equations for the expectation values Ek := hhS
kPPT
 
Sy
k
ii
 
:
E˙k (t) =  
n + 1
n
Æk+1,l El (t). (6.29)
This cascade of coupled differential equations can be hoped to discontinue for
the following reasons.
First, despite of the fact that we deal with low temperatures, in consistency with
the Born-Markov approximation the prefactor (n+1)=n in eq. (6.29) has to be small
compared to the resonance frequency of the system. This can be assured if  is
chosen sufficiently small.
Second, due to the low temperature assumption, only the lowest energy levels
of the system of interest will be occupied. Therefore repeated application of the
coupling operator S should yield values close to zero at some point.
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Figure 6.10. Low temperature approximation:
initial state with r = 0.6 in the equatorial plane
of the Bloch sphere. Scenario A0 and the low
temperature approximation. The latter seems
to be adequate up to temperatures of T 
0.5
=kBT .
For the damped level system, dis-
cussed in the preceding section, this
is trivially the case, since (

)2 = 0.
Hence the expectation value E0(t) de-
pends linearly on time and with n=(n+
1) = e ~
=kBT one finds for the time
ent(T ) from which on we are able to
prove entanglement
ent(T ) =
E0(0)
E1(0)
e
 
~

kBT (6.30)
In fig. (6.10) we show the solution
of the approximation (6.28) together
with the exact result of scenario A0
for the damped two-level system. It
can be seen, that up to temperatures
of 0.5
=kBT there is good agree-
ment between the two solutions. Fur-
thermore it can be seen that only the
short time behaviour is correctly mimicked by the approximate solution. Therefore
entanglement can only be concluded for a certain time span after ent(T ). This has
to be kept in mind while investigating general open quantum systems by means
of this approach with respect to the build-up of quantum correlations in the total
state.
6.4. Concluding Remarks
In this chapter we have investigated S-E correlations during Markovian decoher-
ence dynamics. As was expected due to the considerations in section 4.4 we have
found that in strictly Markovian dynamics (i.e. when the reduced dynamics can be
described by a master equation of Lindblad type) there are two different scenarios
that depend on the temperature of the environment.
In the regime of high temperatures the total state of system and environment
is mainly classically correlated with a positive P-representation during the whole
relevant time span. Exceptions are given if the initial state of the qubit is sufficiently
pure, and thereby P(0) possesses eigenvalues close to zero. It has turned out that
in the case of pure dephasing the relative volume of the initial states which might
still build up quantum correlations tends to zero for T ! 1. By contrast, in the
case of a dissipative environment this set of initial states has finite volume, but still
the build-up of quantum correlations during the dynamics cannot be concluded.
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In the regime of low temperatures it is possible to prove the build-up of S-E
entanglement during the evolution of the qubit for a considerable class of initial
states. We have found that the occurrence of entanglement depends on the purity
of the initial state, and on the temperature of the environment. While for the
dephasing qubit S-E entanglement in most cases can be proven for all times, in
the presence of dissipation entanglement detection works only for a finite time
span.
Finally, we have given an approach to entanglement detection at low tempera-
tures for general, strictly Markovian open quantum systems. We have shown it to
reproduce the results of the exact solution for the damped two level system.
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7. S-E Correlations in Non-Markovian
Decoherence
In contrast to Markovian evolution, non-Markovian open quantum systems evolve
at time scales that are of the order of the bath correlation time. Then memory
effects – typically incorporated by means of integrals over the past [72, 111] – start
to play an essential role1.
Since the environment “keeps track” of the evolution of the system, a popu-
lar and certainly intuitive picture in this connection is the “backflow of quantum
information” from the environment to the system. However, employing such a pic-
ture should be done cautiously since there is a lack of a quantitative description,
e.g. in terms of a continuity equation for quantum information. Another reason is
the issue of the need for a proper environment in the first place: for single-qubit
dephasing – as we will investigate in this chapter – the dynamics may always be
described in terms of stochastic fluctuations of external classical fields [15, 63, 81].
Without a quantum environment there is no sense in speaking about the flow of
quantum information. By contrast, proper quantum dynamics in this sense can be
proven if one allows for higher dimensions [48].
In order to gain insight in the role of “quantumness” and “information flow”
in non-Markovian dynamics, in the remaining parts of this thesis we will inves-
tigate the dephasing of a qubit under a temporary negative dephasing rate (see
section 3.3.2) as model for non-Markovian open system dynamics. In so doing, we
profit from the knowledge about the total state (4.20) of the qubit and its quantum
environment.
7.1. Reduced and Complete Dynamics
To investigate the “flow of quantum information” in non-Markovian quantum dy-
namics we will make use of the local Renyi entropies of system and environment,
to define a measure for the S-E correlations, and establish a close connection to
non-Markovianity in the sense of [11, 84]. As it was already the case in Markovian
dynamics, these correlations need not to be of quantum nature. Nevertheless, we
1Yet, it is known that for arbitrary bath correlation functions exact time-local master equations can
be derived [12]. Our master equation (3.8) for the dephasing qubit provides an example for this,
another one may be found in [46, 52] for the damped harmonic oscillator.
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will see that as the environmental contribution to the S-E correlations exceeds a
certain threshold quantum correlations in form of S-E entanglement are created.
In the following we will make use of the results obtained for the reduced dynam-
ics in section 3.3 and for the total state in section 4.3.1.
7.1.1. Reduced Dynamics
In the case of reduced dynamics, we have found that the corresponding exact time
local ME is given by (3.8) with the dephasing rate
dph(t) = 4
Z t
0
ds
Z
1
0
d!J(!) coth[!=2kBT ] cos[!s]. (7.1)
Furthermore we have found that dph(t) can be used to quantify non-Markovianity
in the sense of [11, 84]. As we have shown in section 3.3, both of the two mea-
sures are non zero, if and only if dph(t) assumes negative values. Though in this
chapter most of the results do not rely on any special choice of J(!), in the follow-
ing, whenever we show figures, we will employ the super Ohmic spectral density
J(!) = !3(!   !c)=!
2
c , and account for the high-temperature limit by choosing
T = 10!c=kB. Furthermore, we set  = 10
 2 throughout this section, which corre-
sponds to weak S-E coupling.
7.1.2. Complete Dynamics and S-E Correlations
As we have already carried out in section 6 in the case of Markovian dephasing, it
is of avail to make direct use of the qubits partial P-function (4.20) in the form (6.2).
Starting from this, we have derived the conditions
S(T , t) 
1
2
ln

1  z2
x2 + y2

and E(T , t) > ln

r   z2
x2 + y2

(7.2)
for separability (S) and entanglement (E) of the total S-E state, concerning the two
functions S and E which in the continuum limit read
S(T , t) = 4
Z t
0
ds
Z s
0
d
Z
1
0
d!J(!) exp

!=kBT

cos[!(s    )]
E(T , t) = 8
Z t
0
ds
Z s
0
d
Z
1
0
d! J(!) sinh

!=kBT

cos[!(s    )].
These expressions are formulated in terms of a general spectral density of the
environment, and hence we can directly use the above conditions to investigate
the nature of the emerging S-E correlations also in the framework of non-Markovian
open quantum system dynamics.
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7.2. S-E correlations from the Total State
Contrary to isolated quantum systems, if one couples a system to an environ-
ment the local entropies of the two subsystems will change. From the point of
view of information theory, several quantities related to von Neumann entropy
S =  Tr( log ) are of interest: e.g. the mutual information which is given by
I(t) = Ssys(t) + Senv(t)  Stot(t) as a measure for S-E correlations [49].
Usually, these quantities are hard to compute, unless one deals with very small
systems or Gaussian states. Employing the purity P = Tr(2), here we use the
Renyi entropy [88] of order 2, S2 =   log Tr(
2) =   log P to define the correlation
measure
C = S2,sys + S2,env   S2,tot. (7.3)
Let us turn to the dynamics of this correlation measure. As with von Neumann
entropy, total purity Ptot and thereby S2,tot is preserved under unitary evolution
with Htot, and for initially uncorrelated states one has Ptot(0) = Psys(0)Penv(0). The
local purities Psys(t) and Penv(t), however, will decrease as t > 0. Thereby the S-E
correlations will change with time, and their dynamics is given by
C(t) = log

Psys(0)
Psys(t)

+ log

Penv(0)
Penv(t)

 Csys(t) + Cenv(t). (7.4)
Here the contributions Csys and Cenv correspond to the amount of correlations cre-
ated between system and environment as indicated by the increase of the local
entropies in the two subsystems.
With the solution (6.2) for the total state, all of the above quantities are easy to
obtain. E.g. the purity of the qubit is readily determined to give
Psys(t) =
1
2

1 + z2 + (x2 + y2)D2dph(t)

, (7.5)
where as usual ~r = (x, y, z) = Tr[~] are the coordinates of the Bloch vector of the
initial state of the qubit. The time dependence arises from the decoherence factor
Ddph(t) = e
 
R t
0
dph(s)ds of qubit dephasing with the rate
dph(t) = 4
Z t
0
ds
Z
1
0
d!J(!) coth[!=2kBT ] cos[!s]
from (7.1). Somewhat more involved, yet still easy to determine is the purity of the
environment. One finds
Penv(t) =
1
2

1 + z2 + (1  z2)G2dph(t)

Penv(0) (7.6)
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with the initial environmental purity logPenv(0) =
R
1
0
d!J(!) log(tanh(!=kBT )). By
contrast to (7.5), here the time dependence is governed by a factor Gdph(t) =
e 
R t
0
 dph(s)ds with a dual rate
 dph(t) = 4
Z t
0
ds
Z
1
0
d!J(!) tanh[!=2kBT ] cos[!s].
The rate of change of the correlation C(t) from (7.3) stems from the two contribu-
tions C˙ = C˙sys + C˙env with
C˙sys(t) =
2dph(t)
aD2dph(t) + 1
(7.7)
and
C˙env(t) =
2 dph(t)
bG2dph(t)j + 1
, (7.8)
where the initial state of the qubit determines the factors a = (1 + z2)=(1   z2) and
b = (1 + z2)=(x2 + y2).
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Figure 7.1. Dephasing rate dph(t) (solid
line) and system-environment correlation C(t)
(dashed line) against time for a qubit with
initial purity r = 0.98. While correlations
grow for positive dephasing rates (dph(t) > 0)
they decrease for dph(t) < 0 (highlighted do-
mains).
From eqs. (7.7) and (7.8) we can read
of a first important result: System and
environment become more correlated
for dph(t),  dph(t) > 0. More interest-
ingly, S-E correlations decrease for neg-
ative dephasing rates. In other words,
during “non-Markovian” periods sys-
tem and environment recover some of
their initial independence. As we will
elaborate in the next section, these S-E
correlations may well be purely classi-
cal without involving entanglement.
In the following we will consider the
high temperature limit, because then
all quantities in (7.4) can be obtained
readily by means of (7.7) and (7.8). Re-
flecting the huge dimension of the
environmental Hilbert space, the re-
duced state of the environment will
only change little due to the interaction
with the system of interest. This must also hold for the purity Penv(t), and consis-
tently, it turns out that the contribution Cenv(t) is small compared to Csys(t). There-
fore, from (7.7) we expect the change C˙(t) of the S-E correlations to be proportional
to the dephasing rate dph(t).
In Fig. 7.1 we display the S-E correlations C(t) and the dephasing rate dph(t).
Clearly, changes in C correlate with the sign of dph, and thus C(t) decreases in
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domains of non-Markovianity. As we will explain in the next section, in this case
the total state is not entangled and thus C(t) reflects classical correlations only.
Recall that this connection between system-environment correlations and non-
Markovianity can only be established on the basis of the total quantum state (4.1).
As we have carried out in [81], it fails to make sense if the dephasing is just due
to some classical stochastic field because then no proper quantum environment is
involved at all. Note that it cannot be decided merely from the knowledge of the
reduced state of the qubit whether this is the case or not.
7.3. Quantum and Classical S-E Correlations
Checking the condition (7.2/ S), we can prove that the total state underlying the
correlation displayed in Fig. 7.1 is separable.
5
time [1/ω ]c
10 15 20
−3
−3
−3
1.2  10
0.8  10
0.4  10
0
x
x
x
envC   (t)
Figure 7.2. Entanglement and environmental en-
tropy: Cenv(t) against time for a qubit with initial
purity r = 0.997. The highlighted domains corre-
spond to time intervals with non-zero S-E entan-
glement. An increase of Cenv(t) above a critical
value indicates these quantum correlations.
These findings show that the ex-
istence of a quantum environment
does not imply growing entangle-
ment. Therefore there is also
no connection between the non-
Markovian character of the dynam-
ics and the nature (classical or quan-
tum) of S-E correlations.
In contrast to the separable case
studied in Fig. 7.1, choosing a qubit
initial state with a purity closer to
one, we can indeed prove the ex-
istence of S-E entanglement (see
highlighted regions in Fig. 7.2). Re-
markably, there is a close connec-
tion between entanglement detec-
tion by means of (7.2/ E) and the en-
vironmental contribution Cenv(t) of
the correlations.
In the high temperature limit kBT  !c we find
C˙env =
1
2
E˙
b e 8E + 1
, (7.9)
and therefore if we consider E(T , t)  1 one finds Cenv(t) = E(T , t)=2(b + 1) (Note
that initially, i.e. at t = 0 both quantities are zero). Now we are able to reformulate
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the sufficient condition (7.2/ E) for S-E entanglement of the total S-E state in terms
of the environmental part of the S-E correlations: the total state is entangled if
Cenv(t) >
ln
h
r z2
x2+y2
i
2(b + 1)
. (7.10)
In Fig. 7.2 we choose a larger initial state purity (r = 0.997), leading to time
intervals with system-environment entanglement (highlighted areas), according to
condition (7.2/ E). The appearance of quantum correlations is closely related to the
dynamics of Cenv(t) as just mentioned: in Fig. 7.2 values of Cenv(t) larger then the
threshold given by (7.10) indicate entanglement.
Comparing these findings to the domains of negative dph from Fig. 7.1 (which
are independent of the qubit initial state), however, there does not seem to be an
obvious relation between time intervals within which the total S-E state is quantum
mechanically correlated and periods of non-Markovianity of the dynamics.
Let us conclude this chapter with the following remarks: We have investigated
non-Markovian dynamics of a decohering qubit and its environment. Since the
reduced dynamics can be modeled by means of random unitary evolution, let us
stress once more, that a genuine “open quantum system” point of view is not
required on the reduced level. Therefore approaches that are based solely on the
reduced description can be misleading with respect to interpretations. Studies of
“quantum information flow”, to an environment and back for instance do not make
sense if there is no quantum environment.
Starting, however, from a proper S-E model in the form 2.9, it is meaningful to
consider the full dynamics of the total S-E state. In so doing, we here have in-
vestigated the mutual information which (for product initial states) takes the form
C = Csys +Cenv for system-environment correlations that emerge from an increase
of the local entropies of the two subsystems. We have found the change of this
quantity to be closely related to the sign of the dephasing rate dph(t), reflecting
the non-Markovian character of the dynamics. The total state underlying the cor-
relations described by C was proven to be separable for a large class of mixed
qubit initial states. Therefore, even in presence of a quantum environment, “non-
Markovianity” is still not related to the build-up or decay of quantum correlations
(entanglement) between system and environment.
For qubit initial states with large purity, by contrast, we were able to find peri-
ods where the total state is entangled. Nevertheless, there is no obvious relation
between “non-Markovianity” and the build-up or decay of these quantum corre-
lations. Interestingly, we were able to relate the environmental part Cenv of the
correlations C to entanglement.
Further investigations have to be carried out in order to see whether this is a
generic feature of OQS dynamics.
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In the present thesis we have investigated the role of system-environment corre-
lations in the dynamics of open quantum system. This field of research is only
little explored, because investigations of this kind are very challenging due to the
typically huge dimension of the composite Hilbert space.
Summary This has motivated us to investigate the full dynamics of the total
state of system and environment in a very general framework. For this purpose we
have represented the total density operator in terms of a “partial P-representation”,
which essentially constitutes an expansion with respect to the coherent states of
the environment. The knowledge of the partial P function – which plays the role of
the expansion coefficients – is equivalent to the knowledge of the total state. For
this partial P-function we have derived an exact evolution equation which, admit-
tedly, has the drawback that it incorporates a complicated functional dependence
of the coherent state labels of the environment.
Discussing a model for pure decoherence, we have shown, however, how this
equation can be simplified and even be solved. In the limit of weak coupling, we
furthermore have given a simplification of the general evolution equation, which in
the Markovian framework recovers the Lindblad Master equation for the reduced
density operator, if averaged over the environmental degrees of freedom.
A comparison of the Markovian evolution equation for the partial P function with
the corresponding Lindblad Master equation allowed for a qualitative analysis of S-
E separability in CP Markovian dynamics via the positivity of the partial P-function:
while at low temperatures of the environment entanglement with the system
might build-up very fast, we found that at high temperatures and sufficiently mixed
system initial states the total S-E state should involve only classical correlations
during the reduced evolution described by the Lindblad Master equation.
Concentrating on qubit decoherence, we have used the knowledge about the
evolution of the total state to derive quantitative statements about separability and
entanglement. These findings essentially substantiate the qualitative considera-
tions made on the general level. At high temperatures of the environment a large
class of qubit initial states does not build-up entanglement before the reduced dy-
namics is essentially complete.
In the case of pure dephasing this is even true for almost all possible initial states.
In the case of a dissipative environment we still found a considerable amount of
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qubit initial states not to build-up quantum correlations before the qubit has relaxed
to thermal equilibrium.
On the other hand, in the regime of low temperatures for the dephasing qubit
we were able to prove a fast build-up of entanglement which persists in the total
state for all times. In the dissipative case we were able to construct an indicator
function for S-E entanglement directly from the evolution equation for the partial
P-function which allowed for the proof of entanglement during a finite period of
time.
Generalising this procedure, we were able to provide an approach of how to
investigate S-E entanglement within the low temperature regime also for general
Markovian open quantum systems.
Finally we have investigated non-Markovian dynamics, using our exact results
for the total state dynamics of pure qubit dephasing due to a quantum environ-
ment. Relating to two recently proposed measures for non-Markovianity [11, 84],
we have shown that quantum correlations do not play a crucial role for the emer-
gence of non-Markovian effects. We have found quantum correlations, however,
to be related to the local entropy of the environment.
Discussion System-environment correlations play a major role in the dynamics
of open quantum systems. However, it has been an open question if the emerging
correlations are of classical or of quantum nature. To give an example, decoherence
is often seen as the consequence of growing entanglement between a quantum
system and its quantum environment [89].
This belief is based on the fact that in a pure state description of two initially
isolated quantum systems any interaction between the two systems immediately
leads to the build-up of entanglement in their joint state. However, this argument
may fail, if the two systems are initially prepared in a statistical mixture of pure
states.
For instance let us consider open system dynamics in the framework of com-
pletely positive Markovian evolution. Here, a corresponding Lindblad Master equa-
tion can be derived from a quantum model for system and environment in the limit
of weak S-E coupling. While one usually starts with an initially uncorrelated S-E
state, during the dynamics of the composite system, correlations may emerge.
Since these S-E correlations are of order of the – small – coupling parameter it is,
however, a justified question if entanglement – i.e. quantum correlations – really
play a role.
In this thesis we have found indeed that for most initial states the emerging
correlations are of classical nature. By contrast, quantum correlations can play a
role if one deals with initial states of high purity.
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Another interesting issue in the context of completely positive Markovian Mas-
ter equations is the necessity of the product assumption for the initial state. It
is known that deviations from this product assumption can lead to reduced dy-
namics which is not completely positive [78]. On the other hand, if correlations
develop during the dynamics at all, due to the semigroup property of Markovian
dynamics, such a correlated total S-E state should again constitute a valid initial
condition for the derivation of a Lindblad Master equation. Here our results show
that sometimes even initially entangled total states can lead to completely positive
dynamics.
Also the role of S-E correlations in non-Markovian dynamics has not been fully
explored and up to now it has been an open question whether quantum corre-
lations between system and environment are responsible for the emergence of
non-Markovian effects. Our findings clearly show that this is not the case. Rather,
at least in our simple decoherence model, finite non-Markovianity in the sense
of [62, 84] is due to a general decay of S-E correlations. Nevertheless, here the
emergence of quantum correlations turns out to be related to a growth of environ-
mental entropy above a certain value.
Outlook In the limit of weak S-E interaction, our general evolution equation for
the partial P function of an open quantum system has proven to be quite useful.
Considering it as stochastic differential equation, it is possible in a Monte-Carlo
sense to check the partial P function numerically for negative eigenvalues, as per-
formed in the case of a dissipative environment for the damped two level system.
It thereby should provide a very efficient tool for numerical investigations of the
total state of system and environment with respect to separability, also in the case
of higher dimensional open quantum systems.
Also an investigation of S-E entanglement in further models by means of our
general low temperature framework would be enlightening. Since this approach
is valid only for short times, it cannot be decided if in the long time limit once
detected S-E entanglement persists in the total state. Here further examinations
based on the exact evolution equation for the “entanglement indicator” would be
worthwhile.
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A. Appendix
A.1. Functional Derivatives of Partial Phase Space
Functions
Deriving a non-Markovian evolution equation for a phase space function F(t) it is
convenient to define the complex process zf (t) := i
P

f



e i!tz

and complex
conjugate, where 

denotes the coupling parameter of the system of interest to
the environmental mode with frequency !

, and f

is some arbitrary, real function
of the mode indices . In analogy, there occur complex linear combinations of
partial derivatives,  i
P

f




ei!t=z

and complex conjugate. These objects on
the other hand can be converted to a more useful form by means of functional
derivatives with respect to the processes zg(t) and z

g (t) as follows (as an example
for the derivatives with respect to z

):
 i
X

f




ei!t

z

=  i
X

f




ei!t
Z
1
 1
d
zg( )
z

Æ
Æzg ( )
=  i
X

f




ei!t
Z
1
 1
d

ig



e i!

Æ
Æzg ( )
=
Z
1
 1
d
X

f

g

j

j
2ei!(t  )
Æ
Æzg ( )

Z
1
 1
d fg(t    )
Æ
Æzg ( )
, (A.1)
where in the first step we have used the functional chain rule. As byproduct of
this and the complex conjugate relation, by applying (A.1) to zh(s) and z

h (s), we can
directly extract the following useful identities:
Z
1
 1
fg(t    )
Æzh(s)
Æzg ( )
d =fh(t   s)
Z
1
 1
fg (t    )
Æzh(s)
Æzg ( )
d =0
Z
1
 1
fg(t    )
Æzh (s)
Æzg ( )
d =0
Z
1
 1
fg (t    )
Æzh (s)
Æzg ( )
ds=fh(t   s).
(A.2)
If we set f

= 1 for all , these relations show that two processes zg1 and zg2
are not independent of each other. Rather,
R
g1 (t    )Æzh(s)=Æzg1 ( )d =
R
g2 (t  
 )Æzh(s)=Æzg2 ( )d . Therefore it is sufficient to determine the functional derivatives
for the special process with g

= 1 for all , which we denote by z1(t)  z(t).
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A.2. Coupled System of Differential Equations: Scenario A0 – A2
In section 6 we have investigated the dynamics of the indicator function EPT = hhPPT(t)ii
 
, given by
eq. (6.17) for S-E entanglement. To this end we have studied four different cases, indicated by the
scenarios A0 – A2, yielding four different sets of coupled differential equations for the quantities
E[X jY ], defined in eq. (6.26). In the following we explicitly show these sets of equations for each
of the above scenarios.
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Scenario A1:
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Scenario A1’:
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