Abstract-Admission control plays a very important role in guaranteeing the quality-of-service (QoS) in wireless mesh networks (WMNs). In this paper, based on the channel and hidden terminal information, we first estimate the available bandwidth in the operation of medium access control (MAC). We then design an admission control algorithm (ACA) at the MAC layer to address the QoS issue for real-time and nonreal-time traffic. For real-time traffic, all nodes on a route make an admission control decision based on the estimated available bandwidth. For the nonreal-time traffic, a rate adaptation algorithm is proposed to adjust the sending rates of sources to prevent the network from entering the congestion state. Finally, through extensive simulations, we demonstrate the effectiveness of our algorithm.
coordination function mode is just an optional access method [1] for such networks. Therefore, in this paper, we focus on the distributed coordination function mode instead.
QoS provisioning can be addressed in various protocol layers, such as the medium-access control (MAC) layer, the network layer, the transport layer, and so on. The IEEE 802.11e is one of the classical random MAC protocols in WLANs and WMNs, which addresses the QoS for different traffic types according to different priorities at the MAC layer. At the network layer, researchers attempt to choose the best route to accommodate new flows to address the QoS issue. For instance, the selected route should have the largest available bandwidth or minimum delay. At the transport layer, all nodes along a path must cooperate with each other to provide the proper QoS. The cooperation includes policing to decide whether the path has enough available bandwidth to accommodate new flows without affecting the QoS of other existing flows.
In addition, the aim of the QoS guarantee is to provide users with guaranteed QoS in terms of bandwidth, delay, and delay jitter. Generally speaking, bandwidth is the essential measurement of the wireless resource. Therefore, how to estimate the available bandwidth is a crucial problem that needs to be addressed. In the current literature, researchers focus on the bandwidth estimation at the network layer with the help of probing packets. Due to the dynamic characteristics of resource allocation, it is difficult to obtain the available bandwidth at the MAC layer. Fortunately, with the knowledge of the channel busyness ratio that has been proposed recently [10] , [11] , it is possible for a node to estimate its used bandwidth in WMNs.
Zhai et al. [10] , [11] developed the admission and rate control scheme at the MAC layer for wireless LANs without considering the hidden terminals. In this paper, by considering the impact of hidden terminals, we develop an approach to estimating the available bandwidth for the first time in the multihop WMNs. Then, based on the estimation of the available bandwidth in the MAC layer, we propose an admission control algorithm (ACA) to support the QoS in WMNs. The ACA treats various traffic types in different ways. It provides the realtime flows with admission decisions at the MAC layer and the nonreal-time flows with sending rates. Since wireless resource is scarce, the ACA adjusts all sending rates of ongoing nonrealtime flows to maintain the QoS for the real-time flows.
The rest of this paper is organized as follows. Section II presents the related work on admission control in wireless multihop networks. Section III discusses the admission control in WMNs. Then, Section IV provides an approach to estimating the available bandwidth, and Section V describes the proposed ACA in detail. By using simulations, Section VI shows the effectiveness of the proposed ACA. Finally, Section VII concludes this paper.
II. RELATED WORK
Recently, a few schemes based on admission control [2] - [9] have been proposed to address the QoS issue at the network layer in wireless ad hoc or mesh networks. In INSIGNIA [3] , inband signaling allows it to quickly restore the flow state when a topology change occurs. In SWAN [4] , the admission control mechanism collects the bandwidth information by a node listening to all transmissions in its transmission range. Unfortunately, the probing method introduces a lot of overhead and may not obtain an accurate value if any probe is lost. Meanwhile, Sun et al. [5] design an admission control mechanism considering the load at each node and the predicted delay to measure the network utilization. Luo et al. [6] propose an admission control to solve the QoS in a multirate environment, and it takes parallel transmissions into consideration.
The contention-aware admission control protocol (CACP) [7] and the perceptive admission control (PAC) [8] are protocols that enable a better QoS guarantee by limiting flows in the networks. However, the CACP has high overhead since a packet transmission using high power significantly affects the ongoing transmission. For the PAC, the extension of the sensing range decreases the spatial reuse, and it will result in some incorrect rejection decisions. Meanwhile, the CACP and the PAC assume that the available bandwidth has a fixed linear relationship to the idle channel time. Wei et al. [9] propose a call admission control method for WMNs, and their scheme is based on the interference capacity in a chain topology.
Zhai et al. [10] - [14] propose the original definition of the channel busyness ratio in WLANs, and based on the channel busyness ratio, they propose a call admission and rate control scheme in the MAC layer for Voice-over-Internet Protocol and the best effort traffic, respectively. In addition, Cheng et al. [15] adopt the channel busyness ratio concept in their framework to guarantee the accuracy of their analysis. However, the impact of the hidden terminals has not been taken into consideration in admission control schemes in all previous works.
III. MOTIVATION
The purpose of an admission control scheme is to determine whether the available resource in a network can accommodate new flows without affecting the QoS of existing flows. This section will discuss the motivation that is related to predicting the available bandwidth, locating the hot spot, providing DiffService, and supporting mobility.
A. Predicting the Available Bandwidth
Prediction of the available bandwidth is a critical issue when we design our admission control scheme. Due to the nature of the wireless channel, the available bandwidth is not only determined by communications in its sensing range but also affected by communications outside its sensing range. The CACP [7] uses high power to obtain the admission information of two-hop neighbors, and the PAC [8] extends the sensing range to guarantee that there is enough resource for a new flow. Without introducing any overhead, we attempt estimating the available bandwidth according to the information that is collected by a node itself during the MAC operation.
For example, in Fig. 1 , we assume that there are flows 1, 2, and 3, and each flow consumes one third of the maximum bandwidth in their sensing range when there is no hidden terminal. All nodes can only communicate with their nearest neighbors, and the sensing range is twice as much as the transmission range. When flow 4 arrives, D needs to estimate its available bandwidth. G is in E's sensing range, but not in D's sensing range. Hence, G is D's hidden terminal when it communicates with E. The available bandwidth of D is significantly reduced due to the existence of flow 3. If we do not consider this decrease, flow 4 will be accepted, which would affect the QoS of existing flows. Hence, the correct estimation of the available bandwidth is very important for the admission control scheme to make a right decision on the QoS provisioning.
Referring to [10] , if we can find the accurate available bandwidth when the bandwidth varies with the different channel busyness ratio in WMNs, we can use our admission control scheme to prevent a network from entering a congestion state.
B. Locating the Admission Control
In contrast to the case in WLANs, executing an admission control only in the gateways is not enough in maintaining the QoS in potentially multihop WMNs. Instead, the admission control needs to be implemented in all hot spots, particularly at the MAC layer.
For example, in Fig. 2 , there are two flows. Flow 1 is from C to gateway E, and flow 2 is from A to gateway E. We observe that the wireless resource around C is shared by six active links. Therefore, C is the hot spot in this topology. Hence, the gateway is not always the hot spot, and thus, each node in a topology needs to implement an admission control scheme. 
C. Differentiating Various Traffic
WMNs are designed to serve different traffic types, for which the admission control rules should be designed accordingly. Real-time traffic prefers the QoS in terms of bandwidth, delay, and delay jitter. In contrast, nonreal-time traffic usually demands reliability. Considering those characteristics, when the resource is not enough to accommodate a new flow, the new flow will be rejected if it is a real-time flow. However, if it is a nonreal-time flow, it can be accepted because our scheme can adjust the sending rates of all nonreal-time flows to accommodate this new flow.
D. Supporting Mobility
Mobility is another important issue that needs to be addressed in WMNs. Fortunately, the bandwidth that is allocated to the nonreal-time traffic is flexible. Hence, we can accommodate handoff flows by adjusting the sending rates of existing nonreal-time flows.
IV. ESTIMATION OF THE AVAILABLE BANDWIDTH
Since it has been shown that the channel busyness ratio provides an efficient way for estimating the resource in WLANs [10] , [11] , here, we attempt to study this issue in multihop WMNs.
A. Channel Busyness Ratio in WLANs
As described in [10] , a slot could be an empty one, one with a successful transmission, or one with a collision. Let p i , p s , and p c be the probabilities that the observed slot is one of those three types, respectively. Also, let T suc and T col be the average time periods that are associated with one successful transmission and one collision, respectively. In the case that a request-tosend/clear-to-send (RTS/CTS) [16] mechanism is used, we have
In WLANs, the successful transmission probability of RTS frames (with RTS/CTS) is the same as the successful transmission probability of packets (RTS/CTS/DATA/ACK) because there is no hidden terminal. Hence, we can obtain
Based on previous equations, the definitions of channel idleness ratio R i , channel busyness ratio R b , and channel utilization R s are as follows:
where σ is the length of a time slot. In WLANs, the observed node can exactly distinguish the successful transmission, collision, and idle. However, in WMNs, there will be transmissions inside and outside a node's transmission range. In this case, we need to use a different approach to estimating the available bandwidth.
B. New Problems in Multihop WMNs
The derivation of the channel busyness ratio in [10] is based on the assumption that the successful transmission probability of RTS frames is the same as the successful transmission probability of packets. This assumption is valid in WLANs because all nodes are in the access point's transmission range. Whether this assumption is still suitable for WMNs is discussed here.
There are several good reasons why the successful transmission probabilities of RTS frames and packets are no longer equal in multihop networks. First, the blocking problem of the CTS transmission is obvious due to the existence of hidden terminals. In Fig. 1 , G is D's hidden terminal when D is transmitting to E, while D has just finished the transmission of an RTS request. Without knowing this transmission, G initiates a new transmission, and this transmission may ruin the transmission of CTS from E to D. Consequently, there is no doubt that the successful transmission probability of RTS frames is not equal to that of packets. Second, collisions of DATA frames also need to be considered. For example, after the CTS transmission of E, G will set the network allocation vector with the length of T eifs . If the duration of the DATA frame is longer than this time, it is possible for G to initiate a new transmission when the DATA frame is still transmitting. In this case, there will be a collision at E between the DATA frame from D and the RTS frame from G. Since the duration of the ACK transmission is shorter than T eifs , there will be no collision. Finally, the influence of the retransmissions of RTS is also obvious. The retransmissions of RTS will affect the values of p s , T suc , and T col . Consequently, the successful transmission probability of packets is affected by the successful transmission probabilities of RTS, CTS, and DATA frames. If we do not consider those impacts, the available bandwidth will be overestimated.
C. Estimation of the Successful Transmission Probability of Packets
Instead of assuming that the successful transmission probability of RTS frames is the same as that of packets, we consider all the successful transmission probabilities of RTS, CTS, DATA, and ACK frames. Let p srts , p scts , p sdata , and p sack be the successful transmission probabilities of RTS, CTS, DATA, and ACK frames, respectively, and let p crts , p ccts , p cdata , and p cack be the collision probabilities of RTS, CTS, DATA, and ACK frames, respectively. Also, we assume that n is the total number of nodes in the observed node's sensing range, n 1 is the number of hidden terminals, and p t is the average transmission probability of each node. According to the characteristics of the IEEE 802.11 MAC in multihop networks, we assume that p scts = 1 and p sack = 1, namely, p ccts = 0 and p cack = 0.
Let p ss i denote the successful transmission probability of an RTS transmission in slot i. Then
where r is the ShortRetryLimit, which is defined as the retransmission times of RTS in 802.11, and the value in the standard is 7. Meanwhile, p srts1 is the successful transmission probability of a single RTS transmission. In addition, p ss i is shown as
Generally speaking, the sensing range will not be smaller than twice the transmission range, and, in this case, the successful transmission probability of DATA frames can be derived as follows:
Whether a packet is transmitted successfully is determined by whether all RTS, CTS, DATA, and ACK frames are transmitted successfully. Hence, we can obtain the successful transmission probability of packets, which is denoted p spacket , as follows:
D. Sensing-Range Bandwidth
The channel busyness ratio in WMNs is contributed by two parts: one is the transmission in its transmission range, which is the same as that in WLANs, and the other part is the transmission in its sensing region, excluding its transmission range.
Considering the retransmissions of RTS and the backoff time, the duration of the RTS/CTS transmission should be
Then, the successful transmission duration T s and the collision transmission duration T c in WMNs are as follows:
Besides the above modification, R i , R b , and R s should be changed as follows:
where p i , p s , and p c are defined as follows:
Finally, the normalized bandwidth in the observed node's sensing range, denoted by s, is expressed as follows:
With all parameters shown in Table I , we can obtain the numerical results illustrated in Fig. 3 . We observe that the optimal operational points are different when n 1 /n changes. The case when n 1 = 0 corresponds to what was proposed in [10] .
E. Estimation Without Neighbor Information
As we know, it is difficult to determine the number of nodes in the observed node's sensing range and the number of hidden terminals. Fortunately, according to the above discussion, we can obtain that p sdata is a function of p t and n 1 ; R b is a function of p t , n, and n 1 . If we assume that n is a constant, and p sdata and R b can be obtained by monitoring the communications at the MAC layer, with the information, p t and n 1 can be calculated. As shown in Fig. 3 , the normalized throughput is only related to n 1 /n. Thus, we can find the maximum bandwidth, the used bandwidth, and the available bandwidth, which are denoted by B max , B use , and B a , respectively. For example, if p sdata = 1 and R b = 0.75, the curve we obtain is shown in Fig. 3 when n = 20 and n 1 = 0 (or n = 40 and n 1 = 0). At this time, B max = 0.62, B use = 0.495, and B a = 0.125.
With the consideration of the existence of hidden terminals, the curve changes dramatically. Hence, through this approach in estimating the available bandwidth, the problem described in Section III-A can be addressed more effectively.
V. ADMISSION CONTROL ALGORITHM
The ACA uses an admission control and rate adaptation scheme to tune the optimal network operating point at an unsaturated state. To address the problem described in Section III-C, the real-time and nonreal-time traffic is differently treated in the ACA.
A. Real-Time Traffic
To provide the minimum QoS requirement for the nonrealtime traffic, we need to set an upper bound, which is denoted by B r max , for the bandwidth that is consumed by the realtime traffic. For example, we can set B r max to be 80% of the threshold bandwidth, which is denoted by B th , and B th is 85% of the maximum bandwidth. B r max and B th are adaptable to the traffic configuration of a specific network. This way, we can guarantee that the nonreal-time traffic can occupy at least 20% of B th . (B max − B th ) is reserved for the route discovery and other control messages. Furthermore, we assume that the gateway is always the source or the destination, so the proportion of various traffic can be properly handled by the gateway. Without this assumption, the gateway should perform the same as an intermediate node.
Bandwidth is the most important factor in determining whether a QoS requirement can be satisfied. Hence, three parameters, i.e., (B ave i , B peak i , Len i ), are used to describe the basic resource requirement for flow i. B ave i is the average data rate of flow i, B peak i is the peak data rate, and Len i is the average packet length in bits.
The total bandwidth that is occupied by all the admitted flows is recorded by the ACA when a flow joins or leaves a network, and the total bandwidth that is consumed by the realtime traffic is denoted by (B ave a , B peak a ) . Unfortunately, due to the route break and mobility, it is very expensive to refresh the information in time for intermediate nodes other than sources and destinations. For instance, once a link is broken, the source cannot notify the nodes between the broken link and the destination, which indicates that this flow's information cannot be used anymore. If that information is not clear, expired flows will still occupy the resource. Hence, we use (B ave a , B peak a ) only at the gateway.
The estimation of bandwidth consumption for a single flow is another problem that needs to be addressed by an admission control scheme. We assume that the route to the destination is known before performing the admission control. When we use the ad hoc on-demand distance vector (AODV) as the routing protocol, we can obtain the previous hop (prehop), the next hop (nexthop), the number of hops m 1 to the source S, and the number of hops m 2 to the destination D. Since the sensing range is always between two and three times the transmission range, we can estimate the number of hops m in the observed node's sensing range in the following way:
Based on those information, the bandwidth that is consumed by flow i can be estimated as follows:
In addition, B ave a is defined as the summation of Γ(B ave i ) for each real-time flow in the observed node's buffer. In the same way, we can calculate B peak a corresponding to all B peak i for real-time flows.
After receiving a real-time connection request from the application layer, a node checks whether it has enough resource to establish this new flow. If so, it initiates an admission request to the destination to verify whether all other nodes on the path have enough resource to accommodate this flow.
For the ACA of all nodes except for the gateway, the admission decision must be based on the information collected by themselves. Those nodes cannot use B ave a and B peak a because they may be outdated. Instead, they use the ratio of various traffic by monitoring the channel busyness ratio during a short period. Denote R real as the contribution from the real-time traffic to the channel busyness ratio. Then, we must maintain
If both (1) and (2) are satisfied, the ACA will locally accept this flow and then forward this request to the next hop.
Otherwise, it immediately initiates an admission reply with a rejection decision without considering the other nodes along this path. If this admission request arrives at the destination, the destination will issue an admission reply with the final decision. After receiving the admission reply, the source is notified with the admission result. If this flow is accepted, the source will send packets that are stored in its buffer for the flow to the destination. By implementing this scheme, the problem discussed in Section III-B can be addressed.
For the ACA at the gateway, after receiving the admission request, if the following constraints are satisfied, this application will be admitted locally:
After a flow finishes the transmission, the source sends a termination request to the destination to release the resource that is allocated to this flow. Apparently, (1) and (2) depend on the accuracy of R real . A larger estimation of R real leads to a smaller ratio of the real-time traffic. Since it is difficult to accurately estimate R real , we assume that the traffic ratio that a node monitors in its communication range is the same as that in its sensing range. For the purpose of differentiating real-time and nonreal-time packets, one reserved bit in the MAC header is used.
The observed channel busyness ratio is contributed by three parts: one from the real-time traffic with a decodable MAC header R b 1 , one from the nonreal-time traffic with a decodable MAC header R b 2 , and another one from an undecodable MAC header R b 3 due to various reasons such as collisions or transmissions in its sensing range, but not in its transmission range. The approximation of R real is calculated as follows:
where we assume that R b 3 is composed of the real-time and nonreal-time traffic according to the traffic ratio of
B. Nonreal-Time Traffic
A rate adaptation scheme is designed for a nonreal-time flow to adjust its sending rate according to the network status. When there is a nonreal-time connection request at the beginning, the ACA is used to determine a suitable initial sending rate for the new flow.
Obviously, an initial sending rate should be determined first for a nonreal-time flow. If B use is larger than B th at any node on the path, namely, the node works on a saturated status, we can set the initial sending rate B nr i,j , for flow i at node j, with a default value, for example, one packet per second. Otherwise, all nodes except the gateway will use the following equation to determine their local initial sending rates:
For the gateway, how to estimate its local initial sending rate is different from other nodes. The bandwidth that is consumed by the real-time traffic is (B ave a , B peak a ) as mentioned before. Hence, the maximum bandwidth that the nonreal-time traffic can occupy at the gateway, which is denoted by B nr max , is described as follows:
If the bandwidth that is consumed by the nonreal-time traffic, denoted by B nr con , is smaller than B nr max , all the requested bandwidth will be allocated. B nr con is defined as the sum of Γ(B ave i ) corresponding to all nonreal-time flows in the gateway's buffer. Otherwise, we can calculate the initial sending rate, which is denoted by B nr i , for nonreal-time flow i at the gateway according to the following rule:
After all acceptance decisions are made, if the sending rates of other nonreal-time flows need to be adjusted, the destination will send an adjustment notification to each source with a new sending rate. This way, we can maintain rough fairness among all nonreal-time flows. The initial rate should be the minimum sending rate among local initial rates of nodes on the path from the source to the destination, i.e., B nr i = min (B nr i,j , B nr i,g ).
Once the new nonreal-time flow is established, related nonreal-time flows will adjust their sending rates again if the wireless resource is tight. Namely, the initial sending rate cannot guarantee that a network operates at an unsaturated status all the time. For example, if a node discovers that B use is larger than B th , this node will send an adjustment notification to all known sources of nonreal-time flows.
We introduce a novel and simple way to adjust the sending rate of a nonreal-time flow as follows:
where R b is the channel busyness ratio corresponding to B th . Unlike the derivation of R real in Section V-A, we use a different way to estimate it here. First of all, we give a lower bound and an upper bound of R real as follows:
Then, to enforce a conservatively increasing and aggressively decreasing rule, we set R real here as follows:
For a nonreal-time flow, all nodes on the path are qualified to send the rate adjustment to the source to decrease the sending rate. However, only the destination is entitled to send the rate adjustment to increase it. To avoid the frequent change of the sending rate due to changes of the channel busyness ratio, this rate adaptation is made periodically, and all the parameters in (3) should be the average values over a predetermined period.
C. Mobility Support
Mobility support is another basic service that our scheme is designed to offer. When one source moves from one access point to another, it is possible that the available bandwidth is not enough to accommodate handoff flows. Hence, our resource allocation scheme should be flexible enough to accommodate handoff flows.
Compared with the mobility management in cellular systems, it is expensive to reserve excessive resource for handoff flows in resource-limited WMNs. Due to the adjustable resource allocation scheme for the nonreal-time traffic and the reserved bandwidth (B m − B th ), it is practical to provide mobility service by the ACA.
After receiving packets of handoff flows, the new access point forwards those packets to the next hop as the route indicates. After a short period, the node will notify related sources of nonreal-time flows to adjust their sending rates to accommodate those handoff flows.
VI. PERFORMANCE EVALUATION
In this section, we demonstrate by simulations using NS-2 that the ACA manages flows well to provide good QoS for all admitted flows. We use the IEEE 802.11 MAC as the MAC protocol. In this case, we can show how effective the ACA can be to address the QoS issue. In addition, we use the AODV as the basic routing protocol, and the admission control is incorporated with the routing protocol. The parameters are set in Table I , and others are the default settings in NS-2.
A. Effectiveness of the Bandwidth Estimation
The topology shown in Fig. 1 is used to show the effectiveness of the bandwidth estimation. We only use the realtime traffic in this scenario and assume that each of the flow consumes 200 kb/s, namely, 50 packets/s when the packet size If we use the CACP [7] , when flow 4 starts, the available bandwidth of node D is 24.7% of the channel capability, namely, 482 kb/s; it is reasonable for the network to accommodate flow 4. Fig. 4(a) shows the performance when all those four flows are accepted. Apparently, the QoS of flow 4 is very low, and the throughput for flow 2 is affected significantly. Namely, the CACP cannot provide good QoS in this situation.
In contrast, the ACA detects the existence of hidden terminals, and the maximum bandwidth that a node can achieve is much lower than that without considering the existence of hidden terminals. For example, take node D without considering the existence of hidden terminals. B m is 62% of the basic data rate, and B r max is 823 kb/s at this time. By monitoring the communication of node D, the successful transmission probability of data frames is 0.68, and B r max is changed to 703 kb/s. We should notice that this does not mean that flow 4 can be accepted because (1) is not satisfied at this time. The reason is that retransmissions cost a lot of wireless resource, leading to a significant decrease in the available bandwidth. Hence, flow 4 is rejected, and the QoS of other flows are guaranteed. The performance with the ACA is shown in Fig. 4(b) . 
B. Effectiveness in Grid Networks
Here, we use a grid topology to demonstrate the effectiveness of the ACA. We use a grid topology with 7 × 7 nodes, and nodes can only communicate with their closest neighbors. There will be a new nonreal-time flow every two real-time flows, and the sources are chosen randomly. Meanwhile, each flow consumes 40 kb/s and will be added to the network every 10 s. In addition, the total number of flows is 20. Fig. 5 shows the comparison of the end-to-end throughput in the grid network with and without the ACA. As illustrated in Fig. 5 , the throughput without the ACA aggressively increases first; however, as the number of flows increases, it significantly decreases after 100 s. In contrast, the throughput with the ACA can be kept in a stable value after it reaches a certain threshold. The curves for the real-time and nonreal-time traffic with the ACA show that the bandwidth that is consumed by the nonreal-time traffic when the number of real-time flows is small is much larger than that when the number of real-time flows is large. However, the nonreal-time traffic can still consume a certain proportion of the total bandwidth when the number of real-time flows is large.
In addition, since the original protocol prefers short-hop flows, the protocol without the ACA can achieve a high endto-end throughput at first due to the acceptance of short-hop flows. Later, the throughput decreases due to the congestion. In contrast, with the ACA, whether a flow is accepted is only determined by whether there is enough bandwidth compared with the requirement of the new flow and its traffic type. Hence, it seems that the available bandwidth is underestimated. It is not the case.
The throughput for the real-time and nonreal-time traffic in the grid network is shown in Fig. 6(a) and (b) . A stable throughput for each real-time flow is guaranteed once it is established. Note that flow 7 is rejected; however, flow 8 is accepted because the location of flow 8 is different from that of flow 7. For the same reason, flow 13 is also accepted. At the cost of better QoS for the real-time traffic, sending rates for nonrealtime flows are adjusted from time to time, and the delay of the nonreal-time traffic is larger than that of the real-time traffic. The throughput curves of the real-time and nonreal-time traffic show that our rate adaptation scheme is efficient in adjusting the sending rates of nonreal-time flows to make full use of the wireless resource when the bandwidth that is consumed by the real-time traffic is smaller than B r max .
In Fig. 7 , the throughput without the ACA for flow 2 decreases when some nodes on the path work at a saturated state, for example, at 110 s. Due to the effectiveness of the ACA, each node still works on an unsaturated status. In other words, the ACA prevents the throughput from a dramatic decrease.
The delay for flow 2 in each case is shown in Fig. 8(a) . As a result of competing with many later flows, the delay becomes very large after 80 s in the scenario without the ACA. It means that when nodes work close to the saturated status, the wireless resource becomes very tight; hence, the delay becomes very large. However, with the ACA, the delay can be kept in a certain range. Note that, when we use the ACA, the delay for the first few packets is very large due to the delay of the connection request and reply. In Fig. 8(b) , the delay jitter with the ACA is also much better than that without the ACA. 
C. Effectiveness in a Random Topology
The simulation topology is shown in Figs. 9 and 10 is the comparison of the throughput in the random topology with and without the ACA. Compared with the results shown in Fig. 5 , both the throughput with the ACA in grid and random topologies can be kept in a stable value after it reaches a certain threshold. At the same time, the real-time and nonrealtime traffic can be guaranteed to be allocated with a certain proportion of the total bandwidth.
VII. CONCLUSION
Providing the QoS over multihop WMNs is always a significant challenge. The support level of the QoS really depends on the knowledge of the network resource and the traffic situation. Due to the existence of hidden terminals, the estimation of the available bandwidth is very difficult. With the extension of the derivation of the channel busyness ratio for WLANs, for the first time, we have developed a novel approach to estimating the available bandwidth by considering the impact of hidden terminals in the multihop WMNs. Based on this bandwidth estimation, we have designed a new ACA to effectively address the QoS issue for various traffic. Extensive simulation study shows that our proposed scheme indeed provides good QoS support while efficiently utilizing the residual resource for the best-effort data traffic.
