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ABSTRACT
Automatic solutions which enable the selection of the best algo-
rithms for a new problem are commonly found in the literature. One
research area which has recently received considerable eorts is
Collaborative Filtering. Existing work includes several approaches
using Metalearning, which relate the characteristics of datasets
with the performance of the algorithms. is work explores an
alternative approach to tackle this problem. Since, in essence, both
are recommendation problems, this work uses Collaborative Fil-
tering algorithms to select Collaborative Filtering algorithms. Our
approach integrates subsampling landmarkers, which are a data
characterization approach commonly used in Metalearning, with a
standard Collaborative Filtering method. e experimental results
show that CF4CF competes with standard Metalearning strategies
in the problem of Collaborative Filtering algorithm selection.
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1 INTRODUCTION
e algorithm selection problem for Collaborative Filtering (CF) [18]
has been investigated so far via Metalearning (MtL) [1–4, 7, 9, 13].
e problem is modeled using a set of features (i.e., metafeatures) to
describe the problem domain and the performance of algorithms ac-
cording to a specic measure to describe the behavior of algorithms.
Aerwards, learning algorithms are used to learn the mapping be-
tween the metafeatures and the performance, eectively achieving
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a model (i.e. metamodel) which can be used to predict the best
algorithms for a new problem.
However, the denition of suitable metafeatures is a hard prob-
lem. is is specially dicult in the CF problem, where there
is no clear separation between independent and dependent vari-
ables. So far, there have been several examples of statistical and/or
information-theoretical approaches [1, 3, 7, 9, 13] and even land-
marking approaches [4], which have produced interesting results.
However, the merits of metafeatures continue to be questioned,
since it is dicult to understand whether they actually contain
useful informative or whether the results are dictated by noise or
chance. Hence, we look towards another approach, which does not
use metafeatures explicitly to train the metamodel.
e approach proposed in this work is to use CF algorithms
to select CF algorithms, which we name CF4CF. e problem is
addressed by considering users and items as the datasets and algo-
rithm, respectively. e performance of all algorithms on a particu-
lar dataset are leveraged and converted into ratings. us, a proper
rating matrix can be built using performance data only. en a CF
algorithm can be used to create a metamodel, which will allow to
predict the best ranking of algorithms for a new problem. Speci-
cally in the prediction step, when no data is available regarding the
algorithm performance, CF4CF uses subsampling landmarkers (per-
formance estimations on a sample of the original dataset) to obtain
initial ratings. CF4CF is then responsible to predict the remaining
ratings and convert the outcome into a ranking of algorithms.
As far as the authors know, this paper’s contribution - CF4CF -
is the rst approach to use CF algorithms to recommend CF algo-
rithms. Furthermore, this is also the rst aempt of CF algorithm
selection which does not explicitly use metafeatures in the trained
model. Beyond the interestingness of proving the ability to tackle
the algorithm selection problem without metafeatures, this work
is particularly important because it allows to compare the merits
of traditional MtL and the novel CF4CF approaches. To this end,
this work compares the merits of metalevel accuracy and impact
on the baselevel for both learning strategies and shows that CF4CF
is a suitable alternative for algorithm selection, having proved to
be perform equally or beer than traditional MtL.
is document is organized as follows: Section 2 presents the
related work on Metalearning for CF; Section 3 presents the core
contributions of this work: CF4CF and the unied evaluation frame-
work, while Section 4 explains the experimental procedure. In
Section 5, the proposed approach is evaluated and discussed and
Section 6 presents the conclusions and future work tasks.
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2 RELATEDWORK
Although the use of MtL for CF has already been investigated [1,
7, 9, 13], the approaches proposed have limited scope: the set of
datasets, recommendation algorithms and metafeatures studied is
always suitable, but never complete. An extensive overview of their
positive and negative aspects can be seen in a recent survey [5].
More recent work in CF algorithm selection has extended the con-
tributions to the area, in particular with regards to the metafeatures
considered, which systematize the data characteristics used in ear-
lier works [3]. is work, which we consider as the state of the
art in CF algorithm selection, proposes a systematic approach for
metafeature extraction. It leverages a framework which requires
three main elements: object o, function f and post-function p f . e
framework applies a function to an object and, aerwards, the post-
function to the outcome in order to derive the nal metafeature.
us, any metafeature can be represented as: {o. f .p f } [15].
e objects to be used in the framework are CF’s rating matrix
R, and its rows U and columns I . e functions f considered to
characterize these objects are: original ratings (ratings), count the
number of elements (count), mean value (mean) and sum of val-
ues (sum). e post-functions p f are maximum, minimum, mean,
standard deviation, median, mode, entropy, Gini index, skewness
and kurtosis. Additionally, it includes the number of users, items,
ratings and the matrix sparsity. is results in 74 metafeatures
which were reduced by correlation feature selection, ending up with:
nusers, R.ratings.kurtosis, R.ratings.sd, I.count.kurtosis, I.count.min,
I.mean.entropy, I.sum.skewness, U.sum.entropy, U.mean.min, sparsity,
U.sum.kurtosis, U.mean.skewness. As an example, R.ratings.kurtosis
represents the kurtosis of the distribution of all ratings in matrix R.
3 CF4CF
is paper introduces a novel approach to tackle the CF algorithm
selection problem, named CF4CF. Figure 1 presents the procedure.
Figure 1: Overview of the CF4CF procedure.
Notice the process is organized in two main steps: train and
predict. e training stage leverages the algorithm performance
data, builds a rating matrix and trains a CF model. In the prediction
stage, algorithm performance from subsampling landmarkers is
transformed leveraged to create the initial ratings of the active
dataset. e active dataset is then submied to the previously
trained CF model to obtain ratings for the missing algorithms. Af-
terwards, the nal ranking of algorithms is calculated. e next
sections will present in detail the steps exposed in the previous
overview.
3.1 Build the Rating Matrix
Recall that CF requires three elements: users, items and ratings. As
this work aims at recommending CF algorithms for CF datasets, the
natural adaptation is to consider the users and items as datasets and
algorithms, respectively. Hence, to build the rating matrix RD×A
we consider the set of datasets D where each dataset di ∈ D and
the set of algorithms A where each algorithm aj ∈ A. To complete
the matrix, one needs to provide the ratings available. However, in
the algorithm selection problem there is not an explicit assignment
of ratings by each dataset to the algorithms. To solve this issue, we
model the preferences using the performance of algorithms on the
datasets. e idea is to leverage how good the algorithm is for a
particular dataset as the preference it holds for the same dataset.
Our approach works by converting the rankings into ratings.
is conversion allows to take advantage of CF algorithms in a
straightforward way. Formally, consider a ranking of algorithms
Rdi = (aj )Mj=1 for a specic dataset di . Such ranking is created by
sorting the algorithms in decreasing order of performance. To con-
vert the ranking Rdi into a specic ratings scale S ∈ [smin , smax ],
the following transformation f is applied to each position j:
f (Rdi , j) =
(Smax − Smin )(M − j)
M − 1 + Smin (1)
e rating values are then Rdi ,aj = f (Rdi , j). e matrix is com-
pleted by converting all rankings of algorithms for all datasets.
3.2 Train the CF model
Notice the previous step outputs a complete rating matrix, since we
have a preference for all datasets towards all algorithms. Although
CF4CF uses a complete matrix, which is not the case in most CF
problems, all CF algorithms available can be used in CF4CF. In the
works case scenario, one just needs to sample the rating matrix
to create missing data for algorithms such as Matrix Factorization
to be able to operate. is is in fact a major advantage: since CF
does not require all ratings to be provided, then it is theoretically
possible to achieve good performance with less information than
what is required by MtL, which may translate into signicant saves
in computational resources. e experimental procedure will assess
these assumptions by varying the parameter Nratinдs , which refers
to the number of ratings sampled by dataset to build the matrix.
3.3 Build the Active Dataset
Having the model built, one moves now to the prediction stage.
However, due to domain constraints, one must introduce changes to
the traditional prediction procedure. Recall that if a new dataset is
considered, it is reasonable to assume that there is no performance
estimate for any algorithm. In this case, CF4CF cannot properly
work since it would have no data to provide the CF model. is work
proposes to deal with this problem using subsampling landmarkers,
which consists in estimating the algorithm performance on a small
data samples and use them as initial input for the CF model.
us, in order to build the active dataset representation, this
procedure leverages the subsampling landmarkers and processes
them via sampling and rating conversion procedures. Formally,
let us consider the complete ranking of algorithms SLdi = (aj )Mj=1
for a specic dataset di , obtained from subsampling landmarkers
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rather than the original performance values. Since we aim to use
some of these values to serve as initial ratings for the CF model,
we rst sample the ranking SLdi . Considering how the number of
ratings provided directly aects the performance of CF models, it is
important to understand the eect of sampling dierent amounts
of ratings. We address this issue by using a parameter NSL ∈
[1, ...M − 1] in our experiments. Lastly, the sampled ranking is
converted into ratings, also using Equation 1.
3.4 Predict Ratings and Calculate Ranking
Having obtained the active dataset representation SLdi , one uses
the previously trained CF model to obtain the predictions for the re-
maining algorithms, represented as Rˆdi . Notice that CF algorithms
only considers items for which the active user has not provided
any feedback towards. Hence, in our case, CF will produce ratings
for the remaining algorithms in a straightforward way.
Notice however the algorithm selection problem requires a com-
plete ranking of algorithms to be predicted. To tackle this issue, we
propose to aggregate the predictions with the initial ratings. Hence,
the full ratings predicted are provided by Rdi =< Rˆdi , SLdi >.
At this point, the only step remaining is to convert the ratings
into rankings. To do so, one sorts the ratings in decreasing order of
importance and replaces them by the respective ranking position.
By xing the algorithm positions, one ensures a representation
which allows to directly use ranking accuracy measures and, by
extension, to compare CF4CF with MtL.
4 EXPERIMENTAL SETUP
4.1 Baselevel
e baselevel component is concerned with the traditional CF prob-
lem and it is exactly the same for both CF4CF and MtL. Here, sev-
eral dimensions are considered: datasets, algorithms and evalua-
tion measures. e 38 datasets used come from dierent domains,
namely Amazon Reviews, BookCrossing, Flixter, Jester, MovieLens,
MovieTweetings, Tripadvisor, Yahoo! and Yelp. Table 1 presents all
domains and datasets used and a summary of their characteristics.
e CF algorithms used in this work are variations of MF meth-
ods: BPRMF [16], which performs a pairwise classication task, op-
timizing AUC using Stochastic Gradient Descent (SGD); WBPRMF [16],
which is a variation of BPRMF that includes a sampling mechanism
that promotes low scored items; SMRMF [22], which is another vari-
ation of BPRMF, but it replaces the optimization formula in SGD by
a so margin ranking loss inspired by SVM classiers; WRMF [11]
which uses ALS (Alternating Least Squares) instead of SGD and
introduces user/item bias to regularize the process; and lastly the
baseline algorithm MostPopular which ranks items by how oen
they have been seen in the past. Since these algorithm tackle a
Top-N recommendation problem, all algorithms are evaluated using
NDCG (to assess ranking accuracy) and AUC (to evaluate classi-
cation accuracy) using 10-fold cross-validation. No parameter
optimization was done to prevent bias towards any algorithm.
4.2 Metalevel
CF4CF uses only algorithm performance as input data. While the
results obtained from the baselevel are used as training data, the
prediction stage requires to calculate subsampling landmarkers.
To do so, all datasets are random sampled for 10% of all instances.
en, these samples are submied to the same baselevel evaluation
procedure to obtain performance estimations for all algorithms
in all evaluation measures. In the case of MtL, each dataset is
simply described by the state of the art metafeatures [3] presented
in Section 2. e algorithm performance is used to create rankings
of algorithms to be used as targets for this predictive procedure.
is means MtL is addressed using Label Ranking (LR) [12, 20].
Recall that CF4CF is designed to use any CF algorithm. However, in
order to provide the fairest comparison possible between MtL and
CF, this work uses two algorithms with the same bias: user-based
CF [17] and kNN for LR [19], both based on Nearest Neighbours.
ese algorithms are referred to as KNN-CF and KNN-LR.
e evaluation in algorithm selection is comprised of two tasks:
meta-accuracy and impact on the baselevel performance. While the
rst aims to assess how similar are the predicted and real rankings
of algorithms, the second investigates how the algorithms recom-
mended by the metamodels actually perform on average for all
datasets. To assess the meta-accuracy, this work uses the ranking ac-
curacy measure Kendall’s Tau using leave-one-out cross-validation.
To assess the impact on the baselevel, the analysis calculates the av-
erage performance for dierent thresholds t . ese thresholds refer
to the number of algorithms from the predicted ranking which are
considered for analysis. Hence, if t = 1, only the rst recommended
algorithm is used. On the other hand, if t = 2, then both the rst
and second algorithms are used. In this situation, the performance
is the best of both recommended algorithms.
5 RESULTS
5.1 Rating Matrix Sparsity
e rst analysis aims at understanding the eect of variableNratinдs .
To do so, dierent matrices were created by sampling the complete
matrix and then CF4CF models were trained upon them. e results
in terms of Kendall’s Tau are presented in Figure 2.
NDCG AUC
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Figure 2: Ranking accuracy for dierent Nratinдs .
e results show CF4CF is equal or beer than the baseline
and MtL for Nratinдs = 3 and Nratinдs = 4, respectively. is
shows CF4CF is able to provide good recommendations using only
4 ratings per baselevel dataset. However, the results also show that
CF4CF is only beer than MtL for Nratinдs = 5 , meaning the full
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Table 1: Summary of the datasets used in the experiments. Values within square brackets indicate lower and upper bounds in
a specic characteristic. Notice that k andM stand for thousands and millions, respectively.
Domain Dataset(s) #Users #Items #Ratings Ref.
Amazon App, Auto, Baby, Beauty, CD, Clothes, Food, Game, Garden, Health, Home,Instrument, Kindle, Movie, Music, Oce, Pet, Phone, Sport, Tool, Toy, Video [7k - 311k] [2k - 267k] [11k - 574k] [14]
Bookcrossing Bookcrossing 8k 29k 40k [26]
Flixter Flixter 15k 22k 813k [25]
Jester Jester1, Jester2, Jester3 [2.3k - 2.5k] [96 - 100] [61k - 182k] [8]
Movielens 100k, 1m, 10m, 20m, latest [94 - 23k] [1k - 17k] [10k - 2M] [10]
MovieTweetings RecSys2014, latest [2.5k - 3.7k] [4.8k - 7.4k] [21k - 39k] [6]
Tripadvisor Tripadvisor 78k 11k 151k [21]
Yahoo! Movies, Music [613 - 764] [4k - 4.6k] [22k - 31k] [23]
Yelp Yelp 55k 46k 212k [24]
rating matrix is the only to consistently beat MtL. To obtain optimal
results and provide fair comparison against MtL, we use a complete
rating matrix in the remaining experiments.
5.2 Meta-accuracy
is analysis assesses the eect that the number of sampled land-
markers (NSL ) has in the overall performance of CF4CF. e Kendall’s
Tau results are presented in Figure 3.
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Figure 3: Ranking accuracy for dierent NSL .
e results CF4CF is beer than the baseline for NSL = 3 for
both NDCG and AUC metatargets, but it only reaches compara-
ble performance with regards to MtL for NSL = 3 in NDCG and
NSL = 4 in AUC. Furthermore, CF4CF can outperform MtL but
only for NDCG for NSL = 4. is means CF4CF is a suitable alterna-
tive to MtL, which in fact can perform beer when 4 subsampling
landmarkers are used to feed the CF metamodel.
5.3 Impact on the baselevel performance
e results the impact on the baselevel performance are presented
in Figure 4. Notice the results presented refer to NSL = 4.
e experimental results show CF4CF outperforms both the
baseline and MtL for t ∈ {1, 2, 3, 4} and t ∈ {1, 2} for the the NDCG
and AUC metatargets, respectively. ese results show CF4CF
makes beer predictions than the competing approaches for the
rst thresholds in each problem, i.e. CF4CF is more accurate than
MtL for the top positions in the predicted rankings of algorithms.
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Figure 4: Impact on the baselevel performance.
6 CONCLUSIONS
is work introduced a novel algorithm selection approach - CF4CF
- which takes advantage of a Collaborative Filtering to recommend
rankings of Collaborative Filtering algorithms. e procedure uses
the algorithm performance as rating information to train the meta-
model and uses subsampling landmarkers converted into ratings
in the prediction stage. e proposed approach is the rst known
solution of its kind. According to the experimental results, CF4CF
is a good alternative to MtL, and even beer in some cases. CF4CF
is able to perform equally to MtL using less data from algorithm
performance in the rating matrix; it can out perform MtL when
using 4 subsampling landmarkers in conjunction with a CF model;
and it is able to have higher impact in the rankings of algorithms
recommended in the top positions. All these observations allow to
conclude CF4CF is beer at predicting rankings of CF algorithms, (2)
the CF algorithm it recommends has higher impact on the baselevel
performance and (3) subsampling landmarkers are a suitable solu-
tion to provide initial ratings. Future work directions include: to
improve CF4CF performance by testing dierent ways to leverage
data for training and testing, further extend the experimental setup
to other recommendation areas and algorithms and to leverage
both metafeatures and ratings in a hybrid solution for CF algorithm
selection.
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