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NEUMANN CHEEGER CONSTANTS ON GRAPHS
BOBO HUA AND YAN HUANG
Abstract. For any subgraph of a graph, the Laplacian with Neumann
boundary condition was introduced by Chung and Yau [CY94]. In this
paper, motivated by the Riemannian case, we introduce the Cheeger
constants for Neumann problems and prove corresponding Cheeger es-
timates for first nontrivial eigenvalues.
1. Introduction
Let (M, g) be a closed Riemannian manifold, i.e. compact and without
boundary. The Cheeger constant of M , a version of isoperimetric constants,
is defined as
hM = inf
Ω
Area(∂Ω)
min{Vol(Ω),Vol(Ωc)} ,
where the infimum is taken over all precompact open submanifolds Ω ⊂ M
with Lipschitz boundary ∂Ω. Here we denote by Ωc := M\Ω the complement
of Ω, by Vol(·) and Area(·) the Riemannian volume and area respectively. In
[Che70], Cheeger discovered a close relation between the geometric quantity,
hM , and the analytic quantity, the first nontrivial eigenvalue of the Laplace-
Beltrami operator on M. It is nowadays called the Cheeger estimate for the
first nontrivial eigenvalue of the Laplacian.
For a compact Riemannian manifold M with boundary ∂M , one usually
needs to impose boundary conditions, either Dirichlet or Neumann, on the
Laplace-Beltrami operator so as to obtain self-adjoint operators. In the
same spirit of Cheeger [Che70], different geometric quantities concerning
the boundary effects, called Dirichlet or Neumann Cheeger constants, can
be defined to control the first (or nontrivial) eigenvalues of corresponding
Laplacians, see e.g. [Li12, Chapter 9]. In this paper, we focus on Neumann
boundary problems. The Neumann Cheeger constant of (M,∂M) is defined
as
hN (M) = inf
Ω
Area(∂Ω ∩ int(M))
min{Vol(Ω),Vol(Ωc)} ,
where the infimum is taken over all precompact open submanifolds Ω ⊂ M
with Lipschitz boundary. From the definition one can see the part of ∂Ω
contained in ∂M does not play a role in the definition. With the same
method in [Che70], one can get the Neumann Cheeger estimate for M ,
namely
λ1,N (M) ≥ 1
4
h2N (M),
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where λ1,N (M) is the first nontrivial eigenvalue of the Neumann Laplacian
operator on M , see [Cha84, p.259].
Inspired by Riemannian geometry, Cheeger type estimates have been gen-
eralized to the discrete setting. We recall some basic definitions of graphs.
Let V be a finite set which serves as the set of vertices of a graph and
µ : V × V → [0,∞), (x, y) 7→ µxy = µyx be a symmetric weight function.
This induces a graph structure, denoted by the pair G := (V, µ), with the
set of vertices V and the set of edges E which is defined as {x, y} ∈ E if and
only if µxy > 0, in symbols x ∼ y. Note that we do allow self-loops in the
graph, i.e. x ∼ x if µxx > 0. In fact, µ induces a measure on E. One can
define a degree measure on V accordingly
mx :=
∑
y∈V
µxy, x ∈ V,
and denote by m(Ω) :=
∑
x∈Ωmx the measure of Ω ⊂ V.
Given Ω1,Ω2 ⊂ V, we denote by E(Ω1,Ω2) := {{x, y} ∈ E | x ∈ Ω1, y ∈
Ω2} the set of edges between Ω1 and Ω2. Corresponding to Riemannian
case, the Cheeger constant of a finite graph G was introduced by Dodziuk
[Dod84] and Alon [AM85] independently:
hG = inf∅6=Ω$V
µ(∂Ω)
min{m(Ω),m(Ωc)} , (1)
where Ωc := V \Ω, ∂Ω := E(Ω,Ωc) denotes the edge boundary of Ω. More-
over, the Cheeger estimate reads as
1
2
h2G ≤ 1−
√
1− h2G ≤ λ1(G) ≤ 2hG, (2)
where λ1(G) is the first nontrivial eigenvalue of the Laplacian operator on
V , see e.g. [Chu97, Lemma 2.1, Theorem 2.3].
Neumann Laplace operater on any subgraph of a graph was introduced by
Chung and Yau [CY94], which has been studied by many authors, see e.g.
[CGY96, CY97, Tan99]. Given a subset Ω ⊂ V, we denote by δΩ the vertex
boundary of Ω consisting of vertices in Ωc that are adjacent to some vertices
in Ω. We define a measure m′ on δΩ as m′z :=
∑
y∈Ω,y∼z µzy, ∀z ∈ δΩ. In
notation, we write Ω := Ω ∪ δΩ and EΩ := E(Ω,Ω). The Neumann Laplace
operator appears naturally from the following variational problem
DΩ(f) :=
∑
e={x,y}∈EΩ
(f(x)− f(y))2µxy, f : Ω→ R, (3)
under the constraint that ∑
x∈Ω
f(x)2mx = 1.
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The critical point f and the critical value λ of the above problem satisfy the
Neumann eigenvalue problem
∆f(x) :=
1
mx
∑
y∈V :y∼x
µxy(f(y)− f(x)) = −λf(x), ∀ x ∈ Ω,∑
y∈Ω:y∼z
µyz(f(y)− f(z)) = 0, ∀ z ∈ δΩ.
(4)
The second equation in (4) justifies the Neumann boundary condition of the
Laplacian in the discrete setting.
From a different perspective, Neumann Laplacians emerge from Markov
processes, i.e. the simple random walks with reflections on the boundaries,
observed by Chung and Yau [CY97]: Given a subset Ω ⊂ V, consider the
simple random walk starting at vertices in Ω. Once the walker reaches the
boundary δΩ, it is reflected via the edges, chosen with probability according
to edge weights, back into vertices in Ω. By considering the boundary effects,
one can show that this reflection process is equivalent to the simple random
walk on a graph Ω˜ := (Ω, µ˜) without boundary where µ˜ is the modified edge
weights given by
µ˜xy = µxy +
∑
z∈δΩ
µxzµzy
m′z
, ∀x, y ∈ Ω.
Note that in the modified graph Ω˜ the boundary effects produce many self-
loops and bridges (µ˜xy > 0, for x  y near the boundary). For example, let
Ω = {v1, v2, v3} be a subset of the standard lattice graph Z2 with unit edge
weights. Then by the reflection process, the modified graph (Ω, µ˜) is depicted
in Figure 1 together with its modified edge weights. For convenience, all the
numbers depicted in the Figures below denote edge weights.
Figure 1.
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By the above equivalence relation in [CY97], the problems of Neumann
Laplacians on subgraphs completely boil down to the problems of Lapla-
cians on graphs without boundary conditions. They even share the same
eigenvalues and eigenfunctions, see e.g. Lemma 2.1 in this paper. Hence, by
the Cheeger estimate (2), one has
1−
√
1− h2
Ω˜
≤ λ1,N (Ω) ≤ 2hΩ˜, (5)
where λ1,N (Ω) is the first nontrivial eigenvalue of Neumann Laplacian on Ω
and h
Ω˜
is the Cheeger constant of Ω˜. As a Cheeger type estimate this result
is already quite useful. However it involves a specific quantity h
Ω˜
, derived
from the modified graph Ω˜ by random walk with reflection whose geometric
meaning is not clear at the moment, has no counterpart in the Riemannian
setting. For our purpose, we would like to obtain a Cheeger estimate via
some geometric quantities obtained directly from the original data of the
graph, mimicking the Riemannian case.
Following the idea of Cheeger estimates for eigenvalues of Neumann Lapla-
cians and treating the subset Ω ⊂ V as a manifold with boundary, we define
the Neumann Cheeger constant of Ω as follows. Let S ⊂ Ω, we denote by
∂ΩS := ∂S ∩ E(Ω,Ω) the relative boundary and S∨ := Ω \ S the relative
complement of S in Ω.
Definition 1.1. The Neumann Cheeger constant of Ω in (V, µ) is defined
as
hN (Ω) = inf
S
µ(∂ΩS)
min{m(S ∩ Ω),m(S∨ ∩ Ω)} , (6)
where the infimum is taken over all nonempty proper subsets S of Ω.
We first show that hN (Ω) is equal to a type of Sobolev constant, for the
Riemannian case, see [Li12, Theorem 9.6]. Similar results for the discrete
setting can be found in [Chu97, Theorem 2.6] and [Cha16, Lemma 5.14].
Theorem 1.1.
hN (Ω) = inf
f
∑
e={x,y}∈EΩ |f(x)− f(y)|µxy
infc∈R
∑
x∈Ω |f(x)− c|mx
,
where f ranges over all real non-constant functions on Ω.
Moreover, we prove that these two candidates of Cheeger constants, h
Ω˜
and hN (Ω), are closely related to each other.
Theorem 1.2. h
Ω˜
≤ hN (Ω) ≤ 2hΩ˜.
We give two examples to show the sharpness of both estimates. For the
lower bound estimate, see Figure 2: Let Ω = {v1, v2, v3, v4}, then we have
h
Ω˜
= hN (Ω) =
1
201 . For the upper bound estimate, we consider a path
graph of length 2 as shown in Figure 3: Let Ω = {v1, v3}, then hN (Ω) = 1
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and h
Ω˜
= 12 . Moreover, we characterise the conditions for the equalities in
Theorem 1.2 respectively, see Proposition 3.1 and 3.2.
Figure 2.
Figure 3.
Finally, we obtain the main result of the paper, the Neumann Cheeger es-
timate for the first nontrivial eigenvalue of Neumann Laplacian using hN (Ω).
Theorem 1.3.
2−
√
4− h2N (Ω) ≤ λ1,N (Ω) ≤ 2hN (Ω). (7)
For the lower bound estimates in (5) and (7), concerning Theorem 1.2, it
is hard to tell which one is better. For example in Figure 3, our lower bound
estimate (7) is better than (5) by a scalar factor 2. As vague intuition, the
reason is that the part of boundary effects, self-loops in Ω˜, play no role in
the numerator of the definition of h
Ω˜
, i.e. one cannot cut the self-loops by
that definition. However one can measure the boundary more effectively in
hN (Ω). From this point of view, the geometric idea rather gives some new
insights on this problem. In summary, one gets
max
{
2−
√
4− h2N (Ω), 1−
√
1− h2
Ω˜
}
≤ λ1,N (Ω) ≤ 2hΩ˜; (8)
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in particular, this yields
max
{
1
4
h2N (Ω),
1
2
h2
Ω˜
}
≤ λ1,N (Ω).
As an application, the Neumann Cheeger estimate can be used to estimate
the spectral gap of Dirichlet Laplace operator. From [CO00, Corollary 3.1]
we know that the spectral gap of Dirichlet Laplace operator can be bounded
from below by λ1,N (Ω), namely
λ2,D(Ω)− λ1,D(Ω) ≥ λ1,N (Ω),
where λ1,D(Ω) and λ2,D(Ω) are the first and second eigenvalue of Dirichlet
Laplace operator on Ω. Hence combining with the lower bound estimate in
(8), we have a lower bound estimate for the spectral gap of Dirichlet Laplace
operator on Ω using Cheeger constants.
The organization of the paper is as follows: In section 2, we recall some
basic facts about Neumann Laplacians on graphs. In section 3, we charac-
terise the properties of Neumann Cheeger constants. In section 4, we give
the proof of the main result, i.e. Theorem 1.3.
2. preliminaries
Let G = (V, µ) be a connected graph and Ω a finite subgraph of G. We
study the Laplacians with Neumann boundary conditions on Ω. To avoid
the triviality, we assume that Ω has at least two vertices and non-empty
vertex boundary, i.e. δΩ 6= ∅. We order the eigenvalues of the Neumann
Laplacian on Ω in the non-decreasing way:
0 = λ0,N (Ω) ≤ λ1,N (Ω) ≤ · · · ≤ λK−1,N (Ω),
where the subscripts N indicate the Neumann eigenvalues and K denotes
the number of vertices in Ω. We call λ1,N (Ω) the first non-trivial eigenvalue
of the Neumann Laplacian on Ω (although it could be zero in cases). We
denote by RΩ the set of all real functions on Ω. Due to variational principle,
λ1,N (Ω) can be characterized by the Reighley quotient, see [Chu97, pp.125],
λ1,N (Ω) = inf
{
DΩ(f)∑
x∈Ω f2(x)mx
: 0 6≡ f ∈ RΩ,
∑
x∈Ω
f(x)mx = 0
}
(9)
= inf
{
DΩ(f)
infc∈R
∑
x∈Ω |f(x)− c|2mx
: nonconstant f ∈ RΩ
}
,
where the Dirichlet energy of f, DΩ(f), is defined as in (3). For simplicity,
from now on we denote by
∑
e={x,y}∈EΩ the summation of edges in EΩ where
each edge is only counted once.
As pointed out by Chung and Yau [CY97], the eigenvalue problem of Neu-
mann Laplacian on Ω is equivalent to that on the modified graph Ω˜ = (Ω, µ˜)
without boundary conditions. We provide a proof here for completeness. We
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denote by m˜x :=
∑
y∼x,y∈Ω µ˜xy the degree of x in Ω˜ and one can see that it
coincides with the degree in the original graph G by direct calculation.
Proposition 2.1.
m˜x = mx, ∀x ∈ Ω.
Proof.
m˜x =
∑
z∈Ω
µzx +
∑
z∈Ω
∑
y∈δΩ
µxy
m′y
µyz
=
∑
z∈Ω
µzx +
∑
y∈δΩ
µyx
∑
z∈Ω
µyz
m′y
= mx.

Lemma 2.1. If (λ, u) is a pair of eigenvalue and eigenfunction of the Neu-
mann Laplacian on Ω, i.e. satisfying (4) in the introduction, then (λ, u) is
an eigen-pair on Ω˜, i.e.
−∆u(x) = − 1
m˜x
∑
z∈Ω
µ˜zx(u(z)− u(x)) = λu(x), x ∈ Ω,
and visa versa.
Proof. For any x ∈ Ω:
∆u(x) =
1
mx
∑
y∈Ω
µyz(u(y)− u(x))
=
1
mx
∑
z∈Ω
µzx(u(z)− u(x)) + 1
mx
∑
y∈δΩ
µyx(u(y)− u(x)).
By the Neumann boundary condition, for y ∈ δΩ, one checks that u(y) =
1
m′y
Σz∈Ωµyzu(z). Plugging this into the previous equation, we have
∆u(x) =
1
mx
∑
z∈Ω
µzx(u(z)− u(x)) + 1
mx
∑
z∈Ω
∑
y∈δΩ
µyx
m′y
µyz(u(z)− u(x))
=
1
mx
∑
z∈Ω
µzx + ∑
y∈δΩ
µyx
m′y
µyz
 (u(z)− u(x))
=
1
m˜x
∑
z∈Ω
µ˜zx(u(z)− u(x)),
where we have used the definition of µ˜ and Proposition 2.1. The lemma
follows from calculation. 
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3. Neumann Cheeger constants
In this section, we prove some useful properties of the Neumann Cheeger
constant hN (Ω), i.e. Theorem 1.1 and Theorem 1.2.
To simplify the notation, for any function f ∈ RΩ and any constant a ∈ R,
we denote by {f > a} := {x ∈ Ω : f(x) > a} the super-level set of f in Ω,
and by {f ≥ a}, {f < a} and {f ≤ a} in the same way.
Proof of Theorem 1.1. For any nonconstant function f ∈ RΩ, we choose a
constant c ∈ R such that
m({f < c} ∩ Ω) ≤ m({f ≥ c} ∩ Ω)
and
m({f ≤ c} ∩ Ω) ≥ m({f > c} ∩ Ω).
Set g := f − c, then we have for any σ ≤ 0,
m({g < σ} ∩ Ω) ≤ m({g ≥ σ} ∩ Ω)
and for any σ > 0,
m({g < σ} ∩ Ω) ≥ m({g ≥ σ} ∩ Ω).
For any σ ∈ R, we define
G(σ) :=
∑
e={x,y}∈EΩ
g(x)<σ≤g(y)
µxy.
We claim that ∑
e={x,y}∈EΩ
|f(x)− f(y)|µxy =
∫ ∞
−∞
G(σ)dσ,
which is a discrete version of the Coarea formula. For discrete Coarea for-
mula, see e.g. [Gri11, Lemma 3.3]. By calculation,∫ ∞
−∞
G(σ)dσ =
∫ ∞
−∞
∑
e={x,y}∈EΩ,
g(x)<σ≤g(y)
µxydσ =
∫ ∞
−∞
∑
e={x,y}∈EΩ
µxy · χ(g(x),g(y)](σ)dσ
=
∑
e={x,y}∈EΩ
µxy
∫ ∞
−∞
χ(g(x),g(y)](σ)dσ =
∑
e={x,y}∈EΩ
|g(x)− g(y)|µxy
=
∑
e={x,y}∈EΩ
|f(x)− f(y)|µxy,
where χ(g(x),g(y)](·) is the characteristic function of the interval (g(x), g(y)]
in R. This proves the claim.
We set S := {g < σ} for σ ≤ 0 and S := {g ≥ σ} for σ > 0. In either
case, m(S ∩ Ω) ≤ m(S∨ ∩ Ω) and hence by the definition of hN (Ω),
G(σ) ≥ hN (Ω) ·m(S ∩ Ω) = hN (Ω) ·
{
m({g < σ} ∩ Ω), for σ ≤ 0,
m({g ≥ σ} ∩ Ω), for σ > 0.
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So the previous claim yields∑
e={x,y}∈EΩ
|f(x)− f(y)|µxy =
∫ 0
−∞
G(σ)dσ +
∫ ∞
0
G(σ)dσ
≥ hN (Ω)
(∫ 0
−∞
m({g < σ} ∩ Ω)dσ +
∫ ∞
0
m({g ≥ σ} ∩ Ω)dσ
)
= hN (Ω)
(∫ 0
−∞
∑
x∈Ω
χ(g(x),0](σ)mxdσ +
∫ ∞
0
∑
x∈Ω
χ(0,g(x)](σ)mxdσ
)
= hN (Ω)
∑
x∈Ω
|f(x)− c|mx ≥ hN (Ω) inf
c∈R
∑
x∈Ω
|f(x)− c|mx,
where we have interchanged the summation and the integration in the last
line. Taking the infimum over all nonconstant functions f, we prove that
inf
f
∑
e={x,y}∈EΩ |f(x)− f(y)|µxy
infc∈R
∑
x∈Ω |f(x)− c|mx
≥ hN (Ω).
For the opposite direction, let S ⊂ Ω attain the infimum in the definition
of hN (Ω), i.e.
m(S ∩ Ω) ≤ m(S∨ ∩ Ω), hN (Ω) = µ(∂ΩS)
m(S ∩ Ω) .
Consider a function ϕ on Ω given by
ϕ(x) =
{
1, x ∈ S,
−1, x ∈ S∨.
Then ∑
e={x,y}∈EΩ |ϕ(x)− ϕ(y)|µxy
infc∈R
∑
x∈Ω |ϕ(x)− c|mx
= sup
c∈R
2µ(∂ΩS)
|1− c|m(S ∩ Ω) + |1 + c|m(S∨ ∩ Ω)
=
2µ(∂ΩS)
2m(S ∩ Ω) = hN (Ω).
Since m(S ∩ Ω) ≤ m(S∨ ∩ Ω), the supremum for c in the above attains at
c = −1. This proves the other direction and hence the theorem. 
Recall that Ω˜ = (Ω, µ˜) is the modified graph of Ω. We denote by E˜ the
set of edges in Ω˜ induced by µ˜, i.e. {x, y} ∈ E˜ if and only if µ˜xy > 0, as
usual. Given K ⊂ Ω, we denote by ∂
Ω˜
K the boundary of K in Ω˜ and by
µ˜(∂
Ω˜
K) its measure. For convenience, for any nonempty proper subset S of
Ω, we simply write ∂
Ω˜
S := ∂
Ω˜
(S ∩ Ω) if it doesn’t make any confusion. In
addition, by Proposition 2.1, m˜ coincides with m on Ω.
Now we are ready to prove Theorem 1.2.
10 BOBO HUA AND YAN HUANG
Proof of Theorem 1.2. For the lower bound estimate in the theorem, it suf-
fices to show that for any nonempty proper subset S in Ω,
µ˜(∂
Ω˜
S)
min{m(S ∩ Ω),m(S∨ ∩ Ω)} ≤
µ(∂ΩS)
min{m(S ∩ Ω),m(S∨ ∩ Ω)} ,
i.e. µ˜(∂
Ω˜
S) ≤ µ(∂ΩS). By the calculation,
µ˜(∂
Ω˜
S) =
∑
x∈S∩Ω
y∈S∨∩Ω
(
µxy +
∑
z∈δΩ
µxzµzy
m′z
)
=
∑
x∈S∩Ω
y∈S∨∩Ω
µxy +
∑
x∈S∩Ω
y∈S∨∩Ω
( ∑
z∈S∩δΩ
+
∑
z∈S∨∩δΩ
)
µxzµzy
m′z
=
∑
x∈S∩Ω
y∈S∨∩Ω
µxy +
∑
z∈S∩δΩ
y∈S∨∩Ω
( ∑
x∈S∩Ω
µxz
m′z
)
µzy +
∑
x∈S∩Ω
z∈S∨∩δΩ
 ∑
y∈S∨∩Ω
µzy
m′z
µxz
≤
∑
x∈S∩Ω
y∈S∨∩Ω
µxy +
∑
z∈S∩δΩ
y∈S∨∩Ω
µzy +
∑
x∈S∩Ω
z∈S∨∩δΩ
µxz =
∑
x∈S
∑
y∈S∨
µxy = µ(∂ΩS).
From this we prove the lower bound.
To show hN (Ω) ≤ 2hΩ˜, we assume A is the subset of Ω that achieves
h
Ω˜
and B = Ω \ A. For simplicity, if z ∈ δΩ, we set mA(z) =
∑
x∈A µxz
and mB(z) similarly. Let K = {z ∈ δΩ|mA(z) 6= 0,mB(z) 6= 0}, set S =
A ∪ {z ∈ δΩ|mB(z) = 0} ∪ {z ∈ K|mA(z) > mB(z)} ∪ C, where C is any
subset of {z ∈ K : mA(z) = mB(z)}, then S∨ = Ω \ S. Hence Ω is divided
into two parts S and S∨.
By calculation,
µ(∂ΩS) =
∑
{x,y}∈E(A,B)
µxy +
∑
z∈K∩S∨
mA(z) +
∑
z∈K∩S
mB(z)
≤ 2
∑
{x,y}∈E(A,B)
µxy + 2
∑
z∈K∩S∨
mA(z) ·mB(z)
m′z
+ 2
∑
z∈K∩S
mA(z) ·mB(z)
m′z
= 2
∑
x∈A
∑
y∈B
µxy + 2
∑
x∈A
∑
y∈B
∑
z∈K∩S∨
µxzµzy
m′z
+ 2
∑
x∈A
∑
y∈B
∑
z∈K∩S
µxzµzy
m′z
= 2
∑
x∈A
∑
y∈B
(
µxy +
∑
z∈K
µxzµzy
m′z
)
= 2
∑
x∈A
∑
y∈B
µ˜xy
Hence
hN (Ω) ≤ µ(∂ΩS)
min{m(S ∩ Ω),m(S∨ ∩ Ω)} ≤ 2
∑
x∈A
∑
y∈B µ˜xy
min{m(A),m(B)} = 2hΩ˜.

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Now, we discuss the conditions for the equalities in Theorem 1.2. First,
we introduce some notations. We denote a partition of Ω (resp. Ω) by
PA = {A,B} (resp. PS = {S, S∨}), where A unionsq B = Ω (resp. S unionsq S∨ = Ω),
here unionsq denotes disjoint union. For convenience, we introduce notations
PS ∩ Ω := {S ∩ Ω, S∨ ∩ Ω} = PS∩Ω, (10)
which is a partition of Ω induced by PS . The set of partitions of Ω (resp.
Ω) that achieves h
Ω˜
(resp. hN (Ω)) is denoted by P (resp. P).
Figure 4.
A natural question is that what’s the relation between P and P ∩ Ω,
where P ∩ Ω := {PS ∩ Ω | PS ∈ P} and PS ∩ Ω is defined in (10). The
following example shows that P and P ∩ Ω are different in general.
Example 3.1. If we set a = 92 (the weight of edge {v3, v5}) in the graph
as shown in Figure 4. By calculation, we have hN (Ω) =
1
3 and P =
{{{v1, v4}, {v2, v3, v5}}}, hΩ˜ = 40121 and P = {{{v1, v2}, {v3}}}. Hence
P ∩ Ω *P and P *P ∩ Ω.
Here we rewrite the definitions of hN (Ω) and hΩ˜ by partitions of Ω and
Ω respectively. Set
η(PS) :=
µ(∂ΩS)
min{m(S ∩ Ω),m(S∨ ∩ Ω)} ,
ζ(PA) :=
µ˜(∂
Ω˜
A)
min{m(A),m(B)} ,
then
hN (Ω) = inf
PS
η(PS),
h
Ω˜
= inf
PA
ζ(PA).
To characterise the equalities in Theorem 1.2, we divide it into two cases.
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Case 1: h
Ω˜
≤ hN (Ω).
For any ∅ 6= S ⊂ Ω, set A = S ∩ Ω and B = S∨ ∩ Ω. From the proof of
Theorem 1.2, we have µ˜(∂
Ω˜
S) = µ(∂ΩS) ⇐⇒ mA(z) = 0, ∀z ∈ S∨ ∩ δΩ and
mB(z) = 0, ∀z ∈ S ∩ δΩ.
Proposition 3.1. h
Ω˜
= hN (Ω) if and only if the following two properties
hold
(1) P ∩ (P ∩ Ω) 6= ∅;
(2) For any PA = {A,B} ∈ P ∩ (P ∩ Ω), mA(z) = 0 or mB(z) = 0,
∀z ∈ δΩ.
Proof. The if part is easy, we only need to show the only if part.
Choose PS ∈P, then PS∩Ω := PS ∩ Ω is a partition of Ω and we have
h
Ω˜
= hN (Ω) = η(PS) ≥ ζ(PS∩Ω).
The above inequality is obtained by the same process as in the proof of the
lower bound estimate in Theorem 1.2. By the minimum of h
Ω˜
, we have
hN (Ω) = ζ(PS∩Ω), i.e. µ˜(∂Ω˜S) = µ(∂ΩS). Hence mA(z) = 0, ∀z ∈ S∨ ∩ δΩ
and mB(z) = 0, ∀z ∈ S ∩ δΩ. 
From the proof of Proposition 3.1, we easily have
Corollary 3.1. If h
Ω˜
= hN (Ω), then P ∩ Ω ⊆P.
From the following example, one can see that even for the equality case,
the property P ⊆P ∩ Ω does not always hold.
Example 3.2. If we set a = 2+
√
6 in the graph as shown in Figure 4, then
we have h
Ω˜
= hN (Ω) =
1
3 . Moreover, we have P = {{{v1, v4}, {v2, v3, v5}}}
and P = {{{v1, v2}, {v3}}, {{v1}, {v2, v3}}}, one can see that P *P ∩ Ω.
Case 2: hN (Ω) ≤ 2hΩ˜.
Choose PA ∈ P. From the proof of Theorem 1.2, we have a partition
of Ω denoted by PS = {S, S∨} induced from PA, where S ∩ Ω = A and
η(PS) = 2hΩ˜ if and only if
(1) E(A,B) = ∅ and (2) For any z ∈ δΩ one of the following holds:
(a) mA(z) = 0,
(b) mB(z) = 0,
(c) mA(z) = mB(z).
Proposition 3.2. hN (Ω) = 2hΩ˜ if and only if the following two properties
hold
(1) P ∩ (P ∩ Ω) 6= ∅;
(2) For any PA ∈P ∩ (P ∩ Ω), E(A,B) = ∅ and for any z ∈ δΩ one of
mA(z) = 0, mB(z) = 0, mA(z) = mB(z) holds.
Proof. The if part is easy, we only need to show the only if part.
Choose PA ∈P. Then we have
hN (Ω) = 2hΩ˜ ≥ η(PS),
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where PS is a partition of Ω induced by PA and the above inequality is
obtained by the same process as in the proof of the upper bound estimate
in Theorem 1.2.
By the minimum of hN , we have 2hΩ˜ = η(PS). Hence the proposition
follows. 
From the proof of Proposition 3.2, one can easily get
Corollary 3.2. If hN (Ω) = 2hΩ˜, then P ⊆ (P ∩ Ω).
Figure 5.
We can see that even for the equality case, the property P ∩ Ω ⊆ P
doesn’t always hold, see the following example.
Example 3.3. Let Ω = {v1, v2, v3}. The graph and edge weights are as
shown in Figure 5. Then we have h
Ω˜
= 12 and hN (Ω) = 1. If we choose
P 3 PS, where S = {v1}. Then PS∩Ω is a partition of Ω, but ζ(PS∩Ω) = 34 .
4. neumann cheeger estimate
In this section, we prove the main result, i.e. Theorem 1.3, following the
arguments in [Chu97, Lemma 2.1, Theorem 2.3].
Proof of Theorem 1.3. For the upper bound estimate λ1,N (Ω) ≤ 2hN (Ω).
We choose S ⊂ Ω achieves hN (Ω). Set f as
f(x) =
{
1
m(S∩Ω) , x ∈ S,
− 1m(S∨∩Ω) , x ∈ S∨.
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By substituting f(x) into (9), we have
λ1,N (Ω) ≤ ( 1
m(S ∩ Ω) +
1
m(S∨ ∩ Ω))µ(∂ΩS)
≤ 2µ(∂ΩS)
min{m(S ∩ Ω),m(S∨ ∩ Ω)}
= 2hN (Ω).
Now we turn to the lower bound estimate, i.e. 2−
√
4− h2N (Ω) ≤ λ1,N (Ω).
Let 0 6≡ u ∈ RΩ be the first eigenfunction associated with the first eigen-
value λ1,N (Ω), i.e. u satisfied:
−∆u(x) = λ1,N (Ω)u(x), x ∈ Ω. (11)
By 〈u, 1〉Ω = 0, {x ∈ Ω|u(x) > 0} and {x ∈ Ω|u < 0} are nonempty.
Without loss of generality, we may assume that
m({x ∈ Ω|u(x) > 0}) ≤ m({x ∈ Ω|u < 0}), (12)
otherwise consider −u.
For the eigenfunction u, we set Ω+ = {x ∈ Ω|u(x) ≥ 0}, Ω− = {x ∈
Ω|u(x) < 0}, Ω+ = Ω+ ∩ Ω and Ω− = Ω− ∩ Ω.
Multiplying the both sides of the equation in (11) by u(x), for x ∈ Ω+,
and summing over x ∈ Ω+ w.r.t. the measure m, we have∑
x∈Ω+
∑
y∈Ω
µxy(u(x)− u(y))u(x) = λ1,N (Ω)
∑
x∈Ω+
u2(x)mx.
By the Neumann boundary condition of u and note that here we consider
graph (Ω, µ) with edges in EΩ,∑
x∈Ω+\Ω+
∑
y∈Ω
µxy(u(x)− u(y))u(x) = 0.
Adding up the last two equations, we have∑
x∈Ω+
∑
y∈Ω
µxy(u(x)− u(y))u(x) = λ1,N (Ω)
∑
x∈Ω+
u2(x)mx.
We set
v(x) = u+(x) =
{
u(x), x ∈ Ω+,
0, x ∈ Ω−.
NEUMANN CHEEGER CONSTANTS ON GRAPHS 15
Then
∑
x∈Ω+
∑
y∈Ω
µxy(u(x)− u(y))u(x)
=
∑
x,y∈Ω+
µxy(u(x)− u(y))u(x) +
∑
x∈Ω+
∑
y∈Ω−
µxy(u(x)− u(y))u(x)
≥
∑
x,y∈Ω+
µxy(v(x)− v(y))v(x) +
∑
x∈Ω+
∑
y∈Ω−
µxy(v(x)− v(y))2
=
1
2
∑
x,y∈Ω+
µxy(v(x)− v(y))2 +
∑
x∈Ω+
∑
y∈Ω−
µxy(v(x)− v(y))2
Hence
λ1,N =
DΩ(v)∑
x∈Ω v2(x)mx
=: W (13)
To estimate W,
W =
∑
e={x,y}∈EΩ µxy(v(x)− v(y))2
∑
e={x,y}∈EΩ µxy(v(x) + v(y))
2∑
x∈Ω v2(x)mx
∑
e={x,y}∈EΩ µxy(v(x) + v(y))
2
=
I
II
.
For the term I, the Ho¨lder’s inequality yields
I
1
2 ≥
∑
e={x,y}∈EΩ
v(x)>v(y)
µxy(v(x)
2 − v(y)2) (14)
It suffices to estimate the term in the above bracket. Let χ[a,b)(t) be the
characteristic function on interval [a, b). For any t ≥ 0, set Pt := {x ∈
Ω|v(x) > t}. Using Fubini’s theorem to change the order of integrals and
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summations, we have∑
e={x,y}∈EΩ
v(x)>v(y)
µxy(v(x)
2 − v(y)2) = 2
∑
e={x,y}∈EΩ
v(x)>v(y)
µxy
∫ v(x)
v(y)
tdt
= 2
∑
e={x,y}∈EΩ
v(x)>v(y)
µxy
∫ ∞
0
t · χ[v(y),v(x))(t)dt
= 2
∫ ∞
0
tdt
∑
e={x,y}∈EΩ
v(x)>t≥v(y)
µxy = 2
∫ ∞
0
tdtµ(∂ΩPt)
≥ 2hN (Ω)
∫ ∞
0
tdtm(Pt ∩ Ω) = 2hN (Ω)
∫ ∞
0
tdt
∑
x∈Ω
v(x)>t
mx (15)
= 2hN (Ω)
∑
x∈Ω
mx
∫ v(x)
0
tdt = hN (Ω)
∑
x∈Ω
v2(x)mx, (16)
where we have used the Cheeger constant hN (Ω) in (15) since m(Pt ∩Ω) ≤
m(P∨t ∩ Ω) which follows from our assumption (12).
To estimate the term II, by (13) we have∑
e={x,y}∈EΩ
µxy(v(x) + v(y))
2
= 2
∑
e={x,y}∈EΩ
µxy(v(x)
2 + v(y)2)−
∑
e={x,y}∈EΩ
µxy(v(x)− v(y))2
=
∑
x,y∈Ω
µxy(v(x)
2 + v(y)2) + 2
∑
x∈Ω,z∈δΩ
µxz(v(x)
2 + v(z)2)−W ·
∑
x∈Ω+
v2(x)mx
= 2
∑
x∈Ω,y∈Ω
µxyv(x)
2 + 2
∑
x∈Ω,z∈δΩ
µxzv(z)
2 −W ·
∑
x∈Ω
v2(x)mx (17)
Note that the Neumann condition for u yields that for any z ∈ δΩ, u(z) =
1
m′z
∑
w∈Ω µzwu(w). This implies that
v(z) ≤ 1
m′z
∑
w∈Ω
µzwv(w).
Hence by Ho¨lder’s inequality,∑
x∈Ω,z∈δΩ
µxzv(z)
2 ≤
∑
x∈Ω,z∈δΩ
µxz
m′z
∑
w∈Ω
µzwv(w)
2
≤
∑
w∈Ω,z∈δΩ
µzwv(w)
2
≤
∑
w∈Ω
v(w)2mw.
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Noting that (17), we have∑
e={x,y}∈EΩ
µxy(v(x) + v(y))
2 ≤ 4
∑
x∈Ω
v(x)2mx −W ·
∑
x∈Ω
v2(x)mx.
Combining this with the estimates in (14) and (16), we get
W =
I
II
≥ hN (Ω)2 1
4−W .
This yields that
λ1,N (Ω) ≥W ≥ 2−
√
4− hN (Ω)2.

At last, we give another example to compare the lower estimate in (7)
and (5).
Figure 6.
Example 4.1. For any a > 0, let Ga = ({v1, v2, v3}, µa) be a triangle
with edge weights µa({v1, v2}) = µa({v2, v3}) = a and µa({v1, v3}) = 1 as
shown in Figure 6. Let Ω = {v1, v3}. Suppose a  1, then hN (Ω) = 1 and
h
Ω˜
=
1+a
2
1+a . Hence 2 −
√
4− hN (Ω)2 = 2 −
√
3 and 1 −
√
1− h2
Ω˜
→ 2−
√
3
2 ,
as a→ +∞. By calculation, our lower bound estimate in (7) is better than
(5) when a ≥ 1.76.
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