Quantum systems strongly coupled to many-body systems equilibrate to the reduced state of a global thermal state, deviating from the local thermal state of the system as it occurs in the weak-coupling limit. Taking this insight as a starting point, we study the thermodynamics of systems strongly coupled to thermal baths. First, we provide strong-coupling corrections to the second law applicable to general systems in three of its different readings: As a statement of maximal extractable work, on heat dissipation, and bound to the Carnot efficiency. These corrections become relevant for small quantum systems and always vanish in first order in the interaction strength. We then move to the question of power of heat engines, obtaining a bound on the power enhancement due to strong coupling. Our results are exemplified on the paradigmatic situation of non-Markovian quantum Brownian motion.
I. INTRODUCTION
Thermodynamics is the fundamental theory concerned with heat and temperature and their relation to energy and work. In phenomenological thermodynamics, an implicit assumption is that couplings between the working systems and their heat baths are so weak so that effects of the interaction can be neglected. As a consequence, the equilibrium states of the working systems are thermal states, in fact thermal states of local Hamiltonians. For small-scale systems governed by quantum mechanical laws, however, such a weak-coupling limit can be far from being reasonable, as the surface area of such systems is often not much smaller than their volume. An impressive body of literature in a related field, namely equilibration and thermalisation of closed quantum many-body systems [1] , strongly suggests that a system coupled strongly to a thermal bath should be described by the local reduced state of the global Gibbs state ρ S = Tr B (e −βH /tr(e −βH )) -and not by a Gibbs state of the local Hamiltonian itself [2] [3] [4] [5] .
In this work we take this basic but profound insight seriously when studying in detail quantum thermal machines strongly coupled to heat baths. First, we prove exact and general bounds on work extraction from a non-equilibrium system that can be brought in contact with a single heat bath. These results can be captured as universal corrections to the weak coupling limit -showing that strong coupling unavoidably leads to irreversibility and is hence detrimental for work extraction. Similar corrections are obtained for heat dissipation and the Carnot efficiency, hence providing strong-coupling corrections to the different formulations of the second law of thermodynamics. For thermal machines, we also show that strong interactions lead to power enhancements. Finally, we illustrate these considerations by means of the paradigmatic quantum Brownian motion [6] .
These results are put into context of the field of quantum thermodynamics [7] [8] [9] , in particular, of recent efforts to describe the thermodynamics of quantum systems with strong interactions between system and bath (see Refs. [32, 33] for classical systems). These include considerations on heat engines [10] [11] [12] [13] [14] [15] , equilibrium and nonequilibrium thermodynamics [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] and, in a more abstract level, generic limitations on transformations between states using thermal resources [34] [35] [36] [37] [38] . The key contribution of the present work, compared with earlier strong-coupling analyses of heat engines [10] [11] [12] [13] [14] [15] [16] , is to provide bounds on work and efficiency, without having to restrict to any particular model for the systems involved. Our bounds apply to thermodynamic scenarios in which the system equilibrates to the reduced of a global Gibbs state, and for which the coupling can be switched on and off. More precisely, our results are derived within a framework applicable to general situations; after all, also phenomenological thermodynamics is widely applicable by largely abstracting from the specifics of a given setting.
II. FRAMEWORK
We consider a system S, a heat bath B, with internal Hamiltonians H S and H B , respectively. They can interact via a a possibly strong interaction V . Thermodynamic protocols then consist on transformations over H S , and equilibration processes induced by V . Specifically, we consider protocols of N steps, and denote by ρ (i) and H (i) the state and Hamiltonian of SB in the ith step, consisting of three elementary operations (A) Turning on/off interaction: With this, we model the process of bringing S and B into contact, so that the Hamiltonian takes the form
S +H B +V . Similarly, the interaction can be turned off at any step of the process. Treating such processes as quenches, the average work gain when placing/removing V is
(B) A quench on S: A fast transformation of H S is implemented, so that H (i) = H (i)
S + H B + V is changed to H (i+1) = H (i+1) S + H B + V, whereas the state ρ (i) remains unchanged. The corresponding work gain reads
which depends only on the state of S, since the interaction energy and the bath energy remain constant [39] .
(C) A thermalisation process. This operation models the closed free evolution of SB when V is present, i.e., under H (i+1) . In this case, S and B exchange energy, while the total energy is preserved. Hence, this operation has no work cost. When they reach equilibrium, we assume that the state of S is well described by
where ω β (H) = e −βH /tr(e −βH ). Similarly, we assume that the boundary between S and B, i.e., the support of V , can also be described by the reduced of a global thermal state.
Both assumptions are reasonable for locally interacting systems and are backed by a body of rigorous arguments [1, 5] [40]. When it is clear from the context we will use the notation ω (i) := ω β (H (i) ) and ω S ). We also use the convention = 1, k B = 1, and that when SB decrease their global energy, then work is extracted and W > 0.
A thermodynamic protocol then consists of an arbitrary sequence of operations of the type (A)-(C). The total expected work W gained in the process is the sum of all the contributions of the form (1) and (2) . Note that in this framework, the Hamiltonian terms V and H B remain fixed throughout the protocol, reflecting the fact that an experimenter will in many realistic situations not have precise control over B and the coupling between S and B, at least not beyond the capability of turning it on and off. After every transformation of the form (C), S is assumed to be brought to equilibrium after sufficiently long time. That is, possible finite-time effects are not included in this framework.
III. MAXIMAL WORK EXTRACTION FOR ARBITRARY COUPLING STRENGTHS.
We now study work extraction from an out-of equilibrium state of S. In order to avoid the possibility of extracting work from the energy stored in V , we consider that S is initially isolated from B. The initial Hamiltonian is hence noninteracting, H (0) = H S + H B , and the initial state is uncorrelated,
. Given these initial conditions, the task is to optimize the extracted work over all cyclic Hamiltonian processes under the operations (A)-(C). Cyclicity here means that in a protocol of N + 1 steps, we have
, where N can be arbitrarily large. It is instructive to first recall the optimal protocol in the weak-coupling regime [23, [41] [42] [43] . It consists of four steps: (i) a quench from H (0) S toH S , where ω β (H S ) = ρ S , (ii) turning on V , (iii) an isothermal process fromH S back to H S , and (iv) turning off V . In our framework, isothermal processes correspond to a concatenation of infinitesimally small quenches followed by equilibration steps -we refer the reader to Refs. [23, 43] for more details. The protocol (i)-(iv) has no dissipation, and is hence reversible, in the limit of an arbitrarily weak V . In the strong-coupling regime, where the energy of V can no longer be neglected, we show in Appendix C that the optimal protocol also has the form (i)-(iv), but the initial and final Hamiltonians of the isothermal process need to be modified. Let H (1) S and H (N ) S be the Hamiltonians of S when V is turned on and off, respectively. Then, the total work W of the protocol can be expressed as
where
is the maximal extractable work in the weak coupling regime, F (ρ, H) := Tr(ρH) + T Tr(ρ ln ρ) is the (non-equilibrium) free energy, and
with
with S(ρ σ) := Tr (ρ(log ρ − log σ)) the quantum relative entropy. It follows that always ∆F (irr)/(res) ≥ 0, and we can already conclude that strong coupling cannot be beneficial for work extraction as W ≤ W (weak) . The correcting term ∆F (irr) can be interpreted as the energy dissipated when S is put in contact with B, whereas ∆F (res) is the extractable work left on the final state.
The extracted work W in (4) is maximised when H
S and H (N ) S minimise the correcting terms ∆F (irr) and ∆F (res) , respectively. Assuming that ρ S is a full rank state, we show in Appendix C that this happens for
where we have defined Y H,β := 1 0 dτ e βτ H Y e −τ βH for Hermitian operators Y -an integral that can be solved analytically. Furthermore, ∆F (irr)/(res) have at least one minimum, so that Eqs. (7), (8) always provide the desired solution (see Appendix C). If more than one minimum exists, the solution corresponds to the absolute one.
It is important to stress that although a priori (7), (8) , and in general the extracted work W , depend on the entire bath B, commonly its Hamiltonian is local and the correlations between its degrees of freedom decay rapidly with the distance. Therefore, only the degrees of freedom that are geometrically close to the boundary between S and B will contribute. This has the important consequence that we can solve (7), (8) by considering a small buffer region in B involving a few degrees of freedom only, while maintaining tight bounds for the error made in such a prescription (see Refs. [44] [45] [46] ). This renders the solution practically and efficiently computable.
Altogether, our techniques provide a procedure to determine for any model the optimal protocol for work extraction in the strong coupling regime. Essentially, it consists of an isothermal process, where S is put in contact with B according to Eqs. (7) and (8) . In what follows, we solve explicitly these equations at lowest order in the interaction strength.
IV. CORRECTIONS AT LOWEST ORDER OF WORK
Interestingly, in a perturbative treatment, the problem at hand can be essentially solved by computing covariances. We start by replacing V by gV , where the dimensionless g > 0 quantifies the interaction strength. Expanding Eqs. (7) and (8) in g, we get
where we recall thatH S is defined via ρ S = ω β (H S ). Inserting (9) and (10) into (5) and (6) respectively, in Appendix C we obtain ∆F (irr)/(res) min
Here, we have definedṼ
is the generalized covariance [44] , also known as Kubo-Mori inner product in linear response theory [47] [48] [49] . Some important remarks are now in order,
• The first order correction to W vanishes for any H
This follows from the penalty terms ∆F (irr)/(res) being differentiable functions of g and having a minimum at g = 0. The choice (9), (10) provides the minimum coefficient of O(g 2 ).
• The first order correction in (9), (10) exactly compensates for the term gTr B (ω(H B )V ) which often appears in open quantum systems as an effective action of B on S [50, 51] .
• The generalised covariance cov ω β (H) (A, B) captures the linear response of the thermal state under perturbations [47] [48] [49] .
V. HEAT AND DISSIPATION
Let us now turn to heat dissipation in an isothermal process in the strong coupling regime. For that, we do not consider a cyclic process, and we instead fix the intial and final Hamiltonian to be H S and H (N ) S respectively -specifically
We consider the same initial state as in the work-extracting protocol, i.e., ρ (0) = ρ S ⊗ ω β (H B ). From the first law of thermodynamics, the total heat reads
Since ∆E S is fixed by ρ S and H
(N )
S , it becomes clear that the optimal protocol for maximising W also minimises dissipation. Then from (4), we obtain (see Appendix D for details)
) is the increase of the free energy of B, and I(ω (N ) ; S : B) > 0 is the mutual information between S and B. Note that in the strong coupling case, Q < T ∆S, even when the isothermal process is accomplished reversibly. Again, this is due to the penalising terms ∆F (res) B and ∆F (irr) , in addition to the correlations captured by the mutual information. Minimising dissipation corresponds to minimising the negative terms in (12) . However, in this case ∆F (res) B and I(ω (N ) ; S : B) are fixed through H (N ) . Hence, we only have freedom to minimise ∆F (irr) , a problem that has been solved in (7) .
Similar to the case of work, we can now expand the correcting terms over the interaction strength g. As before, the first order correction vanishes, so that the series expansion reads
with K q > 0, and where we note that ∆S depends on ω β (H (N ) ) and hence indirectly also on g [52] . From (12), we note that a simple and useful lower bound for K g is given by K q ≥ ∆F (irr) min as given by (11) . In other words, Eq. (11) also provides a strong coupling correction to dissipation, and to the Clausius formulation of the second law.
VI. HEAT ENGINES
Given (4) and (12), it is straightforward to study the efficiency of a heat engine in the strong coupling regime. We consider engines made up of two baths at different temperatures which can sequentially interact strongly with S. More precisely, we extend our formalism to account for equilibrations, always in the form (3), with two baths B c or B h , at two different (inverse) temperatures, β c and β h . The task is then to maximise the efficiency of a cycle of the engine.
Not surprisingly, the optimal cycle turns out to have the same form as a Carnot engine, as we show in Section E of the Appendix. The Carnot cycle can be described with four steps
• an isothermal transformation with B h from H
In the weak coupling regime, the efficiency is maximised through the choice of Hamiltonians
which guarantees no dissipation. Given our previous results, these conditions are naturally extended in the strong coupling regime to
This provides a simple recipe for constructing minimal dissipation engines in the strong coupling regime. The corresponding (maximal) efficiency η, using η = 1 − |Q c |/|Q h |, (13) and expanding in g, reads
where η C is the Carnot efficiency,
and the entropy change in the weak-coupling regime is defined as
S ) and K (h/c) q are coefficients obtained from (13) for B h/c (see details in Appendix E). By recalling the bound
, through (11) we obtain strong coupling corrections to the Carnot efficiency.
VII. MACROSCOPIC LIMIT
Let us briefly discuss the macroscopic limit, in which S becomes large. The correcting terms to work and heat in (4) and (12) can be bounded by the interaction strength as
where V is the operator norm of V . The first bound is derived in Appendix C, whereas the second one follows from Ref. [53] . Now we use these bounds to provide a simple argument to show that the limiting terms disappear when dealing with large systems. Let S be a locally interacting system made up of n 3 particles. Let it be coupled also locally with B, so that the number of particles interacting with B is αn 2 , α being a parameter that depends on the specific geometry of the boundary between S and B. Let us write the interaction as
where h j contains all interactions with the j-th particle of S in the boundary. Now we have that,
On the other hand, the extractable work from S, given by
, will in general scale with the size of n 3 , as the free energy is an extensive quantity. Hence, in the limit of large n we have that both ∆F S /∆F (irr) and ∆F S /∆F (res) scale as O(1/n), and hence disappear in the macroscopic limit. Thus, the above corrections become negligible in the limit of large systems. In other words, macroscopic phenomenological thermodynamics is insensitive to the strength of the underlying interactions; making these effects only relevant for small systems.
VIII. POWER
Although non-zero interactions between S and B tend to increase dissipation, they can help to enhance power of an engine, as they can decrease the time scale of thermalisation τ . Following, we provide an upper bound for the power enhancement of a Carnot-like engine due to the interaction strength g. In order to do so, we need some considerations on how τ is related to g. A dimensional analysis argument rapidly suggests that τ ∝ g −1 , and through a more careful analysis implemented in Appendix F we obtain τ ≥ δQ/gr, with δQ being the energy change of B during the equilibration and r := [H B , V ] the maximum rate in which S and B can exchange energy. These considerations allow us to obtain the following bound
where W is the work produced in a cycle, ∆t the cycle time, η the efficiency of the machine, r c/h := [H B c/h , V c/h ] is the maximum rate at which the cold/hot bath with Hamiltonian H B c/h can lose/gain energy and V c/v is the interaction that couples S to the cold/hot bath (see for details Appendix F).
Using (16) we can expand (20) in g, obtaining
This result suggests that the power of an engine first increases with g, reaches a maximum, to then decrease for larger values of g (see also discussion of the limit g → ∞ in Appendix C). This behaviour is also observed in other treatments of heat engines in strong coupling for various figures of merit [10] [11] [12] [13] [14] [15] . Let us point out that while our bound for P is valid for arbitrary systems, it is expected to be very crude in general, as it depends on the norm of the interaction, [H B c/h , V c/h ] . Further progress could be made by either considering particular models or by obtaining better bounds on the time scales of equilibration of generic systems, a notoriously hard and diverse problem [1] . Finally, note that relations between power and efficiency of Carnot engines have also been obtained in Refs. [54] [55] [56] , yielding complementary results.
IX. THERMODYNAMIC PROTOCOLS WITHIN THE CALDEIRA-LEGGETT MODEL
We now illustrate our findings by applying them to the model of quantum Brownian motion, captured in the standard Ullersma or Caldeira-Leggett (CL) model [6, 57] . In this model,
where S is an harmonic oscillator,
, which is linearly coupled to S through gV with V = x k g k x k and where g quantifies the strength of the interaction, and finally
, with βS = β, and consider the protocol for maximal work extraction in the weak coupling regime: A quench ω → ωβ/βS, m → βS/β, followed by an isothermal process back to HS. We model the isothermal process by N = 200 quenches, with a waiting time 10/g 2 when computing the unitary dynamics. Indeed, for Ohmic spectral densities, g at the same time quantifies the deviation from Markovian dynamics [58] . The couplings g k are determined by the spectral density
, which in the continuum limit is often taken to be well-approximated by an Ohmic function, J(ω) ∝ ω, for low frequencies until some cut-off Ω > 0. This model plays a crucial role in the study of open quantum systems [50] and finds numerous applications in thermodynamics [13, 14, 17, 20, 22, 30, [59] [60] [61] [62] .
The equilibrium state of S in the CL-model is given by Tr B (ω β (H)), irrespectively of g, thus satisfying (3) [2, 63] [64]. Furthermore, the total Hamiltonian is quadratic, and hence can be solved exactly with matrices of order O(n 2 ), where n is the number of oscillators in the bath (see, e.g., Refs. [65, 66] ). This allows us to numerically simulate thermodynamic protocols exactly for arbitrary strong coupling and large (but finite) baths. Details on the discretisation of the CL model and its simulation are provided in Appendix G. There, the equilibration time is also discussed, finding τ ∝ 1/g 2 , for g ≤ 1, using techniques from Refs. [67, 68] , a result which agrees with standard perturbative approaches in the macroscopic limit [50] .
We now illustrate our results for work extraction using the CL model. Crucially, the first order corrections in (9) and (10) vanish, as the thermal state of H B is symmetric under x k ↔ −x k . This implies that the optimal protocol in the weak coupling regime is in fact also optimal for small but non-zero g. This is perfectly illustrated in Fig. 1 , where we plot the work extracted using the weak coupling protocol and the optimal one, which is obtained by numerically minimising ∆F (res)/(irr) . It is clear that differences between the two start appearing only at higher orders than O(g 2 ). Note also that Fig. 1 shows an excellent agreement between the exact unitary dynamics and our framework, in which (3) is assumed, even when many quenches are performed. Now we turn to the question of power. Here we keep the number of quenches N fixed and vary the coupling strength g. Since we deal with isothermal processes, for which N → ∞, we take N large but finite. As a result of the equilibration time τ ∝ 1/g 2 for g ≤ 1, the power
This relation is shown in Fig. 1 , where we see that P (g) first increases as g 2 , reaches a maximum, and then decays to zero for large g.
X. CONCLUSION
Bringing together arguments from quantum thermodynamics and the theory of equilibration in closed many-body systems, we have derived general strong coupling corrections to the second law of thermodynamics. These corrections are applicable to any model of interest, and have been obtained by designing optimal thermodynamic protocols in the strong coupling regime. The corrections become relevant if the working body is a small system, and vanish in first order with the interaction strength. An upper bound on the power enhancement due to the interaction strength has also been derived. A particularly relevant open problem is to extend these considerations to scenarios where the system is simultaneously strongly coupled to more than one thermal bath. In this case reaction coordinate mappings [13, 14] appear as a promising technique to extend results in the weak coupling limit [69] . It is the hope that this work further stimulates the emerging field of strongcoupling quantum thermodynamics, aiming at identifying the potential and burden coming along with such interactions.
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APPENDIX
This Appendix contains eight sections. In Section A and B, notation and the basic mathematical tools are introduced. Section C contains all results concerning maximal work extraction in the strong coupling regime. Section D deals with heat dissipation, Section E with heat engines, and Section F with power. Finally, in Section G the simulation and equilibration times of the Caldeira-Legget model are discussed.
Appendix A: Notation
For the sake of clarity, here we recall the notation introduced in the main text:
• T, β: Temperature and inverse temperature, respectively.
• H S , H B , and V : Hamiltonian of S, B and the interaction, respectively.
• H (i) : Hamiltonian of SB in the i-th step of the protocol. It may contain V , so that
• ω β (H): Thermal state,
We will often use the shorthand notation
• Z: Partition function, Z = Tr(e −βH ).
• ρ
Reduced states of S and B at the i-th step of the protocol, ρ
• F (ρ, H): Non-equilibrium free energy, F (ρ, H) = Tr(Hρ) − T S(ρ), with S(ρ) = −Tr(ρ ln ρ).
• The operator norm X of an operator X is given by
for normalized state vectors |ψ . In the finitedimensional spaces considered here, it is simply the largest spectral value of X. If X is Hermitian, then we have X = max j |λ j |, where λ j are the eigenvalues of X.
Appendix B: Preliminaries
Let us also introduce a few technical tools.
Differentiation of matrix functions
Let A, B be two matrices. Then we can differentiate the trace of some matrix function f (A) as
where f is the derivative of f . For example, given H = H 0 + gV , and with Z = Tr(e −βH ), Z 0 = Tr(e −βH0 ) we obtain
Derivative and expansion of exponential operators
We will also use the derivative of exponentials of operators
From (B2), we can easily obtain the first order of the Dyson series (in imaginary time)
In what follows we will use the short hand notation for the first term of the expansion,
This integral can in fact be carried out. For that, we transform the operators of the Hilbert space into vectors,
where > 0 is introduced to ensure that the result is well defined when the denominator has a zero eigenvalue. Of course, the solution is a vector that should be transformed back to the original operator basis.
Perturbations of thermal states and generalised covariance
In the following we will make use of the generalised covariance [44] , also known as Kubo-Mori inner product [47] [48] [49] or Bogoliubov inner product [70] . For any state ρ and two observables A, B it is defined as
For thermal states ω β (H) we have
From a physical point of view, the generalised covariance measures how thermal perturbation values respond to a change of the Hamiltonian in a thermal state [47] [48] [49] . Let H t be a smooth family of Hamiltonians. Then it follows from (B2) that
where H 0 = dH t /dt| t=0 . For finite perturbations of the Hamiltonian H 0 one can integrate the above equation (see [44] ).
Symmetry of relative entropy
In general, the quantum relative entropy is an asymmetric function, i.e., S(ρ σ) = S(σ ρ). Nevertheless, it is known that it is symmetric up to second order in the difference between ρ and σ (see, e.g., Ref. [71] ). The following Lemma, which might be of independent interest, shows this result when ρ and σ are thermal states, and their distance is modified by changing their Hamiltonians. This result will be key for the derivation of the exact form of the corrections to work and efficiency for small but finite coupling strengths.
Lemma 1 (Perturbative symmetry of relative entropy). Let H t be a one-parameter family of operators. Then for small t, we have
Proof. In the following we will use f t as shorthand for the derivative of the function f t with respect of t. Let us also define the partition function Z t := Tr(e −βHt ). Using (B2), we obtain log(Z t ) = −βTr(ω t H t ). We can then calculate the derivative of S(ω 0 ω t ) as
To compute the derivative of S(ω t ω 0 ), let us first compute the derivative of the entropy of ω t , to get
We then obtain for the derivative of the relative entropy
where (B12) follows from Tr(ω t ) = 0. Then, we have for the first derivative of ∆ t
From this expression we can easily compute the second derivative as
In particular, we get ∆ 0 = 0 and ∆ 0 = 0, which proves the claim.
Appendix C: Maximizing work extraction in the strong coupling regime
In this section, we optimize work extraction protocols over all cyclic protocols that can be constructed with the operations (A)-(C) described in the main text, and given the initial noninteracting Hamiltonian H (0) = H S +H B and the initial state
Here cyclicity is understood in terms of the Hamiltonian, so that at the end of the protocol consisting of N + 1 steps we have that H (N +1) = H (0) . Let us stress that these N + 1 steps can in principle consist of any of the operations (A), (B) and (C) of the main text, and N can be arbitrarily large.
We now focus on protocols where the interaction is turned on and off only once in the protocol (i.e., operation (A) is only implemented twice). Later we will show that this is in fact optimal. Any protocol can then always be described as, 1. A series of quenches are applied to the local Hamiltonian of S, H S → ... → H
S , and the interaction between S and B is turned on. The total Hamiltonian becomes
The expected work gain of this process reads
2. The Hamiltonian of S is modified while S is in contact with B, amounting to a sequence of quenches H
S , each followed by an equilibration to the corresponding thermal state, until
is independent of N , so that increasing N means doing the same Hamiltonian transformation in more steps (i.e., slower). During this process the state of S reads ρ
. . , N . The total work gain is then
3. The interaction between S and B is turned off, and the Hamiltonian of S is brought back to the initial form by an arbitrary series of quenches, H (N ) S → ... → H S . The expected work gain is simply
These three steps conclude a cyclic Hamiltonian process. Two remarks are now in order. Firstly, the last term of (C2) is positive and tends to zero in the limit N → ∞, i.e., for isothermal processes. That implies
where W (isoth) sc stands for the work gain of an isothermal transformation in the strong coupling regime [23] . Hence, in the optimal protocol contacts between S and B must be in form of isothermal transformations.
The second remark concerns points 1 and 3. If the interaction is weak, the energy of turning on and off the interaction can be neglected. Exactly in this case, one can obtain the usual expression of optimal work given by the free energy. This is indeed obtained with the choice of H
with ω (0) := ω β (H (0) ). However, if the interaction is nonnegligible, we now show that steps 1 and 3 become a source of irreversibility. As a consequence, the optimal protocol must consist of only one thermal contact between S and B -hence justifying the form of the protocol considered -further contacts can only decrease the extractable work. Now we perform some simple algebra to express the total work of the optimal protocol in a convenient form. Adding up the three work contributions, and adding and subtracting
where we have defined
By noting that
we already obtain that always W ≤ W (weak) , so that interactions are detrimental for work extraction. However, at the moment, the terms (C7) depend on H S , i.e., on the particular points where S is connected and disconnected from B. In order to maximise W , we hence need to minimize ∆F (res) and ∆F (irr) over H
S and H (N ) S , i.e.,
We now proceed to solve these minimizations, which can be carried out independently. For that, we can use that in a (local) minimum of a function, its derivative must vanish. Since here we minimise over a matrix, the relation (B1) becomes useful.
Minimization of ∆F (irr)
Let X S be the choice of H
S yielding ∆F (irr) min , and define
Then, for any Y S , it must hold that
(C11) That is, if we perturb the solution X S by tY S , then the derivative w.r.t t must be zero for all Y S . In other words, we are standing in a minimum. Conversely, we can use (C11) to find X S . Indeed, computing (C11) using (B1), we obtain
Since this holds for any Y S , and setting X := X(0), it follows that
This matrix equation (of the size of S) implicitly provides X S , and hence also ∆F (irr) min . We now show that there is at least one minimum of ∆F (irr) , so that (C13) always provides the desired solution, provided that ρ S is a full rank state. For that, we first show that for any full rank state ρ S and non-trivial Hamiltonian H (1) S , the term ∆F (irr) diverges with the operator norm H
S . More explicitly, let us parametrize the Hamiltonians as H 
is supported only with the subspace P
S ⊗ H B , where H B denotes the Hilbert-space of the bath. But then we have
since the relative entropy diverges if the support of the first argument is not contained in that of the second. Now, the function ∆F (irr) is (i) positive, (ii) continuous and differentiable, (iii) and tends to +∞ for large Hamiltonians H
S . It follows from (i)-(iii) that ∆F
(irr) has at least one minimum, which can be obtained through (C13). In case that the solution of (C13) is not unique and there is more than a minimum, the global one is chosen.
Minimization of ∆F (res)
Let us now proceed similarly for ∆F (res) min , a calculation which turns out to be bit more involved. Similarly as in the last section, assume that Z S is the solution to min H (N ) S
∆F
(res) , and tY S is some perturbation over this solution. Then, we define
and Z(t) = Tr e −βZ(t) and ω β (t) := ω β (Z(t)). The condition of minimum implies
From the calculation in the proof of Lemma 1, we find that
We can now use the perturbation-formula (B8) and obtain
Setting Z := Z(0) and writing out the definition of the generalised covariance, we then obtain
Since this condition has to hold for all Y S , it is, per definition of the partial trace, equivalent to
This is the desired implicit solution for Z S .
To finish this section, we show that the residual free energy ∆F (res) has at least one local minimum, and hence (C20) always provides a solution. Unlike ∆F (irr) , ∆F (res) does not diverge to +∞ with the operator norm of H (N )
S , but tends to a constant. As above, the Hamiltonian is parametrised as H 
which is again supported within the subspace P
In order to see that the minimum of the residual free energy takes place for a finite λ we show that the asymptotic value above is approached from below, and equivalently that the derivative for large λ tends to 0 from the positive side. The first derivative of the residual free energy reads
where ω (N ) (λ) := ω β (λĤ
In the limit λ → ∞, we have 
We can then expand an expression of the form
in y = exp(−βλ) around y = 0. The above considerations show that the first order vanishes, hence for very large λ we have
We can now use these results in Eq. C23 and find for large λ
up to terms O(e −2βλ ) and higher. We hence see that the derivative of ∆F (res) becomes positive for large enough λ and ∆F (res) approaches its limiting value from below for large λ. Since it is a positive, smooth function, this implies the existence of at least one minimum and (C20) always provides a solution to the problem of maximising work extraction. Again, if several solutions exist, the global optimum must be chosen.
In sum, so far we have reduced the problem of finding the optimal protocol for work extraction to the solution of two matrix equations, (C13) and (C20). We now provide the solution of these equations, and hence an expression for W max in (C8), at lowest non-vanishing order in the interaction strength. For that, let us replace V by gV , and expand relevant quantities over g.
Expansion in orders of g
Recall that X S and Z S are the local Hamiltonians on S minimizing ∆F (irr) and ∆F (res) respectively, and also
The Hamiltonians X S and Z S are functions of g since they depend on the interaction given by gV . This can be expressed by defining the functions X S (g) and Z S (g), which we can formally expand in powers of g as
where X S is the derivative with respect to g of X S (g) and equivalently for Z S (g). Using (C30) and (C31) we can write an expansion in g for the Hamiltonians
Consider also the expansions of the corresponding thermal states,
Note that, from (C13) and (C20), it is clear that
, and hence ω
). Moreover, we have that,
Let us now expand these expressions. The calculation follows from the proof of Lemma 1 and yields
and
Proceeding analogously for ∆F (res) , we obtain
Importantly, from these calculations we learn that (i) the first non-vanishing terms are of order O(g 2 ) and only depend on first order corrections of Z and X, and that (ii) the two correcting terms have the same behavior at second order in g, which is a consequence of Lemma 1.
We now compute explicitly the expansions (C34) and (C35). We start by computing the expansion of X as determined by the solution (C13), which, expanded using (C34) and (C35), can be simply written as
From (B2) and (B4), and using the cyclic property of the trace, we obtain
. Taking the partial trace over B, one can express (C41) as
Recalling that X 1 = X S (0) + V and defining V := −Tr B (V ω β (H B )) one can re-express the equation above as
where L is a linear super-operator defined as
The solution is then unique, given by X S (0) = V = −Tr B (V ω β (H B )) up to addition of any operator M fulfilling L(M ) = 0. We will later see that adding any operator M does not alter the correction to work, hence all the possible solutions perform equally good regarding work extraction. Altogether we find that
for any M fulfilling L(M ) = 0. In practice, since M does not contribute to the extracted work, we can just set M = 0. We can proceed analogously for ∆F (res) , expanding (C20) at first order in g. One obtains an equivalent condition as for the case of X S , that is, one obtains
which can be again re-expressed as
. This in turn yields the solution
for any M fulfilling R(M ) = 0. We now use the solutions for the optimal Hamiltonians X 1 and Z 1 at first order, given by (C44) and (C47), to obtain the lowest order corrections to ∆F (irr) min . Introducing the dressed interactionṼ
we obtain families of solutions given by
with any M and M fulfilling L(M ) = 0 and R(M ) = 0. Using the perturbation formula (B8), we then have
and from the the definition of the generalised covariance (B7). An equivalent argument can be used to show (C51). Finally, using (C39) and (C40), we reach our main result
Let us now summarize our results. The problem we have addressed is to maximise work extraction in a cyclic Hamiltonian process under the set of operations (A)−(C) of the main text, and for an initial non-interacting Hamiltonian H (0) = H S + H B and the initial state
. Firstly, by expressing the maximal work as the difference between the maximal extractable work in the weak coupling regime and two positive terms (C8), we have shown that strong interactions can only be detrimental for work extraction. More importantly, we have reduced the initial optimization over all protocols to two minimizations over local Hamiltonians as given by (C9). These two minimizations have been solved for arbitrary Hamiltonians, giving rise to the two implicit solutions (C13) and (C20). Finally, by expanding the interaction V over its strength g, we have obtained explicit solutions for the minimizations, c.f. Eqs. (C44) and (C47), which have allowed us to compute the correcting terms due to strong coupling up to order O(g 3 ), see (C53).
Upper bounds and the macroscopic limit
In this section, we derive simple upper bounds to the strongcoupling correction terms, ∆F (irr) min and ∆F (res) min , which in particular imply that they are bounded by 2 V In this section we make no assumptions on the strength of the interaction. We begin with the residual free energy ∆F (res) , obtaining
In this expression, we have used again the relation
Since the relative entropy is positive, we obtain
which is the desired result. One can proceed in a similar manner for ∆F (irr) min . First, one realizes that
where recall thatH S satisfies ρ S = ω β (H S ). Then,
This completes the derivation of the upper bounds for ∆F (irr) min and ∆F (res) min .
Limit of arbitrarily strong interactions
Let us here briefly discuss the limit g → ∞ of arbitrarily strong interactions. To do this, denote by P V the (projector onto the) ground-state subspace of the interaction V and denote by
S + H B restricted to the ground-state subspace of V and similarly forH (0) . Note that if V is a local interaction only acting on some finite region, then its ground-state subspace is highly degenerate. In the case of very strong coupling we then obtain
where the direct sum is over P V . Thus, an arbitrarily strong interaction effectively restricts the Hilbert-space to a subspace. This has important consequences for the correction terms. Consider the irreversible free energy ∆F (irr) , defined as
In the limit g → ∞, the second argument is only supported within the ground-state subspace of V , while the support of the first argument is not contained in this subspace. But as is well known, the relative entropy S(ρ σ) diverges whenever the support of ρ is not contained in the support of σ. We thus find that
Thus in the limit of arbitrarily strong interactions, the optimal protocol is to never couple the system to the bath. In this case, work can only be extracted if the initial state ρ(0) is not passive [72, 73] . In particular, no work can be extracted if
S ) for some β(0) > 0 as is the case in cyclically working thermal machines.
Appendix D: Heat dissipation
In thermodynamics, it is often the case that the optimal protocols for one task turns out to be also optimal for others. Here we apply this logic to show that the previous results can be readily applied in order to minimise heat dissipation and maximise efficiency of heat engines strongly coupled to baths.
In order to study heat dissipation, we focus on (non-cyclic) processes where an initial Hamiltonian H fixed and independent of N ) by putting it in contact with a strongly interacting bath. More precisely, we consider an initially non-interacting Hamiltonian,
, and the following family of protocols, 1. A series of quenches are applied to the local Hamiltonian of S, H
S . After that, the interaction between S and B is turned on. Note that this protocol is essentially the same as the optimal protocol for work extraction but without the last step step, which ensured cyclicity. Instead, now H (N ) S is fixed, and hence so is the final state of S,
As a consequence, the entropy change is also fixed
Then, in the spirit of the second law, our aim is to relate ∆S with the dissipated heat Q, and to find the protocol that minimises Q. Firstly, in order to define the average dissipated heat, we invoke the first law of thermodynamics
Since at the beginning and at the end of the process the Hamiltonian is non-interacting, ∆E S is simply the change of local energy of the system. Hence Q = ∆E B , which corresponds to the energy dissipated to the bath.
Secondly, since ∆E S is fixed, it naturally follows that minimizing heat dissipation corresponds to maximizing extractable work. This implies that in the optimal protocol step 2. corresponds to an isothermal process [23] . In this case, we have that the total work of steps 1.-3. is
Hence, using (D3),
where we note ρ N ) ). We now make use of the mutual information to write
and using again
we finally obtain
As expected, the second law is satisfied in the form −T ∆S ≥ Q. The protocol minimizing heat dissipation can now be found by minimizing the positive terms in (D7). Note however that the second term in (D7) is now fixed through H (N ) S . The only task left is hence to minimise ∆F (irr) over the Hamiltonian H
S , a problem which was already solved yielding (C13).
Summarizing, the protocol minimizing heat dissipation in the strong coupling regime -given the initial conditions
-can be described as: S and B are put in contact through the choice (C13), which ensures minimal heat dissipation, and afterwards an isothermal transformation is implemented until the desired Hamiltonian H (N ) S is reached. As we did for work extraction, we now replace V by gV and find the first non-vanishing corrections of the penalizing terms in (D7). First of all, to understand the scaling of the term involving the mutual information, let us write the mutual information as
Since we have
if and only if g = 0, the function obtains its minimal value 0 only at g = 0. We thus conclude that the corrections in g will be of the order g 2 for small g. Similarly, as argued in the previous section, the corrections of the relative distances S(·||·) are also of O(g 2 ). Hence, without doing any explicit calculation, we can already conclude that,
where K q is given by
The computation of K q can be carried out for each particular model of interest. Here, by using our previous considerations, we can provide a general and simple lower bound to it,
Hence we see that the correction for work extraction in the strong coupling regime also provides a correction to heat dissipation.
Appendix E: Carnot engine
Let us now optimize a Carnot engine in the strong coupling regime, by considering the presence of two baths, B c and B h , at temperatures T c , T h > 0, respectively. We consider a Carnot cycle consisting of four steps 1. Coupling to B h + isothermal process+ decoupling from B h . We consider an isothermal transformationfollowing the three steps described in Section D -from
S . Note that the state after the transformation is,
where S . The state after the transformation reads
Adiabatic compression. A quench back to H (A) S
is implemented.
With regard to efficiency, such protocols, which only contain one isothermal process with each bath per cycle, are optimal. Intuitively, this follows since every time the working system is coupled to a heat bath, there is unavoidable dissipation, which decreases the efficiency. It is thus optimal to couple to each bath the minimal number of times so that work extraction remains possible. In section E 1 we prove that this intuition is indeed correct.
In the weak coupling regime, the efficiency of the engine is maximised (obtaining the well-known Carnot bound T = 1 − β h /β c ) when
which ensures no dissipation at any point. Hence, given two Hamiltonians, e.g. H S . The efficiency of the cycle is defined as
the minus sign appearing due to the sign convention. By reasonably assuming that the interaction of S with the cold (hot) bath destroys the correlations of S with the other bath (or equivalently, use different baths for each round of the cycle), the initial state before interacting with the hot (cold) bath is
Then we can readily apply Eq. (D7) obtaining
where ∆S = S(ρ 1 ) − S(ρ 2 ) is the entropy loss of the system S, ρ
The first law of thermodynamics implies that for a cyclic process W = −Q h − Q c and the efficiency becomes
where x c/h is the fraction of free energy irreversibly lost during the cold/hot part of the cycle,
Now, for an engine producing work, we have that ∆E B h = −Q h > 0, and hence also ∆S > 0, which implies that x c/h > 0. It then follows that the efficiency is lower than the Carnot efficiency, i.e., η < η C := 1 − T c /T h , as expected. In order to maximise the efficiency η, one needs to minimise both x c/h . Crucially, since H c/h , which was already minimise leading to (C13). This implies that the condition (E3) naturally generalises in the strong coupling to
These conditions define the optimal choice of H in order to maximise η in the strong coupling regime. In order to study the limit of small interactions for the Carnot engine, we first note that ∆S does depend on g, as the initial/final state of S before/after being coupled with the heat bath is the reduced of a thermal state. We can then expand it over g obtaining
. Using (E7) and the lower bound (D11) for K c/h q , we obtain the desired corrections to Carnot due to strong coupling.
Carnot-like protocols are optimal
In this section we prove that the Carnot-like protocols considered above are optimal from the point of view of efficiency. To do this, let us first discuss some preliminaries. Consider an arbitrary cyclic protocol. In every such protocol, there are parts of the protocol where the system remains coupled to one of the heat baths, while multiple quenches from some Hamiltonian H to some other Hamiltonian H are done on the system. The first observation to make is that the protocol can only become more efficient if we replace this part of the protocol by an isothermal reversible process from H to H since such processes are reversible. This shows that optimal protocols will consist only of two kinds of operations:
1. isothermal reversible processes in contact with one of the baths, 2. quenches while not being coupled to the baths (adiabatic compression).
Any such protocol is thus composed of n h isothermal process with the hot bath and n c isothermal process with the cold bath, with adiabatic quenches in-between. We can then describe any such protocol by n h pairs of Hamiltonians (H
h,c ), denoting the initial and final Hamiltonian of the j-th IRP with the hot bath, and analogously n c pairs of Hamiltonians (H
c,j ) for the cold bath. Here, we take the convention that
Suppose now that a given protocol would have two isothermal processes with one of the baths after each other, only separated by an adiabatic quench. Then this part of the protocol would in general be irreversible and have fixed initial and final states. For concreteness, suppose this would happen with the cold bath and suppose the two initial and final Hamiltonians would be given by (H
cj ) with j = 1, 2. Then we could replace this part of the protocol by an isothermal reversible process from H
c,2 and the efficiency could only increase. This shows that in optimal protocols, the isothermal reversible process at the two different baths alternate, so that an isothermal process at the hot bath is necessarily followed by an adiabatic quench and an isothermal process at the cold bath (and vice-versa).
Since the protocols have to be cyclic, we already know that n h = n c . What remains to be shown is that optimal protocols have n h = n c = 1. To see this, suppose, for concreteness, that n h = n c = 2. We will now show that we can always describe such a protocol by two sub-cycles with n h = n c = 1 that are run sequentially. To do this, let us start the description of the total protocol at the end of the second isothermal at the cold bath, thus starting with state ω βc (H We have here omitted turning on and off the interaction between the system and bath. Let us now replace this protocol by the following protocol, which has exactly the same efficiency: The only change that occurred is a splitting off of isothermal processes into two pieces. Due to reversibility of isothermal processes, this does not change the work and heat flows and hence this protocol has the same efficiency. However, we can now see that we have turned the protocol into two simple cycles: One composed of one isothermal in contact with the hot bath from Hamiltonian H h,2 and the same isothermal run backwards. Due two reversibility, these two isothermals "cancel out" when calculating heat and work. We thus conclude that the total work of the protocol and the total heat absorbed from the hot baths are given by
where W 1 and W 2 denote the work in the individual cycles and similarly for the heat. The total efficiency then yields
A similar construction can be made for any protocol with n h = n c > 1. Hence, the efficiency of any such protocol can be bounded as
where η j dentoes the efficiency of the j-th sub-cycle. We conclude that optimal protocols are simple Carnot-cycles as analyzed in the previous sections. For S we have m = 1 and ω = 1, and it is set initially in a Gibbs state at temperature βS = 1, whereas B is at β = 0.7.
FIG. 3.
Time of equilibration vs 1/g 2 in the Caldeira-Leggett model. We take a bath of n = 300 oscillators with equi-distributed frequencies up to Ω = 2.1. As an initial state we take ρ (0) = ω β (HS) ⊗ ω β (HB), with ωS = 1, βS = 1, βB = 3.5. In order to determine the equilibration time, we let SB evolve the energy of S stays into a region (0.99a, 1.01a), for some value a.
Equilibration in the Caldeira-Leggett model
In this section, we aim at understanding under what conditions the expectation value of the operator A equilibrates and how long such equilibration process takes. To do so, we make use of the arguments put forward in Refs. [67, 68] in the Hilbert space, but here in the space of modes. The time evolution of an observable quadratic in the canonical coordinates in the Caldeira-Leggett model,
for an initial state the covariance matrix of which has entries γ i,j (0) = Tr ((r i r j + r j r i )ρ(0)) reads A(t) = Tr(Aρ(t)) = k,lÃ
whereÃ = Ω T QΩ = Ω T σSσAσS T σΩ is a matrix associated to the observable, C k,l = Ω −1 (Sγ
is the covariance matrix of the initial state, 
where the sum in the subindices is taken modulo L and we have identified a Kronecker delta. Let us now introduce the time signal of an observable A for the initial state ρ(0) as the distance from the equilibrium value of the instantaneous expectation value of A at time t f (t) := A(t) −Ā ,
and for in absence of degeneracies
It is useful to write the time signal as
where ω α = ω (k,l) :=d k +d l with k ≤ l and l = k + L, which in general forms a set of the 2L 2 different frequencies, and
is the relevance of each one. The restrictions of the sums over k and l are due to the factd k +d l =d l +d k and the subtraction of the equilibrium valueĀ. In this new form (G27), the time signal can be seen as the sum of a cloud of points in the complex plane which are initially in the position v α and rotate at angular velocity ω α .
In the same spirit of the works of equilibration in closed quantum systems and in order to define a notion of equilibration we compute the average distance from equilibrium |f (t)| 
where to simplify the calculations we have assumed that the spectrum of D is generic such that ω α = ω α if and only if α = α . The average in time of the signal f (t) gives as a notion of to which extent the observable A equilibrates. If |f (t)| O(f (0)) then the system is most of times out of equilibrium. Here we assume that the system equilibrates and hence
The above condition (G30) implies some type of synchronization of the initial phases of the complex numbers v α . In particular, if the phases of v α were isotropically distributed, then the value of g(0) g(t) t instead of (G30). To see this, let v α = |v α |e iθα with α = 1, . . . , d be a set of d independent random complex variables with an isotropic probability distribution p α (r, θ) = p α (r) = δ(r−r α ), i. e. the random variable v α has fixed modulus r α and a random phase θ α . Then, the variance of the random variable is given by
where we have used the fact that the variance of a sum of independent random variables is the sum of variances and the first moments < v α >= 0. In other words, if the phases are random, the typical value of f (0) = α v α will be of the order Thus, the relaxation to equilibrium has to be understood as the dephasing process of the set of points v α in the complex plane. Initially, the points v α are "more or less" synchronized in phase, as time runs, they separate each other due to their different angular velocities ω α . Once they have completely dephased and have formed an isotropic cloud, the system is at equilibrium. As argued in Ref. [67] , the estimate of the equilibration time τ is the inverse of the dispersion of the relevant angular velocities ω k , that is,
where the relevance p α = |v α | 2 / α /|v α | 2 is the normalized relevance of the frequency ω α . In order to understand the behavior of the equilibration time with the strength of the interaction g, we need to study how the ∆ω, and specifically the matrix-elements |Ã k,l | and |C k,l |, change with g. In particular, we study the scaling of their dispersion in ω of |Ã k,l | and |C k,l | for different g's in the Caldeira-Leggett model taking A = H S and find that both scale as g 2 . This together with Eq. (G33) sets a time-scale which behaves as τ g −2 .
This is numerically confirmed in Fig. 3 , where the time of equilibration is plot with respect to 1/g 2 in the CaldeiraLeggett model. This supports the idea that the underlying mechanism of equilibration in integrable models is also dephasing.
