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Abstract
Hybrid systems exhibit phenomena which do not occur in systems with continuous vector fields. One such phenomenon - Zeno
executions - is characterized by an infinite number of discrete events or transitions occurring over a finite interval of time. This
phenomenon is not necessarily undesirable and may indeed be used to capture physical phenomena. In this paper, we examine
the problem of proving the existence and stability of zero executions. Our approach is to develop a polynomial-time algorithm
- based on the sum-of-squares methodology - for verifying the stability of a Zeno execution. We begin by stating Lyapunov-
like theorems for local Zeno stability based on existing results. Then, for hybrid systems with polynomial vector fields, we
use polynomial Lyapunov functions and semialgebraic geometry (Positivstellensatz results) to reduce the local Lyapunov-like
conditions to a convex feasibility problem in polynomial variables. The feasibility problem is then tested using an algorithm for
sum-of-squares programming - SOSTOOLS. We also extend these results to hybrid system with parametric uncertainty, where
the uncertain parameters lie in a semialgebriac set. We also provide several examples illustrating the use of our technique.
1 Introduction
Hybrid systems exhibit both continuous dynamics and
discrete or logical transitions, and are used to model a
variety of physical and artificial systems. Examples of
systems modeled using hybrid vector fields include elec-
trical systems with switching [1], communication net-
works with queueing [2], networked control systems [3],
embedded systems [4], biological systems [5], and air
traffic control [6].
Much of the research on hybrid systems involves ex-
tending tools for analysis and control of non-hybrid
systems to their hybrid counterparts. Examples of this
include stability analysis [7], observability and con-
trollability [8], and controller synthesis [9]. Existence,
uniqueness and continuity of solutions for hybrid sys-
tems have also been widely studied, e.g. [10]. Of partic-
ular relevance to this paper is the use of Lyapunov-type
conditions for stability (e.g. [11]). A common approach
to the use of Lyapunov functions for analysis of hybrid
system involves discontinuous or piecewise-continuous
Lyapunov functions [12]. Methods for the construction
of piecewise-quadratic functions using Linear Matrix
Inequalities can be found in [13] for systems with a
piecewise-affine vector field. Lyapunov methods for ro-
bust stability analysis also exist (e.g. [14]). A result on
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the use of sum-of-squares for stability analysis of system
with piecewise-polynomial vector fields can be found
in [15] and [16].
A Zeno execution is a solution of a hybrid model which
predicts infinite transitions between discrete states in a
finite interval of time. By definition, a Zeno execution
(or arc) is a solution to a hybrid system which converges
to what is called a Zeno equilibria - a fixed solution
which consists of a sort of infinite loop and which has
only discrete transitions with no continuous evolution.
These executions may arise due to poor modeling or
they may represent real physical processes (e.g. a bounc-
ing which comes to rest in finite time). Properties of
hybrid systems with Zeno executions is described in de-
tail in, for example, [17]. For control, the importance of
understanding Zeno behavior was demonstrated in [18],
wherein it was shown that the optimal controller for a
relay system would necessarily undergo infinitely many
transitions in finite time.
While Zeno behavior is not an intrinsically undesirable
property, it can have unwanted repercussions. For ex-
ample, Zeno executions are notoriously difficult to sim-
ulate [17]. One approach to dealing with this problem
is regularization of the system, as discussed in, say, [19]
and [20]. In this paper, we are interested in the prob-
lem of predicting whether a Zeno execution will occur.
This problem has been studied for some classes of hy-
brid system. For example, in [21], the authors proposed
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sufficient conditions for existence of Zeno executions
in first quadrant hybrid systems. Sufficient conditions
for Zeno behavior in hybrid systems with nonlinear
vector fields were proposed in [22] using a locally flat
approximation of the vector field. Key to the prediction
of Zeno executions is the existence of a well-developed
Lyapunov theory. For example, a converse Lyapunov
result for systems with an isolated Zeno equilibrium was
given in [23] (An equivalent result was given in [24]).
Non-isolated Zeno equilibria were treated in [25]. These
results show that stability of a Zeno execution is equiv-
alent to the existence of a Lyapunov function which
proves this property.
In this paper, which expands upon our result given in
[26], we provide a computationally tractable test for
Zeno stability in hybrid systems with semi-algebraic
guard sets; piecewise-polynomial vector fields; and
piecewise-polynomial transition maps. Specifically, we
develop a polynomial-time algorithm for the construc-
tion of the Lyapunov-like functions proposed in [23]
and [24] where the functions are piece-wise polynomial
of arbitrary fixed degree. We also extend this method
to the verification of Zeno stability for systems with
parametric uncertainty in the vector fields, guard sets,
domains, and reset maps.
The outline of the paper is as follows: in Section 2, we
discuss background, including Zeno stability, Lyapunov
theory and relevant concepts from optimization and
semialgebraic geometry - including sum-of-squares. In
Section 3, we use Sum-of-Squares to find a convex ap-
proach for construction of Lyapunov functions for Zeno
stability. In Section 4, we provide numerical examples.
In Section 5, we extend our results to systems with
parametric uncertainties and give additional examples.
2 Background
In this section, we provide the following backgroundma-
terial. In Subsection 2.1, we define Sum-of-Squares poly-
nomials; in Subsection 2.2 we introduce definitions and
results from real algebraic geometry, including a Posi-
tivstellensatz; in Subsection 2.3, we define a class of hy-
brid system along with a definition of execution - the
solution of a hybrid system; and in Subsection 2.4, we
define for Zeno executions, Zeno Equilibria and Zeno
stability - as well as a Lyapunov theorem for the latter
property.
2.1 Sum of Squares Polynomials
In this paper, we will be searching for a piecewise-
polynomial Lyapunov function to prove stability of a
Zeno equilibrium. While convex, this problem is difficult
due to the difficulty in parameterizing the set of positive
polynomial Lyapunov functions. Indeed, the question of
determining whether a polynomial is positive is known
to be NP-hard [27]. However, in this paper, we restrict
ourselves to a subset of positive polynomial functions
known as the Sum-of-Squares polynomials. This choice
is not conservative in that it has been shown that Sum-
of-Squares polynomial Lyapunov functions are neces-
sary and sufficient for stability of nonlinear systems
with polynomials vector field [28].
LetR[x] denote the ring of polynomials in variables x =
(x1, .., xn) ∈ Rn.
Definition 1 (Sum of Squares Polynomial) A poly-
nomial p(x) : Rn → R is said to be Sum of Squares (SOS)
if there exist polynomials fi(x) : R
n → R such that
p(x) =
∑
i
(fi(x))
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We use Σx ⊂ R[x] to denote the convex cone of polyno-
mials which are SOS.
While any SOS polynomial is obviously positive semidef-
inite, not all positive semidefinite polynomials are Sum-
of-Squares. However, as seen in Theorem 1 (below), we
have an efficient test to determine whether a polynomial
is SOS.
Theorem 1 For a polynomial, p of degree 2d, p ∈ Σx if
and only if there exists a positive semidefinite matrix Q,
such that
p(x) = Z(x)TQZ(x)
where Z(x) is the vector of monomials of degree d or less
For a proof, refer to, say, [29].
Theorem 1 shows us that checking whether a polyno-
mial is SOS is equivalent to checking the existence of a
positive-semidefinite matrix Q under affine constraints
and can therefore be represented as a Linear Matrix In-
equality. Thus, while checking polynomial positivity is
NP-hard, checking whether a polynomial is SOS is de-
cidable in polynomial time.
2.2 The Positivstellensatz
A Positivstellensatz is a result which shows that Sum-
of-Squares polynomials can be used to parameterize the
cone of polynomials which are positive on a semialge-
braic set. For this section, let N0 = N ∪ {0}.
Definition 2 (Semialgebraic Set) A semialgebraic
set is a set of the form
S := {x ∈ Rn : fi(x) ≥ 0, i = 1, ..., n1,
hi(x) = 0, i = 1, ..., n3}
where each fi ∈ R[x], and hi ∈ R[x].
In simple terms, a semialgebraic set is a set defined by
polynomial equalities and inequalities. We now look at
the set of polynomials which are positive semidefinite
on the set S. Obviously, the functions fi are all posi-
tive. Moreover, the product of two positive functions is
also positive. Thus, taking all possible products of the
functions fi, we arrive at the Monoid - a set of functions
which are positive on S.
2
Definition 3 (Multiplicative Monoid) The multi-
plicative monoidM generated by elements {f1, ..., fn} ∈
R[x] is the set
M :=
{
p ∈ R[x] : p =
n∏
i=1
fkii , ki ∈ N
0
}
Thus,M is the set of finite products of {f1, ..., fn}.
Now, we can add to the monoid a set of functions which
are positive everywhere - namely the set of SOS poly-
nomials. Taking all finite products of elements of these
two sets, we get a larger set of polynomials which are
positive on S - The Cone (not to be confused with other
traditional mathematical definitions of cone)
Definition 4 (Cone) For given elements {f1, ..., fn} ∈
R[x], the cone P generated by {f1, ..., fn} ∈ R[x] is the
subset of R[x] defined as
P :=
{
p ∈ R[x] : p = s0 +
∑
m∈M
smm, , sm ∈ Σx
}
.
For a computationally simpler, yet equivalent definition
of the cone, let M¯ ⊂M be the set of products defined
by
M¯ :=
{
p ∈ R[x] : p =
n∏
i=1
fkii , ki ∈ {0, 1}
}
and let M denote the cardinality of M¯. Then the cone
P can be represented as
P :=
{
p ∈ R[x] : p = s0 +
M∑
i=1
simi, mi ∈ M¯, si ∈ Σx
}
.
Note that P satisfies the following properties:
(1) a, b ∈ P implies a+ b ∈ P
(2) a, b ∈ P implies a · b ∈ P
(3) a ∈ R[x1, ..., xn] implies a2 ∈ P
Remark: The cone generated by {∅} is the cone of sum-
of-squares polynomials, Σx.
The cone P is not the largest set of polynomials which
are positive semidefinite on P . However, it is the largest
set of such polynomials which is readily parameterized
using positive matrices via SOS. Moreover, the Posi-
tivstellensatz tells us that the cone is, in some sense,
equivalent to the set of polynomial strictly positive on
S. Before presenting this result, we consider the set of
functions which are zero on S - starting with the equality
constraints hi(x) = 0. As with the monoid, all products
of the functions hi are zero on S. Furthermore, the prod-
uct of any function which is zero on S with any other
function is also zero on S. Thus the Ideal is the set of
products of the hi with arbitrary polynomials.
Definition 5 (Ideal) The Ideal I generated by
{h1, ..., hn} ∈ R[x] is defined as
I :=
{
p ∈ R[x] : p =
n∑
i=1
qihi, qi ∈ R[x]
}
Note that I satisfies
(1) a, b ∈ I implies a+ b ∈ I
(2) a ∈ I; b ∈ R[x] implies ab ∈ I
Intuitively, the ideal generated by a collection of poly-
nomials is the set of polynomials that vanish when all of
the generating polynomials vanish. The following Posi-
tivstellensatz says that by combining the cone and the
ideal, we get all polynomials which are positive on S.
Theorem 2 (Stengle’s Positivstellensatz) Given
polynomials {f1, f2, ..., fn1} ⊂ R[x], {g1, g2, ..., gn2} ⊂
R[x], and {h1, h2, ..., hn3} ⊂ R[x], let P be the cone gen-
erated by {fi}i=1,2,...,n1,M be the multiplicative monoid
generated by {gj}j=1,2,...,n2 , and I be the Ideal gener-
ated by {hk}k=1,2,...,n3 . Then, the following statements
are equivalent:
(1) {x ∈ Rn : fi(x) ≥ 0, gj(x) 6= 0, hk(x) = 0, i =
1, ...n1, j = 1, ..., n2, k = 1, ..., n3} = ∅
(2) ∃f ∈ P , ∃g ∈ M, ∃h ∈ I s.t.
f + g2 + h ≡ 0
By noting that p(x) > 0 for all x ∈ S if and only if
{x ∈ Rn : −p(x) ≥ 0, fi(x) ≥ 0, hj(x) = 0, i = 1, ...n1,
j = 1, ..., n3} = ∅},
this theorem has the direct corollary
Theorem 3 (Stengle’s Corollary) Given polynomi-
als {f1, f2, ..., fn1} ⊂ R[x] and {h1, h2, ..., hn3} ⊂ R[x],
the following statements are equivalent:
(1) f(x) > 0 for all x ∈ S := {x ∈ Rn : fi(x) ≥ 0,
i = 1, ..., n1, hi(x) = 0, i = 1, ..., n3}.
(2) There exist si ∈ Σs and qi ∈ R[x] such that
p+ p
∑
k∈Nn1
‖k‖
∞
≤1
sk
n1∏
i=1
fkii =s0 +
∑
k∈Nn1
‖k‖
∞
≤1
sk
n1∏
i=1
fkii
+
n3∑
i=1
qihi
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While Stengle’s Positivstellensatz is interesting, the cer-
tificate of positivity it provides is bilinear in p and si. If
the set S compact, Schmudgen’s Positivstellensatz [30]
says we can neglect the summation on the left-hand side
of the equation.
Theorem 4 (Schmudgen’s Corollary) Given poly-
nomials {f1, f2, ..., fn1} ⊂ R[x] and {h1, h2, ..., hn3} ⊂
R[x], suppose
S := {x ∈ Rn : fi(x) ≥ 0, i = 1, ..., n1, hi(x) = 0,
i = 1, ..., n3}
is compact. Then the following are equivalent:
(1) f(x) > 0 for all x ∈ S.
(2) There exist si ∈ Σs and qi ∈ R[x] such that
p = s0 +
∑
k∈Nn1
‖k‖
∞
≤1
sk
n1∏
i=1
fkii +
n3∑
i=1
qihi
Now we have a linear parameterizations of the set of
polynomials positive on S. However, the number of bases
is rather large. If S satisfies additional conditions [31],
then most of the terms on the right-hand side of the
equation can also be eliminated, leaving only
p = s0 +
n1∑
i=1
sifi +
n3∑
i=1
qihi.
It is this representation we will use in this paper to pa-
rameterize the set of polynomials which are positive on a
semialgebraic set. Thus, by treating the si and qi as vari-
ables, we can use convex Sum-of-Squares optimization
algorithms (which convert the problem to an LMI) to
search over the set of polynomials which are positive on
a semialgebraic set in polynomial-time. Specifically, we
use the Positivstellensatz to construct Lyapunov func-
tions which are positive on bounded sets (see Sections 3
and 4).
For further details and proofs, we refer to [32] and [29].
Note that the Positivstellensatz can also be thought of
as a generalization of the S-procedure (as described in
[33]). However, while the S-procedure certifies positivity
of quadratic forms such that other quadratic forms are
also positive, the Positivstellensatz can be used to ob-
tain certificates of positivity for polynomials of arbitrary
degree over semialgebraic sets.
2.3 Hybrid Systems
In this section, we present the formal definition of hybrid
systems and executions that will be used in this paper.
This framework is similar to the one used in, e.g. [34].
Definition 6 (Hybrid System) A hybrid system H
is a tuple:
H = (Q,E,D, F,G,R)
where
• Q is a finite collection of discrete modes, states or
indices.
• E ⊂ Q×Q is a collection of edges.
• D = {Dq}q∈Q is the collection of Domains associated
with the discrete states, where for each q ∈ Q, Dq ⊆
R
n.
• F = {fq}q∈Q is the collection of vector fields associated
with the discrete states, where for each q ∈ Q, fq :
Dq → Rn.
• G = {Ge}e∈E is a collection of guard sets, each asso-
ciated with an edge. where for each e = (q, q′) ∈ E,
Ge ⊂ Dq
• R = {φe}e∈E is a collection of Reset Maps, where for
each e = (q, q′)E, φe : Ge → Dq′ .
Note that we also define the start and end functions
s, t : Q×Q→ Q which act on the edges and indicate the
start or end of that edge, so that for e = (q, q′), s(e) = q
and t(e) = q′.
Definition 7 A cyclic hybrid system Hc is a hybrid sys-
tem where for each discrete mode q ∈ Q, there exists a
unique edge eq ∈ E such that s(eq) = q and a unique edge
e′q ∈ E such that q = t(e
′
q) and such that set of edges and
modes forms a connected digraph.
In a cyclic hybrid system, each discrete mode is the
source of only one edge, and the target of only one edge.
Let e(q) = eq, then q = t(e(s(· · · e(t(e(q)))))) - the se-
quence of edges will eventually return to the original
mode.
Assumption 1 In this paper, we consider hybrid sys-
tems with polynomial vector fields and resets, and semi-
algebraic domains and guard sets. This implies that for
every hybrid system, we there exists a set of polynomi-
als gq,i, he,k for q ∈ Q, e ∈ E, i = 1, · · · ,Kq and
k = 1, · · · , Nq for some Kq, Nq > 0 such that
Dq = {x ∈ R
n : gq,i(x) ≥ 0, i = 1, 2, · · · ,Kq} (1)
and
Ge = {x ∈ R
n : he,0(x) = 0, he,k(x) ≥ 0,
k = 1, 2, · · · , Nq} (2)
Furthermore, this implies that for each e = (q, q′) ∈ E,
there exist polynomials φe,j ∈ R[x] such that the reset
map φe is given by the vector-valued polynomial function
φe = [φe,1, · · · , φe,n]
T . (3)
The Cauchy problem of defining solutions for hybrid sys-
tems is defined in terms of an execution.
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Definition 8 (Hybrid System Execution) We say
that the tuple
χ = (I, T, p, C)
where
• I ⊆ N indexes the intervals of time on which the tra-
jectory continuously evolves.
• T = {Ti}i∈I are a set of open time intervals associated
with points in time τi as Ti = (τi, τi+1) ⊂ Rn+ where
Ti+1 = (τi+1, τi+2).
• p : I → Q maps each interval to a discrete mode.
• C = {ci}i∈I is a set of continuously differentiable func-
tions where ci ∈ C[Ti].
is an execution of the hybrid systemH = F (Q,E,D, F,G,R)
with initial condition (q0, x0) if
(1) c1(0) = x0 and p(1) = q0.
(2) c˙i(t) = fp(i)(ci(t)) for t ∈ Ti for every i ∈ I.
(3) ci(t) ∈ Dp(i) for t ∈ Ti for every i ∈ I.
(4) ci(τi+1) ∈ G(p(i),p(i+1)) for every i ∈ I.
(5) ci+1(τi+1) = φ(p(i),p(i+1))(ci(τi)) for every i ∈ I.
Note that an execution does not require limi→∞ τi =∞,
so the solution may not be defined for all time.
2.4 Zeno Stability in Hybrid Dynamical Systems
In this section, we define Zeno executions, Zeno equi-
libria, and Zeno stability. We also present a Lyapunov
theorem for Zeno stability given in [23] and [24].
Definition 9 (Zeno Execution) We say an execution
χ = (I, T, p, C) starting from (q0, x0) of a hybrid System
= (Q,E,D, F,G,R) is Zeno if
(1) I = N
(2) limi→∞ τi <∞
Thus a Zeno execution is an execution which undergoes
infinite discrete transitions in finite-time.
Definition 10 (Zeno Equilibrium) A set z =
{zq}q∈Q with zq ∈ Dq is a Zeno equilibrium of a Hybrid
System H = (Q,E,D, F,G,R) if it satisfies
(1) For each edge e = (q, q′) ∈ E, zq ∈ Ge and φe(zq) =
zq′ .
(2) fq(zq) 6= 0 for all q ∈ Q.
For any z ∈ {zq}q∈Q, where {zq}q∈Q is a Zeno equilib-
rium of a cyclic hybrid system Hc,
(φi−1 ◦ · · · ◦ φ0 · · ·φi) (z) = z
By definition, a Zeno equilibrium is NOT an equilibrium
point (fq(zq) 6= 0). Although the results of this paper
may be readily extended to consider classical (non-Zeno)
stability, such results already exist in the literature. Note
that a Zeno equilibrium also defines a Zeno execution
with limi→∞ τi = 0. A Zeno equilibrium is isolated if
there exists neighborhoods Xq of zq such that for any
other Zeno equilibrium zˆ, zˆq 6∈ Xq for some q ∈ Q.
That is, the equilibrium is strictly separated from other
equilibria.
Definition 11 (Zeno Stability) Let
H = (Q,E,D, F,G,R)
be a hybrid system, and let z = {zq}q∈Q be a Zeno equi-
librium. The set z is Zeno stable if, for each q ∈ Q, there
exist neighborhoods Zq, where zq ∈ Zq, such that for any
initial condition (x0, q0) ∈
⋃
q∈Q(Zq, q), the execution
χ = (I, T, p, C), with initial condition (x0, q0) is Zeno,
and for any ǫ, there exists an N ∈ N such that i > N
implies
∥∥ci(Ti(2))− zp(i)∥∥ ≤ ǫ.
We give a slight variation of the conditions for Zeno
stability of cyclic hybrid systems presented in [23,24].
Theorem 5 (Lamperski and Ames) Consider a
cyclic hybrid system H = (Q,E,D, F,G,R), with an
isolated Zeno equilibrium {zq}q∈Q. Let {Wq}q∈Q be a col-
lection of open neighborhoods of {zq}q∈Q. Suppose there
exist continuously differentiable functions Vq : R
n → R
and Bq : R
n → R, and constants rq ∈ [0, 1], γa, γb ≥ 0,
for every q ∈ Q where rq < 1 for some q and such that
Vq(x) > 0 for all x ∈Wq\zq, q ∈ Q (4)
Vq(zq) = 0, for all q ∈ Q (5)
∇V Tq (x)fq(x) ≤ 0 for all x ∈Wq , q ∈ Q (6)
Bq(x) ≥ 0 for all x ∈Wq , q ∈ Q (7)
∇BTq (x)fq(x) < 0 for all x ∈Wq , q ∈ Q (8)
Vq′ (φe(x)) ≤ rqVq(x), for all x ∈ Ge ∩Wq
and all e = (q, q′) ∈ E (9)
Bq(φe(x)) ≤ γb (Vq(φe(x)))
γa ,
for all x ∈ Ge ∩Wq and all e = (q, q
′) ∈ E. (10)
Then {zq}q∈Q is Zeno stable.
In this paper, we use a simplified version of 5. Although
we have implemented and tested the conditions in The-
orem 5, numerical tests indicate little or no additional
conservativity is implied by using the following simplifi-
cation.
Theorem 6 Let H = (Q,E,D, F,G,R) be a cyclic hy-
brid system, and let z = {zq}q∈Q be a Zeno equilibrium.
Suppose we have {Wq}q∈Q with Wq ⊂ Dq and Wq a
neighborhood of zq for each q ∈ Q. Now suppose that there
exist continuously differentiable functions Vq :Wq → R,
and constants rq ∈ (0, 1], γ > 0 for q ∈ Q where rq < 1
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for some q ∈ Q and such that
Vq(x) > 0 for all x ∈Wq\zq, q ∈ Q (11)
Vq(zq) = 0, for all q ∈ Q (12)
∇V Tq (x)fq(x) ≤ −γ for all x ∈Wq, q ∈ Q (13)
Vq′ (φe(x)) ≤ rqVq(x), for all x ∈ Ge ∩Wq
and all e = (q, q′) ∈ E. (14)
then z is Zeno stable.
Proof. We show that if for each q ∈ Q, we can find a
Vq such that (11)-(14) are satisfied, then the same Vq
also satisfies (4)-(10). From inspection, it is clear that if
Vq satisfies (11)-(14), then (4)-(6) and (9) are satisfied.
Second, chooseBq = Vq for each q ∈ Q. From inspection,
it is clear that Bq also satisfies (7) and (8). Last, if γa =
γb = 1, we get Vq ≤ Vq, where the equality holds. From
this, we see that for each q ∈ Q, Vq also satisfies (10).
3 Using Sum-of-Squares Programming to prove
Zeno Stability
Theorem 6 provides sufficient conditions for Zeno stabil-
ity in cyclic hybrid systems.We now show how to enforce
these conditions using sum-of-squares programming.
Let H = (Q,E,D, F,G,R) be a hybrid system, and let
z = {zq}q∈Q. Let {Wq}q∈Q be a collection of neighbor-
hoods of {zq}q∈Q. Suppose that each Wq is a semialge-
braic set defined as
Wq := {x ∈ Dq : wqk(x) ≥ 0, k = 1, 2, ...,Kqw}
where wqk ∈ R[x]. For example, if wq1(x) = 1 − xTx,
then Wq is the unit ball intersected with Dq.
We define feasibility problem 1:
Feasibility Problem 1:
For hybrid system H = (Q,E,D, F,G,R), find
• aqk, cqk, iqk, ∈ Σx, for k = 1, 2, ...,Kqw and q ∈ Q;
• bqk, dqk, jqk ∈ Σx, for k = 1, 2, ...,Kq and q ∈ Q.
• me,l ∈ Σx for e ∈ E and l = 1, 2, ..., Nq
• Vq, me,0 ∈ R[x] for e ∈ E and q ∈ Q.
• Constants α, γ > 0, and rq ∈ (0, 1] for q ∈ Q such
that rq < 1 for some q ∈ Q.
such that
Vq − αx
Tx−
Kqw∑
k=1
aqkwqk −
Kq∑
k=1
bqkgqk ∈ Σx
for all q ∈ Q (15)
Vq(zq) = 0 for all q ∈ Q (16)
−∇V Tq fq − γ −
Kqw∑
k=1
cqkwqk −
Kq∑
k=1
dqkgqk ∈ Σx
for all q ∈ Q (17)
rqVq − Vq′ (φe)−me,0he,0 −
Nq∑
l=1
me,lhe,l
−
Kqw∑
k=1
iqkwqk −
Kq∑
k=1
jqkgqk ∈ Σx
for all e = (q, q′) ∈ E (18)
Theorem 7 Consider a hybrid system
H = (Q,E,D, F,G,R),
and let z = {zq}q∈Q. If Feasibility Problem 1 has a solu-
tion, then z is Zeno stable.
Proof. To prove the theorem we show that if Vq, q ∈
Q are elements of a solution of Feasibility Problem 1,
then for each q ∈ Q, the same Vq also satisfy (4)-(9) of
Theorem 5. That is, we show that if the Vq satisfy (15)-
(18), then the same Vq also satisfies (11)-(14).
First, we observe that (16) directly implies (12). Next,
from (15), we know that
Vq(x) ≥
Kqw∑
k=1
aqk(x)wqk(x) +
Kq∑
k=1
bqk(x)gqk(x) + αx
Tx.
Since aqk(x) and bqk(x) are SOS they are nonnegative.
Furthermore, by the definitions ofWq and Dq, we know
wqk(x) and gqk(x) are non-negative onWq. Thus Vq(x) ≥
αxTx for all x ∈ Wq ⊂ Dq. Thus, (15) implies (11) is
satisfied. Similarly, from (17),
−∇V Tq (x)fq(x) − γ ≥
Kqw∑
k=1
cqk(x)wqk(x)
+
Kq∑
k=1
dqk(x)gqk(x).
As before, cqk(x) and dqk(x) are SOS and hence
∇Vq(x)
T fq(x) ≤ −γ for x ∈ Wq which implies (13)
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is satisfied. Next, from (18) we have that for all
e = (q, q′) ∈ Q,
rqVq(x)− Vq′ (φe(x))
≥ me,0(x)he,0(x) +
Nq∑
l=1
me,l(x)he,l(x) +
Kqw∑
k=1
iqk(x)wqk(x)
+
Kq∑
k=1
jqk(x)gqk(x).
First note that he,0(x) = 0 and henceme,0(x)he,0(x) = 0
on Ge. Since me,l ∈ Σx, we have me,l(x)he,l(x) ≥ 0 on
Ge. As before, jqk(x)gqk(x) and iqk(x)wqk(x) are non-
negative onWq. It follows that rqVq(x)−Vq′(φe(x)) ≥ 0
when x ∈ Ge ∩ Wq for all e = (q, q′) ∈ E. Thus (18)
implies (14).
Thus we conclude that any solution {Vq}q∈Q of Feasibil-
ity Problem 1 satisfies the conditions (11)-(14) of Theo-
rem 6 which by Theorem 5 implies Zeno stability of z.
4 Examples
In this section, we show how the proposed method can
be applied to some simple examples.
Example 1. (Bouncing Ball)Define the nonlinear hy-
brid system HN as:
HN = (Q,E,D, F,G,R)
where
• Q = {1}
• E = {(1, 1)}
• D := {x ∈ R2 : x1 ≥ 0}
• G := {x ∈ R2 : x1 = 0, x2 ≤ 0}
• F = {f}, where
x˙ = f(x) =
(
x2
−g + c1x22
)
• R = φ(x) = [0,−c2x2(1 − c3x22)]
T . Here, c1, c2, and
c3 can be any positive constants satisfying ci < 1.
Results Our goal is to analyze Zeno stability of the
z = (0, 0) Zeno equilibrium. We used SOSTOOLS to
search for a 6th-order (degree 6 polynomial) V (x) and
associated SOS multipliers satisfying the conditions of
Feasibility Problem 1. The neighborhoods we chose were
Wq := {x ∈ Dq : w(x) = 25 − x
Tx ≥ 0} - which is
the ball of radius 5. We were able to show Zeno stability
for a range of parameters ci. A numerical simulation of
the system is shown in Figure 1 for c1 = 0.5, c2 = 0.8,
c3 = 0.001. To better illustrate the range of Zeno-stable
Fig. 1. Nonlinear Hybrid System with c1 = 0.5, c2 = 0.8,
c3 = 0.001
parameters, we used a Monte-Carlo approach to selec-
tion of the parameters ci. At each set of parameters, the
algorithm was able to prove stability or return a certifi-
cate of infeasibility. The results are seen in Figures 2 - 4.
In Figure 2, we estimate the set of Zeno-stable values of
c2 and c3 for three different values of c1. In Figure 3, we
estimate the set of Zeno-stable values of c1 and c3 for
three different values of c2. Finally, in Figure 4, we esti-
mate the set of Zeno-stable values of c1 and c2 for three
different values of c3. We note from Figure 2 that the
Fig. 2. Values of c2 and c3 for fixed c1
range of values of c1 and c2 for which z is Zeno stable
does not seem to depend on c1.
Fig. 3. Values of c1 and c3 for fixed c2
Fig. 4. Values of c1 and c2 for fixed c3
Example 2. (Sliding Mode Control) We consider
the hybrid system H = (Q,E,D, F,G,R) where
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• Q = {1, 2}
• E = {(1, 2), (2, 1)}
• D = {D1, D2} where
D1 := {x ∈ R
2 : x1 + x2 ≥ 0}
D2 := {x ∈ R
2 : x1 + x2 ≤ 0}
• F = {f1, f2} where
f1 =
(
x2
3(x22 + x
2
1)
)
f2 =
(
x2
−(x22 + x
2
1)
)
• G = {G12, G21} where
G12 = G21 := {x ∈ R
2 : x1 + x2 = 0}
• R = {φ12(x), φ21(x)} where each φij(x) = x.
 
 
 
 
 
 
−1 −0.5 0 0.5 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
x1
x2
Fig. 5. Hybrid system of Example 2. The dashed line indi-
cates x2 + x1 = 0.
Results: For a slightly modified form of sliding-mode
controller, we examined stability of the Zeno equilibrium
z =
{[
0
0
]
,
[
0
0
]}
.
Note that this is actually a true equilibrium. However,
as mentioned, these tools also apply to such classical
problems. For our analysis, we analyze Zeno stability
in the neighborhoods W1 := {x ∈ D1 : |x| ≤ 1} and
W2 := {x ∈ D2 : |x| ≤ 1}. We used SOSTOOLS to find
that verification of the Conditions of Feasibility Problem
1 required the use of degree 8 polynomials. Naturally,
the polynomials are too long for publication. However,
a simulation illustrating stability is shown in Figure 5.
Example 3. (Gain-Scheduling) Consider the hybrid
system H = (Q,E,D, F,G,R), where
• Q = {1, 2, 3}
• E = {(1, 2), (2, 3), (3, 1)}
• D := {D1, D2, D3} where
D1 = {x ∈ R
2 : x1 > 0, x2 +
1
2
x1 ≥ 0}
D2 = {x ∈ R
2 : x2 −
1
2
x1 ≥ 0, x2 +
1
2
x1 < 0}
D3 = {x ∈ R
2 : x1 < 0, x2 +
1
2
x1 ≥ 0}
• F = {f1, f2, f3}, where
x˙ = f1(x) =
(
x2
−5x1 − x2
)
x˙ = f2(x) =
(
−x21 − 3
2x22 −
1
2x
2
1
)
x˙ = f3(x) =
(
x22 + x1
−3x1
)
• G := {G12, G23, G31} where
G12 :=
{
x ∈ R2 : x2 ≤ 0,
1
2
x1 + x2 = 0
}
G23 :=
{
x ∈ R2 : x2 ≤ 0,
1
2
x1 − x2 = 0
}
G31 :=
{
x ∈ R2 : x2 > 0, x1 = 0
}
• R = {φ12(x), φ23(x), φ31(x)} where each φij(x) = x.
 
 
 
 
 
 
−4 −3 −2 −1 0 1 2 3 4
−4
−3
−2
−1
0
1
2
3
4
x1
x2
Fig. 6. Hybrid System in Example 3. Dashed line indicates
G12, dash-dotted line indicates G23 and dotted line indicates
G31
Results:Zeno behavior such as exhibited by this system
can arise due to, e.g. gain scheduling and may result in
the state getting “stuck” at a non-equilibrium position.
A phase portrait of the system is given in Figure 6.
In this case, the equilibrium is Zeno and occurs at
z =
{[
0
0
]
,
[
0
0
]
,
[
0
0
]}
.
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We use the neighborhoods W1 := {x ∈ D1 : |x| < 1},
W3 := {x ∈ D3 : |x| ≤ 1}, and W3 := {x ∈ D3 :
|x| ≤ 1}. We were able to solve Feasibility Problem 1 for
this system using degree 8 polynomials, implying Zeno
stability.
5 Zeno Stability in Systems with Uncertainties
In this section, we show how the Sum-of-Squares
Methodology can be leveraged to verify Zeno stability
in cyclic hybrid systems with parametric uncertainty in
the guard set, vector fields, and reset maps. To do this,
we suppose the set of admissible uncertain parameters
is a semialgebraic set of the form
P := {p ∈ Rnp : πk(p) ≥ 0, k = 1, 2, ...,K1}, (19)
where the πk ∈ R[x].
In this paper, we use the following model of an uncertain
hybrid system:
Uncertain Hybrid Model:We consider a parameter-
ized hybrid systemH(p) = (Q,E,D(p), F (p), G(p), R(p))
where the set of domains D(p) = {Dq(p)}q is defined as
Dq(p) := {x ∈ R
n : gqk(x, p) ≥ 0,
k = 1, 2, · · · ,Kq∈Q}, (20)
with gqk ∈ R[x, p]. The set of guard sets G(p) =
{Ge(p)}e∈E are defined as
Ge = {x ∈ Dq(p) : he,0(x, p) = 0,
he,k(x, p) ≥ 0, k = 1, 2, · · · , Nq}, (21)
with hek ∈ R[x, p]. The set of reset maps R(p) :=
{φ(p)}e∈E are defined by polynomials
φe(x, p) = [φe,1(x, p), · · · , φe,n(x, p)]
T (22)
where φe,j ∈ R[x, p]. The set of vector fields F (p) =
{fq(p)}q∈Q is likewise assumed to be a vector of polyno-
mials.
Now, we present a parameterized version of Theorem 6
for this class of uncertain hybrid systems:
Theorem 8 Let H(p) = (Q,E,D(p), F (p), G(p), R(p))
be a set of cyclic hybrid systems parameterized by p ∈
P := {p ∈ R : πk(p) ≥ 0, k = 1, 2, ...,K1} and with
common Zeno equilibrium z = {zq}q∈Q. Let {Wq}q∈Q be
a collection of open neighborhoods of {zq}q∈Q. Suppose
that there exist continuously differentiable functions Vq :
Dq × P → R, and constants rq ∈ (0, 1] for q ∈ Q and
γ > 0, where rq < 1 for some q ∈ Q and such that
Vq(x, p) > 0 for all x ∈Wq\zq, p ∈ P, q ∈ Q, (23)
Vq(zq, p) = 0, for all q ∈ Q, p ∈ P, (24)
(∇xVq(x, p))
T
fq(x) ≤ −γ
for all x ∈ Wq, q ∈ Q, (25)
rqVq(x, p) ≥ Vq′ (φe(x, p), p)
for all e = (q, q′) ∈ E and x ∈ Ge ∩Wq. (26)
Then z is a Zeno stable Zeno equilibrium ofH(p) for any
p ∈ P .
As before, consider neighborhoodsWq of the form
Wq := {x ∈ R
n : wqk(x) > 0, k = 1, 2, ...,Kq}
where wqk(x) ∈ R[x]. We now define a new SOS feasi-
bility problem.
Feasibility Problem 2:
For set of hybrid systems
H(p) = (Q,E,D(p), F (p), G(p), R(p))
defined above, find
• aqk, cqk, iqk, ∈ Σx,p, for k = 1, 2, ...,Kqw, p ∈ P and
q ∈ Q;
• bqk, dqk, jqk ∈ Σx,p, for k = 1, 2, ...,Kq, p ∈ P , and
q ∈ Q.
• ηqk, βqk, ζqk ∈ Σx,p, for k = 1, 2, ...,K1, p ∈ P , and
q ∈ Q.
• me,l ∈ Σx,p for e ∈ E, p ∈ P , and l = 1, 2, ..., Nq
• Vq, me,0 ∈ R[x, p] for e ∈ E, p ∈ P , and q ∈ Q.
• Constants α, γ > 0, {rq}q∈Q ∈ (0, 1] such that rq < 1
for some q ∈ Q.
such that
Vq − αx
Tx−
Kqw∑
k=1
aqkwqk −
Kq∑
k=1
bqkgqk
−
K1∑
k=1
ηqkπqk ∈ Σx,p for all q ∈ Q (27)
Vq(zq, p) = 0 for all q ∈ Q (28)
−∇V Tq fq − γ −
Kqw∑
k=1
cqkwqk −
Kq∑
k=1
dqkgqk
−
K1∑
k=1
βqkπqk ∈ Σx,p for all q ∈ Q (29)
rqVq −Vq′(φe)−me,0he,0−
Nq∑
l=1
me,lhe,l
−
Kqw∑
k=1
iqkwqk −
Kq∑
k=1
jqkgqk−
K1∑
k=1
ζqkπqk ∈ Σx,p
for all e = (q, q′) ∈ E. (30)
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Theorem 9 Let H(p) = (Q,E,D(p), F (p), G(p), R(p))
be a set of cyclic hybrid systems parameterized by p ∈
P := {p ∈ R : πk(p) ≥ 0, k = 1, 2, ...,K1} and with
common Zeno equilibrium z = {zq}q∈Q. If Feasibility
Problem 2 has a solution, then z is a Zeno stable Zeno
equilibrium of H(p) for any p ∈ P .
Proof. The proof is similar to that of Theorem 7, except
that is the case of parametric uncertainty, we have that
πk(p) ≥ 0 for all p ∈ P and implicitly all x ∈ Wq.
This implies that ηqk(x, p)πqk(p), βqk(x, p)πqk(p), and
ζqk(x, p)πqk(p) are also non-negative. Hence, by similar
logic to that employed in the proof of Theorem 7, we
have that the functions Vq satisfy the Conditions (11)-
(14). By Theorem 8, this implies that z is a Zeno stable
Zeno equilibrium of H(p) for any p ∈ P .
5.1 Numerical Examples
We now present two examples which illustrate Theo-
rem 9:
Example 4. Let us first reconsider the bouncing ball
example with uncertainty in the coefficient of restitution
- which enters into the reset map. Assume the parameter
lies on an interval p ∈ (0, C). Then the model is give by
the tuple:
HB(p) = (Q,E,D, F,G,R(p))
where
• Q = {1}, which provides the discrete state
• E = {(1, 1)}, which is the single edge from q0 to itself
• D := {x ∈ R2 : x1 ≥ 0} provides the domain. Thus,
gq0 = x1.
• F = f(x) provides a vector field mapping D to itself,
and where
x˙ = f(x) =
(
x2
−g
)
• G = {x ∈ R2 : x1 = 0, x2 ≤ 0} provides the guard.
Thus, h(1,1),0 = x1, and h(q0,q0),1 = −x2.
• R(p) = φ(x) = [0,−px2]T provides the reset map.
Results: We would like to prove stability of the Zeno
equilibrium for all p ∈ [0, C] for someC. To do this we de-
fine the polynomial π(p)11 = −p(p− 1) which yields the
uncertainty set P = {p ∈ R : p˜(p) := p(p − C) ≤ 0} =
[0, C]. As before, the Zeno equilibrium is z = [0, 0]T and
we chooseW1 := {x ∈ D1 : w(x) = 25− x21 ≥ 0}. From
the previous example, we expect that this Zeno equilib-
rium is stable for C < 1. Using a 4th degree polynomi-
als for V (x) and the SOS and polynomial multipliers,
we performed a bisection search for the maximum C for
which this parameterized hybrid model is stable. Our
experiments were able to verify Zeno stability for up to
C = 0.99 - which agrees well with the known analytical
result.
Example 5. Next, we consider a hybrid model with un-
certainty in the switching surface - which determines the
domains and guard set. Specifically, consider the vector-
field in figure 7. In this example, the lower switching
surface is fixed and the upper surface is allowed to vary
between 0◦ and 90◦. The uncertainty is parameterized
by p ∈ [0,∞) which represents the slope of the upper
switching surface. This is described by the parameterized
hybrid model H(p) = (Q,E,D(p), F,G(p), R) where
• Q = {1, 2}
• E = {(1, 2), (2, 1)}
• D(p) = {D1(p), D2(p)} where
D1(p) := {x ∈ R
2 : x1 + x2 ≥ 0, px1 − x2 ≥ 0}
D2(p) := {x ∈ R
2 : x1 + x2 ≤ 0 OR px1 − x2 ≤ 0}
• F = {f1, f2} where
f1 =
(
−0.1
2
)
f2 =
(
−x2 − x31
x1
)
• G(p) = {G12, G21(p)} where
G12(p) = x2 − px1 = 0
G21 := {x ∈ R
2 : x1 + x2 = 0}
• R = {φ12(x), φ21(x)} where each φij(x) = x.
 
 
 
 
−4 −3 −2 −1 0 1 2 3 4
−4
−3
−2
−1
0
1
2
3
4
x
y
Fig. 7. Trajectories of Hybrid System in Example 5 with p=1.
Dotted line indicates G12 and dash-dotted line indicates G21
Results: In this example, we use z =
{[
0 0
]T
,
[
0 0
]T}
and Wq(p) := {x ∈ Dq(p) : w(x) = 25− x21 − x
2
2 ≥ 0}.
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Fig. 8. Trajectories of Hybrid System in Example 5 with p=4.
Dotted line indicates G12 and dash-dotted line indicates G21
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y
Fig. 9. Trajectories of Hybrid System in Example 5 with
p=0.4. Dotted line indicates G12 and dash-dotted line indi-
cates G21
Simulation indicates the origin is Zeno stable for p > 1.
For p ∈ (−0.1, 1), trajectories converge to a stable limit
cycle, as is illustrated in Figure 9. If p ≤ −0.1, then we
find the system will no longer stable in any sense.
The first difficulty with this example is that the domain,
D2(p) is NOT a semialgebraic set. To resolve this prob-
lem, we represent D2 as the union of two semialgebraic
sets D21 and D22,where
D21 := {x ∈ R
2 : −px1 + x2 ≥ 0}
D22 := {x ∈ R
2 : x1 + x2 ≤ 0}.
In this case, for q = 2, Conditions 23, 25 and 26 must be
enforced separately for W2(p) := {x ∈ D21(p) : w(x) =
25− x21 − x
2
2 ≥ 0} and W2(p) := {x ∈ D22(p) : w(x) =
25− x21 − x
2
2 ≥ 0}. Practically, this means that we have
three additional constraints in Feasibility problem 2 cor-
responding to Constraints 27, 29 and 30 applied to both
g21(x, p) = −x1 − x2 and g21(x, p) = −px1 + x2.
We represent the set of uncertainties as P := [C, 0] =
{p ∈ R : π(p) := p−C > 0}, where we must specify the
lower C. The goal is to find the smallest C such we can
prove Zeno stability ofH(p) for all p ∈ [C,∞]. Note that
this is actually somewhat challenging as the simplified
Positivstellensatz results we discussed earlier only apply
to bounded sets. For a fixed polynomial degree, we de-
termine the lowest stable value of C by bisection. As we
increase the degree of the polynomials, our lower bound
on C improves, as illustrated in Table 1. Note that we
were unable to find a feasible V1 and V2 of degree less
than 8 and we were unable to search for polynomials of
degree greater than 12 owing to limited computational
power.
Degree of V1, V2 Lower bound on C
8 2.11
10 1.87
12 1.73
Table 1
Lower bound on C for which z is Zeno stable obtained for
different degrees of V1 and V2
6 Conclusions
In this paper, we have presented an approach to testing
stability of Zeno equilibria for a general class of nonlinear
hybrid systems. Our approach is based on application
of sum-of-squares optimization to construct high-degree
polynomials which satisfy a new class of Lyapunov con-
ditions. This approach can potentially be used to ver-
ify convergence on compact sets and accurately estimate
domains of attraction. We also consider a class of hybrid
systems with parametric uncertainty in the vector field,
domain, guard set and reset map and show how our con-
ditions can be applied to these parameterized systems
with a semialgebraic uncertainty set. To illustrate this
work, we use a number of examples including a param-
eterized bouncing ball, a variable structure control sys-
tem, and a Gain-scheduled system, among others. We
use our approach to numerically examine the robustness
of these Zeno equilibria to uncertainties in the domain,
reset map and guard set (switching surface). Our nu-
merical tests indicate convergence of the accuracy of the
proposed conditions to the analytic limit.
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