In this paper, we propose a standardized computer-based engineering framework to support distributed product realization. The requirements for a standardized distributed product realization framework are developed based on the Open Engineering Systems paradigm. Existing computer frameworks are evaluated against the requirements and the missing features are identified. Our efforts towards development of such a framework -eXtensible Distributed Product Realization (X-DPR) environment are discussed. X-DPR is flexible and applicable to general industrial product realization processes. It is used to integrate distributed, collaborative product realization activities over the Internet. We trace the development of the framework based on design requirements. Features of X-DPR are implemented to satisfy each requirement. X-DPR is compared to existing engineering frameworks based on the required features. Limitations and future work are presented.
FRAME OF REFERENCE
Competition, globalization, a decreasing half-life of information, and greater product complexity necessitate effective utilization of distributed resources and the management of the derived information. A distributed product realization process is a philosophical and systematic approach to organizing product development activities. This process must be able to incorporate information from all parts of the product lifecycle. It is intended to support collaborative, concurrent decision making by geographically dispersed engineers who have different goals, knowledge, experiences, tools and resources. Software frameworks that facilitate globally distributed design and manufacturing activities are becoming more and more important, and many universities and industries have developed specific frameworks to complete specific tasks. However, in these frameworks, there is often a trade-off between agility, flexibility and usability.
If an engineering framework is implemented as middleware, it may be flexible enough to be useful for various product realization processes, but a lot of effort is be required to particularize it for a specific process. Middleware tools free users from having to write their own routines to handle reliable data transfer between two applications or from having to worrying about complexities when multiple systems are integrated. However, users still must write code to integrate application functionality. Examples of middleware toolkits include OMG's CORBA [1] and Microsoft's DCOM [2] . On the other hand, if an engineering framework is developed as end-user software, the user must only put forth minimal effort but, in general, these frameworks are inflexible and cannot be modified easily when new situations arise. In other words, Middleware tools provide standardization of communication protocols and leave a lot of integration work on the users whereas engineering frameworks provide easier integration capabilities but are not standardized. Hence, engineers have to currently choose from flexibility and ease of use of software integration frameworks.
Using a simple example, we demonstrate why a standardized engineering framework is necessary. An engineering designer develops an optimization software module and wants to deploy it to a network so that it is available remotely for other engineers. To do this, a designer should do the following: (1) implement a message and data construct to convey specifications (input and output) and data to and from the optimization module (2) on the server side, a designer needs to develop a separate wrapper (a small main procedure to be called from other software) in addition to his or her optimization code because, in most cases, it is not possible for a framework to access directly the optimization code procedure, (3) develop a service description file (or documents) containing input and output specifications and related information about the deploying algorithm module to let other engineers know how to use the service, (4) notify the framework system that a new optimization service is available by registering the service on a registry server, and (5) on the client side, a designer needs to develop a User Interface (UI) to get input parameters from a client and show output. In this case, we assume that a pre-existing framework is configured and the deploying module is simple; however, the type of work to be done is not so simple. The effort for deploying these software applications is enormous and is discouraging if we think about the number of applications (e.g., analysis, simulation, optimization, decision support, etc.) required in a general engineering design scenario. The problem is further complicated if the applications need to be changed and updated frequently. These difficulties are the main obstacles preventing distributed engineering frameworks from being useful for distributed collaborative product realization in global industry. Therefore, we propose a standardized engineering framework for distributed product realization, which has both flexibility and usability in application for industrial product realization.
Our approach to developing a standardized distributed computing framework is based on the Open Engineering Systems (OES) paradigm. We base our discussion on the following definition of open engineering systems provided by Simpson et al. [3] : "OESs are systems of industrial products, services, and/or processes that are readily adaptable to changes in their environment which enable producers to remain competitive in a global marketplace through continuous improvement and indefinite growth of an existing technological base" [3] . The basic OES premise is that a quality product should be brought to market as quickly as possible and then that product line is continuously developed in an effort to remain competitive. Thus, Open Engineering Systems must be adaptable to changes in the market, technology, the supply/resource chain, the system environment, and government/legislation changes. As only some of these changes can be predicted, as much flexibility as possible must be maintained as long as possible to ensure product adaptability. Flexibility is achieved by incorporating the following characteristics: 1. Modularity: the relationship between the functional and physical structures of products, so that there is a one-toone correspondence between physical structures and a minimization of unintended interactions [3] .
2. Mutability: the capability of a system to be contorted or reshaped in response to changing requirements or environmental conditions [3] .
3. Robustness: the capability of a system to function properly despite small environmental changes or noise [4] .
A distributed computing framework also must satisfy the Open Engineering Systems paradigm. From a software framework perspective, modularity refers to the modularity of various components of the framework so that changes in any component do not require major changes in other components. Mutability refers to the ability of framework to be reconfigured easily when there is a change in the requirements. Robustness in software framework refers to the ability to function properly despite the noise factors like network failures, unexpected usage etc. In the design of a standardized framework, each of these three characteristics provide requirements that influence the framework's form and function. These requirements are discussed in Section 2. A literature review of distributed computing frameworks is presented in Section 3 and these frameworks evaluated based on OES requirements. In Section 4, we discuss the development of an open, standardized framework, the eXtensible Distributed Product Realization (X-DPR) environment, X-DPR. Section 5, we discuss the limitations of X-DPR and close the paper with suggestions for future developments of X-DPR.
REQUIREMENTS AND FEATURES OF A STANDARDIZED FRAMEWORK
From the OES perspective, in this section, we discuss the requirements for a standardized framework. There are many additional requirements if the framework is also to be distributed, but in this paper, we emphasize only the requirements for a standardized framework, Table 1.
Adaptability to network architecture changes or malfunction (framework modularity)
To reduce the impact of network environment changes or malfunction, it is essential to reduce interdependence of communication components. The server-client communication protocol is dependent on the server. Therefore, server changes or malfunction can cause serious communication problems. Thus communication protocol must support highly independent communication.
Usability on heterogeneous platforms with heterogeneous operating systems (framework robustness)
Software agents (either service providers or clients) can reside on different kinds of machine, e.g., desktops, mainframes, laptops or PDAs. They can be located anywhere on the globe, run with various operating systems, and can be connected through the Internet. In a general design-manufacture environment, examples of agents might include analysis codes, CAD modelers, optimization routines, etc. These agents can also be manufacturing equipment or even a human engineer providing some kind of a service. A service provider (or a client) on any platform must be able to deploy (or access) other services using framework components (server-or clientside applications) without having to implement a version of framework components, which is compatible with his or her platform. A standardized framework must be able to support the engineering activity independent of the computing platform.
Adaptability in the face of heterogeneous programming languages for different agents (framework robustness)
Most engineering frameworks use individual wrappers for each agent's service. These wrappers must be deployed because of incompatibility between third party software programming languages and framework's programming lan-guages. The implementation of separate wrappers is not only tedious but also limits accessibility to some detail about the service. Therefore, a programming language independent interoperability interface is important for a framework that is to be standardized.
Ability to transmit message and data changes (framework robustness)
One of the most important issues in developing a standardized framework is formulating standard message and data streams so that they are product and process independent. For example, a design specification of a gear needs three variables: number of teeth, gear module, and tooth thickness. When an engineer also wants to include manufacturing information in the specification, it is desirable if the framework administrator does not have to form a different message construct to convey the new gear design variable. This is impossible without a generalized message and data construct. This problem occurs whenever design specifications change and it becomes even worse when the product or process changes. The types of information transmitted are general information (such as message headers), parameters (input and output), and engineering data (such as CAD files). Ideally this information should be encapsulated separately and attached together or the information construct should be flexible enough to be directly compatible with the agent specific information (like inputs and outputs) format. A generalized construct for transmitting message and data, valid for any engineering task, is necessary.
Rapid reconfiguration of a product realization environment (framework mutability)
Reconfiguration of a product realization environment includes remodeling the product realization process, reassigning a task to another agent service, and modifying (adding, removing, or changing) agent services. A standardized framework should support users rapidly reconfiguring their environment without modifying code or recompiling the framework.
When a new product realization project begins, it is necessary to model the process rapidly and efficiently. Even in the middle of a product realization process, it may be necessary to change the process. Therefore, a convenient product realization process modeling capability is necessary. A standardized framework should be able to easily assign a task to an agent service using a process representation User Interface (UI).
In a generic framework where different applications may provide vastly different functionality, it is very likely that the outputs of one service are not identical to the required inputs of another agent. In other words, it is reasonable to assume that the interfaces between agents are not standardized; therefore, it is important to develop a specification mapping capability to connect the output of one task to the input of another task.
Various tasks in a process can be assigned to agents and can be executed from the client directly. If an agent does not require any input from the user, it can be executed directly in the predefined process without interacting with the user. However, if the agent needs user input, a graphical user interface must be developed. As the interactions of the service with the user are different from case to case, a different graphical user interfaces are required for different agents. If large numbers of agent services are incorporated within a product realization process, it becomes nearly impossible to create the required number of client-side user interfaces, also, agents for tasks change or are upgraded from time to time.
Requirements of a standardized framework to Therefore, the capability of maintaining consistency between agent service description and client's user interface is very important.
To support rapid reconfiguration, a standardized framework should be able to search for, collect, index and archive information about available agent services inside a framework. This is not a direct requirement for a standardized framework, but it is an essential feature, which supports the mutability of a framework. The first step in searching for appropriate available agents anywhere in the world is the definition, characterization, and standardized description of engineering services. A web services definition language (Web Service Description Language -WSDL [5] ) for e-commerce in our domain of application has already been developed. Definitions and standards of services in WSDL, however, are quite different from those required in the engineering domain and are therefore inappropriate for describing engineering web services. Consequently, there is a need for developing engineering service description standards to make remote parsing of available agents possible. Contingent upon the development of an engineering service description language, further research might focus on archiving, searching and selecting engineering agents' services.
Minimizing the impact of agent service changes (framework modularity)
A standardized framework should be capable of minimizing the impact of agent service changes. For example, while designing an automobile, one group of designers can work on the engine and another group of designers can work on the structural strength analysis. These groups can further be divided into smaller groups who are distributed across the globe. If one of the divided structural strength analysis tasks should be replaced by a new task, the framework should have the capability of decomposing the tasks into small processes so only a small change in the divided task is needed. However, if the framework doesn't have a task decomposition function, the large upper level task must be modified and deployed again. Therefore, the framework should have a task decomposition capability to minimize the impact of service changes.
Readiness for future expansion (framework robustness)
The system should be compatible with other standard web services frameworks such as MS .NET, and Sun ONE because a product realization process is not a stand-alone engineering process but is intimately related to other business frameworks such as applications for resource management, supply chain, management etc. Hence, an effort should be made to make the framework conform to industry standards.
Readiness for discrepancy of process information (framework robustness)
Even if there are no environmental changes, the distributed framework changes due to participants' input as a product realization process proceeds. Discrepancy about process information among users in distributed product realization occurs because of the ever-changing framework status during a process. A designer might want to know how other engineer's work is progressing and when that work will be done. Unlike a business framework, an engineering framework has relatively long transaction times between service providers and clients; therefore, it is essential to share information about agent service availability. To facilitate these needs, a standardized framework should be able to share the common process workspace displaying real time process and agent service status. This need leads to the requirement for realtime management of process information because this information is produced globally, and needs to be collected and managed systematically.
Desirable requirements and the appropriate features of a standardized framework are discussed in this section. These requirements and features are revisited in Section 3 and 4 to review the capabilities of frameworks presented in the literature and compare them with the X-DPR framework. Now, we move on to Section 3, where we review the existing frameworks with a mindset of OES based requirements presented in this section.
REVIEW OF CAPABILITIES PROVIDED BY EXISTING FRAMEWORKS
In this section, we review recently developed existing frameworks -DOME, NetBuilder, Web-DPR, and FIPERbased on the requirements developed in Section 2. In Table 2 , the necessary features of engineering frameworks, based on the requirements presented in Section 2 are listed and existing frameworks evaluated for these features. From this review, we can determine what necessary features are missing in these frameworks.
DOME
The Distributed Object based Modeling and Evaluation (DOME) framework [6] is intended to integrate designer specified mathematical models for multi-disciplinary and multi-objective design problems. The focus of the DOME framework is to create a modeling scheme that handles the different variable types needed in engineering design; integrate multi-objective evaluation and optimization with design models; and provide an object based methodology to facilitate the integration of design models. In this framework, a product design problem is modeled in terms of interacting objects, called modules, each representing a specific aspect of the problem. One of the key assumptions of the framework is that product design problems are decomposable into subproblems. The decomposition reflects both physical subdivision of the product into components or sub-assemblies and the division of analysis expertise. Each object represents a subset of an aspect of the problem and acts as a stand-alone model managing the data and services that it can provide. An integrated design model is realized by objects representing different parts of the problem. These objects are executed simultaneously.
In summary, the DOME environment is focused on simulation based design and breaking down the design artifact into sub-systems that can be represented mathematically and may be distributed over the network. The framework is not designed with an open system paradigm, but with a product dependent distributed objects framework, which is more intuitive from a designer's point of view. It is platform dependent and, because it uses a CORBA protocol, requires lots of effort to create wrappers and the appropriate graphical user interfaces. DOME does not have a supporting tool for Table 2 . Review of distributed engineering frameworks with respect to desirable standardized framework features ■: Fully Implemented, ▲: Partially Implemented, Not mentioned: Not mentioned in literature management of objects in the framework and real-time information handling.
NetBuilder
NetBuilder [7] provides a mechanism for coordinating collaborative activities in a distributed environment. There are two key aspects to the NetBuilder approach. First, NetBuilder provides a compositional framework that allows designers to combine individual tools into meta-programs that capture the simulation process. These meta-programs can be executed and stored for future use. Second, NetBuilder supports wrapping individual modules so that they can be invoked as part of meta-programs in a uniform way. NetBuilder leverages mechanisms of distributed computing such as CORBA to provide a seamless integration of networked resources. NetBuilder provides the capability of capturing dependencies among simulation subtasks in terms of links connecting metaprogram modules. When a meta-program is run, the NetBuilder scheduler determines which modules may be executed by checking to see whether the appropriate input data is ready. Each analysis tool is wrapped which allows it to accept input and produce output in a standard format. NetBuilder also contains a module wrapping toolkit to support encapsulation of existing tools as CORBA-compliant modules.
NetBuilder has most of the features that are needed for a standardized framework. Real-time management of process information is a valuable feature, as is the mapping communication protocol. However, there are some features which are only partially implemented, which limits NetBuilder's usage as a standardized framework. CORBA itself requires that separate wrappers must be developed for all modules being integrated.
The framework enables interfaces between modules on heterogeneous platforms, but components of the framework (such as meta-programs) cannot run on heterogeneous platforms. The descriptions of service assets are clearly defined in the Resource Catalog; however, there is not enough information for a user to find an appropriate service asset, and the format of the Resource Catalog is not an industry standard. In summary, NetBuilder enables rapid and dynamic assembly of systems distributed on a large scale, but has limitations in serving as a standardized framework. However, it represents valuable progress toward a standardized engineering framework. 
Web-DPR
Web-DPR [8] has been developed based on the communication framework of PRE-RMI [9] . The major objective of Web-DPR is to make agent services accessible with a simple Java enabled web browser. A Java Web Server was introduced in the framework, it accepted HTTP requests from browser and returned HTTP responses to the browser [10] . The essential components of the Web-DPR framework are a web server, framework database, coordinator and Agent Template [11] .
The Web-DPR framework database stores information about available agents, the event channels they are registered to and other information about the design process. A client sends a request to the web server, this request is then transferred to event channels. The event channels then forward the request to agents. Information is transferred between various agents either as messages or as engineering data. A message is a short note or a command to other engineers, which is independent of product design domains.
Engineering data includes data files, CAD models etc. This engineering data is archived in a central data vault. In Web-DPR, the event is split into message and engineering data in order to ensure that an agent's functions are totally independent of the functions of other agents.
A Java based application, Agent Template, is used to create and deploy agents easily into the framework. With the Agent Template, users do not need to have much knowledge about the internal implementation details about the framework.
Web-DPR has standardized features including a general message construct based on Java-RMI, Dynamic Web-browser User Interface (UI), standardized wrapper (Agent Template), etc. However, it cannot support the detailed access to remote objects since it wraps distributed modules using an Agent Template, which provides only abstract access to these remote objects. The dynamic Web-browser UI cannot take range values, nor select alternatives. The Web-DPR framework does not support parameter mapping between tasks or task decomposition. This framework uses a web server to publish agent services to the web so there can be a bottleneck on the web server.
FIPER
FIPER (Federated Intelligent Product EnviRonment) [12] is composed of three different layers -Core Infrastructure, Core Extensions and Application Components. The Core Infrastructure provides the foundation for the environment and is comprised of a collection of services for handling process management and data communication and storage [12] . The Core Extension contains modules that can be plugged into the Core Infrastructure and allow organizations to use existing IT infrastructure. The Application Components provide the functionality desired by the users and can be published to the environment. FIPER uses a standard Java based wrapping mechanism to allow easy creation of components for the environment. The FIPER Standard Development Kit (SDK) is provided to help write necessary Java code and execute it. The FIPER library is a virtually centralized and physically distributed repository for publishing, searching for and retrieving components. It facilitates collaboration by sharing the services offered by the Application Components. It also allows an engineer to assemble components into a workflow model of his/her design process.
In terms of the desirable features listed in Section 2, the FIPER framework is the most advanced. However, it still has some restrictions. FIPER is implemented based on the clientserver protocol, which is not a mutually independent communication protocol. The FIPER framework does not encourage consistency between the agent services' description and the client's user interface. Service providers must create a new GUI for clients using FIPER SDK when an agent service is changed. FIPER also does not handle real-time process management.
Comparison of Frameworks
The capabilities of NetBuilder, Web-DPR and FIPER are summarized in Table 2 . Each table entry is marked as ■ Fully Implemented or ▲ Partially Implemented. These three frameworks have many features that a standardized framework should have, but in each case, the information constructs, e.g., service description constructs and message constructs, are based on their own protocols and not industry standards and the information constructs do not contain enough content to describe complex engineering tasks. The DOME framework is designed as product centric and not process centric.
In the next section, we discuss our effort towards a standardized framework -X-DPR. The features of the X-DPR framework are evaluated against the requirements discussed in Section 2.
X-DPR (EXTENSIBLE DISTRIBUTED PRODUCT REALIZATION) ENVIRONMENT
In this section, we discuss the X-DPR framework, which has been designed as a standardized framework. This discussion is provided in the context of requirements established in Section 2.
Overview of X-DPR
The X-DPR framework is designed based on peer-to-peer communication between agents, where each agent is an independent entity communicating with other agents. X-DPR is an open system in which different modules can be easily integrated into the system for enhancing the functionality of the overall system. Engineers can integrate their own applications residing on their machines with X-DPR, this will help to create a global library of engineering tools over the Internet. This library can then be integrated with tools from other areas such as marketing, sales or other business services to realize a global enterprise. X-DPR framework supports meta-design using the Design Support Problem (DSP) Technique [13] . The system is designed so that a designer can easily model his/her design process using visual tools. This capability for metadesign is unique in X-DPR. Engineers can then connect process models with services available in the global library using the Internet and execute complete design processes online. X-DPR provides flexibility at a design process level. It enables designers to design a process and replace entities of process with other entities later. The framework allows engineers to develop and execute process models collaboratively. Thus multiple designers distributed around the globe can work together as a team on product realization projects. A detailed discussion about each element of the framework is presented in Section 4.2.
Elements of the Framework
In this section, we describe the elements of an X-DPR framework in further detail and show how these elements fulfill the requirements presented in Section 2. The elements 
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Figure 1 Block diagram of X-DPR framework
of the X-DPR framework are shown in Figure 1 . In this figure, two agents are shown along with the client application. The exchange of information between various elements of the framework is also shown. The application used to create process diagrams, manage the flow of information and access client-application agents remotely has four elements -a process diagram tool, a dynamic user interface generation tool, an XML data viewer tool and an XML mapping application. With the process diagram tool, users can create their own networks of tasks. These tasks can be assigned to agents available over the Internet. The user can search for available agents through with a search service that is essentially a database containing the location and description of the agents. Once a task in the process diagram is assigned to an agent, it can be executed from the process diagram tool. The dynamic user interface generation tool extracts information from the description file (WSDL) of an agent and creates a user interface for the client based on the inputs taken by the agent. The XML mapping tool maps the XML based input-output interfaces between different agents. It facilitates the smooth and seamless flow of information from one agent to another. The information generated throughout a process is archived in a data repository, which is basically a repository of XML files outputted by various agents.
Process diagram tool
The process diagram tool, Figure 2 , is used to model a product realization process, and then it can be used to invoke the available agents integrated into the framework. The tool is a coded in Java and hence is platform independent. This tool contains a white-board on which the process diagram can be created by simple drag and drop operations. The process diagram construction toolbar aids in this process of creating flow diagrams with blocks and connecting lines. These blocks represent various tasks in a design process and the connecting lines indicate the flow of information from task to task. The tasks can be assigned to any of the web services available over the network. 
Figure 2 Process diagram toolbar in the X-DPR framework
The search toolbar is used to search for available services. The Decision Support Problem Technique (DSPT) [13] toolbar is used to model a design process in terms of phases, events and tasks and it also contains links to decision support tools for the design process. The file transfer tool is used for sending and receiving files (for example, CAD files) to various agents. The process diagram tool supports a hierarchical process development decomposing a task into sub-tasks. This means that a designer can move from a higher level in the process and then design a particular task as a network of subtasks.
Dynamic User Interface (UI) generation
If an agent requires user input, a graphical user interface must be developed for this purpose. The kind of interaction of an agent with the user varies from case to case and different graphical user interfaces are required for different agents. Since it is not possible to create a separate user interface and code it into the client, a dynamic graphical user interface is created based on the number and types of input that the agent requires.
Two types of dynamic generation of user interface generation are considered:
o The first type corresponds to a situation in which the inputs required from the user are very simple -for example, a few different parameters must be specified in a function. In this case, the description of the required inputs to the agent can be extracted directly from the web service description (WSDL) file. Inputs from the user are generally taken with simple text boxes. The process of customized user interface generation can be accomplished as follows: (i) the client looks for the WSDL document published by the service, (ii) from the WSDL document, the client extracts inputs and the corresponding data types, and (iii) the client generates a graphical interface for the user inputs. Based on the data entered by the user, the agent is executed.
o The second type of user interface generation corresponds to a situation where the inputs of an agent are complex XML tree structures. For example, the input to a design of experiments agent implemented in iSIGHT [14] is in the form of an XML file which requires complex interaction with the user. The user must enter all the DOE parameters and their ranges. The user also needs to enter the type of DOE to be performed. In this case, the complete description of the inputs and how the user inputs will be taken are not available in the web service description (WSDL) file. In this case, a single XML file describing the user interface must to created at the agent and deployed at the agent itself. The client accesses this description file remotely and a user interface is created automatically at the client for that agent. The process is shown in Figure 3. 
Interface mapping tool
In a generic framework where different applications provide vastly different functionality it is very likely that the output of one agent will not be exactly that which is required as the input to another agent. To achieve a seamless flow of information between agents, the outputs need to be converted into a format compatible with the inputs to other agent. In general, if there are n agents, the number of conversions required will be n*(n-1). For example, let us assume a twostep design process in which a designer is investigating the effects of some design variables on the strength of a mechanical component. The first step in the process is to carry out a design of experiments in the design space. The design of experiments is performed using a commercial application such as iSIGHT. The result of the DOE is a set of points in the design space at which the analysis is carried out. The analysis of the component at these points is carried out in a FEM program such as Ansys [15] . The output of the design of experiments from iSIGHT is in iSIGHT's own ASCII file format and the input to the Ansys FEM solver requires Ansys' ASCII file format. Figure 3 Dynamic UI generation using UI description XML file For automatic transfer of information from iSIGHT to Ansys, a designer must write a parser to convert one file format into another. To overcome this problem of developing separate converter applications, an interface-mapping tool is created that can be used to map information output from one agent to the inputs of another. Here, the term interface refers to the structure of information input and output by agents. This tool has the capability of mapping XML structure from the output of one agent to the XML input of another agent (see Figure 4 ).
Messaging and agent description in X-DPR
The transfer of information between different software applications in X-DPR is through XML based standards such as the Simple Object Access Protocol (SOAP) [16] . XML is a platform-and language-neutral standard for representing information. The benefit of XML is that it separates data from meta-data (i.e., information about the data). XML is also being adopted as a universal standard for representing information in distributed computing frameworks. SOAP is a communication mechanism based on XML. It is also a platform and language independent standard. Previous communication protocols, such as CORBA (Common Object Request Broker Architecture), DCOM (Distributed Component Object Model), EJB (Enterprise Java Beans) and Java-RMI, share the common problem that they are incompatible with each other and that the applications deployed with these protocols cannot be accessed through a firewall. The SOAP protocol addresses this problem. SOAP uses simple an HTTP request-response based communication, allowing it to pass through corporate firewalls [17] . A SOAP message typically contains an XML message along with an HTTP header.
In X-DPR, we use XML to define interfaces between different design activities, SOAP for message transfer between distributed applications over different platforms and WSDL to describe different web services.
Publishing a service
The agents are published in the X-DPR framework simply by creating a description file based on the WSDL standard. The client retrieves the information from the WSDL description and creates a user interface for the agent. WSDL documents can either be created manually or can be created automatically using commercially available toolkits. The Microsoft SOAP toolkit [18] can be used to create WSDL document for COM objects and the WASP toolkit can be used for creating WSDL for java classes.
Asset search service
The task of searching for agents appropriate for a particular task is implemented as a web service in itself. This web service is called the Search Service. The Search Service maintains a database of links to WSDL files with a description of the service. Currently, the new agents in the database are populated manually and the database is created in Microsoft Access. However, it is planned that the Search Service will perform a running search on the Web for WSDL description files. The agent search service also maintains information about whether the service is currently in use or not. Whenever a user searches for an agent, the search service automatically gives a list of available agents. Keeping the Search Service as a separate module is helpful because it can be developed independently of the framework and thus replaced with a different service at a later date. This also leaves open the possibility that if commercial web service search engines are developed in the future, they may be integrated into the framework.
X-DPR as a standardized framework
We have discussed the elements of X-DPR, implemented as a standardized framework. The requirements of a standardized framework and associated capabilities of X-DPR are summarized in Table 3 . The main features of X-DPR as a standardized yet flexible framework are:
Flexible mapping of information interfaces between agents using the XML mapping tool
In X-DPR the web is used as a backbone along with the associated technologies (Java, web browsers etc.) and standards (XML, SOAP, WSDL etc.) for communication. In X-DPR, XML is used because it formalizes the semantics of the contents of information and facilitates electronic data exchange. As we have seen previously, most of the earlier frameworks focused on standardizing data models and information exchange between agents. This caused problems while integrating new tools into the framework. Any new tool to be integrated to the framework must abide by the standards of information exchange and also abide by the standardized schema in which information is stored.
The interface-mapping tool helps to achieve flexibility in defining data structures for storing and passing information. Hence, the agents have flexibility in defining the structure of information flowing in and out and by using the XML standard in the X-DPR framework, the system is more flexible, easily configurable and open (see Table 1 ). The use of interface mapping tool can also be used for mapping different domain ontologies. Information schemas from various domains can be mapped to each other to accomplish an enterprise level transfer of information rather than just information transfer between software applications.
Standardized means of describing user interfaces (UIs)
Another important issue while developing distributed agent based systems is the way users interact with remote agents. Most of the frameworks developed until now have assumed that a fixed set of agents are deployed into the system and fixed user interfaces have been created for each type of agent. However, in an open engineering system in which it is not known what kinds of agents will be deployed on the framework and what kinds of interaction will be required with the system, it is difficult to create individual user interfaces for each agent. This problem is amplified when each agent is configured differently for different processes. In X-DPR, dynamic user interface generation at the client side is used to overcome this problem. This feature ensures that the user interfaces can be reused on heterogeneous platforms and for different programming languages (see Table 1 ).
Standardized means of representing process information (using DSP Technique)
In X-DPR framework, the capability for meta-design is provided using the DSP Technique. It helps designers to rapidly configure design processes and use distributed resources to execute the processes. This capability fulfils the requirement of rapid configuration of product realization environment (see Table 1 ).
Standardized messaging protocols based on XML
The use of platform and language independent XML based standards ensures that the framework is usable on heterogeneous platforms and heterogeneous programming languages (see Table 1 ).
Standardized description of assets using WSDL
Some of the frameworks such as Web-DPR describe some information about an agent such as the location of the agent and whether it is currently available. However, there is no information about what kinds of tasks the agent can perform so that a remote user can determine the applicability of the agent for the task at hand. In the X-DPR framework, we use the XML based standard WSDL (Web Service Description Language) to describe the capabilities of agents and ways they can be invoked.
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Copyright © 2003 by ASME Figure 4 Mapping of interfaces between two agents This fulfils the requirement of a standardized framework to adapt to agent services changes (see Table 1 ). Whenever there is a change in the services provided by an agent, these changes are automatically reflected in the corresponding WSDL files.
Other features of the X-DPR framework related to the standardization requirements are outlined the Table 3 . In the next section, we discuss the limitation of the X-DPR and future work.
Limitations and future work
X-DPR satisfies most of the features that are needed for a standardized framework; however, some features do not fully support the requirements addressed in Section 2. In this section, we discuss the limitations of X-DPR as a standardized framework and address possible future work.
In the X-DPR framework, web services are described using WSDL files. As mentioned in Section 4.3, these files describe functions that can be called remotely in a software program and are used to index and search for available agents in an agent service database. These are the reference files to form the Dynamic UI for remote users. However, in engineering, the amount of information currently conveyed in WSDL is inadequate if there are a number of services available, which provide similar functionality. Description files must provide more information about the services. For example, a design of experiments agent should provide information when a specific technique should be used. A simulation program should also provide information about the range of values of input variables for which the program is valid. We are developing an Extended/Engineering Web Service Description Language (E-WSDL) to meet this need.
Real-time management of process information is very important to reduce the mutual discrepancy of process information among distributed users mentioned in Section 2.8. Currently X-DPR supports sharing the common workspace using a process diagram whiteboard and process database; however, it cannot support the full requirements described, such as real-time updating of process information in the client application. The process database also does not support conflict management when different designers update a process simultaneously.
CLOSURE
The integration of the communication infrastructure of industry is essential. Industry and academia have tried to standardize data formats, which are platform-and application independent. There has been a lot of effort to construct computational communication frameworks to integrate distributed resources (software, hardware, and human experts); however, those tend to be domain specific solutions or hard to reconfigure.
We have designed and implemented a flexible standardized engineering framework for distributed product realization, X-DPR. The Open Engineering Systems paradigm, which includes modularity, mutability, and robustness, is the reference concept for the formulation of requirements for a standardized framework. These are: o Adaptability to network architecture changes or malfunction o Usability on heterogeneous platform with heterogeneous operating systems o Adaptability in the face of heterogeneous programming languages for different agents o Ability to transmit message and data changes o Rapid reconfiguration of the product realization environment o Minimizing the impact of agent service changes o Readiness for future expansion o Management of process information to avoid discrepancies These requirements help us to identify the features a standardized framework should have. Four recent distributed engineering frameworks are reviewed in this paper. With the literature survey, we conclude that existing frameworks have some desirable features, but these frameworks do not fully satisfy the necessary requirements.
The X-DPR framework has been designed as a standardized framework as discussed in Section 4.3. The features that make X-DPR as a standardized framework are flexible mapping of information between agents, standardized means for describing user interfaces, standardized means for representing process information, standardized message protocols based on XML and standardized description of assets using WSDL. In X-DPR, the existing communication infrastructure is used as a backbone along with the technologies (Java, web browsers etc.) and standards (XML, SOAP, WSDL etc.) for communication. These provide flexibility of the framework and enable future expansion of the framework. The interface-mapping tool also helps to achieving this flexibility, because of it, agents can easily reconfigure information flowing in and out. The Client application supports rapid reconfiguration of engineering task and decision-making activities and also task decomposition to formulate hierarchical product realization processes. Standardized service description files (represented in WSDL) are used for creating graphical user interfaces and interacting with agents. In the X-DPR framework, an emerging industry standard Remote Procedure Call (RPC) protocol, SOAP-based agent wrapper provides much more flexibility and ease of implementation than is available in the other frameworks. Workflow information is shared among distributed users by the Process Diagram Whiteboard in real-time. The most important advantage of the X-DPR framework is that it is compatible with other business frameworks. We imagine X-DPR framework as a link between engineering framework (that manage design chains) and business framework (that manage supply chain).
