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CO-REGISTRATION OF PAIRED HISTOLOGICAL SECTIONS AND 
MRI SCANS OF THE RABBIT LARYNX 
ESHAN ASHOK NIRODY 
ABSTRACT 
Co-registering images of different modalities, termed intermodal image 
registration, is an important tool in improving our understanding of how certain features 
detectable in one modality might manifest in the other. However, structural changes – 
usually the result of tissue processing or noise in image acquisition – can make matching 
difficult. In this thesis, I outline a pre-processing protocol for co-registration of paired 
histological sections and MRI scans as well as discuss different co-registration strategies 
using the rabbit larynx as a model system. 
ABSTRACT 
  
  v 
 




Reader Approval Page…………………………………………..………………………..iii 
ABSTRACT ....................................................................................................................... iv 
TABLE OF CONTENTS .................................................................................................... v 
LIST OF TABLES ............................................................................................................ vii 
LIST OF FIGURES ......................................................................................................... viii 
INTRODUCTION .............................................................................................................. 1 
METHODS AND RESULTS ............................................................................................. 7 
Sample Preparation ............................................................................................................. 7 
Image Processing: MRI scans ........................................................................................... 11 
Image Processing: Histological Sections .......................................................................... 21 
Table 1 .............................................................................................................................. 28 
DISCUSSION ................................................................................................................... 31 
Improvements ................................................................................................................... 31 
Feature Extraction and Registration Strategies ................................................................. 32 
CONCLUSION ................................................................................................................. 41 
  vi 
 
Future Work ...................................................................................................................... 41 
BIBLIOGRAPHY ............................................................................................................. 45 
VITA ................................................................................................................................. 47 
  
  
  vii 
 
LIST OF TABLES 
 
Table Title Page 








  viii 
 




Figure Title Page 
1 
2 
Representative MRI slice and histological section 
MR image before and after contrast stretching 
      10 
      11 
3 Preprocessing to remove tube walls       12 
4 MR image cavity mask generation       18 
5 MR image cartilage mask generation       20 
6 Histological section background removal       21 
7 Histological section alignment        23 
8 Histological section cavity mask generation                                 25 
9 Histological section cartilage mask generation       27 
10 SURF and FAST features        36 
11 MSER features        39 
   
 1
INTRODUCTION 
Simple automated matching algorithms that co-register images of different 
modalities (intermodal image registration) can improve our understanding of how certain 
signatures and features only detectable in one modality manifest in the other. This has 
positive implications for both manual and automated diagnostics when these features are 
associated with specific pathologies. However, structural changes in the tissues or organs 
being studied can make co-registration difficult. Such changes are usually the direct 
results of tissue processing prior to image acquisition or reflective of conditions 
surrounding the image acquisition procedure. 
Co-registration and alignment are closely related but not synonymous. Both refer 
to the application of affine transformations to an image to maximize the overlap between 
certain regions of interest in the image and the reference image [3, 9]. Affine 
transformations are combinations of linear transformations, which are done with respect 
to the origin, and translations. Importantly, affine transformations preserve the 
collinearity, parallelism, and the ratios of distances between points on a line. Thus, non-
affine transformations would include any non-linear transformation or linear 
transformations that are not applied over the whole image [9]. 
 For two dimensional images, alignment includes only combinations of rotation 
and translations along both axes. These are known as rigid body transformations because 
they preserve the distances between points on the image. Two dimensional co-registration 
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includes the rigid body transformations as well as additional linear transformations such 
as scaling, reflection, and shear. Because of its greater scope, the term co-registration is 
often used in place of alignment even when only rigid body transformations are 
considered [9]. 
A particularly important example of co-registration between image modalities is 
the mapping of features from in vivo, ante-mortem MRI scans to digital images of post-
mortem histological sections of the same organ or tissue. This process is complicated by 
gross structural deformations. A study by Singh et al, which explored this exact issue 
with coronal scans and sections of brains, provides a decent overview of these challenges. 
Ignoring the often significant window of time that passes between the in vivo and post-
mortem examinations, most of these deformations occur during the tissue processing 
steps. These would include the collapse of brain structures and ventricles after extraction 
from the cranial vault, uneven shrinkage, from dehydration, and variation in thicknesses 
and orientations within and between the slices. The authors of the study assert that the 
severity of these deformations made the direct co-registration of reconstructed 3D 
volumes from the slices and sections unfeasible. Instead, individual slices or sections 
from each modality were matched to volumes constructed with slices or sections from the 
other [23].  
Given the recent and increasing diversity in medical imaging, not only in terms of 
modality but also acquisition and applications, many imaging technique combinations 
similar to the one described above have not yet been properly explored and exploited. In 
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many cases, the co-registration performed might not involve shared image features but 
depends on some parameter of the acquisition method. A study by Prasad et al. examined 
the effectiveness of techniques for co-registering intravascular ultrasound (IVUS) and 
angiography [17]. Using ECG gated fluoroscopy, the authors were able to track the 
position of the ultrasound probe relative to the stationary catheter tip while obtaining 
intravascular ultrasound images. Temporal synchronization of the two images were also 
necessary. Knowledge of the IVUS frame rate, rate of pullback of the ultrasound probe, 
and time stamps from ECG gated fluoroscopic images allowed the authors to accurately 
co-register, or map, the ultrasound images to vessel regions on the angiogram. This new 
technique could reveal important location specific luminal characteristics such as 
atherosclerotic burden and demonstrates yet another use of intermodal image registration 
[17]. 
Co-registration of images of the same modality can also be useful for the mapping 
of features between different subjects or between scans of the same subject at different 
time points. A very clear example of this are pre-processing algorithms for deep-learning 
or PCA-based approaches to chest X-ray diagnostics. Several algorithms exist which 
depend upon the proper co-registration of the ribs or other redundant anatomical features 
to achieve successful alignment of the actual regions of interest, the lung fields [14, 18]. 
The salient features in this case would be the bronchial trees and alveoli, features which 
exhibit such great spatial and morphological variation between subjects that their 
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detection is often more contingent on their locations relative to other less variable 
features, such as the ribs.  
In a similar vein, the most useful image features for classification, prediction or 
co-registration are sometimes unknown and impossible to segment and isolate during 
preprocessing. Deep learning refers to a set of methods that extract the best, previously 
unspecified features to minimize some kind of loss, defined as a measure of the deviation 
from the ground truth. This is mostly commonly accomplished through neural networks 
[7]. By extracting features shared by images taken in different modalities and mapping 
them to each other, such an algorithm could employ local features as stable landmarks to 
dewarp images and reduce artifacts. Unfortunately, both traditional machine learning and 
deep learning algorithms are of limited utility when datasets are too small or the 
procurement of samples (instances) for learning is difficult.  
The most common ways of mitigating this are to expand the dataset through 
patch-based methods, dataset augmentation, or both [22]. In image processing, patch-
wise learning uses a preprocessing step prior to training to decompose an image into 
several sub-images, or patches. These patches retain the labels given to their parent 
images. However, in the case of complex anatomical structures, patchwise learning can 
falter due to the sparseness of relevant features within each image. Additionally, patch-
based methods are usually unsuited to co-registration due to the mis-alignment of paired 
images, compromising the validity of the patch labels. Proper mapping of patches could 
be learned: deep object co-segmentation has been performed before but requires either a 
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large training set or reliable features that are also much more homogeneous than most 
tissue structures in complex organs [14].  
Dataset augmentation can take the form of simple yet diverse transformations 
applied to each training image pair. Synthetic training set instances should be sufficiently 
different from each other to avoid over-fitting, the learning of features not generalizable 
to cases outside the dataset, which compromises external validity. This paper will explore 
methods of supervised automated feature selection for the larynx, a complex organ with 
different tissue types, in the context of future intermodal image co-registration. These 
features might also be amenable to dataset augmentation at specific stages of 
preprocessing. 
As of yet, none of the preprocessing and intermodal image registration techniques 
used in the studies described above have been applied to images of larynges or of any soft 
tissues of the neck. Some medically relevant work has been done with intramodal image 
registration of MRI or CT scans of the human head and neck at different time points for 
cancer radiation therapy and dose measurement in the same region [19]. Histological 
sectioning is often limited to the imaging of biopsied samples rather than whole organs in 
clinical applications. However, intermodal registration of scans and sections of the whole 
larynx would be useful for the construction of virtual models for educational purposes 
and surgical simulations. In contrast to the other complex organs such as the brain, heart, 
and lungs, the different tissues composing the larynx– cartilage, muscle, and epithelium – 
are all visible and easily distinguishable to most clinicians in both MRI scans and stained 
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histological sections. Several pre-registration processes will be discussed in this paper, 







METHODS AND RESULTS 
Sample Preparation 
Rabbit larynges were donated by a local butcher and immersed in 5 ml test tubes 
containing fomblin. Using a high-field, 11.7 Tesla upright Bruker MRI, T1 weighted 
FLASH scans were acquired of each larynx in the coronal plane. Each scan had an echo 
time (TE) of 3ms and a repetition time (RT) of 773 ms. The slice thickness was 750μm 
with an interslice gap of the same thickness. The tube walls were visible in the plane of 
section and were useful landmarks in locating certain anatomical features. 
After imaging, the larynges were fixed in 10% formalin for 24 hours. Each larynx 
was then bisected into halves coronally and processed in separate blocks for paraffin 
sectioning. Each half block was coronally sectioned from its inner face starting at a depth 
of 50μm into 6μm slices with an inter-slice distance of 25mm for a total of 8 slices for 
each half block. Thus, the whole larynx was sectioned coronally from the middle in both 
the anterior and posterior directions into a total of 16 sections.  
The tissue sections were then stained with standard hematoxylin and eosin (H&E) 
stains and scanned with a Pannoramic MIDI II (3DHISTECH Ltd) automatic digital slide 
scanner at 20x mag to produce virtual microscopy images. The MRI scans and 
histological sections were stored as digital images in .dicom and .tif file formats, 
respectively. All tissue processing and MRI scanning were done in separate facilities. All 
image processing was done on MATLAB with extensive use of the Image Processing 
Toolbox. Because of time constraints and difficulties in sample procurement and 
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preparation, only one larynx from a single individual rabbit was used for this study. The 
ages, sexes, breed, and provenance of the rabbits are uncertain as all larynges were 
specially obtained as surplus from a local butcher. 
 Two representative side by side images of an MRI scan slice and histological 
section are shown in figure 1. The thyroid cartilage segments have been marked in green 
and blue on the right sides of both images. The MRI scans slice was acquired at a depth 
of approximately 1 centimeter from the anterior surface of the larynx (Figure 1a). The 
histological section was taken from a depth of 50μm anteriorly from the center of the 
larynx (Figure 1b). Both were estimated to be deepest and the widest coronal sections in 
their respective sequences of slices and sections. Despite the similarity in their 
approximate locations, the slice and section look very different from each other. 
 Certain MRI scan slices, such as the one in Figure 1a, appear to span the entire 
length of the laryngeal cavity in a single longitudinal coronal section and give the correct 
impression that the larynx is an open ended tube. However, because of imprecisions in 
the sectioning process, the histological sections were cut slightly oblique to the real 
coronal plane. This, along with the fact that the larynx is tapered (an inverted cone 
pointing toward the esophagus), means that the laryngeal cavity is not present along the 
length of the entire section, giving the appearance of a blind or closed tube, even at the 
deepest sections (Figure 1b). 
 The thyroid cartilage is probably the most prominent cartilage feature in either 
image of Figure 1. The differential staining in the H&E stained histological section 
makes it relatively easy to locate compared to the low contrast of the MRI scan slice. The 
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poor differentiation between the muscle and cartilage in the T1 FLASH MRI scan is 
expected since the water content and T1 relaxation times of the cartilage and muscle are 
similar, though cartilage’s relaxation time is slightly lower, likely due to the effect of the 
collagen matrix. The cartilage should appear a little lighter than the surrounding muscle. 
 The right thyroid cartilage appears as two vertically oriented noncontiguous 
segments in the histological section and only one segment in the MRI scan. The visible 
cartilage segments in the MRI slice corresponds to the longer more lateral segments in 
the histological section, both marked in blue. The apparent mismatch results from 
differences in the orientation of the plane of section, which reduce its area in the plane of 





Figure 1. (a) A T1 weighted FLASH MRI scan coronal slice of a larynx taken from 
a depth of approximately 1cm from the anterior surface. (b) An H&E stained 
histological section taken from a depth of 50μm from the center. The thyroid 
cartilages on the right side of either image have been highlighted in green and blue. 
The blue segment from the histological section is not visible in the MRI scan slice. 
Both images have had their backgrounds removed. 
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Image Processing: MRI scans 
Image processing for the MRI scans began with contrast stretching, via the 
imadjust function (Figure 2). Contrast stretching works by finding the difference between 
the top and bottom percentiles (e.g. 1st and 99th percentiles) of the image’s grayscale 
distribution and scaling this difference to equal the full possible range of pixel values (0 
to 255 for 8-bit integers) [12]. All pixel values are multiplied by this scalar to create a 
contrast stretched image. The default values of the 1st and 99th percentiles were used. 
For all processing steps, any motion artifacts caused by movement of the larynx or tube 





Figure 2. (a) An unedited coronal MRI scan slice of a rabbit larynx from an 
approximate depth of 10.5mm along the anterior to posterior axis. (b) The same 
image after contrast stretching. All subsequent processing steps for the MRI 
scans were performed on contrast stretched images. 
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 Hard grayscale thresholds were calculated for the scan slices using the multithresh 
function (Otsu’s method). Otsu’s method works by incrementing a threshold so that the 
intra-class variance, the variance within each of the two clusters, is minimized. This can 
also be visualized as the threshold stepping across the entire image histogram of 8-bit 
grayscale value frequencies; the threshold value is chosen to maximize the between-class 
variance between the two groups of bins below and above the threshold [1]. 
Using the imbinarize function, binary masks were made of the larynges and the 
tube walls (Figure 3a). All pixels with grayscale values below the threshold were 
assigned a value of 0 and were made to appear black, and all pixels with grayscale values 
above the threshold were assigned a value of 1 and were made to appear white. As 
expected, the higher value pixels that made up the larynges and tube walls showed white 
in the binary mask against the black background. Pixels were summed along the columns 
and across the rows, and the sums were stored, essentially providing counts of the 
numbers of pixels in each column.  
The columns corresponding to the vertically spanning mask regions of the tube 
and laryngeal body walls typically yielded high sums, while the columns corresponding 
to the gaps between the tube and the larynx and the laryngeal cavity yielded low sums. 
When these values were plotted as a line graph, the gaps and the laryngeal cavity could 
be represented as local minima (Figure 3b). The islocalmin function was used to find the 
column indices of all local minima. Small local minima by comparing the differences 
between all points. The search was further restricted to those minima with prominence 
values greater than the mean prominence of all minima. Prominence here refers to the 
 13 
 
shorter of the two vertical distances between the local minimum and it’s two neighboring 
maxima. The prominences for the majority of minima were zero. 
Using a k-means clustering algorithm via the kmeans function, the columns 
corresponding to these minima were clustered into 3 groups, with the centroid of each 
group being recorded. K-means algorithms work by randomly plotting a k number of 
prospective centroids and calculating the distances between all points and the plotted 
centroids. Points are assigned to clusters based on which prospective centroid they are 
closest to. New centroids are calculated for the proto-clusters. In the update step, centroid 
locations and cluster assignments are repeatedly revised to minimize intra-cluster 
variance [13].  
Two of the clusters of indices would reference the columns of the gap between the 
tube and the larynx, and a third central cluster would possibly indicate the presence of a 
laryngeal cavity. This information was used to crop out the tube walls from the images. 
Image size was preserved by setting all pixels in all columns lateral to the centroids of the 






Scan slices for which the central cluster was not contiguous with the two outer 
clusters were flagged as cavity-containing slices in which the laryngeal cavity was 
captured in the image’s scanning plane. Masks were created of the larynges by first 
binarizing the image using the multithresh and imbinarize functions as described before 
(Figure 4a). A negative distance transform of the binarized image was computed using 
Figure 3. (a) The binarized image. A global threshold was calculated for the contrast 
stretched grayscale image using Otsu’s method. All pixels with intensities above 
the threshold were assigned values of 1, and all pixels with intensities below the 
threshold were assigned values of 0. The colored clusters of plotted points 
represent k-means clusters of columns corresponding to high prominence local 
minima of summed column pixel intensities. (b) A graph of the prominence values 
for all local minima for the summed pixel intensities along all columns. Columns 
whose sums were not local minima were assigned prominence values of 0. (c) The 
scan with the tube walls cropped out and set to the background value of 0. 
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the bwdist function (Figure 4b). The distance transform assigns each pixel in a binary 
image a value based on the distance (number of pixels) between it and the nearest white 
pixel, or pixel with a value of 1. Using the negative of this distance ensures that the pixels 
farthest away from the boundaries of the object are assigned the lowest values while the 
pixels comprising the object have their values capped at 0. 
A watershed transform was applied to segment and isolate the laryngeal cavity 
space via the watershed function. A watershed transform is a commonly used low-level 
image processing technique to separate and segment regions of the image into component 
shapes [20] (Figure 4c). It produces results similar to shape decomposition that use 
thresholds for concavity and curvature, but with fewer computations. Different 
components could be visualized as catchment basins of varying depths given by the 
values obtained from the distance transform. Following the use of a flood-fill algorithm 
to fill the catchment basins starting at local minima, the sections where the flood pixels 
meet, or “watersheds” form the lines of separation between components. Using this 
technique on a negative image results in the preferential segmentation of all negative 
space in the original binarized image, including the laryngeal cavity and the background, 
with depths being represented by pixel intensity values. 
The isolation of the components comprising the laryngeal cavity was 
accomplished through a series of steps. The image was binarized and the indices of all 
pixels of all objects were stored in a cell array of connected components using 
bwconncomp with the default setting of 8-pixel connectivity (Figure 4d). Bwconncomp 
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works by labeling all foreground pixels in the binary input image through a flood-fill 
algorithm. The algorithm first scans the image for unlabeled foreground pixels and 
depending on the specified connectivity, will search through a certain number and pattern 
of the pixel’s neighbors for unlabelled pixels, labeling them and searching through their 
neighbors until none remain unlabelled. These indices of the labelled pixels from this step 
are stored as a connected component [8]. 
 Once the components were isolated, any component whose column indices did 
not intersect with those columns of the central cluster corresponding to the laryngeal 
cavity were excluded from the cell array. Of the components that did intersect with the 
central cluster, only those with 90% of their rows represented in the intersection were not 
excluded. These mostly arbitrary designations were required to reliably segment cavities.  
The remaining components were merged with a morphological closing algorithm 
via the bwmorph and imfill functions. Algorithms for morphological closing can vary, but 
typically involve separate dilation and erosion steps using the same structural element or 
kernel, in this case, a default 3x3 square of 1’s. Dilation specifically works by taking the 
structural element and passing it over all the pixels in the input image. If the intersection 
of the kernel and image is nonempty, the image pixel occupying the center of the kernel 
is assigned a value of 1. Erosion, which follows, is an opposite process in which for any 
pixel occupying the center of the kernel, if the intersection of the kernel and the input 
image is not completely full, the pixel is assigned a value of 0.  
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Algorithms for background filling are more diverse in their methods. MATLAB’s 
imfill function works in a similar fashion to the functions described above in that it fills 
“holes” in the foreground through repeated dilations until the output image is no longer 
different from the most recent input. Following morphological closing and filling, 
connected components were obtained once again using bwconncomp, and the component 
spanning the most rows, the longest, was isolated. This component was chosen as a good 
approximation of the area of the laryngeal cavity and used as a mask (Figure 4e). The 








Figure 4. (a) The binarized image to be used in subsequent steps for cavity 
segmentation. (b) The same image following the application of a negative distance 
transform. The highest values are assigned to those pixels farthest from the 
background. (c) The result of a watershed transform applied to the image. The 
polygonal components of different intensities represent “catchment basins” of 
different depths. Here, the medium shaded segmented areas in the middle correspond 
to the laryngeal cavity. (d) The binarized watershed transformed image. (e) A mask of 
the laryngeal cavity formed by isolating and combining the components of the 
binarized watershed transform. 
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Segmentation of the cartilage from the MRI images was complicated by the lack 
of definition between the cartilage and the surrounding muscle tissue, as the scans were 
grayscale images and lacked the resolution necessary for the detection of fine texture 
details that would aid in the differentiation of the tissues. The unedited scan slices were 
binarized with the imbinarize function, and masks were obtained of only the laryngeal 
bodies. For all scans the cartilage features most suited to co-registration, the thyroid 
cartilages, were located in the upper half of the images. The mask images were cropped 
to half their vertical sizes and used to isolate the regions of larynges containing the 
thyroid cartilages in the scans. A 3x3 standard deviation filter was applied to the images, 
and the filtered images were contrast stretched and had their non-zero valued grayscale 
regions inverted (had their complements computed) to brighten darker regions of interest 
(Figure 5). The results were that the cartilage regions of the MIR scans were 
approximately isolated. Attempts using more standard edge filters (e.g. Prewitt, Canny) 






Figure 5. (a) The contrast stretched scan with the tube walls removed. (b) An 
image of the thyroid cartilages isolated from the scan slice following the 




Image Processing: Histological Sections 
 Segmentation of the cavities and cartilage of the histological sections was 
straightforward owing to the color information stored in the images. The images were 
converted to LAB color values, and pixels with high luminosity values, defined as above 
a threshold of half the mean luminosity of the whole image, were designated as 







Figure 6. (a) Unedited coronal histological 
section of H&E stained larynx cut 200um 
anterior from the deepest coronal section. (b) An 
image of the same section with the background 
removed following thresholding. 
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 The modified images were then converted to grayscale using the rgb2gray 
function and thresholded and binarized using the same functions used to process the MRI 
scans (Figure 7a). Connected components were obtained using bwconncomp, and only 
those with areas greater than 10% of the largest component were retained. These 
components were used to generate masks corresponding to the body walls of the 
larynges, and all image pixels outside the areas of the mask were set to 0 (Figure 7b). 
This was expected to eliminate artifactual objects created during tissue processing, such 
as small tissue fragments, or imaging artifacts.  
 Unlike the MRI scans, the image objects were not centered in the frame of the 
images or aligned with respect to each other. The coordinates of all edge pixels of the 
masks were obtained with the in-built edge function, which uses a Canny edge detection 
algorithm (Figure 7c). The algorithm works in four steps [4]. In the first step, a Gaussian 
filter is applied to the image to remove noise. For the second step vertical and horizontal 
versions of a standard edge filter (such as a Prewitt filter) is applied to the image, and 
gradients and angles are calculated. In the third step, a filter is used to compare and 
suppress (set to 0) pixels whose gradients are weaker but in the same direction as their 
neighbors. This thins the wide, blurred edges produced by step 2. The last two steps are 
refinements of the 2nd step. They involve suppressing pixels with gradient values below 
a certain threshold and using blob analysis to preserve pixels with weak gradients but 
whose neighbors have strong gradients. 
 Edge detection was used to pare down the number of pixels necessary for the 
next, computationally intensive step. PCA (principal component analysis) was performed 
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on the lists of coordinates using the in-built pca function to determine the eigenvector 
describing the major axis of each mask (Figure 7d). PCA works by normalizing the data, 
calculating a covariance matrix, and computing the eigenvectors for each feature, or 
dimension [11]. Alignment of the images was achieved by using the imrotate function to 
rotate each RGB color image by the angle between the eigenvector and the vertical 
(Figure 7e).  
 
 
(a) (b) (c) (d) (e)
Lorem ipsum
Figure 7. (a) A binary mask of the histological coronal section of the larynx. (b) The 
same mask with the smaller, artifactual components (torn pieces of tissue removed). 
(c) Edge image following the application of a Canny edge detection filter and 
algorithm to reduce the number of computations performed the two subsequent 
alignment steps. (d) The mask with its major axis plotted through it. The major axis is 
described by the object’s highest valued eigenvector and was obtained through 
Principle Component Analysis (PCA) of the edge image. (e) The rotated foreground 




 Segmentation of the laryngeal cavities began with the creation of convex hulls 
around the vertically aligned laryngeal section masks (Figure 8b). Centroids were 
calculated for the hulls, and the aligned binary masks were then subtracted from the hulls 
to yield masks of the cavities and of any indentations on the surface of the mask. 
Connected components were obtained using bwconncomp (Figure 8c). Since the aligned 
masks were roughly bilaterally symmetric about the y-axis, and the cavities were 
centrally located, the centroids always corresponded to the coordinates of a pixel within 
the cavity object.  All connected components that did not contain the x-coordinate of the 
centroid among their indices were excluded in order to isolate the cavity mask (Figure 
8d).   
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(a) (b) (c) (d)
Figure 8. (a) A binary mask of the cleaned and rotated image. (b) A convex hull 
formed over the binary mask. The centroid has been plotted as a red asterisk. (c) 
Subtraction of the binary mask from the convex hull yields separate components 
forming the central cavity and exterior concavities. (d) Isolation of the central 
laryngeal cavity was achieved by eliminating all connected components that did not 
intersect with the centroid of the convex hull. 
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 Segmentation of the thyroid cartilages was achieved though a k-means algorithm 
applied to the color space. Most k-means algorithms can be divided into three steps. 
Naïve k-means algorithms divide a dataset into k number of clusters by assigning data 
points to the closest of k arbitrarily plotted centroids to generate prototype clusters.  
All foreground pixels were clustered into 2 groups with the kmeans function. The 
cluster with the greater mean red intensity value was expected to contain the coordinates 
of the pixels of the thyroid cartilages and was named cartilage (Figure 9b). The cluster 
with lower mean red intensity value was designated as the muscle cluster, though it likely 
contained other major tissue structures such as the mucosa (Figure 9c). The coordinates 
from the cartilage clusters were used to isolated the cartilages in the RGB images, and 
masks were generated using the imbinarize function. The masks were processed to 
remove stray pixels and morphologically closed using the bwmorph function and the 





Figure 9. (a) A grayscale image of the cleaned and rotated image with only 
the red intensity values displayed. Regions corresponding to cartilage were 
expected to have higher red intensity values. (b) K-means clustering with 2 
clusters was performed. The coordinates of pixels belonging to the cluster 
with the higher mean red intensity value were used to isolate the cartilage 
from the RGB image. (c) Regions of the RGB image whose coordinates 
correspond to the cluster with with lower red intensity values. This image 
contains mostly muscle and mucosal tissue. (d) Binarized and cleaned mask 





MATLAB Function Description 
imadjust Contrast stretching (expands image 
grayscale distribution) 
multithresh Grayscale thresholding 
imbinarize Generation of binary (black and white) 
image from input image and grayscale 
threshold 
islocalmin Return indices and prominence values of 
local minima in an array 
kmeans Randomly initialized multidimensional 
clustering algorithm to separate data into k 
number of distinct clusters 
bwdist Filter which calculates the distance to the 
nearest 0-valued pixel 
watershed Segmentation using a flood-fill algorithm 
for shape decomposition 
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bwconncomp stores indices of all contiguous object 
pixels in a binary input image 
bwmorph performs morphological operations such 
as dilation and erosion on a binary input 
image with a 3x3 kernel 
imfill fills in all “holes” in the foreground of a 
binary input image using a flood-fill 
algorithm 
rgb2gray converts an RGB input image to a 
grayscale image values by computing a 
weighted sum of the R, G, and B 
components of individual pixels 
edge detects edges of all orientations in a binary 
input image with multiple filters and 
thresholding techniques 
pca performs principal component analysis on 
a dataset to transform the data onto a basis 
with the largest possible variance and 
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retrieves the principal components 
(eigenvectors) 








 Some improvements could have been made to the sample preparation and 
segmentation methods used above. For example, using an MRI scan with isotropic voxels 
would allow for the image to be re-sliced to better match the cutting plane of the 
histological sections prior to segmentation. Using T2* weighted scans with a contrast 
agent could possibly improve the differentiation of the cartilage and muscle. 
 The isolation of the larynges in the MRI scan slices was accomplished by 
performing k-means clustering of the columns of the binarized image, each column 
having been assigned a value based on the number of white pixels it contained. Since this 
data is univariate, or 1 dimensional, containing with only one value per column, or data 
point, a different clustering method from k-means should have been used. The inherent 
randomness of k-means limits its precision when dealing with univariate data. Other 
methods, similar to Otsu’s method, such as Jenk’s natural breaks are more precise if less 
economical since they iterate through all points to find splits that guarantee minimal 
intra-cluster variance instead of stopping at a local optimum [1, 10]. However, these 
methods were not pursued. 
 Concerning the segmentation of the laryngeal cavities in the MRI scan slices, the 
distance and watershed transforms could have been substituted with the much simpler 
methods used for the segmentation of laryngeal cavities of the histological sections. 
Following the removal of the tube walls from the MR image, the image would be 
binarized again. The connected components in this image would represent the walls of 
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the larynx. These would be subtracted from a convex hull constructed around both 
connected components to yield a mask of the cavity. This procedure is entirely analogous 
to the one shown in Figure 8. 
Feature Extraction and Registration Strategies 
 The laryngeal cavity and the thyroid cartilages were chosen both for their sizes 
and distinct shapes as much as for their ability to resist deformation caused by the sample 
preparation and image acquisition methods. The structure of the larynx is such that the 
hollow cavity is ringed by the thyroid cartilage to prevent its collapse. The intercrossing 
of cartilage connective tissue fibers and differential staining were also expected to aid in 
its discrimination from the surrounding tissues, mostly muscle and mucosal tissue. 
However, texture discrimination would be more useful in potential future studies using 
higher resolution and contrast imaging techniques or different histological stains.  
 The laryngeal cavities were visible in the majority of MRI scan slices and all of 
the histological sections. Yet binary masks of the cavities could provide no useful 
information other than that related to the shape of the lumen since they only overlap with 
the image background. The contours of the sides of the binary mask could be a useful 
feature for image matching. A polynomial fitting algorithm could extract information 
about these. This was attempted without success and is not discussed in detail in this 
paper. 
 Corner detection algorithms such as SURF (Speeded-Up Robust Features) [2] and 
FAST (Features from Accelerated Segment Test) [21] were employed to extract points of 
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interest from images of the isolated cartilage regions segmented from the histological 
sections and MRI scans. Unlike blob detectors, corner detection algorithms are frequently 
used in computer vision applications, such as motion tracking in videos, for their ability 
to extract scale and rotation invariant features. The usefulness of these algorithms to 
detect interest points on the cavities were limited since there is little to no grayscale 
variation in area in the segmented region covered by the mask. Below, I outline the 
general features of these two algorithms and their use in the analysis of the segmented 
cartilage from both the sections and scans.  
 SURF is a local feature detector inspired by the scale-invariant feature transform 
(SIFT) that is often used in object recognition, classification, 3D reconstruction, and 
image registration. SURF is composed of two steps: (1) feature extraction and (2) feature 
description [2]. SURF interest points are extracted from grayscale images following the 
successive application of a Gaussian filter and Laplace filter to smooth and then sharpen 
the image. This is known as a Laplace of Gaussian filter; SURF approximates this filter 
with a box filter. The advantage of this is speed, as indicated by the name Convolution 
with a box filter can be calculated easily using integral images and can be performed in 
parallel. Orientation assignment is performed via (Gaussian-weighted) wavelet responses 
in both the horizontal and vertical direction. The orientation is then estimated by the sum 
of all responses within a sliding window 
For feature description, SURF again uses wavelet responses in the horizontal and 
vertical directions. For each subregion of size 4x4, wavelet responses are taken and 
represented in a feature descriptor vector. The dimension of this vector determines the 
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distinction of the features, but are costly in computational speed. An implementation of 
SURF on isolated cartilage regions from a histological section and MRI scan is shown in 
Figure 10a and 10b. Both sets of interest point features were plotted over their original 
images with artifacts removed. 
 FAST algorithms begin by randomly selecting pixels as prospective interest 
points in a grayscale image. A rasterized circle with a preset radius is traced about 
selected pixel using a common line-drawing algorithm such as Bresenham’s algorithm, 
and the pixels that comprise its circumference are thresholded relative to the central pixel. 
If a certain number of contiguous pixels are brighter or darker than the central pixel, it is 
classed as a corner interest point [22] FAST, while quick and requiring fewer 
computations than SURF or other corner detection algorithms, is prone to error in noisy 
images. FAST was intended for use in grayscale images, and a cursory search of the 
literature revealed no or little application of this method to binary images. An example of 
FAST for corner detection on the isolated cartilage regions from the histological section 
and MRI scan is shown in Figure 10c and 10d. Both sets of corner interest points were 
plotted over their original images with artifacts removed. 
 SURF and FAST features appear inadequate and lack consistency across the sets 
of sections and scans. Comparisons of the results shown in figure 10 with those obtained 
from other sections and scans suggest that the algorithms select points mostly centrally 
located and coincident with the thyroid cartilages and that these are similar between the 
scans and sections. However, in some scans and sections, points and corners are detected 
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from one side of the cartilage image but not the other. Unfortunately, the number of 
points cannot be increased without lowering the quality thresholds, which would render 
the feature selection process more susceptible to noise and inaccuracies. Additionally, in 
some sections, many of the features detected correspond to the edge of the grayscale 
image of the larynx and not the segmented cartilage. It is possible the segmentation 







Figure 10. (a) RGB image of histological section with points from SURF 
plotted in green. SURF points were obtained from the isolated cartilage 
regions of the same image. (b) Process repeated for an MRI scan. (c) RGB 
image of histological section with corners from FAST plotted in green. (d) 
Process repeated for an MRI scan. 
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 A potentially distinguishing characteristic of the cavity lumen is shape. Owing to 
the rigidity of the larynx, the lumen contours are expected to be conserved among slices 
taken from the same depth in different larynges. Polynomial fitting can be used to get the 
lateral contours of the masks. The contours were sampled at local concavities and 
convexities. The polyfit function was used to fit a polynomial of an order one less than 
the number of sample points obtained. The results were unsatisfactory and are not shown 
here. 
Another suite of algorithms that may prove helpful in this task are blob detection 
methods, which aim to detect regions in an image that differ from their surrounding 
regions in some property, such as brightness or color. In this context a ‘blob’ is defined as 
a region of an image in which some of these properties are (approximately) constant.  
A natural approach for blob detection is associating a bright blob with a local 
maximum in the intensity landscape (or, alternatively, a dark blob with a minimum in the 
intensity landscape). However, such local extrema are susceptible to noise. This problem 
is addressed by defining a region with spatial extent from a watershed analogy and 
associating this region with each local maximum, as well as a local contrast defined from 
a saddle point. An extremum defined in this way is called a ‘grey-level blob’.  
To detect grey-level blobs, an algorithm based on pre-sorting pixels is used. Let 
us consider the case of detecting bright blobs (vs dark ones); then, the algorithm is based 
on sorting pixels in decreasing order of intensity, based on the following rules: 
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1. If a region has no neighbor with higher grey-level value, then it is a local 
maximum and serves as the seed of a blob. 
2. Else if it has only one neighbor with a higher grey-level value, and that 
neighbor is considered background, then the region is background. 
3. Else if it has more than one neighbor with higher grey-level values, and those 
neighbors are all parts of different blobs, then the region is background. 
4. The remaining case is that it has more than one neighbor with higher gray-
level value, and those neighbors are all parts of the same blob. Then, if that 
blob is allowed to grow, then the region is part of that blob. Else, the region is 
background. 
A subset of the above mentioned grey-level bob matching is MSER (Maximally 
Stable Extremal Regions) [16]. This method arose due to interest in defining image 
descriptors that are robust under perspective transformations.  MSER is a common blob 
detection algorithm that can be used to characterize features from the cartilage images. 
The long thyroid cartilage layer which comprises the outer walls of the larynx vary in 
thickness and taper. In the coronal plane of section, this corresponds to variations in 
width and orientation across different depths. MSER circumscribes these regions in 
ellipses with attributes related to orientation and eccentricity. An example of this method 
is shown in Figure 11. For both the MRI scans and histological sections, blobs were 







 The above computer vision methods were in themselves insufficient to yield 
features to properly match images. However, the features obtained through these methods 
could be used as inputs for various machine learning methods. The MSER regions appear 
especially promising for both image matching and, potentially, co-registration, and they 
are consistent across both the sections and the scans. In the following section, I describe 
(a) (b)
Figure 11. RGB image of cartilage with MSER regions colored and 




some of these machine learning methods and their respective benefits and shortcomings 






Machine learning techniques which establish correlations between certain features 
would represent an excellent next step in the creation of a matching algorithm for pairs of 
images. In the following section, I will describe three such methods for future 
implementation towards this problem: (1) Support Vector Machines (SVMs) [6]; (2) 
conventional convolutional neural networks [7]; (3) Siamese neural networks [5, 14].  
SVMs are supervised learning models which are used to analyze data for 
classification. SVMs are effective in high-dimensional spaces, even in cases when the 
number of dimensions is greater than the number of samples (which is often true in image 
data). SVM algorithms are often used because they provide classifications with high 
accuracy while not posing too high a computational burden. 
The object of the algorithm is to find a hyperplane in an N dimensional space 
(here, N is the number of features) that classifies the data points. SVMs cluster data that 
is not linearly separable by partitioning data points with an appropriate hyperplane. This 
hyperplane is of dimension N-1 (for instance, a hyperplane for N=2 is a line). For most 
sets of data, there are likely many such hyperplanes that could be chosen. The algorithm 
aims to choose the hyperplane that leads to the maximum distance between the data 
points from each class. SVMs require a set of training examples, each of which is 
classified as belonging to a category [6].  
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Despite their advantages, there are some downsides to using SVMs. For instance, 
measures must be taken to avoid over-fitting if the number of the features is greater than 
the number of samples. In such an instance, careful thought must be given to the 
choosing of the Kernel functions and regularization terms. SVMs also do not directly 
provide probabilities, and the procedure for calculating these estimates requires a 
computationally expensive cross-validation.  
Another machine learning based option for classification is using a conventional 
convolutional neural network (CNN). These networks have been some of the most 
influential innovations in computer vision in the past decade, and are used by a large suite 
of companies for their services (e.g., Facebook uses convolutional neural networks for 
facial recognition towards automated tagging in photos).  
The idea behind CNNs are inspired by the processing that visual cortex does 
when humans classify and define natural images. Similar to the visual cortex, CNNs 
utilize simulated specialized components that each perform specific tasks just as a group 
of neurons in the cortex that respond to certain characteristics of an object in their shared 
visual field, such as a particular orientation.  
In brief, an image that is to be classified is through a series of convolutional, 
nonlinearly connected layers to produce a categorization, or a set of probabilities for a set 
of classes that image could belong to. These layers are organized as follows: (1) 
convolutional layers, comprising filters that convolve around the input image to output 
high values when the desired feature is in the input (similar, for instance, to an activated 
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neuron); (2) a series of hidden layers that provide further nonlinearities and improve the 
robustness of the network and deal with overfitting; and finally (3) the last fully 
connected layer, which looks at the output of the hidden layers and determines which 
features correlate those of a particular class [7].  
CNNs are arguably the most popular deep learning method, and as such come 
with many advantages. CNNs are unsupervised, meaning they can automatically detect 
the important features without human supervision. However, CNNs are not invariant to 
rotation and scale, and such can have problems with images of the same object from 
different perspectives. Also, as they are unsupervised, they require large training datasets; 
however, the content of the sets used during pre-training are not so important as many of 
the features learned (e.g. corners and edges of various orientations, textures) are 
generalizable. CNNs also tend to be quite costly and slow to run on most computers.  
Finally, Siamese neural networks represent an alternative to more conventional 
CCNs. The structure of a Siamese network is such that two branches accept unique input 
images, and each branch leads to a single output layer. During training, weights and 
parameters are shared between the two branches to encode, or learn, features which are 
common to both inputs in the case of positive matches and unique to each input in the 
case of negative matches. Typically, a single image is compared head to head with all 
other images in the set over multiple iterations. The advantage of this approach is that in 
comparing two images rather than categorizing single images into classes, the network 
can ignore redundant class features that are not useful for discrimination between classes 
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[5, 14, 15]. This streamlining greatly reduces the size of the dataset required to yield 
accurate results. 
Much work has been done using Siamese neural networks for character 
identification and object co-segmentation. In medical imaging, a practical use of these 
networks is the co-segmentation of consecutive (and similar) histological sections stained 
with different reagents. The application of Siamese networks to images of completely 
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