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GLOBAL SOLUTION AND TIME DECAY OF THE
VLASOV-POISSON-LANDAU SYSTEM IN R3
YANJIN WANG
Abstract. We construct the global unique solution near a global Maxwellian to the Vlasov-
Poisson-Landau system in the whole space. The total density of two species of particles decays
at the optimal algebraic rates as the Landau equation in the whole space, but the disparity
between two species and the electric potential decay at the faster rates as the Vlasov-Poisson-
Landau system in a periodic box.
1. Introduction
The dynamics of charged dilute particles (e.g., electrons and ions) in the absence of magnetic
effects can be described by the Vlasov-Poisson-Landau system:
∂tF+ + v · ∇xF+ −∇xφ · ∇vF+ = Q(F+, F+) +Q(F−, F+),
∂tF− + v · ∇xF− +∇xφ · ∇vF− = Q(F+, F−) +Q(F−, F−),
−∆xφ =
∫
R3
(F+ − F−) dv,
F±(0, x, v) = F0,±(x, v).
(1.1)
Here F±(t, x, v) ≥ 0 are the number density functions for the ions (+) and electrons (−) re-
spectively, at time t ≥ 0, position x = (x1, x2, x3) ∈ R3 and velocity v = (v1, v2, v3) ∈ R3. The
self-consistent electric potential φ(t, x) is coupled with F±(t, x, v) through the Poisson equation.
The collision between charged particles is given by the Landau (Fokker-Planck) operator:
Q(G1, G2)(v) = ∇v ·
∫
R3
Φ(v − v′) (G1(v′)∇vG2(v)−G2(v)∇v′G1(v′)) dv′, (1.2)
where
Φ(v) =
1
|v|
(
I − v ⊗ v|v|2
)
. (1.3)
Since all the physical constants will not create essential mathematical difficulties along our
analysis, for notational simplicity, we have normalized all constants in the Vlasov-Poisson-
Landau system to be one. Accordingly, we normalize the global Maxwellian as
µ(v) ≡ µ+(v) = µ−(v) = e−|v|2 . (1.4)
We define the standard perturbation f±(t, x, v) to µ as
F± = µ+
√
µf±. (1.5)
Letting f(t, x, v) =
(f+(t,x,v)
f−(t,x,v)
)
, the Vlasov-Poisson-Landau system for the perturbation now takes
the form
{∂t + v · ∇x ∓∇xφ · ∇v} f± ± 2∇xφ · v√µ+ L±f = Γ±(f, f)∓∇xφ · vf±,
−∆xφ =
∫ √
µ(f+ − f−) dv.
(1.6)
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For any g =
(
g1
g2
)
, the linearized collision operator Lg in (1.6) is given by the vector
Lg ≡
(
L+g
L−g
)
≡ −
(
2A∗g1 +K∗(g1 + g2)
2A∗g2 +K∗(g1 + g2)
)
(1.7)
with A∗,K∗ defined by
A∗ϕ ≡ 1√
µ
Q(µ,
√
µϕ), K∗ϕ ≡ 1√
µ
Q(
√
µϕ, µ). (1.8)
For g =
(g1
g2
)
and h =
(h1
h2
)
, the nonlinear collision operator Γ(g, h) in (1.6) is given by the vector
Γ(g, h) ≡
(
Γ+(g, h)
Γ−(g, h)
)
≡
(
Γ∗(g1 + g2, h1)
Γ∗(g1 + g2, h2)
)
(1.9)
with Γ∗ defined by
Γ∗(ϕ,ψ) ≡ 1√
µ
Q(
√
µϕ,
√
µψ). (1.10)
Notation. For notational simplicity, we use 〈·, ·〉 to denote the L2 inner product in R3v, while
we use (·, ·) to denote the L2 inner product in either R3x × R3v or R3x without any ambiguity.
Sometimes, we shall use
∫
g to denote the integration of g over R3x × R3v or R3x. Letting the
multi-indices α and β be α = [α1, α2, α3], β = [β1, β2, β3], we define ∂
α
β ≡ ∂α1x1 ∂α2x2 ∂α3x3 ∂β1v1 ∂β2v2 ∂β3v3 .
If each component of θ is not greater than that of θ¯’s, we denote by θ ≤ θ¯; θ < θ¯ means θ ≤ θ¯,
and |θ| < |θ¯| where |θ| = θ1 + θ2 + θ3. We use ∇ℓ with an integer ℓ ≥ 0 for the any ∂α with
|α| = ℓ. When ℓ < 0 or ℓ is not a positive integer, ∇ℓ stands for Λℓ defined by
Λsf(x) =
∫
R3
|ξ|sfˆ(ξ)e2πix·ξ dξ, (1.11)
where fˆ is the Fourier transform of f . We use H˙s(R3), s ∈ R to denote the homogeneous Sobolev
spaces on R3 with norm defined by ‖f‖H˙s = ‖Λsf‖L2 , and we use Hs(R3) to denote the usual
Sobolev spaces with norm ‖·‖Hs . We shall use ‖·‖p to denote Lp norms in either R3x × R3v or
R
3
x. Letting w(v) ≥ 1 be a weight function, we use ‖·‖p,w to denote the weighted Lp norms in
R
3
x × R3v. We also use |·|p for the Lp norms in R3v, and |·|p,w for the weighted Lp norms in R3v.
We will use the mixed spatial-velocity spaces, e.g., L2vH
s
x = L
2(R3v;H
s(R3x)), etc.
Throughout the paper we let C denote some positive (generally large) universal constants
and λ denote some positive (generally small) universal constants. They do not depend on either
l or m; otherwise, we will denote them by Cl, Cl,m, etc. We will use A . B (A & B and A ∼ B)
if A ≤ CB. We use C0 and λ0 to denote the constants depending on the initial data and l,m, s.
For the Landau operator (1.2), we define
σij(v) = Φij ∗ µ =
∫
R3
Φij(v − v′)µ(v′) dv′. (1.12)
We define the weighted norms
|f |σ,w =
∫
R3
w2
[
σij∂if∂jf + σ
ijvivjf
2
]
dv and ‖f‖σ,w =
∥∥∥|f |σ,w∥∥∥
2
. (1.13)
From Lemma 3 in [9], we have
|f |σ,w ∼
∣∣∣〈v〉− 12 f ∣∣∣
2,w
+
∣∣∣∣〈v〉− 32∇vf · v|v|
∣∣∣∣
2,w
+
∣∣∣∣〈v〉− 12∇vf × v|v|
∣∣∣∣
2,w
(1.14)
with 〈v〉 =
√
1 + |v|2. Let |f |σ = |f |σ,1 and ‖f‖σ = ‖f‖σ,1. It is well known that the linear
collision operator L ≥ 0 and is locally coercive in the sense that
〈Lf, f〉 & |{I−P}f |2σ , (1.15)
where P denotes the L2v orthogonal projection on the null space of L:
N(L) ≡ span
{√
µ
(
1
0
)
,
√
µ
(
0
1
)
, v
√
µ
(
1
1
)
, |v|2√µ
(
1
1
)}
. (1.16)
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As in [8], we define the following velocity weight
w(α, β)(v) ≡ e q|v|
2
2 〈v〉2(l−|α|−|β|), l ≥ |α| + |β|, 0 ≤ q ≪ 1. (1.17)
Letting l ≥ m, we define the energy functional by
Em;l,q(f) =
∑
|α|+|β|≤m
∥∥∂αβ f∥∥22,w(α,β) + ‖∇xφ‖22 , (1.18)
and the corresponding dissipation rate by
Dm;l,q(f) ≡
∑
|α|+|β|≤m
∥∥∂αβ {I−P} f∥∥2σ,w(α,β) + ∑
1≤|α|≤m
‖∂αPf‖22 + ‖∇xφ‖22 + ‖(f+ − f−)‖22 .
(1.19)
We also define
D˜m;l,q(f) ≡ Dm;l,q(f)− ‖(f+ − f−)‖22 and Dm;l,q(f) ≡ D˜m;l,q(f) + ‖Pf‖22 . (1.20)
We remark that D˜m;l,q(f) and Dm;l,q(f) are the dissipations used in [18] and [8] respectively, and
we introduce them for the presentational convenience. Note that there is a cascade of velocity
weights in (1.18) and (1.19) so that fewer derivatives of f demand stronger velocity weights.
Our first main result of the global unique solution to the system (1.6) is stated as follows.
Theorem 1.1. Assume that f0 satisfies F0,±(x, v) = µ +
√
µf0,±(x, v) ≥ 0. There exists a
sufficiently small M > 0 such that if E2;2,0(f0) ≤ M , then there exists a unique global solution
f(t, x, v) to the Vlasov-Poisson-Landau system (1.6) with F±(t, x, v) = µ+
√
µf±(t, x, v) ≥ 0.
(1) If E2;l,q(f0) < +∞ for l ≥ 2, 0 ≤ q ≪ 1, then there exists Cl > 0 such that
sup
0≤t≤∞
E2;l,q(f(t)) +
∫ ∞
0
D2;l,q(f(τ)) dτ ≤ ClE2;l,q(f0). (1.21)
Furthermore,
‖∂tφ(t)‖∞ + ‖∇xφ(t)‖∞ + ‖∇xφ(t)‖2 +
∑
k=0,1
∥∥∥∇k(f+ − f−)(t)∥∥∥
2
≤ Cl(1 + t)−2(l−1)
√
E2;l,0(f0)
(1.22)
and
‖∂tφ(t)‖∞ + ‖∇xφ(t)‖∞ + ‖∇xφ(t)‖2 +
∑
k=0,1
∥∥∥∇k(f+ − f−)(t)∥∥∥
2
≤ Cle−Clt2/3
√
E2;l,q(f0) for 0 < q ≪ 1.
(1.23)
(2) In addition, if Em;l,q(f0) < ∞ for any l > 2, l ≥ m ≥ 2, 0 ≤ q ≪ 1, there exists an
increasing continuous function Pm,l(·) with Pm,l(0) = 0 such that the unique solution satisfies
sup
0≤t≤∞
Em;l,q(f(t)) +
∫ ∞
0
Dm;l,q(f(τ)) dτ ≤ Pm,l(Em;l,q(f0)). (1.24)
Theorem 1.1 will be proved in sections 3 and 4 by using the strategy of [8] in which Guo
proved the first result of the global unique solution near Maxwellians to the Vlasov-Poisson-
Landau system in a periodic box. There are two folds in this strategy. First, by the introduction
of the exponential weight e±(q+1)φ to cancel the growth of the velocity in the nonlinear term
∓∇xφ · vf± and the introduction of the velocity weight (1.17) to capture the weak velocity
diffusion in the Landau kernel, assuming that the conservation of mass, momentum as well as
energy holds, Guo [8] first derived the following energy inequality (for m = l = 2, q = 0):
E2;2,0(f) +
∫ t
0
D2;2,0(f) ds . E2;2,0(f0) +
∫ t
0
[‖∂tφ‖∞ + ‖∇xφ‖∞] E2;2,0(f) ds. (1.25)
The reason why the term ‖Pf‖22 is excluded from our dissipation rate is that the Poincare´
inequality fails in the whole space. However, this requires us the much more careful arguments
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in section 3 when deriving the energy inequality of type (1.25) for the whole space with Dm;l,q(f)
replaced by D˜m;l,q(f); we need to prove an improved refined estimate for the nonlinear collision
term as Lemma 2.3 in section 2. Second, thanks again to the conservation laws and the Poincare´
inequality in the periodic box, Guo [8] then derived the following differential inequality:
d
dt
Y +
∑
k=0,1
∥∥∥∇kf∥∥∥2
σ
≤ 0, (1.26)
where Y (t) ∼∑k=0,1 ∥∥∇kf∥∥22. By applying the method previously developed in Strain and Guo
[16, 17], then a decay rate of the electric potential is extracted from (1.26):
‖∂tφ(t)‖∞ + ‖∇xφ(t)‖∞ .
√
Y (t) . (1 + t)−2. (1.27)
Hence the energy estimates (1.25) is closed by applying the standard Gronwall lemma. However,
as remarked in [8], the strong decay rate of (1.27) (and (1.26)) is a consequence of the periodic
box (and the conservation laws!), and it remains open if a sufficient decay rate can be obtained
for the whole space. To get the sufficient decay rate of φ in the whole space case, in addition
to (1.25), Strain and Zhu [18] further developed another energy inequality:
d
dt
E˜h(f) + D˜h(f) . [‖∂tφ‖∞ + ‖∇xφ‖∞]E˜h(f) + ‖∇xPf‖22 , (1.28)
where E˜h(f) denotes some high-order energy functional that does not contain ‖Pf‖22 and D˜h(f)
is the corresponding dissipation. Assuming additionally that the L2vL
1
x norm of the initial data
is small, by combining these energy estimates and the linear decay analysis, Strain and Zhu [18]
obtained a decay rate of
‖∂tφ(t)‖∞ + ‖∇xφ(t)‖∞ . (1 + t)−
5
4
+ε
(√
E3;l;0(f0) + ‖f0‖L2vL1x
)
, (1.29)
where ε = (l − 52)−1 58 ∈
(
0, 14
)
if l > 5.
The L2vL
1
x assumption of the initial data seems crucial for the global existence of the solu-
tions to the Vlasov-Poisson-Landau system in the whole space in Strain and Zhu [18]; see also
Duan, Yang and Zhao [4] for the one-species Vlasov-Poisson-Landau system in the whole space.
However, as well illustrated in Theorem 1.1, we have removed such kind of assumption and our
Theorem 1.1 for the whole space is almost like Theorem 2 for the periodic box case in Guo [8].
The key motivation is that the real thing we need to close the estimates (1.25) is a strong decay
rate of φ rather than the whole solution! Let us look back at the system (1.6), and we note that
φ depends only on f+− f− and also that there are some cancelations between the “+” and “−”
equations. We are then led to consider the sum and difference of f+ and f−:
f1 = f+ + f− and f2 = f+ − f−. (1.30)
The Vlasov-Poisson-Landau system (1.6) can be equivalently rewritten as
∂tf1 + v · ∇xf1 + L1f1 = Γ∗(f1, f1) +∇xφ · (∇vf2 − vf2) ,
∂tf2 + v · ∇xf2 + 4∇xφ · v√µ+ L2f2 = Γ∗(f1, f2) +∇xφ · (∇vf1 − vf1) ,
−∆xφ =
∫
R3
f2
√
µdv.
(1.31)
Here L1 = −2(A∗ +K∗) is the one-species linearized Landau operator and L2 = −2A∗. Notice
that [L1f1,L2f2] is equivalent to Lf , and their null spaces are
N(L1) ≡ span
{√
µ, v
√
µ, |v|2√µ} and N(L2) ≡ span {√µ} . (1.32)
Let Pi be the L
2
v orthogonal projection on the null space of Li respectively, then
〈Lif, f〉 ≥ δ0 |{I−Pi}f |2σ , i = 1, 2. (1.33)
Notice that the linear homogeneous system of (1.31) is decoupled into two independent subsys-
tems: one is the Landau equation for f1; the other one is a system almost like the one-species
Vlasov-Poisson-Landau system for f2 and φ but with the linear collision operator L2. Then our
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key observation is that we can include the full ‖f2‖2σ in our dissipation rate (1.19): L2 controls
the microscopic part {I −P2}f2 by (1.33); while the presence of the electric field can control
the hydrodynamic part P2f2! This special coupling effect between L2 and the Poisson equation
and the decoupling make us be able to derive a differential inequality similar as (1.26):
d
dt
E10 (f2) +
∑
k=0,1
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22 ≤ 0, (1.34)
where E10 (f2)(t) ∼
∑
k=0,1
∥∥∇kf2∥∥22 + ‖∇xφ‖22. Hence, in the whole space we can obtain the
same decay rate of φ as the periodic case in Guo [8]. It is also interesting to point out that our
observation also works for the periodic case, and hence we can still prove the global solution
even without the assumption of the conservation laws which is crucial in Guo [8] so that the
Poincare´ inequality can be employed.
Our second main result is on some further decay rates of the solution to the Vlasov-Poisson-
Landau system (1.6) by making the much stronger assumption on the initial data. We remark
that our main purpose is to clarify how to derive these decay rates for the solution and its
higher-order spatial derivatives, so we will not pursue the optimal spatial regularity and velocity
moments and smallness assumptions on the initial data.
Theorem 1.2. Assume that f is the solution to the Vlasov-Poisson-Landau system (1.6) con-
structed in Theorem 1.1. Fix l ≥ m ≥ 2, then there exists a sufficiently small M = M(m, l)
such that if Em;l,0(f0) ≤M , then
(1) If l ≥ m+ 34 , then for ℓ = 1, . . . ,m,
ℓ∑
k=0
∥∥∥∇k(f+ − f−)(t)∥∥∥
2
≤ Cl,ℓ(1 + t)−2(l−ℓ)
√
Em;l,0(f0); (1.35)
and if in addition Em;l,q(f0) < +∞ for 0 < q ≪ 1, then
m∑
k=0
∥∥∥∇k(f+ − f−)(t)∥∥∥
2
≤ Cl,me−Cl,m t2/3
√
Em;l,q(f0). (1.36)
(2) If ‖Λ−s(f0,+ + f0,−)‖2 < +∞ for some s ∈ [0, 3/2), then∥∥Λ−s(f+ + f−)(t)∥∥2 ≤ C0. (1.37)
Moreover, if l ≥ max{m+ 34 , 54m+ s−14 }, then for ℓ = 0, . . . ,m− 1,∑
ℓ≤k≤m
∥∥∥∇k(f+ + f−)(t)∥∥∥
2
≤ C0(1 + t)−
ℓ+s
2 ; (1.38)
for any fixed small ε > 0, if l ≥ m−1+s4ε +m− 94 , then for ℓ = 0, . . . ,m− 2,∥∥∥∇ℓ{I −P1}(f+ + f−)(t)∥∥∥
2
≤ C0(1 + t)−
ℓ+s+1−ε
2 . (1.39)
The followings are several remarks for our main theorems.
Remark 1.3. We can consider the generalized Landau operator with, see [12, 3, 9],
Φ(v) =
1
|v|γ+2
(
I − v ⊗ v|v|2
)
, γ ≥ −3. (1.40)
It is easy to conclude from our proof that the global unique solution f to the Vlasov-Poisson-
Landau system near Maxwellians exists for all γ ≥ −3. If γ ≥ −2, then the decay rates of
f+ − f− and φ in our theorems can be improved to be an exponential rate; and we can take
ε = 0 in (1.39) so that the decay rates of {I−P1}(f+ + f−) are optimal. Very recently, Duan,
Yang and Zhao [5, 6] established a global existence theory for the one-species Vlasov-Poisson-
Boltzmann system in the whole space with hard potentials and soft potentials respectively, which
generalized the pioneering work of Guo [10] with hard-sphere interaction. We believe that if the
Vlasov-Poisson-Boltzmann system is of two-species, then our observation can be used to remove
the L2vL
1
x assumption of the initial data in [5, 6] and get the faster decay of electric potential.
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Remark 1.4. The constraint s < 3/2 in Theorem 1.2 comes from applying Lemma 2.5 to
estimate the nonlinear terms when doing the negative Sobolev estimates via Λ−s. For s ≥ 3/2,
the nonlinear estimates would not work. Since Lemma 2.5 implies that for p ∈ (1, 2], Lp ⊂ H˙−s
with s = 3(1p − 12 ) ∈ [0, 3/2), so as a byproduct, we obtain the usual Lp–L2 (1 < p ≤ 2) type of
the optimal decay rates for f++f−. Note also that the L
2 optimal decay rate of the higher-order
spatial derivatives of the solution are obtained. Then the general optimal Lq (2 ≤ q ≤ ∞) decay
rates of the solution follow by applying the optimal Sobolev interpolation. We also remark that
we do not require the H˙−s or Lp norm of initial data be small. It is worth to pointing out that
the optimal decay rates of f++f− are new even for the Landau equation in the whole space with
soft potentials [9, 13]. We also believe that our method can be applied to show the optimal decay
rates for the Boltzmann equation in the whole space with soft potentials both with and without
angular cut-off [2, 19, 11, 13, 16, 17, 7, 15, 1].
Theorem 1.2 will be proved in section 5. To prove (1.35)–(1.36), we will establish a family of
general versions of the differential inequality (1.34):
d
dt
Eℓ0(f2) +
ℓ∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22 ≤ 0, for ℓ = 1, . . . ,m, (1.41)
where Eℓ0(f2)(t) ∼
∑
0≤k≤ℓ
∥∥∇kf2∥∥22+ ‖∇xφ‖22. Then (1.35)–(1.36) follow by applying the inter-
polation method (among velocity moments) developed in Strain and Guo [16] and the splitting
method (velocity-time) developed in Strain and Guo [17]. To prove (1.38), the key is to establish
the following a family of energy estimates with minimum spatial derivative counts on f1:
d
dt
{Emℓ (f1) + Em0 (f2)}+ λ
(
m∑
k=ℓ+1
∥∥∥∇kf1∥∥∥2
σ
+
∥∥∥∇ℓ{I−P1}f1∥∥∥2
σ
+
m∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
)
≤ 0, for ℓ = 0, . . . ,m− 1,
(1.42)
where Emℓ (f1)(t) ∼
∑
ℓ≤k≤m
∥∥∇kf1∥∥22. To achieve this, we will extensively and carefully use
the Sobolev interpolation of the Gagliardo-Nirenberg inequality between high-order and low-
order spatial derivatives to control the nonlinear estimates. After deriving the negative Sobolev
estimates (1.37), (1.38)–(1.39) follows by combing a Sobolev interpolation method among spatial
regularity with the methods in [16, 17, 15].
The rest of our paper is organized as follows. In section 2, we establish an improved refined
estimates for the nonlinear collision terms and collect some analytic tools. In section 3, we
establish the nonlinear energy estimates for the local solutions. In section 4, we derive the basic
time decay estimates and show that the local solution is global. In section 5, we obtain the
further decay rates for the global solution.
2. Preliminary
In this section, we use L˜ to uniformly denote the linear collision operators L, L1 and L2, and
we use Γ˜ to denote the nonlinear collision operators Γ and Γ∗. We first recall the basic property
of the linear collision operator L˜.
Lemma 2.1. We have
〈
L˜g, h
〉
=
〈
g, L˜h
〉
,
〈
L˜g, g
〉
≥ 0, and L˜g = 0 if and only if g = P˜ g,
where P˜ is the L2v orthogonal projection onto the null space of L˜, correspondingly. Moreover,〈
L˜g, g
〉
&
∣∣∣{I − P˜}g∣∣∣2
σ
. (2.1)
Proof. We only need to consider the case L˜ = L2. We use the following reexpression for L2 as
Lemma 1 in [9]:
L2g = −2µ−1/2∇v ·
{
µ1/2σ [∇vg + vg]
}
= −2µ−1/2∇v ·
{
µσ∇v
[
µ−1/2g
]}
. (2.2)
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Then we integrate by parts to obtain
〈L2g, h〉 =
〈
−µ−1/2∇v ·
{
µσ∇v
[
µ−1/2g
]}
, h
〉
=
〈
µσ∇v
[
µ−1/2g
]
,∇v
[
µ−1/2h
]〉
. (2.3)
Hence, 〈L2g, h〉 = 〈g,L2h〉 , 〈L2g, g〉 ≥ 0, and L2g = 0 if and only if g = P2g since σ is positively
definite. The estimate (2.1) for L2 follows as Lemma 5 in [9]. 
Next we recall the weighted estimates for L˜.
Lemma 2.2. Let w = w(α, β) in (1.17). For any small η > 0, there exists Cη > 0 such that
(1− q2 − η) |∂αg|2σ,w(α,0) − Cl,m,η |∂αg|2σ ≤
〈
w2(α, 0)∂αL˜g, ∂αg
〉
≤ |∂αg|2σ,w(α,0) +Cl,m,η |∂αg|2σ ,
(2.4)
and for β 6= 0∣∣∂αβ g∣∣2σ,w(α,β) − η ∑
|β1|=|β|
∣∣∂αβ1g∣∣2σ,w(α,β) − Cl,m,η ∑
|β1|<|β|
∣∣∂αβ1g∣∣2σ,w(α,β1)
≤
〈
w2(α, β)∂αβ L˜g, ∂
α
β g
〉
≤
∣∣∂αβ g∣∣2σ,w(α,β) + η ∑
|β1|=|β|
∣∣∂αβ1g∣∣2σ,w(α,β) + Cl,m,η ∑
|β1|<|β|
∣∣∂αβ1g∣∣2σ,w(α,β1) .
(2.5)
Proof. We refer to Lemma 8 and Lemma 9 in [17] for the proof. Indeed, the upper bounds were
not written down there, but the proof is the same. 
We now prove the refined estimates for the nonlinear collision operator Γ˜.
Lemma 2.3. Let w = w(α, β) in (1.17). Then we have〈
w2∂αβ Γ˜[g1, g2], ∂
α
β g3
〉
≤
∑
α1≤α
β¯≤β1≤β
Cα1α C
β1
β C(β1,β¯)
∣∣∣µδ∂α1
β¯
g1
∣∣∣
2
∣∣∣∂α−α1β−β1 g2∣∣∣σ,w
(∣∣∂αβ g3∣∣σ,w + l ∣∣∂αβ g3∣∣2, w
〈v〉
3
2
)
.
(2.6)
Hereafter δ > 0 is a sufficiently small universal number and C(β1,β¯) denotes constants depending
on β1, β¯ but universal when β¯ = β1. In particular, we have〈
Γ˜[g1, g2], g3
〉
.
∣∣∣µδg1∣∣∣
2
|g2|σ |g3|σ . (2.7)
Importantly, when α = α1, β = β¯ or α1 = β1 = 0 the constant in front of the first term of
(2.6) does not depend on either l or m; otherwise, it depends on m! Note that there is a large
factor l in the second term of (2.6). Our key improvement is that we are free to bound the term∣∣µδf ∣∣
2
by either |f |2 or |f |σ and the term |f |2, w
〈v〉
3
2
by either |f |2,w or |f |σ,w as we want.
Proof. We prove the lemma for Γ˜ = Γ∗. As Proposition 7 in [8], by the product rule we expand
〈w2∂αβΓ∗[g1, g2], ∂αβ g3〉 =
∑
Cα1α C
β1
β ×Gα1β1 ,
where Gα1β1 takes the form
−
〈
w2
{
Φij ∗ ∂β1
[
µ1/2∂α1g1
]}
∂j∂
α−α1
β−β1
g2, ∂i∂
α
β g3
〉
(2.8)
−(1 + 2q)
〈
w2
{
Φij ∗ ∂β1
[
viµ
1/2∂α1g1
]}
∂j∂
α−α1
β−β1
g2, ∂
α
β g3
〉
(2.9)
+(1 + 2q)
〈
w2
{
Φij ∗ ∂β1
[
viµ
1/2∂j∂
α1g1
]}
∂α−α1β−β1 g2, ∂
α
β g3
〉
(2.10)
+
〈
w2
{
Φij ∗ ∂β1
[
µ1/2∂j∂
α1g1
]}
∂α−α1β−β1 g2, ∂i∂
α
β g3
〉
(2.11)
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−4(l − |α| − |β|)
〈
w2
〈v〉2
{
Φij ∗ ∂β1
[
viµ
1/2∂α1g1
]}
∂j∂
α−α1
β−β1
g2, ∂
α
β g3
〉
(2.12)
+4(l − |α| − |β|)
〈
w2
〈v〉2
{
Φij ∗ ∂β1
[
viµ
1/2∂j∂
α1g1
]}
∂α−α1β−β1 g2, ∂
α
β g3
〉
(2.13)
with double summations over 1 ≤ i, j ≤ 3 and ∂i = ∂vi .
Note that there is a (large) factor 4(l − |α| − |β|) in both (2.12) and (2.13). The first two
terms (2.8)–(2.9) would not encounter this factor, so they can be bounded in the same way as
in Proposition 2.2 of [18] via the first term on the right-hand side of (2.6). We shall now first
estimate the term (2.12). Since Φij(v) = O(|v|−1) ∈ L2loc(R3) and |∂β1−β¯{viµ1/2}| ≤ C(β1,β¯)µ1/4,
by Lemma 2 in [9], the Cauchy-Schwartz inequality implies
Φij ∗ ∂β1
[
viµ
1/2∂α1g1
]
≤ C β¯β1
∑
β¯≤β1
∣∣∣Φij ∗ {∂β1−β¯ [viµ1/2] ∂α1β¯ g1}∣∣∣
≤ C(β1,β¯)
{
|φij |2 ∗ µ1/4
}1/2
(v)
∑
β¯≤β1
∫
µ1/4(v∗)
∣∣∣∂α1
β¯
g1(v∗)
∣∣∣2 dv∗

1/2
≤ C(β1,β¯)〈v〉−1
∑
β¯≤β1
∣∣∣µδ∂α1
β¯
g1
∣∣∣
2
(2.14)
for a sufficiently small δ > 0. Hence, recalling (1.14), we bound (2.12) by
lC(β1,β¯)
∑
β¯≤β1
∣∣∣µδ∂α1
β¯
g1
∣∣∣
2
∫ ∣∣∣w2〈v〉−3∂j∂α−α1β−β1 g2∂αβ g3∣∣∣ dv
≤ lC(β1,β¯)
∑
β¯≤β1
∣∣∣µδ∂α1
β¯
g1
∣∣∣
2
∣∣∣w〈v〉− 32 ∂j∂α−α1β−β1 g2∣∣∣2
∣∣∣w〈v〉− 32∂αβ g3∣∣∣
2
≤ lC(β1,β¯)
∑
β¯≤β1
∣∣∣µδ∂α1
β¯
g1
∣∣∣
2
∣∣∣∂α−α1β−β1 g2∣∣∣σ,w ∣∣∂αβ g3∣∣2, w
〈v〉
3
2
.
(2.15)
For the rest three terms, we use an integration by parts inside the convolution (in v∗) to split
Φij ∗ ∂β1
[
µ1/2∂j∂
α1g1
]
= ∂jΦ
ij ∗ ∂β1
[
µ1/2∂α1g1
]
− Φij ∗ ∂β1
[
∂jµ
1/2 ∂α1g1
]
. (2.16)
We first estimate the most singular term (2.11). The second part of (2.11) corresponding to the
split (2.16) has the same upper bound as (2.8)–(2.9), we then focus on the first part of (2.11):〈
w2
{
∂jΦ
ij ∗ ∂β1
[
µ1/2∂α1g1
]}
∂α−α1β−β1 g2, ∂i∂
α
β g3
〉
(2.17)
Note that ∂jΦ
ij(v) = O
(|v|−2) /∈ L2loc(R3). We thus decompose the integral region in the
convolution ∂jΦ
ij ∗ ∂β1 [µ1/2∂α1g1] into two parts: |v − v∗| ≥ 1 and |v − v∗| ≤ 1. When the
integral is restricted to the region |v − v∗| ≥ 1 the singularity is avoided, so this part of (2.17)
can have the same upper bound as (2.8)–(2.9). For the remaining part of (2.17) corresponding
to the region |v − v∗| ≤ 1, we bound it by
C(β1,β¯)
∫∫
|v−v∗|≤1
|v − v∗|−2w2(v)
∣∣∣µ1/4(v∗)∂α1β¯ g1(v∗)∂α−α1β−β1 g2(v)∂i∂αβ g3(v)∣∣∣ dvdv∗
≤ C(β1,β¯)
∫∫ ∣∣∣|v − v∗|−2(µδ∂α1β¯ g1)(v∗)∣∣∣ ∣∣∣(wµδ∂α−α1β−β1 g2)(v)∣∣∣ ∣∣∣(wµδ∂i∂αβ g3)(v)∣∣∣ dvdv∗.
(2.18)
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As in Proposition 3.5 of [7], applying Ho¨lder’s inequality, the Hardy-Littlewood-Sobolev theorem
and the Sobolev embedding, we obtain
(2.18) ≤ C(β1,β¯)
∣∣∣| · |−2 ∗ (µδ∂α1
β¯
g1)
∣∣∣
L6v
∣∣∣wµδ∂α−α1β−β1 g2∣∣∣L3v
∣∣∣wµδ∂i∂αβ g3∣∣∣
L2v
≤ C(β1,β¯)
∣∣∣µδ∂α1
β¯
g1
∣∣∣
L2v
∣∣∣µδw∂α−α1β−β1 g2∣∣∣H1v
∣∣∣µδw∂i∂αβ g3∣∣∣
L2v
≤ C(β1,β¯)
∣∣∣µδ∂α1
β¯
g1
∣∣∣
2
∣∣∣∂α−α1β−β1 g2∣∣∣σ,w ∣∣∂αβ g3∣∣σ,w .
(2.19)
Therefore, (2.11) is bounded via the first term on the right-hand side of (2.6).
We next estimate the term (2.10). The second part of (2.10) corresponding to the split
(2.16) has the same upper bound as (2.8)–(2.9); while the first part has the same upper bound
as (2.17). Hence, (2.10) is also bounded via the first term on the right-hand side of (2.6). We
then finally turn to the last term (2.13). The second part of (2.13) corresponding to the split
(2.16) has the same upper bound as (2.12); while the first part we again decompose the integral
region in the convolution into two parts: |v − v∗| ≥ 1 and |v − v∗| ≤ 1. When the integral is
restricted to the region |v − v∗| ≥ 1 the singularity is avoided, so this part can have the same
upper bound as (2.12). For the remaining part corresponding to the region |v − v∗| ≤ 1, we
employ the same argument for (2.18) to bound it by
lC(β1,β¯)
∣∣∣µδ∂α1
β¯
g1
∣∣∣
L2v
∣∣∣µδw∂α−α1β−β1 g2∣∣∣H1v
∣∣∣µδw∂αβ g3∣∣∣
L2v
≤ lC(β1,β¯)
∣∣∣µδ∂α1
β¯
g1
∣∣∣
2
∣∣∣∂α−α1β−β1 g2∣∣∣σ,w ∣∣∂αβ g3∣∣2, w
〈v〉
3
2
.
(2.20)
Therefore, (2.13) is bounded via the second term on the right-hand side of (2.6). 
In what follows, we will collect the analytic tools which will be used in this paper. The first
one is the Sobolev interpolation among the spatial regularity:
Lemma 2.4. Let 2 ≤ p <∞ and k, ℓ,m ∈ R, then we have∥∥∥∇kf∥∥∥
p
.
∥∥∥∇ℓf∥∥∥θ
2
‖∇mf‖1−θ2 (2.21)
where 0 ≤ θ ≤ 1 and k satisfies
k + 3
(
1
2
− 1
p
)
= m(1− θ) + ℓθ. (2.22)
Proof. For 2 ≤ p <∞, it follows from the classical Sobolev inequality [14] that∥∥∥∇kf∥∥∥
p
.
∥∥∥∇ζf∥∥∥
2
with ζ = k + 3
(
1
2
− 1
p
)
. (2.23)
By the Parseval theorem and Ho¨lder’s inequality, we have∥∥∥∇ζf∥∥∥
2
.
∥∥∥∇ℓf∥∥∥θ
2
‖∇mf‖1−θ2 , (2.24)
where 0 ≤ θ ≤ 1 is defined by (2.22). Hence, (2.21) follows by (2.23)–(2.24). 
We have the following Lp inequality for Λ−s:
Lemma 2.5. Let 0 < s < 3/2, 1 < p < 2 <∞, 1/2 + s/3 = 1/p, then∥∥Λ−sf∥∥
2
. ‖f‖p . (2.25)
Proof. It follows from the Hardy-Littlewood-Sobolev theorem, see [14]. 
In many places, we will use the Minkowski’s integral inequality to interchange the orders of
integration over x and v.
Lemma 2.6. For 1 ≤ p ≤ q ≤ ∞, we have
‖f‖LqzLpy ≤ ‖f‖LpyLqz . (2.26)
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Proof. For q = ∞ or p = 1 (2.26) is standard, see [14]. Now for 1 ≤ p ≤ q < ∞ and hence
1 ≤ q/p <∞, we have
‖f‖LqzLpy =
∫
R3z
(∫
R3y
|f |p dy
)q/p
dz
1/q ≤
∫
R3y
(∫
R3z
|f |q dz
)p/q
dv
1/p = ‖f‖LpyLqz .
(2.27)
We thus conclude the lemma. 
We also need the following version of the Gronwall lemma.
Lemma 2.7. Let A(t), B(t), y(t) ≥ 0 satisfy y(t) ≤ ∫ t0 A(s)y(s) ds +B(t), then
y(t) ≤ e
∫ t
0
A(s) ds
∫ t
0
A(s)B(s) ds+B(t). (2.28)
Proof. The lemma is standard, see [8]. 
The last one is the basic time decay estimates of certain integrals.
Lemma 2.8. Suppose that 0 ≤ ε ≤ 1, λ > 0 and ϑ ≥ 0, then∫ t
0
e−λ((1+t)
1−ε−(1+τ)1−ε)(1 + τ)−ϑdτ ≤ Cλ,ϑ,ε(1 + t)−ϑ+ε. (2.29)
Proof. The proof is standard, see [18]. 
3. Local solution and basic energy estimates
We first record the local-in-time existence of unique solution to the Vlasov-Poisson-Landau
system (1.6) if E2;2,0(f0) is sufficiently small.
Theorem 3.1. Assume that E2;2,0(f0) is sufficiently small. Then there exist 0 < T ≤ 1 and
M > 0 small such that there is a unique solution F = µ+
√
µf ≥ 0 with
E2;2,0(f(t)) +
∫ t
0
D2;2,0(f(s)) ds . E2;2,0(f0) .M. (3.1)
In general, if 0 ≤ t ≤ T , there exists an increasing continuous function Pm,l(·) with Pm,l(0) = 0
such that
Em;l,q(f(t)) +
∫ t
0
Dm;l,q(f(s)) ds . Pm,l(Em;l,q(f0)). (3.2)
Notice that in this local existence theorem we have included the term ‖Pf‖22 in the dissipation;
this allows us to prove Theorem 3.1 exactly in the same way as [8] with a little additional
attention on the Poisson term which was already presented in [18]. Since the proof is similar
to those of [8] and [18], we then omit it. However, for our global existence theorem, we need to
exclude this term from the dissipation rate. So we can not use the estimates of Lemma 14 in
[8] and we need to refine the energy estimates. We shall establish the following proposition:
Proposition 3.2. Let f0 ∈ C∞c (R3x×R3v) and assume f is the solution constructed in Theorem
3.1 with E2;2,0(f) ≤M .
(1) We have
E2;l,q(f) +
∫ t
0
D˜2;l,q(f) ds
≤ E2;l,q(f0) + Cl
∫ t
0
[
‖∂tφ‖∞ + ‖∇xφ‖∞ + D˜2;0,0(f)
]
E2;l,q(f) ds.
(3.3)
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(2) If m ≥ 3, we have
Em;l,q(f) +
∫ t
0
D˜m;l,q(f) ds
≤ Em;l,q(f0) + Cl,m
∫ t
0
[
‖∂tφ‖∞ + ‖∇xφ‖∞ + D˜m−1;l,q(f)
]
Em;l,q(f) ds.
(3.4)
Proposition 3.2 will be proved by the following a series of lemmas. We begin with the energy
estimates without the velocity weight.
Lemma 3.3. Let f0 ∈ C∞c (R3x ×R3v) and assume f is the solution constructed in Theorem 3.1
with E2;2,0(f) ≤M . Then we have
d
dt
[∫ |f |2
2
+
∫
|∇xφ|2
]
+ λ ‖{I−P}f‖2σ .
√
M
(
‖∇xf‖2σ + ‖∇xφ‖22
)
. (3.5)
If k = 1, 2, we have
d
dt
[∫ ∑
±
e±2φ|∇kf±|2
2
+
∫
|∇k∇xφ|2
]
+ λ
∥∥∥∇k{I−P}f∥∥∥2
σ
. ‖∂tφ‖∞
∥∥∥∇kf∥∥∥2
2
+
√
M
 ∑
1≤ℓ≤2
∥∥∥∇ℓf∥∥∥2
σ
+ ‖∇xφ‖22
 . (3.6)
If m ≥ 3, we have that for any η > 0,
d
dt
[∫ ∑
±
e±2φ|∇mf±|2
2
+
∫
|∇m∇xφ|2
]
+ λ ‖∇m{I −P}f‖2σ
. ‖∂tφ‖∞ ‖∇mf‖22 +
(√
M + η
)(
‖∇mf‖2σ + ‖∇xφ‖22
)
+ Cm,ηEm;m,0(f)D˜m−1;m−1,0(f).
(3.7)
Proof. We will use the continuity equation of
∂tρ+∇x · J = 0 (3.8)
with ρ =
∫ √
µ[f+ − f−] dv and J =
∫
v
√
µ[f+ − f−] dv. From this and the Poisson equation
−∆xφ = ρ, we have
2
∫
∇k∇xφ · v√µ[∇kf+ −∇kf−] = d
dt
∫
|∇k∇xφ|2. (3.9)
For (3.5), by (1.6), we obtain
d
dt
[∫ |f |2
2
+
∫
|∇xφ|2
]
+
∫
〈Lf, f〉 =
∫ ∑
±
(Γ±(f, f)∓∇xφ · vf±) f±. (3.10)
By the collision invariant property and the estimate (2.7) of Lemma 2.3, we obtain∫ ∑
±
Γ±(f, f)f± =
∫ ∑
±
Γ±(f, f){I−P}f±
. ‖|f |2‖3 ‖|f |σ‖6 ‖{I−P}f‖σ
.
√
E2;2,0(f)
(
‖∇xf‖2σ + ‖{I −P}f‖2σ
)
.
(3.11)
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Here we have taken L3−L6−L2 in the x integration and used the Minkowski’s integral inequality,
Sobolev’s and Cauchy’s inequalities. Recalling (1.14), we have∫ ∑
±
∓∇xφ · vf±f± .
∫
|∇xφ|
∣∣∣〈v〉−1/2f ∣∣∣
2
∣∣∣〈v〉3/2f ∣∣∣
2
. ‖∇xφ‖2 ‖|f |σ‖6
∥∥∥∣∣∣〈v〉3/2f ∣∣∣
2
∥∥∥
3
.
√
E2;2,0(f)
(
‖∇xf‖2σ + ‖∇xφ‖22
)
.
(3.12)
Here we have used the fact that
∥∥〈v〉3/2∇ℓf∥∥
2
.
√E2;2,0(f) for ℓ = 0, 1 by (1.18). Then (3.5)
follows by further using Lemma 2.1 since E2;2,0(f) .M is small.
Next letting k ≥ 1, we prove (3.6) and (3.7). Applying ∇k to (1.6) and then taking the L2
inner product of the resulting identity with e±2φ∇kf±, we obtain
d
dt
[∫ ∑
±
e±2φ|∇kf±|2
2
+
∫
|∇k∇xφ|2
]
+
∫
〈L∇kf,∇kf〉
=
∑
±
∫
e±2φ∂tφ|∇kf±|2 +
∑
±
∫
∓(e±2φ − 1)∇kf±∇k∇xφ · v√µ
+
∑
±
∫
(1− e±2φ)∇kf±L±∇kf +
∑
±
∫
e±2φ∇kf±∇kΓ±(f, f)
+
∑
±,j<k
Cjk
∫
e±2φ∇kf±∇k−j∇xφ · ∇j (∇vf± − vf±) :=
5∑
i=1
Ii.
(3.13)
Note that the weight function e±2φ is so designed such that there was an exact cancelation for
the high momentum contributions in the integration, see [8].
We now estimate I1 ∼ I5. Since |e±2φ − 1| . ‖φ‖∞ .
√E2;2,0(f) . √M by the elliptic
estimate, clearly,
I1 . ‖∂tφ‖∞
∥∥∥∇kf∥∥∥2
2
, (3.14)
and by using the exponential decay of µ, we obtain
I2 .
√
M
(∥∥∥∇kf∥∥∥2
σ
+
∥∥∥∇k∇xφ∥∥∥2
2
)
.
√
M
(∥∥∥∇kf∥∥∥2
σ
+ ‖∇xφ‖22
)
. (3.15)
By Lemma 2.2, we have
I3 .
√
M
∥∥∥∇kf∥∥∥2
σ
. (3.16)
Now for the term I4, we apply the estimate (2.7) of Lemma 2.3 to obtain
I4 ≤ C
∑
j≤k
Cjk
∫ ∣∣∇jf ∣∣
2
∣∣∣∇k−jf ∣∣∣
σ
∣∣∣∇kf ∣∣∣
σ
dx. (3.17)
For k = 1, if j = 0 we take L∞ − L2 − L2; if j = 1 we take L3 − L6 − L2 in (3.17) respectively
to have an upper bound of
C
√
E2;2,0(f) ‖∇f‖2σ . (3.18)
For k = 2, if j = 0 we take L∞ − L2 − L2; if j = 1 we take L3 − L6 − L2; if j = 2 we take
L2 − L∞ − L2 in (3.17) respectively to have an upper bound of
C
√
E2;2,0(f)
∑
ℓ=1,2
∥∥∥∇ℓf∥∥∥2
σ
. (3.19)
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For k = m ≥ 3, if j = 0 we take L∞ − L2 − L2; if j = m we take L2 − L∞ − L2 in (3.17)
respectively (note that now Cmm = 1) to have an upper bound of
C
√
E2;2,0(f) ‖∇mf‖2σ +C ‖∇mf‖2
∑
ℓ=1,2
∥∥∥∇ℓf∥∥∥
σ
‖∇mf‖σ
.
(√
E2;2,0(f) + η
)
‖∇mf‖2σ +CηEm;m,0(f)D˜2;2,0(f).
(3.20)
Now if j = 1 we take L∞−L2−L2; if 2 ≤ j ≤ m−1 we take L4−L4−L2 in (3.17) respectively
to bound them by
Cm
∑
ℓ=1,2
∥∥∥∇ℓ∇f∥∥∥
2
∥∥∇m−1f∥∥
σ
‖∇mf‖σ + Cm
∑
ℓ=0,1
2≤j≤m−1
∥∥∥∇ℓ∇jf∥∥∥
2
∥∥∥∇ℓ∇m−jf∥∥∥
σ
‖∇mf‖σ
≤ Cm
√
Em;m,0(f)
√
D˜m−1;m−1,0(f) ‖∇mf‖σ
≤ η ‖∇mf‖2σ +Cm,ηEm;m,0(f)D˜m−1;m−1,0(f).
(3.21)
We thus conclude the estimates of I4. Note that the difference between our estimates of I4 and
that of Lemma 8 in [8] is that we excluded the term ‖f‖2σ therein.
Finally, we turn to the term I5 and we perform an integration by parts in v and recall (1.14)
to have
I5 .
∑
j<k
Cjk
∫ ∣∣∣∇jf∇k−j∇xφ · ∇k (∇vf + vf)∣∣∣
.
∑
j<k
Cjk
∫ ∣∣∣〈v〉3/2∇jf ∣∣∣
2
|∇k−j∇xφ|
∣∣∣∇kf ∣∣∣
σ
dx.
(3.22)
For k = 1 then j = 0, we take L3 − L6 − L2 in (3.22) to have an upper bound of∑
ℓ=0,1
∥∥∥〈v〉3/2∇ℓf∥∥∥
2
∥∥∇2∇xφ∥∥2 ‖∇f‖σ .√E2;2,0(f) ‖∇f‖2σ . (3.23)
For k = 2, if j = 0 we take L3 − L6 − L2; if j = 1 we take L2 − L∞ − L2 in (3.22) respectively
to have an upper bound of∑
ℓ=0,1
∥∥∥〈v〉3/2∇ℓf∥∥∥
2
∥∥∇3∇xφ∥∥2 ∥∥∇2f∥∥σ + ∥∥∥〈v〉3/2∇f∥∥∥2 ∑
ℓ=1,2
∥∥∥∇ℓ+1∇xφ∥∥∥
2
∥∥∇2f∥∥
σ
.
√
E2;2,0(f)
(∥∥∇2f∥∥2
σ
+ ‖∇xφ‖22
)
.
(3.24)
For k = m ≥ 3, if j = 0 we take L3 − L6 − L2 in (3.17) to have an upper bound of∑
ℓ=0,1
∥∥∥〈v〉3/2∇ℓf∥∥∥
2
∥∥∇m+1∇xφ∥∥2 ‖∇mf‖σ .√E2;2,0(f) ‖∇mf‖2σ . (3.25)
Now if j = m − 1 we take L2 − L∞ − L2; if 1 ≤ j ≤ m − 2 we take L4 − L4 − L2 in (3.22)
respectively to bound them by
Cm
∥∥∥〈v〉3/2∇m−1f∥∥∥
2
∑
ℓ=1,2
∥∥∥∇ℓ+1∇xφ∥∥∥
2
‖∇mf‖σ
+ Cm
∑
ℓ=0,1
1≤j≤m−1
∥∥∥〈v〉3/2∇ℓ∇jf∥∥∥
2
∥∥∥∇ℓ∇m−j∇xφ∥∥∥
2
‖∇mf‖σ
≤ Cm
√
Em;m,0(f)
√
D˜m−1;m−1,0(f) ‖∇mf‖σ
≤ η ‖∇mf‖2σ + Cm,ηEm;m,0(f)D˜m−1;m−1,0(f).
(3.26)
Here we have use the fact that
∥∥〈v〉3/2∇ℓf∥∥
2
≤ √Em;m,0(f) for 0 ≤ ℓ ≤ m − 1. We therefore
conclude the estimates of I5. Note that the difference between our estimates of I5 and that
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of Lemma 10 in [8] is that we had to replace
∥∥∇kf∥∥2
σ
therein by
∥∥∇kf∥∥2
σ
+ ‖∇xφ‖22 since the
Poincare´ inequality fails.
Consequently, summing up the estimates for I1 ∼ I5, by Lemma 2.1, we obtain (3.6) and
(3.7). We thus conclude the lemma. 
Notice that the dissipation estimate in Lemma 3.3 only controls the microscopic part {I−P}f ,
we then want to include the hydrodynamic part Pf and the electric potential φ to get the full
dissipation estimate.
Lemma 3.4. Let f0 ∈ C∞c (R3x ×R3v) and assume f is the solution constructed in Theorem 3.1
with E2;2,0(f) ≤M . For k ≥ 0, there exists a function Gk(t) with
Gk(t) .
∥∥∥∇kf∥∥∥2
2
+
∥∥∥∇k+1f∥∥∥2
2
+
∥∥∥∇k∇xφ∥∥∥2
2
(3.27)
such that if k = 0, 1, then
d
dt
Gk(t) +
∥∥∥∇k+1Pf∥∥∥2
2
+
∥∥∥∇k∇xφ∥∥∥2
2
.
∥∥∥∇k{I−P}f∥∥∥2
σ
+
∥∥∥∇k+1{I−P}f∥∥∥2
σ
+M ‖∇xf‖2σ ;
(3.28)
if k = m− 1 with m ≥ 3, then
d
dt
Gk(t) +
∥∥∥∇k+1Pf∥∥∥2
2
+
∥∥∥∇k∇xφ∥∥∥2
2
.
∥∥∥∇k{I−P}f∥∥∥2
σ
+
∥∥∥∇k+1{I−P}f∥∥∥2
σ
+ CmEm−1;m−1,0(f)D˜m−1;m−1,0(f).
(3.29)
Proof. From Proposition 16 of Guo [8] by using the local conservation laws and the macroscopic
equations which are derived from the the so-called macro-micro decomposition, we have that
for any k ≥ 0, there exists a function Gk(t) satisfying (3.27) (‖∇k∇xφ‖22 is included since the
Poincare´ inequality fails) such that
d
dt
Gk(t) +
∥∥∥∇k+1Pf∥∥∥2
2
+
∥∥∥∇k∇xφ∥∥∥2
2
.
∥∥∥∇k{I−P}f∥∥∥2
σ
+
∥∥∥∇k+1{I−P}f∥∥∥2
σ
+
∥∥∥∇kN‖∥∥∥2
2
.
(3.30)
Here N‖ denotes the L
2
v projection of N±(f) with respect to the subspace
Xv ≡ span
{√
µ, vi
√
µ, vivj
√
µ, vi|v|2√µ
}
, (3.31)
where N±(f) ≡ Γ±(f, f)±∇xφ · (∇vf±− vf±) representing the nonlinear term of (1.6). It then
suffices to estimate
∥∥∇kN‖∥∥22. Let µ˜ be any function in Xv, we have∥∥∥∇kN‖∥∥∥2
2
.
∑
j≤k
Cjk
∥∥∥〈Γ(∇jf,∇k−jf) +∇j∇xφ · ∇k−j(∇vf − vf), µ˜〉∥∥∥2
2
. (3.32)
We apply the estimate (2.7) of Lemma 2.3 to obtain∥∥∥〈Γ(∇jf,∇k−jf), µ˜〉∥∥∥2
2
.
∥∥∥∣∣∇jf ∣∣2 ∣∣∣∇k−jf ∣∣∣σ∥∥∥22 . (3.33)
When k = 0, 1, if j = k we take L3−L6; and if k− j = 1 we take L∞−L2 in (3.33) respectively
to bound these two cases by∑
0≤ℓ≤2
∥∥∥∇ℓf∥∥∥2
2
‖∇xf‖2σ . E2;2,0(f) ‖∇xf‖2σ . (3.34)
When k = m − 1 with m ≥ 3, if j = m − 1 we take L2 − L∞; if j = 0 we take L∞ − L2; if
1 ≤ j ≤ m− 2 we take L3 − L6 in (3.33) respectively to bound them by
Em−1;m−1,0(f)D˜m−1;m−1,0(f). (3.35)
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Now, we use the integration by parts in v and the exponential decay of µ˜ to get∥∥∥∇j∇xφ · 〈∇k−j(∇vf − vf), µ˜〉∥∥∥2
2
=
∥∥∥∇j∇xφ · 〈∇k−jf,∇vµ˜+ vµ˜〉∥∥∥2
2
.
∥∥∥∣∣∇j∇xφ∣∣ ∣∣∣∇k−jf ∣∣∣
σ
∥∥∥2
2
.
(3.36)
Obviously, applying the same arguments as those for (3.33), we obtain the same upper bounds
for (3.36). We then conclude our lemma. 
Next, we turn to the energy estimates with the velocity weight, and we first deal with the
pure spatial derivatives of the solution.
Lemma 3.5. Let f0 ∈ C∞c (R3x ×R3v) and assume f is the solution constructed in Theorem 3.1
with E2;2,0(f) ≤M . Let w = w(α, 0) in (1.17). Then for |α| = 1, 2,
d
dt
∫ ∑
±
e±2(q+1)φw2|∂αf±|2
2
+ λ ‖∂αf‖2σ,w
≤ Cl [‖∂tφ‖∞ + ‖∇xφ‖∞] ‖∂αf‖22,w + C
(√
M + η
)
D˜2;l,q(f)
+ Cl,η
(
‖∂αf‖2σ + ‖∇xφ‖22 + E2;l,q(f)D˜2;2,0(f)
)
.
(3.37)
For |α| = m ≥ 3,
d
dt
∫ ∑
±
e±2(q+1)φw2|∂αf±|2
2
+ λ ‖∂αf‖2σ,w
≤ Cl,m [‖∂tφ‖∞ + ‖∇xφ‖∞] ‖∂αf‖22,w +C
(√
M + η
)
D˜m;l,q(f)
+ Cl,m,η
(
‖∂αf‖2σ + ‖∇xφ‖22 + Em;l,q(f)D˜m−1;l,q(f)
)
.
(3.38)
Proof. Applying ∂α with |α| = m ≥ 1 to (1.6) and then taking the L2 inner product of the
resulting identity with e±2(q+1)φw2∂αf±, we obtain
d
dt
∫
e±2(q+1)φw2|∂αf±|2
2
+
∫ 〈
w2L±∂
αf, ∂αf±
〉
= ∓
∫ [
2(l − |α|)
1 + |v|2 ∇xφ · v − (q + 1)∂tφ
]
e±2(q+1)φw2|∂αf±|2
∓ 2
∫
e±2(q+1)φw2∂α∇xφ · v√µ∂αf±
+
∫ (
1− e±2(q+1)φ
)
w2∂αf±L±∂
αf +
∫
e±2(q+1)φw2∂αf±∂
αΓ±(f, f)
±
∑
α1<α
Cα1α
∫
e±2(q+1)φw2∂αf±∂
α−α1∇xφ · ∂α1 (∇vf± − vf±) :=
5∑
i=1
Ii.
(3.39)
First, by Lemma 2.2, we have∫ 〈
w2L∂αf, ∂αf
〉
dx & ‖∂αf‖2σ,w − Cl,m ‖∂αf‖2σ . (3.40)
We now estimate I1 ∼ I5. Clearly,
I1 ≤ Cl,m [‖∂tφ‖∞ + ‖∇xφ‖∞] ‖∂αf‖22,w , (3.41)
and since 0 ≤ q ≪ 1,
I2 ≤ Cl,m
(
‖∂α∇xφ‖22 +
∥∥∥µδ∂αf∥∥∥2
2
)
≤ Cl,m
(
‖∇xφ‖22 + ‖∂αf‖2σ
)
. (3.42)
By Lemma 2.2 again, we have
I3 .
√
M ‖∂αf‖2σ,w +
√
MCl,m ‖∂αf‖2σ . (3.43)
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Now for the term I4, we apply the estimate (2.6) of Lemma 2.3 to get
I4 .
∑
α1≤α
Cα1α
∣∣∂α−α1f ∣∣
σ,w
{
|∂α1f |2 |∂αf |σ,w + l |∂α1f |σ |∂αf |2,w
}
, (3.44)
where we have used
∣∣µδ∂α1f ∣∣
2
≤ |∂α1f |2,
∣∣µδ∂α1f ∣∣
2
≤ |∂α1f |σ and |∂αf |2, w
〈v〉
3
2
≤ |∂αf |2,w.
For |α| = 1, if α1 = 0 we take L2 − L∞ − L2; if α − α1 = 0, we take L6 − L3 − L2 in (3.44)
to have an upper bound of
‖∂αf‖σ,w
∑
1≤|γ|≤2
{
‖∂γf‖2 ‖∂αf‖σ,w + Cl ‖∂γf‖σ ‖∂αf‖2,w
}
+
∑
|γ|=1
‖∂γf‖σ,w
∑
|γ|≤1
{
‖∂γ∂αf‖2 ‖∂αf‖σ,w + Cl ‖∂γ∂αf‖σ ‖∂αf‖2,w
}
.
√
D˜1;l,q(f)
√
E2;2,0(f)
√
D˜1;l,q(f) + l
√
D˜1;l,q(f)
√
D˜2;2,0(f)
√
E1;l,q(f)
.
(√
E2;2,0(f) + η
)
D˜2;l,q(f) + Cl,ηE2;l,q(f)D˜2;2,0(f).
(3.45)
Here we have used the fact w(α, 0) = w(γ, 0) for |γ| = 1.
For |α| = 2, if α1 = 0 we take L2 − L∞ − L2; if α − α1 = 0 we take L∞ − L2 − L2; if
|α1| = |α− α1| = 1 we take L4 − L4 − L2 in (3.44) respectively to have an upper bound of
‖∂αf‖σ,w
∑
1≤|γ|≤2
{
‖∂γf‖2 ‖∂αf‖σ,w + l ‖∂γf‖σ ‖∂αf‖2,w
}
+
∑
1≤|γ|≤2
‖∂γf‖σ,w
{
‖∂αf‖2 ‖∂αf‖σ,w + l ‖∂αf‖σ ‖∂αf‖2,w
}
+
∑
|γ|≤1
|α1|=1
∥∥∂γ∂α−α1f∥∥
σ,w
{
‖∂γ∂α1f‖2 ‖∂αf‖σ,w + l ‖∂γ∂α1f‖σ ‖∂αf‖2,w
}
.
√
D˜2;l,q(f)
√
E2;2,0(f)
√
D˜2;l,q(f) + l
√
D˜2;l,q(f)
√
D˜2;2,0(f)
√
E2;l,q(f)
.
(√
E2;2,0(f) + η
)
D˜2;l,q(f) + Cl,ηD˜2;2,0(f)E2;l,q(f).
(3.46)
Here we have used the fact w(α, 0) ≤ w(γ, 0) for |γ| ≤ 2.
For |α| = m ≥ 3, note that if either α1 = 0 or α−α1 = 0 we have Cα1α = 1. Then as in (3.46)
we take L∞ of the term without derivatives and L2 of the other two terms in (3.44) respectively
to bound these two cases by(√
E2;2,0(f) + η
)
D˜m;l,q(f) + Cl,m,ηD˜2;2,0(f)Em;l,q(f). (3.47)
If |α1| = 1 we take L2 − L∞ − L2 in (3.44) to have an upper bound of
Cl,m
∥∥∂α−α1f∥∥
σ,w
∑
1≤|γ|≤2
{
‖∂γ∂α1f‖2 ‖∂αf‖σ,w + ‖∂γ∂α1f‖σ ‖∂αf‖2,w
}
≤ Cl,m
√
D˜m−1;l,q(f)
{√
E3;3,0(f)
√
D˜m;l,q(f) +
√
D˜3;3,0(f)
√
Em;l,q(f)
}
≤ ηD˜m;l,q(f) + Cl,m,ηD˜m−1;l,q(f)Em;l,q(f).
(3.48)
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If 2 ≤ |α1| ≤ m− 1 we take L4 − L4 − L2 in (3.44) to have an upper bound of
Cl,m
∑
|γ|≤1
∥∥∂γ∂α−α1f∥∥
σ,w
{
‖∂γ∂α1f‖2 ‖∂αf‖σ,w + ‖∂γ∂α1f‖σ ‖∂αf‖2,w
}
≤ Cl,m
√
D˜m−1;l,q(f)
{√
Em;m,0(f)
√
D˜m;l,q(f) +
√
D˜m;m,0(f)
√
Em;l,q(f)
}
≤ ηD˜m;l,q(f) + Cl,m,ηD˜m−1;l,q(f)Em;l,q(f).
(3.49)
Finally, we turn to deal with the term I5 and we shall use the split f = Pf + {I−P}f . For
the hydrodynamic part, we have∑
α1<α
Cα1α
∫
e±2(q+1)φw2∂αf±∂
α−α1∇xφ · ∂α1 (∇vPf± − vPf±)
.
∑
α1<α
Cα1α
∫
|∂α1f |2,w
∣∣∂α−α1∇xφ∣∣ |∂αf |σ,w dx. (3.50)
This term can be estimated as (3.22) with only the unweighted norms replaced by the weighted
norms in the upper bounds. Since the microscopic part is always part of our dissipation rate,
we can use the argument of Lemma 9 in [8] to obtain that for |α| = m ≥ 2,∑
α1<α
Cα1α
∫
e±2(q+1)φw2∂αf±∂
α−α1∇xφ · ∂α1 (∇v{I −P}f± − v{I −P}f±)
≤ Cm ‖∂αf‖σ,w
(
‖∂α∇xφ‖H1
∥∥∥∥|{I−P}f |σ,w(0,0)
〈v〉2
∥∥∥∥
H
3
4
+
∥∥∇2xφ∥∥H2∩Hm−1 D˜m−1;l,q(f)) .
(3.51)
These two estimates imply that for |α| = 2,
I5 .
√
E2;2,0(f)D˜2;l,q(f); (3.52)
and for |α| = m ≥ 3,
I5 . η ‖∂αf‖2σ,w + Cm,ηD˜m−1;l,q(f)Em;l,q(f). (3.53)
Consequently, collecting the estimates we thus conclude the lemma. 
We now turn to the mixed spatial-velocity derivatives of the solution. First notice that in view
of Lemma 3.3 and Lemma 3.5, it suffices to estimate the remaining microscopic part ∂αβ {I −P}f
for |α|+ |β| ≤ m and |α| ≤ m− 1 with m ≥ 2. We use the macro-micro decomposition:
{∂t + v · ∇x ∓∇xφ · ∇v}{I −P}f± ± 2{I−P}(∇xφ · v√µ) + L±f
= Γ±(f, f)∓∇xφ · v{I −P}f± +P(v · ∇xf±)− v · ∇xPf±
±∇xφ · (P(vf±)− vPf± +∇vPf± −P(∇vf±)) .
(3.54)
Lemma 3.6. Assume f0 ∈ C∞c (R3x×R3v) and assume f is the solution constructed in Theorem
3.1 with E2;2,0(f) ≤M . Let w = w(α, β) in (1.17). For |α|+ |β| ≤ 2 with |α| ≤ 1, we have that
for any η > 0,
d
dt
∫ ∑
±
e±2(q+1)φw2|∂αβ {I−P}f±|2
2
+ λ
∥∥∂αβ {I−P}f∥∥2σ,w
≤ Cl [‖∂tφ‖∞ + ‖∇xφ‖∞]
∥∥∂αβ {I−P}f∥∥22,w + C (√M + η) D˜2;l,q(f)
+ Cl,η
∑
β′<β
∥∥∂αβ′{I −P}f∥∥2σ,w(α,β′) + ‖∂α{I−P}f‖2σ + ‖∇xφ‖22 + ∥∥∥∇|α|+1f∥∥∥2σ
 .
(3.55)
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For |α|+ |β| ≤ m with m ≥ 3 and |α| ≤ m− 1, we have that for any η > 0,
d
dt
∫ ∑
±
e±2(q+1)φw2|∂αβ {I −P}f±|2
2
+
∥∥∂αβ {I−P}f∥∥2σ,w
≤ Cl,m [‖∂tφ‖∞ + ‖∇xφ‖∞]
∥∥∂αβ {I −P}f∥∥22,w + C (√M + η) D˜m;l,q(f)
+ Cl,m,η
(
[Em;l,q(f) + 1] D˜m−1;l,q(f) +
∥∥∥∇|α|+1f∥∥∥2
σ
)
.
(3.56)
Proof. Applying ∂αβ with |α| + |β| ≤ m for m ≥ 2 and |α| ≤ m − 1 to (3.54) and then taking
the L2 inner product of the resulting identity with e±2(q+1)φw2∂αβ {I−P}f±, we obtain
d
dt
∫
e±2(q+1)φw2|∂αβ {I−P}f±|2
2
+
∫ 〈
w2∂αβL±{I−P}f, ∂αβ {I −P}f±
〉
= −
∫
e±2(q+1)φw2δeiβ ∂
α+ei
β−ei
{I −P}f±∂αβ {I−P}f±
∓
∫ [
2(l − |α| − |β|)
1 + |v|2 ∇xφ · v − (q + 1)∂tφ
]
e±2(q+1)φw2|∂αβ {I−P}f±|2
+
∫ (
1− e±2(q+1)φ
)
w2∂αβ {I−P}f±∂αβL±{I−P}f
∓ 2
∫
e±2(q+1)φw2∂αβ {I−P}f±∂αβ {I −P}(∇xφ · v
√
µ)
+
∫
e±2(q+1)φw2∂αβΓ±(f, f)∂
α
β {I−P}f±
±
∑
α1<α
Cα1α
∫
e±2(q+1)φw2∂αβ {I −P}f±∂α−α1∇xφ
·
(
∇v∂α1β {I −P}f± − ∂β[v∂α1{I −P}f±]
)
±
∑
α1≤α
Cα1α
∫
e±2(q+1)φw2∂αβ {I −P}f±∂α−α1∇xφ
· ∂α1β (P(vf±)− v∂α1Pf± +∇vPf± −P(∇vf±))
+
∫
e±2(q+1)φw2∂αβ {I −P}f±∂αβ (P(v · ∇xf±)− v · ∇xPf±) :=
8∑
i=1
Ii.
(3.57)
Here δeiβ = 1 if ei ≤ β; otherwise, δeiβ = 0.
First, by Lemma 2.2, we have that if β = 0,∫
〈w2∂αL{I−P}f, ∂α{I−P}f〉 & ‖∂α{I−P}f‖2σ,w − Cl,m ‖∂α{I−P}f‖2σ ; (3.58)
if β 6= 0, then for any η > 0,∫
〈w2∂αβL{I −P}f, ∂αβ {I−P}f〉
≥
∥∥∂αβ {I−P}f∥∥2σ,w − η ∑
|β′|=|β|
∥∥∂αβ′{I −P}f∥∥2σ,w(α,β′) − Cl,m,η ∑
β′<β
∥∥∂αβ′{I−P}f∥∥2σ,w(α,β′) .
(3.59)
We now estimate I1 ∼ I8. For any η > 0 and β ≥ ei, by Lemma 6 in [8] we have
I1 .
∥∥∥δeiβ ∂αβ−ei{I−P}f∥∥∥σ,w(α,β−ei)
∥∥∥∂α+eiβ−ei {I−P}f∥∥∥σ,w(α+ei,β−ei)
≤ ηDm;l,q(f) + Cη
∥∥∥δeiβ ∂αβ−ei{I−P}f∥∥∥2σ,w(α,β−ei) .
(3.60)
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Clearly,
I2 ≤ Cl,m [‖∂tφ‖∞ + ‖∇xφ‖∞]
∥∥∂αβ {I −P}f∥∥22,w . (3.61)
By Lemma 2.2, we have that for any η > 0,
I3 .
√
M
∥∥∂αβ {I−P}f∥∥2σ,w + Cl,m√M ‖∂α{I−P}f‖2σ
+ ηDm;l,q(f) +Cl,m,η
∑
β′<β
∥∥∂αβ′{I−P}f∥∥2σ,w(α,β′) . (3.62)
For the term I4, we can move all the v derivatives ∂β out of ∂
α
β {I − P}f to the remaining
factor in v; using the exponential decay of µ, we obtain
I4 ≤ Cl,m ‖∂α∇xφ‖2
∥∥∥µδ∂α{I−P}f∥∥∥
2
≤ Cl,m
(
‖∇xφ‖22 + ‖∂α{I−P}f‖2σ
)
. (3.63)
To estimate the term I5, applying the estimate (2.6) of Lemma 2.3, we obtain
I5 ≤
∑
α1≤α
β¯≤β1≤β
Cα1α C
β1
β C(β1,β¯)
∫ ∣∣∣∂α−α1β−β1 f ∣∣∣σ,w ∣∣∣µδ∂α1β¯ f ∣∣∣2
{∣∣∂αβ {I −P}f ∣∣σ,w + l ∣∣∂αβ {I −P}f ∣∣2, w
〈v〉
3
2
}
.
(3.64)
First notice that for all |α|+ |β| ≤ 2, if (α1, β¯) = 0 we can always take L2−L∞−L2 in (3.64),
and we use the split f = Pf + {I−P}f in the factor
∣∣∣∂α−α1β−β1 f ∣∣∣σ,w, to have an upper bound of
C
(
‖∂αPf‖2,w +
∥∥∂αβ−β1{I−P}f∥∥σ,w) ∑
1≤|γ|≤2
∥∥∥µδ∂γf∥∥∥
2
∥∥∂αβ {I−P}f∥∥σ,w
+ Cl ‖∂αPf‖2,w
∑
1≤|γ|≤2
∥∥∥µδ∂γf∥∥∥
2
∥∥∂αβ {I−P}f∥∥σ,w
+ Cl
∥∥∂αβ−β1{I −P}f∥∥σ,w ∑
1≤|γ|≤2
∥∥∥µδ∂γf∥∥∥
2
∥∥∂αβ {I−P}f∥∥2,w
.
√
E2;l,q(f)
√
D˜2;2,0(f)
√
D˜2;l,q(f) +
√
D˜2;l,q(f)
√
E2;2,0(f)
√
D˜m;l,q(f)
+ Cl
√
E2;l,q(f)
√
D˜2;2,0(f)
√
D˜2;l,q(f) + Cl
√
D˜2;l,q(f)
√
D˜2;2,0(f)
√
E2;l,q(f)
.
(√
E2;2,0(f) + η
)
D˜2;l,q(f) + Cl,ηD˜2;2,0(f)E2;l,q(f).
(3.65)
Here we have used the fact w(α, β) ≤ w(α, β − β1). Notice carefully that here we adjusted
the energy and dissipation components by making full use of the advantage that the terms∣∣∣µδ∂α1
β¯
g1
∣∣∣
2
and
∣∣∣∂αβ g3∣∣∣
2, w
〈v〉
3
2
can be included in either the energy or the dissipation when they
are hit by the spatial derivatives. Note that we have concluded the case |α|+ |β| = 0.
When |α|+ |β| = 1, the remaing case is of (α−α1, β − β1) = 0, and we take L6 −L3 −L2 in
(3.64) to have an upper bound of
C
∑
|γ|=1
‖∂γf‖σ,w
∑
|γ|≤1
∥∥∥µδ∂γ∂αβ¯ f∥∥∥2 ∥∥∂αβ {I−P}f∥∥σ,w
+ Cl
∑
|γ|=1
‖∂γf‖σ,w
∑
|γ|≤1
∥∥∥µδ∂γ∂αβ¯ f∥∥∥2 ∥∥∂αβ {I −P}f∥∥2,w
.
√
D˜2;l,q(f)
√
E2;2,0(f)
√
D˜2;l,q(f) + Cl
√
D˜2;l,q(f)
√
D˜2;2,0(f)
√
E2;l,q(f)
.
(√
E2;2,0(f) + η
)
D˜2;l,q(f) +Cl,ηD˜2;2,0(f)E2;l,q(f).
(3.66)
Here we have used the fact w(α, β) = w(γ, 0) for |γ| = 1. This concludes the case |α|+ |β| = 1.
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When |α|+ |β| = 2, if (α−α1, β − β1) = 0 we take L∞ −L2 −L2 in (3.64) to have an upper
bound of
C
∑
1≤|γ|≤2
‖∂γf‖σ,w
∥∥∥µδ∂αβ¯ f∥∥∥2 ∥∥∂αβ {I −P}f∥∥σ,w
+ Cl
∑
1≤|γ|≤2
‖∂γf‖σ,w
∥∥∥µδ∂αβ¯ f∥∥∥2 ∥∥∂αβ {I−P}f∥∥2,w
.
√
D˜2;l,q(f)
√
E2;2,0(f)
√
D˜2;l,q(f) + Cl
√
D˜2;l,q(f)
√
D˜2;2,0(f)
√
E2;l,q(f)
.
(√
E2;2,0(f) + η
)
D˜2;l,q(f) +Cl,ηD˜2;2,0(f)E2;l,q(f).
(3.67)
Here we have used the fact w(α, β) ≤ w(γ, 0) for 1 ≤ |γ| ≤ 2. If (α1, β¯) 6= 0 and (α−α1, β−β1) 6=
0, then |α1|+ |β¯| = 1 and |α−α1|+ |β−β1| = 1 since |α|+ |β| = 2. Hence we take L6−L3−L2
in (3.64) to have an upper bound of
C
∑
|γ|=1
∥∥∥∂γ∂α−α1β−β1 f∥∥∥σ,w ∑
|γ|≤1
∥∥∥µδ∂γ∂α1
β¯
f
∥∥∥
2
∥∥∂αβ {I−P}f∥∥σ,w
+ Cl
∑
|γ|=1
∥∥∥∂γ∂α−α1β−β1 f∥∥∥σ,w ∑
|γ|≤1
∥∥∥µδ∂γ∂α1
β¯
f
∥∥∥
2
∥∥∂αβ {I−P}f∥∥2,w
.
√
D˜2;l,q(f)
√
E2;2,0(f)
√
D˜2;l,q(f) + Cl
√
D˜2;l,q(f)
√
D˜2;2,0(f)
√
E2;l,q(f)
.
(√
E2;2,0(f) + η
)
D˜2;l,q(f) +Cl,ηD˜2;2,0(f)E2;l,q(f).
(3.68)
Here we have used the fact w(α, β) ≤ w(γ+α−α1, β−β1) for |γ| ≤ 1. This completes the case
|α|+ |β| = 2.
Now when |α| + |β| = m ≥ 3, we shall separate four cases. The first case is either (α1, β¯) =
(α, β) or (α − α1, β − β1) = (α, β). Indeed we now have Cα1α Cβ1β C(β1,β¯) = C. We note that
m ≥ 3 so that we can take L∞ of the term without derivatives and L2 of the other two terms
in (3.64), also when (α− α1, β − β1) = (α, β) we use the split f = Pf + {I−P}f in the factor∣∣∣∂αβ f ∣∣∣
σ,w
, to have an upper bound of
Cl
∑
1≤|γ|≤2
‖∂γf‖σ,w
∥∥∥µδ∂αβ f∥∥∥
2
∥∥∂αβ {I−P}f∥∥σ,w
+ Cm ‖∂αPf‖2,w
∑
1≤|γ|≤2
∥∥∥µδ∂γf∥∥∥
2
∥∥∂αβ {I−P}f∥∥σ,w
+ C
∥∥∂αβ {I −P}f∥∥σ,w ∑
1≤|γ|≤2
∥∥∥µδ∂γf∥∥∥
2
∥∥∂αβ {I−P}f∥∥σ,w
+ Cl,m ‖∂αPf‖2,w
∑
1≤|γ|≤2
∥∥∥µδ∂γf∥∥∥
2
∥∥∂αβ {I−P}f∥∥σ,w
+ Cl,m
∥∥∂αβ {I−P}f∥∥σ,w ∑
1≤|γ|≤2
∥∥∥µδ∂γf∥∥∥
2
∥∥∂αβ {I −P}f∥∥2,w
. Cl,m
√
D˜2;l,q(f)
√
Em;l,q(f)
√
D˜m;l,q(f) + Cl,m
√
Em;l,q(f)
√
D˜2;2,0(f)
√
D˜m;l,q(f)
+
√
D˜m;l,q(f)
√
E2;2,0(f)
√
D˜m;l,q(f)
.
(√
E2;2,0(f) + η
)
D˜m;l,q(f) + Cl,m,ηD˜2;l,q(f)Em;l,q(f).
(3.69)
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We next consider the case of |α1| + |β¯| = m − 1 and |α − α1| + |β − β1| = 1, and we take
L6 − L3 − L2 in (3.64) to have an upper bound of
Cl,m
∑
|γ|=1
∥∥∥∂γ∂α−α1β−β1 f∥∥∥σ,w ∑
|γ|≤1
∥∥∥µδ∂γ∂α1
β¯
f
∥∥∥
2
∥∥∂αβ {I−P}f∥∥σ,w
≤ Cl,m
√
D˜2;l,q(f)
√
Em;l,q(f)
√
D˜m;l,q(f)
≤ ηD˜m;l,q(f) +CηD˜m−1;l,q(f)Em;l,q(f).
(3.70)
We now consider the case of |α1|+ |β¯| = 1 and |α− α1|+ |β − β1| = m− 1, and we shall use
the split f = Pf + {I−P}f in the factor
∣∣∣∂α−α1β−β1 f ∣∣∣σ,w. For the hydrodynamic part of (3.64) we
take L3 − L6 − L2; while for the microscopic part of (3.64) we take L2 − L∞ − L2 respectively
to have an upper bound of
Cl,m
∑
|γ|≤1
∥∥∂γ∂α−α1Pf∥∥
2,w
∑
|γ|=1
∥∥∥µδ∂γ∂α1
β¯
f
∥∥∥
2
∥∥∂αβ {I−P}f∥∥σ,w
+ Cl,m
∥∥∥∂α−α1β−β1 {I−P}f∥∥∥σ,w ∑
1≤|γ|≤2
∥∥∥µδ∂γ∂α1
β¯
f
∥∥∥
2
∥∥∂αβ {I −P}f∥∥σ,w
≤ Cl,m
√
Em;l,q(f)
√
D˜2;2,0(f)
√
D˜m;l,q(f) + Cl,m
√
D˜m−1;l,q(f)
√
E3;3,0(f)
√
D˜m;l,q(f)
≤ ηD˜m;l,q(f) + Cl,m,ηD˜m−1;l,q(f)Em;l,q(f).
(3.71)
The remaining cases are of 2 ≤ |α1|+ |β¯| ≤ m−2 and 2 ≤ |α−α1|+ |β−β1| ≤ m−2 (surely,
now m ≥ 4), and we take L6 − L3 − L2 in (3.64) to bound it by
Cl,m
∑
|γ|=1
∥∥∥∂γ∂α−α1β−β1 f∥∥∥σ,w ∑
|γ|≤1
∥∥∥µδ∂γ∂α1
β¯
f
∥∥∥
2
∥∥∂αβ {I−P}f∥∥σ,w
≤ Cl,m
√
D˜m−1;l,q(f)
√
Em−1;m−1,0(f)
√
D˜m;l,q(f)
≤ ηD˜m;l,q(f) +Cl,m,ηD˜m−1;l,q(f)Em−1;m−1,0(f).
(3.72)
Notice that the term I6 only occurs when |α|+ |β| ≥ 1. Since {I−P}f is always part of our
dissipation rate, so we can use the argument of Lemma 9 in [8] to obtain that for |α|+ |β| ≤ m,
I6 ≤ Cm
∥∥∂αβ {I−P}f∥∥σ,w
(
‖∂α∇xφ‖H1
∥∥∥∥|{I−P}f |σ,w(0,0)
〈v〉2
∥∥∥∥
H
3
4
+
∥∥∇2xφ∥∥2H2∩Hm−1 D˜m−1;l,q(f)) .
(3.73)
In particular, if |α|+ |β| ≤ 2,
I6 .
√
E2;2,0(f)D˜2;l,q(f); (3.74)
if |α| + |β| = m ≥ 3, since |α| ≤ m− 1,
I6 ≤ ηD˜m;l,q(f) + Cm,ηEm−1;m−1,0(f)D˜m−1;l,q(f). (3.75)
For the term I7, we make use of the exponential decay in v of the hydrodynamic part to get
I7 ≤ Cl,m
∑
α1≤α
∫ ∣∣∂αβ {I−P}f ∣∣σ ∣∣∂α−α1∇xφ∣∣ |∂α1f |σ dx. (3.76)
If |α1| ≥ 1, we take L2 − L∞ − L2 in (3.76) to have an upper bound of
Cl,m
∥∥∂αβ {I−P}f∥∥σ ∑
1≤|γ|≤2
∥∥∂γ∂α−α1∇xφ∥∥2 ‖∂α1f‖σ
≤ Cl,m
√
D˜m;m,0(f)
√
Em−1;m−1,0(f)
√
D˜m−1;m−1,0(f)
≤ ηD˜m;m,0(f) +Cl,m,ηEm−1;m−1,0(f)D˜m−1;m−1,0(f).
(3.77)
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Here we have use the fact that 1 ≤ |α1| ≤ |α| ≤ m − 1. If |α1| = 0, we take L2 − L3 − L6 in
(3.76) to have an upper bound of
Cl,m
∥∥∂αβ {I −P}f∥∥σ ∑
|γ|≤1
‖∂γ∂α∇xφ‖2
∑
|γ|=1
‖∂γf‖σ
≤ Cl,m
√
D˜m;m,0(f)
√
Em−1;m−1,0(f)
√
D˜2;2,0(f)
≤ ηD˜m;m,0(f) + Cl,m,ηEm−1;m−1,0(f)D˜2;2,0(f).
(3.78)
Finally, for I8, we easily have
I8 ≤ Cl,m
∥∥∂αβ {I −P}f∥∥σ ∥∥∥∇|α|+1x f∥∥∥σ
≤ η ∥∥∂αβ {I−P}f∥∥2σ + Cl,m,η ∥∥∥∇|α|+1x f∥∥∥2σ .
(3.79)
Consequently, collecting the estimates for I1 ∼ I8, we thus conclude our lemma. 
We now present the
Proof of Proposition 3.2. For m ≥ 2, we define
E˜m,l,q(f) =
∫ |f |2
2
+
∫
|∇xφ|2 +
∑
1≤k≤m
(∫ ∑
±
e±2φ
|∇kf±|2
2
+
∫
|∇k∇xφ|2
)
+
∑
0≤k≤m−1
εkG
k(t) +
∑
1≤|α|≤m
εα
∫ ∑
±
e±2(q+1)φw2|∂αf±|2
2
+
∑
|α|+|β|≤m
|α|≤m−1
εα,β
∫ ∑
±
e±2(q+1)φw2|∂αβ {I−P}f±|2
2
.
(3.80)
By taking εk sufficiently small, E˜m,l,q(f) is equivalent to our energy Em,l,q(f) of (1.18) in the
sense that there exists Cl,m such that
C−1l,mE˜m,l,q(f) ≤ Em,l,q(f) ≤ Cl,mE˜m,l,q(f). (3.81)
By further taking εk, εα, εα,β , η sufficiently small orderly and choose M sufficiently small (inde-
pendent of l and m!), we deduce Proposition 3.2 from Lemma 3.3–3.6. 
4. Time decay and global solution
In this section, we will derive a further energy estimate which allows us to extract the strong
decay rate of φ. Then we can close the energy estimates in Proposition 3.2 and thus complete
the proof of Theorem 1.1. We recall the notations f1 = f++f− and f2 = f+−f− for the solution
f to the Vlasov-Poisson-Landau system (1.6). The key point is to consider the evolution of f2
and φ separating from (1.31):
∂tf2 + v · ∇xf2 + 4∇xφ · v√µ+ L2f2 = Γ∗(f1, f2) +∇xφ · (∇vf1 − vf1) ,
−∆xφ =
∫
R3
f2
√
µdv.
(4.1)
Lemma 4.1. Let f0 ∈ C∞c (R3x ×R3v) and assume f is the solution constructed in Theorem 3.1
with E2;2,0(f) ≤M . There exists a function E10 (f2)(t) with
E10 (f2)(t) ∼
∑
k=0,1
∥∥∥∇kf2∥∥∥2
2
+ ‖∇xφ‖22 (4.2)
such that
d
dt
E10 (f2) +
∑
k=0,1
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22 ≤ 0. (4.3)
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Proof. The standard ∇k energy estimates on (4.1) yields for k = 0, 1,
d
dt
(∥∥∇kf2∥∥22
2
+ 2
∥∥∥∇k∇xφ∥∥∥2
2
)
+ λ
∥∥∥∇k{I −P2}f2∥∥∥2
σ
.
∑
0≤j≤k
∣∣∣(Γ∗(∇jf1,∇k−jf2) +∇j∇xφ · ∇k−j(∇vf1 − vf1),∇kf2)∣∣∣ := I1 + I2. (4.4)
Our goal is to conclude an energy estimate for f2 and φ solely that excludes f1. So when esti-
mating I1 and I2 we will bound the f1-related factors by the energy rather than the dissipation.
More precisely, applying the estimate (2.7) of Lemma 2.3, we have
I1 .
∑
0≤j≤k
∫ ∣∣∇jf1∣∣2 ∣∣∣∇k−jf2∣∣∣σ
∣∣∣∇kf2∣∣∣
σ
dx .
√
E2;2,0(f)
∥∥∥∇kf2∥∥∥2
σ
. (4.5)
Here in the x integration of (4.5), when j = 0 we have taken L∞ − L2 − L2; and if k = 1 and
j = 1 we have taken L3 − L6 − L2 respectively. While we use an integration by parts in v and
recall (1.14) to have
I2 =
∑
0≤j≤k
∣∣∣(∇k−jf1∇j∇xφ,∇k(∇vf2 + vf2))∣∣∣
.
∑
0≤j≤k
∫ ∣∣∣〈v〉3/2∇k−jf1∣∣∣
2
∣∣∇j∇xφ∣∣ ∣∣∣∇kf2∣∣∣
σ
dx
.
√
E2;2,0(f) ‖∇xφ‖H2
∥∥∥∇kf2∥∥∥
σ
.
√
E2;2,0(f)
(
‖∇xφ‖2H2 +
∥∥∥∇kf2∥∥∥2
σ
)
.
(4.6)
Here when j = 0 we have taken L2−L∞−L2; and if k = 1 and j = 1 we have taken L4−L4−L2
in the x-integration of (4.6) respectively. So, we may conclude from (4.4) that
d
dt
(∥∥∇kf2∥∥22
2
+ 2
∥∥∥∇k∇xφ∥∥∥2
2
)
+ λ
∥∥∥∇k{I−P2}f2∥∥∥2
σ
.
√
E2;2,0(f)
∑
k=0,1
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
 . (4.7)
Here we have used the elliptic estimate on the Poisson equation to have
‖∇xφ‖2H2 . ‖∇xφ‖22 + ‖∇xf2‖2σ . (4.8)
On the other hand, similarly as Lemma 3.4, there exists a function G0f2(t) with
G0f2(t) . ‖f2‖22 + ‖∇xf2‖22 + ‖∇xφ‖22 (4.9)
such that
d
dt
G0f2(t) + ‖P2f2‖22 + ‖∇xP2f2‖22 + ‖∇xφ‖22
. ‖{I−P2}f2‖2σ + ‖∇x{I−P2}f2‖2σ +
∥∥N‖∥∥22 . (4.10)
The key point in (4.10) is that we can include the term ‖P2f2‖22, which follows by
‖P2f2‖22 . ‖ρ‖22 = ‖∆φ‖22 . ‖∇xφ‖22 + ‖∇xP2f2‖22 . (4.11)
The last term in (4.10) is bounded by∥∥N‖∥∥22 ≡ ‖〈Γ∗(f1, f2) +∇xφ · (∇vf1 − vf1) , v√µ〉‖22
. E2;2,0(f)
(
‖f2‖2σ + ‖∇xφ‖22
)
.
(4.12)
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Hence, (4.10) implies that
d
dt
G0f2(t) + ‖P2f2‖22 + ‖∇xP2f2‖22 + ‖∇xφ‖22
. ‖{I−P2}f2‖2σ + ‖∇x{I −P2}f2‖2σ +
√
E2;2,0(f)
(
‖f2‖2σ + ‖∇xφ‖22
)
.
(4.13)
Now we define
E10 (f2)(t) :=
∑
k=0,1
(∥∥∇kf2∥∥22
2
+ 2
∥∥∥∇k∇xφ∥∥∥2
2
)
− εG0f2(t). (4.14)
By (4.9), for ε sufficiently small, we deduce that E10 (f2)(t) satisfies (4.2) and that (4.3) follows
from (4.7) and (4.13) since E2;2,0(f) ≤M is small. 
We now establish the crucial strong decay rate of φ in the following proposition.
Proposition 4.2. Let f0 ∈ C∞c (R3x×R3v) and assume f is the solution constructed in Theorem
3.1 with E2;2,0(f) ≤M . Then there exists Cl > 0 such that
‖∂tφ(t)‖∞ + ‖∇xφ(t)‖∞ + ‖∇xφ(t)‖2 +
∑
k=0,1
∥∥∥∇kf2(t)∥∥∥
2
≤ Cl(1 + t)−2l+2 sup
0≤τ≤T
√
E2;l,0(f(τ)),
(4.15)
and
‖∂tφ(t)‖∞ + ‖∇xφ(t)‖∞ + ‖∇xφ(t)‖2 +
∑
k=0,1
∥∥∥∇kf2(t)∥∥∥
2
≤ Cle−Clt2/3 sup
0≤τ≤T
√
E2;l,q(f(τ)) for 0 < q ≪ 1.
(4.16)
Proof. Note that (4.3) is essentially same as (150) in [8], then we can get the same decay rate
as [8]. Indeed, taking ℓ = 1 and m = 2 in (5.56) and (5.61), we obtain
‖∇xφ(t)‖2 +
∑
k=0,1
∥∥∥∇kf2(t)∥∥∥
2
≤ Cl(1 + t)−2l+2 sup
0≤τ≤T
√
E2;l,0(f(τ)), (4.17)
and
‖∇xφ(t)‖2 +
∑
k=0,1
∥∥∥∇kf2(t)∥∥∥
2
≤ Cle−Clt2/3 sup
0≤τ≤T
√
E2;l,q(f(τ)) for 0 < q ≪ 1. (4.18)
By the Poisson equation and the continuity equation, we obtain
‖∇xφ‖∞ .
∥∥∇2xφ∥∥2 + ∥∥∇3xφ∥∥2 . ‖f2‖2 + ‖∇xf2‖2 (4.19)
and
‖∂tφ‖∞ =
∥∥∆−1∂tρ∥∥∞ = ∥∥∆−1∇xJ∥∥∞ . ‖J‖2 + ‖∇xJ‖2 . ‖f2‖22 + ‖∇xf2‖2 . (4.20)
We thus conclude the lemma. 
Now we can follow exactly the same strategy of [8] to prove Theorem 1.1.
Proof of Theorem 1.1. We first choose the smooth initial data f0 ∈ C∞c (R3x × R3v) with F0 =
µ+
√
µf0 ≥ 0.
Step 1. Global Small E2;2,0 Solution.
We denote
T∗ = sup
t≥0
{
E2;2,0(f(t)) +
∫ t
0
D2;2,0(f(τ))dτ ≤M and
∫ t
0
[‖∂tφ(τ)‖∞ + ‖∇xφ(τ)‖∞] dτ ≤
√
M
}
.
(4.21)
Clearly T∗ > 0 if E2;2,0(f0) is sufficiently small from Theorem 3.1. Our goal is to show T∗ =∞
if we further choose E2;2,0(f0) small.
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In Proposition 3.2, since
∫ T∗
0 [‖∂tφ‖∞ + ‖∇xφ(τ)‖∞ +D2;2,0(f)] dτ ≤ 1, we use the standard
Gronwall lemma (Lemma 2.7) to deduce from (3.3) that
E2;l,q(f(t)) +
∫ t
0
D˜2;l,q(f(τ)) dτ ≤ ClE2;l,q(f0). (4.22)
By Lemma 4.1, we can improve the inequality above to be
E2;l,q(f(t)) +
∫ t
0
D2;l,q(f(τ)) dτ ≤ ClE2;l,q(f0). (4.23)
Combining Proposition 4.2 and this bound with l = 2 and q = 2, we obtain∫ t
0
[‖∂tφ(τ)‖∞ + ‖∇xφ(τ)‖∞] dτ . sup
0≤τ≤T∗
√
E2;2,0(f(τ))
∫ t
0
(1 + τ)−2dτ .
√
E2;2,0(f0). (4.24)
Upon choosing the initial condition E2;2,0(f0) further smaller, we deduce that for 0 ≤ t ≤ T∗,
E2;2,0(f(t)) +
∫ t
0
D2;2,0(f(τ)) dτ ≤ M
2
< M (4.25)
and ∫ t
0
[‖∂tφ(τ)‖∞ + ‖∇xφ(τ)‖∞] dτ ≤
√
M
2
<
√
M. (4.26)
This implies that T∗ = ∞ and the solution is global. Also, Proposition 4.2 and (4.23) imply
that the assertion (1) holds.
Step 2. Higher Moments and Higher Regularity.
We shall prove this by an induction of the total derivatives |α|+ |β| = m. By (4.23), clearly
(1.24) is valid for m = 2. Assume (1.24) holds for m− 1. By Proposition 4.2, Lemma 4.1 and
the induction hypothesis, we apply Lemma 2.7 to deduce from (3.4) that
Em;l,q(f(t)) +
∫ t
0
Dm;l,q(f(τ)) dτ
≤ Cl,mEm;l,q(f0)
[
1 + e(1+
∫ t
0 Dm−1;l,q(f(τ)) dτ)
(
1 +
∫ t
0
Dm−1;l,q(f(τ)) dτ
)]
≤ Cl,mEm;l,q(f0)
[
1 + ePm−1,l(Em;l,q(f0))Pm−1,l(Em;l,q(f0))
]
≡ Pm,l(Em;l,q(f0)),
(4.27)
where we have used
Em−1;l,q(f0) ≤ Em;l,q(f0) and Pm−1,l(Em−1;l,q(f0)) ≤ Pm−1,l(Em;l,q(f0)). (4.28)
This concludes Theorem 1.1 for f0 ∈ C∞c (R3x×R3v). For a general datum f0 ∈ Em;l,q we can use
a sequence of smooth approximation fn0 to construct the approximate solutions and then take
a limit in n to conclude the theorem. 
5. Further decay
In this section, we will derive some further energy estimates to deduce some further decay
rates of the global solution obtained in Theorem 1.1 to complete the proof of Theorem 1.2.
Recall f1 and f2 again. The first lemma is a general version of Lemma 4.1 concerning with
the energy estimates for the higher-order spatial derivatives of f2 = f+ − f−.
Lemma 5.1. Let f0 ∈ C∞c (R3x×R3v) and assume f is the solution constructed in Theorem 3.1.
Then for any ℓ = 1, . . . ,m with m ≥ 2, there exists a functional Eℓ0(f2)(t) with
Eℓ0(f2)(t) ∼
ℓ∑
k=0
∥∥∥∇kf2∥∥∥2
2
+ ‖∇xφ‖22 (5.1)
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such that
d
dt
Eℓ0(f2) + λ
(
ℓ∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
)
≤ Cm
(√
Em;m+3/4,0(f) + Em;m,0(f)
)( ℓ∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
)
.
(5.2)
Proof. We recall (4.1). The standard ∇k energy estimates on (4.1) yields for k = 0, . . . , ℓ,
d
dt
(∥∥∇kf2∥∥22
2
+ 2
∥∥∥∇k∇xφ∥∥∥2
2
)
+ λ
∥∥∥∇k{I−P2}f2∥∥∥2
σ
≤
∑
0≤j≤k
Cjk
(
Γ∗(∇jf1,∇k−jf2) +∇j∇xφ · ∇k−j(∇vf1 − vf1),∇kf2
)
:= I1 + I2.
(5.3)
We apply the estimate (2.7) of Lemma 2.3 to have, by bounding the f1-related factors via√Em;m,0(f) since m ≥ 2,
I1 .
∑
0≤j≤k
Cjk
∫ ∣∣∇jf1∣∣2 ∣∣∣∇k−jf2∣∣∣σ
∣∣∣∇kf2∣∣∣
σ
dx ≤ Cm
√
Em;m,0(f)
∑
0≤j≤k
∥∥∇jf2∥∥2σ . (5.4)
While, we have
I2 =
∑
0≤j≤k
Cjk
∣∣∣(∇k−jf1∇j∇xφ,∇k(∇vf2 + vf2))∣∣∣
≤ Cm
∑
0≤j≤k
∫ ∣∣∣〈v〉3/2∇k−jf1∣∣∣
2
∣∣∇j∇xφ∣∣ ∣∣∣∇kf2∣∣∣
σ
dx
≤ Cm
√
Em;m+3/4,0(f)
∑
0≤j≤k
∥∥∇j∇xφ∥∥2 ∥∥∥∇kf2∥∥∥σ
≤ Cm
√
Em;m+3/4,0(f)
(
‖∇xφ‖22 +
∥∥∥∇kf2∥∥∥2
σ
)
(5.5)
Note that we require the extra 3/4 so that when k = ℓ = m and j = 0 we can bound by∥∥〈v〉3/2∇mf1∥∥2 ≤√Em;m+3/4,0(f); otherwise, we need to restrict that ℓ ≤ m− 1. In particular,
when m = 2 we can only take ℓ = 1 that we did in Lemma 4.2.
So, summing over k = 0, . . . , ℓ, we deduce from (5.3) that
d
dt
ℓ∑
k=0
(∥∥∇kf2∥∥22
2
+ 2
∥∥∥∇k∇xφ∥∥∥2
2
)
+ λ
ℓ∑
k=0
∥∥∥∇k{I −P2}f2∥∥∥2
σ
≤ Cm
√
Em;m+3/4,0(f)
(
ℓ∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
)
.
(5.6)
On the other hand, as in Lemma 4.1, for k = 0, . . . , ℓ− 1 there exists a function Gkf2(t) with
Gkf2(t) .
∥∥∥∇kf2∥∥∥2
2
+
∥∥∥∇k+1f2∥∥∥2
2
+
∥∥∥∇k∇xφ∥∥∥2
2
(5.7)
such that
d
dt
Gkf2 +
∥∥∥∇kP2f2∥∥∥2
2
+
∥∥∥∇k+1P2f2∥∥∥2
2
+
∥∥∥∇k∇xφ∥∥∥2
2
.
∥∥∥∇k{I−P2}f2∥∥∥2
σ
+
∥∥∥∇k+1{I−P2}f2∥∥∥2
σ
+
∥∥∥∇kN‖∥∥∥2
2
.
(5.8)
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Here the last term is bounded by∥∥∥∇kN‖∥∥∥2
2
≡
∥∥∥〈∇k (Γ∗(f1, f2) +∇xφ · (∇vf1 − vf1)) , vµ〉∥∥∥2
2
≤ CmEm;m,0(f)
 ∑
0≤j≤k
∥∥∇jf2∥∥2σ + ‖∇xφ‖22
 . (5.9)
Hence, summing over k = 0, . . . , ℓ− 1, we deduce from (5.8) that
d
dt
ℓ−1∑
k=0
Gkf2(t) +
ℓ∑
k=0
∥∥∥∇kP2f2∥∥∥2
2
+ ‖∇xφ‖22
.
ℓ∑
k=0
∥∥∥∇k{I−P2}f2∥∥∥2
σ
+ CmEm;m,0(f)
(
ℓ−1∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
)
.
(5.10)
Now, for ℓ = 1, . . . ,m we define
Eℓ0(f2)(t) :=
ℓ∑
k=0
(∥∥∥∇kf2∥∥∥2
2
+ 2
∥∥∥∇k∇xφ∥∥∥2
2
)
+ ε
ℓ−1∑
k=0
Gkf2 . (5.11)
By (5.7), for ε sufficiently small, we deduce that Eℓ0(f2)(t) satisfies (5.1) and that (5.2) follows
from (5.6) and (5.10). 
Next, we will derive an energy estimates which allows us to derive the optimal decay rate of
f1 and its higher-order spatial derivatives. We recall the evolution for f1 separating from (1.31):
∂tf1 + v · ∇xf1 + L1f1 = Γ∗(f1, f1) +∇xφ · (∇vf2 − vf2) . (5.12)
Lemma 5.2. Let f0 ∈ C∞c (R3x×R3v) and assume f is the solution constructed in Theorem 3.1.
Then for any ℓ = 0, . . . ,m− 1 with m ≥ 2, there exists a function Emℓ (f1)(t) with
Emℓ (f1)(t) ∼
m∑
k=ℓ
∥∥∥∇kf1∥∥∥2
2
(5.13)
such that
d
dt
Emℓ (f1) + λ
(
m∑
k=ℓ+1
∥∥∥∇ℓf1∥∥∥2
σ
+
∥∥∥∇ℓ{I−P1}f1∥∥∥2
σ
)
≤ Cm
(√
Em;m,0(f) + Em;m+3/4,0(f)
)( m∑
k=ℓ+1
∥∥∥∇kf1∥∥∥2
σ
+
m∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
)
.
(5.14)
Proof. The standard ∇k energy estimates on (5.12) yields for k = ℓ, . . . ,m,
d
dt
∥∥∇kf1∥∥22
2
+ λ
∥∥∥∇k{I−P1}f1∥∥∥2
σ
=
∑
0≤j≤k
Cjk
(
Γ∗(∇jf1,∇k−jf1) +∇j∇xφ · ∇k−j(∇vf2 − vf2),∇kf1
)
:= I1 + I2.
(5.15)
By the collision invariant property and the estimate (2.7) of Lemma 2.3, we obtain∣∣∣(Γ∗(∇jf1,∇k−jf1),∇kf1)∣∣∣ = ∣∣∣(Γ∗(∇jf1,∇k−jf1),∇k{I−P1}f1)∣∣∣
.
∥∥∥|µδ∇jf1|2|∇k−jf1|σ∥∥∥
2
∥∥∥∇k{I−P1}f1∥∥∥
σ
.
(5.16)
Our goal is to finely estimate the right hand side of (5.16) so that it can be bounded by the
right hand side of (5.14). The crucial point is to use the Sobolev interpolation of Lemma 2.4.
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Indeed, by Ho¨lder’s inequality, Minkowski’s integral inequality (2.26) of Lemma 2.6 and Lemma
2.4, we obtain that if k = ℓ, . . . ,m− 1,∥∥∥|µδ∇jf1|2|∇k−jf1|σ∥∥∥
2
.
∥∥∥µδ∇jf1∥∥∥
L3xL
2
v
∥∥∥∇k−jf1∥∥∥
L6xL
2
σ
.
∥∥∇jf1∥∥L2vL3x ∥∥∥∇k−jf1∥∥∥L2σL6x
.
∥∥∥µδ∇ζf1∥∥∥1− jk+1
2
∥∥∥µδ∇k+1f1∥∥∥ jk+1
2
‖f1‖
j
k+1
σ
∥∥∥∇k+1f1∥∥∥1− jk+1
σ
.
√
Em;m,0(f)
∥∥∥∇k+1f1∥∥∥
σ
,
(5.17)
where ζ comes from the adjustment of the power index over
∥∥∇k+1f1∥∥σ and is defined by
j + 3
(
1
2
− 1
3
)
= ζ ×
(
1− j
k + 1
)
+ (k + 1)× j
k + 1
=⇒ ζ = k + 1
2(k + 1− j) . (5.18)
Note that we have used ‖f1‖σ ≤
√Em;m,0(f) since m ≥ 2. Now let k = m. If j = 0 we take
L∞ − L2 to have ∥∥∥∣∣∣µδf1∣∣∣
2
|∇mf1|σ
∥∥∥
2
.
√
E2;2,0(f) ‖∇mf1‖σ . (5.19)
If j = m we take L∞ − L2 to have∥∥∥|µδ∇mf1|2|f1|σ∥∥∥
2
.
∥∥∥µδ∇mf1∥∥∥
2
∑
j=1,2
∥∥∇jf1∥∥σ ; (5.20)
if m = 2, then we further bound the above by∥∥∥µδ∇2f1∥∥∥
2
‖∇f1‖σ +
∥∥∥µδ∇2f1∥∥∥
2
∥∥∇2f1∥∥σ .√E2;2,0(f)∥∥∇2f1∥∥σ . (5.21)
If m ≥ 3, then we bound it instead by∥∥∥µδ∇3f1∥∥∥
2
∑
j=1,2
∥∥∇jf1∥∥σ .√E3;3,0(f)∥∥∇3f1∥∥σ . (5.22)
Here we have used
∥∥∇jf1∥∥σ ≤√Em;m,0(f) for 1 ≤ j ≤ m− 1. Now if 1 ≤ j ≤ m− 1, similarly
as in (5.17), we obtain∥∥∥|µδ∇jf1|2|∇m−jf1|σ∥∥∥
2
.
∥∥∥µδ∇jf1∥∥∥
L2vL
3
x
∥∥∇m−jf1∥∥L2σL6x
.
∥∥∥µδ∇ζf1∥∥∥1− j−1m
2
∥∥∥µδ∇mf1∥∥∥ j−1m
2
‖f1‖
j−1
m
σ ‖∇mf1‖1−
j−1
m
σ
.
√
Em;m,0(f) ‖∇mf1‖σ ,
(5.23)
where ζ is defined by
j + 3
(
1
2
− 1
3
)
= ζ ×
(
1− j − 1
m
)
+m× j − 1
m
=⇒ ζ = 3m
2(m+ 1− j) . (5.24)
Hence, we conclude that for k = ℓ, . . . ,m− 1,
I1 ≤ η
∥∥∥∇k{I−P1}f1∥∥∥2
σ
+ Cm,ηEm;m,0(f)
∥∥∥∇k+1f1∥∥∥2
σ
(5.25)
and for k = m,
I1 ≤ η ‖∇m{I−P1}f1‖2σ +Cm,ηEm;m,0(f) ‖∇mf1‖2σ . (5.26)
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For the term I2, we integrate by parts in v and use the split f1 = P1f1+ {I −P1}f1 to have
I2 = −
∑
0≤j≤k
Cjk
(
∇k−jf2∇j∇xφ,∇k (∇vf1 + vf1)
)
≤
∑
0≤j≤k
Cjk
∫ {∣∣∣µδ∇k−jf2∣∣∣
2
∣∣∇j∇xφ∣∣ ∣∣∣µδ∇kf1∣∣∣
2
+
∣∣∣〈v〉3/2∇k−jf2∣∣∣
2
∣∣∇j∇xφ∣∣ ∣∣∣∇k{I−P1}f1∣∣∣
σ
}
dx
≤ Cm
(√
Em;m,0(f) + CηEm;m+3/4,0(f)
) ∑
0≤j≤k
(∥∥∇j∇xφ∥∥22 + ∥∥∇jf2∥∥2σ)
+ η
∥∥∥∇k{I−P1}f1∥∥∥2
σ
.
(5.27)
So, summing over k = ℓ, . . . ,m, by (5.25)–(5.27), we deduce from (5.15) that
d
dt
m∑
k=ℓ
‖∇kf1‖22
2
+ λ
m∑
k=ℓ
∥∥∥∇k{I−P1}f1∥∥∥2
σ
≤ Cm
(√
Em;m,0(f) + Em;m+3/4,0(f)
)( m∑
k=ℓ+1
∥∥∥∇kf1∥∥∥2
σ
+
m∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
)
.
(5.28)
On the other hand, for k = ℓ, . . . ,m− 1, as before there exists a function Gkf1(t) with
Gkf1(t) .
∥∥∥∇kf1∥∥∥2
2
+
∥∥∥∇k+1f1∥∥∥2
2
(5.29)
such that
d
dt
Gkf1 +
∥∥∥∇k+1P1f1∥∥∥2
2
.
∥∥∥∇k{I−P1}f1∥∥∥2
σ
+
∥∥∥∇k+1{I−P1}f1∥∥∥2
σ
+
∥∥∥∇kN‖∥∥∥2
2
. (5.30)
Here the last term is bounded by∥∥∥∇kN‖∥∥∥2
2
≤
∑
0≤j≤k
Cjk
∥∥∥〈Γ∗(∇jf1,∇k−jf1) +∇j∇xφ · ∇k−j(∇vf2 − vf2), µ˜〉∥∥∥2
2
≤
∑
0≤j≤k
Cjk
∥∥∥∣∣∣µδ∇jf1∣∣∣
2
∣∣∣∇k−jf1∣∣∣
σ
∥∥∥2
2
+
∥∥∥∣∣∇j∇xφ∣∣ ∣∣∣µδ∇k−jf2∣∣∣
2
∥∥∥2
2
≤ CmEm;m,0(f)
∥∥∥∇k+1f1∥∥∥2
σ
+
∑
0≤j≤k
(∥∥∇j∇xφ∥∥22 + ∥∥∇jf2∥∥2σ)
 ,
(5.31)
where we have used (5.17). Hence, summing over k = ℓ, . . . ,m− 1, we deduce
d
dt
m−1∑
k=ℓ
Gkf1(t) +
m∑
k=ℓ+1
∥∥∥∇kP1f1∥∥∥2
2
.
m∑
k=ℓ
∥∥∥∇k{I−P1}f1∥∥∥2
σ
+CmEm;m,0(f)
(
m∑
k=ℓ+1
∥∥∥∇kf1∥∥∥2
σ
+
m−1∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
)
.
(5.32)
Now, for ℓ = 0, . . . ,m− 1, we define
Emℓ (f1)(t) :=
m∑
k=ℓ
∥∥∇kf1∥∥22
2
+ ε
m−1∑
k=ℓ
Gkf1 . (5.33)
By (5.29), for ε sufficiently small, we deduce that Emℓ (f1)(t) satisfies (5.13) and that (5.14)
follows from (5.28) and (5.32). 
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The following lemma provides the needed estimates for proving the faster decay rates of the
microscopic part {I−P1}f1. We shall use the macro-micro decomposition:
{∂t + v · ∇x} {I −P1}f1 + L1f1
= Γ∗(f1, f1) + {I−P1} (∇xφ · (∇vf2 − vf2)) +P1(v · ∇xf1)− v · ∇xP1f1. (5.34)
Lemma 5.3. Let f0 ∈ C∞c (R3x×R3v) and assume f is the solution constructed in Theorem 3.1.
Then for any k = 0, . . . ,m− 2 with m ≥ 2, we have
d
dt
∥∥∥∇k{I −P1}f1∥∥∥2
2
+ λ
∥∥∥∇k{I −P1}f1∥∥∥2
σ
≤ Cm(1 + Em;m,0(f))
∥∥∥∇k+1f1∥∥∥2
2
+
k∑
j=0
∥∥∇jf2∥∥22 + ‖∇xφ‖22

+ C
√
Em;m,0(f)
∥∥∥∇k{I−P1}f1∥∥∥2
σ
.
(5.35)
Proof. The standard ∇k energy estimates on (5.34) yields for k = 0, . . . ,m− 2,
d
dt
∥∥∇k{I−P1}f1∥∥22
2
+ λ
∥∥∥∇k{I−P1}f1∥∥∥2
σ
≤
∑
0≤j≤k
Cjk
∣∣∣(Γ∗(∇jf1,∇k−jf1),∇k{I−P1}f1)∣∣∣
+
∑
0≤j≤k
Cjk
∣∣∣(∇j∇xφ · ∇k−j(∇vf2 − vf2),∇k{I−P1}f1)∣∣∣
+
∣∣∣(∇k (v · ∇xP1f1 −P1(v · ∇xf1)) ,∇k{I −P1}f1)∣∣∣ := I1 + I2 + I3.
(5.36)
By the estimate (2.7) of Lemma 2.3, we obtain∣∣∣(Γ∗(∇jf1,∇k−jf1),∇k{I−P1}f1)∣∣∣ . ∥∥∥∣∣∣µδ∇jf1∣∣∣
2
∣∣∣∇k−jf1∣∣∣
σ
∥∥∥
2
∥∥∥∇k{I−P1}f1∥∥∥
σ
.
∥∥∥∣∣∣µδ∇jf1∣∣∣
2
(∣∣∣∇k−jP1f1∣∣∣
2
+
∣∣∣∇k−j{I−P1}f1∣∣∣
σ
)∥∥∥
2
∥∥∥∇k{I −P1}f1∥∥∥
σ
:= I11 + I12.
(5.37)
As in (5.17), we have
I11 ≤ η
∥∥∥∇k{I −P1}f1∥∥∥
σ
+ Cm,ηEm;m,0(f)
∥∥∥∇k+1f1∥∥∥2
2
. (5.38)
Similarly, we can obtain
I12 .
√
Em;m,0(f)
∥∥∥∇k{I−P1}f1∥∥∥
σ
. (5.39)
As in (5.27), we can obtain, since k ≤ m− 2,
I2 ≤ η
∥∥∥∇k{I−P1}f1∥∥∥
σ
+ Cm,η
k∑
j=0
∥∥∇j∇xφ∥∥22 . (5.40)
Clearly, we have
I3 . η
∥∥∥∇k{I−P1}f1∥∥∥2
σ
+ Cη
∥∥∥∇k+1f1∥∥∥2
2
. (5.41)
We then conclude the lemma by taking η small. 
We now derive the evolution of the negative Sobolev norms of f1. In order to estimate the
nonlinear terms, we need to restrict ourselves to that s ∈ (0, 3/2).
Lemma 5.4. Let f0 ∈ C∞c (R3x×R3v) and assume f is the solution constructed in Theorem 3.1.
For s ∈ (0, 1/2], we have
d
dt
∥∥Λ−sf1∥∥22 + λ∥∥Λ−s{I −P1}f1∥∥2σ . (∥∥Λ−sf1∥∥2 + E2;2,0)D2;2,0; (5.42)
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and for s ∈ (1/2, 3/2), we have
d
dt
∥∥Λ−sf1∥∥22+ λ∥∥Λ−s{I−P1}f1∥∥2σ . (∥∥Λ−sf1∥∥2 + E2;2,0)D2;2,0+ ‖f1‖2s+12 ‖∇f1‖3−2s2 . (5.43)
Proof. The standard Λ−s energy estimates on (5.34) yields for 0 < s < 3/2,
d
dt
‖Λ−sf1‖22
2
+ λ
∥∥Λ−s{I −P1}f1∥∥2ν
≤ (Λ−sΓ∗(f1, f1),Λ−sf1)+ (Λ−s (∇xφ · (∇vf2 − vf2)) ,Λ−sf1) := I1 + I2. (5.44)
By the collision invariant property and the representation of Γ∗ as Lemma 1 in [9], we obtain(
Λ−sΓ∗(f1, f1),Λ
−sf1
)
=
(
Λ−sΓ∗(f1, f1),Λ
−s{I −P1}f1
)
=
(
Λ−s
(
∂i
({
Φij ∗ [µ1/2f1]
}
∂jf1
)
−
{
Φij ∗ [viµ1/2f1]
}
∂jf1
−∂i
({
Φij ∗ [µ1/2∂jf1]
}
f1
)
+
{
Φij ∗ [viµ1/2∂jf1]
}
f1
)
,Λ−s{I−P1}f1
)
= −
(
Λ−s
({
Φij ∗ [µ1/2f1]
}
∂jf1 −
{
Φij ∗ [µ1/2∂jf1]
}
f1, ∂iΛ
−s{I−P1}f1
)
−
(
Λ−s
({
Φij ∗ [viµ1/2f1]
}
∂jf1 −
{
Φij ∗ [viµ1/2∂jf1]
}
f1
))
,Λ−s{I −P1}f1
)
:= I11 + I12 + I13 + I14.
(5.45)
We first estimate the term I11. Since 0 < s < 3/2, we let 1 < p < 2 to be with 1/2+s/3 = 1/p.
By the estimate (2.25) for Λ−s in Lemma 2.5, Minkowski’s integral inequality (2.26) in Lemma
2.6, and Lemma 2 in [9], we have
I11 = −
(
Λ−s
(
〈v〉3/2
{
Φij ∗ [µ1/2f1]
}
∂jf1
)
, 〈v〉−3/2∂iΛ−s{I−P1}f1
)
.
∥∥∥Λ−s (〈v〉3/2 {Φij ∗ [µ1/2f1]} ∂jf1)∥∥∥
2
∥∥Λ−s{I−P1}f1∥∥σ
. Cη
∥∥∥〈v〉3/2 {Φij ∗ [µ1/2f1]} ∂jf1∥∥∥
LpxL2v
+ η
∥∥Λ−s{I−P1}f1∥∥2σ
. Cη
∥∥∥∥∣∣∣µδf1∣∣∣22
∣∣∣〈v〉1/2∇vf1∣∣∣2
2
∥∥∥∥
Lpx
+ η
∥∥Λ−s{I−P1}f1∥∥2σ .
(5.46)
We shall now use the split f1 = P1f1+ {I−P1}f1: for the microscopic part, we take L3/s−L2
in the Lpx norm above and we further bound it by
‖f1‖2
L2vL
3
s
x
∥∥∥〈v〉1/2∇v{I −P1}f1∥∥∥2
2
. ‖f1‖2L2vH2x ‖{I −P1}f1‖
2
σ,〈v〉2 . E2;2,0D2;2,0; (5.47)
while for the hydrodynamic part, we shall separate the estimates according to the value of s. If
0 < s ≤ 1/2, then 3/s ≥ 6, we use Sobolev’s inequality to have∥∥∥µδf1∥∥∥2
L2vL
3
s
x
∥∥∥〈v〉1/2∇vP1f1∥∥∥2
2
. ‖f1‖2
L2vL
3
s
x
‖f1‖22 . ‖f1‖22
∑
1≤|γ|≤2
‖∂γf1‖2σ . E2;2,0D2;2,0; (5.48)
and if s ∈ (1/2, 3/2), then 2 < 3/s < 6, we use the (different) Sobolev interpolation and Ho¨lder’s
inequality to have
‖f1‖
L2vL
3
s
x
‖f1‖2 . ‖f1‖s−1/22 ‖∇xf1‖3/2−s2 ‖f1‖2 = ‖f1‖s+1/22 ‖∇xf1‖3/2−s2 . (5.49)
For the second term I12, as in (5.46) we have
I2 . Cη
∥∥∥∣∣∣µδ∇vf1∣∣∣
2
∣∣∣〈v〉1/2f1∣∣∣
2
∥∥∥2
Lpx
+ η
∥∥Λ−s{I−P1}f1∥∥2σ . (5.50)
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We again use the split: for the hydrodynamic part, we can estimate it as for I1; while for the
microscopic part, we take L2p − L2p in Lpx norm to get∥∥∥∣∣∣µδ∇vf1∣∣∣
2
∣∣∣〈v〉1/2{I −P1}f1∣∣∣
2
∥∥∥2
Lpx
.
∥∥∥µδ∇vf1∥∥∥2
L2px L2v
∥∥∥〈v〉1/2{I−P1}f1∥∥∥2
L2px L2v
.
∑
|γ|≤1
∥∥∥µδ∂γ∇vf1∥∥∥2
2
∥∥∥〈v〉1/2∂γ{I−P1}f1∥∥∥2
2
. E2;2,0 ‖∂γ{I−P1}f1‖2σ,〈v〉 . E2;2,0D2;2,0.
(5.51)
Note that I13 and I14 can be estimated in the similar way and have the same upper bounds.
Now for the term I2, we integrate by parts in v and recall (1.14) to have
I2 = −
(
Λ−s (∇xφf2) ,Λ−s(vf +∇vf1)
)
.
∥∥∥Λ−s (∇xφ〈v〉3/2f2)∥∥∥
2
∥∥Λ−sf1∥∥σ . ∥∥∥|∇xφ| ∣∣∣〈v〉3/2f2∣∣∣2
∥∥∥
Lpx
∥∥Λ−sf1∥∥σ
. ‖∇xφ‖
L
3
s
x
‖f2‖σ,〈v〉2
(∥∥Λ−sP1f1∥∥σ + ∥∥Λ−s{I−P}f1∥∥σ)
. D2;2,0(f)
∥∥Λ−sf1∥∥2 + CηE2;2,0(f)D2;2,0(f) + η ∥∥Λ−s{I−P}f1∥∥2σ .
(5.52)
Consequently, in light of (5.45)–(5.52), by taking η sufficiently small, we deduce that (5.42)
holds for s ∈ (0, 1/2] and that (5.43) holds for s ∈ (1/2, 3/2). 
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. We only need to prove the theorem for the smooth initial data, and for
a general datum we can use a smooth approximation.
Step 1. Decay of f2 = f+ − f−.
Suppose that Em;l,0(f0) ≤M =M(m, l) is small for l− 34 ≥ m ≥ 2, then Theorem 1.1 implies
that there exists a unique global Em;l,0 solution f , and Em;l,0(f(t)) . Pm,l(Em;l,0(f0)) ≤ M is
small for all time t. Since l ≥ m+ 34 , by Lemma 5.1, we have that for ℓ = 1, . . . ,m,
d
dt
Eℓ0(f2) + λ
(
ℓ∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
)
≤ 0. (5.53)
We now establish the polynomial decay by applying the interpolation method (among velocity
moments) developed in [16]. By Ho¨lder’s inequality, for k = 0, . . . , ℓ with 1 ≤ ℓ ≤ m we have∥∥∥∇kf2∥∥∥
2
=
∥∥∥〈v〉−1/2∇kf2∥∥∥ 4(l−ℓ)4(l−ℓ)+1
2
∥∥∥〈v〉4(l−ℓ)∇kf2∥∥∥ 14(l−ℓ)+1
2
≤
∥∥∥∇kf2∥∥∥ 4(l−ℓ)4(l−ℓ)+1
σ
{√
Em;l,0(f)
} 1
4(l−ℓ)+1
.
(5.54)
Hence, we deduce from (5.53) that
d
dt
Eℓ0(f2) + λ
{
sup
0≤τ≤T
Em;l,0(f(τ))
}− 1
4(l−ℓ) {
Eℓ0(f2)
}1+ 1
4(l−ℓ) ≤ 0. (5.55)
Solving this inequality directly, we obtain
Eℓ0(f2)(t) ≤
{Eℓ0(f2)(0)}− 14(l−ℓ) + λ4(l − ℓ)
{
sup
0≤τ≤T
Em;l,0(f(τ))
}− 1
4(l−ℓ)
t
−4(l−ℓ)
≤ Cl,ℓ (1 + t)−4(l−ℓ) sup
0≤τ≤T
Em;l,0(f(τ)).
(5.56)
This implies the polynomial decay (1.35) by taking the square root of the above.
THE VPL SYSTEM IN R3 33
We now prove the stretched exponential decay by applying the splitting method (velocity-
time) in [17]. Assume in addition that Em;l,q(f0) < +∞ with 0 < q ≪ 1, Theorem 1.1 implies
that the unique global solution f is of Em;l,q. For any θ > 0, ε > 0 and k = 0, . . . ,m,∥∥∥∇kf2∥∥∥2
σ
&
∫
〈v〉−1|∇kf2|2 =
∫
|v|≤θ(1+t)ε
+
∫
|v|≥θ(1+t)ε
≥ (1 + t)
−ε
θ
∫
|v|≤θ(1+t)ε
|∇kf2|2
=
(1 + t)−ε
θ
∥∥∥∇kf2∥∥∥2
2
− (1 + t)
−ε
θ
∫
|v|≥θ(1+t)ε
|∇kf2|2,
(5.57)
and we bound by∫
|v|≥θ(1+t)ε
|∇kf2|2 ≤
∫
eq|v|
2
e−qθ
2(1+t)2ε |∇kf2|2 ≤ e−qθ2(1+t)2εEm;l,q(f). (5.58)
Hence, we deduce from (5.53) that, taking θ ≥ 1,
d
dt
Em0 (f2) +
λ(1 + t)−ε
θ
Em0 (f2) ≤
λ(1 + t)−ε
θ
e−qθ
2(1+t)2εEm;l,q(f). (5.59)
We therefore have, taking ε 6= 1,
d
dt
{
e
λ(1+t)1−ε
θ(1−ε) Em0 (f2)(t)
}
≤ e
λ(1+t)1−ε
θ(1−ε)
λ(1 + t)−ε
θ
e−qθ
2(1+t)2εEm;l,q(f)
≤ sup
0≤τ≤T
Em;l,q(f(τ))λ(1 + t)
−ε
θ
e
λ(1+t)1−ε
θ(1−ε)
−qθ2(1+t)2ε
.
(5.60)
Integrating this inequality from 0 to t, we obtain
Em0 (f2)(t) ≤ e−
λ(1+t)1−ε
θ(1−ε)
(
e
λ
θ(1−ε) Em0 (f2)(0) + sup
0≤τ≤T
Em;l,q(f(τ))
×
∫ t
0
λ(1 + τ)−ε
θ
e
λ(1+τ)1−ε
θ(1−ε)
−qθ2(1+τ)2ε
dτ
)
.
≤ Cle−
λ(1+t)1−ε
θ(1−ε) sup
0≤τ≤T
Em;l,q(f(τ)),
(5.61)
if we have taken 1−ε ≤ 2ε and θ sufficiently large. This implies the stretched exponential decay
(1.36) by taking ε = 13 .
Step 2. Decay of f1 = f+ + f−.
First, since l ≥ m+ 3/4, by Lemma 5.2, we have that for ℓ = 0, . . . ,m− 1,
d
dt
Emℓ (f1) + λ
(
m∑
k=ℓ+1
∥∥∥∇kf1∥∥∥2
σ
+
∥∥∥∇ℓ{I−P1}f1∥∥∥2
σ
)
.
√
M
(
m∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
)
.
(5.62)
Combining this and (5.53) with ℓ = m, we obtain
d
dt
{Emℓ (f1) + Em0 (f2)}+ λ
(
m∑
k=ℓ+1
∥∥∥∇kf1∥∥∥2
σ
+
∥∥∥∇ℓ{I −P1}f1∥∥∥2
σ
+
m∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
)
≤ 0.
(5.63)
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From (5.54) again, we have for some λ0 depending on the initial data and l,m, ℓ,
m∑
k=ℓ+1
∥∥∥∇kf1∥∥∥2
σ
+
∥∥∥∇ℓ{I −P1}f1∥∥∥2
σ
+
m∑
k=0
∥∥∥∇kf2∥∥∥2
σ
+ ‖∇xφ‖22
≥ λ0
{
m∑
k=ℓ+1
∥∥∥∇kf1∥∥∥2
2
+
∥∥∥∇ℓ{I−P1}f1∥∥∥2
2
+ Em0 (f2)
}1+ 1
4(l−m)
.
(5.64)
Hence, it suffices to bound the only one remaining term
∥∥∇ℓP1f1∥∥22 in the energy in terms
of the dissipation in (5.63). We now use an interpolation method (among spatial regularity)
together with the splitting method (velocity-time) in [15]. Assuming for the moment that we
have proved (1.37), then the key point is to do the Sobolev interpolation between the negative
and positive Sobolev norms by using Lemma 2.4 that for s ≥ 0 and ℓ+ s > 0,∥∥∥∇ℓP1f1∥∥∥
2
≤ ∥∥Λ−sf1∥∥ 1ℓ+1+s2 ∥∥∥∇ℓ+1P1f1∥∥∥ ℓ+sℓ+1+s
2
≤ C0
∥∥∥∇ℓ+1f1∥∥∥ ℓ+sℓ+1+s
σ
. (5.65)
Combining this and (5.64), we deduce from (5.63) that
d
dt
{Emℓ (f1) + Em0 (f2)}+ λ0 {Emℓ (f1) + Em0 (f2)}1+ϑ ≤ 0, (5.66)
where ϑ = max
{
1
ℓ+s ,
1
4(l−m)
}
. Solving this inequality directly, we obtain in particular
Emℓ (f1)(t) ≤
(
Em;l,0(f0)−ϑ + ϑλ0t
)−1/ϑ
≤ C0(1 + t)−1/ϑ. (5.67)
So, if we want to have the optimal decay rate of f1 for all derivatives of order up to m− 1, we
only need to take l so large that
m− 1 + s ≤ 4(l −m)⇐⇒ l ≥ 5
4
m+
s− 1
4
. (5.68)
This proves the optimal decay (1.38) by taking l ≥ max{m+ 34 , 54m+ s−14 }.
Next, by Lemma 5.3, we have that for any k = 0, . . . ,m− 2,
d
dt
∥∥∥∇k{I −P1}f1∥∥∥2
2
+ λ
∥∥∥∇k{I −P1}f1∥∥∥2
σ
≤ Cm
∥∥∥∇k+1f1∥∥∥2
2
+
k∑
j=0
∥∥∇jf2∥∥22 + ‖∇xφ‖22
 .
(5.69)
For any ε > 0 and k = 0, . . . ,m− 2, as in (5.57), we have∥∥∥∇k{I−P1}f1∥∥∥2
σ
≥ (1 + t)−ε
∥∥∥∇k{I −P1}f1∥∥∥2
2
− (1 + t)−ε
∫
|v|≥(1+t)ε
|∇kf1|2, (5.70)
and we bound by
(1 + t)−ε
∫
|v|≥(1+t)ε
|∇kf1|2 ≤ (1 + t)−ε(1 + t)−4(l−k)ε
∫
|v|4(l−k)|∇kf1|2
≤ (1 + t)−(4l−4k+1)εEm;l,0(f).
(5.71)
Hence, we deduce from (5.69) that
d
dt
∥∥∥∇k{I−P1}f1∥∥∥2
2
+ λ(1 + t)−ε
∥∥∥∇k{I−P1}f1∥∥∥2
2
≤ (1 + t)−(4l−4k+1)εEm;l,0(f) + Cm
∥∥∥∇k+1f1∥∥∥2
2
+
k∑
j=0
∥∥∇jf2∥∥22 + ‖∇xφ‖22
 . (5.72)
Denoting
ϑ = min {(4l − 4k + 1)ε, k + 1 + s, 4l − 4k, 4l − 4} , (5.73)
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by (1.35), (1.38) and Lemma 2.8, we thus deduce from (5.72) that for ε 6= 1,∥∥∥∇k{I−P1}f1(t)∥∥∥2
2
≤ C0e−
λ(1+t)1−ε
1−ε
(
1 +
∫ t
0
e
λ(1+τ)1−ε
1−ε (1 + τ)−ϑdτ
)
≤ C0(1+τ)−ϑ+ε. (5.74)
So, if we want to have the almost optimal decay rate of {I −P1}f1 with any small ε in (1.39)
for all derivatives of order up to m− 2, we only need to take l so large that
(4l − 4(m− 2) + 1)ε, 4l − 4(m− 2) ≥ m− 1 + s⇐⇒ l ≥ m− 1 + s
4ε
+m− 9
4
, (5.75)
since ε is small. This proves the almost optimal decay (1.39).
Finally, we turn back to prove (1.37). First, for s ∈ (0, 1/2], integrating in time the estimate
(5.42) of Lemma 5.4, by the bound (1.21), we obtain∥∥Λ−sf1(t)∥∥22 ≤ ∥∥Λ−sf1(0)∥∥22 + C ∫ t
0
(∥∥Λ−sf1(τ)∥∥2 + E2;2,0(τ))D2;2,0(τ) dτ
≤ C0
(
1 + sup
0≤τ≤t
∥∥Λ−sf1(τ)∥∥2) . (5.76)
By Cauchy’s inequality, this together with (1.21) gives (1.37) for s ∈ [0, 1/2], and thus verifies
(1.38) for s ∈ [0, 1/2]. Now we let s ∈ (1/2, 3/2). Observing that now f0 ∈ L2vH˙−1/2x since
H˙−sx ∩ L2x ⊂ H˙−s
′
x for any s
′ ∈ [0, s], we then deduce from what we have proved for (1.38) with
s = 1/2 that the following decay result holds:∑
ℓ≤k≤m
∥∥∥∇kf1(t)∥∥∥2
2
≤ C0(1 + t)−(ℓ+
1
2
) for ℓ = 0, . . . ,m− 1. (5.77)
Hence, by (5.77) and (1.21), we deduce from (5.43) that for s ∈ (1/2, 3/2),∥∥Λ−sf1(t)∥∥22 ≤ ∥∥Λ−sf1(0)∥∥22 + C ∫ t
0
(∥∥Λ−sf1(τ)∥∥2 + E2;2,0(τ))D2;2,0(τ) dτ
+ C
∫ t
0
‖f1(τ)‖2s+12 ‖∇f1(τ)‖3−2s2 dτ
≤ C0 + C0 sup
0≤τ≤t
∥∥Λ−sf1(τ)∥∥2 + C0 ∫ t
0
(1 + τ)−(5/2−s) dτ
≤ C0
(
1 + sup
0≤τ≤t
∥∥Λ−sf1(τ)∥∥2) .
(5.78)
This proves (1.37) for s ∈ (1/2, 3/2) and thus verifies (1.38) for s ∈ (1/2, 3/2). Hence, the proof
of Theorem 1.2 is completed. 
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