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Abstract 
In the paper, we consider the existence of the solution of the second-order impulsive differential equations with 
inconstant coefficients. We change the second-order impulsive partial differential equation into the equivalent 
equation by transformation. By using the critical point theory of variational method and Lax-Milgram theorem, we 
obtain new results for the existence of the solution of the impulsive partial differential equations. 
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1. Main text  
Impulsive partial differential equations may express some real world processes which are subject to fixed 
time disturbances. In the past few years, the theory of impulsive differential equations has been 
investigated extensively  [1-13]. 
Variational methods can be not only applied into the ordinary differential equations, but also studied on 
the partial differential equations. Using variational method, J. J., Nieto, [4], Hao Zhang [3] and Yu 
Tian[11] studied the existence of solutions of second-order impulsive ordinary differential equations with 
the Dirichlet problem. However,  there is a few information for the impulsive partial differential equations 
with periodic boundary value problems and inconstant coefficients. 
In the paper, we consider the solutions of the following  equation with inconstant coefficients 
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where  ],0[],0[),( TTtx u : ;constants )3,2,1(0  ! iiO and 0, !nm ; Ttttt pp   1100 " ; 
);,(),(),(   ' jtjtjt txutxutxu );,(),(  jj txutxu );,(),(  jtjt txutxu the functions ),( txf  and 
)),(( jj txuM  are continuous and bounded. 
For obtaining our results, the following preliminaries are useful for analyzing the functionals and the 
impulsive partial differential equations. 
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Lemma 1.1 If ),( txu  is continuous on bounded domain :  with 0|),(  :wyxu , then 
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Theorem 1.1 (Lax-Milgram Theorem [4, 11] ). Let a : RHH ou   be a bounded bilinear form. If 
a is coercive, i.e., there exists D >0 such that 2),( uuua Dt for every Hu , then, for any 
H cV (the conjugate space of H), there exists a unique Hu such that ),(),( vvua V for every 
Hv . Moreover,  if it is also symmetric, then the functional RH o:M  defined by 
),(),(
2
1)( vvvav VM   attains its minimum at u. 
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2. Main results for impulsive partial differential equation 
In this section, we consider the existence of solutions of the impulsive partial differential equation 
(1.1).  Forconveniently, we change the equation (1.1 ) into the equivalent equation. We know the first 
equation of (1.1)  is equivalent to the equation, which is of form  
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Letting )//( 21),( mtnx
mn
etxCC OO   , then the equation (1.1)  is equivalent to the  equation 
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Clearly, we have the following result. 
Lemma 2.1 The equation (2.1)  is  equivalent to the equation (1.1). And the solution of the equation 
(2.1)  is  the solution of the equation (1.1). 
Nextly, we establish the functional of (2.1) associated with the equation of (1.1). Because it is 
difficult to study on the existence of the solution of (1.1), we discuss the existence of the solution of 
(2.1).Hence, we consider the solutions of the functional associated with the equation (2.1).  
Take ),0(),( 10 THtxv  . Multiplying the first equation of  (2.1) by v  and integrating on : , then    
.)()( 3 ³³³³³³³³ ::::   CfvdxdtCuvdxdtvdxdtCuvdxdtCu ttxx O  
Since 0|),(|),(|),(    :w:w:w txutxutxu tx , we  have 
.]),(),(),([{
)()(
30
1
3
³³³³³³³ ¦
³³³³³³
::: 
:::
' 

CuvdxdtdxdtvCudxdtvCudxtxvtxutxC
CuvdxdtvdxdtCuvdxdtCu
ttxx
T p
j
jjtj
ttxx
O
O
 
When jjt Mtxu  ' ),( , it suggests we define the bilinear form a : RTHTH ou ),0(),0( 1010  by 
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Clearly, )(vM  is a Gateaux differentiable functional and its Gateaux derivative is 
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Definition 2.1 A function ),( txu  )(10 :H  is said to be a weak solution of )(vM , if u satisfies  
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))(( vuMc =0 for all )(),( 10 :Htxv . 
   Considering the impulsive partial differential equation 
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where 3O  and jM are constants and )),((0),( :! yxtxC  , we have the following results. 
Lemma 2.2 If )(),( 10 :Htxu is a solution of (2.2)  ),( txu is the minimum of )(uM . 
Proof. Assume that ),( txu is a solution of (2,2). 
Let ),,(),(),( txtxutxu K ).(),( 10 : HtxK Then 
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i.e., )),(()),(( txutxu MM ! . It means that )),(( txuM is minimum. 
  Assume that u  is the minimum of the functional M . Take ).,(),(),( txtxutxu K Since 
),(min)( uu MM  we have )()( uu MKM t  and 0)(  uGM , where G is the first order variational 
of ).(uM  
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Which contradicts above. Hence, the impulsive conditions are satisfied.  This proof is complete. 
     Following we will apply Lax-Milgram theorem to prove the existence of solution of (2.1), i.e.,to prove 
)(),(
2
1)( vlvvav  M  attains its minimum at .u  
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Theorem 2.1. Assume that positive 3O  such that ¿¾
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,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Then ),( vua  is systemic, bilinear, bounded and coercive. Hence, there is a unique solution of 
)(),( vlvua  .And the functional )(),(
2
1
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least one solution of (2.1).     The proof completes. 
Nextly, when  )),((),( jjjt txuMtxu  '  are not constants, we consider the nonlinear operator 
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Clearly, )(1 uM  is a Gateaux differentiable and its Gateaux derivative is 
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Lemma 2.2 If )(),( 10 :Htxu is a solution of (2.1)  ),( txu is the minimum of )(1 uM  . 
The proof is similar with that of Lemma 2.1. 
Theorem 2.2. Suppose that fi ,0!O is continuous positive and bounded, and that the impulsive 
functions jM are bounded. Then there is a critical point of 1M , i.e.,the equation (2.1) has at least one 
solution. 
Proof. Taking 0!M  satisfies ^ ` MMf j ,,,1max 3O . Then there exists J  such that 
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We can obtain   ucuu t 21 JM  for some 0!c , It implies that f fo )(lim 1|||| uu M , and 1M  
is coercive. Hence, )(1 uM  has at least one minimum, which is a critical point of 1M ,i.e., the equation (2.1) 
has at least one solution. 
According to Theorem 2.2 and the equivalent of (2.1), we have the following result. 
Theorem 2.3. Suppose that fi ,0!O is continuous and bounded, and that the impulsive functions 
)),(( jj txuM are bounded. Then there is a critical point of 1M ,i.e., the equation (1.1) has at least one 
solution. 
We omit the proof. 
Remark.  When 1  nm , the impulsive differential equation with constant coefficients  has at least 
one solution. 
41 Haichun Li /  Procedia Engineering  16 ( 2011 )  35 – 41 
 
Acknowledgements 
This work is supported by The Major Projects of Liaoning Province (20080112-311);Liaoning 
Provincial DoctoralFoundation (20081064); Liaoning BaiQianWan Talents Program (2009921072, 
2010921067); Shenyang Agricultural University Doctoral Foundation. The corresponding author : 
lihc163@163.com  (Haichun Li) 
References 
[1] B. Ahmad and J.J. Nieto, Existence and approximation of solutions for a class of nonlinear impulsive functional 
differential equations with antiperiodic boundary conditions, Nonlinear Anal: Theo Meth Appl. , 2008, 69(10): 3291-3298. 
[2] D. D. Bainov, Z. Kamont and E. Minchev, Monotone iterative methods for impulsive hyperbolic differential functional 
equations, J. Comput. Appl. Math. , 1996, 70: 329-347. 
[3] H. Zhang and Z. X. Li, Variational approach to impulsive differential equations with periodic boundary conditions, 
Nonlinear Anal: RWA., 2010, 11: 67-78. 
[4] J. J. Nieto and D. O’Regan, Variational approach to impulsive differential equations, Nonlinear Anal. RWA. , 2009, 10: 
680-690. 
[5] J. H. Chen, C. C, Tisdell and R. Yuan, On the solvability of periodic boundary value problems with impulse, J. Math. 
Anal. Appl. , 2007, 331: 902-912. 
[6] L. L. Hu, L. S. Liu and Y. H. Wu, Positive solutions of nonlinear singular two-point boundary value problems for second-
order impulsive differential equations, Appl. Math. Comp. , 2008, 196: 550-562. 
[7] L. Zu, D. Q. Jiang and D. O’Regan, Existence theory for multiple solutions to semipositone dirichlet boundary value 
problems with singular dependent nonlinearities for second-order impulsive differential equations, Appl. Math. Comp. , 
2008, 195: 240-255. 
[8] X. L. Fu, X. Liu, and S. Sivaloganathan, Oscillation criteria for impulsive parabolic systems, Appl. Anal. , 2001, 79:239-
255. 
[9] X. Y. Zhang, J. R. Yan and A. M. Zhao, Existence of positive periodic solutions for an impulsive differential equation,  
Nonlinear. Anal. , 2008, 68: 3209-3216. 
[10] Y. Tian and W. G. Ge, Positive solutions for multi-point boundary value problem on the half-line, J. Math. Anal. Appl. , 
2007, 325: 1339-1349. 
[11] Y. Tian and W. G. Ge, Variational methods to Sturm-Liouville boundary value problem for impulsive differential 
equations, Nonlinear Anal: TMA. , 2010, 72: 277-287. 
[12] Tadeusz Jankowski, Positive solutions to second order four-point boundary value problems for impulsive differential 
equations, Appl. Math. Comp. , 2008,202: 550-561. 
[13] X. Liu and S. H. Zhang, A Cell Population Model Described by Impulsive PDEs Existence and Numerical Approximation, 
Comp. Math. Appl. ,1998, 36: 1-11. 
[14] M. E. Taylor, Partial differential equations I: basic theory, Springer- Verlag, 1996. 
[15] M. Schetchter, An induction to nonlinear analysis, Camberidge University Press, 2004. 
 
