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Abstract
There is a large body of literature linking anatomic and geometric characteristics of kidney tumors to perioperative and
oncologic outcomes. Semantic segmentation of these tumors and their host kidneys is a promising tool for quantita-
tively characterizing these lesions, but its adoption is limited due to the manual effort required to produce high-quality
3D segmentations of these structures. Recently, methods based on deep learning have shown excellent results in
automatic 3D segmentation, but they require large datasets for training, and there remains little consensus on which
methods perform best. The 2019 Kidney and Kidney Tumor Segmentation challenge (KiTS19) was a competition held
in conjunction with the 2019 International Conference on Medical Image Computing and Computer Assisted Interven-
tion (MICCAI) which sought to address these issues and stimulate progress on this automatic segmentation problem.
A training set of 210 cross sectional CT images with kidney tumors was publicly released with corresponding seman-
tic segmentation masks. 106 teams from five continents used this data to develop automated systems to predict the
true segmentation masks on a test set of 90 CT images for which the corresponding ground truth segmentations were
kept private. These predictions were scored and ranked according to their average Sørensen-Dice coefficient between
the kidney and tumor across all 90 cases. The winning team achieved a Dice of 0.974 for kidney and 0.851 for tumor,
approaching the inter-annotator performance on kidney (0.983) but falling short on tumor (0.923). This challenge has
now entered an “open leaderboard” phase where it serves as a challenging benchmark in 3D semantic segmentation.
Preprint submitted to Medical Image Analysis December 4, 2019
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1. Introduction
The incidence of kidney tumors is increasing, espe-
cially for small, localized tumors that are often discovered
incidentally (Hollingsworth et al., 2006). It’s difficult to
radiographically differentiate between benign kidney tu-
mors (e.g., angiomyolipoma and oncocytoma) and malig-
nant Renal Cell Carcinoma (RCC) (Millet et al., 2011),
but most kidney tumors are eventually found to be ma-
lignant (Chawla et al., 2006). Surgical removal of local-
ized RCC is regarded as curative (Capitanio and Montorsi,
2016), so most localized kidney tumors are removed de-
spite the sizable minority that are postoperatively found
to be benign (Kim et al., 2019).
Traditionally, kidney tumors were removed through
radical nephrectomy in which the entire kidney along
with the tumor are excised (Robson, 1963). However, in
order to preserve renal function (Scosyrev et al., 2014),
partial nephrectomy, where only the tumor is removed,
has recently become the standard of care in an increasing
share of tumors with lower surgical complexity (Camp-
bell et al., 2017). Further, a growing body of literature
suggests that a large proportion of renal tumors are indo-
lent (Richard et al., 2016; Uzosike et al., 2018; McIntosh
et al., 2018; Patel et al., 2016), meaning they will never
become a danger to the patient, and thus active surveil-
lance has emerged as an increasingly popular treatment
strategy for tumors exhibiting less aggressive character-
istics in imaging.
With these developments, there is an exciting oppor-
tunity to reduce overtreatment of renal tumors without
compromising oncologic outcomes (Mir et al., 2017), but
there is a need for methods to objectively quantify the
complexity and aggression of kidney tumors in order
to better inform treatment decisions like radical nephrec-
tomy vs. partial nephrectomy vs. active surveillance.
Clinicians predominantly rely on imaging, primarily CT,
to assess the complexity and aggression of renal masses.
A number of manual scoring systems, termed nephrom-
etry scores, have been proposed for this purpose (Ku-
tikov and Uzzo, 2009; Ficarra et al., 2009; Simmons
et al., 2010), but they have seen limited adoption due
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to the significant manual effort they require (Simmons
et al., 2012), the interobserver variability between expert
raters (Spaliviero et al., 2015), and their limited predictive
power (Kutikov et al., 2011; Hayn et al., 2011; Okhunov
et al., 2011).
Figure 1: An example of a coronal section of one of the training cases
with its ground truth segmentation overlaid (kidney in red, tumor in
green). Visualization generated by ITKSnap (Yushkevich et al., 2016).
Best viewed in color.
Semantic segmentation of kidneys and kidney tumors
offers an expressive characterization of the lesion, but it
imposes an an even larger burden of manual effort than
most nephrometry scores. Reliable automatic semantic
segmentation of kidneys and kidney tumors would enable
full automation of several nephrometry scores as well as
studies of kidney tumor morphology on unprecedented
scales.
The 2019 Kidney and Kidney Tumor Segmentation
Challenge (KiTS19) aimed to accelerate progress on this
automatic segmentation problem by releasing a dataset of
210 CT images with associated high-quality kidney and
kidney tumor segmentations that could be used for train-
ing learned models. It also aimed to objectively assess the
state of the art by holding a collection of 90 segmenta-
tion masks private for participants to predict given associ-
ated imaging. Participating teams were ranked based on
their average Sørensen-Dice coefficient between the kid-
neys and tumors across these 90 test cases.
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This challenge was hosted on grand-challenge.org1
where it accrued 826 registrations prior to the deadline.
106 unique teams submitted valid predictions to the chal-
lenge, and the official leaderboard2 reflects submissions
from 100 unique teams who met all criteria for a com-
plete submission, including a detailed manuscript describ-
ing their method. This challenge was accepted to be held
in conjunction with the 2019 International Conference on
Medical Image Computing and Computer Assisted Inter-
vention (MICCAI) in Shenzhen, China, and it has now en-
tered an indefinite “open leaderboard” phase in which any
grand-challenge.org user may submit their predictions on
the 90 test cases and have them scored and added to the
leaderboard without delay.
The remainder of this manuscript is structured as fol-
lows: In Section 2 we give a brief description of prior
work in 3D segmentation as well as existing public
datasets and prior challenges. In Section 3 we describe
the design of the challenge, including the dataset, rules,
timeline, and evaluation metric. In Section 4 we pro-
vide an in-depth description of the methods of the top five
placing teams, and discuss the implications of these high-
performing methods in the context of 3D segmentation
research. In Section 5 we discuss the limitations of this
challenge, including issues with the dataset, challenge de-
sign, and what could be done to address these in future
iterations. Finally we give concluding remarks in Section
6.
2. Related Work
2.1. Biomedical Grand Challenges
“Grand Challenges” in biomedical image analysis are
events in which participants compete against one another
to develop automated (or sometimes semi-automated)
systems that perform a task in medical imaging (i.e., given
some input, produce a particular output). Challenge or-
ganizers clearly define how participating teams will be
evaluated, and usually release some training data to help
teams develop systems based on machine learning. The
use of common benchmarks such as this have a long his-
tory in predictive learning (West et al., 1997; Maier-Hein
1https://kits19.grand-challenge.org
2http://results.kits-challenge.org/miccai2019
et al., 2018), but they first started to attract broader inter-
est within the medical imaging community in 2007 when
“Biomedical Grand Challenges” were first officially affil-
iated with the MICCAI conference in Brisbane Australia
that year (Heimann et al., 2009). Since then, hundreds
of challenges have been organized in conjunction with a
wide array of related conferences (Reinke et al., 2018).
Challenges serve two main purposes in biomedical im-
age analysis research:
1. They allow for the objective and fair comparison
of methods. With all participating teams evaluated
on a single benchmark that’s centrally maintained by
the organizers, performance metrics are consistent,
and the test set performance isn’t subject to sam-
pling variations, each of which can obscure compar-
isons between independent studies on separate, pri-
vate data.
2. They contribute publicly available data to the re-
search community. This stimulates and democratizes
the development of systems for the target task and
sometimes for other related tasks. This work would
otherwise be limited to entities with the resources
to curate large quantities of high-quality annotated
data.
It’s important that new challenges continue to be or-
ganized because the set of interesting tasks in biomedi-
cal image analysis is vast and largely untapped. Even if
each task could be adequately covered, the risk that high-
performing methods are overfitting to the quirks of that
particular test set rather than the true data generating pro-
cess grows over time. Further, no challenge is perfect,
and organizers continue to learn and improve from the ex-
periences of others. We enumerate the limitations of the
present challenge in Section 5 for exactly this reason.
2.2. 3D Segmentation
3D semantic segmentation is the voxel-wise delineation
of regions in three-dimensional imaging such as CT or
MRI. Several diverse applications of semantic segmenta-
tion have been proposed including targeting for radiation
therapy (He et al., 2019), patient-specific surgical simu-
lation (Taha et al., 2018), and quantitative diagnostic and
prognostic scoring of anatomic and histologic indications
of disease (Farjam et al., 2007; Tang et al., 2018; Blake
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et al., 2019). However, without automation of the up-
stream segmentation task, the prospects for clinical trans-
lation of these applications is poor. Automatic semantic
segmentation of biomedical imaging has thus arisen as an
important and popular research direction. Indeed, roughly
70% of prior biomedical grand challenges were focused
on semantic segmentation (Maier-Hein et al., 2018).
The third spatial dimension presents a unique set of
challenges to this field such as a significantly higher cost-
per-instance for data annotation and higher memory in-
tensity during model training and inference. Further, be-
cause this problem is relatively esoteric compared with its
2D counterpart, the prospect for leveraging transfer learn-
ing (Bengio, 2012) from huge, well-established computer
vision benchmarks like ImageNet (Deng et al., 2009) or
MSCOCO (Lin et al., 2014) is severely limited. Despite
these challenges, recent work in this area has demon-
strated impressive performance on the 3D segmentation
of a wide variety of anatomical structures and lesions in
cross-sectional imaging (Maier et al., 2017; Bakas et al.,
2018; Bilic et al., 2019; Zhuang et al., 2019).
Throughout computer vision, methods based on Deep
Learning (DL) now dominate (Litjens et al., 2017) and
3D segmentation is no exception (Shen et al., 2017). Deep
Neural Networks (DNNs) for any given task have a mas-
sive design space including a vast array of network archi-
tectures, optimization algorithms, and preprocessing pro-
cedures. Further, the impressive performance of DL has
attracted the many researchers now searching this design
space for optimal performance. Unfortunately, with such
a high computational cost of training DNNs, most papers
that propose a new DNN architecture lack comprehensive
benchmarking against the state of the art, especially when
results are reported only on private datasets–a practice
that still encompasses more than half of papers accepted
at MICCAI each year (Heller et al., 2019a).
U-Net (Ronneberger et al., 2015) and its 3D variants
(Milletari et al., 2016; C¸ic¸ek et al., 2016) are some of the
earliest proposed methods for DL-based medical image
segmentation. In the years since, innumerable modifica-
tions have been proposed to U-Net (e.g., residual con-
nections (Milletari et al., 2016), dense connections (Li
et al., 2018), and attention mechanisms (Oktay et al.,
2018)), with researchers often reporting substantial im-
provements over their baseline U-Net results. Recently,
however, Isensee et al. (2018) demonstrate state of the
art performance in several well-established 3D segmen-
tation grand challenges using only a U-Net and a novel
methodology to search a small space of hyperparameters
and preprocessing procedures. This paradigm, termed the
nnU-Net, won the recent “decathalon” grand challenge3,
in which teams were challenged to develop a system capa-
ble of performing well on the tasks of 10 grand challenges
simultaneously.
The authors of nnU-Net make clear that despite its
dominance, they do not believe it to be a global optimum
of design space, rather they believe it to be a more con-
sistent stepping-off point from which to evaluate architec-
tural “bells and whistles” which could present added per-
formance. The KiTS19 challenge is significant because
it’s one of the first grand challenges on 3D segmentation
to be held after nnU-Net demonstrated its dominant per-
formance and its implementation was released. Thus, one
might have expected KiTS19 to be won by the team which
finds the right architectural garnish with which to aug-
ment the nnU-Net baseline, but as we discuss in Section
4, the “vanilla” nnU-Net demonstrated top performance
despite attempts by several teams to enhance it.
3. Materials and Methods
3.1. The KiTS19 Dataset
We obtained approval from the University of Minnesota
Institutional Review Board to conduct a retrospective re-
view of patients who underwent partial or radical nephrec-
tomy for suspicion of renal cancer by a physician in the
urology service of University of Minnesota Health be-
tween 2010 and mid-2018. 544 patients met this initial
criteria. We then excluded patients for whom imaging in
the late arterial phase was not available. By the semantic
definitions that we chose to use, cyst was regarded as a
part of the kidney. We therefore had to exclude a small
number of patients whose tumor was postoperatively de-
termined to be a cyst. We also excluded patients with tu-
mor thrombus, since in these cases the tumor extends out
beyond what we considered to be the primary site and the
appropriate boundaries were ambiguous. This left the 300
patients comprising the KiTS19 dataset.
3https://decathlon.grand-challenge.org/
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Figure 2: A flow chart of the patient inclusion and random assignment
to either training or test set of the study.
The imaging for these 300 patients was downloaded
in DICOM format and converted to Nifti (Larobina and
Murino, 2014) using the pydicom (Mason, 2011) and ni-
babel (Brett et al., 2018) packages in Python 3.64. Stu-
dents under the supervision of the challenge’s clinical
chair, Dr. Christopher Weight, then produced manual de-
lineations for the kidneys and tumors in these images us-
ing a web-based annotation platform developed in-house
(Heller et al., 2017). A comprehensive description of the
annotation protocol and quality assurance procedures can
be found in Heller et al. (2019b).
Despite the fact that all of these patients were treated by
Urologists at a single tertiary care center, more than half
of the imaging was acquired across more than 50 referring
institutions. This, combined with the range of acquisition
protocols within each institution, made KiTS19 a diverse
dataset in terms of the voxel dimensions, contrast tim-
ing, table signature, and scanner field of view. This helps
to ameliorate some concern over the external validity of
4https://www.python.org/
a single institution retrospective cohort like KiTS19, but
in future work, a multi-institution cohort with a prospec-
tively collected test set would be preferable (Park and
Han, 2018). Table 1 provides a summary of the patient
characteristics.
Attribute Values (N=300)
Age 60 (51, 68)
BMI 29.82 (26.16, 35.28)
Tumor Diameter* 4.200 (2.600, 6.125)
Gender
Male 180 (60%)
Female 120 (40%)
Procedure
Radical Nx 112 (37.3%)
Partial Nx 188 (62.6%)
Subtype
Clear Cell RCC 203 (67.7%)
Papillary RCC 28 (9.3%)
Chromophobe RCC 27 (9%)
Oncocytoma 16 (5.3%)
Other 26 (8.7%)
Table 1: The baseline and tumor characteristics of patients in the KiTS19
dataset. Continuous variables are reported as: Median (Q1, Q3). *In
cases where there is more than one tumor, the largest tumor diameter
was reported. The initialism RCC represents Renal Cell Carcinoma.
3.2. Design of the KiTS19 Challenge
In Reinke et al. (2018), the authors review challenges
hosted in conjunction with MICCAI conferences from
2007 to 2016 with a focus on how common weaknesses
in the design of these challenges made them vulnerable to
leaderboard manipulation, which could seriously jeopar-
dize the validity of these challenges as objective and fair
benchmarks. We found this paper to be very instructive in
the design of this challenge, and we made every effort to
follow the best practices outlined by the authors.
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3.2.1. Rules
1. External Data: Teams were permitted to use exter-
nal data, as long as that data was publicly available.
This was intended to allow for methods based on
pre-training and domain adaptation without allowing
teams who might have internal datasets to have an
unfair advantage.
2. Replicability: Teams were required to submit a
manuscript describing their methods in detail, as
well as any external sources of data. Teams were
highly encouraged but not required to make their
code available as well.
3. Submissions per Team: Teams were allowed to en-
ter only one submission to the final leaderboard. This
was to prevent “fine tuning” on the test set by send-
ing many different submissions and simply retract-
ing all lower-scoring entries once the scores are re-
leased, which would result in an over-estimate of true
performance. This policy was strictly enforced, and
several cases in which a team made multiple submis-
sions from different accounts were recognized and
only the most recent submission was considered.
4. Manual Predictions: The predictions submitted to
the challenge were required to be entirely automatic;
any manual intervention in the inference stage was
strictly prohibited.
3.2.2. Timeline
The data was collected and annotated between July and
December 2018, after which time the challenge was de-
signed and proposed to MICCAI 2019 via their online
submission platform. We were notified that KiTS19 was
accepted on March 3, 2019, and we then published the of-
ficial webpage at http://kits19.grand-challenge.
org on March 4.
The training data was released in full on March 15, at
which time participants were invited to inspect and sug-
gest improvements to the data for a period of 20 days.
After this period, we addressed several concerns with
the metadata as well as a handful of segmentation labels
and the data was “frozen” for the challenge on April 15.
On April 23, a second version of the data was released
in which the imaging and segmentation labels were re-
sampled to the median spacing of the original dataset:
3mm x 0.781mm x 0.781mm on the longitudinal, anterior-
posterior, and mediolateral axes respectively. This was re-
quested by a number of teams who wanted to work with
data in a consistent spacing, but did not feel comfortable
resampling the data and labels themselves.
On July 15, the test imaging was released (without la-
bels) and the submission period was opened until July
29. The MICCAI 2019 leaderboard was then released on
July 30, and submission reopened indefinitely for the open
leaderboard on August 12, 2019.
3.2.3. Infrastructure
The main challenge webpage as well as submission and
evaluation platforms were graciously hosted by grand-
challenge.org5. The data for this challenge was hosted on
GitHub6 using their large file storage solution, Git-LFS7.
A separate server was then set up to run a Discourse8 dis-
cussion forum. Strict rules were never implemented for
which types of correspondences should be submitted as
GitHub issues and which should be forum posts, but gen-
erally speaking GitHub was used for issues with the data
and starter code, and Discourse was used for all other cor-
respondences such as clarifications about the rules and of-
ficial announcements.
3.2.4. Submission and Evaluation
The evaluation metric for this challenge was the aver-
age Sørensen-Dice coefficient between kidney and tumor
across all 90 test cases. That is
S =
1
90
299∑
i=210

∣∣∣P(i)k ∩ T (i)k ∣∣∣∣∣∣P(i)k ∣∣∣ + ∣∣∣T (i)k ∣∣∣ +
∣∣∣P(i)t ∩ T (i)t ∣∣∣∣∣∣P(i)t ∣∣∣ + ∣∣∣T (i)t ∣∣∣

where S is the final score, the superscript (i) represents
the ith case, P(i)k represents the set of predicted kidney
voxels, T (i)k represents the set of ground truth kidney vox-
els, P(i)t represents the set of predicted tumor voxels, and
T (i)t represents the set of ground truth tumor voxels. Here,
i ranges from 210 to 299 because by our indexing, cases
0 to 209 comprised the training set.
5https://kits19.grand-challenge.org/
6https://github.com/neheller/kits19/
7https://git-lfs.github.com/
8https://discourse.org/
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During the submission period, teams had the option of
viewing the approximate score of two of their submis-
sions. By “approximate”, we mean that 45 cases were
sampled from the test set without replacement and the
score was calculated for these 45 cases only. For each
submission, teams were contacted via email to confirm
that the submission had been received, and asked whether
they would like to view this approximate score. A “yes”
response would be honored no more than twice. This
helped to alleviate participants’ concerns that the predic-
tions were not packaged or interpreted correctly, without
providing participants with enough information for test
set fine-tuning.
In an attempt to prevent teams from gaming this sys-
tem to receive more than two approximate scores, teams
were required to enclose a manuscript with at least one
page of content and their final authors list with all sub-
missions. Authors lists were cross-checked against prior
submissions before scores were released, and in a few
cases where substantially overlapping submissions went
unnoticed, all submissions after the one immediately fol-
lowing receipt of the second score were discarded. The
final score on the MICCAI leaderboard reflects the most
recent remaining submission from each team, whether its
approximate score was requested or not.
4. Results
126 unique users on grand-challenge.org made a sub-
mission to this challenge, but 20 of these were determined
to belong to a team that had submitted previously. A fur-
ther 6 submissions were disqualified for not providing a
sufficient manuscript, even after repeated warnings. This
left the 100 teams that appear on the official MICCAI
leaderboard.
Submissions to this challenge were overwhelmingly
based on deep neural networks, although they varied con-
siderably in decisions around preprocessing strategies, ar-
chitectural details, and training procedures. Sections 4.1
- 4.5 outline the methods used by the five highest-scoring
teams listed on the official MICCAI leaderboard. These
five teams were also invited to present this material orally
at the KiTS19 satellite event of MICCAI 2019 in Shen-
zhen, China on Oct. 13, 2019.
Figure 3: Kidney Dice scores (left, gold) and tumor Dice scores (right,
maroon) on each case for each of the top 5 teams. Similar plots for the
remaining submissions are included in the supplementary material.
4.1. First Place: An Attempt at Beating the 3D U-Net
This submission was made by Fabian Isensee and Klaus
H. Maier-Hein of the German Cancer Research Center.
4.1.1. Data Use and Preprocessing
This submission did not make use of any data other than
the official training set. Model parameters were initialized
randomly and no transfer learning was used.
The data was downloaded in its original spacing (from
the master branch) and resampled to a common spacing of
3.22×1.62×1.62 mm resulting in median volume dimen-
sions of 128× 248× 248 voxels. The CT intensities (HU)
were clipped to a range of [-79, 304] and transformed by
subtracting 101 and dividing by 76.9.
4.1.2. Architecture
Three 3D U-Net architectures were tested using five-
fold cross-validation. The networks all used 3D convo-
lutions, leaky ReLU (LReLU) activations, and instance
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normalization. Upsampling was performed with trans-
posed convolutions and downsampling was performed
with strided convolutions. The first level of the U-Net
extracts either 24 or 30 feature maps, and each downsam-
pling doubles this up to a maximum of 320. Downsam-
pling is stopped once a further downsampling would re-
sult in at least one spatial dimension of < 4 voxels, at
which point upsampling begins. The three networks dif-
fered as follows:
Plain 3D U-Net: This network used 30 feature maps
at the highest resolution. Between each up or down-
sampling, two blocks of conv-instnorm-LReLU were per-
formed.
Residual 3D U-Net: This network used 24 feature
maps at the highest resolution. In the encoder portion,
the conv-instnorm-LReLU were replaced with residual
blocks of the form: conv-instnorm-ReLU-conv-instnorm-
ReLU where the residual addition takes place before the
final activation, similar to He et al. (2016a). Just one of
these blocks is used at the highest resolution, and with
each downsampling another is added. The decoder por-
tion uses just one conv-instnorm-ReLU between upsam-
plings.
Pre-activation Residual 3D U-Net: This network was
similar to the Residual 3D U-Net but the residual blocks
used pre-activation (He et al., 2016b). The residual blocks
were thus instnorm-ReLU-conv-instnorm-ReLU-conv.
An overview of these architectures is given in Fig. 4
Figure 4: 3D U-Net (top) and residual 3D U-Net architecture (bottom)
used in this project. () × X denotes that a block is repeated X times.
The architecture of the pre-activation residual U-Net is analogous to the
residual U-Net (with instnorm and ReLU being shifted to accommodate
pre-activation residual blocks).
4.1.3. Training
Patches of size 80× 160× 160 were randomly sampled
from the resampled volumes for training. 1000 epochs
training were performed with an epoch defined as 250
batches with a batch size of two. A sum of cross-entropy
and dice loss was used as a training objective with deep
supervision. All networks were trained with stochas-
tic gradient descent. Extensive data augmentation with
the batchgenerators framework9 was used during train-
ing. Adjustments included scaling, rotations, brightness,
contrast, a gamma transformation, and the introduction of
Gaussian noise.
Training for each network was performed on a single
NVIDIA Titan Xp GPU using the PyTorch framework
(Paszke et al., 2017) based on the nnU-Net implementa-
tion10 (Isensee et al., 2019). Each network took about five
days to train.
9https://github.com/MIC-DKFZ/batchgenerators
10https://github.com/MIC-DKFZ/nnUNet
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The cases that were known to have been mislabeled
(outlined in Section 5.1) were excluded from training, and
cases 23, 68, 125, 133 were found to be in consistent dis-
agreement with predictions so they were excluded as well.
Five-fold cross-validation Dice scores of 0.974 and
0.857 were observed for kidney and tumor respectively
for the Residual 3D U-Net architecture, which was
marginally higher than the performance of any of the other
approach, including an ensemble of all three. Therefore,
an ensemble of the networks from these five folds only
was used for the final test set predictions.
4.1.4. Postprocessing
The model predictions were resampled to their original
spacing and submitted without any further processing.
4.1.5. Results
This submission scored a 0.974 kidney Dice and a
0.851 tumor Dice resulting in a first place 0.912 compos-
ite score. For a more detailed description of this submis-
sion, see Isensee and Maier-Hein (2019).
4.2. Second Place: Cascaded Semantic Segmentation for
Kidney and Tumor
This submission was made by Xiaoshuai Hou, Chun-
mei Xie, Fengyi Li, and Yang Nan of PingAn Technology
Co.
4.2.1. Data Use and Preprocessing
This submission did not make use of any data other than
the official training set. Model parameters were initialized
randomly and no transfer learning was used.
The CT intensities were normalized to zero mean and
unit standard deviation without clipping. This method had
two input modes: it first performed a coarse localization
of the kidneys from a low-resolution image (volumes re-
sampled to 1.72 × 1.72 × 3.41 mm), and then performed
fine-grained delineation of those kidneys as well as the
lesion(s) from a cropped region of high-resolution images
(volumes resampled to 0.781 × 0.781 × 0.781 mm).
4.2.2. Architecture
This cascaded approach had three stages. Stage 1 per-
formed a coarse segmentation of all kidneys in the image
in order to crop out spatially distant regions for the next
stage. This stage is based on the nnU-Net (Isensee et al.,
2018), but the segmentation masks here are used only to
localize the kidney regions, and the predicted masks are
discarded. The second stage is run for each rectangular
kidney region that is found by the first stage. Here, an-
other 3D U-Net based on the nnU-Net implementation is
used to produce a fine-grained segmentation of the kid-
neys vs background, where tumor is included in the kid-
ney label. Finally, in the third stage of the model, all
voxels predicted to be background are set to zero, and a
fully convolutional net is used to segment the tumor vox-
els from the kidney voxels. Here, all predictions made
outside of the stage 2 kidney predictions are discarded.
An overview of this prediction pipeline is shown in Fig.
5.
Figure 5: The segmentation pipeline for the second place method. Kid-
neys are first coarsely localized via segmentation in stage one, then each
kidney is finely segmented from background in stage two, and finally the
tumor segmented from kidney in stage 3.
4.2.3. Training
All models were trained with a combination of the cross
entropy loss and Dice loss. Data augmentation was used
including elastic deformation, rotation, and random crop-
ping. The Adam optimizer (?) was used with an initial
learning rate of 1e − 4. Whenever the exponential mov-
ing average of training loss did not improve by a certain
threshold in 30 epochs, the learning rate was scaled by
1/5. Training was terminated if the validation loss did not
improve within 50 consecutive epochs.
4.2.4. Postprocessing
After the model made its kidney and tumor predictions,
an algorithm was used to fill holes within the tumor pre-
diction and remove some predicted regions that appeared
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to be false positives.
4.2.5. Results
This submission scored a 0.967 kidney Dice and a
0.845 tumor Dice resulting in a second place 0.906 com-
posite score. For a more detailed description of this sub-
mission, see Hou et al. (2019).
4.3. Third Place: Segmentation of kidney tumor by multi-
resolution VB-nets
This submission was made by Guangrui Mu, Zhiy-
ong Lin, Miaofei Han, Guang Yao, and Yaozong Gao of
Shanghai United Imaging Intelligence Inc.
4.3.1. Data Use and Preprocessing
This submission did not make use of any data other than
the official training set. Model parameters were initialized
randomly and no transfer learning was used.
The data was downloaded in its original spacing and
30 cases were randomly selected to form a validation set,
leaving 180 for training. CT intensity values were clipped
to fall in the range of [-200, 500] HU and then uniformly
normalized to [-1,1], and all volumes were resampled to
an isotropic spatial resolution. A professional doctor then
manually delineated all cysts in the dataset in order to help
the learned model form an understanding of cyst as well
as tumor, and mitigate the risk that the two are confused.
4.3.2. Architecture
The authors of this submission extended the V-Net pro-
posed in Milletari et al. (2016) to include bottlenecks
instead of traditional convolutional layers. Here, each
bottleneck consists of three convolutional layers – the
first applies a 1 × 1 × 1 kernel and reduces the number
of feature maps, the second performs a spatial convo-
lution with some receptive field greater than 1 in each
spatial dimension. The last applies another 1 × 1 × 1
filter to increase the number of feature maps back to
their original count. The authors extracted 16 feature
maps at the highest resolution, and doubled this with
each downsampling. Residual blocks were used through-
out the network of the form conv-batchnorm-ReLU-conv-
batchnorm-addition-ReLU. Zero padding was used to
keep blocks the same size for concatenation.
This submission also made use of a cascaded approach
in which segmentation-based localization was again used
on low resolution volumes (voxel size of 6× 6× 6 mm) to
produce Volumes of Interest (VOIs) which were then fed
at a high-resolution (voxel size of 1 × 1 × 1 mm) into a
second model which produced final segmentation predic-
tions.
A graphical representation of this pipeline is shown in
Fig. 6.
Figure 6: A graphic showing the prediction pipeline for the third place
submission to the challenge. Data is first resampled to a low-resolution
global image, and kidney segmentation is used to define Volumes of
Interest (VOIs). Those VOIs are then resampled to a high resolution,
and another network is used to make kidney and tumor segmentation
predictions.
4.3.3. Training
The models were implemented and trained in the Py-
Torch framework. During the training of both the coarse
and fine models, random patches of size 96×96×96 vox-
els are sampled from the target volume. A generalized
Dice loss is used with the following formulation:
L =
1
C
C∑
c=1
2
∑N
i pc(i)gc(i)∑N
i p2c(i) +
∑N
i g2c(i)
Where C represents the number of class labels, pc(i)
is the probability of the class c at voxel i predicted by
the network, gc(i) ∈ {0, 1} is the binary label indicating
whether the label of voxel i is class c.
The Adam Kingma and Ba (2014) optimization algo-
rithm was used with a constant learning rate of 1e− 4 and
a batch size of 6. The networks were trained for 5000
epochs of 30 batches. Data augmentation was not em-
ployed.
4.3.4. Postprocessing
Connected component analysis was used to filter out
small regions that were predicted as kidney. In order to
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aid in the discrimination between tumors and cysts with
uneven densities, an algorithm made use of the spatial re-
lationship between the cyst and the tumor and their aver-
age HU value to give a final, consistent classification.
4.3.5. Results
This submission scored a 0.973 kidney Dice and a
0.832 tumor Dice resulting in a third place 0.903 com-
posite score. For a more detailed description of this sub-
mission, see Mu et al. (2019).
4.4. Fourth Place: Cascaded Volumetric Convolutional
Network for Kidney Tumor Segmentation from CT
volumes
This submission was made by Yao Zhang, Yixin Wang,
Feng Hou, Jiawei Yang, Guangwei Xiong, Jiang Tian, and
Cheng Zhong of the Lenovo AI Lab.
4.4.1. Data Use and Preprocessing
This submission did not make use of any data other than
the official training set. Model parameters were initialized
randomly and no transfer learning was used.
The data from the interpolated branch of the GitHub
repository was used for this submission. After download,
50 cases were selected as a validation set, leaving 160 for
training. This method also used a course-to-fine approach
with a first segmentation-based localization to crop vol-
umes of interest for each kidney in a lower resolution im-
age (voxel spacing 3×1.56×1.56 mm). Then, those crops
were applied to the full resolution data, creating patches
that were then sent to a finer-grained segmentation net-
work which made the model’s predictions. Normalization
of the CT intensities was done on a case-by-case basis by
first clipping values at their 0.5% and 99.5% percentiles
and then subtracting the mean dividing by the standard
deviation.
4.4.2. Architecture
The architecture used for both the coarse localization
and fine predictions of this submission is a 3D U-Net
based on the nnU-Net implementation. Several hyperpa-
rameters and architectural enhancements and their combi-
nations were tested on the validation set and the highest-
performing combination was chosen for predictions on
the test set. The baseline model that the authors used
was a 3D U-Net with instance normalization. The net
extracted 30 feature maps at original resolution and dou-
bled this with each downsampling. Downsampling was
performed with max-pooling and transposed convolutions
were used for upsampling. These up and downsampling
operations were strided differently based on the original
patch resolution in order to handle blocks with differing
extents in each axis. The network downsampled until each
spatial dimension of the feature map is smaller than 8 vox-
els. Leaky ReLU was used for all activation functions
outside of the loss layers.
The authors tested this baseline against other versions
making use of deep supervision, residual blocks between
up and down sampling, and the use of a “spatial prior”, in
which they fed the coarse predictions of the first network
as an input channel to the second. The authors found that
the combination of all three of these modifications yielded
the best validation performance, and they thus chose to
use this model at test time. A diagram outlining this ar-
chitecture is shown in Fig. 7.
In addition to deep supervision, the authors also em-
ployed deep prediction. The predictions at each decoder
stage of the network are ensembled together by majority
voting to produce final predictions.
Figure 7: The pipeline used by the fourth place submission. In the first
stage, a baseline 3D U-Net equipped with instance normalization and
residual blocks is used to obtain the coarse location of the kidney. In the
second stage, a counterpart further augmented with deep supervision is
employed for both kidney and tumor segmentation.
4.4.3. Training
The authors apply data augmentation to expand train-
ing data and avoid overfitting. The data augmentation
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including random rotation, scaling and elastic deforma-
tion is implemented on the fly. Random patches of size
40×128×128 were sampled from the images and used for
training with a batch size of 5. The objective was a sum of
cross entropy and dice loss at each supervised layer. The
Adam algorithm was used for optimization with an initial
learning rate of 3e − 4. On a single NVIDIA Tesla V100
32GB GPU, the first stage took roughly 18 hours to train
and the second stage took a further 30.
4.4.4. Postprocessing
The model operates on the assumption that no more
than two kidneys exist in each case. A connected com-
ponent analysis was run on each case’s prediction to re-
move all but the two largest components of the kidney’s
predicted segmentation.
4.4.5. Results
This submission scored a 0.974 kidney Dice and a
0.831 tumor Dice resulting in a fourth place 0.902 com-
posite score. For a more detailed description of this sub-
mission, see Zhang et al. (2019).
4.5. Fifth Place: Cascaded U-Net Ensembles
This submission was made by Jun Ma of the Nanjing
University of Science and Technology.
4.5.1. Data Use and Preprocessing
This submission did not make use of any data other than
the official training set. Model parameters were initialized
randomly and no transfer learning was used.
This submission is built on the data from the interpo-
lated branch of the GitHub repository, and the data were
randomly assigned to five folds for cross-validation. The
CT intensities were clipped based on the 0.5 and 99.5th
percentile and normalized by subtracting the mean and
dividing by the standard deviation of the intensity values.
4.5.2. Architecture
For this submission, 3D U-Net (Fig. 4-Top) is used as
the main architecture which is based on nnU-Net imple-
mentation11. Compared to the original 3D U-Net, the no-
table changes (Isensee et al., 2019) are the use of padding
11https://github.com/MIC-DKFZ/nnUNet
convolutions, instance normalization and leaky ReLUs.
Predictions were made by three separate models and en-
sembled together with majority voting for kidney and an
OR operation for tumor. One of these three models was a
“vanilla” 3D U-Net, and the other two are cascaded mod-
els each with one network to localize the kidneys’ Vol-
umes of Interest (VOIs) and another to produce a fine-
grained segmentation of the kidneys and tumors in each
VOI.
At test time, the data was augmented with mirrors and
predictions were averaged in an attempt to produce more
robust predictions.
4.5.3. Training
The 3D U-Net model was first trained to minimize the
sum of the cross-entropy and dice losses. For the cascaded
models, the dice loss was replaced with a TopK loss to
prevent tumor predictions in the upstream model. In all
cases, the Adam algorithm was used for optimization with
an initial learning rate of 3e − 4 followed by a fine-tuning
learning rate of 3e − 5.
Each model took about four days to train with one
Titan-Xp GPU and two Intel Xeon E5-2650V4 CPUs.
4.5.4. Postprocessing
An heuristic-based algorithm was used to remove pre-
dicted kidney regions that were suspicious for false posi-
tives. First, the isolated points smaller then 20,000 voxels
are removed. Second, the algorithm assumes that the cen-
ters of the two kidneys should have similar positions on
the anterior-posterior axis, and larger isolated regions can
be excluded if another plausible kidney region at that ap-
proximate position cannot be found.
4.5.5. Results
This submission scored a 0.973 kidney Dice and a
0.825 tumor Dice resulting in a fifth place 0.899 compos-
ite score. For a more detailed description of this submis-
sion, see Ma (2019).
4.6. Discussion
Semantic segmentation is one of the most popular re-
search areas in medical image analysis, and as such, a
vast number of novel sophisticated methods have been
proposed in this space over the last few years. Surpris-
ingly, very few of these are represented in the methods
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of the highest performing submissions, and this is consis-
tent with the results of many concurrent challenges. The
apparent failure of many of these methods to outperform
e.g. the winning submission to this challenge is interest-
ing and worthy of further study. Is this an artifact of this
task in particular, or evidence of something more general?
The winning method of Isensee et al. focused heavily on
data preprocessing rather than novel architectures or op-
timization algorithms. Perhaps preprocessing has a larger
impact than it typically gets credit for. Further experi-
ments and challenges are needed to support or refute this
claim.
5. Limitations
The KiTS19 challenge was, overall, highly successful.
It attracted a high number of submissions and continues
to serve as an important and challenging benchmark in
3D segmentation. With that said, it was not perfect. In
this section, we discuss limitations of this challenge, in-
cluding issues with the dataset, issues with the challenge
policies and design, and issues with the infrastructure for
the challenge and some instances where communication
between the organizers and participants broke down. We
conclude with some ideas for how future iterations might
address these limitations.
5.1. Dataset
Even though systems based on Deep Learning have of-
ten shown excellent generalization beyond the population
that their training set was sampled from (Zhang et al.,
2016), there is still reason for concern about a potential
performance drop when applying these systems beyond
the population that was sampled for the test set.
The patients represented in the KiTS19 challenge were
all treated by physicians within the same health system,
and the population is therefore heavily concentrated in a
limited geographic region, which might limit the general-
izability of methods developed for this dataset to popula-
tions from other regions of the world. However, there is
considerable diversity in imaging protocols and scanners
since the preoperative studies were often performed at re-
ferring institutions. The dataset for the KiTS19 challenge
was also retrospective, and the split into the training and
test sets was random. Therefore, there is some concern
that distributional shift over time might result in compar-
atively low performance on prospective data.
Even within this region and this block of time, the pa-
tients sampled represent only a subset of all patients seen
for concern of renal malignancy. In particular, we were
limited to patients who did not choose to “opt out” of
making their data available for research, and we were lim-
ited to patients with contrast-enhanced imaging available
for download (see Fig. 1). We have no reason to sus-
pect that this introduced bias into our cohort, but this is,
of course, difficult to check. Patients with tumor thrombus
(27/329) were excluded in order to simplify the annotation
process, and patients with concerning lesions that turned
out to be cysts (2/329) were also excluded. The exclu-
sion of cysts contributed to (but did not fully account for)
the lower proportion of lesions postoperatively found to
be benign in our cohort than has been reported elsewhere
(8% vs 30% – (Kim et al., 2019)). Therefore, if a system
based on this data were to be applied in clinical practice,
care would need to be taken to ensure that the system was
not being applied to patients who meet our exclusion cri-
teria. Further, if a deployment’s target population differs
significantly from that of this cohort (e.g., higher benign
rate, lower tumor sizes – see table 1), the system might
exhibit worse performance than on the KiTS19 test set.
Finally, despite our best efforts to avoid errors when
creating the semantic segmentation labels, they are im-
perfect. Errors range from inevitable noise in boundary
delineations, to a few cases in which a whole structure
was labeled incorrectly.
5.2. Challenge Design
As stated in Section 3.2.2, when we first released the
dataset, we designated a 20 day period for public “label
review”, in which participants were invited to visualize
the segmentation labels and raise any concerns. While a
number of important issues were discovered during this
period, in retrospect we believe that this period should
have been extended considerably, perhaps until just one
month before the test set was released. This would have
allowed for the few issues that were discovered after the
data “freeze” date to be fixed for the MICCAI 2019 com-
petition.
Further, since we released the test images publicly,
there is a possibility that teams may have manually in-
tervened in the prediction process in order to illegally
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“clean” their predictions, or even simply segmented some
cases manually from scratch. In order to mitigate this risk,
we allowed only a two week period for submission, but
we cannot exclude this possibility entirely. It might have
been preferable to host our challenge on a platform where
a kernel is made available with private access to the test
data for prediction purposes only.
5.3. Communication and Challenge Infrastructure
There were two public avenues for communication be-
tween the participants and organizers: GitHub issues and
a Discourse forum. GitHub Issues were meant to be used
for personal issues with downloading and using the data,
as well as for reporting label errors, where Discourse was
to be used for everything else. The intention was that Dis-
course would be for information that benefits all partici-
pants and GitHub was for troubleshooting individual dif-
ficulties. In retrospect, the reporting of label errors was
wrongly confined to GitHub, and was therefore not widely
disseminated. In future challenges, we will take conscious
steps to ensure that all participants are made aware of is-
sues that are found with the training labels so that teams
are given equal opportunities to exclude or amend these
issues for their training process.
5.4. Future Directions for KiTS
We are actively working to improve upon the KiTS19
Challenge in several ways. Among these are:
• Multi-Institutional Cohort: We will be expanding
the dataset to represent at least four health systems,
each in different geographic regions.
• Pseudo-Prospective Cohort: A date will be se-
lected, and data generated before that date will be
used only for training, and data generated after that
time will be used only for testing.
• Longer Data Review: We will be extending the time
period in which concerns will be addressed prior to
the data freeze. Tentatively, we plan to freeze the
data just one month before the test set release.
• Clearer Communication of Label Errors: In addi-
tion to the labels’ version control system, label errors
discovered after the data freeze will be announced on
the homepage of the challenge as well as on the dis-
cussion forum.
• Better Representation of Rare Subtypes: A vast
majority of renal tumors are Clear Cell Renal Cell
Carcinomas, and this is reflected in the KiTS19
dataset. With contributions from other clinical cen-
ters, we will have enough data to perform stratified
random sampling in order to give equal representa-
tion to several histological subtypes that are compar-
atively rare.
• More Segmentation Classes: In order to prevent
the segmentation problem from becoming trivially
easy with the larger dataset, we plan to expand the
segmentation problem to include more classes and
structures such as renal cyst, renal artery and vein,
and ureter.
Things such as a longer data review and clearer com-
munication of label errors are simple to implement, but
others such as more segmentation classes and multi-
institutional data will take significant effort. Our hope
is to phase these changes into future KiTS Challenges as
time and administrative hurdles allow.
6. Conclusion
The KiTS19 challenge served to accelerate and mea-
sure the state of the art in the automatic semantic segmen-
tation of kidneys and kidney tumors in contrast-enhanced
CT imaging. The challenge attracted submissions from
more than 100 teams around the world, and the highest-
scoring team achieved a kidney Dice score of 0.974 and a
tumor Dice score of 0.851 on the private 90-case test set.
The experiments and results of the winning team are sur-
prising in that they failed to show any meaningful benefit
to several “bells and whistles” that people have recently
reported to yield substantial improvements over the 3D
U-Net baseline. Instead, they won by a considerable mar-
gin by submitting the predictions of the baseline+residual
connections model alone. The challenge has now entered
an indefinite “open leaderboard” phase where it serves as
a high-quality and challenging benchmark in 3D semantic
segmentation. A second iteration of the KiTS challenge is
planned with the goals of improving upon the clinical sig-
nificance and external validity of the challenge, as well
as increasing the difficulty of the 3D segmentation prob-
lem by adding other more complicated structures such as
ureters, renal arteries, and renal veins.
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