Abstract-Presentations are becoming an increasingly more common means of communication in working environments, and slides are often the necessary supporting material on which the presentations rely. In this paper, we describe a slide indexing and retrieval system in which the slides are captured as images (through a framegrabber) at the moment they are displayed during a presentation and then transcribed with an optical character recognition (OCR) system. In this context, we show that such an approach presents several advantages over the use of commercial software (API based) to obtain the slide transcriptions. We report a set of retrieval experiments conducted on a database of 26 real presentations (570 slides) collected at a workshop. The experiments show that the overall retrieval performance is close to that obtained using either a manual transcription of the slides or the API software. Moreover, the experiments show that the OCR-based approach outperforms significantly the API in extracting the text embedded in images and figures.
I. INTRODUCTION

P
RESENTATIONS and talks are common events in many working environments (companies, schools, conferences, etc.). They often represent a valuable source of information, but their content is difficult to store. In most cases, after the presentation is given, no record is left and most of the information provided by the speaker is lost. The most simple solution for such a problem is to record the talks (with cameras and microphones) and then to make them available to potential users without further processing (the so-called Record and Playback approach [1] ), but the resulting material quickly becomes difficult to use. After that a few hours of recordings have been collected, to retrieve the few minutes concerning a specific topic or simply to know what a talk is about can require the manual examination of long recording segments [2] , [3] . For the above reasons, there have been several research efforts in order to develop effective indexing and browsing techniques allowing one to go beyond the simple record and playback approach (see Section II).
Most of the literature focuses, to our knowledge, on so-called instructional talks, i.e., presentations based on slides containing, in a concise form, the core information conveyed by the speaker. The use of slides does not represent a restrictive constraint since it is common in a wide spectrum of situations and it represents the rule rather than the exception. In such a framework, it is possible to include (the list is not exhaustive) the processing of school courses in the e-learning domain [3] , [4] , the production of video proceedings for conferences [5] , and the creation of smart environments aimed at capturing class or meeting participant experiences [4] . In all of the above examples, slides are widely recognized as a fundamental source of information, but so far they have been used, to our knowledge, only to partition the recordings into meaningful fragments: slide changes are detected (see Section II for the techniques used) and the presentation videos are segmented in correspondence with them. The rationale behind such an approach is that within the presentation, only one topic is discussed during the time a slide is displayed, and thus that a topic change can only occur at a slide transition. The fundamental limit of the above approach is, in our opinion, that the topic itself is not taken into account at all. This means that when a user wants to find the segment corresponding to a certain topic, s/he must browse through the slides until s/he finds the one corresponding to it. This can be reasonable for a few presentations, but it becomes heavily time consuming when the number of talks increases. In our data set, 26 presentations collected at the MLMI workshop [6] result in 570 slides and this means that the user might be required to browse hundreds of slides in order to find what s/he is looking for. This can be especially problematic when the user accesses the system through a network (e.g., in distance learning) and the amount of data transmitted must be limited. In some applications, the problem can be addressed by organizing hierarchically the presentations archive [7] (e.g., conference presentations can be organized into sessions, courses into lectures), but this can involve a significant manual effort. Moreover, by limiting the search space through a hierarchical structure (e.g., by considering only the presentations of a single conference session), the user can miss relevant information s/he is not aware of in other presentations. A good and alternative solution to such problems is, in our opinion, to transcribe and index the slides in order to apply information retrieval (IR) techniques. In this way, the user can first search the slides answering to her/his information needs and then watch the presentation video segments they correspond to.
The automatic transcription of slides can be performed with software that converts the most common formats used for presentations (pdf and ppt) into ASCII text, but this creates several problems. The first is that the transcriptions are not synchronized with the presentation video. In other words, the information allowing for the linking of a slide with the video segment where it was displayed is not available. The second is that the conversion software is based on APIs that Fig. 1 . Retrieval approach. Presentations are recorded through three channels (audio, video, and PC-projector). Slide images are obtained through the framegrabber and transcribed with an OCR system. By applying IR techniques to the resulting text, it is possible to retrieve presentation recording segments relevant to an input query. are potentially expensive and become obsolete after a relatively short lifespan because of the changes in commercial proprietary formats. The third problem is that the slides often contain text which is embedded in figures (workflows, system diagrams, plots, etc.) and the above converters cannot always access it. Moreover the speakers may leave the slideshow to use and demonstrate other software. With the converters, no text indexing and access points to these parts of the talk would be available.
In our opinion, the above problems can be solved by capturing the slides with a framegrabber (i.e., a device able to acquire and store as images what is displayed through a projector) and then transcribe them with an optical character recognition (OCR) system (see Fig. 1 ). The framegrabber output can in fact be synchronized with the presentation video (each slide can thus be linked with a video segment), the slide images are independent of the original format (ppt or pdf), and the text embedded in pictures can be transcribed as well as text displayed on the screen when the speaker projects something different from the slides. OCR technology has become one of the most successful applications in the field of pattern recognition. However, OCR systems have been designed to recognize characters on printed documents, and the application of this technology to other information sources such as images or videos remains a challenging problem [8] - [13] . Slides are difficult to transcribe as they often contain a large variety of text fonts and sizes (from 10 to 130 pixels), images, plots and figures that can be misinterpreted as texts, layout changes for each slide and sometimes structured and complex backgrounds. Moreover, the use of linguistic information can be helpful only to a limited extent because presentations contain many proper names and acronyms that cannot be found in common linguistic resources (e.g., text corpora) used to build lexicon and language models.
In this paper, we study the application of Information Retrieval to automatic transcriptions of slides. First, we analyze the recognition performance of a video OCR system described in [13] on such data, then we show how the recognition errors affect the IR performance on several retrieval tasks. The experiments have been conducted on a database of 26 presentations (or 570 slides) gathered at a workshop [6] (see Fig. 2 for some slide examples). They show that despite the use of transcriptions affected by recognition errors and a large amount of noise, the retrieval performance degradation with respect to the use of manual or API-based transcriptions (no errors) is acceptable. The rest of this paper is organized as follows: Section II presents a survey of related works, Section III describes the OCR system used in our experiments, Section IV shows the Information Retrieval approach applied, Section V presents experiments and results, and Section VI draws some conclusions.
II. PREVIOUS WORK
This section presents a survey of the papers dedicated to presentations in the literature. First, we will describe works dealing with single aspects of the processing (e.g., segmentation or browsing), then we will show articles where talks are used in a wider context and the processing is oriented to specific goals (e.g., e-learning or conference video-proceedings).
One of the main problems of presentations is that they are composed of long streams of information (e.g., audio or video recordings) that are difficult to handle as a whole by users. This makes it necessary to partition them into segments that are meaningful to users and that enable them to effectively use the information contained in the presentation. All of the works dedicated to the above problem perform a thematic segmentation, i.e., they try to identify segments characterized by a single and specific topic. The main reason is that talks are typically organized as a sequence of topics and most, if not all, of the presentation content is concentrated in the topics presented by the speaker.
The use of shot boundaries as a criterion to perform thematic segmentation has been quickly discarded because in many practical applications talk recordings are made of one single shot obtained with a fixed camera pointing at the speaker. More relevant information can be extracted from the audio. In [14] , the analysis of prosody and silences as well as the detection of Discourse Markers, i.e., expressions that typically introduce a new argument, are used to segment and index university lectures. The main limit of such an approach is that it is strongly related to the style of the speaker and it is language dependent. A content-based segmentation can be obtained by applying approaches based on text analysis. In [15] , the variations in frequency and cooccurrence of words appearing in neighbouring segments of a text are used to detect topic changes and to structure a text into sections and subsections. The problem of such an approach is that it works well for data like news where stories about completely different topics appear after each other, but it has more difficulty on texts where there is a single topic and different subtopics (as is the case in presentations). Moreover, in the case of talks, the system should work on transcriptions obtained through automatic speech recognition, and this can further reduce the effectiveness of the method.
The approach that has been preferred so far is to segment the presentations in correspondence with slide transitions [16] - [19] . As mentioned in the previous section, this is reasonable because it reflects the logical organization given by the speaker to his/her talk, but it neglects the actual topics being presented. In all of the cited works, the slide changes are detected using the video footage. The slide is first located in the images (the problem of the speaker often occluding the slide is solved by analyzing multiple frames) and then matched with the electronic versions of the slides assumed to be available to the system. Each time the electronic slide best matching the slide extracted in the video changes, a transition is assumed to take place. An alternative solution to the same problem is to capture the slides through a frame-grabber synchronized with the video cameras, and to detect the transitions as the points where the difference between two following displayed images exceeds some threshold. Such an approach is used in this work and it is simpler, but at the same time it requires more devices (projector, frame-grabber, synchronization devices). On the other hand, no electronic version of the slides is necessary and no slide format dependent APIs need be used (see the previous section). The segmentation based on slides is used to browse the presentations. Some of the works presented above as well as several works in the e-learning domain (see below) make use of browsers allowing to display the slides of a presentation and to access their corresponding segment by acting over them. An interesting approach is presented in [20] , where the authors segment the presentation in correspondence with slide changes and then use transcriptions of both slides and audio in order to find what they call topical events, i.e., points of the audio where the words in the slide occur together.
The main limit of the segmentation into slides as a mean to browse presentations is that it allows the user to access recordings only at slide transition points. A continuous stream is thus artificially converted into a discrete set of access points [7] . For this reason, some approaches try to allow a random access to any point of the presentation by making it easier to browse the video [21] or audio streams [22] .
One of the most common applications of the systems analyzing presentations is e-learning, i.e., the use of computer-based tools to improve or facilitate didactic activity. The works in this domain can be roughly divided into systems that try to make the information delivered during courses available to students through computers [1] , [2] , [4] , [18] , [23] , [24] and works that are aimed at the efficient transmission of lectures to students that cannot attend directly (this domain is often defined distance learning) [3] , [25] . The latter aspect is out of the scope of this work and we thus analyze in more detail the first kind of application. In several works, the usefulness and usage of the systems themselves are investigated. For instance, in [4] and [24] , extensive experiments performed during a course showed that a system based on videos and slides allowed the students to take more advantage of the lectures. The system was evaluated through the number of accesses to the website where the information was stored and through questionaries. The main advantage provided by the system is that the students can avoid taking detailed notes during the courses and focus on main ideas and concepts presented by the teacher. In [23] , patterns of such systems are analyzed in detail, and it is shown that students tend to play segments of interest rather than whole presentations. In other works ( [1] , [2] ), the attention is focused essentially on the development of the devices used to capture the lectures. The main concerns when designing such presentation capturing systems are transparency, 1 , i.e., the system should work without requiring the speaker to change his/her behavior with respect to the case where no capturing device is active, and enhanced playback capabilities, i.e., whenever possible, the recording should preserve the document/presentation structure and offer good navigational and retrieval options. These aspects are often considered as antinomic and lead to the developement of different systems depending on the emphasis: on one hand, simple recording devices requesting only the activation of a simple videocamera with a single button, or systems relying on screen-recording and/or the use of a framegrabber; on the other hand, systems storing the symbolic information contained in the documents (e.g., powerpoint or pdf file) used for the presentation, which allow for navigation and searching but are usually not as transparent as the former approaches, presenters being often bound to selected formats or applications (and maybe a single operating system). However, as discussed in recent work [26] , and as our current paper shows, the two approaches can be reconciled by exploiting as structuring indices appropriate information (e.g., slide changes, words) obtained through the processing of one or several recorded data streams.
Another important application that has been explored is summarization [19] , [27] , [28] . In [27] , the summary is obtained by simply eliminating silences from the audio channel. This re- duces the length of a speech recording by 15%-20%. The same approach is used in [28] , but further compression is achieved by selecting only the first seconds after slide changes. Such temporal segments are in fact assumed to summarize the content of the segment where a certain slide is displayed. In [19] , the summarization is performed by first identifying segments between two slide transitions, and then by detecting gestures (e.g., pointing to specific elements in the slide) that are assumed to be related to important information. For each segment corresponding to a single slide, a few subsequences related to such gestures are thus extracted to build the summary.
The possibility of creating video-proceedings for conferences has been explored in [5] . This work is essentially aimed at the retrieval of speech segments (the audio of the talks is transcribed with an automatic speech recognition system) and the video is used to browse the retrieved segments in order to fine tune the results of a query.
To our knowledge, few works were dedicated to the retrieval of slides in the literature [26] , [29] , [30] . The main limitation of the systems presented in [29] and [30] is, in our opinion, that they can access only proprietary formats of slides. This means that the systems must be constantly updated in order to follow the version changes of commercial software for slide editing. Moreover, not all of the available formats are covered and some slide formats cannot be accessed. Such a limit is overcome in [30] where standard commercial OCR were applied directly to slide images extracted from the PC-projector output with an approach similar to the one proposed in this work. However, no performance evaluation of the system was conducted, either directly (i.e., at the OCR level) or indirectly (i.e., through its use in an application), and the conclusion was that further research was needed to improve recognition.
III. TEXT RECOGNITION SYSTEM
Research efforts on the extension of OCR technologies to documents such as images and video started approximately ten years ago. To the exception of some early works, most of the research in this field have adopted a top-down approach to the problem: text regions are first localized in the image, and a text recognition system is then applied on the extracted regions [8] - [12] . The method we employ in this article follows the same scheme (see [13] for a detailed description). In the next sections, we present an overview of the method, describing in more detail the aspects that have more impact on the retrieval performance.
A. Text Line Detection
The text line localization algorithm has two components. The first one consists in classifying each pixel of the image into either text or nontext. To achieve this task, vertical and horizontal edges are extracted using a Canny edge detector. Then, morphological operators are applied to enforce the presence of both edge types in regions labeled as text. The image in Fig. 3 (b) displays the result of this step applied to the image on the left of Fig. 3 .
The second part of the algorithm aims at identifying individual text lines from the generated text-labeled binary map. We perform this task by searching in a systematic way for the top and bottom baselines of horizontally aligned text string regions with enough density. The result of this algorithm applied on the binary image of Fig. 3 (b) is shown in Fig. 3 (c). As can be seen, in the presence of structured background, the detection process generates a certain number of false alarms. These false alarms will be eliminated by identifiying noisy transcriptions generated by the recognition system, as described in the next section.
B. Text Recognition
In this subsection, we first present an overall description of the recognition algorithm, and then we focus on the different strategies used to generate the text transcript.
1) Overall Scheme:
A simple approach to perform text recognition from localized image text lines consists of the application of a binarization algorithm on the text image followed by the use of standard OCR software. Although this approach can be sufficient ro recognize the majority of slide text, it still leads to many errors due to the following two issues.
• The binarization process can be affected by the fact that the distribution of gray-scale levels in the text region may not be bimodal. This can happen due to the presence of a structured background or layout, or because the localized text is part of an image, a drawing, or a plot.
• The exact text size and text font are unknown and difficult to estimate due to the limited amount of available text (which ranges from two characters to several words). As a consequence, the OCR is confused by similar-looking characters (e.g., l, I, 1, i, ), and its output is sensitive to the parameters of the binarization/text segmentation algorithm. To address these issues, we proposed in [13] a scheme whose principle is illustrated in Figs. 4 and 5, and works as follows: first, a segmentation algorithm that classifies the pixels into classes is applied to the text image. Then, the segmentation is exploited to produce a binary text image hypotheses (e.g., by assuming that a label, or a conjunction of labels, corresponds to the text layer). The resulting binary images are then passed through a post-processing step and forwarded to the OCR system, in this way producing different string hypotheses, from which the text result is selected.
In the current work, we used the K-Means algorithm to perform the image segmentation, as it was shown to have similar performance to more complex methods based on Markov random field [13] , [31] , and a connected component analysis step as post-processing, to remove regions corresponding to noise. More precisely, we only keep as character components the connected components that satisfy constraints on different parameters, such as size, aspect ratio, fill-factor and localization with respect to the text region boundaries. We then apply the OCR software on the resulting binary images to produce the text strings. The algorithm that selects the result from all the produced text strings is described in the next section.
2) Result Selection and Transcript Production:
The selection of the image text transcript from the set of strings generated by the segmentation step relies on a confidence value computed for each recognized string. This confidence value evaluation process exploits some prior information on text strings and on the OCR performance based on language modeling (applied to character sequences) and OCR recognition statistics. From a qualitative point of view, the system works by identifying characters which are more reliably produced when the segmentation is ideal (i.e., the original text is recognized with no error) than when the segmentation is noisy. For instance, when given text-like backgrounds or inaccurate segmentations, the OCR system produces mainly garbage characters like ., ,!, & etc and simple characters like i,l, and r, whereas characters like A or G are rarely produced in these situations.
More formally, let denote a string where denotes the length of the string and each character is an element of the character set , in which corresponds to any other garbage character. Furthermore, let (resp. ) denote the hypothesis that the string or the characters are generated from an accurate (respectivley, a noisy) segmentation. The confidence value is estimated using a variant of the log-likelihood ratio when assuming an equal prior on the two hypotheses and is a bias. We estimated the noise-free language model by applying the CMU-Cambridge Statistical Language Modeling (SLM) toolkit on Gutenberg collections. 2 The noisy language model was obtained by applying the same software on a database of strings collected from the OCR system output while providing as input to the OCR either badly segmented texts or text-like false alarms coming from the text detection process. The use of the bias is necessary to account for the string length and avoid the confidence evaluation process to over-weight short strings with only a few very reliable letters. More details can be found in [13] .
The confidence value can be used for two purposes. The first one is the rejection of string results whose confidence value is not high enough. This usage is extremely useful to filter out false alarms in the detection step. For instance, in the example of Fig. 3, 13 out of the 14 erroneously detected regions did not produce any string with a confidence value above the threshold used in our experiments. They were thus considered as nontext regions and rejected.
The second purpose is the selection of the final text transcript from the set of all strings generated by our multihypothesis approach. In the experiments, we have considered the three following methods to produce the transcript: 1) Trans2: in this case, we only considered a segmentation process with classes, resulting in the generation of two strings (one corresponding to the binary image which assumes bright characters on a dark background, and one based on the reverse assumption). The string with highest confidence is used as the transcript. This strategy corresponds to the usual binarization process used in most of the work on text recognition. 2) TransBest: as shown in Fig. 4 , the recognition process is applied three times, by segmenting the image each time with a different K value. Specifically, we used a value of K equal to 2, 3, and 4. From all the generated text string hypotheses, the string with highest confidence is used as the transcript. In [13] , this method applied to videos was shown to significantly improve the recognition rate, at both the character and word level. 3) TransAll: in the current application, the transcripts are not intended to be read by people. They will be used for slide indexing in a retrieval task. For such an application, the most important point is to obtain a transcript with as many slide words as possible correctly recognized. To optimize this criterion, we propose to use the following strategy. From the set of text strings obtained for a single value of (see Fig. 4 ), we keep the string with the highest confidence.
In this way, we obtain three text strings , and . Then, we initialize the final text transcript with the most confident of these strings. Finally, is iteratively updated, by adding to it each word of the two other strings that is not yet in the transcript. With this strategy, we palliate the sensitivity of the OCR engine, which sometimes, due to the small amount of text material or to JPEG compression distortion noise, produces strings from different segmentations that only differ by one letter.
2 http://www.gutenberg.net.
The transcripts obtained with any of these three methods will be used to index the slides as described in the next section.
IV. INFORMATION RETRIEVAL
Information retrieval is the task of finding automatically in a large corpus the documents that are relevant to an information need expressed through a query. The literature proposes several approaches (see [32] for a survey) and in this work we use the so-called vector space model (VSM) which is the most successful and widely applied. A system following such an approach is composed essentially of two parts. The first is defined offline and it is performed only once for a given database. The second is called online, and it is performed each time a query is submitted to the system. The offline part performs normalization and indexing, while the online part performs the actual retrieval. The next two subsections describe the steps of the process in detail.
A. Normalization and Indexing
Normalization and indexing compose the offline part of the system. The normalization takes the raw data as input and removes from it the variability which is not useful for the rest of the process. It is composed of three steps (preprocessing, stopping, and stemming) and it converts the original documents into streams of terms. The indexing takes as input the streams of terms and converts them into a form suitable for the retrieval process. In the case of the VSM, the documents are represented as vectors where each component accounts for a term of the dictionary (the list of unique terms appearing in the corpus). At the end of the indexing, the document vectors are arranged in the term-by-document matrix where each column corresponds to a document and each line corresponds to a term.
The first normalization step is the preprocessing, which simply removes all non-alphabetic characters (punctuation marks, parentheses, digits, etc.) from the text. Such symbols are removed because they are supposed not to carry any useful information. This processing step thus eliminates symbols or formating information characteristic of equations, formulas or other sequences of symbols related to specific domains like chemistry, mathematics, logics, etc. In the case of common text databases, this process is unlikely to remove any substantially important information. However, in the case of slides, this reduction of amount of transcription information can become problematic for some slides containing (depending on their subject) dominantly such kind of information. On the other hand, no general approaches are available, to our knowledge, to the retrieval of such kind of data. Ad-hoc solutions are probably necessary for each specific case (e.g., equations, chemical formula, logical expressions, etc.), and need further investigations which are beyond the scope of this paper.
After the preprocessing, the original documents have been transformed into streams of words and they are given as input to the stopping, i.e., the removal of all of the words belonging to a predefined set called stoplist [33] . The stopwords (i.e., the words of the stoplist) are typically articles, prepositions, pronouns and other words that play a functional rather than semantic role. In other words, the stopwords are needed to make a sentence grammatically and syntactically correct, but they are not representative of the sentence content. In some cases, the stoplist can contain words that are very frequent (e.g., information and retrieval in a collection of IR articles). The reason is that a word appearing in most of the documents of a collection does not help to discriminate between them. While a stoplist containing only functional words is general and it can be applied to any kind of data, a stoplist enriched with the most frequent words of a specific corpus becomes database dependent and cannot be used for other corpora [33] . In this work, we used a generic stoplist containing 384 words. After the stopping, the number of words in a corpus is reduced, on average, by 30%-50%.
The normalization is completed by performing the stemming, i.e., by replacing all of the words with their stem (e.g., connection, connected and connection are replaced with connect). The rationale behind the stemming is that the meaning of the words is carried by their stem rather than by their morphological variations [34] . In this work we used the widely applied Porter stemming [35] resulting, on average, in a reduction by around 30% of the lexicon size.
After the normalization, the original documents have been converted into streams of terms. This is not yet a form suitable for the retrieval process and it is necessary to perform indexing in order to represent the documents as vectors. Indexing can be seen as the filling of a term-by-document matrix where each column corresponds to a document and each row corresponds to a term in the dictionary. An element of can be written as follows:
(1) While depends only on a term , depends on both a term and a document . For this reason, can include information extracted from the whole corpus and is called global weight, while can only include information coming from a single document and is called local weight. The weighting scheme plays an important role in the retrieval process [36] and a large number of alternatives have been proposed for both and (see [37] for a survey). In this work we applied the so-called Okapi formula [38] which is the most effective and widely applied in current state-of-the-art systems (2) where is the number of times term appears in document (the term frequency), is the total number of documents in the database, is the number of documents containing term , and are hyperparameters, and is the normalized document length (the length of divided by the average document length in the database). The logarithm is referred to as inverse document frequency (idf) and gives more weight to the terms appearing in few documents because they are supposed to be more discriminative.
The processing steps described in this section are performed only once for a given database. The next section describes how the matrix is used in the actual retrieval process, i.e., how the relevant documents are indentified when a query is submitted to the system.
B. Retrieval
Once the document database has been indexed, the system can perform the actual retrieval task. Each time a query is submitted, the system calculates a score called retrieval status value (RSV) for all of the documents. The documents can then be ranked according to their RSV (the better the RSV, the higher the position) and the documents relevant to the query are expected to occupy the top positions.
The RSV expression mostly depends on the indexing technique applied and, in the case of Okapi, it is the sum of the index values corresponding, for a given document , to the query terms (3) where is the set of the terms contained in the query , and is an element of the term-by-document matrix . Since the value of is zero when term does not appear in document , the above RSV expression tends to be higher when and share more terms. However, not all of the common terms contribute in the same way. The presence of at the numerator of (see (2) ) gives more weight to the terms appearing more times in (they are supposed to be more representative of its content). The inverse document frequency makes the contribution of terms appearing in few documents higher (they are supposed to be more discriminative). The main limit of such an approach is that long documents tend to have higher scores because the probability of sharing terms with a query is higher [39] . The presence of the NDL in (2) is aimed at smoothing such an effect by reducing the contribution of terms belonging to longer texts.
C. Evaluation
This section presents the metrics used to assess the retrieval performance in this work. Several measures are available in the literature, but none of them provides an exhaustive description of the retrieval results [32] . Moreover, depending on the application, some measures can be more appropriate than others. For the above reasons, in order to give a complete description of the system performance, we apply several different measures.
Given a query , the set of the documents relevant to it is and the set of the documents identified as relevant by the system is . The two fundamental measures in IR are precision
and recall
Precision can be considered as the probability that a document identified as relevant by the system is actually relevant, while recall can be thought of as the probability of a relevant document being identified as such by the system. The value of is often calculated in correspondence of a predefined set of values (typically 10%, 20%, , 100%), resulting in the so-called precision versus recall curves. In order to obtain such a curve for a query set rather than for a single query, it is possible to perform a macroaverage, i.e., for each predefined value of the plotted Precision is the average of the values obtained for different queries (6) where is the query set.
The precision versus recall curves give an overall view of the retrieval performance, but they are difficult to use in comparisons between different systems. For this reason, two different techniques have been proposed in order to obtain a single number assumed to be representative of the whole curve [32] . The first leads to the average precision (avgP) and consists in calculating the average value of the Precision along the curve. The second leads to the break even point (BEP) and consists in calculating the Precision at the curve point where . The BEP can be easily obtained by measuring the Precision at the ranking position corresponding to the number of relevant documents . In fact, if , then [see (4) and (5)]. An ideal system (i.e., a system able to put all of the relevant documents at the top of the ranking) has BEP 100%. The lower the BEP, the more a system is far from such an ideal situation. Both avgP and BEP can be averaged over all of the queries in a set in order to evaluate a retrieval task composed of different queries.
Since most of the IR systems provide the user with the ranking of the documents (ordered following their RSV), the evaluation can be performed in terms of Precision at position , i.e., the percentage of relevant documents in the first positions of the ranking. Such a measure is closely related to the perception of the users that typically, after submitting a query, check the documents following the ranking provided by the system. The more relevant documents appear at the top of the ranking (i.e., the higher the precision at position ), the better the user perception. A different Precision at position plot can be obtained for each query in a set and then, through a macroaverage, a single plot can be obtained for as a whole.
A different evaluation metric is used when each query has only a single relevant document (such a task is often referred to as Known Item Search). In this case, what is important is the ranking position occupied by the relevant documents. For this reason, the evaluation is made by calculating (for a set of queries), the percentage of times a relevant document appears in the top, top two, , top positions of the ranking. The result is the cumulative distribution of the ranking positions of the relevant documents.
V. EXPERIMENTS AND RESULTS
This section presents the experiments performed in this work. The slides displayed during a conference have been acquired with a framegrabber and transcribed with the OCR system described in Section III. The IR system presented in Section IV was then used to perform several retrieval tasks. In the next subsections, the slide database, the OCR performance and the retrieval experiments are presented in detail.
A. The Data
The slide database used in this work has been collected during a conference [Machine Learning in Multimodal Interfaces (MLMI)] held in June 2004 [6] . The slide authors were not aware of our experiments and they prepared their slides without respecting any constraint (some examples are presented in Fig. 2) . In other words, the data was not created in a laboratory, but collected in a real working environment. 3 In total, we collected 26 presentations containing 570 slides (the number of slides per presentation is shown in Fig. 6 ). The average number of slides is 21.9 (minimum and maximum are 6 and 63, respectively). All of the slides have been acquired with a framegrabber (i.e., a device capturing the images displayed through a projector) and compressed in jpeg, resulting into 570 images of dimension 1036 776 pixels (91.2 dpi resolution).
The text contained in the presentations has been transcribed in three different ways. The first is by manually typing the content of the slides (this version is used as reference and will be referred to as manual). The second is by applying the different versions of the OCR system described in Section III to the slide images captured through the framegrabber (the transcriptions will be referred to as Trans2, TransAll, and TransBest). The third is by using software converting the electronic versions of the slides (i.e., the Powerpoint or pdf files) into text (this version will be referred to as API). Fig. 7 shows the cumulative distribution of slide lengths (after stopping and stemming). The number of terms is an important parameter because the probability of a relevant document being identified as such by a retrieval system tends to increase with its length [39] . The reason is that if a document contains many terms, the probability that a query contains one of them Fig. 7 . Cumulative slide length probability distribution. The plot shows the cumulative probability distribution of the number of terms per slide. The distribution curve for the TransAll transcription is lower than the other since the use of multiple OCR outputs tends to make the documents longer. is higher. This can be an important source of problems for this work because slides contain often figures, plots, pictures, and other kinds of visual information that limit the amount of space left to text. The average number of terms per slide ranges in fact from 33.6 (Trans2) to 48.3 (TransAll) while it is 217.1 ( 4 to 7 times higher) for the Wall Steet Journal Corpus [40] (one of the main IR benchmarks). It is not possible to quantify the length distribution effect on the retrieval results, but it is possible to say, on average, that the longer are the documents of a corpus, the easier will be the retrieval tasks over it.
B. OCR Performance Evaluation
In this section, we evaluate the quality of the OCR transcripts. To do so, we consider as performance measures the term recall and term precision , which are defined by (7) and (8) where denotes the number of times the term really appears in the document ( will be either a slide, a presentation, or the whole database), and denotes the number of times the term appears in the transcript of the document . The term "recall" can be interpreted as the percentage of terms in the document that have been correctly recognized by the OCR, while the term precision indicates the proportion of recognized terms that are actually true. Although the use of word recall or word precision measures would have reflected more directly the intrinsic OCR performance, the use of the term recall and term precision measures is more adequate in our context. In fact, from a retrieval point of view, we do not care for instance whether stop words were well recognized or not, as this has no influence on our task. Hence, while still being characteristic of the OCR performance, we can expect the proposed measures to reveal the discrepancy existing between the document representations used in the retrieval process and built from either the true transcript (we use the manual annotation as reference) or from the API or OCR transcripts. Table I provides the average term recall and precision computed over either slides, presentations or on the whole database.
The overall values are good, showing that around three out of four terms are correctly recognized by the OCR systems, which means an average of 25 correct terms per slide document. These numbers, however, hide a large recognition variance depending on the slide type. While slides containing plain text only usually have term recall above 85%, slides containing images, plots or screen shots have lower and more diverse values. This diversity of recognition according to the slide type can be appreciated by looking at the distribution of the slide , Fig. 8 : while more than 50% of the slides have a term recall higher than 85%, 10% of them have a term recall lower than 50%. It is interesting to note that the different types of slides are not evenly spread across presentations. This can be illustrated by looking at the variabilities in the performance computed per presentation, shown in Fig. 9 . In the extreme case of the fifth presentation (about Mountains, Learning Media, and Interaction), 11 out of the 22 slides contain only geographical maps, with many names embedded in clutter, and few words in the remaining slides. Therefore, the number of hard to recognize terms largely dominates, leading to the poor term recall we reported, between 18% and 23%. As other difficult cases, presentations 10 and 11 contain screen captures of dialogue interfaces (presentation 10) and meeting/presentation browsers (presentation 11) comprising large amount of small size text corrupted by jpeg noise, conducting to medium recognition rates. At the other end of the spectrum presentations like the 16th or the 23rd contain mainly slides with text and the OCR achieves up to 90% term recall on these. Alltogether, these examples illustrate that presenters may have completely different styles with some of them being more 'visual', or that there are different presentations types (e.g., presentation reporting only facts). It is thus important to build a system that is able to handle these different kinds of presentations.
The comparison of the OCR performance with the API results shows that the difference between the two methods is not so large overall. While the OCR transcriptions are noisier, as indicated by the lower term precision, the term recall of the best performing OCR is equivalent to the API one (cf., Table I ). Still, as expected, the API and OCR systems have different behaviors. While the API is almost errorless on text slides, it misses most of the text on slides with images, diagrams or plots, and performs some errors on these. This can be observed by noting the differences in the performance per presentation, Fig. 9 , which depends on the content type, as commented in the previous paragraph. Alternatively, we can notice this from the curves in Fig. 8 , which show that the API is performing better on slides with high-term recall (mainly text slides), but perform worse on the slides with medium to low values typical of slides with embedded figures.
Finally, comparing the different OCR systems between each other, we can draw the following conclusions. First, the standard approach consisting of binarizing the text image (Trans2, see Section III-B2) is not performing as well as the two other methods. For instance, the method that considers alternative numbers of grayscale classes in the input text image and selects the best OCR output (TransBest) from the set of generated candidate strings improves significantly (by approx. 5%) the term recall with respect to the Trans2 OCR, without any degradation in the term precision measure. This demonstrates the validity of both the use of the multiclass strategy and the string selection scheme. Second, compared with the TransBest approach, the TransAll strategy further improves the term recall (by approximately 4%), but this is done at the expense of the term precision, which drops by around 16%, from 78% to 62%. This effect is understandable, as this method consists of adding complementary transcripts from different multiclass segmentations. A net effect is to produce longer transcripts (cf., previous section) in which the additional terms (w.r.t. TransBest) are less reliable. A gross analysis of the numbers indicates that only 20%-25% of the added terms are indeed correct. However, as most of the erroneous added terms do not correspond to true terms, and are not susceptible of being part of a query, their impact on the rsv of documents for a given query should be negligeable in principle. Hence, from a retrieval point-of-view, such a strategy should lead to better results.
C. The Retrieval Tasks
The effectiveness of a retrieval system is measured through a retrieval task, i.e., a set of queries (designed to evaluate a certain aspect of the system performance) and related relevance judgements (the list of the documents relevant to each query). In this work, we created three retrieval tasks that will be referred to as general, author and image respectively. The first is composed of queries written in natural language (e.g., multimodal interaction in meetings). They have been written by a naive subject who has also found, in the database, the slides he considered relevant. Queries and slides identified as relevant have then been submitted to a second assessor (expert in the topics covered in the workshop) who has shown disagreement with the first assessor in around 10% of the cases. Some of the disagreements have been eliminated through discussion between the two assessors (the corresponding slides have been retained as relevant to the respective queries). Others could not be cleared out and the corresponding slides have been considered nonrelevant to the respective queries.
The second task uses as query the last names of the authors and a slide is considered relevant if it contains the name used as query. This task is essentially a keyword search and it is designed to measure the effectiveness of the OCR system. In fact, if the author name is correctly transcribed, the relevant slide is certainly retrieved, while if the author name is misrecognized, the relevant slide is certainly missed. The use of the whole set of author names avoids the potential bias due to arbitrary selection of keywords.
The third task is built by using as queries a list of terms appearing, for a given slide, in figures, but not in the text of that slide (e.g., the axis labels of a plot when they appear only in the plot). The task has been created by randomly selecting 85 figures containing text and by extracting from each of them a few keywords. All of the keywords appear only in the figure and not in the text appearing in the same slide. The goal of this task is to measure the effectiveness of the OCR in capturing not only the main body of text introduced in the slide (easily accessible through programs converting electronic versions of the slides into text), but also the text appearing as a bitmap in the figures . TABLE II  RETRIEVAL TASKS STATISTICS. THIS TABLE REPORTS, FOR EACH RETRIEVAL  TASK, THE NUMBER OF QUERIES (SECOND COLUMN), THE AVERAGE QUERY  LENGTH (THIRD COLUMN) For each query, we considered as relevant only the slides containing the image the keywords were extracted from. Table II reports, for each task, the number of queries, the average query length (in words) and the average number of relevant documents per query. The query length is an important parameter because long queries tend to have better results. The use of too many keywords makes it in fact more probable to match the terms in the slides leading to unrealistic high performance. The average number of relevant documents per query gives an idea of how hard is the retrieval task: the lower the percentage of the corpus accounted by the documents relevant to a query, the lower the probability of retrieving them by chance. A task is considered difficult when no more than 2% (or less) of the documents are relevant, on average, to a query [32] . Such a condition applies to all of the retrieval tasks proposed in this work.
D. General Task Results
This section presents the results obtained over the general task (see Section V-C). The goal of this task is to find all of the documents in the corpus that are relevant to the information need expressed through a natural language query. Fig. 10 reports the precision versus recall curves. The precision achieved is higher on manual and API transcriptions (especially at high recall) than on OCR-based transcriptions. On the other hand, from a user's point of view, such a difference does not require too much additional effort in order to find all of the relevant documents. At %, the values range from 65.1% (Trans2) to 77.8% (API). Since the average number of relevant documents per query is 6.4 (see Table II ), this means that the first three relevant documents can be found in the top four (API) to five (Trans2) positions. In other words, in order to find half of the relevant documents, a user must browse, on average, four documents when using the API and manual transcriptions and five documents when using the OCR-based transcriptions. This means that in the case of the OCR transcriptions, the user must browse only one additional document (on average) in order to have the same performance as in the case of the manual or API transcriptions. By applying the same considerations for the % point, it is possible to say that the number of documents to be browsed along the ranking in order to find all of the relevant documents is 11 for manual and and API transcriptions, 14 for the TransAll transcription, and 17 for Trans2 and TransBest transcriptions. Since most of the IR interfaces present the retrieval results in pages containing ten documents (this is the case for the most popular web search engines), this means that all of the transcriptions require the user to go to the second page in order to find all the documents s/he need. The additional effort required to the user because of the recognition errors can thus be considered, in our opinion, acceptable.
This can be more easily observed in the Precision at top N curves (see Section IV) shown in Fig. 11 . The plots report the average percentage of relevant documents appearing in the first N positions of the ranking after the retrieval process. The differences are never higher than 10%. At
, the values range from 44.7% (Trans2) to 52.3% (API) and this means that the average number of relevant documents in the first five positions is between 2.2 (Trans2) and 2.6 (API). The same difference can be observed at , where the average number of relevant documents goes from 3.3 (Trans2) to 3.8 (API). The performance of the system in the top ranking positions is thus only moderately affected by the presence of the recognition errors.
Similar conclusions can be drawn from the AvgP and BEP (see Section IV) values reported in Table III. The highest TABLE III  AVERAGE PRECISION AND BEP. THIS TABLE REPORTS THE AVGP  AND BEP VALUES ACHIEVED FOR THE GENERAL TASK  WHEN USING DIFFERENT TRANSCRIPTIONS performance difference in terms of AvgP is 12.2% (between Trans2 and API), but if we consider the best OCR transcription (TransAll) the difference is only 6.8%. This means that, on average, at each Recall level, the number of documents to be browsed is increased by only 6.8% when passing from the API to the TransAll transcription. Similar considerations can be made for the BEP which accounts for the Precision at the ranking position equal to the number of relevant documents (see Section IV). The highest difference is 12.5% (between Trans2 and API) and, since the average number of relevant documents is 6.4, it corresponds to 0.8 documents.
All of the performance metrics used show that the degradation introduced by the OCR errors leads to moderate effects on the ranking produced by the retrieval system. For this reason, the impact on the user effort required to collect the whole set of relevant documents is not significant. The OCR-based transcriptions can thus be a reliable alternative to the use of APIs to extract the text from slides when the goal is to perform retrieval.
E. Author Task Results
In the author task, the queries correspond to the last names of the authors appearing on the first slide of each presentation (each name is used separately). Each slide containing the name of an author is considered relevant to the corresponding query and the task is thus a keyword search rather than a retrieval experiment. The interest of such a task is that it allows a more explicit evaluation of the effect of transcription errors. In fact, a relevant slide can be retrieved if and only if the keyword in the slide is correctly recognized. The final performance is thus determined essentially by the transcription quality while in the general task an important role was played also by the retrieval algorithms. Table IV shows the percentage of author names that have been transcribed in the same way as they appear in their corresponding query after normalization and indexing. Even in the case of the manual and API transcriptions, some names are not correctly transcribed. The reason is the preprocessing (see Section IV). Some names are written on the slides using the initial of the first name like in J.Smith. The preprocessing removes the points and transforms such an expression into jsmith. The reason is that the points often appear in acronyms (e.g., U.S.A.) that must be kept as a single term. Since the query is the last name (Smith in the case of the example), this leads to some errors also for manual and API transcriptions. In the case of the API, some more errors are due to the presence of fonts and symbols that create problems. The OCR transcriptions are affected by the same preprocessing effects and by some misrecognitions.
In a keyword search task, the relevant documents (i.e., the documents that contain the keyword submitted as query) appear always at the top of the ranking and they are the only documents with an RSV different from zero. For this reason, the Precision vs Recall curves are not appropriate and it is better to use, as a measure of the performance, the percentage of relevant documents that are retrieved (i.e., that have a RSV different from zero), which is reported in Table IV . While in the case of API and manual transcriptions this simply corresponds to the percentage of correctly recognized keywords, in the case of the OCR systems there is a small improvement due to the fact that points are sometimes recognized as spaces (J.Smith is thus transcribed as J Smith) and the preprocessing problem described above does not take place.
Also in this task, the use of OCR transcriptions leads to retrieval performances comparable with those obtained over manual and API transcriptions.
F. Image Task Results
In the most common slide authoring tools, the text can be inserted only through apposite functions. This allows one to store the text as it is typed by the slide author and to avoid (if an API is available) a recognitifon process in order to extract it. For this reason, the API-based converters lead to transcriptions that are almost exempt of errors. On the other hand, the authors insert many texts through figures (diagrams, plots, maps, logos, etc.) that are often represented as bitmaps and where the written information may only be accessed through an OCR process. The goal of the image task is to measure the effectiveness of the OCR system used in this work in accessing textual information.
For each query, we consider to be relevant only the slide containing the figure from where it has been extracted. In some cases, the queries contain terms that are present also in other slides, so the relevant query is not always at the first position of the ranking. At the same time, if all of the query terms are incorrectly recognized, the relevant slide is given a null RSV and it is not retrieved. Table V reports the percentage of relevant slides with RSV higher than zero, i.e., where at least one of the query terms has been correctly recognized. The results show that the OCR is almost twice as effective as the API in extracting the text in pictures. The reason is that the API cannot recognize the texts available as bitmaps in embedded pictures, while the OCR can. On the other hand, the API can still recognize the text contained in the figures produced with the same software used to create the slides (and part of the text embedded in some inserted objects).
The same difference can be observed in the retrieval results. The plots in Fig. 12 show the percentage of relevant documents ranking in the first N positions. The curves can be also interpreted as the cumulative probability distributions of relevant documents' ranking positions. The relevant document is at the top of the ranking around 80% of the time for the manual transcriptions, around 55% of the time for the OCR-based transcriptions and around 35% of the time for the API. At the tenth position (i.e., at the end of the first results page in many IR system imterfaces), the percentage of relevant documents rises to 94.1%, 80%, and 43.5% for manual, TransAll, and API transcriptions, respectively. The OCR is thus almost two times more effective than the API-based system in indexing the text contained in figures.
G. Results Interpretation
The above results show that the slide IR system is robust with respect to term error rates (TER) between 20% and 30%. This means that the ranking of the documents is not significantly affected by the presence of recognition errors. There are two main explanations for this.
First, the RSV used to rank the documents is based essentially on the number of query words contained in the documents. More precisely, the RSV is calculated through a sum where each query term appearing in the document gives a nonzero contribution (see Section IV). It is thus possible to say that the documents at the highest ranking positions are essentially those sharing the largest number of terms with the query. The only way to completely loose such documents is to misrecognize all of the query words they contain, but in the following we show that the probability of such an event is low even in presence of high TER (as in our case). In our opinion, this is the main reason for the fact that the ranking is not heavily affected by the recognition errors and that the retrieval performance degradation is moderated.
Given a document , the number of query terms it contains is (9) where is the set of the query terms and is the term frequency. The TER can be considered as the probablity of a term being misrecognized. Let denote the TER value. Then, the probability of misrecognizing all of the query terms in is given by . As increases, the value of becomes quickly low: at our TER level ( 25%), the probability of misrecognizing two or three query terms is 6.25% and 1.6%, respectively. Since, as mentioned above, relevant documents at the top ranking positions have normally high , even if there are many errors, the probability of misrecognizing all of the query terms they contain is low. Thus, the relevant documents will still receive a score higher, on average, than other documents. Implicitly, this means that the documents at the top ranking positions tend to remain there even in presence of high TER.
The second explanation, which reinforces the above conclusion, is due to the type of errors generated by the system: either terms are completely missed (e.g., if the text region is not sufficiently well detected or recognized, cf Section III), or they are transcribed erroneously. However, since the OCR does not rely on a dictionary, transcription errors lead in the great majority of cases to non-existing langage terms that will not appear in a query, i.e., for instance, "multimodal" might be recognized as "muitimodal". Thus, in the ranking process, there are very little chance that a non-relevant document will receive a nonzero RSV due to transcription errors. It is worth noticing that this is thus a different situation than in audio document retrieval from speech transcripts, where, due to the use of a predefined vocabulary, transcription errors not only correspond to misrecognition but also to the addition of wrong terms through term insertion or substitution.
VI. CONCLUSIONS AND FUTURE WORK
Presentation slides represent a valuable source of information. They are often the only record left after a presentation is given and they are used more and more to replace reports and memos as a mean of communication in large organizations [41] . Limited efforts have been made, to our knowledge, to index and retrieve them in order to effectively use the information they contain. This paper presented retrieval experiments performed over slide transcriptions obtained by first capturing the slide images (with a framegrabber) and then by applying an OCR process. The results show that the transcription errors affect only to a limited extent the retrieval results. In other words, the performance achieved on such transcriptions is close to the one achieved over transcriptions obtained with an API-based system able to capture without errors the text inserted in slides. Moreover, the OCR-based system outperforms significantly the API-based one in extracting and capturing the text embedded in figures and images (often not accessible to APIs).
The use of an OCR rather than API-based transcription system has at least two main advantages. The first is that each time the format of the slides changes, the system must used a different API. Moreover, proprietary formats are subject to change and this makes the APIs obsolete after a relatively short lifespan. The OCR process is robust to the above problems because it works on slide images stored in a format (jpg in our case) independent of the slide authoring tool used to create the presentations. The second is that the use of an OCR process allows one to index the text (mostly not accessible to APIs) embedded in figures.
The system presented in this paper can be the starting point for several directions of future work. A first direction, when the use of API is not an issue, would be to combine both electronic and framegrabber acquired slides to improve the retrieval performance, by exploiting the positive aspects of both approaches. A second direction is to use the slides to index the talks where they have been used. In fact, they can be synchronized (through the framegrabber) to video segments recorded with a videocamera. By retrieving the slides it will be thus possible to retrieve the corresponding video segments. A third direction is to enrich the slide indexing with symbolic information sources like layout (bullett lists, position of the text with respect to images, etc.), presence of visual elements (images, plots, diagrams, etc.), animations, videos, etc. Moreover, the slides can be used together with other information streams (e.g., the speech recording) to index the presentations they are extracted from.
The investigation of the combination of several different information streams offers other possibilities for future work. On one hand, the authors in [42] show how to improve the recognition of speech by using documents that are related to what is being said. The slides can certainly be used in a similar way to improve the speech recognition from the presentations audio. On the other hand, the use of the speech to perform retrieval has been extensively investigated in the context of the TREC conferences [43] and applied specifically to lectures in [44] . This last problem is addressed in [45] through the combined use of audio, slides, and handwritten annotations on them.
The above possibilities for future work are far from being exhaustive and the investigation of the problem can lead to new applications not considered so far. This is, in our opinion, one of the most interesting aspects of our work.
