The large amount of image collections available from a variety of sources has posed increasing technical challenges to computer systems to store/transmit and index/manage the image data to make such collections easily accessible. Here to search and retrieve the expected images from the database we need Content Based Image Retrieval system. This paper proposes a new feature vector based on 2D Dual-tree Discrete Wavelet Transform. One of the advantages of the dual-tree complex wavelet transform is that it can be used to implement 2D wavelet transforms that are more selective with respect to orientation than is the separable 2D DWT. Most of the natural images have short span high frequencies and low frequencies extending for larger span. Hence, the design of our feature vector is such that it provides higher spatial localization and lower frequency resolution at higher frequencies and the reverse for lower frequencies. The energy and mean of the frequency content of the image at various sub bands and different spatial resolution (higher for higher frequency bands) is stored as feature vector. Thus, the given feature vector encodes high frequency information as well.
INTRODUCTION
With the rapid development of technology of multimedia, the traditional information retrieval techniques based on keywords are not sufficient, content -based image retrieval (CBIR) has been an active research topic.
Image retrieval finds its application in different domains such as multimedia, satellite image databases, medical imaging etc. Traditional exhaustive manual searches can no longer be done over the data set of thousands of images. Image retrieval techniques can be broadly classified as i) Text based, ii) Content based. Earlier image retrieval techniques were based on text. It has many disadvantages such as i) manual tagging of all the images with keywords, ii) inherent difficulty of describing certain aspects, iii) highly subjective nature [1] . This makes the manual approach inadequate for the increasing database. In order to make image retrieval more effective, Content-based Image Retrieval (CBIR) has been introduced [2] . CBIR aims at automatic extraction of features based on the mathematical characteristics and contents of the image [3] [4].
Typical CBIR involves two phases. In the first phase, some feature characterizing each image in the database is computed and stored as feature vectors. In the second phase, the same set of feature vector is calculated for the user given query image and it is compared with all the stored feature vectors using distance measure such as Euclidian distance as shown in The images most similar to the query image are returned to the user. The features used should be effective in matching similar images and discriminating dissimilar ones. Color, shape and texture [5] [6] are the most widely used features. Color histogram is one of the widely and extensively used visual feature to index color images, but two images which are not semantically related may have same color histogram. Shape based indexing depends largely on the output of the shape detection algorithms and texture features doesn't work well for non-texture images.
3 color band and stores them in feature vector as +1 or -1 along with their position in the transformation matrix. Low frequency coefficients tend to be more dominant than those of the high frequency coefficients and this makes this algorithm ineffective for images with sharp color changes. In addition to that, Haar wavelet basis is not suitable for natural images.
Wang et al. [15] have used Daubecheis wavelet for multi resolution feature vector. Few of the wavelet coefficients in the lowest frequency band and their variances are used as feature vector. To decrease the retrieval time, a crude selection is done based on the variances and further refined selection is based on 768 dimensional feature vectors. This also discards most of the high frequency information similar to [16] [17] . Two different images with same low frequency content and different pattern of sharp edges may look similar in this feature space. This feature space doesn't well quantify the texture information of the images. In [18] , local features of each sub-band including the high frequency bands are computed as feature vector. They have used total energy of each sub-band as a feature to represent the content of each sub-band. This is an efficient feature space as it doesn't discard the high frequency information altogether. This feature vector has good frequency resolution, but no space resolution. This leads to dissimilar images being presented as similar image to the user.
The rest of this paper is organized as follows: Section 2 gives a brief introduction of 2D DDWT. Proposed method in Section 3. Feature vector matching presented in Section 4 implementation and result in Section 5.followed by conclusion in section 6.
2D DUAL-TREE DISCRETE WAVELET TRANSFORM [21][22]
DDWT is developed to overcome two main drawbacks of DWT: shift variance and poor directional selectivity [21] . With carefully designed filter banks, DDWT mainly has following advantages: approximate shift invariance, directional selectivity, limited redundancy, and similar computation efficiency as DWT. Either the real part or the imaginary part of DDWT [21] 
PROPOSED METHOD
A colour space is a model for representing colours in terms of intensity values. RGB colour space is fundamental colour space in imaging. Compared with the RGB colour space YCbCr most suitable for the human visual system and it is also used in the proposed colour layout descriptor in the international standard MPEG-7 [13] . Hence during the decoding process we extract feature directly from the luminance (Y ) and chrominance (Cb,Cr).
As feature vectors includes information about the high frequency bands, it will be able to group similar images better than those feature vectors which considers only the low frequency information. The main drawback of this is the lack of spatial information in the feature vector. Spatial information is of critical importance in high frequency bands than that of lower frequency bands. This is because high frequencies mostly occur for a shorter span than that of low frequencies. High frequency spatial information is obtained using following steps.
The images in the database are rescaled to 256x256 pixels and converted to YCbCr.. The image is subjected to first level Dual-tree Discrete Wavelet decomposition resulting in 1*6+2 real and imaginary subbands. Take magnitude of subbands so resulting in 1*3+1 subband. Fig.3 
FEATURE VECTOR
When a query image is submitted by a user, we need to compute the feature vector as before and match it to the precomputed feature vector in the database. This is shown in Figure 4 . The simulation engine consists of feature extraction process, batch [3, 4] . The feature extraction process is based upon the following .Which the batch feature extraction and storage process as described in the following steps.
a. Images are acquired from a collection one after another. b. Feature extraction process is applied to them. c. The resultant vector is saved in a database against the image name under consideration.
Fig 4: Feature extraction and storage process for an image collection
After that query image and database image matching is done using Euclidean distance. The different types of distances which are used by many typical CBIR systems are city block distance, chess board distance, intersection distance , the Earth mover's distance (EMD), Euclidian distance. Minkowski (Euclidean distance when r=2) distance is computed between each database image & query image on feature vector to find set of images falling in the class of query image. 
IMPLIMENTATION AND RESULT
The implementation of CBIR technique is done in MATLAB 7.0 using a computer with Intel Core 2 Duo Processor T8100 (2.1GHz) and 2 GB RAM. The CBIR technique are tested on the image database of 800 variable size images include 8 categories of animals, buses, flowers ,bikes, beaches, Historical, Mountains etc [27] .
Sample images from each category shown in Fig.5 For 40 query images (five from each category from database) the precision and recall is calculated for proposed methods and average recall and average precision is plotted against decomposition level for each category image. Database of 800 images of 8 different classes is used to check the performance of the algorithms developed. The query image and database image matching is done using Euclidean distance which is given equation 1.The average precision and average recall is calculating by using following equation 2,3. The average precision for images belonging to the qth category (Aq) has been computed by:
Finally, the average precision is given by:
From Fig 6. to Fig. 13 . gives average precision and recall plots against the 2 D Dual Tree wavelet transform decomposition level for each class of image. These two performance parameter judge which decomposition level suitable for this image retrieval system.
It is observed that the beach class image category and historical mountain image category average precision and recall performance is average compared to the remaining class of images. Another important point is noted that as decomposition level goes on increasing the precision value goes on increasing and recall value goes on decreasing. Table 2 gives overall average recall and average precision for all decomposition level for all class of images. Fig. 14 shows the plot of overall recall and overall precision against the decomposition level. On the plot it is observed that precision for 5 th level decomposition level is very good and recall for 1 st level is very good but precision value is not that much good.
CONCLUSION
The search for the relevant information in the large space of image databases has become more challenging. More précised retrieval techniques are needed to access the large image achieves being generated, for finding relatively similar images. The proposed methods are 2-D DDWT on color image.
We have proposed a new wavelet based feature which includes both low and high frequency information. It incorporates i) high frequency resolution and less spatial resolution in lower frequency sub-bands, ii) low frequency resolution and high spatial resolution in higher frequency bands. The precision value goes on increasing and recall value goes on decreasing as decomposition level increases. On the plot it is observed that 2 nd ,3 rd and 4 th level decomposition of 2-D Dual discrete wavelet transform performance is good in terms of both precision and recall value.
