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1. GİRİŞ 
 
Yapay sinir ağları son yıllarda bir çok alanda sıkça kullanılan bir 
yaklaşımdır. Yapay sinir ağlarının en belirgin özelliği, insan beyninin 
çalışma prensibini simüle etmeye çalışmasıdır. Bu özellik Yapay sinir 
ağlarının diğer geleneksel yöntemlerden ayıran en önemli faktörlerinden 
biridir. İnsan beyninin öğrenme yeteneğinin bilgisayarlara uygulanmaya 
çalışılması bilimin ne kadar ilerlediğinin bir kanıtıdır. Çünkü, bilindiği 
gibi bilgisayarlar algoritma mantığıyla çalışan sadece komutları 
uygulayan bir nesnedir. İnsan beyni ise son derece mükemmel bir yapıya 
sahiptir. Bu mükemmel yapının nasıl işlediği bilim adamları tarafından 
merak konusu olmuş ve sürekli üzerinde çalışılan bir konu haline 
gelmiştir. Yapay sinir ağları da bu çalışmaların bir ürünüdür. 
Yapay sinir ağlarının uygulandığı alanlardan biri de finanstır. 
Yapay sinir ağları birleşik bono sınıflandırılması, iflas tahmini, hisse 
senedi endeks tahmini gibi bir çok finans problemi için popüler bir 
uygulama alanıdır. Yapay sinir ağlarının geçmiş bilgi ve deneyimlerden 
yararlanması, eksik veya hatalı bilgilerle çalışıyor olması, karmaşık 
ilişkileri öğrenebilmesi özelliğiyle tahmin problemleri için iyi bir 
yöntem olarak görülmektedir.    
Hisse senetleri, sermaye piyasasındaki en riskli fakat getirisi en 
fazla olan bir yatırım aracıdır. Ekonomik gelişmelerden çabuk etkilenir 
ve tepki verir. Ekonomik faktörlerin hisse senetleri fiyatlarını ne ölçüde 
etkilediği konusunda çok çeşitli yöntemler kullanılarak araştırmalar 
yapılmıştır.  
Bu tez çalışmasında da yapay sinir ağı yaklaşımıyla borsa endeksi 
tahmin edilmeye çalışılmıştır. Çalışma 5 bölümden oluşmaktadır. 
Çalışmanın 2. bölümünde yapay sinir ağlarının tanımı ve 
özellikleri, biyolojik insan beyni, yapay sinir ağlarının elemanları ve 
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çalışma prensibi, ağ çeşitleri, yapay sinir ağlarını diğer yöntemlerden 
ayıran özellikler gibi konulara değinilmiştir. 3. bölümde hisse senedi 
fiyatlarını etkileyen faktörler genel olarak ele alınmıştır. Dördüncü 
bölümde ise İstanbul Menkul Kıymetler Borsası’nda yapılan uygulama 
çalışmasına yer verilmiştir. Son bölümde de sonuç ve öneriler 
anlatılmaktadır.  
 
1.1. Literatür Tarama 
Yapay Sinir Ağları geçen 10 yıl boyunca hisse senedi fiyat 
tahmininde kullanılmıştır. Egeli, Özturan ve Badur’un belirttiği gibi bu 
konuda ilk çalışmalardan birini Kimoto ve arkadaşları Tokyo Borsasının 
endeks tahminini yapay sinir ağı kullanarak yapmaya çalışmışlardır. 
Mizuno ve arkadaşları %63 ‘ün üzerinde bir tahminle al ve sat 
faaliyetlerinin tahmininde yapay sinir ağlarını uygulamışlardır. Sexton 
ve arkadaşları rasgele noktalarda momentum ve öğrenme oranı 
kullanarak problemleri çözebilmişler ve öğrenme prosesini ortaya 
çıkararak sonuçlandırabilmişlerdir. Phua ve arkadaşları ise genetik 
algoritma ile sinir ağlarını uygulayarak %81 lik bir kesinlikle Singapur 
Borsası’nı  ve piyasa yönünü tahmin etmişlerdir (Egeli, Özturan ve 
Badur, t.y.). 
Hosein’in yapay sinir ağlarını kullanarak Tahran Borsa Endeksi’ni 
tahmin etmek için yaptığı bir çalışmada, 1995’ten 1999’a kadar haftalık 
verileri kullanmıştır. Araştırmacı aşağıdaki verileri çalışmasında 
değişken olarak kullanmıştır (Hosein, 2001-2002). 
• 2 hafta önceki ortalama altın fiyatı, 
• 1 hafta önceki ortalama altın fiyatı, 
• 2 hafta önceki Amerikan doları değişimi, 
• 1 hafta önceki Amerikan doları değişimi, 
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• 2 hafta önceki işlem hacmi, 
• 1 hafta önceki işlem hacmi, 
• 2 hafta önceki ortalama TEPIX endeks değerleri 
• 1 Kukla değişken 
Çalışmasının sonucunda Hosein şu sonuçlara ulaşmıştır: 
• Çok fazla değişkene ihtiyaç duyulmadan yapay sinir ağlarıyla 
iyi bir tahmin yapılabileceğini; 
• Bu modelin kullanılmasıyla yıllık getirilerin 
hesaplanabileceği; 
• Teknik ve temel faktörleri kullanarak iyi sonuçlar elde 
edilebileceğini göstermiştir.  
Bautista’nın yapay sinir ağlarını kullanarak Philippine Borsa 
Endeksini tahmin etmek için yaptığı bir çalışmada, 1987 yılının ocak 
ayından 2000 yılının kasım ayına kadar olan haftalık verileri 
kullanmıştır. Bu çalışmada araştırmacı kullanılan verilerde kısa dönemli 
aralıkların rasgele alınan aralıklara göre fazla farklılık göstermediğini 
ancak kısa dönemli aralıkların uzun dönemli aralıklardan daha iyi 
sonuçlar verdiğini açıklamıştır (Bautista, 2001).   
Ayrıca tahmin yaklaşımlarında ağın büyüklüğünün önem taşıdığını 
belirtmiştir. Çalışmanın farklı yollardan sunulabileceği örneğin 
verilerinin günlük alınması durumunda sonuçların oldukça farklı 
olacağını açıklamıştır. Saklı katmanların sayılarının artırılmasıyla tahmin 
performansının daha iyi düzeyde olacağını belirtmiştir (Bautista, 2001). 
Lawrence’nin Johannesberg Borsasının performansını 
modelleyebilmek için yaptığı bir yapay sinir ağı çalışmasında 63 tane 
gösterge kullanmıştır. Araştırmacı bu göstergeleri aşağıdaki gibi sınıflara 
ayırmıştır (Lawrence, 1997): 
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• Temel (3)- miktar, kazanç, fiyat 
• Teknik (17)-ortalama hareket, eğilim hacmi 
• Johannesberg Borsası’ndaki önemli sektörlerin piyasa 
endeksleri (20)- altın, metal v.b. 
• Uluslar arası endeksler (9)  
• Altın fiyat/döviz oranları (3) 
• Faiz oranları (4) 
• Ekonomik istatistikler (7) ithalat, ihracat gibi 
Çalışmanın sonucunda Lawrence, 63 tane girdi ile sistemin 
öğrenmesine rağmen yapılan analizler girdilerin birçoğunun gereksiz 
olduğunu göstermiştir. Ayrıca bu çalışma Etkin Piyasa Hipotezinin testi 
için sinir ağlarının nasıl kullanılması gerektiğini ve hisse senedi 
fiyatlarının tahmininde istatistiksel ve regresyon tekniklerinden yapay 
sinir ağlarının daha iyi olduğu sonucuna varmıştır. 
Chen, Leung ve Daouk, gelişmekte olan Asya ülkelerinde en hızlı 
büyüyen finansal borsalardan bir tanesi olan Taiwan Borsası’nın piyasa 
endekslerindeki getirinin yönünün tahmini ve modellenmesi için bir 
çalışma yapmışlardır. Yüksek karlara neden olan ve fiyat hareketlerinin 
yönünün etkili bir şekilde tahmini ve ticaret stratejilerini yönlendirmek 
için yapılmış bir çalışmadır (Chen, Leung ve Daouk, t.y.).  
 Bu çalışmada yapay sinir ağlarıyla yapılan tahminlerin 
istatistiksel performansı diğer metotlarla karşılaştırılmıştır. Yapılan bu 
çalışmada deneysel sonuçlar yapay sinir ağlarına dayalı olarak yapılan 
yatırım stratejilerinin  diğer incelenen yatırım stratejilerinden daha 
yüksek getiriler sağladığını göstermiştir.  
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Türkiye de ise genelde Yapay sinir ağları finansal başarısızlığı 
tahmin etmede kullanılmaktadır. Egeli, Özturan ve Badur İstanbul Menkul 
Kıymetler Borsasının tahmini için spesifik bir çalışma yapmışlardır. 
Borsa endeks değerlerinin tahmini için yapay sinir ağlarını 
kullanmışlardır. Egeli ve arkadaşları bu çalışmalarında aşağıdaki 
değişkenleri girdi değeri olarak sisteme sunmuşlardır (Egeli, Özturan ve 
Badur, t.y.): 
• Geçmiş dönemdeki İstanbul Menkul Kıymetler Borsasının 100 
endeksi (günlük olarak) 
• Geçmiş dönemdeki günlük TL/USD değişim oranı  
• Geçmiş dönemdeki ortalama günlük gecelik faiz oranı (repo) 
2001 yılının temmuz ayının 2’sinden, 2003 yılının 28 şubatına 
kadar 417 adet günlük veri Merkez Bankası’ndan temin edilmiştir. İlk 
%90 lık data setinin 376 verisi öğrenme geri kalan veri seti de test için 
kullanılmıştır. Çalışmalarında ağ mimarisi olarak Multi Layer Perceptron 
(MLP) ve Generalized Feed Forward (GFF) kullanılmış ve bu 2 ağ 
karşılaştırılmıştır. Bununla birlikte 3 faklı gizli katman kullanarak 6 tane 
yapay sinir ağı modeli uygulamıştır ve bu 6 tane modelin determinasyon 
katsayıları ve ortalama hata oranları karşılaştırılmış ve şu sonuçları 
ortaya konulmuştur:  
• Yapay sinir ağları Moving Avarage (Hareketli Ortalamalar) 
dayalı tahminlerden daha iyi sonuçlar verir. 
• Yapay sinir ağı modelleri arasında GFF ağ modeli tahmin için 
en uygun teknik olarak bulunmuştur.  
Çalışkan yaptığı tez çalışmasında uygulama alanı olarak İstanbul 
Menkul Kıymetler Borsası’nı seçmiştir. Yapay sinir ağlarını kullanarak 
kapanış fiyatları, işlem hacmi ve endeks verilerinin uzun ve kısa vadeli 
eğilimlerini girdi olarak kullanarak gelecekteki fiyat hareketlerini ve 
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eğilimlerini öngörebileceğini göstermek için yapılmıştır (Çalışkan, 
1997:41-54). 
Çalışkan bu çalışmada en önemli detayın sağlıklı bir girdi çıktı 
ilişkisi ve iyi bir ağ yapısı kurmak olduğunu belirtmiştir.  
Bayrakçı yapay sinir ağını kullanarak bir hisse senedinin fiyatını 
tahmin etmeğe çalışmıştır. Tahmin çalışmasında ocak 1990’dan aralık 
1995’e kadar 72 aylık veri seti kullanmıştır. Ocak 1990-Aralık 1995 
bileşik endeksi, Amerikan Doları fiyatı, Alman Markı fiyatı, 3 aylık 
mevduat faiz oranı ve interbank faiz oranı verileri derlenmiş ve yapay 
sinir ağı yöntemiyle Ocak-Temmuz 1996 fiyatlarını tahmin etmiştir 
(Bayrakçı, 1997:32-45). 
Bayrakçı, tez çalışmasının sonucunda çözülmek istenen problem 
karmaşıklaştıkça daha büyük bir ağ veri seti gerektiğini böyle bir 
çalışmanın ise çok daha fazla zaman gerektiğini belirtmiştir. Verilerin 
haftalık ve günlük alınmasıyla fiyatlar arasındaki atlamaların azalacağını 
ve daha iyi sonuçlar elde edileceğini açıklamıştır. Ayrıca veri setine 
psikolojik faktörlerinde ilave edilebileceğini ancak bunun çok zaman, 
emek ve para gerektirdiğini ayrıca bu faktörlerin sınıflandırılmasının 
oldukça güç olacağını açıklamıştır.   
Demir, doktora tezinde regresyon analizini kullanarak 1991-2000 
yıllarını baz alarak İMKB mali endeks, enflasyon oranı (TUFE), kamu 
harcamaları, GSMH değişim oranı, özel ve kamu yatırım harcamaları, 
dolar ve mark kurları, hazine bonosu faiz oranları, tasarruf mevduatı faiz 
oranları, uluslar arası portföy yatırımları, emisyon hacmi, M2 para arzı, 
özelleştirme, cumhuriyet altını, iç borçlar değişkenlerini kullanmıştır. 
Demir tezinde bu faktörlerin ne ölçüde İMKB mali endeksini etkilediğini 
ortaya çıkarmaya çalışmıştır (Demir, 2001:160-166). 
Demir, çalışmasının sonucunda mali sektör hisse senetlerini 
etkileyen makro ekonomik faktörlerin mevduat faiz oranları, cumhuriyet 
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altını, uluslar arası portföy yatırımları, ve Alman Markını bulmuştur. 
Çalışmasında mevduat faiz oranları ile hisse senedi fiyatları arasında 
güçlü bir ekonomik ilişkinin varlığını belirtmiştir. Faiz oranlarının 
yükselmesi, hisse senetlerinden elde edilecek olan gelirlerin cari değerini 
azaltacağını ve bunun da mali sektör hisse senedi fiyatlarını düşüreceğini 
belirtmiştir. 
Ayrıca Demir, cumhuriyet altının mali sektör hisse senetlerine 
alternatif bir yatırım aracı olacağını açıklamaktadır. Cumhuriyet 
altınındaki %1’lik bir artışın mali sektör hisse senedi fiyatlarında %4,5 
oranında bir artışa neden olacağını belirtmektedir. Ayrıca portföy 
yatırımlarının mali sektör hisse senetleri fiyatlarıyla aynı yönde hareket 
etmesi beklenirken aralarındaki ilişkinin ters yönde olduğunu 
açıklamaktadır. Alman Markı ve mali sektör hisse senetlerinin arasındaki 
ilişkinin ters yönlü olduğunu  da çalışmasında ortaya çıkarmıştır. 
Duracasu (1996) yaptığı bir çalışmada ise ekonomik göstergelerin 
İMKB’ye etkisini göstermek için bir regresyon çalışması yapmıştır. 
1991-1995 yıllarını  baz alarak, bağımlı bir değişken olan İMKB 
endeksini etkileyen bağımsız değişkenleri emisyon, enflasyon oranı, 
döviz kuru ve faiz oranını analizinde kullanmıştır (Duracasu, 1996:17-
43). 
Duracasu, çalışmasında şu sonuçlara yer vermiştir: seçilmiş tüm 
bağımsız değişkenlerin denklemde bulundurulması gerekmediği, yalnızca 
emisyon bağımsız değişkeninin, 1991-1995 verilerine dayanılarak, İMKB 
indeksindeki değişimin %2,9 oranında açıklamaya yetkin olduğunu 
bulmuştur. Ayrıca Duracasu 1991-1995 verilerine dayanarak yapılan 
doğrusal regresyon analizi sonucu, ülkemizde hisse senedi piyasalarıyla 
diğer yatırım araçları ve genel ekonomik konjonktür arasında bir uyum 
saptayamamıştır. Duracasu teorikte belirtildiği gibi hisse senedi 
fiyatlarını olumlu yönde etkilemesi gereken bazı faktörlerin olumsuz 
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yönde etkilediği ya da olumsuz yönde etkilemesi gereken bazı faktörlerin 
de olumlu yönde etkilediğini iddia etmiştir. Bu durumun da ülkemizde 
hisse senedi borsasının henüz sağlıklı ve etkin bir yatırım ortamı olarak 
algılanmasını güçleştirmekte olduğunu belirtmektedir. 
Durukan yaptığı bir çalışmada enflasyon, ekonomik aktivite, faiz 
oranı, döviz kuru ve para arzı gibi makro ekonomik değişkenler ile hisse 
senedi fiyatları arasındaki ilişkiyi ampirik olarak araştırmaya çalışmıştır. 
Bunun için 1986-1998 yıllarını baz olarak alınmış ve en küçük kareler 
yöntemine göre test edilmiştir (Durukan, 1999:29-39).  
Çalışmasının sonucunda Durukan, faiz oranının hisse senedi 
fiyatlarını açıklamada en etkin makro ekonomik değişken olduğunu 
belirmiştir. Hisse senedi fiyatları faiz oranı arasındaki ilişkinin negatif 
yönlü olduğunu ancak para arzı ve enflasyon oranının hisse senedi fiyat 
hareketlerini belirlemekte istatistiksel bir ektisinin bulunmadığını 
saptamıştır. Bunun yanı sıra, döviz kuru değişkeni de hisse senedi fiyat 
endeksindeki değişimleri açıklama da anlamlı bir role sahip değildir.  
Bu çalışma da İMKB-Ulusal 100 endeksindeki değişimleri 
açıklama da yalnızca faiz oranı ve ekonomik aktivite değişkenlerinin 
yeterli olduğu belirtilmektedir. Bu sonuca göre de araştırmacı İMKB’nin 
yarı güçlü etkin piyasa anlamında etkin olmayan, spekülatif sığ bir borsa 
olduğu öne sürümünü destekleyici bir çalışma olarak gösterilmiştir. 
Aktaş ve Karan bir çalışmasında, İMKB’de firmaların rasyoları 
kullanılarak hisse senetlerinin gelecek için getirilerini tahmin etmeye 
çalışmışlardır. Hisse senetlerinin yüksek mi yoksa düşük mü getiri 
sağlayacağı bu  oluşturdukları modelle tahmin edilmeye çalışılmış ve 
rasyolarla oluşturulan modelin tahmin gücünün yüksek olduğu ortaya 
çıkmıştır. Bunun için Logit Modeli kullanılmıştır (Aktaş ve Karan, 
2000:443-449).  
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Önder, Metin ve Muradoğlu yaptıkları çalışmada, 1986-1995 
yılları arasında İstanbul Menkul Kıymetler Borsası için hisse senetleri 
fiyatları tahmin edilmiştir. Bu tahminde para arzı, enflasyon oranı, faiz 
haddi, döviz kurları  ve bütçe dengesi bağımsız değişken olarak 
kullanılmış, 3 ayrı yöntemle bu tahmin yapılmıştır. Bu yöntemler Vektör 
Oto Regresyon  Modeli (VAR), Hata Düzeltme Modeli (HDM) ve Tek 
Değişkenli  Model (ARIMA ) kullanılmıştır. En iyi sonucu ARIMA 
modeli vermiştir (Önder, Metin ve Muradoğlu, 1999:163-178)   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 10
 
2. YAPAY SİNİR AĞLARI 
 
2.1. Yapay Zekanın Tanımı ve İçeriği 
Yapay zeka (AI-Artificial Intelligence), insanlar tarafından 
başarılı bir şekilde gerçekleştirilen işlerin bilgisayarlar tarafından daha 
iyi yapılmasını sağlamak için yapılan çalışmaları ifade etmek için 
kullanılan bir terimdir (Aydın, 2000:2).   
Yapay zeka, insanın zeka davranışlarının otomasyonunu araştıran, 
bilgilerin saklanmasında ve işlenmesinde veri yapıları, algoritmalar, 
programlama dilleri ve teknikleri gibi bilgi işlem yöntemleri kullanan, 
bilgisayar biliminin bir alt dalıdır (Akpınar, 1994:43).  
Yapay zeka  çalışmalarının hedefi insan beyninin çalışmalarını 
taklit etmektir. Bu çalışmalar ilk olarak oyun oynama ve teorem 
ispatlamayla kendini göstermiştir. Satranç gibi insanların zekasını 
çalıştıran oyunlarda bilgisayarlar bütün bu işlerin çok sayıda çözüm 
yollarını incelemek ve bunlar içinde en iyisini seçmek suretiyle çok hızlı 
bir şekilde bu işi yerine getirir (Önder ve Kuşet, 2003:1). 
1956 yılında John McCarthy tarafından düzenlenen ve Minsky, 
Newell, Simon, Shannon başta olmak üzere on bilim adamının, iki ay 
süreyle Dortmouth College’de (New Hampshire, Hannover, A.B.D) 
yaptıkları çalışmaların sonucunda, John McCarthy’nin önerisi ile 
“Artificial Intelligence” ilk kez kullanılmış ve yapay zeka bir araştırma 
disiplini olarak benimsenmiştir (Akpınar, 1994:44).  
Yapay zekanın bir çok çeşitli alt konuları vardır. Yapay sinir 
ağları son günlerde çalışılan ve birçok alanda yararları olan bir konudur. 
Yapay zekanın incelediği alt konular aşağıda belirtilmiştir (Aydın, 
2000:2). 
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• Uzman sistemler 
• Yapay sinir ağları 
• Bulanık mantık 
• Robotik 
• Genetik algoritma 
• Genetik programlama 
• Görme 
• Tabii dil 
• Karınca kolonisi teorisi 
• Anlama 
• Konuşma 
 
2.2. Yapay Sinir Ağının Tanımı, İçeriği ve Özellikleri 
Yapay sinir ağları karmaşık yapıda içsel ilişkilere sahip ya da 
arasındaki ilişkiler bilinmeyen problemlere çözüm bulabilmek için 
geliştirilen bir yapay zeka tekniğidir (Çakar, Türker ve Toraman, 
1996:77).  
Yapay sinir ağları kavramı beynin çalışma ilkelerinin  
bilgisayarlar üzerinde uygulanması ile ortaya çıkmış beyni oluşturan en 
küçük hücrelerin yani nöronların matematiksel olarak modellenmesi 
üzerinde yoğunlaşmıştır (Efe ve Kaynak, 2000:2). 
Yapay sinir ağlarının çok faklı yapıda ve formlarda bulunabilen 
enformasyon verilerini hızlı bir şekilde tanımlama ve algılama 
özelliğinin bulunmasından dolayı özellikle mühendislik alanında yapılan 
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çalışmalara ışık tutmuştur. Nonlineer karakteristiklerin bu özellikle 
tanımlanması gerçekleştirilmiştir (Eşiyok, Yılmaz ve Bayrak, 1996:366). 
İnsan sinir hücresinin öğrenme ve sinyal transferi fonksiyonlarının 
modellenmesi ile ortaya çıkmıştır. Yapay sinir ağları doğrusal olmayan 
veriler arasındaki ilişkileri öğrenebilme ve çıkarsama yapabilme 
özellikleri ile geleneksel yöntemlere göre daha çok alanda uygulanmakta 
ve daha başarılı sonuçlar elde edilmektedir (Anagün ve Özalp, 2003:29).   
Yapay sinir ağları (YSA) girişleri ve çıkışı(lar)ı olan basit ve 
birbirleri ile sıkı bir şekilde ilişkileşmiş işlem elemanları olup insan 
beynindeki hücrelerin çalışma prensibini modelleyen bir bilgisayar 
sistemidir. Geleneksel programlama yöntemleri ile çözülemeyen bir dizi 
problem YSA ile çözüm bulabilmektedir. İki temel durumda Yapay sinir 
ağının kullanımı efektif olmaktadır: 1) Geniş veri takımlarının 
yorumlanması istenen incelemelerde 2) Giriş ve çıkış verileri belli, fakat 
bu veriler arasındaki ilişkilerin iyi bilinmemesi durumunda (Allahverdi, 
t.y.). 
Yapay sinir ağları beyin gibi, biyolojik sinir sistemlerinden 
esinlenilmiş bir bilgi sürecidir. Bu düşüncenin anahtar elemanı, bilgi 
işleme sisteminin orijinal yapısıdır. Spesifik problemlerin çözümü için 
uyum içinde çalışan  pek çok nöronlar arası bağlantılı proses 
elemanlarının (nöronların) birçok sayısının bir araya gelmesinden 
oluşmuştur. Yapay sinir ağları insana benzer, örnekle öğrenir (Stergiou 
ve Siganos, t.y.). 
Yapay sinir ağları biyolojik sinir sistemindeki nöronların 
birbirlerine bağlanma esasına dayanır. İşte bilim adamları da bundan 
yola çıkarak bilgisayarları insan beynine benzetmeye çalışmışlardır. 
Çünkü insan düşünen, öğrenen ve öğrendiklerini de ileride karşılaştığı 
sorunlara karşı uygulayan bir varlıktır. Bu aşama da yapay sinir ağları 
yardımıyla bilgisayarlar normal işlevlerinden farklı bir durum 
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sergilemeye çalışmaktadırlar. Bunun için insan beyninin çalışma prensibi 
bilim adamları tarafından ilgiyle izlenmiştir. 
Yapay sinir ağları proses parametreleri arasındaki ilişkileri, bu 
ilişkileri içeren örnekleri kullanarak öğrenme esasına dayanan 
sistemlerdir. Sinir ağının öğrenme özelliği araştırmacıların dikkatini 
çeken en önemli özelliklerinden biridir. Herhangi bir olay karşısında 
girdi ve çıktılar arasındaki ilişkiyi mevcut örneklere uygulayarak 
genellemeler yapmak ve ortaya çıkabilecek daha önce rastlanılmamış 
problemlere, önceki girdilerden çağrışım yaparak problemi çözmeye 
çalışan bir sistemdir. Bu özelliğiyle sinir ağları insan beyninde görülen 
zeki davranışlara benzetilir. Bir sinir ağının zeki davranışı, bağlantı 
hatları üzerindeki ağırlıkların değerleriyle ölçülür. Bu ağırlıklar 
sayesinde ağ bir genelleme yapar ve bu ağın sahip olduğu bilgiyi temsil 
ederler. Ağın zeki bir davranış sergileyebilmesi için mevcut tüm 
ağırlıkların problem tarafından öğrenilmesi istenen özellikleri 
genelleştirecek şekilde doğru (optimum) değerlere sahip olmasıdır. Bu 
doğrulukla ağın performansı doğru orantılı olarak artar. Optimum ağırlık 
değerleri bir öğrenme kuralına göre belirlenir. Çoğunlukla bağlantılara, 
başlangıç değerleri olarak tesadüfi ağırlıklar atanır ve bu ağırlıklar 
eldeki örnekler incelendikçe bir kurala göre değiştirilerek doğru 
ağırlıklar bulunmaya çalışılır (Aydın ve Özkan, 1996:178). 
Bilgisayarlar paralel bağlanmadıkları sürece bilgiyi seri olarak 
işlerler. Birden çok bilgiyi aynı anda işlemek mümkün değildir. Ancak 
insan beyni aynı anda birden fazla işi birlikte yapabilir. Sinirlerin 
birbirlerine paralel olarak bağlanması insan beyninin en önemli 
özelliklerinden biridir. Örneğin, yazı yazarken aynı anda başka biriyle 
konuşabiliriz. Gerçekte bir bilgisayar, beyinden çok daha hızlı işlem 
ünitesine sahiptir. Bir bilgisayar saniyede birkaç milyon işlem 
yapabilirken beyindeki üniteler ancak saniyede on işlem yapabilir. Bu 
yönden ele alındığında yüksek işlem karmaşıklığına sahip problemlerde 
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bilgisayarlarla insan beyninin yarışabilmesi düşünülemez. Ancak birden 
fazla girişlerin olduğu ve yüksek derecede paralelliğin söz konusu 
olduğu durumlarda beyin çok daha üstündür (İncetürkmen, 1999:26). 
 
2.3. Biyolojik Sinir Ağının Modeli 
Beyin, milyarlarca nörondan (sinir hücresi) oluşur. Bir nöron, 
çekirdek, hücre gövdesi, akson ve dendritlerden meydana gelir. Dendrit 
adı verilen sinir lifleri hücre çekirdeğinin yer aldığı hücre gövdesine 
(soma) bağlıdır (Şekil 1). Hücre gövdesinden uzayan akson son kısmında 
dallara ayrılır. Bu dalların uçları, diğer nöronların dendritlerine veya 
gövdesine bağlıdır. Bu bağlantı noktalarına sinaps adı verilir. Tipik bir 
hücrenin aksonu diğer hücrelerle birkaç bin bağlantı yapabilir. Böylece 
beyinde yaklaşık 60 trilyon bağlantı oluşur (Bayrakçı, 1997:6). 
 
 
 
 
 
 
 
Şekil 1: Biyolojik Beyin Hücresi 
Kaynak: Akpınar, 1994:46 
  
Beynin bilgi sürecinin kendi kendine nasıl öğrendiği hakkında 
hala birçok bilinmeyen var olduğu için bir çok teoriler geliştirilmiştir. 
İnsan beyninde tipik bir nöron dendrit adı verilen ince yapıların bir çoğu 
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ile diğerlerinden sinyalleri toplar. Bir nöron akson diye bilinen ince, 
uzun yapı yardımıyla elektrik aktivitelerinin sivri uçlarına yollar ve 
dalların binlercesine ayırır. Her bir dalın sonunda sinaps adı verilen bir 
yapı bağlantılı nöronlarda  artırıcı ve azaltıcı elektrik efektlerinde 
aksondan aktiviteye döndürür. Bir sinir artırıcı inputu aldığında oldukça 
büyük azaltıcı inputla karşılaştırılır, elektrik efektlerini sivri uca aksona 
yollar. Öğrenme sinapsların tesirinin değişimi ile ortaya çıkar. Bu 
yüzden bir başkası da bir sinirin etkisi ile değişir ( Stergiou ve Siganos, 
t.y).   
Sinir hücreleri arasındaki iletişim, elektro-kimyasal bir süreç olan 
sinir akımları ile sağlanmaktadır. Sinir hücresi sahip olduğu yapısı 
gereği belli iyonlara karşı geçirgen bir zara sahiptir. Bu iyonların 
bulunduğu hücre içi ve hücre dışı sıvılar arasında potansiyel bir farkı 
sodyum-potasyum pompasına benzer bir yapıda korumayı amaçlar. Bu 
inanılmaz yapı içersinde sinir hücresi zarı sodyum iyonlarının hücre 
dışına çıkmasını; potasyum iyonlarının ise hücre içine girmesini sağlar. 
Sıvı içersinde yer alan kloroid gibi diğer tüm iyon tipleri hücre zarından 
geçebilir. Hücre zarının geçirgenliğine göre çok büyük olan organik 
iyonlar hücre dışına çıkmadığı için; negatif etkileri ile hücre içinde yer 
alan kloroid iyonlarını etkisiz hale getirirler. Hücre dışı sıvıda kloroid 
iyonları daha yüksek bir konsantrasyon oluşturur. Potasyum iyonları 
hücre zarından sodyum iyonlarına göre daha kolay geçebilmektedir. 
Potasyumun kimyasal derecesi potasyum iyonlarının hücre dışına 
yayılmasına neden olurken; negatif organik iyonlar potasyumu hücre 
içinde tutmak için kuvvetli bir faaliyet gösterir. Bu karşılıklı güç 
mücadelesi sonucunda daha yoğunlukla olan sodyum ve kloroid iyonları 
hücre dışında kalırken, daha fazla potasyum ve organik iyonlar hücre 
içersinde kalmakta ve bir denge durumu oluşmaktadır. Mevcut olan bu 
denge durumunda hücre içi sıvının daha negatif olması sonucunda; hücre 
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zarında 70-100 mili volt düzeyinde bir potansiyel enerji kalmaktadır 
(Akpınar, 1994:46). 
Bu şekilde sinir hücresi polarize durumuna geçer ve çevresinde 
yer alan diğer hücreler tarafından uyarıldığında; hücre zarının 
geçirgenlik derecesi değişerek; sodyum iyonları büyük bir hızla hücre 
içine dolarak zarın iç kısmının dışına göre daha pozitif yüklü duruma 
gelmesini sağlamaktadır. Bu durumu da hücre zarının depolorize olması 
denilmektedir. Akson tepeciğinden (Axon Hillock) başlayarak, zarın bir 
noktasında meydana gelen depolarizasyon bu noktayla bitişik diğer 
noktaların da geçirgenlik derecesini değiştirmekte; aksonun sonuna kadar 
zincirleme devam eden bu olay meydana gelen sinirsel akımın diğer 
hücrelerin dendritleriyle ilişki kurabilen sinaptik uçlara kadar 
aktarılmasını sağlamaktadır (Akpınar, 1994:46-47). 
Sinaptik olarak aktarılan sinirsel akımı aktarırken diğer sinir 
hücresini uyarıcı (excitary) veya engelleyici (inhitory) yönde etki 
edebilir. Bir sinir hücresine birden fazla sinir hücresi tarafından uyarılar 
gelebilir. Sinir hücresine yapılan hem uyarıcı hem de engelleyici etkiler  
sinir hücresi tarafından akson tepeciğinde toplar. Toplam sinir büyüklüğü 
eşik değerinden (Thresold) büyükse sinirsel akımın bu sinir hücresinde 
de devamı sağlanır (Akpınar, 1994:46-47). 
 
2.4. Yapay Sinir Ağının Yapısı 
Bir sinir ağı basit proses elemanlarının nöronlar arası 
bağlantılarının bir toplamıdır. Sinir ağının her bağlantısı bir ağırlıkla 
bağlantıya sahiptir. Yapay sinir ağı insan beynine göre gevşek 
modellenmiş bir sistemdir. Geliştirilmiş hardware veya yüksek teknoloji 
software programlarıyla benzetilmeye çalışılan bir sistemdir. Basit 
proses elemanlarının çoklu katmanları nöronlar olarak adlandırılır. Bu 
bağlantıların güçlerini sunan bağlayıcının farklı katsayıları ile her bir 
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nöron komşularının bazılarına bağlanır. Öğrenme bu güçlerin 
düzeltilmesi ile başarılır. Bu yüzden tüm ağ çıktıya uygun sonuçlar 
sağlar. Sinir ağının temel birimi, yapay nöronlar doğal nöronların dört 
temel fonksiyonuna benzetilir. Bütün doğal sinirler dört temel öğeden 
oluşur: dentritler, soma, axon ve sinapstır. Temel olarak bir biyolojik 
nöron başka kaynaklardan girdileri alır, bazen de onları birleştirir. 
Sonuçta doğrusal olmayan operasyonlar çalışır ve final sonucu da çıktı 
olur. Yapay sinirler biyolojik sinirden çok daha basittir. Basit bir yapay 
sinir ağı modeli Şekil 2’de verilmiştir. Yapay sinir ağlarının bağlantı 
mimarisi (ağ topolojisi), proses elemanı ve eğitim (öğrenme) 
süreçlerinden oluşur  (Hosein, 2001-2002). 
 
             
 
Şekil 2: Yapay Sinir Ağı Modeli 
Kaynak: Hosein, 2001-2002 
 
2.4.1. Proses Elemanı 
Proses elemanının girdileri, ağırlıkları, toplam fonksiyonu, 
aktivasyon fonksiyonu ve çıktı olmak üzere beş öğesi bulunmaktadır. Bu 
durum şekil 3’de verilmektedir. 
Giriş Katmanı Gizli Katman Çıkış Katmanı 
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Girdi katmanı, ilk katmandır ve dışarıdan gelen verilerin yapay 
sinir ağına alınmasını sağlar. Girdiler giriş seti veya kendinden önceki 
bir katmandaki başka bir proses elemanının çıkışıdır. Bu veriler 
istatistikte bağımsız değişken olarak adlandırılır. Bir yapay sinir 
ağındaki en önemli unsurlarından biri de ağırlıklardır. Ağırlıklar 
nörondan nörona veri aktarılmasını sağlar. Her hangi bir (i) nöronundan 
(j) nöronuna bilgi ileten bir bağlantı aynı zamanda ağırlık (w) değerine 
sahiptir. Ağırlıklar bir nöronda girdi olarak kullanılacak değerlerin 
göreceli kuvvetini gösterir (Benli, 2002:19). 
 
 
 
Şekil 3: Proses Elemanı        
Kaynak: Hosein, 2001-2002  
 
Ağırlıklar bir yapay sinir ağı modelinin belleğini oluşturur. 
Problemde ağırlıklar değiştirilerek en uygun ağırlık bulunmaya çalışılır. 
En uygun ağırlık bulunduğunda problem çözülmüş olur. Girdilerin 
Topla Transfer
çıktı
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ağırlıklarla çarpılması sonucu bu çarpım tek bir proses elemanı olacak 
şekilde toplanır (İncetürkmen, 1999:31-34). 
Bağlantı ağırlıkları ile birimlerin çıktı değerleri ayarlanır. Eğer 
bağlantı ağırlığı pozitif ve 1’den büyükse her ikisinde de artırılır veya 
eğer bağlantı ağırlığı 0 ve 1 arasında ise azaltılır. Eğer bağlantı ağırlığı 
negatifse; sinyal karşı yönde artırılır veya azaltılır. Proses birimlerinin 
gerçek çıktısına karar vermek için bir aktivasyon fonksiyonu ile bu 
toplam sinyal ileriye doğru ilerler, sonrada eğer ağ çok katmanlı ise 
birimler başka katmanlarda  girdiye dönüşür ( Hosein, 2001-2002).  
Sinir hücresindeki net girdi, matematiksel bir fonksiyon olan 
toplam fonksiyon olarak açıklanır. En çok kullanılan toplama 
fonksiyonları Tablo 1 de açıklanmıştır. Aktivasyon fonksiyonu  toplama 
fonksiyonunu ilgili matematiksel fonksiyonla işler ve proses elemanının 
mevcut çıktısını verir. Aktivasyon fonksiyonu  verilen bu çıktıyı 0 ile 1 
arasında bir değer olarak dış dünyaya iletir. Tablo 2 de bazı aktivasyon 
fonksiyonları belirtilmiştir (İncetürkmen, 1999:31-34).  
Son katman çıktı katmanı olarak isimlendirilir ve bilgilerin 
dışarıya çıkış işlemini yapar. Çıktı değişkenleri de istatistikte  bağımlı 
değişkenlere karşılık gelir (Benli, 2002:19). 
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Tablo 1 : En Çok Kullanılan Toplama Fonksiyonları 
Toplam: Neti = ∑ WijIj 
                            j 
Çarpım: Neti = Π WijIj 
Maksimum: Neti = Max (WijIj) Minumum: Neti = Min (WijIj) 
Çoğunluk : Neti = ∑ Sgn (WijIj)
                                j 
Küm. Top. : Netyeni=Neteski+ ∑ WijIj   
                                                 j 
 
  i, j : Proses elemanı 
  Ij : Proses elemanının çıktısı 
 Wij : i ve j proses elemanları arasındaki bağlantının ağırlığını gösterir 
Neti : proses elemanlarına giren net girdi 
 
Kaynak: İncetürkmen, 1999:33  
 
Tablo 2: Aktivasyon Fonksiyon Türleri 
Lineer Fonksiyon 
f(x) = x 
Sinüzoidal Fonksiyon 
F(x) = Sin(x) 
Sigmoidal Fonksiyon 
F(x) =1/(1+e-x) 
Hiperbolik Tanjant Fonksiyonu 
F(x) = (ex  - e-x) / (ex  + e-x) 
Adım Fonksiyonu 
F(x)= 1 eğer x > eşik değeri 
           0 diğer durumlarda 
 
 
 
Eşit mantıksal fonksiyonu 
F(x)= 0 eğer x ≤ eşik değeri 
          x eğer 0 < x <1 
          1 eğer x ≥ 1 
 
Kaynak: İncetürkmen, 1999:34 
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2.4.2. Bağlantı Mimarisi 
Ağ yapısı giriş (Input layer), gizli/saklı (Hidden layer) ve çıkış 
(Out layer) katmanlarından oluşur. Ağa bilgi ve örnek girişi, giriş seti ile 
yapılır. Sonuç değerler çıkış seti olarak bulunur. Ağdaki proses elemanı, 
saklı katman sayısı çözülecek problemin modellenmesine göre değişiklik 
gösterir (Aydoğan, Çömlekçi ve Albayrak, 2000:4).  
Şekil 2’de görüldüğü üzere giriş katmanı dışardan veriyi alır ve 
çeşitli bağlantı yöntemleri ile (İleri beslemeli bağlantılar, iki yönlü 
bağlantılar, kendinden bağlantılar, yinelemeli bağlantılar, yüksek 
derecede bağlantılar) verileri gizli katmana iletir. Daha sonra veriler yine 
bağlantılar kullanılarak gizli katmandan çıkış katmanına iletilir. Gizli 
katman yok ise direkt çıkış katmanına iletilir (Bayrakçı,1997:8).  
Gizli katmanda yer alması gereken nöronların sayısının seçimi ve 
ağın performansı için büyüklüğünün belirlenmesi oldukça önem arz 
etmektedir. Çünkü gizli katman sayısı ve nöron sayısı artıkça ağın 
karmaşıklığı artacaktır ( Benli, 2002:19). 
Çok katmanlı bir yapay sinir ağı modelinde bir gizli katman 
kullanılması durumunda her türlü ilişki incelenebilmektedir. Eğer bir 
sinir ağında katman sayısı ve işlem eleman sayısı yeterince büyük bir ağ 
ise rassal olarak seçilmiş bir karmaşık ilişkiyi temsil edebilmektedir. 
Seçilen probleme göre ağın büyüklüğü belirlenmelidir. Çünkü gizli 
katmandaki işlem elemanlarının sayısının az veya fazla olması, ya bir 
iyiye  yakınsamasını engelleyerek salınım yapmasına, dolayısıyla girdi 
çıktı desenleri arasındaki ilişkiyi öğrenmemesine yada ezberlemesine 
böylece istenilen başarının sağlanmamasına sebep olacaktır  (Anagün ve 
Özalp, 2003:32). 
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  Kullanılacak olan ağda gizli katman ve proses elemanı sayısının 
fazla olması, hatanın dağıtılacağı eleman sayısının fazla olmasını 
sağlayacağından sonuç gerçeğe daha yakın olacaktır (Aydoğan, Çömlekçi 
ve Albayrak, 2000:9). 
 
2.4.3. Eğitim (Öğrenme) 
Öğrenme, ağlara gerçek dünyadan alınan örneklerin uygulanması 
ile sağlanır. Öğrenme olayında amaç, çözümü istenen probleme her 
açıdan uygun bir çözüm üretebilmek için modeli kurulan ağın 
bağlantılarındaki hedef ağırlıklarına ulaşmaktır. Yapay sinir ağlarında 
bilgiler bağlantılar üzerinde dağıtıldığından yapılacak bir öğretme 
faaliyetinde top yekun bir ağın göz önünde bulundurulması 
gerekmektedir. Bunun için çeşitli öğretme veya eğitme stratejileri 
geliştirilmiştir. Bunlar eğiticili öğrenme, takviyeli öğrenme ve eğiticisiz 
öğrenme olarak üç çeşittir (Aydoğan, Çömlekçi ve Albayrak, 2000:7). 
 
2.4.3.1. Eğiticili (Denetimli-Öğretmenli) Öğrenme    
Eğiticili (denetimli) öğrenme kuralı uygun ağ davranışını öğrenme 
seti ile sağlar.  
{p1, t1}; {p2, t2}; ..................;{pq, tq } 
Burada pq ağa girdi ve tq ise hedef çıktıdır. Girdiler ağa uygulanır; 
ağ çıktılarla hedef çıktıları karşılaştırır. Öğrenme kuralı; hedef çıktılarla 
ağ çıktıları uyuncaya kadar ağırlıklar düzeltilir (Mullier, t.y.).   
Eğiticili öğrenme yönteminde hedeflenen sonuçları bilen bir 
eğitici, ağın ürettiği cevabın doğru olup olmadığını kontrol eder. Ağa 
Açıklama:  
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verilen girdi-çıktı kümesiyle istenilen çıktılar alınıncaya kadar ağa 
müdahale edilerek sonuca ulaşılır (İncetürkmen, 1999:38). 
Eğiticili öğrenme kuralında en önemli konu; arzu edilen ve hesap 
edilen birim değerleri arasındaki farkı minimize etmeye çalışır. Amaç, 
ağırlıklar kümesine karar verebilmek ve hatayı minimize etmeye 
çalışmaktır ( Stergiou ve Siganos, t.y.).   
 
2.4.3.2. Eğiticisiz (Denetimsiz-Öğretmensiz) Öğrenme 
Dışarıdan bir eğitmen olmadan yalnızca lokal bilgiye dayalı olarak 
kullanılan bir öğrenme stratejisidir ( Stergiou ve Siganos, t.y.).   
Ağırlıklar yalnızca ağ girdilerine yanıtta düzeltilir. Hedef çıktılar 
hazır olarak sisteme verilmez. İlk bakışta uygulanamaz gibi görülebilir. 
Şöyle bir soru akla gelebilir: “neyi gerektirdiğini bilmiyorsan ağı nasıl 
eğitebilirsin?”. Bu algoritmaların birçoğu operasyon kümelerinin bazı 
çeşitlerinde kullanılır. Sınıfların sonlu sayısı içinde girdi desenlerine 
sınıflandırmayı öğretirler (Hagan, t.y.).  
Kendi kendine organizeli öğrenmede denilen bu öğrenme 
kuralında  ağ mekanizması; girdileri bir takım kriterlere göre kategorize 
ederek alt birimler oluşturur ve böylece uygun birimleri örneklerden 
çıkarır (Aydoğan, Çömlekçi ve Albayrak, 2000:7). 
 
2.4.3.3. Takviyeli Öğrenme Kuralı  
Eğiticili öğrenme kuralına benzer; algoritmaya verilen bir skorla 
her ağ girdisi için uygun bir çıktı sağlanır. Skor girdilerin belirli 
sırasının üzerinde ağın performansının bir ölçüsüdür. Bu tip öğrenme 
denetimli öğrenmeye göre daha az kullanılır. Daha çok sistem kontrol 
uygulamalarında kullanılır (Hagan, t.y.).  
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Takviyeli öğrenme kuralında eğiticisiz öğrenmede olduğu gibi bir 
eğitmen mevcuttur. Bu öğretmen, girdilerin hangi çıktıların üretiminde 
olması gerektiğini söylemeden yalnızca üretilen çıktının doğru olup 
olmadığını konusunda ipuçları verir (Aydoğan, Çömlekçi ve Albayrak, 
2000:7). 
 
2.5. Eğiticisiz Sinir Ağları 
Adaptif Rezonans Teorisi (ART), HopfieldAğı, Kohonen Ağı, 
Sayaçlı Yayılım Ağı (Counter Back Propagation) ve Associative Memory 
Ağı en çok kullanılan ağ çeşitlerdir. Bu ağlardan bazılarının tanımı 
aşağıda incelecektir. 
 
2.5.1. Adaptif Rezonans Teorisi (ART)  
Eski desenlerden yola çıkarak yeni desenleri oluşturması en 
önemli özelliğidir. ART yeni bir girdi desenini mevcut sınıflara veya 
yeni oluşturacağı bir desene dahil eder. Ağa kaç tane sınıf oluşturacağı 
verilir. Eğitim bilgisi daha önceden oluşturulmuş sınıflardan en yakınına 
katılır veya yeni bir sınıf oluşturulur (Bayrakçı, 1999:12). 
 
2.5.2. Hopfield Ağı  
Hopfield ağı 1982 yılında Hopfield tarafından hafızanın bir teorisi 
olarak geliştirilmiştir. Ağın girdisinde bilginin yalnızca bir bölümünün 
sağlanması yolu ile Hopfield Ağı, depo edilen bilgiyi kullanarak yeniden 
elde edilebilir. Sağlam bir ağda sinirlerin bazılarına zarar verilmeksizin 
depo edilen hafızanın bozulması kaçınılmazdır. Hopfield ağı operasyonu 
öğrenme projesinde başka ağlardan tamamen farklıdır ve pek çok 
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yineleme gerektirir. Her bir nöron artırıcı ve azaltıcı bağlantılara 
sahiptir. Bir nöron ya aktif yada in aktif bir duruma sahiptir. Nöron 
kendi durumuna ve etraftaki diğer sinirlerin durumuna dayanarak 
nöronun durumu hesap edilebilir. Nöronlar ağın durumunu bir sonuca 
erdirebilmek için rasgele hesaplanır (Mullier, t.y.).   
Basit yapısı nedeniyle  ve matematiksel formatı sayesinde 
çalışmalarda en çok tercih edilen modeldir. Bu ağ çeşidi özellikle 
optimizasyon problemlerinde iyi sonuçlar verir. Gezgin satıcı problemi 
bunun için en iyi örnektir. Tek katmanlı ve geri beslemeli bir yapay sinir 
ağıdır. Genellikle giriş değerleri 0 ve 1 ile gösterilebileceği problemlerde 
kullanılır. Siyah beyaz görüntülerin işlenmesi ve 8 bitlik ASCII 
karakterleri ile temsil edilen metinlerin işlenmesi örnek olarak verilebilir 
(İncetürkmen, 1999:47-48). 
 
2.5.3. Kohonen Ağı (Self –Organizing Map) 
Kohonen Map iki katmanlı, ileri beslemeli bir ağdır. Her çıktı 
birimi her girdi katmanından gelen bağlantıya sahiptir. Girdi katmanında 
K sayıda birim ve çıktı katmanında M sayıda birim bulunur. Çıktı 
katmanın geometrik düzeni genellikle bir lineer düzende veya daha çok 
iki boyutlu (veya bazen üç boyutlu) dikdörtgen kafes şeklindedir 
(Lozano, Guerrero, Onieva, ve Larraneta, 1998:109). Bu ağ çeşidi daha 
çok görüntü işleme ve robot uygulamalarında kullanılmaktadır 
(Özkazanç, 1999:47).  
 
2.5.4. Sayaçlı Yayılım Ağı (Counter Back Propagation) 
Mevcut ağ tiplerinin bileşiminden oluşmuştur. Ağın tümünde bir 
öğrenme yerine, her katmanda farklı bir öğrenme kuralı uygulanır. Ağın 
gizli katmanı Kohonen katmanından, çıkış katmanı ise Grossberg 
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katmanından oluşmuştur. Bu ağ çeşidi diğer ağlara göre daha hızlı 
eğitilirler ve iyi bir genelleme yetenekleri vardır. En önemli dezavantajı 
ise bazı uygulamalar için yeterli doğruluğu sağlayamaz (Bayrakçı, 
1997:14-15). 
 
2.6. Eğiticili Sinir Ağları 
Bu tip yapay sinir ağlarından bazıları Perceptron, Adalıne, 
Madalıne ve Back Error Propagation ağıdır.  
 
2.6.1.  Perceptron Ağı 
1950’nin sonlarında Frank Rosenblatt ve birçok araştırmacılar 
perceptron denilen bir çeşit sinir ağı geliştirdiler. Bu ağda sinirler Mc 
Culloch ve Pitts’kine benzerdi. Culloch ve Pitts sinir modellerinin en 
temel özelliği, girdi sinyallerinin toplam ağırlığını sinir çıktısına karar 
vermek için bir eşik değeriyle karşılaştırmalarıdır. Toplam ağırlık eşik 
değerine eşit veya büyük olduğunda çıktı 1’e eşit olur aksi takdirde 0’a 
eşittir (Hagan, t.y.). 
Rosenblatt desen tanıma problemleri için Perceptron Ağları’nı 
öğrenmek için Perceptron Kuralı geliştirmiştir. Eğer problemi çözmek 
için ağırlıklar mevcutsa öğrenme kuralının her zaman uygun ağ 
ağırlıkları için gerçekleşeceğini ispatlamıştır. Öğrenme basit ve 
otomatiktir. Uygun davranış örnekleri ağa sunulur ve ağ yanlışlardan 
öğrenir (Hagan, t.y.).  
Günümüzde Perceptron hala önemli bir ağ olarak inceleniyor. 
Problem çeşitlerini çözebilmek için güvenilir ve hızlı bir ağ olarak 
biliniyor. Perceptron operasyonlarının bir faydası da diğer kompleks 
ağların anlaşılmasını sağlar (Hagan, t.y.).  
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2.6.2. Adaline ve Madaline 
Adaline 1960 yılında Windrow ve Hoff tarafından Perceptron’a 
paralel olarak geliştirilmiş bir ağdır. Perceptron’ a benzer ancak doğrusal 
bir çıktı fonksiyonu kullanılmıştır. Madaline sinir ağı ise birçok 
kompleks öğrenme algoritması ile en küçük birimlerin bir 
kombinasyonudur ve çok katmanlı Perceptron’a (MLP) benzer yapısı 
vardır (Mullier, t.y.).        
Perceptrona benzer yapısıyla Adaline adını ADAptive, LINear ve 
Element ifadelerinden oluşmuştur. Girdisi –1 ve +1 sayılarıdır. Madaline 
(Multiple Adaline) ise, Adaline’ların birleştirilmesiyle oluşan, çok 
katmanlı bir yapıya sahiptir. Katmanlı yapıya sahip olması Adaline’dan 
daha iyi sonuçlar vermesini sağlar. Bu ağlar sinyal işleme alanında 
özellikle tıpta mesela EKG sinyallerinden yararlanarak kişinin kalp 
hastalığı olup olmadığı veya anne karnındaki bebeğin kalp atışlarının 
anneninkilerden ayırt edilebilmesi gibi durumlarda kullanılmaktadır 
(Bayrakçı, 1997:16-17).    
 
2.6.3. Back Propagation (Geri Yayılımlı) Ağı 
Denetimli bir ağ çeşididir. Bu tez çalışmasında Geri yayılımlı ağ 
kullanılmıştır.  
Geri yayılımlı ağ ileri beslemeli, denetimli öğrenmeli bir topolojik 
yapıyı kullanır. Bu algoritmanın 1980’lerin ortasında sinir ağlarının 
tekrar bir araya getirilmesine katkısı olmuştur. Geri yayılımlı ağ genel 
amaçlı bir öğrenme algoritmasıdır. Geri yayılımlı ağ yalnız güçlü değil 
aynı zamanda öğrenme için hesaplama gereksinimlerinin aşamalarında 
pahalıdır (Hosein, 2001-2002).  
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Hatayı geriye yayma olarak bilinen Geri yayılımlı ağ tanıma, 
sınıflandırma ve genelleştirme özelliklerini en iyi yapabilen, girdi ve 
çıktılar arasındaki ilişkiyi yakalayan bir modeldir (Aydoğan, Çömlekçi 
ve Albayrak, 2000:8). 
Sistemin performansının iyileşmesi ve sistem hatasının minimize 
edilmesi için sunulan girdi deseni (pattern) ağın öğrenmesiyle 
ilişkilendirilir. Genelde finansal çalışmalarda Geri yayılımlı algoritması 
kullanılır. Finansal sinir ağları için, en çok kullanılan sinir mimarı Geri 
yayılımlı ağda  çok katmanlı feedforward (multilayer feedforward) 
modelidir (Lawrence, 1997). 
Sinir ağı literatüründe Geri yayılımlı ağın yüzlerce değişik modeli 
vardır. Gerçekten, geri yayılımlı ağdan sonra Gradient Descent gibi 
bilinen optimizasyonun oldukça basit formları da ortaya çıktı. 
Matematikçi araştırmacılar daha sonra Newton metotları ve Conjugate 
Gradient gibi ileri sürülen birçok güçlü tekniği kullanarak değiştirdiler. 
Bununla birlikte temel geri yayılımlı ağınhalen farklı kullanımı çok 
yaygındır. Bu tekniğin başlıca iki üstünlüğü mevcuttur. Bunlar basit ve 
kolay anlaşılır olması ve kapsamlı problemler için de çalışıyor olmasıdır 
(Hosein, 2001-2002). 
Bu modelde öğrenme genelleştirilmiş Delta Kuralı adında, 
Gradiant Metoduna dayalı bir algoritma ile gerçekleştirilmektedir. Bu 
algoritma ilk defa Windrow ve Hoff tarafından ortaya atılmıştır  (Hosein, 
t.y.). 
Bu Delta Kuralına göre, girdiler ve çıktılar arasındaki ilişkiyi 
kavrayabilmek için gerçek çıktı ve hedef çıktı arasındaki hatayı bağlantı 
ağırlıklarına doğru geriye dağıtarak minimize ya da giriş bilgileri için 
ağın üreteceği hedef çıkış bilgisinin aynısı olmasını sağlayacak bir 
ağırlıklar kümesi bulunmaktadır. Şekil 4 de bir Geri yayılımlı ağ modeli 
görülmektedir (Aydoğan, Çömlekçi ve Albayrak, 2000:8). 
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Şekil 4: Geri Yayılımlı Ağ 
Kaynak: (Poh, Yao ve Jasic, 1998) 
 
Geri yayılımlı ağ bir giriş katmanına, en az bir gizli katmana ve 
bir çıkış katmanına sahiptir. Basit Geri yayılımlı ağ algoritması 3 adımı 
içerir (Hosein, 2001-2002). 
• Girdi deseni ağın girdi katmanında sunulur. Bu girdiler çıktı 
birimlerine ulaşıncaya kadar ağ yolu ile iletilir. Bu ileri doğru 
geçiş gerçek veya tahmin edilen çıktı desenini üretir. Çünkü 
Geri yayılım denetimli bir öğrenme algoritmasıdır. İstenilen 
çıktılar öğrenme vektörünün bir parçası gibi verilir. Gerçek ağ 
çıktılar ve bir hata sinyalinden çıkarılır. Bu Geri yayılımlı 
adım için bir başlangıçtır. 
• Bununla birlikte hatalar her bir saklı birimin katkısını 
hesaplama ve doğru çıktı üretimi için istenilen ayarlamayla 
ilgili türetim yapmak için sinir ağları ile geriye doğru aktarır.  
Çıktı birimi 
Saklı birimleri 
Girdi birimleri 
Girdi deseni 
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• Bağlantı ağırlıkları düzeltilir ve sinir ağı bir deneyimden 
öğrenmiş olur.  
Geri yayılımlı ağ; sistem boyunca öğrenirken çıktı katmanından 
girdi katmanına doğru hataların geriye yayılma sürecidir. Saklı birimler 
(hidden units) hedef değeri bilemedikleri için öğrenemezler bu yüzden 
önceki katmandan hataları alıp geriye doğru yayarak öğrendikleri için bu 
çok gerekli bir süreçtir. Çıktı  değeri karşılaştırma yapmak için yalnızca 
bir hedef değerine sahiptir. Hatalar düğümler yoluyla geri iletilir. 
(Backpropagated). Böylece bağlantı ağırlıkları sürekli değiştirilir. 
Ağırlıklarda kabul edilen yeterli düzeyde hatalar küçülünceye kadar 
öğrenme sürer (Lawrence, 1997). 
Ağırlıkların uygun deseni ile çok katmanlı ileri beslemeli bir ağ, 
girdi ve çıktı değerleri seti arasında bazı eşleştirmeleri  modellemek için 
kullanılır. Şekil 4’de gösterilen bir çıktı birimi ve bir saklı katmanı olan  
ileri beslemeli ağ mimarisi örneği Geri yayılımlı ağ kullanarak 
öğrenilebilir (Poh, Yao ve Jasic, 1998). 
Girdi ve saklı birimler ok işaretleri ile bağlantılı ve bağlantılı 
saklı birimler ve çıktı birimi ağırlıkları gösterir. Geri yayılımlı ağ 
öğrenme algoritması (Rumelhart 1986, Werbos 1979) ağırlıkların 
desenlerinin uzayında bir araştırma olarak formüle edilmiştir. W optimal 
bir konfigürasyon bulmak için, W*, fonksiyon değeri veya hatayı 
minimize etmek için, E(W) kullanılır. Herhangi bir keyfi girdiye ağın 
nasıl cevap vereceğine ağırlıkların deseni i karar verecektir. Fonksiyonun 
değeri veya hata ( Poh, Yao ve Jasic, 1998). 
E = ½ ∑ ∑ (tip – oip)2 
Bu fonksiyonda oip bir çıktı değeri, tip arzu edilen çıktı değeri ve i 
çıktı birimlerini gösterir. İterasyonu güncelleştirme yolu ile bu hata 
fonksiyonunu minimum yapmak için araştırmada Gradient Descent 
Metodu kullanılır (Poh, Yao ve Jasic, 1998). 
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W(k+1) = W(k)-η∇E 
Burada  η öğrenme oranı, w gelince E’nin gradientinin tahmini 
değeri ∇E’dir (Poh, Yao ve Jasic, 1998). 
Geri yayılımlı ağın öğrenme prozesi kontrolü için iki önemli 
parametre kullanılır. Her bir öğrenme denemesinden sonra sinir ağının 
önemli ayarlamalar yapıp yapmayacağını belirlemek için öğrenme oranı 
kullanılır. Yalnızca önemsiz ayarlamalar yapacaksa momentum katsayısı 
kullanılır. Momentum katsayısı ağırlıklarda mümkün titreşimleri kontrol 
etmek için kullanılır; hata sinyallerini  ardışık olarak belirtmeye sebep 
olur (Hosein, 2001-2002).             
     Eğer eğitim verisi az veya birçok veri aynı özelliklere sahipse 
ağ bu veriler ezberleyebilir. Bunun ana sebebi ağa sürekli olarak aynı 
veya birbirine çok benzeyen verilerin gönderilmesidir. İşte bu sebeple 
girdilere gürültü eklenerek ezberleme zorlaştırılabilir. Eklenecek gürültü 
seviyesi verilerin yapısına, sayısına ve büyüklüğüne bağlıdır. Ağa 
gürültüyü uygularken, girdi vektörünün her girdi elemanına rassal bir 
sayı eklenir. Üretilecek olan rassal sayılar genel bir gürültü 
parametresiyle sınırlandırılır. Böylece ağın desenleri ezberlemesini 
zorlaştırmak için, her döngüde, farklı girdi desenleri sunulmuş olur 
(Bayrakçı, 1999:27-28).  
 
2.7. Yapay Sinir Ağlarının Klasik Yöntemlere Göre Farklılık 
Gösteren Özellikleri 
Klasik yöntemler kimi durumlarda; zaman, para, donanım veya 
personel yönüyle pahalı, elde edilen hassasiyet yönüyle yetersiz 
olabilmektedir. Yapay sinir ağları aşağıda verilen özellikleri sayesinde 
klasik yöntemlere göre avantaj sağlamaktadır. Bu avantajlar (Anagün ve 
Özalp, 2003:33): 
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• Yapay sinir ağları daha önceki verilerden yola çıkarak veriler 
arasındaki bilinmeyen ilişkileri veya veriler arasındaki içsel 
dinamikleri öğrenebilmekte ve kendilerini organize ederek 
yenileyebilmektedirler. 
• Bellek ve işlem elemanı iç içe olup, paralel ve asenkronize bir 
çalışma söz konusudur. 
• Bilgiler işlem elemanları arasındaki ağırlıklarda saklanır ve eğitim 
süreci uzun ancak test aşaması oldukça kısadır. 
• Yapay sinir ağları doğrusal değillerdir bu sebeple karmaşık 
problemlere doğrusal tekniklerden daha iyi ve etkin biçimde cevap 
verirler. 
• Yapay sinir ağları verilerin eksik olması durumunda uygun bir 
sınıflandırma oluşturacak ve karar aşamasında eksik bilgiden 
kaynaklanacak özel bir durumda daha önceki bilgi birikimini 
kullanarak sonuç üretebilirler. Yapay sinir ağları işlem elemanları 
arasında yer elan ağırlıklardaki bozulma nedeniyle oluşacak hatayı 
tolere ederler. 
• Yapay sinir ağları sahip oldukları genelleme nedeniyle hafızasında 
yer alan verilerin özellikleri ile yeni karşılaşılan bir duruma 
ilişkin veriyi ilişkilendirebilir. 
Bunun yanı sıra (Shacmurove, t.y.); 
• Yapay sinir ağları, yüksek düzeyde bir doğrulukla karmaşık 
desenleri (pattern) çabuk analiz edebilme yeteneğine sahiptirler. 
• Yapay sinir ağları verilerin (dataların) dağılımının doğası 
hakkında varsayımlar yapmaz. Populasyonun temeli hakkında 
varsayımlar yapmak yerine değişkenler arasındaki ilişkinin içsel 
bir tasvirini geliştirmek için ortada en az bir katmanda veri 
kullanır. 
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• Zaman serileri verilerinin tabiatı (doğası) dinamiktir. Zaman 
serileri arasındaki ilişkileri fark etmek için doğrusal olmayan 
araçlar gereklidir. Bu yüzden ilişkilerin tiplerini keşfetmek için en 
iyi araç yapay sinir ağlarıdır. 
 
2.8. Yapay Sinir Ağlarının Kullanım Alanları 
Yapay sinir ağları havaalanı güvenlik kontrolü, yatırım yönetimi 
ve risk kontrolü, endüstriyel yönetim ve üretim, hisse senedi 
endekslerinin tahmini, faiz oranları tahmini, iktisadi başarısızlık gibi 
çeşitli alanlarda uygulamaları olan popüler bir tekniktir. Sivil 
mühendislikte de çeşitli uygulamaları mevcuttur. Araç boşaltımı, sürücü 
davranışları, araç karakteristikleri ve trafik ortamında da kullanılır. 
Üretim planlama ve kontrol, üretim çizelgeleme, malzeme ihtiyaç 
planlaması ve kapasite ayarlama gibi konularda da kullanım alanları 
mevcuttur (Shachmurove, t.y.).  
Bunun yanı sıra el yazısı karakterlerinin tanınması, radar ve sonar 
sınıflandırılması, arızaların tanınması, robot kontrolü, tıbbi teşhis ve 
konuşma tanıma gibi alanlarda da kullanılmaktadır (Akpınar, 1994:74). 
Ayrıca finans alanında şahısların finansal verilere bakarak o 
şahısların kredibiliteye sahip olup olmadıkları tahmin edilmeye çalışılır. 
Müşteriye ait alışveriş alışkanlıklarına dayanarak söz konusu müşterinin 
örneğin direkt posta ile alışveriş kampanyasına göstereceği olası tepkiler 
tespit edilebilir (Serhadlıoğlu, 1999:9). 
Bunun yanında endüstri alanında üretim sürecinin emniyetle ve 
arzu edilen kalitede devamını temin için gerekli duyulan ayarlamalar 
yapay sinir ağları yardımıyla sorun daha ortaya çıkmadan yapılabilir. 
Uçak motorunun çalışırken ürettiği titremeler ve sesin sinir ağı ile 
gözlenmesi sonucunda motorun durumu ve ileride oluşabilecek arızalara 
karşı bir erken uyarı mekanizması oluşturulabilir (Serhadlıoğlu, 1999:9).     
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3. HİSSE SENEDİ FİYATLARININ DİĞER FAKTÖRLERLE  
İLİŞKİSİ 
 
 
3.1. Hisse Senedi Fiyatlarını Etkileyen Faktörler 
Hisse senedi fiyatının oluşmasında birçok faktör etkili olmaktadır. 
Faktörlerden bir kısmı hisse senedi fiyatlarını olumlu yönde etkilerken 
bir kısmı da olumsuz yönde etkilemektedir.  
İMKB endeksleri ve işlem gören hisse senetlerinin fiyatları, diğer 
dünya borsalarında olduğu gibi başlıca üç durumdan etkilenirler; dünya 
ekonomisinin durumu ve gidişatı (dış faktörler); yerel (Türkiye’nin) 
ekonominin durumu ve gidişatı; sektörün, şirketin durumu ve 
performansı.  
 
3.1.1. Dünya Ekonomisinin Durumu ve Gidişatı 
Global ekonomideki herhangi bir gelişme tüm ülke ekonomilerini 
az veya çok etkileyebileceği gibi, o ülkedeki ilgili veya tüm firmaları da 
dolaylı veya dolaysız olarak etkileyecektir. 
Günümüzde finansal piyasaların globalleşmesi özellikle kriz 
dönemlerinde finansal piyasaların bir çoğunun aynı yönde hareket 
etmesine neden olmaktadır. 1998 yılında ağustos ayında Rusya’da ortaya 
çıkan ekonomik krizden tüm dünya borsaları aynı yönde etkilenmiş, 
Amerika Dow Jones; Tokyo Nikkei ve İMKB tarihi düşüşler yaşamıştır 
(Gerşil, 1998:2). 
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3.1.2. Yerel  (Türkiye’nin) Ekonominin Durumu ve Gidişatı     
Ulusal ekonomideki yani Türkiye Ekonomisindeki herhangi bir 
gelişme Türkiye’deki şirketleri bulundukları sektöre ve gelişmenin 
yapısına göre az veya çok etkileyebilir. Ülkenin sahip olduğu makro 
ekonomik faktörler hisse senedi fiyatları etkileyen en önemli 
faktörlerdir. Bu faktörlerde  üzerinde durulması gereken iki önemli nokta 
vardır: a) Hisse senedi fiyatları ile makroekonomik değişkenler arasında 
fonksiyonel bir ilişkinin varlığı, b) Fonksiyonu oluşturan bileşenler 
arasındaki etkinin yönü. Bu fonksiyonda etkinin yönü; yani hisse senedi 
fiyatlarının mı makroekonomik değişkenleri, yoksa makro ekonomik 
değişkenlerin mi hisse senedi fiyatlarını etkilediği konusun henüz bir 
çözüme ulaştırılamamıştır. Bununla birlikte bazı araştırmacılar Finansal 
Varlık Fiyatlandırma Modeli ve Arbitraj Fiyatlandırma Modelinden 
yararlanarak, çalışmalarında makroekonomik değişkenlerin hisse senedi 
fiyatlarını (getiri oranlarını) etkilediği varsayımı kabul etmektedirler 
(Durukan, 1999:24-25). 
Ekonomideki büyüme hızı, altın fiyatları, faiz oranı, enflasyon 
v.b. makroekonomik değişkenler olarak adlandırılır (Durukan, 1999:25). 
Bunun yanı sıra ülkenin siyasi durumunda ortaya çıkan 
değişiklikler örneğin hükümet değişimi, önemli bir siyasi liderin vefatı, 
olağanüstü hal durumu gerektiren olaylar v.b. ekonomiyi önemli ölçüde 
etkileyecektir (Gerşil, 1998:11). 
 
3.1.3. Sektörün, Şirketin  Durumu ve Performansı   
Sektörün veya özel olarak o şirketin ürünlerine talebin azalması 
şeklinde bir eğilimin olması; sektöre aşırı yatırımın (atıl kapasitenin) 
yapılmış olması, dış pazarda rekabetin zorlaşması, sektörel olarak 
girdilerin pahalanması, şirket yönetiminin uyguladığı yanlış yöntemler, 
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sektöre karşı devletin desteğinin olması veya eski desteğin kalkması gibi 
durumlar örnek olarak verilebilir. 
 
3.2. Hisse Senedi Fiyatını Etkileyen Değişkenler 
 
 
3.2.1. Faiz Oranları 
Faiz oranları hisse senedi fiyatları üzerinde dolaylı ve dolaysız iki 
tür etkiye sahiptir. Yatırım aracı olarak hisse senetlerine alternatif olan 
tahvillerin faiz oranlarının da hisse senedine olan talebi etkileyerek, 
hisse senedi fiyatları üzerinde dolaylı olarak etki edeceği ileri sürülür. 
Faiz oranlarındaki artış hisse senetlerine olan talebi azaltarak tahvile 
olan talebi artıracaktır. Ayrıca faiz oranlarındaki artış; firmaların 
finansman maliyetlerini artırarak, firmanın beklenen kazançlarda düşüşe 
neden olabilir. Bu durum ekonomide bir durgunluğa neden olarak hisse 
senedi fiyatlarında düşürücü bir etki yapacaktır (Durukan, 1999:27). 
Faiz oranına; para arzı ve enflasyonda meydana gelen değişiklikler 
doğrudan etki etmektedir. Para arzında herhangi bir sebeple meydana 
gelen bir artış; para piyasası vasıtasıyla faiz oranının düşmesine neden 
olacaktır. Faiz oranı ile hisse senetleri arasındaki negatif fonksiyonel bir 
ilişkiden dolayı; faiz oranının düşmesi hisse senedi fiyatının 
yükselmesine neden olacaktır. Ekonomide para arzında meydana gelen 
bir azalışta ise faiz oranları yükselmeye başlayacak ve hisse senedi 
fiyatları düşecektir. Ayrıca faiz oranlarının yüksek olması hisse senedine 
olan talebi azaltacaktır. Hisse senedine yatırım yapmak isteyen 
yatırımcılar alternatif yatırım araçları bulacaklardır. Faiz oranının 
yükselmesi hisse senetlerinden elde edilecek olan gelirlerin cari değerini 
azaltacak ve hisse senedi fiyatlarının düşmesine neden olacaktır. 
Yatırımcılar bu düşüşün yaygınlaşması endişesi ile daha fazla zarar 
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etmemek için sahip oldukları hisse senetlerini bir an önce ellerinden 
çıkaracaklardır (Kanalıcı,1997:58-59). 
 
3.2.1.1. Hazine Bonosu Faiz Oranları    
Hazine Bonolarının (devlet iç borçlanma senetleri) geri ödenmeme 
riskinin bulunmayışı ve faiz oranlarının yüksek olması dolayısıyla 
güvenli bir yatırım aracıdır. Özellikle bizim gibi gelişmekte olan 
piyasalarda oluşabilecek belirsizlik ortamı yatırımcıları daha az risk 
taşıyan bu tür yatırım araçlarına çekmektedir (Demir, 2001:162).  
 
3.2.1.2. Mevduat Faiz Oranları     
Tasarruf mevduatı yatırımcılar için her zaman önemini koruyan 
yatırım aracıdır. Özellikle 24 Ocak 1980 kararlarından sonra ülkemizde 
yaşanan finansal liberalizasyonun ardından faizlerin serbest bırakılması 
ile yatırımcılara reel getiri elde edebilme fırsatı yaratmıştır. Tasarruf 
mevduatı hisse senedine alternatif bir yatırım aracı olmasından dolayı 
aralarındaki ilişki ters yönlüdür (Demir, 2001: 162). 
 
3.2.2. Cumhuriyet Altını 
Türkiye’de altın hala önemli bir yatırım aracı olma özelliğini 
korumaktadır. Her eğitim düzeyinden ve toplumsal sınıftan insanın 
tanıdığı ve zaman zaman tasarrufunu altına yatırdığı söylenebilir. Hisse 
senetleri ile altın fiyatları arasında alternatif yatırım aracı olma 
özelliğinden kaynaklanan ters yönlü bir ilişki beklenebilir (Özçam, 
1990:116). 
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3.2.3. Enflasyon Oranı (TUFE)   
Enflasyon toplam talebin toplam arzdan fazla olması demektir ki 
bu da fiyatlar genel seviyesinin yükselmesi şeklinde ifade edilebilir. 
Enflasyonun süresi ve şiddeti, hisse senedi fiyatları üzerinde farklı 
tesirler yaratır (Kanalıcı, 1997:50). 
Enflasyonda görülen az bir artış yatırım yapma arzusunu ve 
imkanlarını artıracaktır. Yatırımlar artarken şirketlerin nominal 
kazançlarında da artış görülecektir. Enflasyondaki bu yüksek olmayan 
artış aynı zamanda şirket satışlarında da artışa neden olacaktır. Şirketin 
hacmi genişleyecek ya da stoklardan satış yapacaklardır. Şirketin 
nominal kazançlarında meydana gelen bir yükselme hisse sahiplerine  
verilen paylarda da yükselmeye neden olacaktır. Buna bağlı olarak hisse 
senetlerinin değeri ve piyasa fiyatı artacak ve yatırımcılar zarar 
görmeyerek karlı çıkacaklardır. Bunun yanı sıra enflasyonda görülen 
artış fazla olursa ve devamlılığını sürdürürse yatırımlarda azalma olacak 
ve şirketin satışlarında hızlı bir düşme görülecek ve bu da üretimde 
azalmaya neden olacaktır. Pay sahiplerine dağıtılması gereken karlarda 
azalma olacaktır. Sonuç olarak enflasyon hisse senedi değerlerini 
etkileyerek azaltacak ve hisse senedinin fiyatının düşmesine neden 
olacaktır (Kanalıcı, 1997:50-51). 
 
3.2.4. Döviz Kuru     
Döviz kuru, iki ulusal para arasındaki değişim oranı olarak 
tanımlanmaktadır.  
Bir ülke, döviz kurunun, tam bir serbestlik içersinde işleyen arz-
talep mekanizmasına bırakmışsa, bu duruma serbest kur politikası 
denilmektedir. Serbest döviz kurunun uygulandığı ekonomilerde döviz 
kurlarında aşırı dalgalanmalar olduğunda dalgalanmaların şiddetini 
azaltmak için Merkez Bankası tarafından piyasaya döviz satılır veya 
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döviz alınır. Bu müdahale döviz kurunu ya enflasyon oranının altında ya 
da döviz kuru artış hızını belli bir oranda tutma yönü de olabilir. Döviz 
kuru enflasyon oranının altında tutulursa ulusal para birimi aşırı 
değerlenecek ve bu ülkenin ihracatının azalmasına, ithalatın artmasına 
neden olacaktır. Bu da söz konusu ülkenin dış ticaret dengesini bozarak 
dış ticaret açığının büyümesine neden olacaktır (Demir, 2001:80). 
Döviz kurunda meydana gelen artış ve azalışlar hisse senedi 
fiyatlarında  da değişikliğe neden olacaktır. Döviz fiyatında meydana 
gelecek bir artış yatırımcıların bu yöne kaymasına neden olacak ve hisse 
senedine olan talep azalacaktır. Döviz fiyatında meydana gelecek bir 
azalış ise hisse senedine olan talebi artıracaktır. Bu durumda döviz ve 
hisse senedi iki mal olarak düşünüldüğünde bunlar birbirlerine rakip iki 
mal gibidir ve ikisi arasında negatif bir fonksiyonel ilişki söz konusudur 
(Kanalıcı, 1997:53).      
Uygulamada kullanılan verilerde 1990-2002 yılları arasında 
Türkiye’de popüler olan en önemli yatırım araçlarından biri Amerikan 
Doları olduğu için bağımsız değişkenlerden biri olarak bu para birimini 
kullanılmıştır. 
 
3.2.5. Sanayi Üretim Endeksi (Ekonomik Faaliyet Göstergesi)   
Ekonomik faaliyetin firma kazançları üzerindeki etkisinden dolayı 
hisse senedi fiyatlarını etkilediği savunulmaktadır. Başka bir anlatımla; 
artan üretim beklenen nakit akışlarını artırarak hisse senedi fiyatlarını 
artırıcı etkiye sahip olmaktadır (Durukan, 1997:26). 
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3.2.6. Gayri Safi Milli Hasıla 
Gayri Safi Milli Hasıla (GSMH), bir ekonomide belirli bir dönem 
içinde üretilen tüm mal ve hizmetlerin üretim değerleri toplamından bu 
mal ve hizmetlerin üretiminde kullanılan girdiler toplamının 
düşürülmesiyle bulunur. 
 GSMH’nın artış gösterdiği, ekonominin büyüdüğü dönemlerde 
hisse senedi fiyatlarının da aynı eğilim içinde olduğu görülür. Eğer 
ekonomik tahminler GSMH göre enflasyon oranında daha hızlı bir artış 
olacağı şekilde ise, reel büyüme çok düşük olacağından, yatırımcılar 
kapitalizasyon oranını yükseltir ve hisse senedi fiyatları düşmeye başlar 
(Gümüş, 1994:25). 
 
3.2.7. Para Arzı (M2)  
Para arzındaki artış ekonominin genel likiditesini artıracağından, 
hisse senetlerine olan talep artacak buna paralel olarak hisse senedi 
fiyatlarının artması beklenebilir. Değişken olarak kullanılan M2, 
dolaşımdaki para, bankalardaki vadeli ve vadesiz mevduat, Merkez 
Bankası’ndaki mevduatın toplamı şeklinde tanımlanır (Özçam, 
1990:118). 
Para arzındaki değişimler genel ekonomi üzerindeki dolaysız 
etkilerinden dolayı, öncelikle, finansal piyasaları etkilemektedirler. Para 
arzındaki artış oranı yüksek ise kredi olarak borç verilebilecek para 
miktarındaki fazlalıktan dolayı piyasa faiz oranları düşecektir. Bunun 
yanı sıra para arzındaki yüksek artış oranı firmaların faaliyetlerinde bir 
artışa neden olacak böylece ekonominin büyümesi sağlanacaktır. Bu da 
hisse senetleri fiyatlarında artışa neden olacaktır. Ayrıca yüksek para 
arzı enflasyona neden olarak faiz oranlarını artıracak dolayısıyla para 
arzındaki artış nedeniyle ortaya çıkan hisse senedi fiyatlarındaki artış, 
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enflasyonu kontrol etmek amacı ile uygulanan kısıtlamalar nedeniyle 
olumsuz etkilenecektir (Durukan, 1999:27).     
  
3.2.8. Yatırımlar 
 Kamu ve özel sektöre yapılan yatırımlar ekonominin gelişmesinde 
büyük katkı sağlar. Normal olarak her yatırım, bir harcama ve gelir 
akımına neden olmaktadır. Yatırımla ilgili olan tüm kesimin geliri ve 
satın alma gücü artmakta, dolayısıyla yeni yatırımların ortaya çıkması 
söz konusu olmaktadır. Böylece ekonomide işsizlik azalma eğilimi 
gösterirken faktör gelirleri birbirini izleyen aşamalarda artar ve sonuçta 
gelirlerin toplamı yapılan yatırımın birkaç katına ulaşır. Toplam gelir 
artarken milli gelirde atmaya başlar ve milli gelirdeki bu artışla birlikte 
hisse senedine olan talep artacak ve böylece hisse senedi fiyatları da artış 
eğilimi gösterecektir (Demir, 2001:79). 
 
3.2.9. Politik Faktörler 
Ülke içinde ve dışında yaşanan siyasi gelişmeler hisse senedi 
piyasalarını olumlu veya olumsuz yönde etkileyebilir. Hükümet 
değişimleri, seçimler, önemli bir siyasi liderin vefatı, savaş, terör v.b. 
gibi durumlar ekonomide belirli bir dönem belirsizliğe yol açacağından 
hisse senedi piyasalarını olumsuz etkileyecektir. Örneğin 2001 yılında 
ocak ayında o dönemin başbakanı ve cumhurbaşkanı arasındaki tartışma 
politik krize dönüşmüş ve borsa düşüşe geçmiştir. Belirli dönemlerde 
Türkiye’ye gelebilecek yardım paketleri duyumları borsanın artış 
eğilimine geçmesine neden olmuştur. Ancak bu siyasi etkenlerin  bir 
değişken olarak analizlerde kullanılması ve derecelendirilmesi oldukça 
zor olacağından bu tez çalışmasında kullanılmamıştır.        
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4. UYGULAMA 
 
Bu çalışmada İMKB 100 endeksi bağımlı değişken olarak 
kullanılmıştır. Veri setinde 1990 yılının Ocak ayından 2002 yılının aralık 
ayına kadar olan aylık veriler kullanılmaktadır. Bununla birlikte 
bağımsız değişken olarak hazine bonosu faiz oranları, cumhuriyet altını 
fiyatı, enflasyon oranı (TUFE), sanayi üretim endeksi, tasarruf mevduatı 
faiz oranı, döviz kuru (Amerikan Doları) ve zaman değişkenleri 
kullanılmıştır. Bu verilerin tamamı Merkez Bankası’ndan alınmıştır. 
Analizde kullanılan veriler aylık olarak (ay sonları itibariyle) dikkate 
alındı ve İMKB Ulusal-100 endeksinin kapanış fiyatları kullanıldı.  
Analizde MATLAB 6.1 software programı kullanılarak Geri 
Yayılımlı Ağ tercih edilmiştir. 1990-2002 yılları arasında yer alan 
toplam 156 veri kullanılmış olup (EK-1) bu verilerin %80’i (125 tanesi) 
öğrenme amaçlı, %20’si de (31 tanesi) test amaçlı alınmıştır. Bu seçim 
tamamen tesadüfi yöntemle yapılmıştır. Verilerin ham hali yerine 
standart hali kullanılmıştır. Yani bütün değişkenlerin değerleri, tüm 
veriler içinde yer alan en büyük değerden daha büyük bir değere 
bölünerek veriler standart hale getirilmiştir. Çünkü paket program 
yalnızca –1 ile +1 değerlerini kabul etmektedir.  
Her değişkenin (zaman değişkeni hariç) tahmin edilecek döneme 
ilişkin değeri, bu değişken bağımlı olduğu ve zaman değişkeninin 
bağımsız olduğu bir model ile tahmin edilmiştir. Çünkü bu verilerin 
gelecek dönemdeki değerleri bilinmemektedir. Bağımsız değişkenlerin 
tahmini için kurulacak ağda  5 katman yer almaktadır. Bu ağlardan ilki 
giriş katmanı, en son yani 5. katman çıkış katmanı ve aradaki 3 katman 
da saklı (gizli) katmandır. Giriş katmanına 1 nöron, 1. saklı katmana 7 
nöron, 2. saklı katmana 3 nöron, 3. saklı katmana 3 nöron ve son katman 
yani çıkış katmanına da 1 nöron kullanılmıştır. Giriş ve çıkış katmanına 
1 nöron yazılmasının sebebi, tek bir giriş ve tek bir çıkışın olmasından 
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kaynaklanmaktadır. Bu şekilde her veri için 5’er grup yapılmış ve bu 
gruplardan en iyileri seçilerek gelecek dönemlerin bağımsız 
değişkenlerinin tahmini değerlerine ulaşılmıştır. Gizli katmandaki nöron 
sayılarına karar verilirken çeşitli denemeler yapılmış, farklı nöron 
sayıları kullanılmış ve en iyi tahminin bu nöron sayılarında olduğu 
gözlenmiştir. Bağımsız değişkenlerin tahmini değerleri bulunduktan 
sonra, İMKB Ulusal -100 endeksinin tahmini değerlerinin bulunması 
gerekmektedir. Bunun için yukarıdaki işlemler dizesi tekrarlanır. Ancak 
farklı olarak  7 farklı bağımsız değişken girileceği için giriş katmanına 7 
nöron, çıkış katmanına yine tek bir çıkış olduğu için 1 nöron yazılır ve 
tekrar büyük bir ağ kurulup 5 grup yapılır ve en iyisi seçilerek  İMKB 
Ulusal-100 endeksi tahmin edilir. En iyi gurup seçilirken, tahmin 
performans ölçümüne bakılır. Bu ölçüm aşağıdaki formüller yardımıyla 
hesaplanır (Goh ve Law, 2002:503): 
Hata Kareleri Toplamı (SSE) =∑ ( Y1 – Y2 )2  
Hata Kareleri Ortalaması (MSE) = ∑ ( Y1 – Y2 )2 n 
Hata Kareleri Ortalamasının Karekökü (RMSE) =  
[∑ (Y1–Y2)2 n ]1/2 
Mutlak Hata Oranları Ortalaması (MAPE) = 
 ∑ (Y1 – Y2 ) Y1 n 
Ortalama Mutlak Sapma (MAD) =  
  ∑ Y1 – Y2 n 
Yukarıda belirtilen formüllere göre tahmin performans ölçümleri yapılmış 
Tablo 3’teki sonuçlar bulunmuştur. Bu sonuçlara bakılarak tahmin performans 
ölçümleri içinde en küçük değeri veren grup en iyi grup olarak adlandırılmaktadır. 
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Tablo 3: Tahmin Performans Ölçümleri 
 
 SSE MSE RMSE
GRUP 1 243759 1,19E+11 344727,3
GRUP 2 1694286 5,74E+12 2396082 
GRUP 3 1379,57 3806427 1951,007
GRUP 4 2522,486 12725867 3567,333
GRUP 5 927,4871 1720464 1311,665
 
Tablo 4 :  Yapay Sinir Ağları Yöntemi İle Bulunan En İyi Grubun (5. Grup) 9 Aylık T
 
 Ocak Şubat Mart Nisan  Mayıs Haziran Temm
Tahmini değerler 8902,5 9086,5 9438 10058 11108,75 12845,25 15670,
Gerçek Değerler 11032,03 11574,44 9475,09 11509,95 11381,41 10884,43 10572,
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Bu sonuçlara göre tahmin performans ölçümü en küçük olan 5. 
grup olduğu için bu grup en iyi grup seçilmiştir. Tablo 4’de en iyi grup 
olan 5. grubun yaptığı öğrenme sonucunda 2003 yılı için 9 aylık tahmini 
endeks değerleri verilmiştir. Bunun yanı sıra tüm gruplar için gerçek ve 
tahmini endeks değerlerini gösteren grafikler Şekil 5-10’da 
verilmektedir.  
 
 
 
 
 
Şekil 5: Gerçek  Değerler ve  Yapay Sinir Ağları Yöntemi İle Bulunan  
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Şekil 6: Gerçek  Değerler ve  Yapay Sinir Ağları Yöntemi İle Bulunan  
Tahmini Değerler - Grup 2 
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Şekil 7: Gerçek  Değerler ve  Yapay Sinir Ağları  Yöntemi İle Bulunan  
Tahmini Değerler - Grup 3 
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Şekil 8: Gerçek  Değerler ve  Yapay Sinir Ağları Yöntemi İle Bulunan  
Tahmini Değerler - Grup 4 
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Şekil 9: Gerçek  Değerler ve  Yapay Sinir Ağları Yöntemi İle Bulunan  
Tahmini Değerler - Grup 5 
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Tablo.5: Regresyon Yöntemi İle Elde Edilen  9 Aylık Tahmini Endeks D
 Ocak Şubat Mart Nisan Mayıs Haziran Temmu
Regresyon İle Elde  
Edilen Değerler 
10906,66 10996,76 11354,86 11176,95 11267,05 11357,15 11447,2
Gerçek Değerler 11032,03 11574,44 9475,09 11509,95 11381,41 10884,43 10572,
 
 
 
 
 
 
 
 i
Bu çalışma regresyon yöntemi ile yapıldığında Tablo.4’teki 
sonuçlar bulunmuştur. Ayrıca Şekil 10 gerçek değerler ile regresyon 
yöntemi ile elde edilen değerler arasındaki durumu göstermekte, Şekil 11 
ise yapay sinir ağları yöntemi ile bulunan tahmini değerler, regresyon 
yöntemi ile elde edilen tahmini değerler ve gerçek değerleri 
göstermektedir.  
 
 
Şekil 10: Regresyon Yöntemi İle Elde Edilen Tahmini Değerler ve 
Gerçek Değerler  
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Regresyon yöntemi ile yapılan tahminlerde tüm değişkenlerin zaman 
değişkeniyle olan ilişkileri doğrusal olarak alınmıştır. Oysa ki Türkiye’de borsa 
gibi iniş ve çıkışların yüksek olduğu alanlarda değişkenler arasında doğrusal bir 
ilişkinin varlığından bahsetmek yanlış olur. Tablo 4’ e bakıldığında regresyon 
yöntemi ile yapılan tahminlerin küçük artışlar gösterdiği görülmekte, Şekil 
10’daki grafikte ise gerçek değerlerin iniş ve çıkış gösterdiği ancak regresyon ile 
elde edilen tahmini değerlerin sürekli artış gösterdiği görülmektedir. Şekil 11’e 
bakıldığında ise bu 2 farklı yöntem ve gerçek değerler arasındaki durum daha net 
olarak gösterilmektedir. Mayıs ayından sonraki dönemde yapay sinir ağlarındaki  
oldukça büyük denilebilecek artışlar, gerçek değerlerde görülmemektedir. Gerçek 
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değerlerdeki artışlar daha yavaş ilerlemektedir. Bunun nedeni de, o dönemde 
Amerika Birleşik Devletleri ve Irak arasındaki savaşın gündemde olması ve buna 
bağlı olarak borsanın daha temkinli hareket etmesinden kaynaklanmaktadır. Bu 
sebeple yapay sinir ağlarının tahmini değerleri daha doğru olarak gösterilebilir. 
Bununla birlikte her iki yöntemin standart hataları karşılaştırıldığında yapay sinir 
ağları yönteminin hatasının oldukça küçük olduğu görülmektedir.      
Yapay Sinir Ağları İle Bulunan  Hata Kareleri Ortalamasının Karekökü 
(RMSE) = 1311,665 
Regresyon Yöntemi İle Bulunan Standart Hata = 2002,5625 
 
 
 
 
Şekil 11: Regresyon Yöntemi İle Elde Edilen Tahmini Değerler, Yapay 
Sinir Ağları Yöntemi İle Elde Edilen Tahmini Değerler ve Gerçek Değerler  
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5. SONUÇ VE ÖNERİLER 
 
Bu çalışmada, yapay sinir ağları ile tahmin yapma olanakları 
araştırılmış ve bu yöntem kullanımı ile İMKB Ulusal 100 endeksi tahmin 
edilmeye çalışılmıştır. 
Yapay sinir ağları karmaşık problemlere, diğer tekniklerden daha 
iyi ve etkin şekilde cevap verir. Bu sebeple hemen hemen tüm alanlarda 
kullanımı giderek yaygınlaşmaktadır. Ancak, yapay sinir ağları 
geleneksel yöntemlerden farklı olarak öğrenme için daha çok veriye 
ihtiyaç duymaktadır. Ayrıca, değişik veri grupları oluşturularak öğrenme 
aşamasının yapılması gerektiğinden, geleneksel yöntemlere göre çok 
fazla zaman alıcı olmaktadır.  
Bu tez çalışmasında aylık veriler kullanılmıştır. Eğer veriler 
günlük olarak temin edilebilseydi ağ daha iyi bir performans 
sergileyebilirdi.  
 Ayrıca, hisse senetlerinin fiyatlarını etkileyen en önemli 
faktörlerden birisi de ülke içinde ve dışında yaşanan siyasi gelişmelerdir. 
Bu siyasi gelişmelerin veri setine dahil edilmesi çok geniş ve ayrı bir 
araştırma konusu olabileceğinden tezimize dahil edilmemiştir. 
Araştırmamızdaki tahmin sonuçlarımız gerçeğe oldukça yakın 
çıkmaktadır.Tablo 4’e bakıldığında gerçek değerler ve tahmini değerlerin 
her ikisinde de mayıs ayına kadar bir yükseliş görülmektedir. Mart ve 
mayıs ayında tahmini ve gerçek değerlerin birbirlerine oldukça yakın 
olduğu Şekil 9’da ki grafikte de gösterilmektedir. Tahmini değerler 
haziran ayından itibaren güzel bir yükseliş gösterirken gerçek değerlerin 
haziran ve temmuz ayında düşüş gösterdiği ancak ağustos ve eylül ayında 
yükselişe geçtiği görülmektedir. Ancak tahmini değerlerin yükselişi  
gerçek değerler karşısında daha hızlı ilerlemektedir. Yani uzun dönemler 
için yapılan tahmin performansı, yakın dönemlere göre düşük olmaktadır. 
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 Tahmin dönemi mayıs ayına kadar alınırsa,  tahmini değerlerin 
gerçek değerlere yakın olduğu görülür. Eğer tahmin sürecini daha da 
uzatırsak gerçek değerlerden uzaklaşıldığı   Şekil 9’daki grafikte açıkça 
gösterilmektedir ve bu da normaldir. Çünkü yapay sinir ağları kısa 
dönemli tahminlerde çok daha iyi sonuçlar vermektedir. 
 Ayrıca gelişmekte olan ülke borsalarının her türlü spekülatif hareketlere 
açık olması, bu borsalarda iniş ve çıkışların çok yüksek olması sonucunu 
doğurmaktadır. Bu da bu tür borsalarda sağlıklı tahmin yapmayı 
güçleştirmektedir.  
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EK-1 
(Uygulama Çalışmasında Dikkate Alınan Değişkenlerin 1990-
2002 Dönemindeki Değerleri)  
 
TARİH 
Ulusal 
100 
Endeksi 
Cumhuriyet 
Altını Fiyatı 
Hazine 
Bonosu   
Faiz 
Oranları
Mevduat 
Faiz 
Oranları 
Amerikan 
Doları 
Kur Fiyatı
Tüketici 
Fiyat 
Endeksi 
(TUFE)
Sanayi 
Üretim 
Endeksi 
Oca.90 36,41 208333 49,41 37,26 2347,3 3,8 68,5 
Şub.90 35,16 212833 49,51 36,25 2408,17 4,4 70 
Mar.90 32,94 211503 49,55 35,96 2480,03 5,2 79,6 
Nis.90 33,08 208666 49,63 35,99 2521,95 6,6 65 
May.90 38,52 206500 49,51 36,02 2590,81 3,1 71,7 
Haz.90 41,33 203500 50,78 36,21 2648,69 1,4 71,5 
Tem.90 53,84 205333 51,82 36,24 2669,65 -0,9 62,5 
Ağu.90 49,39 228250 52,64 36,27 2689,61 2,5 67,9 
Eyl.90 50,85 232750 54,88 36,37 2739,51 8,7 79,5 
Eki.90 45,7 232000 55,91 36,93 2775,44 6,8 84,3 
Kas.90 36,23 230000 58,53 37,77 2811,37 5 82,2 
Ara.90 32,56 236500 64,11 38,69 2927,13 1,7 72,6 
Oca.91 42,13 254750 66,05 40,01 3041,9 4,9 63,6 
Şub.91 51,03 272000 73,24 42,26 3330,33 5,4 72,5 
Mar.91 45,2 281000 76,65 45,97 3715,55 4,4 81,9 
Nis.91 35,54 299333 82,35 48,35 3953,08 6,6 66,5 
May.91 36,26 311500 84,24 51,96 4050,88 3,3 81,3 
Haz.91 35,87 309750 80,26 52,13 4302,38 3 65,1 
Tem.91 30,41 355333 78,95 52,75 4395,19 1,3 74,4 
Ağu.91 33,01 353333 78,85 53,82 4601,78 4 72,8 
Eyl.91 29,38 356000 83,03 57,47 4718,54 6,1 80,9 
Eki.91 27,47 378000 87,05 57,9 4924,13 6,6 85,1 
Kas.91 40,58 390250 87,26 58,14 5029,92 5,2 82,8 
Ara.91 43,69 396750 81,72 58,02 5074,83 4,4 75,9 
Oca.92 49,26 412200 79,39 57,38 5486,01 9,4 76,8 
Şub.92 36,64 440000 75,9 56,87 5849,28 5 76,8 
Mar.92 40,77 463750 75,12 56,91 6241,49 4,9 82,1 
Nis.92 36,86 476000 79,81 58,01 6593,79 3,8 71,7 
May.92 32,97 495600 85,64 58,43 6854,26 0,9 80,6 
 xi
Haz.92 44,07 511666 93,74 58,42 6868,24 0,5 72,3 
Tem.92 42,64 531100 87,55 57,94 7058,85 1,3 78,9 
Ağu.92 41,58 531666 90,83 57,06 7050,87 3,8 74,8 
Eyl.92 39,76 558666 90,8 57,12 7317,34 7,4 85,4 
Eki.92 36,43 566500 92,29 57,07 7838,29 7,6 86,8 
Kas.92 37,86 594000 94,06 57,54 8281,4 4,9 83 
Ara.92 40,04 614600 92,82 57,6 8555,85 2,7 80,9 
Oca.93 43,83 635250 95,54 57,66 8718,53 5,3 79,4 
Şub.93 59,24 659000 85,34 54,95 9134,69 4 80,1 
Mar.93 58,64 683000 83,16 52,74 9451,06 4,8 79,5 
Nis.93 78,08 718000 86,35 52,81 9649,66 4,4 82,4 
May.93 83,76 821250 85,9 52,83 10123,7 4,7 83,2 
Haz.93 107,79 876666 87,14 52,82 10860,2 1,8 78,1 
Tem.93 100,78 996666 87,66 52,82 11445,1 4,9 85,8 
Ağu.93 123,57 1003750 89,04 52,83 11746,5 2,7 77 
Eyl.93 150,8 964500 86,46 52,86 12081,8 5,6 90,4 
Eki.93 145,01 1022000 85,92 52,85 12967 6,9 90,3 
Kas.93 189,77 1126670 87,9 52,9 13723,5 6,4 87,1 
Ara.93 206,83 1197500 89,23 52,88 14458 3,6 92,5 
Oca.94 201,05 1366250 103,49 56,35 17203,5 4,4 86,2 
Şub.94 150,04 1543750 122,07 68,67 18260,4 6 77,2 
Mar.94 140,87 1930000 128,33 71,42 22137,6 5,2 81 
Nis.94 150,97 2476000 125,98 116,14 33408,1 24,7 73,8 
May.94 147,49 2552500 326,96 118,71 31730,4 10 69,6 
Haz.94 197,66 2555000 303,5 114,53 31163,6 0,9 71,5 
Tem.94 217,52 2551000 148,83 64,46 30956 1,7 71,8 
Ağu.94 252,82 2610000 137,01 54,46 32951 2 76,7 
Eyl.94 268,26 2870000 126,39 54,37 34038,8 7,2 83,9 
Eki.94 248,9 2982500 110,26 49,74 35823 9,5 84,6 
Kas.94 281,81 3030000 126,59 59,79 36323 8,1 84,7 
Ara.94 272,57 3064000 137,89 61,79 38418 6,3 81,9 
Oca.95 252,29 3325000 168,07 73,06 40393 7,1 79,3 
Şub.95 291,23 3385000 138,07 71,87 41226 4,9 75,7 
Mar.95 398,37 3514000 119,28 64,64 41864 4,5 79,5 
Nis.95 466,15 3625000 96,82 62,28 42346 5,8 83,8 
May.95 473,71 3652500 110,37 62,83 42526 3,3 79,3 
Haz.95 482,33 3680000 99,59 62,35 43888 2,6 88,7 
Tem.95 519,44 3806250 94,71 58,3 44889 3,1 86 
 xii
Ağu.95 451,4 4082500 91,28 58,7 47747 4,3 87 
Eyl.95 417,08 4100000 116,59 60,8 48664 7,7 88,8 
Eki.95 463,25 4275000 127,63 60,21 50803 6,3 86,5 
Kas.95 391,14 4462500 133,5 73,81 54248 4,7 93,9 
Ara.95 400,25 4990000 182,16 83,66 61054 3,8 94,8 
Oca.96 494,9 5387500 201,25 85,3 62387 8,3 89,1 
Şub.96 605,47 5825000 146,6 83,35 65514 4,5 77,1 
Mar.96 670,45 6140000 126,68 80,53 70523 5,6 89,7 
Nis.96 647,23 6350000 126,64 76,86 74235 6,7 82,8 
May.96 611,5 6610000 114,15 75,76 77770 4,5 91,4 
Haz.96 704,89 6750000 125,87 75,61 81224 2,5 90,5 
Tem.96 633,66 6950000 128,9 75,5 83001 2,1 90,5 
Ağu.96 645,33 7260000 126,71 75,64 85784 4,8 88 
Eyl.96 724,53 7575000 124,77 75,44 90927 6,1 90,6 
Eki.96 820,06 7900000 127,42 75,04 95315 6,5 100 
Kas.96 917,59 8230000 133,13 75,53 101347 5,2 99,3 
Ara.96 975,89 8500000 128,21 76,06 107505 3,4 94,6 
Oca.97 1605 8720000 93,97 73,59 115330 5,9 88,7 
Şub.97 1612 9212500 93,05 71,39 121490 5,7 80,6 
Mar.97 1613 9762500 96,48 70,81 126270 5,4 99 
Nis.97 1427 9950000 96,49 70,95 134630 6,6 88,3 
May.97 1595 10350000 107,25 70,74 139580 4,7 101,1 
Haz.97 1857 10862500 114,33 70,51 146670 2,9 99 
Tem.97 1953 10962500 106,11 70,6 158800 6,3 101,6 
Ağu.97 1980 11690000 119,52 75,64 165660 6,2 101,2 
Eyl.97 2593 12187500 117,07 75,9 172810 7,3 109,9 
Eki.97 2846 12780000 109,82 76,14 180240 8,3 113 
Kas.97 2879 12687500 117,27 78,17 193540 6,6 107,9 
Ara.97 3451 12675000 126,08 78,27 204750 5,1 109,6 
Oca.98 3547,18 13440000 119,99 78,19 214190 7,2 90,6 
Şub.98 3272,21 14812500 126,57 77,83 228460 4,4 93,5 
Mar.98 3259,06 15362500 113,49 77,54 240710 4,3 105,2 
Nis.98 4194,5 16825000 103,95 77,83 248420 4,7 89,7 
May.98 3727,75 16630000 92,58 76,98 255810 3,5 105 
Haz.98 4100 16812500 91,33 72,54 265050 2,4 101 
Tem.98 4322,32 17330000 77,3 65,98 268270 3,4 101,8 
Ağu.98 2635,14 17087500 92,26 70,54 276560 4 100,3 
Eyl.98 2265,94 17487500 137,29 79,66 275890 6,7 108,3 
 xiii
Eki.98 2196,38 18360000 141,34 78,98 284480 6,1 110,5 
Kas.98 2577,54 19250000 145,2 80,25 301210 4,3 105,2 
Ara.98 2597,91 19462500 145,19 78,51 312720 3,3 99,1 
Oca.99 2568,16 20150000 130,21 79,01 329894 4,8 82 
Şub.99 3890,83 21662500 124,8 78,28 350034 3,2 86,9 
Mar.99 4554,07 22750000 103,82 79,01 365579 4,1 92,5 
Nis.99 5354,03 23610000 100,57 77,69 387750 4,9 94,3 
May.99 5069,22 24150000 100,46 77,66 402551 2,9 101 
Haz.99 4950,21 23825000 111,5 77,13 418189 3,3 102,1 
Tem.99 5805,45 24020000 102,88 76,9 425880 3,8 98,2 
Ağu.99 5018,28 24600000 115,17 77,18 443201 4,2 88,2 
Eyl.99 6071,12 25612500 112,09 71,94 459780 6 98,5 
Eki.99 6509,92 31600000 109,21 71,03 477319 6,3 100,7 
Kas.99 8459,48 31800000 94,63 70,45 512738 4,2 103,1 
Ara.99 15208,8 32350000 94,64 72,11 540098 5,9 102,4 
Oca.00 16715 34150000 38,2 41,85 555761 4,9 85 
Şub.00 15946 38125000 42,09 41,54 573036 3,7 93,1 
Mar.00 15920 38200000 39,21 38,47 588318 2,9 93 
Nis.00 19206 38000000 34,36 38,85 606302 2,3 96,4 
May.00 16206 38062500 40,47 38,82 613665 2,2 103,1 
Haz.00 14466 38360000 44,82 43,51 618985 0,7 104,1 
Tem.00 13870 38875000 35,59 36,08 634207 2,2 101,2 
Ağu.00 13132,1 39625000 33,44 30,71 651328 2,2 103,5 
Eyl.00 11350,3 40800000 36,04 42,53 663434 3,1 104,9 
Eki.00 13538,4 40750000 38 41,49 682053 3,1 114,3 
Kas.00 8747,68 40625000 41 48,91 682883 3,7 114,7 
Ara.00 9437,21 40875000 41,01 81,2 671765 2,5 98,2 
Oca.01 10685,1 40000000 64,93 51,54 679162 2,5 91,4 
Şub.01 8791,6 41750000 124,21 344,1 906164 1,8 88,4 
Mar.01 8022,72 54960000 193,71 124,44 1056544 6,1 85,8 
Nis.01 12367,4 68000000 130,42 90,23 1160566 10,3 87 
May.01 10879,8 68000000 82,19 69,91 1156530 5,1 93,4 
Haz.01 11204,2 72900000 88,38 67,06 1267415 3,1 93,5 
Tem.01 9914,61 78875000 95,02 67,32 1319881 2,4 90,1 
Ağu.01 9878,88 85800000 92,63 66,25 1368548 2,9 92,3 
Eyl.01 7625,87 96625000 87,39 65,94 1514658 5,9 95,2 
Eki.01 9848,76 104000000 86,39 64,6 1589727 6,1 98,7 
Kas.01 11633,9 95200000 79,32 60,7 1484545 4,2 98,2 
 xiv
Ara.01 13782,8 91000000 74,08 59,78 1439567 3,2 90,3 
Oca.02 13252,3 86500000 71,39 58,72 1320839 5,3 89,6 
Şub.02 11055,7 89500000 69,92 57,97 1399316 1,8 84,3 
Mar.02 11679,4 89800000 68,42 53,66 1332489 1,2 102,5 
Nis.02 11441,5 91500000 58,67 49,63 1331462 2,1 99,9 
May.02 10413,7 100200000 55,33 48,22 1412893 0,6 103,9 
Haz.02 9379,92 109375000 72,25 48,42 1602733 0,6 100,3 
Tem.02 10236,5 114250000 72,54 48,73 1681867 1,4 101,1 
Ağu.02 9547,3 113600000 64,19 48,73 1625818 2,3 98,8 
Eyl.02 8842,24 113750000 62,24 48,84 1648669 3,5 105,5 
Eki.02 10251,9 114500000 64,4 48,84 1670160 3,3 110,5 
Kas.02 13300,4 114920000 52,92 45,55 1543474 2,9 106,3 
Ara.02 10369,9 124666667 49,75 45,18 1639745 2,6 102,5 
 
