Abstract: Most of the past research on the problem of deadlock avoidance for sequential complex resource allocation systems (RAS) has acknowledged the fact that the maximally permissive deadlock avoidance policy (DAP) possesses super-polynomial complexity for most RAS classes, and it has resorted to solutions that trade off maximal permissiveness for computational tractability. In this work, we seek the effective implementation of the maximally permissive DAP for a broad spectrum of RAS, by distinguishing between the off-line and the on-line computation that is required for the specification of this policy, and developing a representation of the derived result that will require minimal on-line computation. The particular representation that we adopt is that of a compact classifier that will effect the underlying dichotomy of the reachable state space into safe and unsafe subspaces. Through a series of reductions of the posed classification problem, we are also able to attain extensive reductions in the computational complexity of the off-line task of the construction of the sought classifier. A series of computational experiments demonstrate the efficacy of the proposed approach and establish its ability to provide tractable implementations of the maximally permissive DAP for problem instances significantly beyond the capacity of any other approach currently available in the literature.
INTRODUCTION
Deadlock avoidance for sequential resource allocation systems (RAS) is an ubiquitous problem that arises in most technological applications involving the concurrent execution of a set of processes that compete for the staged acquisition and release of some underlying set of system resources. In particular, the applied control logic must avoid the development of circular waiting patterns where a subset of these processes are waiting upon each other for the release of the resources that are needed for their further advancement, a situation characterized as "deadlock" in the relevant terminology. From a methodological standpoint, the problem can be characterized in the classical Ramadge & Wonham Supervisory Control (R&W SC) framework (Ramadge and Wonham (1989) ; Cassandras and Lafortune (2008) ) in a straightforward manner, by (i) expressing the underlying resource allocation dynamics through a Finite State Automaton (FSA) and (ii) requesting the confinement of the RAS behavior to the subspace of this FSA that is defined by its maximal strongly connected component that contains the system state s 0 where the RAS is idle and empty of any jobs. 1 In fact, such a characterization of the problem and its solution establishes also a notion of optimality for the considered problem, since the resulting policy prevents effectively the formation of deadlock while retaining the maximum possible behavioral latitude for the underlying RAS.
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However, the direct implementation of the solution approach outlined in the previous paragraph, is seriously impeded by the fact that it necessitates the "real-time" -or the "on-line" -assessment of the co-accessibility of any given RAS state to the empty state s 0 , a property that is otherwise known as the state "safety", in the relevant terminology; for most RAS classes, the assessment of state safety is an NP-complete problem (see Araki et al. (1977) ; Gold (1978) ; Lawley and Reveliotis (2001) ). Hence, the research community has tried to circumvent the limitations imposed by this negative result by either (a) compromising for sub-optimal -i.e., non-maximally permissive -solutions that are based on polynomially assessed properties of the relevant RAS states, or (b) adopting alternative, more compact representations of the considered RAS dynamics and hoping that the compactness of these alternative representations, combined with further structural properties and insights revealed by them, will also lead, at least in most practical cases, to fairly compact characterizations of the target policy and to more efficient approaches for its derivation. A modeling framework that seems to hold particular promise along this second line of research, and therefore, has been explored more persistently in the past, is that of Petri nets (PN) (Murata (1989) ). In particular, the attribution of the nonliveness of the RAS-modeling PNs to the formation of some structural objects known as "empty -or, more generally, deadly marked -siphons", theoretically enables the determination of the maximally permissive DAP of any given RAS through an incremental computation that identifies the aforementioned problematic siphons in the net behavior and controls them through the net augmentation with an additional set of places, known as "monitor" places. However, this PN-based structural approach to the computation of the maximally permissive DAP is not fully developed yet, and its practical applicability is not fully explored and understood. An alternative prominent approach that has been pursued within the context of the PN modeling framework is that of the "theory of regions" (Badouel and Darondeau (1998) ) and its derivatives. The key idea behind the theory of regions, as implemented in the considered problem context, is to first compute the maximally permissive deadlock avoidance policy (DAP) using the standard R&W SC representations and methods mentioned at the beginning of this document, and subsequently encode this policy to a PN model; this last PN is once again obtained as an augmentation of the PN modeling the original RAS with appropriate "control" or "monitor" places. The reader can find an extensive coverage of all these past developments in Zhou and Fanti (2004) ; Reveliotis (2005 Reveliotis ( , 2007 ; Li et al. (2008) , and the references cited therein.
Motivated by the above remarks, in this work we pursue an alternative approach to the design of the maximally permissive DAP for any given RAS. Our work presents some conceptual similarity to the approach of the theory of regions outlined in the previous paragraph, in that we also organize the overall computation of the optimal DAP into two stages, with the first stage obtaining this policy in the R&W SC framework, and the second stage trying to express the obtained result in a more compact form. However, instead of explicitly relying this compression to concepts and results coming from the PN modeling framework, we perceive the optimal DAP as a "dichotomy" of the RAS state space and we essentially seek a compact "classifier" that will effect this dichotomy. In this way we are able to tap upon concepts, insights and results that are coming directly from the relevant classification theory. Indeed, as it is revealed in the rest of this document, the methods pursued in this work open new ways for thinking about the considered problem that effectively complement all the previously used approaches. This new line of reasoning subsequently results into new fundamental insights and connects the overall analysis to very classical, and yet very powerful, representation frameworks and techniques. From a more practical standpoint, the methodology pursued in this paper has allowed the effective and efficient implementation of the maximally permissive DAP for very large-scale RAS, with sizes and underlying state spaces way beyond of those addressed in the current literature. This capability is effectively established upon the ability of our new methodology (i) to define explicitly the classifier design problem as a minimization problem over a certain parameter space, and (ii) to effect further reductions of this problem that facilitate its computational tractability, even for very large-scale RAS. Furthermore, an additional set of results that have been obtained from this problem definition, concerns the development of heuristics that can effectively balance the structural optimality of the sought classifier and the computational complexity that is involved in its development.
All the above ideas are pursued in this work in the context of a particular RAS class that is known as the "Gadara" RAS . A salient feature of the Gadara RAS, that defines and facilitates all the developments presented in the rest of this document, is that the state dichotomy that is effected by the maximally permissive DAP, can be expressed as a set of linear inequalities . From a more practical standpoint, the Gadara RAS was defined in the context of an ongoing project of ours, that is also called "Gadara", and is performed in collaboration with HP labs. The goal of the Gadara project is to develop a software tool that will automatically take a multi-threaded deadlock-prone program as input and instrument it with appropriate control logic so that the resultant code is deadlock-free. Hence, the entire problem addressed by Gadara reduces to the design and the deployment of a DAP that will manage the allocation of the "locks" shared by the concurrently executing processes (i.e., threads) in the context of the considered program (see Wang et al. (2008b,a) ; Kelly et al. (2009) ). Furthermore, in the Gadara context, the deployed DAP must ensure the safe and live execution of the underlying processes in a way that (a) imposes the minimal necessary restriction in the execution of these processes, and (b) causes the minimum possible computational "overhead" for the underlying operating system. Requirement (a) implies that the maximal permissiveness of the applied control logic is of paramount importance in the considered application context. Requirement (b) introduces the additional notion of "structural minimality" for the derived supervisors that is pursued in this work.
In light of the above positioning of the paper objectives and contributions, the rest of the manuscript is organized as follows: Section 2 introduces the RAS class to be considered in this work, defines formally the corresponding deadlock avoidance problem, and establishes some of its properties that are crucial for the development of the main results of the paper. Section 3 presents the classification problem to be considered in this work, and proceeds to its reduction to an equivalent classification problem with a much smaller input set in terms of the explicitly considered state vectors and their dimensionality. Section 4 formulates the synthesis of a linear classifier for the reduced classification problem as a mixed integer program. Section 5 reports a series of computational experiments that demonstrate the efficacy of the proposed approach and the compact nature of the obtained classifiers. Finally, Section 6 concludes the paper by summarizing its main contributions and suggesting possible extensions of the presented results. Due to the space limitations imposed for this manuscript, most of our technical results are provided without formal proofs. These proofs can be found in Nazeem et al. (2010) , that constitutes a more extensive and more complete development of the relevant results.
THE CONSIDERED RAS CLASS AND THE CORRESPONDING DEADLOCK AVOIDANCE PROBLEM
The considered RAS class We begin the technical discussion of the paper developments, by providing a formal characterization of the RAS class to be considered in this work. As mentioned in the introductory section, this RAS class was motivated by the resource allocation addressed by the Gadara project, and therefore, it will be referred to as the Gadara RAS. From a more technical standpoint, the Gadara RAS is a specialization of the generic RAS structure introduced in Reveliotis (2005) . An instance Φ from this class is defined by a triplet < R , P , A > where: (i) R = {R 1 , . . . , R m } is the set of the system resources, each available with single multiplicity. (ii) P = {J 1 , . . . , J n } is the set of the system process types supported by the considered system configuration. Each process type J j is a composite element itself; in particular, J j = < S j , G j >, where: (a) S j = {Ξ j1 , . . . , Ξ j,l( j) } is the set of processing stages involved in the definition of process type J j , and (b) G j is a connected digraph (V j , E j ) that defines the sequential logic of process type J j , j = 1, . . . , n. More specifically, the node set V j of graph G is in one-to-one correspondence with the processing stage set, S j , and furthermore, there are two subsets V j and V j of V j respectively defining the sets of initiating and terminating processing stages for process type J j . The connectivity of digraph G j is such that every node v ∈ V j is accessible from the node set V j and co-accessible to the node set V j . Finally, any directed path of G j leading from a node of V j to a node of V j constitutes a complete execution sequence -or a "route" -for process type J j . (iii) A :
is the resource allocation function, which associates every processing stage Ξ jk with a resource allocation request A( j, k) ≡ A jk . More specifically, each A jk is an m-dimensional vector, with its i-th component indicating the number of resource units of resource type R i necessary to support the execution of stage Ξ jk . Furthermore, it is assumed that (a) A jk = 0, i.e., every processing stage requires at least one resource unit for its execution, and (b) the resource allocation requests A jk , j = 1, . . . , n, k = 1, . . . , l( j), are "conjunctive", i.e., a processing stage Ξ jk can request an arbitrary nonempty subset of the system resources for its execution. Finally, according to the applied resource allocation protocol, a process instance executing processing stage Ξ jk will be able to advance to a successor processing stage Ξ j,k+1 , only after it is allocated the resource differential (A j,k+1 −A jk ) + ; and it is only upon this advancement that the process will release the resource units |(A j,k+1 − A jk ) − |, that are not needed anymore.
For complexity considerations, we also define the quantity |Φ| ≡ |R | + | S n j=1 S j | as the "size" of RAS Φ. Furthermore, for notational convenience, in the following we shall set ξ ≡ ∑ n j=1 |S j |; i.e., ξ denotes the number of distinct processing stages supported by the considered RAS, across the entire set of its process types. Finally, in some of the subsequent developments, the various processing stages Ξ jk , j = 1, . . . , n, k = 1, . . . , l( j), will be considered in the context of a total ordering imposed on the set S n j=1 S j ; in that case, the processing stages themselves and their corresponding attributes will be indexed by a single index q that runs over the set {1, . . . , ξ} and indicates the position of the processing stage in the considered total order.
Modeling the dynamics of the Gadara RAS as a Finite State Automaton The dynamics of the Gadara RAS Φ =< R , P , A >, introduced in the previous paragraph, can be formally described by a Deterministic Finite State Automaton (DFSA) (Cassandras and Lafortune (2008) 
, that is defined as follows: 2 1. The state set S consists of ξ-dimensional vectors s. The components s[q], q = 1, . . . , ξ, of s are in one-to-one correspondence with the RAS processing stages, and they indicate the number of process instances executing the corresponding stage in the RAS state modeled by s. Hence, S consists of all the vectors s ∈ (Z + 0 ) ξ that further satisfy
where, according to the adopted notation, A(Ξ q )[i] denotes the allocation request for resource R i that is posed by stage Ξ q , and the unit element appearing in the right-hand-side of the equation expresses the unit resource capacities that define the class of Gadara RAS.
2.
The event set E is the union of the disjoint event sets E , E and E , where:
i.e., event e rp represents the loading of a new process instance that starts from stage Ξ p . (ii)Ē = {e rp : ∃ j ∈ 1, . . . , n s.t. Ξ p is a successor of Ξ r in digraph G j }, i.e., e rp represents the advancement of a process instance executing stage Ξ r to a successor stage
i.e, e rp represents the unloading of a finished process instance after executing its last stage Ξ r .
3. The state transition function f : S × E → S is defined by s = f (s, e rp ), where the components s [q] of the resulting state s are given by:
Furthermore, f (s, e rp ) is a partial function defined only if the resulting state s ∈ S.
4. The initial state s 0 is set equal to 0, which corresponds to the situation when the system is empty of any process instances.
5. The set of marked states S M is the singleton {s 0 }, and it expresses the requirement for complete process runs.
Letf denote the natural extension of the state transition function f to S × E * . Then, the behavior of RAS Φ is modeled by the language L(G) generated by DFSA G(Φ), i.e., by all strings σ ∈ E * such thatf (s 0 , σ) is defined. Furthermore, the reachable subspace of G(Φ) is the subset S r of S defined as follows:
We also define the safe subspace of G(Φ), S s , by:
S s contains those states of S that are co-accessible to the marked state s 0 . In the following, we shall denote the complements of S r and S s with respect to S by Sr and Ss, and we shall refer to them as the unreachable and unsafe subspaces. Finally, S xy , x ∈ {r,r}, y ∈ {s,s}, will denote the intersection of the corresponding sets S x and S y .
The target behavior of G(Φ) and the structure of the maximally permissive LES The desired -or "target" -behavior of RAS Φ is expressed by the marked language L m (G), which is defined by means of the marked state s 0 , as follows:
Equation 4, when combined with all the previous definitions, further implies that the set of states that are accessible under L m (G) is exactly equal to S rs . Hence, starting from state s 0 , a maximally permissive deadlock avoidance policy must allow a system-enabled transition to a next state s if and only if (iff ) s belongs to S s . This characterization of the maximally permissive DAP ensures its uniqueness for any given RAS instantiation. It also implies that the policy can be effectively implemented through any mechanism that recognizes and rejects the unsafe states that are accessible through one-step transitions from S rs .
Some monotonicities observed by the state safety and unsafety concepts Next we establish that the subspaces S rs and S rs present some additional structure that will become useful in the design of the target classifier. To facilitate the formal statement and development of the relevant results we need the following definition: Definition 1. Let x, x denote two vectors in the vector space
Furthermore, the fact that x ≤ x (resp. x ≥ x ) and there is at least a pair of components
for which the corresponding inequality is strict, will be denoted by x < x (resp. x > x ).
It should be clear from the discussion provided in the previous paragraphs that the ability of the activated processes in a given RAS state s ∈ S to proceed to completion, depends on the existence of a sequence 
In light of Proposition 1, next we also define the concepts of maximal safe state and minimal unsafe state, that will play an important role in the subsequent developments:
Definition 2. Given a Gadara RAS Φ = (R , P , A),
(1) a reachable safe state s ∈ S rs is maximal iff ¬∃ a reachable safe state s ∈ S rs such that s > s; (2) a reachable unsafe state s ∈ S rs is minimal iff ¬∃ a reachable unsafe state s ∈ S rs such that s < s.
Also, in the sequel, the set of maximal reachable safe states will be denoted byS rs , and the set of minimal reachable unsafe states will be denoted byS rs .
The binary nature of the state space of the Gadara RAS and its implications For any Gadara RAS Φ =< R , P , A >, Equation 1 when combined with the non-zero nature of the resource allocation requests A jk further imply that the RAS state vector s is of a binary nature; i.e., the state space S of the DFSA G(Φ), as well as any other subspace of S, consist of a number of extreme points on the ξ-dimensional hypercube C defined by C ≡ {(x 1 , x 2 , . . . , x ξ ) : 0 ≤ x i ≤ 1, ∀i = 1, . . . , ξ}.
In Nazeem et al. (2010) we show that every extreme point x of C can be separated from the rest by a single linear inequality
where
A further implication of the above result is stated in the following proposition: Proposition 2. Consider two sets X andX that consist of binary vectors from some ξ-dimensional space, and further assume thatX ⊂ X. Then, there exists a system of linear inequalities
. . , ν} that is satisfied by every x ∈X and it is violated by every x ∈ X\X, and therefore, it can function as a linear classifier forX and X\X.
A formal proof of Proposition 2 can be found in Nazeem et al. (2010) . Here we focus on its more practical significance in the context of the presented developments, i.e., the assertion that in the class of Gadara RAS, the safe and the unsafe subspaces will always be separated by a set of linear inequalities. The next two sections formalize the relevant classification structure through the concept of a "linear classifier" and they investigate the problem of the effective construction of such a classifier for any given Gadara RAS.
THE CLASSIFIER DESIGN PROBLEM IN THE CONTEXT OF THE GADARA RAS AND ITS SIMPLIFICATION
The classification problem considered in this work This section considers the problem of synthesizing an effective and compact classifier that will separate the reachable safe subspace S rs from the reachable unsafe subspace S rs , for any given RAS Φ that belongs to the class of Gadara RAS. Proposition 2 of the previous section guarantees the existence of a set of linear inequalities that will perform the requested separation. Our objective is to find the minimum number of linear inequalities that achieves the separation. The next definition provides a formal characterization of the concepts that are necessary for the exact positioning of our problem: Definition 3. Consider two vector sets G and H from an ξ-dimensional vector space V .
(1) We shall say that sets G and H are linearly separated by a set of k linear inequalities {(A(i, .),
(2) A linear classifier -or separator -for vector sets G and H is minimal, iff it uses the minimum possible number of linear inequalities that can separate these two sets.
Hence, the problem addressed in this section can be succinctly stated as follows: Definition 4. -The considered classification problem Given a Gadara RAS Φ, construct a minimal linear separator for the vector sets corresponding to the sub-spaces S rs and S rs , i.e., the reachable safe and the reachable unsafe states of the considered RAS Φ.
A major difficulty for the systematic construction of the aforementioned classifier for any practical instantiation of the Gadara RAS, is the huge cardinality of the sets S rs and S rs . In the following, we show that the properties of the state space, S, of the Gadara RAS established in Section 2, can enable the reduction of the aforestated linear classification problem to another linear classification problem that is defined on a pair of vector sets with a smaller cardinality and dimensionality than their original counterparts. This reduction does not compromise either the effectiveness or the minimality of the derived classifier; the relevant technical developments are detailed in Nazeem et al. (2010) and they are summarized next in a series of "technical results". Technical Result 1. -Thinning the set S rs by focusing on its "boundary" to the reachable and safe subspace As observed in the characterization of the maximally permissive DAP in Section 2, the effective implementation of this policy for any given RAS Φ is equivalent to the recognition and the blockage of transitions from the safe to the unsafe region of the underlying state space S. Therefore, the sought classifier needs to separate effectively only the set of reachable safe states S rs and the subset of the reachable unsafe states S b rs that are reachable from some state s ∈ S rs in a single transition. Technical Result 2. -Thinning the sets S rs and S b rs by respectively focusing on their maximal and minimal elements We remind the reader thatS rs denotes the maximal elements of the set S rs according to the ordering relationship of Definition 1. Also, letS b rs denote the minimal elements of the set S b rs according to the same relationship. Then, any linear separator (A, b) for the setsS rs andS b rs with non-negative coefficients a i j and b i , is also an effective separator for the entire sets S rs and S b rs . Furthermore, the set of minimal linear separators for the classification problem of Definition 4 will always contain a separator (A, b) with non-negative coefficients a i j and b i , 3 and therefore, the restriction of the classification problem of Definition 4 to separators with non-negative coefficients compromises neither the feasibility of the problem nor the optimality of the derived solution. Technical Result 3. -Converting the separation problem of S rs andS b rs to an equivalent separation problem of reduced dimensionality Let V denote the ξ-dimensional vector space supporting the vector setsS rs andS b rs , I denote the set of coordinates of space V , and I 0 denote the set of coordinates that are identically zero in the vectors ofS b rs . Also, let P denote the orthogonal projection that removes from the elements ofS rs andS b rs those coordinates that correspond to the aforementioned set I 0 . Set I P ≡ I\I 0 , and let V P denote the |I P |-dimensional sub-space supporting the projection P. Also, let Γ : N → N be a bijection that maps the elements of the coordinate set I P to the coordinates of subspace V P . Finally, let P(S rs ) and P(S b rs ) denote respectively the images of the setsS rs andS b rs under P. Then, there exists a set of k hyperplanes with nonnegative coefficients, Q, that separates the projected sets P(S rs ) and P(S b rs ) in subspace V P , iff there exists a set of k hyperplanes, H, that separates the setsS rs andS b rs in the original space V . Furthermore, the separator H can be obtained from separator Q as follows:
Technical Results 1-3 imply that one can construct the sought separator H for the state sets S rs and S rs by first extracting the smaller vector sets (in terms of, both, cardinality and dimensionality) P(S rs ) and P(S b rs ), design a linear separator Q with non-negative coefficients for the last two sets, and finally obtain H through Equation 9. In fact, the projected set P(S rs ) can be further "thinned" to set P(S rs ) by recognizing that for the setS rs the aforestated projection P is non-bijective, and therefore, it can create additional dominance among the elements of P(S rs ) according to the ordering relationship of Definition 1; set P(S rs ) is obtained from set P(S rs ) by identifying and removing the dominated elements. The entire workflow described above is depicted in the flowchart of Figure 1 . The detailed algorithms supporting the execution of the various pre-processing stages in this flowchart are straightforward and therefore omitted from this discussion; interested readers can trace them in Nazeem and Reveliotis (2010a) . In the next section we discuss the support of the last stage in the flowchart of Figure 1 , i.e., the construction of the minimal linear separator Q for the vector sets P(S rs ) and P(S b rs ).
SYNTHESIZING CLASSIFIER Q THROUGH MATHEMATICAL PROGRAMMING
The MIP formulation In this section we provide a Mixed Integer Programming (MIP) formulation for the construction of the separator Q, that was specified in Section 3. We remind the reader that the primary inputs to this final stage of the proposed design process, are:
• the elements x i of the projected safe state set P(S rs ), and • the elements y i of the projected unsafe state set P(S b rs ).
In the subsequent discussion, we shall set m s ≡ |P(S rs )|, m u ≡ |P(S b rs )|, and n ≡ |I P |, i.e., n denotes the dimensionality of the subspace V P supporting the vectors x i and y i . Some additional inputs that parameterize this last stage of our design process and provide additional controls to it, are as follows:
• The parameter w which provides an upper bound for the "size" of -i.e., the number of inequalities employed bythe sought separator. Such an upper bound is readily obtained from Proposition 2 of Section 2 and the Technical Results 1-3 of Section 3 as w = m u .
• A strictly positive parameter ε that controls the minimum distance of the points y i from the separating hyperplanes and should be priced sufficiently close to zero. This parameter can be perceived as a "degree of separation" that is enforced between the two sets P(S rs ) and P(S b rs ). In order to guarantee that the employed value of ε is not unnecessarily large to the extent that it compromises the minimality of the derived solution, one should re-solve the proposed formulation for a sequence {ε i } such that ε i → 0 + , and consider the stability of the size of the obtained supervisors.
• A strictly positive parameter M that is useful for the modelling of the separation logic in the proposed MIP formulation and must take sufficiently large values. This is the notorious "big-M" parameter that appears in many MIP formulations. A more detailed discussion on its role in the proposed formulation, as well as on its appropriate pricing, is provided in later parts of this section.
The variables employed by the proposed formulation are as follows:
• z l , l = 1, . . . , w, is a binary variable that is priced to one if the l-th inequality is used for separation and to zero otherwise.
. . , w, are the coefficients to be employed by the l-th separating linear inequality. • δ il , i = 1, . . . , m u , l = 1, . . . , w, is a binary variable that must be priced to one if the state y i and the hyperplane
Finally, the formulation itself takes the following form: ∀l ∈ {1, · · · , w} :
The validity of the above MIP formulation as a construction tool for the sought separator Q can be established as follows: First, the reader should notice that Equation 10 defines the objective of the formulation as the minimization of the number of hyperplanes that will be actively used for the pursued separation. Also, Equations 15 and 16 respectively enforce the binary nature of the variables δ il and z l . On the other hand, the constraints of Equation 14 enforce (i) the non-negativity of the matrix A in the returned solution, and also (ii) the requirement that the coefficients of inactive inequalities should be set to zero. An additional implication of the constraints expressed by the right inequality in Equation 14, is the restriction of all the elements of matrix A to values no greater than one. This effect does not compromise the generality of the obtained solution, since the values of the intercepts b[l], l = 1, . . . , w, are not restricted by this constraint. 4 On the other hand, we shall see in the following discussion that the restriction of the elements of matrix A in the interval [0, 1] enables the effective resolution of some other aspects of the formulation.
The separation logic is primarily expressed by the constraints of Equations 11-13. More specifically, the constraints of Equation 11 force every point corresponding to a safe vector x i , i = 1, . . . , m s , to lie below each separating hyperplane. When combined with the non-negativity of vectors x i and of matrix A, this constraint also enforces the non-negativity of the intercepts b [l] . On the other hand, the constraints of Equations 12 and 13 require that every point corresponding to an unsafe vector y i , i = 1, . . . , m u , lies above of at least one of the separating hyperplanes. To understand the detailed mechanism that enforces this requirement, first notice that for any vector y i and inequality
is satisfied irrespective of the value of the binary variable δ il (provided that M ≥ 0). In the opposite case, the corresponding variable δ il must be set to one, in order to attain the satisfaction of Equation 12 (provided that the non-negative parameter M is sufficiently large). But at the same time, Equation 13 requires that, for every point y i , at least one of the corresponding variables δ il , l = 1, . . . , w, must be equal to zero. Therefore, in any feasible solution of the proposed formulation, every point y i must be above at least one of the hyperplanes
The above discussion also reveals the condition for the proper pricing of the parameter M:
where [ The next theorem provides a formal statement of the validity of the MIP formulation of Equations 10-16 as a classifier design tool for the classification problem considered in this work, and it is an immediate implication of all the above discussion provided in this section and of the developments of Section 3. Theorem 3. The application of the formulation of Equations 10-16 to the sets P(S rs ) and P(S b rs ) corresponding to any given Gadara RAS Φ, returns a minimal linear classifier for these two sets, and through Equation 9, a minimal linear classifier for the original sets S rs and S b rs . Complexity considerations It should be clear from the above discussion that the MIP formulation of Equations 10-16 involves (m u + 1) · w binary variables, (|I P | + 1) · w real variables and w · (m s + m u + |I P |) + m u technological constraints. 5 Hence, the size of this formulation, in terms of the variables and constraints involved, is polynomially related to the size of the classified sets P(S rs ) and P(S b rs ) and the dimensionality of their supporting sub-space V P . In the next section we provide an extensive set of computational results that demonstrate the tractability of the MIP formulation of Equations 10-16 for RAS instantiations from the Gadara RAS class with size comparable to those encountered in many practical applications. These results make us believe that the MIP formulation of Equations 10-16 will be an effective computational tool for the synthesis of minimal linear separators Q for a very broad range of the Gadara RAS instantiations to be encountered in "real-life" applications. Finally, we notice, that the material of Nazeem et al. (2010) also presents a heuristic that can provide an effective trade-off between the structural minimality of the obtained separator, as measured by the number of the involved inequalities, and the computational effort for its development. This heuristic is essentially a greedy approach that constructs the sought separator Q one hyperplane at a time, and it can be shown to return a solution of size no larger than ln |P(S b rs )| times the size of the optimal separator.
COMPUTATIONAL RESULTS
In this section we report the results from a series of computational experiments, in which we applied the DAP design methodology described in the earlier parts of this manuscript upon a number of randomly generated instantiations of Gadara RAS. The particular RAS dynamics adopted in the presented experiments were chosen so that they imitate closely the lock allocation and deallocation in real computer programs. We remind the reader that according to the class definition, all resources in a Gadara RAS possess unit capacity. On the other hand, each of the generated instances was further specified by:
I. The number of resources in the system; the range of this parameter was between 1 and 14.
II. The number of process types in the system; the range of this parameter was between 2 and 14. Furthermore, in the considered experiments all process types were assumed to have a simple linear structure, with the corresponding graphs G j being simple paths (i.e., paths without any loops) for all j.
III. The number of transitions in each process, with each transition corresponding to a single resource acquisition or a single resource release. The range of this parameter was between 2 and 14, but additional logic was applied to ensure a meaningful resource allocation sequence; hence, the eventual number of transitions appearing in every generated process differed by the originally specified number. In particular, upon its initiation, a process was allocated randomly one of the system resources. At every subsequent transition, the process was either releasing one of its allocated resources, or it was acquiring one of the remaining resources. The association of any given transition with a resource release or a resource acquisition was equiprobable, except for the case where the process found itself possessing no resources; in that case the next transition was an acquisition with probability one. Similarly, the selection of the resource to be released by the process during a release transition, or the resource to be added to its current acquisitions during an acquisition transition, was determined equiprobably among the corresponding resource sets. Once the pre-specified number of transitions was determined as described above, the necessary number of release transitions was appended so that the process eventually returned all the acquired resources. Furthermore, in order to remain consistent with the definition of the Garada RAS provided in Section 2, all process stages resulting from the above construction that might correspond to zero resource allocation were identified and pruned from the process-defining sequence.
The employed RAS generator was encoded in Java, and it was compiled and linked by Java 1.6.0. Each generated RAS instance, Φ, was subjected to the DAP design process described in Figure 1 . The detailed algorithms employed for the execution of the various pre-processing steps indicated in Figure 1 , can be found in Nazeem and Reveliotis (2010a) . The construction of the linear classifier itself was performed according to the methodology described in Section 4, where we imposed a hard limit of 30 minutes (or 1800 secs) for the solution of the MIP formulation of Equations 10-16. For instances that were not completely solved within this time budget, the solver terminated prematurely and reported the best feasible solution identified up to that point. All our computational experiments were performed on a 2.66 GHz quad-core Intel Xeon 5430 processor with 6 MB of cache memory and 32 GB RAM; however, each job ran on a single core. The algorithms involved in the preprocessing stages of the proposed methodology were encoded in C++, compiled and linked by the GNU g++ compiler under Unix, while the MIP formulation of Equations 10-16 was solved through ILOG CPLEX 11.1 with ILOG Concert technology using C++. Table 1 reports a representative sample of the results that we obtained in our experiments. This sample has been selected from data resulting by the application of the proposed methodology on more than 500 instances of the Gadara RAS generated according to the logic described in the earlier parts of this section. The reported cases are ordered in decreasing magnitude of the corresponding |S rs |, the number of reachable and safe states (second column in the presented table). The first column in Table 1 reports the dimensionality of the original state space corresponding to each listed configuration. Columns 3 -9 report the cardinalities of the state subsets extracted through the various processing stages depicted in Figure 1 , and also, the dimensionality reduction that was obtained through the projection P, discussed in Section 3. Columns 10, entitled by k MIP , reports the number of linear inequalities in the solution returned by the MIP formulation of Section 4. Furthermore, the qualification [O] and [F] of the values reported in Column 10 indicates whether the obtained solution was optimal or just a feasible one (this would happen if the solution algorithm was terminated prematurely, upon the exhaustion of the 30 minute budget). Finally, Columns 11 and 12, respectively entitled by t thinning and t MIP , report the amount of computing time (in seconds) that was required to (i) execute the pre-processing steps indicated in Figure 1 , and (ii) solve the MIP formulation of Section 4. It should be clear from the perusal of the data provided in Table 1 that (i) the set-"thinning" process of Figure 1 results to very significant (in fact, dramatic) reductions of the data that must be explicitly considered by the MIP formulation of Section 4, and (ii) these reductions subsequently enable the solution of this MIP formulation for very large configurations from the considered RAS class. In fact, as we commented in the introductory section, to the best of our knowledge, this is the first line of work that has been able to effectively develop practical, compact implementations of the maximally permissive DAP for RAS of the scale reported in Table 1 .
CONCLUSIONS
This work has developed a novel methodology for the effective deployment of the maximally permissive DAP in the context of the complex resource allocation that takes place in many contemporary applications. Our results are enabled by (i) a careful distinction between the off-line and the on-line parts of the computation that is required for the effective characterization and deployment of the target policy, and (ii) the treatment of the on-line implementation of the target policy as a classifier that effects the separation of the underlying RAS state space to its safe and unsafe regions. Extensive numerical experimentation reported in the last part of the manuscript confirmed the tractability of the approach and its ability to provide compact implementations of the maximally permissive DAP for RAS with a very large size and very large state spaces.
Future work will seek the extension and the detailed implementation of the basic approach outlined in the previous paragraph, to RAS classes beyond that of the Gadara RAS, that was the primary focus of this work. Some initial results in this direction can be found in Nazeem and Reveliotis (2010b) . 
