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1. INTRODUCTION 
In this note we are concerned with the problems of approximating a locally unique zero x* of the 
equation 
F(x)  + G(x) -- 0, (1) 
in a Banach space Ex, where F ,G are nonlinear operators defined on U(xo, R) = {x E Et I 
IIx - x01[ ~ R} _C E1 with values in a Banach space E2. 
Yamamoto in [1] provided a comparison list for almost all known results until approximately 
1986 for a posteriori error bounds for Newton's method. We note that this list will be incomplete 
today. See [2-5] for example and the references there after 1986. Since then, he attempted 
(sometimes with Chen) to extend some of the results (but not all) obtained in [1] to be valid for 
Newton-like methods, by applying the same unifying principle. However, Yamamoto or others 
have not found results of the type we present here for Newton-like methods (see in particular 
Remark 1 that follows). We note that they have for Newton's method only [1]. 
Chen and Yamamoto in [6] established a convergence theorem for the Newton-like iteration 
xn+l = xn - A (xn) - l (F (xn)  + G(x~)), for n _> 0. (2) 
Here A(xn) denotes a linear operator which is a conscious approximation of the Frechet derivate 
F'(xn) of F evaluated at x = Xn for n > 0. They also provided error bounds for the same 
iteration. 
Here we show how to improve their error bounds. 
2. CONVERGENCE ANALYSIS 
The following conditions were considered in [6] for n = 0. 
We assume that A(xn) -x exists and for all xn, x, y E U(xo, r) C_ U(xo, R), t E [0, 1] 
I IA(xn)- l (A(x) - A(xn))ll <_ vn(r) + bn, 
nA(xn) - l (F ' (x+t (y -x ) ) -A (x ) ) l l  <_w,~(r+tny-x [ I ) -vn( r )+cn ,  and 
I IA(xn)-I(G(x) - G(Y))II -< en(r)[Ix - YlI, 
(3) 
(4) 
(5) 
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zn = zn(r) = 1 - vn(r) - bn, 
hn,i = ¢pn,i(r) + Cn,i(r), 
the equations 
where wn(r + t) - vn(r), t > 0 and en(r) are nondecreasing nonnegative functions with wn(O) = 
vn(O) = en(O) = 0 for all n _> 0, vn(r) are differentiable, v~n(r) > 0 for all r E [0,R], and the 
constants bn,cn satisfy bn >_ O, cn >_ O, and bn+cn < 1 for all n _> 0. It is convenient to introduce 
for all n, i > 0 
an = I IA(zn)- I (F(xn)  + G(x , . , ) ) l l ,  ~n, i ( r )  = ai  - r + c~,i wn(t) dt, 
Cn(r) = ~, i  en(t) dt, ~ , i  = Zn(n) -1, 
rn  = Ilxn - xo lh  an = I lxn+l  - xnl l ,  
(/0 ) r = an + CO,n (wo(rn + t) + en(rn + t)) dt + (bn + Cn - 1)r , 
(i ) r = an + an,n (wn(rn + t) + en(rn + t)) dt + (bn + Cn -- 1)r , 
(/: ) an = r + Co,n  (wo(rn + t) + en(rn + t)) dt + (bn + an - 1)r , 
(i ) an = r + Cn,n (Wn(r + t) + en(rn + t)) dt + (bn + Cn - 1)r , 
s o and the scalar iterations { k,n}, {Sk,n} (for each fixed n > 0), given by 
h0,n(s°,~ + r~) 
(o) 
(7) 
(8) 
(9) 
0 s o =s  o for k>0,  (10) 
SO,n = Sn,n = O, k+l , .  k,n + Co,.Zo(SO,n + rn ) '  
hn,n(Sk,n +rn) for k > n. (11) 
Sk+X,n = Sk,n + Cn,nZn,n(S~,n + rn ) '  
Then, as in [6, Theorems 1 and 2] and the remark in [5, p. 993] we can show the following 
theorem. 
THEOREM. Let F, G : U(xo, R) C_ E1 --* E2 be nonlinear operators. Assume: 
(i) the function ho,o(r) has a unique zero s~ in the interval [0, R] and ho,o(R) <_ O; 
(ii) the following estimates are true: 
hn,n(r + tn) ho,n(r + rn) 
Cn,nZn,n(r+rn) <- CO,nZn(r+rn)' fo ra l l rE  [O,R-rn] andforeachfixedn>_O. (12) 
Then we have the following. 
(a) The scalar iterations o {Sk+l,n} and {Sk+l,n} for k >_ O, given by (10) and (11) are mono- 
tonically increasing and converge to s~ and s~* for each fixed n >_ O, which are the unique 
solutions of equations (6) and (7) in [0, R - sn], respectively with s~* <_ s~ for all n >_ O. 
(b) The Newton-like iteration { Xn } n >_ O, generated by (2) is well defined, remains in U ( xo, s * ) 
for ali n >_ 0 and converges to a solution x* of the equation F(x) + C(x) = O, which is 
unique in U(xo, R). 
(c) The following estimates are true for all n >_ O: 
I lXn+l Xnl[ ~ Sn+l ,n+X Sn,n < o 0 (13) - -  - -  S n + l , n + l  - -  8n,n, 
• , < .  o _<.  o (14) IIx* - ~,,11 -< s,~ - s , , ,n  Sn --  Sn ,n  SO --  Sn,o,  
I1~* - x,,ll _> I i ,  (15) 
Ilx* - xn[l >_ I**, and (16) 
I~* _< l~., (17) 
where I~, and I** are the solutions of the equation (8) and (9), respectively. 
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REMARK 1. We observe that  our iteration (10) is really iteration (7) in [3]. Hence, the esti- 
mates (13) and (14) improve the corresponding ones in [6, p. 40,45]. Est imates of the form (15), 
(16), and (17) were not given in [3], but they were given in [5, p. 989; 4, p. 673; 7, p. 134] (for 
G = 0), when A(x)  = F~(x) and under special cases of the conditions (3)-(5). 
REMARK 2. The direction of the inequality (17) can be reversed if inequalities (12) are reversed. 
REMARK 3. Note, that  the above results remain true if conditions (3)-(5) are satisfied for every 
r e [0, R - r=] C_ [0, R]. 
REMARK 4. If  conditions (3)-(5) are satisfied only for n = 0, then we can choose vn(r)  = 
Cn,ovo(r), wn( r )  = em,owo(r), en(r)  = Cn,oeo(r), bn = cn,0bo, and c~ = Cn,0C0 for all n > 1. Then 
conditions (3)-(5) will be satisfied. Otherwise, if the same conditions are satisfied only for a fixed 
m > 0, then the first m terms of (2) can be dropped. Conditions (3)-(5) will then be satisfied 
with the above choices of function and parameters.  Moreover, we can then set m = 0. 
REMARK 5. Similar results can easily follow if we consider a more general Newton-l ike iteration 
of the form Yn+l = Yn - A (yn) - I (F (yn)  + G(yn)) ,  for all Yo E U(z,  R)  and n _> 0 (see, also [6, 
p. 39]). 
REMARK 6. The conditions (3)-(5) and (12) are not difficult to realize. For simplicity let 
I lA (x~) - l (F (x )  - F(y))I I  b~ = sup ~,  7= = sup ~n, 
C~n = HX --  YI] ' z ,yeU(xo ,R)  z ,yEU(xo ,R - r~)  
v=(~) = e .  = 
eo(r) =60,  
vo( r )=c0 ,  
w0( r )=n0,  
sup  
eo(r + rn) = 6o,,~, 
v0(r + rn) = s0,n, 
wo(r  + rn) = no,n, 
(HA(zn) - I (A (z )  - A(Zn))H - bn), 
x ,yEU(xo ,R)  
Vn(r -4- rn) = On,n = sup ( l lA (xn) -~(A(x )  - A(xn))ll - bn), 
x ,yEU(xo ,R - r ,~)  
An = w~(r)  = sup ( [ IA (xn) - l (F ' (x  + t(y - x))  - A(x)H + v~(r)  - On), 
z ,yEU(xo ,R)  
.x . , .  = w~(r  + c~) = 
and 
sup (IIA(x.)-X(F'(x + t(y  - x) )  - A(x)[[ + v~(r)  - c~), 
x ,yEU(xo ,R - r ,~)  
for all n > 0. It  can now easily be seen that  with the above choices many natural  sufficient 
conditions can be given, so that  inequalities (12) are satisfied for all n >_ 0. (See, also [7]). One 
can refer to [8] for some applications of these ideas to the solution of integral equations. 
^1 - -  / h /81 REMARK 7. We can define the sequence {s~}, n > 0 by s01 = 0, s~+ 1 = ~= -r t , ,=t ~ + r~))/c~,~ 
for all n > 0. 
Then, under the hypotheses of the theorem, we can easily show that  
I Ix.+1 x=ll < 1 x < - ~+1,~+1-s~,=,  _ 8n+l  _ 8n 8n+1,n+1 _ 8n ,n  < 80 0 
Ilx* x~l l<t"  1< . .  < • 0 <s~ 0 
_ - -  _ _ - -  _ 8n,O, - -  8 n 8n --  8n,  n 8n 8n ,n  -- 
and 
1 for all n _> 0, where t* = lim~-~oo s~. 
As in Remark  1, we note the above two error est imates improve further the corresponding 
results in [6, p. 40,45]. 
Relevant work on the subject but following a completely different approach can be found in [3] 
and the references there. 
I00 I.K. AROYROS 
REFERENCES 
1. T. Yamamoto, A method for finding sharp error bounds for Newton's method under the Kantorovich 
assumptions, Numer. Math. 49, 203-220 (1986). 
2. I.K. Argyros, On the solution of equations with nondifferentiable operators and the Ptak error estimates, 
BIT  30, 752-754 (1990). 
3. I.K. Argyros, A unified approach for constructing fast two-step Newton-like methods, Monatshefte fflr 
Mathematik 119, 1-22 (1995). 
4. D.F. Nguen and P.P. Zabrejko, The majorant method in the theory of Newton-Kantorovich approximations 
and the Ptak error estimates, Numer. Funct. Anal. and Optimiz. 9 (5/6), 671-684 (1987). 
5. T. Yamarnoto, A note on a posteriori error bound of Zabrejko and Nguen for Zincenko's iteration, Numer. 
Funct. Anal. and Opt/m/z. 9 (9/10), 987-994 (1987). 
6. X. Chen and T. Yamamoto, Convergence domains of certain iterative methods for solving nonlinear equa- 
tions, Numer. Funct. Anal. and Optimiz. 10 (1/2), 37-48 (1989). 
7. F.A. Potra, On the a posteriori error estimates for Newton's method, Beitrage zur Numerischen Mathematik 
12, 125-138 (1984). 
8. J. Appel, E. Pascale and P.P. Zabrejko, On the application of the Newton-Kantorovich method to nonlinear 
equations of Uryson type, Numer. Fanct. Anal. and Optimiz. 12 (3/4), 271-283 (1991). 
