Supplementary Methods

Sample preparation
FiP35 was expressed and purified as described previously, 1 although with a slightly different plasmid construction. Briefly, a construct encoding a fusion protein consisting of Glutathione-Stransferase (GST), a thrombin cleavage site, and FiP35 was cloned into pDream (GenScript). The fusion protein was expressed in BL21(DE3)-RIPL (Agilent) E. coli and captured and purified from the cell extract on an immobilized glutathione resin according to manufacturer's guidelines (GenScript). The protein was eluted by 10 mM glutathione in 50 mM Tris-HCl pH 8.0 and subsequently dialyzed against 10 mM sodium phosphate buffer.
FiP35 was cleaved from the purification tag by overnight incubation with biotinylated thrombin (EMD Millipore). Thrombin was removed by incubation with streptavidin-agarose resin (EMD Millipore) according to manufacturer's protocol. FiP35 was purified from cleaved GST via an ultrafiltration cell with 10 kDa cutoff membrane (Millipore). The purified FiP35 was lyophilized and resuspended to a final concentration of 200-400 µM FiP35 with 100 mM sodium phosphate buffer, pH 7.0.
Pressure thermodynamics
The thermodynamics of FiP35 unfolding under pressure were measured via fluorimeter (Cary Eclipse, Varian) in a pressure cell (ISS) as described previously. 2 The sample was placed in a quartz cuvette with a flexible cap to enable pressure transduction and inserted into the pressure cell. With a hydrostatic pressure generator (High Pressure Equipment Company), the cell was filled with spectroscopic grade ethanol (95.0 %, Acros organics) and pressurized up to 250 MPa with 4 minutes equilibration every 10 MPa increase or decrease. A custom built stage was used to mount the pressure cell into the fluorimeter.
Solutions of 50 or 100 µM FiP35 in 100 mM sodium phosphate buffer pH 7.0 and various concentrations of guanadinium hydrochloride (GuHCl) (Sigma) were assayed at room temperature. FiP35's single tryptophan was excited at 280 nm and emission was collected from 290 nm to 500 nm at each pressure. All thermodynamic traces showed complete reversibility (SI Figure 1) . Additionally, FiP35 showed complete reversibilityup to 165 MPa (the maximum pressure in kinetics experiments) at 300 µM in 3M GuHCl, indicating that aggregation also does not occur with the higher concentrations used in kinetics experiments (SI Figure 2a) .
Pressure denaturation traces at varying concentrations of GuHCl were analyzed using singular value decomposition (SVD). Because intensity is arbitrary across different pressure titrations, the 2 nd SVD vector (SVD2), which contains contributions from intensity and spectral shape change, was normalized by the 1 st SVD vector (SVD1), which contains only intensity contributions. Plotting SVD2/SVD1 allows all of the pressure titrations to be analyzed together.
The unfolding traces were fit globally to a two-state unfolding model:
where S u (P) and S f (P) are the linear folded and unfolded baselines, and the free energy of folding is given by:
Here, ΔV U ! F is the volume change of folding, P is pressure, P m is the midpoint of the denaturation transition at 0 M GuHCl, g m is a constant that describes the linear dependence of the free energy on GuHCl concentration, and M is the concentration of GuHCl.
Temperature thermodynamics
The thermodynamics of FiP35 unfolding under temperature were measured with a fluorimeter (Cary Eclipse, Varian) in an Agilent temperature controller. Tryptophan was excited at 280 nm and emission collected from 290 nm to 500 nm. Solutions of 10 µM FiP35 in 100 mM sodium phosphate buffer pH 7 and various concentrations of GuHCl were assayed and spectra were analyzed by SVD as described in the previous section. FiP35 has been shown previously to be reversible up to 90 °C at concentrations of up to 50 µM 1 . To verify that no aggregation occurs over the conditions assayed in kinetics, 300 µM FiP35 in 3M or 5M GuHCl was melted from 18-23 °C where it showed complete reversibility (SI figure 2b) .
The temperature-probed unfolding traces were fit globally to a two-state model analogously to the pressure-probed thermodynamics:
where S u (T) and S f (T) are the linear folded and unfolded baselines, and the free energy of folding is given by:
where g 1 is a constant describing the linear temperature dependence of the free energy, T is the temperature, T m is the unfolding midpoint at 0 M GuHCl, g m is a constant describing the linear dependence of the free energy on GuHCl concentration, and M is the GuHCl concentration.
Thermodynamic fit parameters are summarized in SI table 1. Due to FiP35's deviations from two-state behavior, fitted melting temperatures vary depending on how the fluorimeter data is analyzed. In this case, SVD2/SVD1 plotted versus temperature gives a melting temperature close to 90 °C. When the same data is expressed as an integrated fluorescent intensity versus temperature, as has been reported previously in the literature, the fitted melting temperature is 75 °C, consistent with previous measurements 1, 3 .
Pressure-jump kinetics
Pressure jump kinetics were measured as described previously 2,4 with a home-built fast pressure drop apparatus capable of pressure drops up to 250 MPa and kinetics resolution up to a microsecond. A solution of 300 µM FiP35 in 100 mM phosphate buffer pH 7.0 and various concentrations of GuHCl was placed into a hemispheric sample cavity machined on the face of a sapphire cube (Esco Products). Hydrostatic pressure was applied by a pressure generator (High
Pressure Equipment Company) through a pressure fitting to pressurize the sample, isolated from the pressurization fluid by a piece of mylar coated aluminum foil. A capacitor bank discharge delivered by a sharpened copper electrode burst a 0.007 inch thick stainless steel membrane, weakened by the applied pressure, dropping the sample from 165 MPa to atmospheric pressure in about a microsecond. Tryptophan fluorescence lifetime decays were probed every 12.5 ns before, during, and after the jump by a mode-locked Ti:Sapphire laser (KMLabs) that was frequency-tripled to 280 nm with a commercial tripler (CSK Optronics). Tryptophan fluorescence was passed through a B370 band-pass filter, collected via a PMT (R7400U-03, Hamamatsu), and digitized by an oscilloscope (DPO7254) at a sampling period of 100 ps per point for 5 ms total data collection time. Two to three jumps were collected for each GuHCl concentration and, to improve signal to noise, 50 decays were binned in each jump before analysis.
Temperature-jump kinetics
Temperature jumps from 18°C to 23°C were carried out by a Surelite Q-switched Nd:YAG laser (Continuum) Raman-shifted to 1.9 µm and sent through a 50/50 beam splitter such that the sample is heated from two sides. The starting temperature was held constant by a temperature controller (Lake Shore 330, Lake Shore Cryotronics) and the size of the jump was measured by comparing the tryptophan decay at the end of the jump to tryptophan decays measured at equilibrium at various temperatures. 300 µM FiP35 in 100 mM sodium phosphate buffer pH 7.0 and varying concentrations of GuHCl samples or 200 µM tryptophan for jump calibration were held in fused silica cuvettes for the experiments. Tryptophan fluorescence was excited and collected as described in the previous section. 50 decays were binned in each jump before analysis, as in pressure-jump experiments.
Kinetic data analysis
The change in tryptophan lifetime reflects changes in the probed tryptophan's surrounding environment as the protein unfolds and is a more reliable observable than overall fluorescence intensity as it is immune to slight fluctuations in laser intensity. Chi analysis 5 is applied to quantify the change in lifetime over the course of the jump. The lifetime as a function of time, S(t), is decomposed into a linear combination of the lifetime before the jump, f 1, and the lifetime at the end of the jump, f 2 , such that: χ(t) is defined as the normalized c 1 (t):
c(t) thus ranges from 1 at the beginning of the jump to 0 at the end of the jump.
In T-jump experiments, a slow linear baseline due to photo-bleaching was fit and subtracted off. For P-jump experiments, portions of the kinetic traces with large amplitude random noise were removed and excluded entirely from analysis (see SI Figure 4 ). For both P-jump and Tjump experiments, the kinetic signal expressed as χ(t) was fit to a double-exponential :
For P-jump experiments, all replicates (2-3 jumps per GuHCl concentration) were fit to a doubleexponential individually and the fitted parameters averaged together to get single values for A 1 ,
τ 1 , and τ 2 for each GuHCl concentration. For T-jump experiments, two traces were binned together before each averaged pair was individually fit to double-exponentials.
Viscosity correction
The folding prefactor in the Arrhenius equation depends inversely on solvent viscosity and, consequently, the observed folding rate also shows viscosity dependence. High concentrations of GuHCl impart higher solvent viscosity, so observed folding rates from both pressure-and temperature-jump experiments were viscosity-corrected. Relative viscosities of GuHCl solutions to water, 6 ν r , were used to correct for the folding rate decrease: 7 In the main body figure 2a, the chevron plot does not have viscosity corrected rates in order to follow convention.
Chevron plots
Thermodynamic parameters from the global fits were used to calculate the free energy at the final equilibrium state after both temperature jumps and pressure jumps: 23°C, 0.1 MPa, and various GuHCl concentrations. The temperature-jump final state was chosen to match the final thermodynamic state after pressure jump. With the fitted observed folding rate, k obs , from kinetics experiments, the approximate folding and unfolding rates (approximate because FiP35 is not a two-state folder) were calculated for each GuHCl concentration:
where K eq is given as:
The thermodynamic parameters from the pressure-probed unfolding were used to calculate folding and unfolding rates for pressure jumps and those from the temperature-probed unfolding were used for temperature-jump calculations. However, at the equilibrium conditions (room temperature and atmospheric pressure), the folding free energies from the temperature and pressure probed thermodynamics were very close: -17 kJ/mol (temperature) vs. -16 kJ/mol (pressure).
Molecular Dynamics Simulations
Molecular dynamics simulations were performed in explicit solvent using the TIP3P water model 8 and the CHARMM22* force field for protein. 9 The CHARMM22* force field is a modified version of the widely used CHARMM22 force field with CMAP corrections. [10] [11] [12] It has been employed successfully to simulate folding of a wide range of fast folding proteins with both α-helical and β-sheet native topology. 13 The structure of the WW domain (FiP35 mutant, residues 4 to 38) from the protein data bank (PDB code 2F21) 14 was placed in a cubic box of 10,232 water molecules and neutralized with 6 sodium ions and 9 chloride ions employing VMD. 15 The simulated systems, including protein, water molecules, and ions, measured 68
in each dimension at T = 325 K and P = 0.1 MPa and contained 31,273 atoms. All simulations were carried out with periodic boundary conditions in a constant particle number, temperature, and pressure ensemble (NPT). Starting from the native state of the protein, two types of simulations were performed: pressure jump and temperature jump. In both cases, the simulations started with 100 ns equilibrium simulation of the native state and ended with multi-microseconds refolding simulation, both at T = 325 K and P = 0.1 MPa. The temperature for ambient conditions, 325 K, was chosen because it is well below FiP35's melting temperature and directly comparable to previous P-jump simulations. 2, 16 The difference between the simulation types lies in the denaturing procedure which followed the 100-ns equilibrium simulation. In a pressurejump simulation, pressure was increased from 0.1 MPa to 900 MPa in 0.3 µs at a rate of 0.9 MPa/300 ps, followed by a 1-µs high-pressure equilibrium simulation (P = 900 MPa) and a pressure-drop simulation in which pressure was jumped downward from 900 MPa to 0.1 MPa in 0.3 µs at a rate of -0.9 MPa/300 ps. The temperature was maintained at T = 325 K through the pressure-jump simulation. In a temperature-jump simulation, the pressure was maintained at P = 0.1 MPa throughout the simulation and the system was heated up to 400 K for 1 µs between the initial 100-ns equilibrium simulation and the final refolding simulation, both at T = 325 K. To generate multiple refolding trajectories, the pressure or temperature unfolded state was equilibrated for an additional 200 ns respectively, during which the structures were taken at t = 0 ns, 100 ns, and 200 ns to continues the P-jump and T-jump simulations at ambient conditions.
Molecular dynamics simulations using NAMD
The simulation algorithm and features of the NAMD program are described previously. 17 The systems to be simulated were first subjected to 3000 steps of conjugate gradient minimization and equilibrated for 300 ps with harmonic restraints applied to all the heavy atoms of the protein. The simulation was then continued for 3 ns without restraints at a constant pressure of 0.1 MPa using Nosé -Hoover Langevin piston barostat and at a constant temperature of 325 K with Langevin damping constant of 5.0 ps -1 . In the subsequent simulations, constant temperature was maintained using Langevin dynamics with a damping constant of 1.0 ps -1 and multiple time stepping employed with an integration time step of 2.0 fs, short-range forces being evaluated every time step and long-range electrostatics evaluated every three time steps. All bonds involving hydrogen in the protein were constrained using RATTLE, 18 while the geometries of water molecules were maintained using SETTLE. 19 Cutoff for short-range nonbonded interactions was 8.0 Å with shifting beginning at 7.0 Å; long-range electrostatics was calculated using the particle-mesh Ewald method. 20 The cutoff was chosen to accelerate the simulation on general purpose supercomputers while maintaining a sufficient level of accuracy. Indeed, it is accurate enough to fold two fast folding proteins: villin headpiece 21 and lambda repressor. 22 
Molecular dynamics simulations on Anton
The refolding simulations were carried out on the Anton platform. 23, 24 Multiple time stepping was employed, with an integration time step of 2.0 fs. The Multigrator integration procedure was employed. 25 Short-range forces were evaluated every time step and long-range electrostatics every three time steps. Cutoff for the short-range nonbonded interactions was 14.18 Å, as recommended by the developers of the Anton machine at DE Shaw Research. Long-range electrostatics were calculated using the k-Gaussian Split Ewald method 26 with a 32 × 32 × 32
S6
grid to better suit the Anton machine. All bonds involving hydrogen atoms were constrained using SHAKE.
27
Bayesian rate analysis Using a Bayesian analysis approach, 28 the rate of formation for the loop 1 and loop 2 intermediate and the folding rate from each of the intermediates were estimated from the P-jump MD simulations. Briefly, Bayes rule states that the probability of a model corresponding to a given data set, or the posterior probability density, can be derived from the probability of the model to generate the given data. The posterior probability density depends on the prior probability density or the state of knowledge about the model given previous data. Taking a uniform distribution as the prior probability density (or assuming no prior knowledge of the model) and specifically treating a two-state transition model, the probability that the two state kinetic model with rate k corresponds to the molecular dynamics data set is given by:
where θ is the total simulation time, n is the number of simulations where a folding transition occurred, and k is the rate. The total simulation time is calculated by summing the time to the folding transition in each simulation. For simulations where no transition occurred, the folding time is the length of the simulation. The expectation value and variance of the distribution are:
The total folding times, values of n, and calculated rates and variance are summarized in SI table 4. To calculate the overall folding time for the pressure and temperature jump simulations, FiP35's folding to the native state is approximated as a two-state transition. For the pressure jump simulations, the forward folding rates to the two intermediates and from the intermediates to the native state were calculated by approximating each of the intermediate 
Kinetic modeling
To assess whether the rates and models observed in the pressure-jump simulations were consistent with experimental data, we performed kinetic simulations. Several kinetic models were solved populated with transition rates from the MD simulations (calculated as described in the previous section) by numerically solving the differential rate equations. The time depended of the concentration of each species was simulated for 100 µs with a time resolution of 0.01 µs.
Various signal functions were also tested. Because the tryptophan residue of FiP35 is located between strand 1 and strand 2, it is reasonable to assume that all measureable signal in our experiment arises from the formation of the loop 1 intermediate or the native state. Thus, signal functions of the following form were evaluated: 
To test model and signal function combinations, each signal function was compared to experimentally generated data. To account for the disparity between simulated folding rates and experimental folding rates, the simulated data was scaled. To determine the scaling factor, the previously determined in silico folding rate of FiP35 on the Anton computer 29 was compared to the experimentally determined FiP35 folding rate at the same temperature. 1 As our simulations were performed with the same force field on the same super-computer as the previous in silico studies, this calculation should provide a robust link between simulation and experimental timescales. In previous simulations, 29 FiP35 gave a folding time of 10 µs at the in silico melting temperature. At the experimentally determined melting temperature, ~44 K below the in silico melting temperature, FiP35 folds in 27 µs. 1 This gives a scaling factor of 2.7, in relatively close agreement with the 2.1 scaling factor necessary to account for the lessened viscosity of the TIP3 water model. 30 Since the P-jump experiment is carried under conditions strongly favoring the native state, our kinetic simulation assumes reverse rates are negligible. To account for the decrease in rate due to perturbation of the energy landscape by GuHCl as well as the change in solution viscosity at high concentrations of GuHCl, the simulation was further scaled for comparison to experiment. In this case, the scaling factor was obtained by taking the ratio of the rate from the 0 M GuHCl pressure jump experiment and the viscosity uncorrected rate from the 5 M GuHCl jumps. This yielded a scaling factor of 38.7.
To assess each model and the various signal functions for each model, each simulated kinetic trace was fit to a double exponential. The fitted fast phase amplitude, fast phase rate, and slow phase rate were compared to those obtained from experiment via a scoring function:
The lowest scoring signal functions were used to report each model's closeness to experiment. SI Figure 11 summarizes all of the tested kinetic models. Each model and the details of its simulation are summarized below. I: Heterogeneous transition state model Phi-value analysis has shown that WW-domains can fold through two transition states with either loop 1 or loop 2 formed. 31 In this kinetic model, FiP35 would fold through either of these two transition states through parallel paths (SI Figure 11) . Our molecular dynamics simulations imply that this model is unlikely because, particularly in the case of the loop 2 formed structure, we observe persistence of the partially folded structures in MD simulations.
Because this model has no intermediates, the change in concentration of the native state was used as the signal function:
As expected, the model did not closely match experiment giving a score of 29. The fitted values for the simulated data are summarized in SI Figure 11) . As in the two transition-state model, the signal function was given by the change in concentration of the native state. Because of the similarity of the signal functions, this gives very similar results to the two transition state model. The double exponential kinetics yielded by the simulation were a poor fit to the experimental data giving a score of 29. The fitted values for the simulated data are summarized in SI Figure 11) . In this case, the signal function was given as a linear combination of the concentration of the native state and the loop 1 intermediate:
The scores for each tested signal function are shown graphically in SI Figure 12 The minimum score occurred for a signal function with c IL1 =0.94 giving a score of 0.14. The fitted parameters for the kinetics were thus a close match for the experimental kinetics and are shown in SI table 5.
While this model provides an excellent fit to experimentally observed kinetics, it deviates substantially from the observed mechanism in MD simulations. In the simulations, one trajectory shows a stable loop 
Sequence comparison between hairpin 1 and hairpin 2
In peptides structured similarly to FiP35, the degree of partitioning between a loop 1-first and loop 2-first folding mechanism was correlated to the degree of sequence similarity between the two hairpins: the more similar the sequence, the more evenly partitioned the folding was between the two pathways. 32 We calculated the sequence similarity between hairpin 1 and hairpin 2 for FiP35. Hairpin 1 is defined as residues 11-26 and hairpin 2 as residues 22-33. Because strand 2 is shared between hairpin 1 and hairpin 2, we used hydrogen bonding patterns to determine which residues in strand 2 interacted most with strand 1 or strand 3. SI figure 13 shows the hydrogen bonding pattern for FiP35. Residues that form backbone hydrogen bonds with strand 1 were assigned to hairpin 2 (because their side changes interact with strand 3) and vice versa. Residues from strand 2 that formed no hydrogen bonds were shared between the two hairpins.
Sequences of the individual hairpins were aligned by overlapping the two loop regions. As the loops are different lengths, this gives two possible alignments: alignment 1, where V22 of hairpin 2 overlaps with E12 of hairpin 1, and alignment 2 where V22 of hairpin 2 overlaps with W11 of hairpin 1. Residues were tested pair-wise for sequence similarity (polar, hydrophobic, or charged) or sequence identity. Sequence similarity was calculated as the number of similar residues normalized by the average length of the two hairpins. Neither alignment had any sequence identity while alignment 1 had 36% sequence similarity and alignment 2 14% sequence similarity. markers) expressed as the ratio of SVD2 to SVD1 with refolding traces (open markers). Only high concentration GuHCl traces are shown because significant unfolding occurred at these concentrations. b) Fluorescence spectra of the 5M GuHCl unfolding trace. First unfolding (dark blue) and last refolding (red) trace are highlighted for comparison. The small difference in intensity between red and blue traces is due to intensity fluctuations that occur from pressurization and depressurization of the cell. SVD2/SVD1 shows nearly complete reversibility because it reflects wavelength shift (intensity component is normalized out).
SI
signal functions for the two best kinetic models. A low score indicates a closer match to experimental data. Signal function is represented on x-axis by percentage of the signal function corresponding to the loop 1 intermediate. Figure 13 . Hydrogen bonding patterns in Fip35. 31 In this schematic N-terminus is on the right and the Cterminus is on the left (strand ordering from left to right is 3-1). Blue circles indicate strand amino acids while yellow are loop. Colored ring around amino acids is color coded for type: green is polar, black is charged, and red is hydrophobic. Hydrogen bonding is indicated by arrows where dashed arrows indicate backbone-backbone bonding and solid arrows indicate backbone-side chain bonding.
