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CODIMENSION TWO CYCLES IN IWASAWA THEORY AND ELLIPTIC
CURVES WITH SUPERSINGULAR REDUCTION
ANTONIO LEI AND BHARATHWAJ PALVANNAN
Abstract. A result of Bleher, Chinburg, Greenberg, Kakde, Pappas, Sharifi and Taylor has initi-
ated the topic of higher codimension Iwasawa theory. As a generalization of the classical Iwasawa
main conjecture, they prove a relationship between analytic objects (a pair of Katz’s 2-variable
p-adic L-functions) and algebraic objects (two “everywhere unramified” Iwasawa modules) involv-
ing codimension two cycles in a 2-variable Iwasawa algebra. We prove a result by considering the
restriction to an imaginary quadratic field K (where an odd prime p splits) of an elliptic curve
E, defined over Q, with good supersingular reduction at p. On the analytic side, we consider
eight pairs of 2-variable p-adic L-functions in this setup (four of the 2-variable p-adic L-functions
have been constructed by Loeffler and a fifth 2-variable p-adic L-function is due to Hida). On the
algebraic side, we consider modifications of fine Selmer groups over the Z2p-extension of K. We
also provide numerical evidence, using algorithms of Pollack, towards a pseudo-nullity conjecture
of Coates-Sujatha.
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§1. Introduction
Fix an odd prime p. Let R denote a Noetherian, complete, integrally closed, local domain of
characteristic zero with Krull dimension n + 1 and whose residue field has characteristic p. To a
continuous Galois representation1
ρd,n : Gal(Q/Q)→ GLd(R),
satisfying the “Panchishkin condition”2, Ralph Greenberg [14] has formulated a main conjecture in
Iwasawa theory. The Iwasawa main conjecture provides a relation involving codimension one cycles
in the divisor group of the ring R, relating a p-adic L-function, satisfying suitable interpolation
properties, to a Selmer group. The divisor group, denoted Z1(R), is the free abelian group on the
set of height 1 prime ideals of the ring R.
One could consider Z2(R), the free abelian group on the set of height 2 prime ideals of the ring
R. Many standard conjectures in Iwasawa theory predict that pseudo-null modules are ubiquitous.
For example, see Conjecture 3.5 in Greenberg’s article [15] and Conjecture B in the work of Coates-
Sujatha [10]. These pseudo-null R-modules are supported in codimension at least two. One desirable
extension of the Iwasawa main conjecture is an answer to the following question:
Question 1. Can we use codimension two cycles from Z2(R) to associate analytic invariants to
pseudo-null modules in Iwasawa theory?
The crucial insight in the seven-author paper [3], to obtain such an association, is to study a
situation when the Galois representation ρd,n satisfies two distinct Panchishkin conditions. We will
use this insight and obtain a result by considering the restriction to an imaginary quadratic field,
where an odd prime p splits, of an elliptic curve defined over Q with good supersingular reduction
at p.
Let K denote an imaginary quadratic field where the prime p splits. Let p and q denote the two
prime ideals in K containing p. We fix an isomorphism i : Qp ∼= C along with embeddings K →֒ Q,
Q →֒ Qp and Q →֒ Qp
i∼= C. The embedding ip : K →֒ Qp fixes a prime ideal, say p, in K lying
above p. Let GQ and GK denote the absolute Galois groups of Q and K respectively. Let K˜∞
denote the compositum of all the Zp-extensions of K. Let Qcyc and Kcyc denote the cyclotomic
Zp-extensions of Q and K respectively. Let K(p∞)Zp denote the unique Zp-extension of K that is
unramified outside p. Let Γ˜, Γcyc and Γp denote the Galois groups Gal(K˜∞/K), Gal(Qcyc/Q) and
1The first subscript d of ρd,n indicates the dimension of the Galois representation, while the second subscript n
denotes a number one less than the Krull dimension of the ring R. In the settings we are interested in, the number
n would denote the number of variables in the corresponding p-adic L-functions.
2The Panchishkin condition is a type of “ordinariness” assumption, introduced by Greenberg, while formulating
the Iwasawa main conjecture for Galois deformations. See Section 4 in [14] for the precise definition.
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Gal(K(p∞)Zp/K) respectively. To summarize, we have the following isomorphisms of topological
groups:
Γ˜ = Gal(K˜∞/K) ∼= Z2p, Γcyc ∼= Gal(Kcyc/K) ∼= Zp, Γp = Gal(K(p∞)Zp/K) ∼= Zp.
The natural restriction maps Γ˜ ։ Γcyc and Γ˜ ։ Γp provide us the following isomorphism of
topological groups:
Γ˜ ∼= Γcyc × Γp.
We shall consider the Iwasawa algebras Zp[[Γ˜]], Zp[[Γcyc]] and Zp[[Γp]]. Note that we have the
following topological ring isomorphisms involving power series rings over Zp:
Zp[[Γ˜]] ∼= Zp[[x1, x2]], Zp[[Γcyc]] ∼= Zp[[xcyc]], Zp[[Γp]] ∼= Zp[[xp]].
We shall also consider the following tautological characters:
κ˜ : GK ։ Γ˜ →֒ GL1
(
Zp[[Γ˜]]
)
, κcyc : GQ ։ Γcyc →֒ GL1 (Zp[[Γcyc]]) , κp : GK ։ Γp →֒ GL1 (Zp[[Γp]]) .
Let E denote an elliptic curve defined over Q with good supersingular reduction at p with ap(E) =
0. Let fE denote the weight two cuspidal newform associated to the elliptic curve E. The p-adic Tate
module, denoted Tp(E), has a natural action of the Galois group GQ. We let ResGKTp(E) denote
the restriction of Tp(E) to the Galois group GK . We have a four dimensional Galois representation:
ρ4,2 : GQ → GL4
(
Zp[[Γ˜]]
)
given by the action of GQ on the following free Zp[[Γ˜]]-module of rank four:
Tρ4,2 := Tp(E) ⊗̂Zp IndGQGK
(
Zp[[Γp]](κ
−1
p )
) ⊗̂Zp Zp[[Γcyc]](κ−1cyc).
Here, ⊗̂Zp denotes the completed tensor product over Zp. We will also consider the following discrete
Zp[[Γ˜]]-module:
Dρ4,2 := Tρ4,2 ⊗Zp[[Γ˜]] Homcont
(
Zp[[Γ˜]],
Qp
Zp
)
.
Let ρK denote the two-dimensional Galois representation
3, defined over the ring Zp[[Γp]], given by
the action of GQ on Ind
GQ
GK
(
Zp[[Γp]](κ
−1
p )
)
.
The Galois representation ρ4,2 satisfies Greenberg’s Panchishkin condition. Following Greenberg’s
approach in [14], it is possible to define a discrete Selmer group, denoted SelGr(Q,Dρ4,2), attached
to the Galois representation ρ4,2. The Pontryagin dual of Sel
Gr(Q,Dρ4,2), denoted Sel
Gr(Q,Dρ4,2)
∨,
is a finitely generated Zp[[Γ˜]]-module.
Corresponding to the tensor product of the Galois representation associated to the newform fE
and ρK , Hida has constructed a two-variable Rankin-Selberg p-adic L-function, denoted θ
Gr
4,2, in
the fraction field of the Iwasawa algebra Zp[[Γ˜]]. For the p-adic L-function θGr4,2, one can vary the
weight variable and the cyclotomic variable. See Hida’s works in [21] and [22]. One can consider
the Iwasawa main conjecture for ρ4,2 formulated by Greenberg.
3Our convention is non-standard in that the kernel of a homomorphism ϕ in Homcont
(
Zp[[Γp]],Qp
)
=
Homcont
(
Γp,Q
×
p
)
corresponds to a weight k specialization if ϕ is the p-adic character associated to an algebraic
Hecke character of K, with conductor equal to a power of p and of infinity type (1− k)i ◦ ip
3
Conjecture 1.1 (Conjecture 4.1 in [14]). The Zp[[Γ˜]]-module Sel
Gr(Q,Dρ4,2)
∨ is torsion. Further-
more, we have the following equality in Z1
(
Zp[[Γ˜]]
)
:
Div
(
SelGr(Q,Dρ4,2)
∨
) ?
= Div
(
θGr4,2
)
.
Though the Galois representation ρ4,2 satisfies the Panchishkin condition, it is also possible to
consider Selmer groups and p-adic L-functions, that are truly artifacts of working in the supersin-
gular case. On the analytic side, there are four “2-variable p-adic L-functions”, which we denote
θ++4,2 , θ
+−
4,2 , θ
−+
4,2 and θ
−−
4,2 , that are elements of the fraction field of the ring Zp[[Γ˜]]. The construc-
tion of these p-adic L-functions is essentially4 due to David Loeffler [32]. On the algebraic side,
Byoung du Kim [26] has constructed four discrete Selmer groups5 Sel++(Q,Dρ4,2), Sel
+−(Q,Dρ4,2),
Sel−+(Q,Dρ4,2) and Sel
−−(Q,Dρ4,2). One can view Loeffler’s construction of the p-adic L-functions
θ±,±4,2 (and Kim’s construction of the Selmer groups Sel
±±(Q,Dρ4,2) respectively) as a generalization
of the construction of the one variable ± p-adic L-functions in [44] by Robert Pollack (and the
Selmer groups in [27] by Shinichi Kobayashi respectively). We have the following conjecture of
Wan, which is a modification6 of a conjecture of Kim (Conjecture 3.1 in [26]):
Conjecture 1.2 (Conjecture 6.7 in [62]). Let •, ◦ ∈ {+,−}. The Zp[[Γ˜]]-module Sel•◦(Q,Dρ4,2)∨
is torsion. We have the following equality in Z1
(
Zp[[Γ˜]]
)
:
Div
(
Sel•◦(Q,Dρ4,2)
∨
) ?
= Div
(
θ•◦4,2
)
.
Our main theorem is the following:
Theorem 1. Let {θI, θII} denote one of the following unordered pairs:
{θ++4,2 , θ+−4,2 }, {θ++4,2 , θ−+4,2 }, {θ−−4,2 , θ+−4,2 }, {θ−−4,2 , θ−+4,2 },
{θ++4,2 , θGr4,2}, {θ+−4,2 , θGr4,2}, {θ−+4,2 , θGr4,2}, {θ−−4,2 , θGr4,2}.
Suppose that the following two conditions hold:
(1) Conjecture 1.1 and Conjecture 1.2 hold.
(2) The elements θI and θII of the UFD Zp[[Γ˜]] have no common irreducible factor.
Then, we have the following equality in Z2
(
Zp[[Γ˜]]
)
:
c2
(
Zp[[Γ˜]]
(θI, θII)
)
= c2
(
Z(Q,Dρ4,2)
)
+ c2
(
Z(⋆)(Q,Dρ⋆4,2)
)
+
∑
l∈Σ\{p}
c2
((
H0
(
Ql,Dρ4,2
)∨)
P.N.
)
.
Let us briefly review the notations used in Theorem 1. One can consider the Selmer groups
SelI(Q,Dρ4,2) and SelII(Q,Dρ4,2) appearing in Conjecture 1.1 and Conjecture 1.2 corresponding to
the p-adic L-functions θI and θII respectively. Here, Z(Q,Dρ4,2) denotes7 the Pontryagin dual of
the intersection
SelI(Q,Dρ4,2) ∩ SelII(Q,Dρ4,2)
inside the appropriate first discrete global Galois cohomology group. One can also define modules
Dρ⋆4,2 and Z(⋆)(Q,Dρ⋆4,2) for the Tate dual ρ⋆4,2 of the Galois representation ρ4,2. See Section 7.2
4As we explain in Remark 6.2, we have chosen to work with the normalizations of the p-adic L-functions adopted
by Xin Wan instead of David Loeffler. The difference in normalizations is due to different choices of complex periods.
5Note that our choice of signs + and − is the same as Loeffler and Pollack. This choice is opposite to that of Kim
and Kobayashi.
6Kim’s conjecture relates the ±,± Selmer groups to David Loeffler’s 2-variable p-adic L-functions.
7To make the notation for Z(Q, Dρ4,2) simpler, we have not included the indices I and II.
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for the description of Z(Q,Dρ4,2) and Z(⋆)(Q,Dρ⋆4,2) respectively. The invariant c2 associates an
element in Z2
(
Zp[[Γ˜]]
)
to a pseudo-null Zp[[Γ˜]]-module. See Section 2.1 for its definition. This in-
variant is the generalization of the “characteristic divisor” appearing in the Iwasawa main conjecture
formulated by Greenberg [14].
For each finite prime l in Σ \ {p}, the Zp[[Γ˜]]-module
(
H0
(
Ql,Dρ4,2
)∨)
P.N.
denotes the maximal
pseudo-null submodule of H0
(
Ql,Dρ4,2
)∨
. See section 7.3 for a discussion of these fudge factors
c2
((
H0
(
Ql,Dρ4,2
)∨)
P.N.
)
at primes l 6= p. The discussion is based on the criterion of Néron-Ogg-
Shafarevich and the circle of ideas in Tate’s algorithms [58].
§1.1. The pseudo-nullity conjecture of Coates and Sujatha
Our main motivation in considering condition (2) of Theorem 1, which we later label “Assumption GCD”,
is a conjecture of Coates and Sujatha involving the fine Selmer group. Let Σ denote a finite set of
primes in Q containing p, ∞, the set of primes dividing the conductor of the elliptic curve E and
the primes ramified in the extension K/Q. Let QΣ denote the maximal extension of Q unramified
outside Σ. Let GΣ denote Gal(QΣ/Q). The fine Selmer group, denoted X1
(
Q,Dρ4,2
)
, is defined
below:
X
1
(
Q,Dρ4,2
)
:= ker
(
H1
(
GΣ,Dρ4,2
)→⊕
ν∈Σ
H1
(
Gal(Qν/Qν),Dρ4,2
))
.
We now state the conjecture of Coates and Sujatha.
Conjecture 1.3 (Conjecture B in [10]). The Zp[[Γ˜]]-module X1
(
Q,Dρ4,2
)∨
is pseudo-null.
Recall that a finitely generated torsion-module M over the UFD Zp[[Γ˜]] is said to be pseudo-null
if Div(M) equals zero. We have the following natural surjection of Zp[[Γ˜]]-modules:
Sel±,±(Q,Dρ4,2)
∨
։X
1
(
Q,Dρ4,2
)∨
, SelGr(Q,Dρ4,2)
∨
։X
1
(
Q,Dρ4,2
)∨
.
Assume that Conjecture 1.1 and Conjecture 1.2 are valid. Then8, SuppHt=1
(
X
1
(
Q,Dρ4,2
)∨)
is a
subset of
SuppHt=1
(
Zp[[Γ˜]]
(θGr4,2)
)⋂
SuppHt=1
(
Zp[[Γ˜]]
(θ++4,2 )
)⋂
SuppHt=1
(
Zp[[Γ˜]]
(θ+−4,2 )
)⋂
SuppHt=1
(
Zp[[Γ˜]]
(θ−+4,2 )
)⋂
SuppHt=1
(
Zp[[Γ˜]]
(θ−−4,2 )
)
.
To investigate Conjecture 1.3, it seems instructive to consider the setup when two of the above
p-adic L-functions have no common irreducible factor in the UFD Zp[[Γ˜]]. The motivation behind
proving Theorem 1 is to provide a partial answer to Question 1 in this setup. See Section 8, where
we produce numerical evidence towards the existence of elliptic curves E with good supersingular
reduction at p, such that θ++4,2 and θ
+−
4,2 have no common irreducible factors in the UFD Zp[[Γ˜]]. If
θ++4,2 and θ
+−
4,2 have no common irreducible factor in Zp[[Γ˜]], then the pseudo-nullity conjecture of
Coates-Sujatha is also valid, assuming the validity of the Iwasawa main conjectures. Hence, these
example provide evidence towards Conjecture 1.3 as well.
The examples in Section 8 are based on computations of Robert Pollack, given on his website
http://math.bu.edu/people/rpollack/Data/data.html. These computations and the examples
8 SuppHt=1(M) denotes the set of height one prime ideals of Zp[[Γ˜]] in the support of a finitely generated Zp[[Γ˜]]-
module M .
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in Section 8 are based on the theory of overconvergent modular symbols of Stevens [57], Pollack-
Stevens [46] and related to Pollack’s work with Masato Kurihara [28].
Remark 1.4. The pseudo-nullity conjecture of Coates and Sujatha (Conjecture B in [10]) is for-
mulated in greater generality than the setting of Conjecture 1.3. They formulate their conjecture
for the fine Selmer group of an elliptic curve over certain (admissible) p-adic Lie extensions whose
Galois group is a p-adic Lie group with dimension ≥ 2. We refer the reader to works of Ochi [39],
Lim [31] and Shekhar [50] where there are other examples verifying the pseudo-nullity conjecture of
Coates-Sujatha. The setups in their works and their approaches are completely different to ours.
§1.2. Method of Proof
Theorem 1 is a consequence of Theorem 4.3, which is applicable in a fairly general setting. To
explain the method of proof of Theorem 4.3 in the introduction, we will consider the setup of
Theorem 1. A key ingredient in proving our results is the construction of an auxillary Zp[[Γ˜]]-
module9, denoted X(Q,Dρ4,2). Assuming the validity of Conjecture 1.1 and Conjecture 1.2, this
Zp[[Γ˜]]-module turns out to be torsion-free and to have rank one. This module also fits into the
following surjection of Zp[[Γ˜]]-modules:
H1
(
GΣ,Dρ4,2
)∨︸ ︷︷ ︸
Conjecturally
has Zp[[Γ˜]]-rank two
։ X(Q,Dρ4,2)︸ ︷︷ ︸
Conjecturally
has Zp[[Γ˜]]-rank one
։
SelI(Q,Dρ4,2 )
∨
SelII(Q,Dρ4,2 )
∨︸ ︷︷ ︸
Conjecturally
Zp[[Γ˜]]-torsion
։ Z(Q,Dρ4,2)︸ ︷︷ ︸
Pseudo-null, assuming
the hypotheses in Theorem 1
։ X
1
(
Q,Dρ4,2
)∨︸ ︷︷ ︸
Conjecturally pseudo-null
.
To prove Theorem 1, we first show that for every height two prime ideal Q in the ring Zp[[Γ˜]], we
have the following short exact sequence of Zp[[Γ˜]]Q-modules:
0→ Z(Q,Dρ4,2)Q →
Zp[[Γ˜]]Q
(θI, θII)
→ coker (X(Q,Dρ4,2)→ X(Q,Dρ4,2)∗∗)⊗Zp[[Γ˜]] Zp[[Γ˜]]Q → 0.(1.1)
Here, X(Q,Dρ4,2)
∗∗ is the reflexive hull of the Zp[[Γ˜]]-module X(Q,Dρ4,2). The Zp[[Γ˜]]-module
X(Q,Dρ4,2)
∗∗ turns out to be free.
The Zp[[Γ˜]]-module coker
(
X(Q,Dρ4,2) → X(Q,Dρ4,2)∗∗
)
is pseudo-null. To study the invariant
c2 associated to this pseudo-null Zp[[Γ˜]]-module and thus complete the proof of Theorem 1, we use
the duality theorems developed by Jan Nekovář in his work on Selmer complexes [37]. We show
that we have the following equality in Z2
(
Zp[[Γ˜]]
)
:
c2
(
coker
(
X(Q,Dρ4,2)→ X(Q,Dρ4,2)∗∗
))
= c2
(
Z(⋆)(Q,Dρ⋆4,2)
)
+
∑
l∈Σ\{p}
c2
((
H0
(
Ql,Dρ4,2
)∨)
P.N.
)
.
(1.2)
A key idea in establishing (1.2) involves a careful study of Ext groups. This idea is based on the
theory of Iwasawa adjoints, which was first conceived by Kenkichi Iwasawa [23] and later developed
in greater generality in works of Uwe Jannsen [24, 25]. Combining equations (1.1) and (1.2) com-
pletes the proof of Theorem 1.
9To make the notation for X(Q, Dρ4,2) also simpler, we have not included the indices I and II.
6
To apply our theorem in the general setup (Theorem 4.3) to the setting of Theorem 1, we use
results of Kim [26] and Kobayashi [27]. These results of Kim and Kobayashi are in turn built on
earlier works of Perrin-Riou [42] and Rubin [48].
Remark 1.5. Since it is important to our methods to construct the rank one Zp[[Γ˜]]-module
X(Q,Dρ4,2), we do not consider the case where {θI, θII} equals {θ++4,2 , θ−−4,2 } or {θ+−4,2 , θ−+4,2 }. A similar
construction of X(Q,Dρ4,2) in these cases would produce a Zp[[Γ˜]]-module that has rank at least
two (it is exactly two if the Pontryagin dual of any of the corresponding Selmer groups is torsion
over Zp[[Γ˜]]). Another interesting point to note is that when the root number of the elliptic curve
E over K equals −1, it is known that ker(πac) belongs to the support of the divisors Div
(
θ++4,2
)
and Div
(
θ−−4,2
)
. The map πac : Zp[[Γ˜]] → Zp[[Γac]] denotes the natural projection map (which one
can view as the “anticyclotomic specialization”). Here, Γac denotes Gal(Kac/K), the Galois group
of the anti-cyclotomic Zp-extension Kac of K. See [5, 8, 35]. However, at present, we do not know
when the root number of the elliptic curve E over K equals −1 whether ker(πac) belongs to the
support of Div
(
θ+−4,2
)
or Div
(
θ−+4,2
)
.
Remark 1.6. As a referee had pointed out to us, the construction of Hida’s Rankin-Selberg p-adic
L-function is in fact contingent on a choice of a prime above p. On the algebraic side, this choice
amounts to defining the filtration Fil+Tρ4,2 for the Selmer group in Section 5.1 involving either the
character κp or κq. One can thus consider another Rankin-Selberg p-adic L-function. We do not
consider the pair of Rankin-Selberg p-adic L-functions in Theorem 1 since, just as in Remark 1.5,
the construction of X(Q,Dρ4,2) does not yield a rank one Zp[[Γ˜]]-module. The discussion of Theorem
1 for the pair of p-adic L-functions involving this additional Rankin-Selberg p-adic L-function and
one of the p-adic L-functions θ±,±4,2 is completely analogous to the discussion of the pairs {θ±,±4,2 , θGr4,2}.
Remark 1.7. Analogues of the ±± p-adic L-functions and Selmer groups have been constructed
for cuspidal eigenforms with weight ≥ 2 when p is a good non-ordinary prime (see [6, 7, 29, 56]). In
the proof of Theorem 1, we rely on results of Kim [26] to verify that the local Selmer conditions at
p satisfy certain freeness conditions (labeled Hypothesis LF in Section 3). At present, we are not
sure to what extent these freeness results are available and whether they can be extended to the
more general settings.
Remark 1.8. The purpose of developing Theorem 4.3 in a general setting is to pursue applications
to other arithmetic setups. In [30], we obtain one such application of Theorem 4.3 in the setting
of cyclotomic twist deformations of Hida families. We refer the interested reader to [30] for the
exact details. An added difficulty in this setting is that the (normalizations of) deformation rings,
appearing in Hida theory, are not always known to be regular (see section 4 in [40] for examples
when such rings are not even UFDs).
§1.3. Organization of the paper
Section 2 involves establishing preliminaries in commutative and homological algebra. Section 3
describes the objects involved in the general setting of our main theorem. Section 4 involves the
proof of our main theorem in the general setting.
Section 5 describes the Iwasawa main conjecture formulated by Greenberg in the setting of The-
orem 1. Section 6 describes the ±± Iwasawa main conjectures for elliptic curves with supersingular
reduction at p, formulated by Kim. Section 7 describes the proof of Theorem 1. Section 8 deals
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with providing evidence for Assumption GCD, and in turn the pseudo-nullity conjecture of Coates-
Sujatha, in the setup of Theorem 1.
§1.4. Notations
Here is a brief summary of some of the notations used in this paper.
• If R is a Noetherian, complete, integrally closed, local domain of characteristic zero with
Krull dimension n + 1 and whose residue field has characteristic p, we let R∨ denote
Homcont
(
R,
Qp
Zp
)
. For a finitely generated module M over such a ring R, we let M∨ denote
the Pontryagin dual of M and M∗ denote its reflexive dual HomR(M,R). Similarly, if D is
a discrete module over such a ring R, we let D∨ denote the Pontryagin dual of D. If I is
an ideal of R, we write D[I] for the R-submodule of D annihilated by all elements of the
ideal I.
• Suppose L is a field. IfM is a discrete module with a continuous action of the absolute Galois
group GL, we will let H
i (L,M) denote the continuous cohomology group H i (GL,M), for
each i ≥ 0.
• If F̂ is a formal group defined over the integral closure of Zp in an algebraic extension L of
Qp, we let F̂(L) denote the group of L-points on the corresponding formal group. That is,
if mL denotes the maximal ideal in the integral closure of Zp in L, then F̂(L) would equal
F̂(mL).
• Let L be an algebraic extension of Qp. Let Γ1 be a topological group isomorphic to Zp. Let
γ1 be a topological generator of Γ1 and fix an isomorphism Zp[[Γ1]] ∼= Zp[[T ]] of rings by
sending γ1 to T + 1. To emphasize the choice of the topological generator, we may write
Zp[[γ1 − 1]] and L[[γ1 − 1]] instead of the power series rings Zp[[T ]] and L[[T ]]. If µ is an
L-valued distribution on the topological group Γ1, we have the Amice transform∫
x∈Γ1
(1 + T )xµ(x) ∈ L[[T ]].
Suppose Γ2 is another topological group isomorphic to Zp. Let γ2 be a topological gener-
ator of Γ2. Fix an isomorphism of the completed group ring Zp[[Γ1×Γ2]] with Zp[[S, T ]] by
identifying γ1−1 and γ2−1 with S and T respectively. Once again, to emphasize the choice
of the topological generator, we may write Zp[[γ1 − 1, γ2 − 1]] and L[[γ1 − 1, γ2 − 1]] instead
of the power series rings Zp[[S, T ]] and L[[S, T ]]. Suppose µ is an L-valued distribution on
Γ1 × Γ2, its Amice transform is given by∫
x∈Γ1,y∈Γ2
(1 + S)x(1 + T )yµ(x, y) ∈ L[[S, T ]].
§2. Some Commutative and Homological Algebra
Let R denote a Noetherian local ring. Let M be a finitely generated R-module. In Section 2, we
will simply accumulate the general results in commutative and homological algebra needed for our
purposes.
Definition 2.1. The length of a finitely generated R-module M, denoted LenRM, is the length
of a(ny) composition series of M (if a composition series does not exist, we set the length to equal
infinity).
We recall a few results on lengths of modules.
Lemma 2.2 (Proposition 6.9 in [2]). Suppose we have a short exact sequence
0→M′ →M→M′′ → 0
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of finitely generated R-modules. Then, we have the following equality of lengths:
LenRM = LenRM′ + LenRM′′.
The following lemma follows from Propositions 6.3 and 6.8 in [2].
Lemma 2.3. Suppose the local Noetherian ring R is also Artinian. For every finitely generated
R-module M, we have LenR(M) <∞.
§2.1. Pseudo-null modules, Reflexive modules and Ext groups
Definition 2.4. A finitely generated R-module M is said to be a pseudo-null R-module if
Mp = 0, for all prime ideals p in R such that height(p) ≤ 1.
Let AnnR(M) denote the annihilator of the R-module M. If the R-module M is pseudo-null,
then the height of the ideal AnnR(M) is greater than or equal to two.
Lemma 2.5. Suppose Z is a pseudo-null R-module. For every height two prime ideal Q in R, we
have LenRQZ ⊗R RQ <∞.
Proof. There exists a positive integer m and a surjection( RQ
AnnR(Z)RQ
)m
։ Z ⊗R RQ,
of RQ-modules. Note that RQ is a Noetherian local ring with Krull dimension two. The RQ-ideal
AnnR(Z)RQ has height two. As a result, the quotient ring RQAnnR(Z)RQ , being Noetherian and
having Krull dimension zero, is Artinian. See Theorem 8.5 in Atiyah-Macdonald [2]. The proof of
this lemma now follows from Lemma 2.3. 
Lemma 2.5 allows us to associate, to a pseudo-null R-module, an element in Z2(R) (the free
abelian group on the set of height two prime ideals of R). If M is a pseudo-null R-module, we
define an element c2(M) in Z2(R) as the following formal sum:
c2(M) :=
∑
Q⊂R
height(Q)=2
(
LenRQMQ
)Q.(2.1)
In the above formula, the summation is taken over all the height two prime ideals Q of R. Since
length is additive in exact sequences and since localization is exact, we have the following lemma:
Lemma 2.6. Suppose we have a short exact sequence
0→M′ →M→M′′ → 0
of finitely generated pseudo-null R-modules. Then, we have the following equality in Z2(R):
c2(M) = c2(M′) + c2(M′′).
Theorem 4.4.8 in Weibel’s book [63] and Lemma 2.5 (see also Standard Facts 4.4.7 in [63])
automatically give us the following lemma:
Lemma 2.7. Let Z be a finitely generated pseudo-null R-module. Suppose Q is a height two prime
ideal in R such that Z ⊗R RQ 6= 0. Then, we have DepthRQ (Z ⊗R RQ) = 0.
Let us recall a theorem of Serre.
Lemma 2.8 (Theorem 23.8 in [36]). Let R be a domain. The domain R is integrally closed if and
only if both the following conditions hold:
• Rp is a discrete valuation ring, for every height one prime ideal p of R,
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• DepthRQ(RQ) = 2, for all height two prime ideals Q of R.
For the rest of section 2, we will let R be an integrally closed, local, Noetherian domain. Let X
be a finitely generated R-module. The reflexive hull of X (denoted X∗∗) is defined below:
X∗∗ := HomR (HomR (X,R) ,R) .
One can define a natural map iX : X→ X∗∗, as given below:
iX : X→ X∗∗
x→ (φ→ φ(x)).
Definition 2.9. TheR-module X is said to be a reflexive R-module if the map iX is an isomorphism.
The following lemma is proved in Section 1 of Chapter V in the book by Neukirch-Winberg-
Schmidt [38].
Lemma 2.10.
(1) The R-module ker(iX) equals Xtor, the maximal R-torsion submodule of X.
(2) The R-module coker(iX) is a pseudo-null R-module.
We also have the following useful result that follows from Propositions 1.2.12 and 1.4.1 in the
book by Bruns and Herzog [4].
Lemma 2.11. Suppose M is a finitely generated non-zero reflexive R-module. Let Q be a height
two prime ideal of R. Then, DepthRQMQ equals 2.
Lemma 2.12 (Proposition 3.3.10 in Weibel’s book [63]). Let p be a prime ideal in R. Let M be
a finitely generated R-module. Let N be an R-module. We have the following natural isomorphism
of Rp-modules, for all i ≥ 0:
ExtiR (M,N )⊗R Rp ∼= ExtiRp (Mp,Np) .
In particular, if M is a finitely generated reflexive R-module, then Mp is a finitely generated
reflexive Rp-module for every prime ideal p since
Mp ∼= HomR (HomR (M,R) ,R)⊗R Rp ∼= HomRp
(
HomRp (Mp,Rp) ,Rp
)
.
Lemma 2.13. Suppose M is a finitely generated reflexive R-module. Suppose Q is a height two
prime ideal in R. If the projective dimension of the RQ-module MQ is finite, then MQ is a free
RQ-module. Furthermore, we have
ExtiR (M,R)⊗R RQ ∼= ExtiRQ (MQ,RQ) = 0, ∀i ≥ 1.(2.2)
Proof. If MQ equals zero, the lemma follows automatically. Let us work with the case when MQ
is not zero. Using the Auslander-Buchsbaum equality (see Theorem 4.4.15 in Weibel’s book [63])
over the local ring RQ gives us the following equality:
pdRQMQ = DepthRQRQ −DepthRQMQ = 2− 2 = 0
Here, pdRQ denotes the projective dimension over the ring RQ. Finitely generated projective
modules over commutative Noetherian local rings are free. Equation (2.2) then follows from Lemma
2 in Chapter 19 of Matsumura’s book [36]. 
Suppose M and N are two finitely generated R-modules. Since R is a commutative Noetherian
ring, ExtiR(M,N ) is a finitely generated R-module, for every non-negative integer i. See Lemma
3.3.6 in Weibel’s book [63]. As indicated by Lemma 2.13, localization commutes with Ext for finitely
generated modules over commutative rings. So, if Z is a finitely generated pseudo-null R-module,
then ExtiR(Z,R) is also a finitely generated pseudo-null R-module, for every non-negative integer
i.
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Lemma 2.14. Let Z be a finitely generated pseudo-null R-module. Let Q be a height two prime
ideal in R. We have
Ext0RQ (Z ⊗R RQ,RQ) = Ext1RQ (Z ⊗R RQ,RQ) = 0.(2.3)
Proof. By Lemma 2.5, one can consider a composition series for Z ⊗RRQ of finite length. Suppose
the following chain of RQ-modules is such a composition series for Z ⊗R RQ:
Z ⊗R RQ =M0 )M1 ) · · · )Mn = 0.
Each quotient MiMi+1 in the composition series is isomorphic, as an RQ-module, to kQ, the residue
field of RQ. One can then use a dévissage argument to reduce to the case when Z ⊗R RQ equals
kQ. As Lemma 2.8 indicates, DepthRQRQ equals 2. So, in this case when Z ⊗R RQ equals kQ,
equation (2.3) follows from Theorem 4.4.8 in Weibel’s book [63]. 
Let Q be a height two prime ideal in R such that the localization RQ is a Gorenstein local ring.
In this case, the injective dimension of RQ, as an RQ-module, equals two. See Corollary 4.4.10 in
Weibels’ book [63]. As a result, we have
Ext3RQ (M,RQ) = 0, for all RQ-modules M.
See Lemma 2 in Chapter 19 of Matsumura’s book [36]. These observations lets us deduce the
following corollary to Lemma 2.14.
Corollary 2.15. Let Q be a height two prime ideal in R such that the localization RQ is a
Gorenstein local ring. Suppose we have a short exact sequence 0 → Z ′ → Z → Z ′′ → 0 of finitely
generated pseudo-null R-modules. Then, we have the following short exact sequence of finitely
generated RQ-modules:
0→ Ext2RQ
(Z ′′ ⊗R RQ,RQ)→ Ext2RQ (Z ⊗R RQ,RQ)→ Ext2RQ (Z ′ ⊗R RQ,RQ)→ 0.
Remark 2.16. A regular local ring is Gorenstein. See Corollary 4.4.17 in Weibel’s book [63].
§2.2. Cokernels of maps defining reflexive hulls
The ring R is assumed to be an integrally closed, Noetherian, local domain in Section 2.2.
Proposition 2.17. Suppose the finitely generated R-module X is torsion-free. Suppose also that
for every height two prime ideal Q of R, the RQ-modules XQ and coker(iX)Q have finite projective
dimension. Then, we have the following equality in Z2(R):
c2
(
coker(iX)
)
= c2
(
Ext1R
(
X,R) ).
Proof. We will divide the proof into two parts:
Part One: For every height two prime ideal Q in R, we have the following isomorphism of RQ-modules:
Ext1R
(
X,R) ⊗R RQ ∼= Ext2R(coker(iX),R) ⊗R RQ.(2.4)
Part Two: For every height two prime ideal Q in R, we have the following equality of lengths of RQ-
modules:
LenRQ
(
Ext2R
(
coker(iX),R
) ⊗R RQ) = LenRQ(coker(iX)⊗R RQ).(2.5)
The first part of the proof follows from Lemma 2.18. As Lemma 2.10 indicates, coker(iX) is
a finitely generated pseudo-null R-module. The second part of the proof would then follow from
Lemma 2.19. It is clear that the proposition would then follow from equations (2.4) and (2.5).
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Lemma 2.18. Follow all the notations and hypotheses of Proposition 2.17. For every height two
prime ideal Q in R, we have the following isomorphism of RQ-modules:
Ext1R
(
X,R) ⊗R RQ ∼= Ext2R(coker(iX),R) ⊗R RQ.(2.6)
Proof. Let Q be a height two prime ideal in R. Note that since X is a torsion-free R-module, ker(iX)
equals zero. Consider the localization of the short exact sequence 0 → X → X∗∗ → coker(iX) → 0
at the prime ideal Q of R. We obtain the following short exact sequence of RQ-modules:
0→ XQ → X∗∗ ⊗R RQ → coker(iX)⊗R RQ → 0.(2.7)
The hypotheses of the lemma tell us that the RQ-module X∗∗ ⊗R RQ has finite projective di-
mension and hence is free (by Lemma 2.13). We have the following equalities, for all i ≥ 1:
ExtiRQ
(
X∗∗ ⊗R RQ,RQ
)
= 0.
Applying the functor HomRQ (−,RQ) to the short exact sequence (2.7) given above, we get the
following isomorphism of RQ-modules, for all i ≥ 1:
ExtiR
(
X,R) ⊗R RQ ∼= Exti+1R (coker(iX),R) ⊗R RQ.(2.8)
In particular, we have the following isomorphism of RQ-modules:
Ext1R
(
X,R) ⊗R RQ ∼= Ext2R(coker(iX),R) ⊗R RQ.

Lemma 2.19. Let Z be a finitely generated pseudo-null R-module. Let Q be a height two prime ideal
in R such that RQ is Gorenstein. Then, we have the following equality of lengths of RQ-modules:
LenRQ
(
Ext2RQ
(Z ⊗R RQ,RQ)) = LenRQ(Z ⊗R RQ).(2.9)
Proof. Without loss of generality, assume Z ⊗R RQ is not zero. As Lemma 2.5 indicates, we have
LenRQ (Z ⊗R RQ) <∞, LenRQ
(
Ext2RQ (Z ⊗R RQ,RQ)
)
<∞.
Suppose the following chain of RQ-modules is a composition series for Z ⊗R RQ:
Z ⊗R RQ =M0 )M1 ) · · · )Mn = 0.
Consider the following short exact sequence of finitely generated pseudo-null RQ-modules:
0→M1 → Z ⊗R RQ → M0M1 → 0.(2.10)
By Corollary 2.15, we have the following short exact sequence of finitely generated pseudo-null
RQ-modules:
0→ Ext2RQ
(M0
M1 ,RQ
)
→ Ext2RQ (Z ⊗R RQ,RQ)→ Ext2RQ (M1,RQ)→ 0.(2.11)
If M1 equals zero, then the RQ-module Z ⊗R RQ is isomorphic to kQ. Otherwise, note that
LenRQ (M1) < LenRQZ ⊗R RQ, LenRQ
(M0
M1
)
< LenRQZ ⊗R RQ.
Suppose we could establish the following equality of lengths:
LenRQ (M1) ?= LenRQ
(
Ext2RQ (M1,RQ)
)
, LenRQ
(M0
M1
)
?
= LenRQ
(
Ext2RQ
(M0
M1 ,RQ
))
.
(2.12)
As Lemma 2.2 indicates, length is additive in exact sequences. Equality in (2.12), along with the
short exact sequences (2.10) and (2.11), would then let us obtain equation (2.9).
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These observations let us use a dévissage argument to reduce to the case when Z ⊗RRQ equals
kQ. The RQ-module RQ is a canonical module (sometimes also called the dualizing module) for the
Gorenstein local ring RQ. See Theorem 3.3.7 in the book by Bruns and Herzog [4]. Consequently,
we have the following isomorphism of RQ-modules:
Ext2RQ (kQ,RQ) ∼= kQ.(2.13)
As a result, we have the following equality of lengths of RQ-modules:
LenRQ (kQ) = LenRQ
(
Ext2RQ (kQ,RQ)
)
= 1.
This lets us deduce equation (2.9) when Z ⊗R RQ equals kQ. Hence, Lemma 2.19 follows. 
Proposition 2.17 follows. 
We would like to state one more application of Lemma 2.19. For each finitely generated R-module
M, we let MP.N. denote the maximal pseudo-null R-submodule of M.
Lemma 2.20. For every finitely generated R-module M, the R-module Ext2R (M,R) is pseudo-
null. Furthermore, if we suppose that for every height two prime ideal Q in R,
• RQ is a Gorenstein local ring, and
• the RQ-module MMP.N. ⊗R RQ has finite projective dimension.
Then, we have the following equality in Z2 (R) :
c2 (MP.N.) = c2
(
Ext2R (M,R)
)
.(2.14)
Proof. Let p be a height one prime ideal in the ring R. Since R is a Noetherian integrally closed lo-
cal domain, the localization Rp is a DVR. As a result the localization ExtiR (M,R)⊗RRp, which is
isomorphic to the Rp-module ExtiRp (Mp,Rp), vanishes for all i ≥ 2. In particular, Ext2Rp (Mp,Rp)
vanishes. This lets us conclude that R-module Ext2R (M,R) is pseudo-null.
Let Q be a height two prime ideal in R. Since RQ is a Gorenstein ring, the injective dimension
of the RQ-module RQ must equal two. By Lemma 2 in Chapter 19 of Matsumura’s book [36]
Ext3RQ
( M
MP.N. ⊗R RQ,RQ
)
= 0.
We will argue that pdRQ
M
MP.N.
⊗R RQ ≤ 1. This is straightforward if MMP.N. ⊗R RQ equals
zero. Let us consider the case when MMP.N. ⊗R RQ is not zero. Since MP.N. is the maximal
pseudo-null R-submodule of M, the R-module MMP.N. has no non-zero pseudo-null submodules. As
a result the RQ-module MMP.N. ⊗R RQ has no non-zero pseudo-null submodules. Hence, we have
DepthRQ
M
MP.N.
⊗RRQ ≥ 1. The hypotheses of the lemma tell us that the RQ-module MMP.N. ⊗RRQ
has finite projective dimension. One can apply the Auslander-Buchsbaum equality over the two-
dimensional local ring RQ to conclude that pdRQ MMP.N. ⊗R RQ ≤ 1.
By Lemma 2 in Chapter 19 of Matsumura’s book [36], we have
Ext2RQ
( M
MP.N. ⊗R RQ,RQ
)
= 0.
Applying the functor HomRQ (−,RQ) to the short exact sequence 0→MP.N. ⊗RRQ →M⊗R
RQ → MMP.N. ⊗RRQ → 0 of RQ-modules lets us obtain the following isomorphism of RQ-modules:
Ext2RQ (M⊗R RQ,RQ) ∼= Ext2RQ (MP.N. ⊗R RQ,RQ) .(2.15)
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Using Lemma 2.19, we obtain the following equality in Z2 (R):
c2
(
MP.N.
)
= c2
(
Ext2R (MP.N.,R)
)
= c2
(
Ext2R (M,R)
)
.
This completes the proof of the Lemma. 
§3. The General setup
We will obtain our results from a general perspective in Section 4. In this section, we will simply
outline the various objects involved in describing the general results. Let R denote a Noetherian,
complete, integrally closed, local domain, with Krull dimension n+1, characteristic zero and whose
residue field is finite with characteristic p. Cohen’s structure theorems tell us that there exists a
subring Λn of R that is isomorphic to the power series Zp[[x1, . . . , xn]]. Let mR denote the maximal
ideal of R. Let Σ denote a finite set of primes of Q, containing p, ∞ and a finite prime l0 6= p.
Let QΣ denote the maximal extension of Q unramified outside Σ. Let GΣ denote the Galois group
Gal(QΣ/Q).
Consider a continuous Galois representation
ρd,n : GΣ → GLd(R).
Let Tρd,n denote the underlying free R-module of rank n on which GΣ-module acts to let us obtain
ρd,n. We will let d
+(ρd,n) be the rank of R-submodule of Tρd,n fixed by complex conjugation. We
let d−(ρd,n) equal d− d+(ρd,n). Note that R∨ denotes Homcont
(
R, QpZp
)
.
We shall also consider the Galois representation ρ⋆d,n : GΣ → GLd(R), given by the action of GΣ
on Tρ⋆
d,n
:= HomR
(
Tρd,n ,R(χp)
)
. Here, R(χp) is the free R-module of rank one on which GΣ acts
via the p-adic cyclotomic character χp : GΣ → Z×p . To each of these Galois representation, one can
attach the following discrete modules:
Dρd,n := Tρd,n ⊗R R∨, Dρ⋆d,n := Tρ⋆d,n ⊗R R∨.
The various modules appearing in the general results are described in Section 3.1.1. To de-
fine these modules, we will need to consider various subgroups of the first discrete global Galois
cohomology group H1
(
GΣ,Dρd,n
)
. In turn, to define the subgroups of the first global Galois co-
homology group, we will need to consider local Selmer conditions, which are subgroups of the first
discrete local cohomology group at the prime p. We will simply suppose that we have two dis-
crete R-submodules, denoted LocI
(
Qp,Dρd,n
)
and LocII
(
Qp,Dρd,n
)
, inside the first local Galois
cohomology group H1
(
Qp,Dρd,n
)
. That is, we have the following inclusions of R-modules:
LocI
(
Qp,Dρd,n
) ⊂ H1 (Qp,Dρd,n) , LocII (Qp,Dρd,n) ⊂ H1 (Qp,Dρd,n) .
The properties, that these local factors at p need to satisfy, will be described in Section 3.1.2.
§3.1. Various modules, assumptions and hypotheses
§3.1.1. Descriptions of the various modules
We let X(Q,Dρd,n) denote the Pontryagin dual of
ker
(
H1
(
GΣ,Dρd,n
) φX−−→ H1 (Qp,Dρd,n)
LocI
(
Qp,Dρd,n
)
+ LocII
(
Qp,Dρd,n
) ⊕ ⊕
l∈Σ\{p}
H1
(
Ql,Dρd,n
))
.
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We let X(Q,Dρd,n)tor denote the R-torsion submodule of X(Q,Dρd,n).
We shall define two discrete Selmer groups SelI
(
Q,Dρd,n
)
and SelII
(
Q,Dρd,n
)
as follows:
SelI
(
Q,Dρd,n
)
:= ker
(
H1
(
GΣ,Dρd,n
) φI−→ H1 (Qp,Dρd,n)
LocI
(
Qp,Dρd,n
) ⊕ ⊕
l∈Σ\{p}
H1
(
Ql,Dρd,n
))
,
SelII(Q,Dρd,n) := ker
(
H1
(
GΣ,Dρd,n
) φII−−→ H1 (Qp,Dρd,n)
LocII
(
Qp,Dρd,n
) ⊕ ⊕
l∈Σ\{p}
H1
(
Ql,Dρd,n
))
.
For each i ∈ {1, 2}, we will define the following discrete subgroup, labeled Xi (Q,Dρd,n), of the
global Galois cohomology group H i
(
GΣ,Dρd,n
)
:
X
i
(
Q,Dρd,n
)
:= ker
(
H i
(
GΣ,Dρd,n
)→⊕
l∈Σ
H i
(
Ql,Dρd,n
))
.
For each i ∈ {1, 2}, one can similarly define Xi
(
Q,Dρ⋆
d,n
)
inside the global Galois cohomology
group H i
(
GΣ,Dρ⋆
d,n
)
.
We let Z(Q,Dρd,n) denote the Pontryagin dual of
ker
(
H1
(
GΣ,Dρd,n
)→ H1 (Qp,Dρd,n)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
) ⊕ ⊕
l∈Σ\{p}
H1
(
Ql,Dρd,n
))
.(3.1)
It will be helpful to keep following surjections of R-modules in mind:
H1
(
GΣ,Dρd,n
)∨
։ X(Q,Dρd,n)։
SelI
(
Q,Dρd,n
)∨
SelII
(
Q,Dρd,n
)∨ ։ Z(Q,Dρd,n)։X1 (Q,Dρd,n)∨(3.2)
Remark 3.1. If one follows Greenberg’s definition of Selmer groups in [14], one requires the global
cocycles to be unramified at primes l ∈ Σ\{p}. This point will not matter to us since for our applica-
tions, we will be considering Galois representations ρd,n that are related to cyclotomic deformations
(following the notations in Section 3 of [14]). For such representations, the natural restriction map
H1
(
Ql,Dρd,n
) → H1 (Il,Dρd,n) turns out to be injective, whenever l 6= p. Here, Il is the inertia
subgroup inside the decomposition group Gal(Ql/Ql).
§3.1.2. Statements of the various assumptions and hypotheses
We will deduce our results under various conditions. Some of these conditions will have the prefix
“Assumption”. Some of these conditions will have the prefix “Hypothesis”. The conditions with the
prefix “Hypothesis” are those conditions which we will be able to establish in the setting of Theorem
1. In the setting of Theorem 1, the conditions labeled “Assumptions” are currently not known to
always hold unconditionally.
Assumption MC We have the following equality of ranks
RankR SelI
(
Q,Dρd,n
)∨
= 0, RankR SelII
(
Q,Dρd,n
)∨
= 0.(3.3)
In addition, there exist two elements θI and θII in R such that we have the
following equalities in Z1(R):
Div
(
SelI(Q,Dρd,n)
∨
)
= Div(θI), Div
(
SelII(Q,Dρd,n)
∨
)
= Div(θII).(3.4)
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Assumption GCD The height of the ideal (θI, θII) in R is greater than or equal to two.
In the statement of Assumption GCD, θI and θII are the elements appearing in the statement of
Assumption MC.
Hypothesis Rank We have the following equality of ranks:
RankR LocI
(
Qp,Dρd,n
)∨
= RankR LocII
(
Qp,Dρd,n
)∨
= d+,
RankR
(
LocI
(
Qp,Dρd,n
)
+ LocII
(
Qp,Dρd,n
))∨
= d+ + 1.
Hypothesis LF The following R-modules are free:
LocI
(
Qp,Dρd,n
)∨
, LocII
(
Qp,Dρd,n
)∨
,(
LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨, ( LocI (Qp,Dρd,n)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨.
Hypothesis Locp(0) The Gal(Qp/Qp)-modules Dρd,n [mR] and Dρ⋆d,n [mR] have no quotient iso-
morphic to the trivial representation.
Hypothesis Loc(0) For every l in Σ, we have
RankRH
0
(
Ql,Dρd,n
)∨
= RankRH
0
(
Ql,Dρ⋆
d,n
)∨
= 0.
Hypothesis Reg(0) For every prime l ∈ Σ \ {p} and every height two prime ideal Q in R, the
RQ-module H0
(
Ql,Dρd,n
)∨ ⊗R RQ has finite projective dimension.
Hypothesis Gor R is a Gorenstein local ring.
Remark 3.2. In the setup of Theorem 1, the ring R (which is isomorphic to the power series ring
Zp[[x1, x2]]) is a regular local ring. Hypothesis Gor and Hypothesis Reg(0) are automatically valid.
Remark 3.3. When the ring R is a UFD, Assumption GCD is equivalent to the statement that
the elements θI and θII have no common irreducible factor.
Remark 3.4. We would like to make a few remarks concerning Assumption MC. Since our ap-
proach towards proving Theorem 1 only involves studying the module theory of Galois cohomology
groups, we have not defined p-adic L-functions in the general setup. One must view the statements
in Assumption MC simply as abstract formulations of Iwasawa main conjectures (just as in Section
3 of the seven author paper [3]). The content of equation (3.4) in Assumption MC is significant
only when the ring R is not a UFD.
When the Galois representation ρd,n satisfies the Panchishkin condition, the Iwasawa main conjec-
ture (formulated in [14]) predicts an equality between the divisor associated to the p-adic L-function
(say θI) and the divisor
Div
(
SelI(Q,Dρd,n)
∨
)−Div (H0 (GΣ,Dρd,n)∨)−Div(H0 (GΣ,Dρ⋆d,n)∨)
in Z1 (R). In our situation, Hypothesis Locp(0) lets us deduce that
H0
(
GΣ,Dρd,n
)
= H0
(
GΣ,Dρ⋆
d,n
)
= 0.
Remark 3.5. While it seems reasonable to expect Assumption MC to always hold in the setup
of Theorem 1, we do not have any reason to believe that Assumption GCD would always hold in
this setup. However, we do produce some evidence towards the validity of Assumption GCD in the
setup of Theorem 1 in Section 8.
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§3.2. Consequences of the various hypotheses and assumptions
(a) Note that we have a natural isomorphism :(
LocI
(
Qp,Dρd,n
)
+ LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
) )∨ ∼= ( LocII (Qp,Dρd,n)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨.
This observation, Hypothesis LF and the (split) short exact sequence
0→
(
LocI
(
Qp, Dρd,n
)
+ LocII
(
Qp, Dρd,n
)
LocI
(
Qp, Dρd,n
) )∨ → (LocI (Qp, Dρd,n)+ LocII (Qp, Dρd,n))∨ → LocI (Qp, Dρd,n)∨ → 0,
let us conclude that the R-module (LocI (Qp,Dρd,n)+ LocII (Qp,Dρd,n))∨ is free.
(b) As a result of local duality theorems (for example, see Section 0.3 in Nekovář’s work on
Selmer complexes [37]), Hypothesis Loc(0) and Proposition 3.10 in [16], for all primes l ∈ Σ,
we have
H0ct
(
Ql, Tρ⋆
d,n
)
= H0ct
(
Ql, Tρd,n
)
= 0, H2
(
Ql,Dρd,n
)
= H2
(
Ql,Dρ⋆
d,n
)
= 0.(3.5)
As a result, for the zeroth global Galois cohomology groups, we also have
H0ct
(
GΣ, Tρd,n
)
= H0ct
(
GΣ, Tρ⋆
d,n
)
= 0.(3.6)
(c) Hypothesis Locp(0) lets us conclude that
H0
(
Qp,Dρd,n
)
= H0
(
Qp,Dρ⋆
d,n
)
= 0, H2
(
Qp,Dρd,n
)
= H2
(
Qp,Dρ⋆
d,n
)
= 0.(3.7)
As a result, for the zeroth global Galois cohomology groups, we also have
H0
(
GΣ,Dρd,n
)
= H0
(
GΣ,Dρ⋆
d,n
)
= 0.(3.8)
(d) By studying the local and global Euler Poincaré characteristics and using equation (3.3) and
Hypothesis Rank, one can conclude that the Weak Leopoldt conjecture for ρd,n holds. That
is, the R-module X2 (Q,Dρd,n)∨ is torsion (in fact, equal to zero). See Proposition 4.6 in
[41]. In fact, in our situation, Proposition 6.1 in [16] lets us conclude that
H2
(
GΣ,Dρd,n
)
= 0.(3.9)
(e) The global to local maps ΦI and ΦII, defining the Selmer groups SelI(Q,Dρd,n) and SelII(Q,Dρd,n),
are surjective. This follows by applying Proposition 3.2.1 in [17] and using Hypothesis Locp(0).
(f) All the hypotheses in Proposition 4.1.1 listed in [18] can be verified to let us conclude thatR-
module X(Q,Dρd,n) has no non-zero pseudo-null submodules. The fact, that the R-module(
LocI
(
Qp,Dρd,n
)
+ LocII
(
Qp,Dρd,n
))∨
is free, comes into play.
§3.2.1. Various commutative diagrams
Let J ∈ {I, II}. To relate the various modules in this general setup, it will be helpful to keep the
following commutative diagrams in mind:
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H1
(
GΣ,Dρd,n
)
φJ

∼=
// H1
(
GΣ,Dρd,n
)
φX

H1
(
Qp,Dρd,n
)
LocJ
(
Qp,Dρd,n
) ⊕ ⊕
l∈Σ\{p}
H1
(
Ql,Dρd,n
)
//
H1
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)
+LocII
(
Qp,Dρd,n
) ⊕ ⊕
l∈Σ\{p}
H1
(
Ql,Dρd,n
)
(Commutative diagram A)
H1
(
GΣ, Dρd,n
)
φZ

∼=
// H1
(
GΣ, Dρd,n
)
φX

H1(Qp,Dρd,n)
LocI(Qp,Dρd,n)
⋂
LocII(Qp,Dρd,n)
⊕ ⊕
l∈Σ\{p}
H1
(
Ql, Dρd,n
)
//
H1(Qp,Dρd,n)
LocI(Qp,Dρd,n)+LocII(Qp,Dρd,n)
⊕ ⊕
l∈Σ\{p}
H1
(
Ql, Dρd,n
)
(Commutative diagram B)
H1
(
GΣ, Dρd,n
)
φZ

∼=
// H1
(
GΣ, Dρd,n
)
φJ

H1(Qp,Dρd,n)
LocI(Qp,Dρd,n)
⋂
LocII(Qp,Dρd,n)
⊕ ⊕
l∈Σ\{p}
H1
(
Ql, Dρd,n
)
//
H1(Qp,Dρd,n)
LocJ(Qp,Dρd,n)
⊕ ⊕
l∈Σ\{p}
H1
(
Ql, Dρd,n
)
(Commutative diagram C)
Lemma 3.6. Suppose all the hypotheses and assumptions in Section 3.1.2 hold.
Then, the map φX is surjective. We also have the following short exact sequences of R-modules:
0→
(
LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ → X(Dρd,n ,Q)→ SelI(Q,Dρd,n)∨ → 0,(3.10)
0→
(
LocI
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ → X(Dρd,n ,Q)→ SelII(Q,Dρd,n)∨ → 0,(3.11) (
LocI
(
Qp,Dρd,n
)
+ LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ → X(Q,Dρd,n)→ Z(Q,Dρd,n)→ 0,(3.12) (
LocI
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ → SelI(Q,Dρd,n)∨ → Z(Q,Dρd,n)→ 0,(3.13) (
LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ → SelII(Q,Dρd,n)∨ → Z(Q,Dρd,n)→ 0.(3.14)
Proof. The global to local maps ΦI and ΦII, defining the Selmer groups SelI(Q,Dρd,n) and SelII(Q,Dρd,n),
are surjective. The lemma follows by applying the Snake Lemma to the commutative diagrams given
above. 
§3.3. Consequences of duality theorems
Recall that the ring R is a Gorenstein local ring whose residue field is finite with characteristic p.
The dualizing module, often denoted ωR, is isomorphic to R.
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Let G denote a profinite group satisfying the following conditions:
(F) H i (G,M) is finite for all i ≥ 0 and for every finite R-module M (that is, the cardinality of
M is finite) equipped with a continuous R-linear action of the profinite group G.
(CD) The p-cohomological dimension of G is less than or equal to 2.
Remark 3.7. Note that conditions (F) and (CD) are both valid when the profinite group G equals
the local decomposition Gal(Ql/Ql) for any prime l ∈ Σ, or the global Galois group GΣ.
Let T denote a finitely generated R-module with a continuous R-linear G-action. Let D denote
the discrete R-module T ⊗RR∨. Observe that D also has a natural continuous R-linear action of G.
Let D+(R−mod) denote the subcategory of the derived category of finitely generated R-modules,
whose objects are chain complexes that are bounded from below. Proposition 4.2.5 in Nekovář’s
work on Selmer complexes [37] shows that we have
D (RΓcont(G,D)) ∈ D+ (R−mod) , RΓcont(G,T ) ∈ D+ (R−mod) ,
such that we have the following isomorphism of R-modules, for all j ≥ 0:
Hj
(
D (RΓcont(G,D))
)
∼= Hj (G,D)∨ , Hj
(
RΓcont(G,T )
)
∼= Hjct (G,T ) .(3.15)
Here, Hj (G,D) (and Hjct (G,T ) respectively) denote the discrete (and compact respectively) Galois
cohomology groups for the continuous action of G on D (and T respectively).
To state Nekovář’s results, one needs to use the notion of hyperext groups (denoted Ext (−,−)) in
the derived category D+ (R−mod). See Section 6 in Chapter I of Hartshorne’s book on Residues
and Duality [20] for the definition of hyperext groups. Nekovář has deduced the following hyper-
cohomology spectral sequence:
Exti
(
Hj (G,D)∨ ,R
)
=⇒ H i+jct (G,T ) .(3.16)
See equation (4.3.1.2) in Section 4.3 of his work on Selmer complexes [37]. Using Corollary 6.1 in
Chapter I of Hartshorne’s book [20] (see also Corollary 10.7.5 in Weibel’s book [63]), we have the
following isomorphism of R-modules:
Exti
(
Hj (G,D)∨ ,R
)
∼= ExtiR
(
Hj (G,D)∨ ,R) .(3.17)
We shall suppose the following conditions hold:
H2 (G,D) = 0, H0ct (G,T ) = 0.(3.18)
The spectral sequence (3.16) lets us obtain the exact sequences of R-modules:
0→ Ext1R
(
H0 (G,D)∨ ,R)→(3.19)
→ H1ct (G,T )→ Ext0R
(
H1 (G,D)∨ ,R)→ Ext2R (H0 (G,D)∨ ,R) ,
and
Ext0R
(
H1 (G,D)∨ ,R)→Ext2R (H0 (G,D)∨ ,R)→(3.20)
→ H2ct (G,T )→ Ext1R
(
H1 (G,D)∨ ,R)→ Ext3R (H0 (G,D)∨ ,R) .
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§3.3.1. Consequences for local Galois cohomology groups, l = p.
By equation (3.5), we have
H2
(
Qp,Dρd,n
)
= 0, H0ct
(
Qp, Tρd,n
)∨
= 0.
Equation (3.7) lets us deduce that
H0
(
Qp,Dρd,n
)∨
= 0.
Hypothesis Locp(0) along with Proposition 5.10 (see also Remark 5.10.1) in Greenberg’s work [16]
lets us conclude that the R-module H1 (Qp,Dρd,n)∨ is free. So, we have
ExtiR
(
H1
(
Qp,Dρd,n
)∨
,R
)
= 0, ∀i ≥ 1.(3.21)
We have the following lemma:
Lemma 3.8. Suppose all the hypotheses and assumptions in Section 3.1.2 hold. Then, the R-module(
H1
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)
+LocII
(
Qp,Dρd,n
)
)∨
is free. Consequently,
ExtiR
((
H1
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)
+ LocII
(
Qp,Dρd,n
))∨ ,R) = 0, ∀i ≥ 1.
Proof. The lemma follows directly using the following short exact sequence:
0→
(
H1
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)
+ LocII
(
Qp,Dρd,n
))∨ → H1 (Qp,Dρd,n)∨︸ ︷︷ ︸
free over R
→
→ (LocI (Qp,Dρd,n)+ LocII (Qp,Dρd,n))∨︸ ︷︷ ︸
free over R
→ 0

The observations in Section 3.2 along with equation (3.19) lets us obtain the following isomor-
phisms of R-modules:
HomR
(
H1
(
Qp,Dρd,n
)∨
,R
)
∼= H1ct
(
Qp, Tρd,n
)
,(3.22)
∼= H1
(
Qp,Dρ⋆
d,n
)∨
, (local duality).
The natural injection of R-modules
LocI(Qp,Dρd,n) + LocII(Qp,Dρd,n) →֒ H1
(
Qp,Dρd,n
)
give us the following natural surjections of R-modules (by considering Pontryagin duals)
H1
(
Qp,Dρd,n
)∨
։
(
LocI(Qp,Dρd,n) + LocII(Qp,Dρd,n)
)∨
,
which in turn let us obtain the following natural injections of R-modules (by considering reflexive
duals and the isomorphism in equation (3.22)):((
LocI(Qp,Dρd,n) + LocII(Qp,Dρd,n)
)∨)∗ →֒ H1ct (Qp, Tρd,n) .
Under the perfect pairing given by local duality
H1
(
Qp,Dρ⋆
d,n
)
×H1ct
(
Qp, Tρd,n
)→ Qp
Zp
,
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we define
LocI,II
(
Qp,Dρ⋆
d,n
)
⊂ H1
(
Qp,Dρ⋆
d,n
)
,
to be the orthogonal complement of
((
LocI
(
Qp,Dρd,n
)
+ LocII
(
Qp,Dρd,n
))∨)∗
under the pairing
given above.
We define Z(⋆)(Q,Dρ⋆
d,n
) to be the Pontyagin dual of
ker
H1 (GΣ,Dρ⋆
d,n
)
→
H1
(
Qp,Dρ⋆
d,n
)
LocI,II
(
Qp,Dρ⋆
d,n
) ⊕ ⊕
l∈Σ\{p}
H1
(
Ql,Dρ⋆
d,n
) .(3.23)
Note that we have the following natural surjection of R-modules:
Z(⋆)(Q,Dρ⋆
d,n
)։X1
(
Q,Dρ⋆
d,n
)∨
.
Remark 3.9. This definition of Z(⋆)(Q,Dρ⋆
d,n
) in equation (3.23) does not match the description
given in equation (3.1) for the Galois representation ρ⋆d,n and, in fact, it need not in general. See
Section 7.2 for a precise description of Z(⋆)(Q,Dρ⋆
d,n
) in the setting of Theorem 1 and Remark 7.12
for when these descriptions do match.
Lemma 3.10. Suppose all the hypotheses and assumptions in Section 3.1.2 hold. We have the
following natural isomorphism of R-modules:(
H1
(
Qp,Dρd,n
)∨)∗((
LocI(Qp,Dρd,n) + LocII(Qp,Dρd,n)
)∨)∗ ∼=
((
H1
(
Qp,Dρd,n
)
LocI(Qp,Dρd,n) + LocII(Qp,Dρd,n)
)∨)∗
Proof. The lemma follows directly using the observation (a) in Section 3.2 and the following short
exact sequence of free R-modules:
0→
(
H1
(
Qp, Dρd,n
)
LocI
(
Qp, Dρd,n
)
+ LocII
(
Qp, Dρd,n
))∨ → H1 (Qp, Dρd,n)∨ → (LocI (Qp, Dρd,n ,Qp)+ LocII (Qp, Dρd,n))∨ → 0

§3.3.2. Consequences for local Galois cohomology groups, l 6= p.
Hypothesis Loc(0) lets us conclude that
HomR
(
H1
(
Ql,Dρd,n
)∨
,R
)
= 0.(3.24)
Let Q be a height two prime ideal in the ring R. Since the ring R is Gorenstein, the localization
RQ is also a Gorenstein ring with Krull dimension two. The injective dimension of the RQ-module
RQ equals two. By Lemma 2 in Chapter 19 of Matsumura’s book [36], we have
Ext3R
(
H0 (G,D)∨ ,R)⊗R RQ ∼= Ext3RQ (H0 (G,D)∨ ⊗R RQ,RQ) = 0
Using equation (3.20), we have the following short exact sequence of RQ-modules:
0→ Ext2R
(
H0
(
Ql,Dρd,n
)∨
,R
)
Q
→ H2ct
(
Ql, Tρd,n
)
Q
→ Ext1R
(
H1
(
Ql,Dρd,n
)∨
,R
)
Q
→ 0.
(3.25)
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§3.3.3. Consequences for global Galois cohomology groups
By equations (3.6) and (3.9), we have
H2
(
GΣ,Dρd,n
)
= 0, H0ct
(
GΣ, Tρd,n
)∨
= 0.
Equation (3.8) lets us deduce that
H0
(
GΣ,Dρd,n
)∨
= 0.
Using (3.19) and (3.20), we have the following isomorphisms of R-modules:
H1ct
(
GΣ, Tρd,n
) ∼= HomR(H1 (GΣ,Dρd,n)∨ ,R), H2ct (GΣ, Tρd,n) ∼= Ext1R(H1 (GΣ,Dρd,n)∨ ,R).
(3.26)
§3.3.4. Consequences for the module X(Q,Dρd,n)
Proposition 3.11. Suppose all the hypotheses and assumptions in Section 3.1.2 hold. Then,
the R-module Ext1R
(
X(Q,Dρd,n),R
)
is pseudo-null if and only if Z(⋆)(Q,Dρ⋆
d,n
) is pseudo-null.
Furthermore, if the R-module Z(⋆)(Q,Dρ⋆
d,n
) is pseudo-null, then we have the following equality in
Z2 (R):
c2
(
Ext1R
(
X(Q,Dρd,n),R
))
= c2
(
Z(⋆)(Q,Dρ⋆
d,n
)
)
+
∑
l∈Σ\{p}
c2
((
H0
(
Ql,Dρd,n
)∨)
P.N.
)
.
Proof. To prove that an R-module M is pseudo-null, it suffices to show that the RQ-module MQ
is pseudo-null for every height two prime ideal Q in R.
By Lemma 3.6, the map ΦX is surjective. So, we have the following short exact sequence of
R-modules:
0→
(
H1
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)
+ LocII
(
Qp,Dρd,n
))∨ ⊕ ⊕
l∈Σ\{p}
H1
(
Ql,Dρd,n
)∨ → H1 (GΣ,Dρd,n)∨ →
→ X(Q,Dρd,n)→ 0.
Apply the functor HomR (−,R). Use Lemmas 3.8 and 3.10 along with the isomorphisms given in
equations (3.24) and (3.26). We obtain the following long exact sequence of R-modules:
→ H1ct
(
GΣ, Tρd,n
)→ H1ct (Qp, Tρd,n)((
LocI(Qp,Dρd,n) + LocII(Qp,Dρd,n)
)∨)∗ →
→Ext1R
(
X(Q,Dρd,n),R
)→ H2ct (GΣ, Tρd,n)→ ⊕
l∈Σ\{p}
Ext1R
(
H1
(
Ql,Dρd,n
)∨
,R
)
→ Ext2R
(
X(Q,Dρd,n),R
)→ .
The observations in Section 3.3.1 and Poitou-Tate duality along with the arguments in Section
3.1 of Greenberg’s work on the surjectivity of the global-to-local map defining Selmer groups [17]
let us deduce that the cokernel of the map
H1ct
(
GΣ, Tρd,n
)→ H1ct (Qp, Tρd,n)((
LocI(Qp,Dρd,n) + LocII(Qp,Dρd,n)
)∨)∗
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is isomorphic, as an R-module to ker
(
Z(⋆)(Q,Dρ⋆
d,n
)։X1
(
Q,Dρ⋆
d,n
)∨)
. Thus, one obtains the
following short exact sequence of R-modules:
0→ ker
(
Z(⋆)(Q, Dρ⋆
d,n
)։X1
(
Q, Dρ⋆
d,n
)∨)
→ Ext1R
(
X(Q, Dρd,n),R
)→
(3.27)
→ ker
(
H2ct
(
GΣ, Tρd,n
)→ ⊕
l∈Σ\{p}
Ext1R
(
H1
(
Ql, Dρd,n
)∨
,R
))
→ 0.
One can consider the following R-module:
X
2
ct
(
Q, Tρd,n
)
:= ker
(
H2ct
(
GΣ, Tρd,n
) φX2ct−−−→ H2ct (Qp, Tρd,n)︸ ︷︷ ︸
=0
⊕
⊕
l∈Σ\{p}
H2ct
(
Ql, Tρd,n
))
.
Poitou-Tate duality provides us an isomorphism between the R-modules X1(Q,Dρ⋆
d,n
)∨ and
X
2
ct
(
Q, Tρd,n
)
. Furthermore, Poitou-Tate duality also tells us that the cokernel of the map φ
X
2
ct
is
isomorphic to H0
(
GΣ,Dρ⋆
d,n
)∨
and hence zero.
Let us fix a height two prime ideal, say Q, in the ring R. Using equation (3.25), we have the
following commutative diagram of RQ-modules:
H2
ct
(
GΣ, Tρd,n
)
Q

∼=
// H2
ct
(
GΣ, Tρd,n
)
Q

0 //
⊕
l∈Σ\{p}
Ext2R
(
H0
(
Ql, Dρd,n
)∨
,R
)
Q
//
⊕
l∈Σ\{p}
H2
ct
(
Ql, Tρd,n
)
Q
//
⊕
l∈Σ\{p}
Ext1R
(
H1
(
Ql, Dρd,n
)∨
,R
)
Q
// 0.
Applying the Snake Lemma, we obtain the following short exact sequence of RQ-modules:
0→
(
X
1(Q,Dρ⋆
d,n
)∨
)
Q
→ ker
(
H2ct
(
GΣ, Tρd,n
)→ Ext1R (H1 (Ql,Dρd,n)∨ ,R))
Q
→(3.28)
→
⊕
l∈Σ\{p}
Ext2R
(
H0
(
Ql,Dρd,n
)∨
,R
)
Q
→ 0.
By Lemma 2.20, for each l ∈ Σ \ {p}, the R-module Ext2R
(
H0
(
Ql,Dρd,n
)∨
,R
)
is pseudo-null.
As a result, equation (3.28) lets us deduce that the RQ-module
ker
(
H2ct
(
GΣ, Tρd,n
)→ Ext1R (H1 (Ql,Dρd,n)∨ ,R))
Q
is pseudo-null if and only if the RQ-module
(
X
1(Q,Dρ⋆
d,n
)∨
)
Q
is pseudo-null. This observation
along with equation (3.27) lets us deduce the following implications:
The RQ-module
(
Ext1R
(
X(Q,Dρd,n),R
)∨)
Q
is pseudo-null
⇐⇒ The RQ-modules
(
ker
(
Z(⋆)(Q,Dρ⋆
d,n
)։X1
(
Q,Dρ⋆
d,n
,Q
)∨))
Q
and
(
X
1(Q,Dρ⋆
d,n
)∨
)
Q
are pseudo-null,
⇐⇒ The RQ-module Z(⋆)(Q,Dρ⋆
d,n
)Q is pseudo-null.
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This lets us conclude that the R-module Ext1R
(
X(Q,Dρd,n),R
)
is pseudo-null if and only if the
R-module Z(⋆)(Q,Dρ⋆
d,n
) is pseudo-null. Now, suppose the R-module Z(⋆)(Q,Dρ⋆
d,n
) is pseudo-null.
Equations (3.27) and (3.28) let us deduce the following equalities in Z2 (R):
c2
(
Ext1R
(
X(Q,Dρd,n),R
))
=c2
(
Z(⋆)(Q,Dρ⋆
d,n
)
)
− c2
(
X
1
(
Q,Dρ⋆
d,n
)∨)
+ c2
(
X
1
(
Q,Dρ⋆
d,n
)∨)
+
∑
l∈Σ\{p}
c2
(
Ext2R
(
H0
(
Ql,Dρd,n
)∨
,R
))
,
=c2
(
Z(⋆)(Q,Dρ⋆
d,n
)
)
+
∑
l∈Σ\{p}
c2
(
Ext2R
(
H0
(
Ql,Dρd,n
)∨
,R
))
,
=c2
(
Z(⋆)(Q,Dρ⋆
d,n
)
)
+
∑
l∈Σ\{p}
c2
((
H0
(
Ql,Dρd,n
)∨)
P.N.
)
, using Hypothesis Reg(0) and by Lemma 2.20.
This completes the proof of the proposition. 
§4. The main theorem in the general setup
§4.1. Alternative characterizations of Assumption GCD
Before proving the main theorem in the general setup, we would like to provide alternative charac-
terizations of Assumption GCD.
Proposition 4.1. Suppose all the hypotheses and assumptions in Section 3.1.2 hold.
Then, the following statements are equivalent:
(1) The height of the ideal (θI, θII) in R is greater than or equal to two.
(2) The R-modules Z(Q,Dρd,n) and X(Q,Dρd,n)tor are pseudo-null.
(3) The R-modules Z(Q,Dρd,n) and Z(⋆)(Q,Dρ⋆d,n) are pseudo-null.
Proof. We will first show Condition (1) =⇒ Condition (2).
Suppose Condition (1) holds. Let p be a height one prime ideal in R. Without loss of generality,
assume θI /∈ p. By equation (3.4) in Assumption MC, we can conclude that the prime ideal p does
not belong to the support of the R-module SelI(Q,Dρd,n)∨. As a result, SelI(Q,Dρd,n)∨ ⊗R Rp
would equal zero. By (3.13), we have
Z(Q,Dρd,n)⊗R Rp = 0.
By equation (3.10) and Hypothesis LF, we have the following isomorphism of free Rp-modules of
rank one: (
LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ ⊗R Rp︸ ︷︷ ︸
free Rp-module of rank one
∼= X(Q,Dρd,n)⊗R Rp.
As a result, X(Q,Dρd,n)tor ⊗R Rp equals zero.
Secondly, we will show Condition (2) =⇒ Condition (1).
Suppose Condition (2) holds. Let p be a height one prime ideal in R. It suffices to show that θI /∈ p
or θII /∈ p. We have
Z(Q,Dρd,n)⊗R Rp = 0, X(Q,Dρd,n)tor ⊗R Rp = 0.
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By equation (3.12) and Hypothesis LF, we have the following surjection of free Rp-modules:(
LocI
(
Qp, Dρd,n
)
LocI
(
Qp, Dρd,n
)⋂
LocII
(
Qp, Dρd,n
))∨ ⊗R Rp︸ ︷︷ ︸
free Rp-module of rank one
⊕
(
LocII
(
Qp, Dρd,n
)
LocI
(
Qp, Dρd,n
)⋂
LocII
(
Qp, Dρd,n
))∨ ⊗R Rp︸ ︷︷ ︸
free Rp-module of rank one
։ X(Q, Dρd,n)⊗R Rp︸ ︷︷ ︸
free Rp-module of rank one
.
As a result, at least one of the two maps(
LocI
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ ⊗R Rp → X(Q,Dρd,n)⊗R Rp,(
LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ ⊗R Rp → X(Q,Dρd,n)⊗R Rp.
must be an isomorphism of free Rp-modules of rank one. Without loss of generality, assume that
the first map is an isomorphism. By (3.10), we can conclude that SelI(Q,Dρd,n)
∨⊗RRp equals zero.
That is, p does not belong to the support of the R-module SelI(Q,Dρd,n)∨. By equation (3.4) in
Assumption MC, we have θI /∈ p.
We will now show that Condition (2) is equivalent to Condition (3). To do so, we will need to
show that the following statements are equivalent:
(i) The R-modules Z(⋆)(Q,Dρ⋆
d,n
) is pseudo-null.
(ii) The R-module X(Q,Dρd,n)tor is pseudo-null.
Let p be a height one prime ideal in R. Note that Rp is a discrete valuation ring. Let πp denote a
uniformizer in Rp. Every finitely generated Rp-module M is isomorphic to Rrp
⊕⊕i Rp(πrip ) , for some
non-negative integers r, and ri. In particular, M is a torsion-free Rp-module if and only if M is a
free Rp-module. Also, the Rp-module Ext1Rp
(
Rp
(πap )
,Rp
)
is non-canonically isomorphic to
Rp
(πap )
.
The fact that Condition (i) and Condition (ii) are equivalent follows from the above observations:
Z(⋆)(Q,Dρ⋆
d,n
)⊗R Rp = 0,
⇐⇒ Ext1Rp
(
X(Q,Dρd,n)⊗R Rp,Rp
)
= 0, (by Proposition 3.11)
⇐⇒ X(Q,Dρd,n)tor ⊗R Rp = 0.

We have the following important corollary to Proposition 4.1.
Corollary 4.2. Suppose all the hypotheses and assumptions in Section 3.1.2 hold. Then, the
R-module X(Q,Dρd,n)tor equals zero.
Proof. Proposition 4.1 tells us that R-module X(Q,Dρd,n)tor is pseudo-null. We have already estab-
lished that R-module X(Q,Dρd,n) has no non-zero pseudo-null submodules (see Section 3.2). As a
result, X(Q,Dρd,n)tor equals zero. 
We will need to consider the map
iX : X(Dρd,n ,Q)→ X(Q,Dρd,n)∗∗.
By Corollary 4.2, note that ker(iX) (which is equal to X(Q,Dρd,n)tor) equals zero.
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§4.2. Proof of the main theorem
Theorem 4.3. Suppose that the following conditions hold:
(1) All the hypotheses and assumptions in Section 3.1.2 hold.
(2) For every height two prime ideal Q of R, the RQ-module X(Q,Dρd,n) ⊗R RQ has finite
projective dimension.
Then, we have the following equality in Z2 (R):
c2
(
Zp[[Γ˜]]
(θI, θII)
)
= c2
(Z(Q,Dρd,n)) + c2 (Z(⋆)(Q,Dρ⋆d,n))+ ∑
l∈Σ\{p}
c2
((
H0
(
Ql,Dρd,n
)∨)
P.N.
)
.
Proof. To prove the theorem, we proceed in three steps.
Step One: For every height two prime ideal Q in R, the RQ-module coker(iX)Q has finite projective
dimension.
Step Two: For every height two prime ideal Q in R, we have the following short exact sequence of
RQ-modules:
0→ Z(Q,Dρd,n)⊗R RQ →
RQ
(θI, θII)
→ coker(iX)⊗R RQ → 0.
Step Three: We have the following equality in Z2 (R):
c2 (coker(iX)) = c2
(
Z(⋆)(Q,Dρ⋆
d,n
)
)
+
∑
l∈Σ\{p}
c2
((
H0
(
Ql,Dρd,n
)∨)
P.N.
)
.
Step One follows from Corollary 4.2, Lemma 4.4 and condition (2). Step Two follows from Lemma
4.5. Step Three follows from Lemma 4.6. Theorem 4.3 would following from these lemmas. While
proving these lemmas, we assume all the conditions stated in the theorem.
Lemma 4.4. The R-module X(Q,Dρd,n)∗∗ is free.
Proof. It will be enough to show that the R-module X(Q,Dρd,n)∗ is free. By applying the functor
HomR(–,R) to the first short exact sequence in Lemma 3.6, we obtain the following exact sequence
of R-modules:
0→ X(Q,Dρd,n)∗ → R→ Ext1R
(
SelI(Q,Dρd,n)
∨,R)→ Ext1R (X(Q,Dρd,n),R)(4.1)
To obtain equation (4.1), we have identified the free R-module
(
LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨
of rank one with R. This allows us to identify X(Q,Dρd,n)∗ with an ideal inside R. This ideal
must be reflexive over R. The R-module X(Q,Dρd,n) is torsion-free. Since R is integrally closed,
for every height one prime ideal p in R, the localization Rp must be a DVR and consequently
the Rp-module X(Q,Dρd,n)p must be free. Since localization commutes with Ext, the R-module
Ext1R
(
X(Q,Dρd,n),R
)
must be pseudo-null. Using this trick of localizing at every height one prime
ideal of R, we have Div
(
Ext1R
(
SelI(Q,Dρd,n)
∨,R)) = Div(θI), an equality of divisors in Z1(R).
Combining these observations, for every height one prime ideal p in R, we obtain the following short
exact sequence of Rp-modules:
0→ X(Q,Dρd,n)∗ ⊗R Rp →Rp →
Rp
(θI)
→ 0.(4.2)
SinceR is integrally closed, equation (4.2) lets us deduce that under the inclusion X(Q,Dρd,n)∗ →֒ R
given in equation (4.1), we have a natural inclusion map X(Q,Dρd,n)
∗ →֒ (θI), whose cokernel is
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pseudo-null. Since the ideal X(Q,Dρd,n)
∗ is reflexive, this natural inclusion must be an equality.
This shows that the R-module X(Q,Dρd,n)∗ is free. 
Lemma 4.5. For every height two prime ideal Q in R, we have the following short exact sequence
of RQ-modules:
0→ Z(Q,Dρd,n)⊗R RQ →
RQ
(θI, θII)
→ coker(iX)⊗R RQ → 0.
Proof of Lemma 4.5. Let Q be a height two prime ideal in R. By Lemma 4.4, the RQ-module
X(Q,Dρd,n)
∗∗⊗RRQ is free. By Lemma 3.6, we can conclude that the RQ-module X(Q,Dρd,n) has
rank one.
Hypothesis LF lets us consider the following two maps of free RQ-modules:(
LocI
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ ⊗R RQ︸ ︷︷ ︸
free RQ-module of rank one
AI−→ X(Q,Dρd,n)∗∗ ⊗R RQ︸ ︷︷ ︸
free RQ-module of rank one
,
(
LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ ⊗R RQ︸ ︷︷ ︸
free RQ-module of rank one
AII−−→ X(Q,Dρd,n)∗∗ ⊗R RQ︸ ︷︷ ︸
free RQ-module of rank one
Here, AI and AII are elements of RQ. For every height one prime ideal p in R, the natural map
X(Q,Dρd,n)⊗R Rp
∼=−→ X(Q,Dρd,n)∗∗ ⊗R Rp
is an isomorphism. Equation (3.4) and the short exact sequences in (3.10) and (3.11) provide us
the following equalities of divisors in Z1 (RQ):
Div(AI) = Div(θI), Div(AII) = Div(θII).
As a result, there exists two units uI and uII in the ring RQ, such that we have the following equality
of elements in the ring RQ:
AI = uIθI, AII = uIIθII.
The cokernel of the map(
LocI
(
Qp,Dρd,n
)
+ LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ ⊗R RQ︸ ︷︷ ︸
free RQ-module of rank two
[
AI, AII
]
−−−−−−−−−→ X(Q,Dρd,n)∗∗ ⊗R RQ︸ ︷︷ ︸
free RQ-module of rank one
is, thus, isomorphic to RQ(θI,θII) .
By (3.12), the cokernel of the map(
LocI
(
Qp,Dρd,n
)
+ LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ ⊗R RQ → X(Q,Dρd,n)⊗R RQ
is isomorphic to Z(Q,Dρd,n).
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Consider the following commutative diagram:(
LocI
(
Qp,Dρd,n
)
+LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
))∨ ⊗R RQ
 **❱❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
❱
0 // X(Q,Dρd,n)⊗R RQ // X(Q,Dρd,n)∗∗ ⊗R RQ // coker (iX)⊗R RQ // 0.
Now, applying the Snake lemma to the commutative diagram given above, we have the following
short exact sequence of RQ-modules:
0→ Z(Q,Dρd,n)⊗R RQ →
RQ
(θI, θII)
→ coker(iX)⊗R RQ → 0.

Lemma 4.6. We have the following equality in Z2
(
Zp[[Γ˜]]
)
:
c2 (coker(iX)) = c2
(
Z(⋆)(Q,Dρ⋆
d,n
)
)
+
∑
l∈Σ\{p}
c2
((
H0
(
Ql,Dρd,n
)∨)
P.N.
)
.
Proof of Lemma 4.6. Note that Proposition 3.11 is applicable. By Corollary 4.2, the R-module
X(Q,Dρd,n) is torsion-free. As a result of Step One and the hypotheses of the theorem, Proposition
2.17 is also applicable. The lemma follows from the following equalities in Z2
(
Zp[[Γ˜]]
)
:
c2 (coker(iX)) = c2
(
Ext1R
(
X(Q,Dρd,n),R
) )
, (by Proposition 2.17)
= c2
(
Z(⋆)(Q,Dρ⋆
d,n
)
)
+
∑
l∈Σ\{p}
c2
((
H0
(
Ql,Dρd,n
)∨)
P.N.
)
, (by Proposition 3.11).

Theorem 4.3 follows. 
§5. The Iwasawa main conjecture and the Panchishkin condition
§5.1. Greenberg’s Selmer groups
We recall some of the notations from the introduction. We let K(p∞)Zp (and K(q
∞)Zp respectively)
denote the unique Zp-extension of K that is unramified outside p (and q respectively). Let Γp
and Γq denote the Galois groups Gal(K(p
∞)Zp/K) and Gal(K(q
∞)Zp/K) respectively. We let
κp : GK ։ Γp →֒ GL1(Zp[[Γp]]) and κq : GK ։ Γq →֒ GL1(Zp[[Γq]]) denote the associated
tautological characters. Consider the two-dimensional Galois representation
ρp : GQ → GL2 (Zp[[Γp]])
given by the action of GQ on the following free Zp[[Γp]]-module of rank two:
Tp := Ind
GQ
GK
(
Zp[[Γp]](κ
−1
p )
)
.
Since the prime p splits in the imaginary quadratic field, we have the following decomposition of
Zp[[Γp]]-modules which is Gal(Qp/Qp)-equivariant:
Tp ∼= Zp[[Γp]](κ−1p )⊕ Zp[[Γp]](κ−1q ).(5.1)
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Let Kp denote the completion of the imaginary quadratic field K with respect to the prime ideal
p. Since the prime p splits in the imaginary quadratic field, the embedding K →֒ Qp (fixed in our
introduction) then gives us an isomorphism Qp
∼=→֒ Kp. This embedding then gives us the following
isomorphism of Galois groups:
Gal(Qp/Kp)
∼=→֒ Gal(Qp/Qp).(5.2)
Throughout this paper, we will use this isomorphism to identify Gal(Qp/Kp) with Gal(Qp/Qp).
Recall from the introduction that E is an elliptic curve over Q with good supersingular reduc-
tion at p with ap(E) = 0. We refer the reader to the introduction for the precise details on the
construction of the Zp[[Γ˜]]-module Tρ4,2 , which is free of rank four, that in turn gives rise to a
GQ-representation ρ4,2 : GQ → GL4
(
Zp[[Γ˜]]
)
.
We can consider the following Zp[[Γ˜]]-modules that have a continuous action of Gal(Qp/Qp):
Tρ4,2 = Tp(E) ⊗̂ZpTp ⊗̂Zp Zp[[Γcyc]](κ−1cyc),
Fil+Tρ4,2 := Tp(E) ⊗̂Zp Zp[[Γp]](κ−1p ) ⊗̂Zp Zp[[Γcyc]](κ−1cyc).
One has the following discrete Zp[[Γ˜]]-modules:
Dρ4,2 = Tρ4,2 ⊗Zp[[Γ˜]] Zp[[Γ˜]]
∨, Fil+Dρ4,2 = Fil+Tρ4,2 ⊗Zp[[Γ˜]] Zp[[Γ˜]]
∨.
The decomposition given in (5.1) lets us deduce the following short exact sequences of Zp[[Γ˜]]-
modules that is Gal(Qp/Qp)-equivariant:
0→ Fil+Tρ4,2 → Tρ4,2 →
Tρ4,2
Fil+Tρ4,2
→ 0, 0→ Fil+Dρ4,2 → Dρ4,2 →
Dρ4,2
Fil+Dρ4,2
→ 0.
The local condition at p, denoted LocGr(Qp,Dρ4,2), is given below.
LocGr(Qp,Dρ4,2) := ker
(
H1(Qp,Dρ4,2)→ H1
(
Ip,
Dρ4,2
Fil+Dρ4,2
))
.
Here, Ip denotes the inertia subgroup inside the decomposition group GQp . The discrete Selmer
group, following Greenberg’s construction in [14], is defined below:
SelGr(Q,Dρ4,2) := ker
H1(GΣ,Dρ4,2)→ H1(Qp,Dρ4,2)LocGr(Qp,Dρ4,2) ⊕
⊕
ν∈Σ\{p}
H1(Qν ,Dρ4,2)
 .
§5.2. Hida’s Rankin-Selberg p-adic L-function and the Iwasawa main conjecture
The two-variable p-adic L-function θGr4,2 in this setup has been constructed by Hida. We avoid stating
the precise interpolation property satisfied by θGr4,2. Instead, we refer the reader to Hida’s works
10 in
[21] and [22]. We will content ourselves with describing the critical set of specializations (following
Greenberg’s terminology in [14]). As mentioned in the introduction, the natural restriction maps
Γ˜։ Γcyc and Γ˜։ Γp provide us the following isomorphism of topological groups:
Γ˜ ∼= Γcyc × Γp.
10One must modify the p-adic L-function constructed in [21] by multiplying it with a one-variable p-adic L-
function associated to the 3-dimensional adjoint representation Ad0(ρF ) (see Conjecture 1.0.1 in [22]). A discussion
surrounding the need to introduce this modification, which is related to the choice of a certain period (Néron period
versus a period involving the Peterson inner product), is carefully explained in [22]. See the introduction and Section
6 in Hida’s article [22].
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Note that Zp[[Γ˜]] is a coproduct in the category of complete semi-local Noetherian Zp-algebras
(with respect to the maps Zp[[Γp]] →֒ Zp[[Γ˜]] and Zp[[Γcyc]] →֒ Zp[[Γ˜]]). Note also that we have the
following equalities of the group of continuous homomorphisms:
Homring
(
Zp[[Γp]],Qp
)
= Homgp
(
Γp,Q
×
p
)
, Homring
(
Zp[[Γcyc]],Qp
)
= Homgp
(
Γcyc,Q
×
p
)
.
Taking this point of view, one can consider the set C ⊂ Homcont
(
Zp[[Γ˜]],Qp
)
obtained via the
following continuous group homomorphisms:
ϕk : Γp → Q×p , ϕcycǫp : Γcyc → Q×p ,
• where we allow the group homomorphism φk : Γp → Q×p to vary over p-adic Galois char-
acters, obtained via algebraic Hecke characters of K, with conductor equal to a power of p
and of infinity type (1− k)i ◦ ip subject to the following restriction on its weight k:
k ≥ 3,
• and where we allow ϕcyc to vary over all the continuous group homomorphisms Γcyc → Q×p
of finite order. (The character ǫp : Γcyc
∼=→ 1 + pZp is given by the product χpω−1, where
χp : GQ → Z×p is the p-adic cyclotomic character and ω : GQ → Z×p is the Teichmuller
character giving the action of GQ on the p-th roots of unity.)
This set C is the critical set of specializations, corresponding to the fact that the Galois represen-
tation ρ4,2 satisfies the Panchishkin condition.
We recall Conjecture 1.1 stated in the introduction.
Conjecture 1.1 (Conjecture 4.1 in [14]). The Zp[[Γ˜]]-module Sel
Gr(Q,Dρ4,2)
∨ is torsion. Further-
more, we have the following equality in Z1
(
Zp[[Γ˜]]
)
:
Div
(
SelGr(Q,Dρ4,2)
∨
) ?
= Div
(
θGr4,2
)
.
Progress towards establishing Conjecture 1.1 has been made by Xin Wan. See his works [61, 62].
§6. ±± Iwasawa main conjectures for elliptic curves with supersingu-
lar reduction at p
We shall recall the formulation of Kim’s conjectures and the corresponding local conditions for the
signed Selmer groups11 at p. Consider the following discrete Zp[[Γ˜]]-modules that have a continuous
action of Gal(Qp/Qp):
DE,κ−1p κ−1cyc
:=
(
Tp(E)⊗̂Zp[[Γp]](κ−1p )⊗̂Zp[[Γcyc]](κ−1cyc)
)
⊗Zp[[Γ˜]] Zp[[Γ˜]]
∨,
DE,κ−1q κ−1cyc :=
(
Tp(E)⊗̂Zp[[Γp]](κ−1q )⊗̂Zp[[Γcyc]](κ−1cyc)
)
⊗Zp[[Γ˜]] Zp[[Γ˜]]
∨.
11Note that, when the elliptic curve E has good supersingular reduction at p, the classical p-Selmer group of
E defined over the field K˜∞, is not well suited for the study of Iwasawa theory since its Pontryagin dual is not
Zp[[Γ˜]]-torsion and will not satisfy a “control theorem”.
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The decomposition in equation (5.1) gives us the following isomorphism of discrete Zp[[Γ˜]]-
modules that is Gal(Qp/Qp)-equivariant:
Dρ4,2
∼= DE,κ−1p κ−1cyc ⊕DE,κ−1q κ−1cyc .
We obtain the following isomorphisms of discrete Zp[[Γ˜]]-modules:
H1
(
Gal(Qp/Qp),Dρ4,2
) ∼= H1 (Qp,DE,κ−1p κ−1cyc)⊕H1 (Qp,DE,κ−1q κ−1cyc)(6.1)
∼= H1
(
Kp,DE,κ−1p κ−1cyc
)
⊕H1
(
Kp,DE,κ−1q κ−1cyc
)
.
If we let δ denote the non-trivial element of Gal(K/Q) and δ˜ some lift in GΣ of δ, we have the
following natural isomorphism inside Gal(Q/Q):
δ˜−1Gal(Qp/Kq)δ˜ ∼= Gal(Qp/Kp).
This lets us obtain the following isomorphism of discrete Zp[[Γ˜]]-modules:
H1(Kp,DE,κ−1q κ−1cyc)
∼= H1
(
Kq,DE,κ−1p κ−1cyc
)
.(6.2)
Shapiro’s lemma (see the discussion in the introduction of Greenberg’s work [16]) provides us the
following isomorphism of discrete Zp[[Γ˜]]-modules:
H1
(
Kp,DE,κ−1p κ−1cyc
) ∼=⊕
P|p
H1
(
(K˜∞)P, E[p
∞]
)
, H1
(
Kq,DE,κ−1p κ−1cyc
) ∼=⊕
Q|q
H1
(
(K˜∞)Q, E[p
∞]
)
.
(6.3)
Here, if we let GP denote the decomposition group for the prime P inside Gal(Qp/Qp), then
(K˜∞)P denotes the fixed field Q
GP
p . Note that the isomorphism in equation (6.3) crucially relies on
identifying Γ˜ with Γcyc × Γp. Note also that there are only finitely many primes P (and Q respec-
tively) in the field K˜∞ lying above the prime p (and q respectively) of the imaginary quadratic field
K.
Combining equations (6.1), (6.2) and (6.3), we have the following isomorphism of discrete Zp[[Γ˜]]-
modules:
H1
(
Qp,Dρ4,2
) ∼=⊕
P|p
H1
(
(K˜∞)P, E[p
∞]
)
⊕
⊕
Q|q
H1
(
(K˜∞)Q, E[p
∞]
)
.(6.4)
Keeping this isomorphism in mind, to define the local conditions inside the local cohomology group
H1(Qp,Dρ4,2), it will be sufficient to define local conditions inside the local cohomology groups
H1
(
(K˜∞)P, E[p
∞]
)
and H1
(
(K˜∞)Q, E[p
∞]
)
for all the primes P and Q in K˜∞ lying above the
primes p and q in K respectively.
§6.1. The ±± Selmer groups of Kim
Let Ê denote the formal group attached to the minimal Weierstrass model of the elliptic curve E
over Zp. The height of the formal group Ê equals two.
Given an ideal n of the ring of integers of K, we write K(n) for the ray class field of K with
modulus n. Let P be a fixed prime of K(p∞) lying above p. By an abuse of notation, we denote
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the prime L∩P again by P whenever L is a sub-extension of K(p∞)/K. For non-negative integers
m and n, Kim [26] defined
E+(K(pmqn)P) =
{
P ∈ Ê(K(pmqn)P) : Trm/l+1,nP ∈ Ê(K(plqn)P), for odd l < m
}
;
E−(K(pmqn)P) =
{
P ∈ Ê(K(pmqn)P) : Trm/l+1,nP ∈ Ê(K(plqn)P), for even l < m
}
,
where Trm/l+1,n : Ê(K(p
mqn)P)→ Ê(K(pl+1qn)P) denotes the trace map. We define E±(K(p∞)P)
to be the union
⋃
m,n≥0E
±(K(pmqn)P). Let ∆ be the finite Galois group Gal
(
K(p∞)P/(K˜∞)P
)
.
Then, we may define the corresponding plus/minus subgroups by
E±((K˜∞)P) := E
±(K(p∞)P)
∆ ⊂ E((K˜∞)P)
Given a prime Q of K(p∞) lying above q, we may define E±((K˜∞)Q) in a similar manner.
For each prime P (and Q respectively) in K˜∞, lying above p (and q respectively), we consider the
following discrete Zp[[Γ˜]]-submodules of H1((K˜∞)P, E[p∞]) (and H1((K˜∞)Q, E[p∞]) respectively):
Loc±
(
(K˜∞)P, E[p
∞]
)
:= Image
(
E±
(
(K˜∞)P
)
⊗Qp/Zp
κP→֒ H1((K˜∞)P, E[p∞])
)
,
Loc±
(
(K˜∞)Q, E[p
∞]
)
:= Image
(
E±
(
(K˜∞)Q
)
⊗Qp/Zp
κQ→֒ H1((K˜∞)Q, E[p∞])
)
.
Here, κP and κQ denote the usual Kummer map. Note that the restriction of the Kummer map
to the groups E±((K˜∞)P)⊗Qp/Zp and E±((K˜∞)Q)⊗Qp/Zp are injections since the natural maps
E±((K˜∞)P)⊗Qp/Zp → E((K˜∞)P)⊗Qp/Zp and E±((K˜∞)Q)⊗Qp/Zp → E((K˜∞)Q)⊗Qp/Zp are
injections. This fact follows from an argument similar to the one given in Lemma 8.17 of Kobayashi’s
work [27].
Let •, ◦ ∈ {+,−}. Via (6.4), we define the following local condition:
Loc•◦(Qp,Dρ4,2) :=
⊕
P|p
Loc•
(
(K˜∞)P, E[p
∞]
)
⊕
⊕
Q|q
Loc◦
(
(K˜∞)Q, E[p
∞]
)
⊂ H1(Qp,Dρ4,2).
This, in turn, lets us define the following discrete Selmer group:
Sel•◦(Q,Dρ4,2) = ker
H1 (GΣ,Dρ4,2)→ H1(Qp,Dρ4,2)Loc•◦(Qp,Dρ4,2) ⊕
⊕
v∈Σ\{p}
H1(Qv,Dρ4,2)
 .
Remark 6.1. Note that our choice of signs + and − is opposite to that of Kim since we would like
to formulate the Iwasawa main conjecture using the convention for the signs + and − chosen by
Loeffler in [32]. In particular, the Selmer groups Sel++(Q,Dρ4,2), Sel
+−(Q,Dρ4,2), Sel
−+(Q,Dρ4,2)
and Sel−−(Q,Dρ4,2) respectively correspond to the −−, −+, +− and ++ Selmer groups respectively
appearing in Kim’s work [26].
§6.2. Two-variable main conjectures and two variable p-adic L-functions
Following Loeffler’s work [32], we recall the construction of the four ±,± 2-variable p-adic L-
functions attached to E. Suppose we are given a choice of λ, µ ∈ {±√−p}. There exists an
unbounded Qp(
√−p)-valued distribution Lλ,µ on Γ˜, satisfying the following interpolation formula:
(6.5) Lλ,µ(ψ) =
pm+n
λmµnτK(ψ−1)
× L(E/K,ψ
−1, 1)
Ω+fEΩ
−
fE
,
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for every finite Galois character ψ : Gal(K/K) → Q× with conductor pmqn for some m,n > 0.
Here τK(ψ
−1) is the Gauss sum of ψ−1 (see, for example, the work of Skinner-Urban [54, §8.1.3]).
The periods Ω±fE are the real and imaginary periods associated to the newform fE constructed by
Shimura ([51]). See also Theorem 3.5.4 in the work of Greenberg-Stevens [19]. These periods are
well defined up to units in Z
×
p .
Remark 6.2. There are three choices of normalizations (depending on the choice of complex pe-
riods) available to us for the construction of these unbounded measures. These choices, denoted
ΩcongfE , ΩΠ and Ω
+
fE
Ω−fE respectively, appear in works of Castella-Wan [8], Loeffler [32] and Wan [62]
respectively. We refer the reader to these works for the precise definition of ΩcongfE and ΩΠ.
Lemma 9.5 in the work of Skinner-Zhang [55] asserts that the p-adic valuation of the ratio
Ωcong
fE
Ω+
fE
Ω−
fE
is zero. Castella-Wan [8, Remark 2.4] assert that the ratio of the periods ΩΠ
Ω+
fE
Ω−
fE
is an element of
Q×. However, it is not clear to us whether the ratio ΩΠ
Ω+
fE
Ω−
fE
is a p-adic unit.
We have chosen to work with the complex period given in Wan’s work [62] because, as we indicate
in Remark 8.5, this choice makes it transparent how the cyclotomic specializations of the 2-variable
++ and −− p-adic L-functions are related to certain one-variable p-adic L-functions of Rob Pollack.
See Remark 8.5 for more details.
Fix a topological generator γp of Γp. We choose γq to be the image of γp under the ring au-
tomorphism Zp[[Γ˜]] → Zp[[Γ˜]] induced by complex conjugation. We identify Lλ,µ with its Amice
transform in Qp(
√−p)[[γp−1, γq−1]]. As power series, we may decompose these p-adic L-functions
to obtain four bounded Qp-valued measures θ•◦4,2 on Γ˜, for •, ◦ ∈ {+,−}:
(6.6) Lλ,µ = log
+
p log
+
q θ
++
4,2 + λ log
+
p log
−
q θ
+−
4,2 + µ log
−
p log
+
q θ
−+
4,2 + λµ log
−
p log
−
q θ
−−
4,2 ,
where log±p and log
±
q are defined using Pollack’s ± logarithms in [44]. As power series, we have
log+r =
1
p
∏
i≥1
Φp2i(γr)
p
; log−r =
1
p
∏
i≥1
Φp2i−1(γr)
p
,
where Φpm denotes the p
m-th cyclotomic polynomial. The corresponding distributions under Amice
transform are described in [12].
If ψ is a finite Hecke character on Γ˜ of conductor f for r ∈ {p, q}, then log+r (ψ) (respectively,
log−r (ψ)) vanishes if and only if ordr(f) > 0 is odd (respectively, even). On combining equations
(6.5) and (6.6), we may deduce the following interpolation formulae for θ•◦4,2. Let •, ◦ ∈ {+,−}. Let
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ψ be a finite Hecke character on Γ˜ of conductor pmqn such that log•p(ψ) log
◦
q(ψ) 6= 0. Then,
θ++4,2 (ψ) =
(−1)m+n2 pm+n
τK(ψ−1)
∏
1≤k<m−1
k even
Φpk(ζp)
∏
1≤l<n−1
l even
Φpl(ζq)
× L(E/K,ψ
−1, 1)
Ω+fEΩ
−
fE
,(6.7)
θ+−4,2 (ψ) =
(−1)m+n+12 pm+n
τK(ψ−1)
∏
1≤k<m−1
k even
Φpk(ζp)
∏
1≤l<n−1
l odd
Φpl(ζq)
× L(E/K,ψ
−1, 1)
Ω+fEΩ
−
fE
,(6.8)
θ−+4,2 (ψ) =
(−1)m+n+12 pm+n
τK(ψ−1)
∏
1≤k<m−1
k odd
Φpk(ζp)
∏
1≤l<n−1
l even
Φpl(ζq)
× L(E/K,ψ
−1, 1)
Ω+fEΩ
−
fE
,(6.9)
θ−−4,2 (ψ) =
(−1)m+n2 +1pm+n
τK(ψ−1)
∏
1≤k<m−1
k odd
Φpk(ζp)
∏
1≤l<n−1
l odd
Φpl(ζq)
× L(E/K,ψ
−1, 1)
Ω+fEΩ
−
fE
,(6.10)
where ζr = ψ(γr) for r = p, q. We now recall Conjecture 1.2 stated in the introduction.
Conjecture 1.2 (Conjecture 6.7 in [62]). Let •, ◦ ∈ {+,−}. The Zp[[Γ˜]]-module Sel•◦(Q,Dρ4,2)∨
is torsion. We have the following equality in Z1
(
Zp[[Γ˜]]
)
:
Div
(
Sel•◦(Q,Dρ4,2)
∨
) ?
= Div
(
θ•◦4,2
)
.
Remark 6.3. For r ∈ {p, q}, if a different topological generator of Γr is chosen, then log±r would
change by a factor u±r , for some unit u
±
r in the ring Zp[[Γr]]. The p-adic L-functions θ
•◦
4,2 would then
change by the factor
(
u•pu
◦
q
)−1
. As a result, the divisors of the p-adic L-functions are independent
of the choice of topological generators for Γp and Γq.
Progress towards Conjecture 1.2 has been made by various authors under various technical hy-
potheses. We will cite the relevant works, referring the interested reader instead to these works for
the statement of the hypotheses. Wan [62, Theorem 8.5] has made progress towards establishing the
inequality Div
(
θ++4,2
)
≤ Div (Sel++(Q,Dρ4,2)∨) in Z1 (Zp[[Γ˜]]). For the reverse inequality, one can
employ an argument involving Euler systems of Beilinson-Flach elements constructed by Loeffler-
Zerbes in [34]. Under some technical hypotheses, such an Euler system is constructed and used to
prove this direction of the main conjecture in [6, Theorem 1.3]. Recently, a proof of Conjecture 1.2
has been announced in the work of Castella-Çiperiani-Skinner-Sprung [7, Theorem A].
§7. Proof of Theorem 1
Theorem 1 follows from Theorem 4.3. We will need to verify all the conditions stated in Theorem
4.3. Since we are working over the regular local ring Zp[[Γ˜]], condition (2) is automatically satisfied.
One has to verify all the hypotheses in Section 3.1.2. Hypothesis Loc(0) follows from Proposi-
tion 4.1 in [41]. Since we are working over the regular local ring Zp[[Γ˜]], Hypothesis Reg(0) and
Hypothesis Gor automatically hold.
It remains to verifyHypothesis Rank, Hypothesis LF and Hypothesis Locp(0). Hypothesis Locp(0)
follows from Proposition 7.1. Hypothesis Rank follows from Corollaries 7.4, 7.6 and 7.8. Hypothesis LF
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follows from Corollaries 7.4, 7.6 and Proposition 7.9. Note that
d(ρ4,2) = 4, d
+(ρ4,2) = 2, d
−(ρ4,2) = 2
For the remainder of this section, it will be helpful to keep the following picture in mind:
H1
(
Gal(Qp/Qp),Dρ4,2
)
H1
(
Kp,DE,κ−1p κ−1cyc
) ⊕
H1
(
Kq,DE,κ−1p κ−1cyc
)
⊕
P|p
H1
(
(K˜∞)P, E[p
∞]
) ⊕ ⊕
Q|q
H1
(
(K˜∞)Q, E[p
∞]
)
⊕
P|p
(
E•
(
(K˜∞)P
)
⊗Qp/Zp
) ⊕ ⊕
Q|q
(
E◦
(
(K˜∞)Q
)
⊗Qp/Zp
)
Loc•◦(Qp,Dρ4,2)
LocGr(Qp,Dρ4,2)
∼=
∼= ∼=
∼= (Corollary 7.6)
∼=
Figure 1
The identification of H1
(
Kp,DE,κ−1p κ−1cyc
)
with LocGr(Qp,Dρ4,2) is established in Corollary 7.6. All
the remaining inclusions and isomorphisms given in Figure 1 follow from the discussions in Section 6.
§7.1. Verifying the various hypotheses
Let m denote the maximal ideal of local ring Zp[[Γ˜]]. Let Fp(ω) denote the one-dimensional Fp vector
on which GΣ acts via the Techmüller character. The residual representation ρE : Gal(Qp/Qp) →
GL2(Fp) associated to the elliptic curve E for the local decomposition group Gal(Qp/Qp) is ab-
solutely irreducible (see [13, Theorem 2.6]). This uses the fact that E is an elliptic curve defined
over Q with good supersingular reduction at the prime p. As a result, we obtain the following
proposition:
Proposition 7.1.
(1) The Gal(Qp/Qp)-modules Dρ4,2 [m] and Dρ⋆4,2 [m] have no quotient isomorphic to the trivial
representation.
(2) The Gal(Qp/Kp)-module DE,κ−1p κ−1cyc [m] has no quotient isomorphic to the trivial represen-
tation or Fp(ω).
(3) The Gal(Qp/Kq)-module DE,κ−1p κ−1cyc [m] has no quotient isomorphic to the trivial represen-
tation or Fp(ω).
As an immediate corollary to Proposition 7.1, we have the following equalities:
H0
(
Gal(Qp/Qp),Dρ4,2
)∨
= H2
(
Gal(Qp/Qp),Dρ4,2
)∨
= 0.
H0
(
Kp,DE,κ−1p κ−1cyc
)
= H2
(
Kp,DE,κ−1p κ−1cyc
)
= 0. H0
(
Kp,DE,κ−1q κ−1cyc
)
= H2
(
Kp,DE,κ−1q κ−1cyc
)
= 0.
The local Euler Poincaré characteristics (Proposition 4.2 in [16]) along with Proposition 5.10 and
Remark 5.10.1 in [16] lets us immediately deduce the following corollary:
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Corollary 7.2. The Zp[[Γ˜]]-module H1
(
Gal(Qp/Qp),Dρ4,2
)∨
is free of rank four. The Zp[[Γ˜]]-
modules H1
(
Kp,DE,κ−1p κ−1cyc
)∨
and H1
(
Kp,DE,κ−1q κ−1cyc
)∨
are free of rank two.
Let us recall the following result of Kim.
Proposition 7.3. Let •, ◦ ∈ {+,−}. The following Zp[[Γ˜]]-modules are free of rank one:⊕
P|p
Loc•
(
(K˜∞)P, E[p
∞]
)∨
,
⊕
Q|q
Loc◦
(
(K˜∞)Q, E[p
∞]
)∨
.
Proof. We will simply show that the Zp[[Γ˜]]-module
⊕
P|p Loc•
(
(K˜∞)P, E[p
∞]
)∨
is free of rank one.
One can similarly show that the Zp[[Γ˜]]-module
⊕
Q|q Loc◦
(
(K˜∞)Q, E[p
∞]
)∨
is free of rank one.
Let us fix a prime P0 above p in K˜∞. Let Γ˜P0 denote the decomposition group of Γ˜ for the prime
P0 lying above the prime p in K. Note that we have the following isomorphism of Zp[[Γ˜]]-modules:⊕
P|p
Loc•
(
(K˜∞)P, E[p
∞]
)∨ ∼= IndΓ˜
Γ˜P0
(
E•
(
(K˜∞)P0
)
⊗Qp/Zp
)∨
It suffices to show that the Zp[[Γ˜P0 ]]-module
(
E•
(
(K˜∞)P0
)
⊗Qp/Zp
)∨
is free of rank one. This
follows from a result of Kim [26, Proposition 2.11]. 
Let •, ◦ ∈ {+,−}. Since we have the following equality of Zp[[Γ˜]]-modules:
Loc•◦(Qp,Dρ4,2) =
⊕
P|p
Loc•
(
(K˜∞)P, E[p
∞]
)
⊕
⊕
Q|q
Loc◦
(
(K˜∞)Q, E[p
∞]
)
,
we immediately have the following corollary:
Corollary 7.4. Let •, ◦ ∈ {+,−}. The Zp[[Γ˜]]-module Loc•◦(Qp,Dρ4,2)∨ is free of rank two.
Lemma 7.5. Let Q (and P respectively) be a prime of K˜∞ lying above the prime q (and p respec-
tively) of K. Then, we have
H0 (IQ, E[p
∞]) = H0 (IP, E[p
∞]) = H0 (GQ, E[p
∞]) = H0 (GP, E[p
∞]) = 0.
Here, the groups IQ, GQ (and IP, GP respectively) denote the inertia and decomposition sub-
groups for the primes Q (and P respectively) inside Gal(Qp/Kq) (and Gal(Qp/Kp) respectively).
Proof. Note that if we showH0 (IQ, E[p
∞]) = H0 (IP, E[p
∞]) = 0, then we would haveH0 (GQ, E[p
∞]) =
H0 (GP, E[p
∞]) = 0. We will simply show that H0 (IQ, E[p
∞]) = 0. One can similarly prove that
H0 (IP, E[p
∞]) = 0.
Since the quotient
Iq
IQ
is a pro-p group and since E[p] is a discrete torsion p-group, we have
H0 (IQ, E[p
∞]) = 0 ⇐⇒ H0 (IQ, E[p]) = 0 ⇐⇒ H0 (Iq, E[p]) = 0.
Therefore, to complete the proof of the lemma, it suffices to show that H0 (Iq, E[p]) = 0. By [13,
Theorem 2.6], we have the following isomorphism of Fp[Iq]-modules:
E[p] ∼= Fp(ψ)⊕ Fp(ψ′),
where ψ : Iq → F×p2 and ψ′ : Iq → F×p2 are two fundamental characters of level two. That is,
Image(ψ) and Image(ψ′) lie inside Fp2 but not inside Fp. As a result,
H0 (Iq, E[p]) ∼= H0 (Iq,Fp(ψ)) ⊕H0 (Iq,Fp(ψ)) = 0.
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This completes the proof of the lemma.
Alternatively, to deduce the lemma, we can adopt the techniques of the proof appearing in
Kobayashi’s work [27, Proposition 8.7], which relies on the fact the E[p] is isomorphic to the p-
torsion points on a formal group of height two over the local ring Zp. See also Kim’s work [26,
discussion towards the end of page 829]). 
Corollary 7.6. Under the isomorphism given in equation (6.1), we can identify LocGr(Qp,Dρ4,2)
with H1
(
Kp,DE,κ−1p κ−1cyc
)
. Consequently, the Zp[[Γ˜]]-module LocGr(Qp,Dρ4,2)
∨ is free of rank two.
Proof. Under the isomorphism
Dρ4,2
∼= DE,κ−1p κ−1cyc ⊕DE,κ−1q κ−1cyc ,
we can identify Fil+Dρ4,2 with DE,κ−1p κ−1cyc
. As a result, under the isomorphism given in equation
(6.1), we can identify LocGr(Qp,Dρ4,2) with
LocGr(Qp,Dρ4,2) ∼= H1
(
Kp,DE,κ−1p κ−1cyc
)
⊕ ker
(
H1
(
Kq,DE,κ−1p κ−1cyc
)
→ H1
(
Iq,DE,κ−1p κ−1cyc
))
.
Here, Iq denotes the inertia group inside Gal(Qp/Kq). The inflation-restriction exact sequence gives
us the following isomorphism of Zp[[Γ˜]]-modules:
H1
(
GKq/Iq,H
0
(
Iq,DE,κ−1p κ−1cyc
)) ∼= ker (H1 (Kq,DE,κ−1p κ−1cyc)→ H1 (Iq,DE,κ−1p κ−1cyc)) .
Note that we have the following isomorphism of Zp[[Γ˜]]-modules:
H0
(
Iq,DE,κ−1p κ−1cyc
) ∼=⊕
Q|q
H0 (IQ, E[p
∞])
Here, the direct sum is taken over all primes Q of K˜∞ lying above the prime q of K. The groups IQ
and GQ denote the inertia and decomposition subgroups of Q inside Gal(Qp/Kq). By Lemma 7.5,
we have
H0 (IQ, E[p
∞]) = 0, ∀ Q | q.
These observations now give us following isomorphism of Zp[[Γ˜]]-modules:
LocGr(Qp,Dρ4,2)
∼= H1
(
Kp,DE,κ−1p κ−1cyc
)
.
The last part of the corollary follows from Corollary 7.2. 
Proposition 7.7. Let •, ◦ ∈ {+,−}. The Pontraygin dual of the Zp[[Γ˜]]-modules
Loc+◦(Qp,Dρ4,2) + Loc−◦(Qp,Dρ4,2)
Loc•◦(Qp,Dρ4,2)
,
Loc•+(Qp,Dρ4,2) + Loc•−(Qp,Dρ4,2)
Loc•◦(Qp,Dρ4,2)
(7.1)
are free of rank one.
Proof. We will show that the Pontryagin dual of the Zp[[Γ˜]]-module
Loc•+(Qp,Dρ4,2)+Loc•−(Qp,Dρ4,2)
Loc•◦(Qp,Dρ4,2 )
is
free of rank one. The proof that the Pontryagin dual of the Zp[[Γ˜]]-module
Loc+◦(Qp,Dρ4,2)+Loc−◦(Qp,Dρ4,2 )
Loc•◦(Qp,Dρ4,2)
is free of rank one would follow similarly.
Let Q be any prime of K˜∞ lying above p and write κQ for the Kummer map as before. Note
that the p-power torsion points on the elliptic curve coincides with the p-power torsion points on
the formal group Ê.
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By Proposition 4.3 in the work of Coates-Greenberg [9] (see also Section 2 of Rubin’s work [47]),
we have
κQ
(
E((K˜∞)Q)⊗Qp/Zp
)
= H1
(
(K˜∞)Q, E[p
∞]
)
.
A result of Kim [26, Proposition 2.6] says that
E+((K˜∞)Q) + E
−((K˜∞)Q) = Ê((K˜∞)Q).(7.2)
Recall from §6.1 that we have injections E±((K˜∞)Q) ⊗ Qp/Zp →֒ Ê((K˜∞)Q) ⊗ Qp/Zp. This fact
along with equation (7.2) now implies the following:
⊕
Q|q
(
E+
(
(K˜∞)Q
)
⊗Qp/Zp
)
+
⊕
Q|q
(
E−
(
(K˜∞)Q
)
⊗Qp/Zp
)
=
⊕
Q|q
(
Ê((K˜∞)Q)⊗Qp/Zp
)(7.3)
∼=
⊕
Q|q
H1
(
(K˜∞)Q, E[p
∞]
)
,
∼= H1
(
Kq,DE,κ−1p κ−1cyc
)
.
Therefore, the quotient appearing in equation (7.1) is isomorphic to
H1
(
Kq,D
E,κ
−1
p κ
−1
cyc
)
⊕
Q|q
E◦((K˜∞)Q)⊗Qp/Zp
.
Consider the short exact sequence
0→
 H1
(
Kq,DE,κ−1p κ−1cyc
)
⊕
Q|q
E◦
(
(K˜∞)Q
)
⊗Qp/Zp

∨
→ H1
(
Kq,DE,κ−1p κ−1cyc
)∨ →⊕
Q|q
(
E◦
(
(K˜∞)Q
)
⊗Qp/Zp
)∨ → 0.
By Proposition 7.3, the Zp[[Γ˜]]-module
⊕
Q|q
(
E◦
(
(K˜∞)Q
)
⊗Qp/Zp
)∨
is free of rank one. By Corol-
lary 7.2, the Zp[[Γ˜]]-module H1
(
Kq,DE,κ−1p κ−1cyc
)∨
is free of rank two. The proposition now fol-
lows. 
Corollary 7.8. Let {I, II} be any one of the following unordered pairs
{++,+−}, {++,−+}, {−−,+−}, {−−,−+}, {++,Gr}, {+−,Gr}, {−+,Gr}, {−−,Gr}.
Then, the Zp[[Γ˜]]-module
(
LocI(Qp,Dρ4,2) + LocII(Qp,Dρ4,2)
)∨
is free of rank three.
Proof. We will prove the corollary when {I, II} equals {++,+−} and when {I, II} equals {+−,Gr}.
The remaining cases of the corollary would follow similarly.
If {I, II} equals {++,+−}, then
Loc++(Qp,Dρ4,2) + Loc+−
(
Qp,Dρ4,2
)
=
⊕
P|p
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
)
⊕H1
(
Kq,DE,κ−1p κ−1cyc
)
.
(7.4)
If {I, II} equals {+−,Gr}, then
Loc+−(Qp,Dρ4,2) + LocGr
(
Qp,Dρ4,2
)
= H1
(
Kp,DE,κ−1p κ−1cyc
)
⊕
⊕
Q|q
(
E−
(
(K˜∞)Q
)
⊗Qp/Zp
)
.
(7.5)
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By Corollary 7.2 and Proposition 7.3, the Pontryagin dual of the Zp[[Γ˜]]-modules appearing in
equations (7.4) and (7.5) are free of rank three. 
Proposition 7.9. Let {I, II} be one of the pairs appearing in the statement of Corollary 7.8. Then,
the Pontryagin duals of
LocII
(
Qp,Dρd,n
)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
) , LocI (Qp,Dρd,n)
LocI
(
Qp,Dρd,n
)⋂
LocII
(
Qp,Dρd,n
)
are free Zp[[Γ˜]]-modules of rank one.
Proof. We will only consider the cases when {I, II} equals {Gr,+−} and {++,+−}. The remaining
cases follow similarly.
The identifications in Figure 1 lets us conclude that
LocGr(Qp,Dρ4,2) ∩ Loc+−(Qp,Dρ4,2) =
⊕
P|p
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
)
.
Consequently,
LocGr(Qp,Dρ4,2)
LocGr(Qp,Dρ4,2) ∩ Loc+−(Qp,Dρ4,2)
∼=
⊕
P|p
H1
(
(K˜∞)P, E[p
∞]
)
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
) .
The Pontryagin dual of this Zp[[Γ˜]]-module is free of rank one.
By Proposition 7.3, the Pontryagin dual of the quotient
Loc+−(Qp,Dρ4,2)
LocGr(Qp,Dρ4,2) ∩ Loc+−(Qp,Dρ4,2)
∼=
⊕
Q|q
Loc−
(
(K˜∞)Q, E[p
∞]
)
is free of rank one over Zp[[Γ˜]].
The case when {I, II} equals {++,+−} follows from Proposition 7.7 and the isomorphisms
Loc++(Qp,Dρ4,2)
Loc++(Qp,Dρ4,2) ∩ Loc+−(Qp,Dρ4,2)
∼= Loc++(Qp,Dρ4,2) + Loc+−(Qp,Dρ4,2)
Loc+−(Qp,Dρ4,2)
,
Loc+−(Qp,Dρ4,2)
Loc++(Qp,Dρ4,2) ∩ Loc+−(Qp,Dρ4,2)
∼= Loc++(Qp,Dρ4,2) + Loc+−(Qp,Dρ4,2)
Loc++(Qp,Dρ4,2)
.

§7.2. Description of the modules Z(Q, Dρ4,2) and Z(⋆)(Q, Dρ⋆4,2)
We will only describe the modules Z(Q,Dρ4,2) and Z(⋆)(Q,Dρ⋆4,2) when {I, II} equals {Gr,+−} and
{++,+−}. The remaining cases follow similarly. Throughout the description, we will keep in mind
the identifications provided by the inclusions and isomorphisms in Figure 1.
Recall that the module Z(Q,Dρ4,2) was defined to be the Pontryagin dual of
ker
(
H1
(
GΣ,Dρ4,2
)→ H1 (Qp,Dρ4,2)
LocI
(
Qp,Dρ4,2
)⋂
LocII
(
Qp,Dρ4,2
) × ⊕
l∈Σ\{p}
H1
(
Ql,Dρ4,2
))
.
To describe Z(Q,Dρ4,2), it suffices to identify LocI
(
Qp,Dρ4,2
)⋂
LocII
(
Qp,Dρ4,2
)
in Figure 1.
When {I, II} equals {Gr,+−},
LocI
(
Qp,Dρ4,2
)⋂
LocII
(
Qp,Dρ4,2
)
=
⊕
P|p
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
) ⊕
0.
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Proposition 7.10. When {I, II} equals {++,+−},
LocI
(
Qp,Dρ4,2
)⋂
LocII
(
Qp,Dρ4,2
)
=
⊕
P|p
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
) ⊕
Q|q
(
Ê
(
K(p∞)Zp,Q
)⊗Qp/Zp) .
Here, K(p∞)Zp,Q is the unique unramified Zp-extension of Kq. Note that we have the following
inclusions:
Kq ⊂ K(p∞)Zp,Q ⊂ (K˜∞)Q.
Proof. Fix a prime Q in K˜∞ above q. First note that there is a short exact sequence
0→ Ê (K(p∞)Zp,Q)→ E+ ((K˜∞)Q)⊕ E− ((K˜∞)Q)→ Ê ((K˜∞)Q)→ 0.(7.6)
The first map is given by the diagonal map (obtained from the natural inclusions) and the second
map is defined by (a, b) 7→ a− b. The exactness at the middle term is given by an argument similar
to the one in the proof of [27, Proposition 8.12(ii)]. The exactness at the last term is given in
equation (7.2). Now, consider the following commutative diagram.
0 // Ê
(
K(p∞)Zp,Q
)

// E+
(
(K˜∞)Q
)
⊕ E−
(
(K˜∞)Q
)

// Ê
(
(K˜∞)Q
)

// 0
0 // Ê
(
K(p∞)Zp,Q
)⊗Qp // (E+ ((K˜∞)Q)⊕ E− ((K˜∞)Q))⊗Qp // Ê ((K˜∞)Q)⊗Qp // 0
Using equation (7.6), one can conclude that both the rows are exact. All vertical maps turn out to be
injective. This is because the kernel of each of the vertical maps is a subgroup of Ê
(
(K˜∞)Q
)
[p∞],
which equals zero by Proposition 7.1. The snake lemma then gives the following short exact se-
quence:
0→ Ê (K(p∞)Zp,Q)⊗Qp/Zp → (E+ ((K˜∞)Q)⊕ E− ((K˜∞)Q))⊗Qp/Zp → Ê ((K˜∞)Q)⊗Qp/Zp → 0,
This lets us conclude that we have the following equality in Ê((K∞)Q)⊗Qp/Zp:(
E+((K˜∞)Q)⊗Qp/Zp
)
∩
(
E−((K˜∞)Q)⊗Qp/Zp
)
= Ê
(
K(p∞)Zp,Q
)⊗Qp/Zp.
The proposition follows. 
To describe Z(⋆)(Q,Dρ⋆4,2), we will need to consider the following isomorphism of Zp[[Γ˜]]-modules
induced by the Weil pairing:
Tρ⋆4,2
∼= IndGQGKTp(E)⊗Zp Zp[[Γ˜]](κ).(7.7)
Let ι : Zp[[Γ˜]] → Zp[[Γ˜]] denote the involution defined by sending every element γ of Γ˜ to γ−1. If
M is a Zp[[Γ˜]]-module, then we let M ι denote the Zp[[Γ˜]]-module which is equal to M as a set (and
as a Zp-module) and on which γ ∈ Γ˜ acts as ι(γ). The isomorphism in equation (7.7), in turn,
lets us deduce that the discrete Zp[[Γ˜]]-module H1
(
Qp,Dρ⋆4,2
)
is isomorphic to H1
(
Qp,Dρ4,2
)ι
.
For the rest of this section, using this isomorphism induced by the Weil pairing, we will identify
H1
(
Qp,Dρ⋆4,2
)
with H1
(
Qp,Dρ4,2
)ι
. We have the following pairing given by local duality:
H1ct
(
Qp, Tρ4,2
)×H1 (Qp,Dρ⋆4,2)︸ ︷︷ ︸
∼=H1(Qp,Dρ4,2)
ι
→ Qp/Zp(7.8)
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The Zp[[Γ˜]]-module Z(⋆)(Q,Dρ⋆4,2) is defined in (3.23) as the Pontryagin dual of
ker
H1 (GΣ,Dρ⋆4,2)→ H1
(
Qp,Dρ⋆4,2
)
LocI,II
(
Qp,Dρ⋆4,2
) ⊕ ⊕
l∈Σ\{p}
H1
(
Ql,Dρ⋆4,2
) ,
where LocI,II
(
Qp,Dρ⋆4,2
)
⊂ H1
(
Qp,Dρ⋆4,2
)
, is the orthogonal complement of((
LocI
(
Qp,Dρ4,2
)
+ LocII
(
Qp,Dρ4,2
))∨)∗
under the pairing given in equation (7.8). We will also keep in mind all the identifications in Figure 1.
If {I, II} equals {+−,Gr}, then
Loc+−(Qp,Dρ4,2) + LocGr
(
Qp,Dρ4,2
)
= H1
(
Kp,DE,κ−1p κ−1cyc
)
⊕
⊕
Q|q
(
E−
(
(K˜∞)Q
)
⊗Qp/Zp
)
,
=⇒ LocI,II
(
Qp,Dρ⋆4,2
)
=
⊕
P|p
0⊕
⊕
Q|q
E−
(
(K˜∞)Q
)
⊗Qp/Zp
ι .(7.9)
If {I, II} equals {++,+−}, then
Loc++(Qp,Dρ4,2) + Loc+−
(
Qp,Dρ4,2
)
=
⊕
P|p
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
)
⊕H1
(
Kq,DE,κ−1p κ−1cyc
)
,
=⇒ LocI,II
(
Qp,Dρ⋆4,2
)
=
⊕
P|p
E+
(
(K˜∞)P
)
⊗Qp/Zp
ι ⊕⊕
Q|q
0.(7.10)
Equations (7.9) and (7.10) follow from Proposition 7.11. Note that we have the following perfect
pairings:
H1ct
(
Kp, TE,κ˜−1
)×H1 (Kp,DE,κ˜−1)ι → Qp/Zp(7.11)
H1ct
(
Kp, TE,κ˜−1
)ι ×H1 (Kp,DE,κ˜−1)→ Qp/Zp.(7.12)
Proposition 7.11. Let •, ◦ ∈ {+,−}.
•
(⊕
P|p
E•
(
(K˜∞)P
)
⊗Qp/Zp
)ι
equals the orthogonal complement of
(⊕
P|p
(
E•
(
(K˜∞)P
)
⊗Qp/Zp
)∨)∗
under the pairing given in equation (7.11).
•
(⊕
Q|q
E◦
(
(K˜∞)Q
)
⊗Qp/Zp
)ι
equals the orthogonal complement of
(⊕
Q|q
(
E◦
(
(K˜∞)Q
)
⊗Qp/Zp
)∨)∗
,
under the pairing for the field Kq similar to the one given in equation (7.11).
Here, TE,κ˜−1 denotes
(
Tp(E)⊗Zp Zp[[Γ˜]](κ˜−1)
)
and DE,κ˜−1 denotes TE,κ˜−1 ⊗Zp[[Γ˜]] Zp[[Γ˜]]∨.
Proof. We will show that
(⊕
P|p
E+
(
(K˜∞)P
)
⊗Qp/Zp
)ι
, under the pairing given in equation (7.11),
equals the orthogonal complement of
(⊕
P|p
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
)∨)∗
. The rest of the proposition
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would follow similarly. Let
H+ ⊂ H1ct
(
Kp, TE,κ˜−1
)
, Hι+ ⊂ H1ct
(
Kp, TE,κ˜−1
)ι
,
respectively denote the orthogonal complements of⊕
P|p
E+
(
(K˜∞)P
)
⊗Qp/Zp
ι , ⊕
P|p
E+
(
(K˜∞)P
)
⊗Qp/Zp
under the pairings given in equation (7.11) and equation (7.12) respectively. We will keep the
following isomorphisms in mind:
Γ˜ ∼= lim←−
α
Γ˜α, Λ ∼= lim←−
m,α
Zp
pmZp
[Γ˜α].
Here, m varies over all the positive integers and Γ˜α varies over all finite quotients of Γ˜. By abuse of
notation, we let ι :
Zp
pmZp
[Γ˜α] → ZppmZp [Γ˜α] also denote the Zp-linear involution obtained by sending
every element γ ∈ Γ˜α to γ−1.
To identify
(⊕
P|p
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
)∨)∗
inside H1ct
(
Kp, TE,κ˜−1
)
, it will be helpful to ex-
pand on the isomorphism HomΛ
(
H1ct
(
Kp, TE,κ˜−1
)ι
,Λ
)
∼= H1ct
(
Kp, TE,κ˜−1
)
, which we obtain by
combining equations (3.22) and (7.12), using the commutative diagram below12.
HomΛ
(
H1ct
(
Kp, TE,κ˜−1
)ι
,Λ
)
H1ct
(
Kp, TE,κ˜−1
)
lim←−
m,α
Hom Zp
pmZp
[[Γ˜α]]
(
H1
(
Kp, TE,κ˜−1 ⊗Λ ZppmZp [[Γ˜α]]
)ι
,
Zp
pmZp
[[Γ˜α]]
)
lim←−
m,α
H1
(
Kp, TE,κ˜−1 ⊗Λ ZppmZp [[Γ˜α]]
)
lim←−
m,α
Hom Zp
pmZp
(
H1
(
Kp, TE,κ˜−1 ⊗Λ ZppmZp [[Γ˜α]]
)ι
,
Zp
pmZp
)
lim←−
m,α
H1
(
Kp, TE,κ˜−1 ⊗Λ ZppmZp [[Γ˜α]]
)
∼=
∼=
∼=
∼=
Frobenius
reciprocity
∼=
∼=
∼=
Figure 2
The isomorphism in the second row of Figure 2, in turn, relies on the isomorphism
H1ct
(
Kp, TE,κ˜−1
)⊗Λ ZppmZp [[Γ˜α]] ∼= H1 (Kp, TE,κ˜−1 ⊗Λ ZppmZp [[Γ˜α]]), where Hypothesis Locp(0) comes
in to play. The isomorphism in the last row of Figure 2 is given by local duality as indicated in the
commutative diagram below.
H1
(
Kp, TE,κ˜−1 ⊗Λ ZppmZp [[Γ˜α]]
)ι× H1 (Kp, TE,κ˜−1 ⊗Λ ZppmZp [[Γ˜α]]) ZppmZp
H1
(
Kp,HomZp
(
TE,κ˜−1 ⊗Λ ZppmZp [[Γ˜α]]
)
, µpm
)
× H1
(
Kp, TE,κ˜−1 ⊗Λ ZppmZp [[Γ˜α]]
)
H2 (Kp, µpm)
∼=Weilpairing ∼=⋃
12For a more explicit description of this identification, see works of Perrin-Riou [43, §3.6.1] along with Loeffler
and Zerbes [33, Definition 2.3].
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Figure 3
To prove the proposition, we need to show that under the identification given in Figure 2, we have
H+
?
=
⊕
P|p
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
)∨∗ .(7.13)
Observe that we have a short exact sequence of Λ-modules:
0→ Hι+ → H1ct
(
Kp, TE,κ˜−1
)ι →⊕
P|p
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
)∨ → 0.
This allows us to describe
(⊕
P|p
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
)∨)∗
as the following:
{
φ ∈ HomΛ
(
H1ct
(
Kp, TE,κ˜−1
)ι
,Λ
)
such that φ(x) = 0 for all x in Hι+
}
.(7.14)
For each y ∈ H1ct
(
Kp, TE,κ˜−1
)
, let φy denote the element in HomΛ
(
H1ct
(
Kp, TE,κ˜−1
)ι
,Λ
)
corre-
sponding to isomorphism in Figure 2. Disregarding the involution ι, the pairing in the first row of
Figure 3 is skew-symmetric since, as indicated by the pairing in the second row of Figure 3, it is
induced by the cup-product on the first Galois cohomology groups. This lets us conclude that if
y ∈ H+, then φy(xι) equals zero13 for all xι in Hι+. As a result, using the description in equation
(7.14), we have the following inclusion of Λ-modules inside H1ct
(
Kp, TE,κ˜−1
)
:
H+ →֒
⊕
P|p
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
)∨∗(7.15)
The Λ-modules H+ and
(⊕
P|p
(
E+
(
(K˜∞)P
)
⊗Qp/Zp
)∨)∗
are free of rank one and are direct
summands of the Λ-module H1ct
(
Kp, TE,κ˜−1
)
. As a result, the inclusion in equation (7.15) must be
an equality. This lets us assert the validity of equation (7.13). The Proposition follows. 
Remark 7.12. The following table summarizes our discussion for the local Selmer conditions at p
for Z(Q,Dρ4,2) and Z(⋆)(Q,Dρ⋆4,2) associated to the pairs {+−,Gr} and {++,+−}.
Table 1. Summary of local Selmer conditions at p
{+−,Gr} {++,+−}
Loc. cond. at p Loc. cond. at q Loc. cond. at p Loc. cond. at q
Z(Q,Dρ4,2) Plus Empty Plus See Prop. 7.10
Z(⋆)(Q,Dρ⋆4,2) Empty Minus Plus Empty
The discussion of the local Selmer conditions at p for the remaining pairs is very similar. For
the pairs {++,Gr}, {+−,Gr}, {−+,Gr}, {−−,Gr}, the description of the module Z(⋆)(Q,Dρ⋆4,2)
associated to the Tate dual ρ⋆4,2 is analogous to the description of Z(Q,Dρ4,2) associated to ρ4,2 and
13Note however that if x, y are two elements in H1ct
(
Kp, TE,κ˜−1
)
, then in general φy(xι) need not equal −φx(yι).
That is, the pairing H1ct
(
Kp, TE,κ˜−1
)ι
× H1ct
(
Kp, TE,κ˜−1
)
→ Λ, described using the identification in Figure 2, need
not be skew-symmetric (disregarding the involution ι).
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matches the description given in equation (3.1). For the remaining pairs however, the description
of the module Z(⋆)(Q,Dρ⋆4,2) for ρ⋆4,2 does not match the description as given in equation (3.1).
§7.3. Local fudge factors at primes l 6= p when p ≥ 5
Throughout Section 7.3, we will assume that p ≥ 5 and that l 6= p is a prime number. Consider
the Galois representation ρE,κ˜−1 : GK → GL2
(
Zp[[Γ˜]]
)
given by the action of GK on the free
rank two Zp[[Γ˜]]-module TE,κ˜−1 :=
(
Tp(E) ⊗Zp Zp[[Γ˜]](κ˜−1)
)
. The discrete Zp[[Γ˜]]-module associ-
ated to ρE,κ˜−1 is DE,κ˜−1 := TE,κ˜−1 ⊗Zp[[Γ˜]] Zp[[Γ˜]]∨. We have the following isomorphism of Galois
representations over Zp[[Γ˜]]:
ρ4,2 ∼= IndQK
(
ρE,κ˜−1
)
.
Let l 6= p be a prime number. If the prime number l splits into two primes η1 and η2 in K, then we
have the following isomorphism of discrete Zp[[Γ˜]]-modules:
H0
(
Ql,Dρ4,2
) ∼= H0 (Kη1 ,DE,κ˜−1)⊕H0 (Kη2 ,DE,κ˜−1) .
If there exists a unique prime η in K lying above l, then we have the following isomorphism of
Zp[[Γ˜]]-modules:
H0
(
Ql,Dρ4,2
) ∼= H0 (Kη,DE,κ˜−1) .
Here, Kη denotes the completion of the imaginary quadratic field K at the prime η. Combining
these observations, we have the following equality in Z2
(
Zp[[Γ˜]]
)
:∑
l∈Σ\{p}
c2
((
H0
(
Ql,Dρ4,2
)∨)
P.N.
)
=
∑
l∈Σ\{p}
∑
η|l
η in K
c2
((
H0
(
Kη,DE,κ˜−1
)∨)
P.N.
)
(7.16)
The calculation of the invariant c2
((
H0
(
Kη,DE,κ˜−1
)∨)
P.N.
)
depends on the reduction type of
the elliptic curve E at the prime η in K. See Propositions 7.13, 7.14, 7.15 and 7.16 below.
Let Kurη denote the maximal unramified extension of Kη. Let Iη,ur := Gal(Ql/Kη,ur) denote
the corresponding inertia group. The Galois group Gal(Kurη /Kη), which is isomorphic to Ẑ, is
topologically generated by the Frobenius element Frobη. We make the following observations:
(7i) The restriction of the character κ˜ to the inertia group Iη,ur is trivial.
(7ii) Since the prime η does not split completely in the cyclotomic Zp-extension Kcyc/K, the
image of the character κ˜ lies inside Zp[[Γ˜]] but not inside Zp.
(7iii) The residual representation, associated to the character κ˜ : GK ։ Γ˜ →֒ GL1(Zp[[Γ˜]]), is
trivial.
(7iv) Let χp : Gal(Ql/Kη) → Z×p denote the p-adic cyclotomic character given by the action of
Gal(Ql/Kη) on µp∞. The restriction of the p-adic cyclotomic character χp to the inertia
group Iη,ur is trivial.
§7.3.1. E has good reduction at η
Proposition 7.13. Suppose the elliptic curve E has good reduction at the prime η. Then,
pdZp[[Γ˜]]H
0
(
Gal(Ql/Kη),DE,κ˜−1
)∨ ≤ 1.
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Consequently, we have (
H0
(
Gal(Ql/Kη),DE,κ˜−1
)∨)
P.N.
= 0.
Proof. Since η is a prime not lying above p and since the elliptic curve E has good reduction at the
prime η, we can conclude that the action of the inertia group Iη,ur on DE,κ˜−1 is trivial. As a result,
we have
H0
(
Gal(Ql/Kη),DE,κ˜−1
)
= H0
(
Gal(Kurη /Kη),DE,κ˜−1
)
.
The eigenvalues of Frobη, say a and b, on the p-adic Tate module Tp(E) are distinct (see Theorem
4.1 in Coleman-Edixhoven’s work [11]). Hence, the action of Frobη on the free Zp[[Γ˜]]-module(
DE,κ˜−1
)∨
is semi-simple. Let O denote the ring of integers in a finite extension of Qp, containing
the eigenvalues a and b. This lets us deduce the following isomorphisms of O[[Γ˜]]-modules:
H0
(
Gal(Kurη /Kη),DE,κ˜−1
)∨ ⊗Zp O ∼= coker
O[[Γ˜]]2
[
a−1κ˜(Frobη)− 1 0
0 b−1κ˜(Frobη)− 1
]
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ O[[Γ˜]]2
 ,
∼=
(
O[[Γ˜]]
(a−1κ˜(Frobη)− 1)
)
⊕
(
O[[Γ˜]]
(b−1κ˜(Frobη)− 1)
)
.
As a result, we have
pd
O[[Γ˜]]
H0
(
Gal(Kurη /Kη),DE,κ˜−1
)∨ ⊗Zp O ≤ 1.
These observations, along with Corollary 3.2.10 in [63] and the fact that the extension Zp → O is
faithfully flat, let us deduce that
pdZp[[Γ˜]]H
0
(
Gal(Ql/Kη),DE,κ˜−1
)∨ ≤ 1
and the proposition follows. 
§7.3.2. E has additive reduction at η
Proposition 7.14. Suppose the elliptic curve E has additive reduction at the prime η. Then, we
have
H0
(
Gal(Ql/Kη),DE,κ˜−1
)∨
= 0.
Proof. Let m denote the maximal ideal of Zp[[Γ˜]]. Note that we have the following isomorphism of
Fp[Gal(Ql/Kη)]-modules (see Observation (7iii)):
DE,κ˜−1 [m] ∼= E[p]
We now claim that the trivial character is not a component of E[p]s.s., the semi-simplification of
the Fp[Iη,ur]-representation E[p]. As a result, we would have
H0 (Iη,ur, E[p]
s.s.)
?
= 0.(7.17)
The proposition would follow from this claim (see Corollary 3.1.1 in Greenberg’s work [16]). We
consider two cases.
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Case 1: E has potentially good reduction at η. The action of Iη,ur factors through a non-trivial fi-
nite group ∆, such that the only prime factors14 dividing ∆ are in the set {2, 3}. Choose an element
ς in ∆ that acts non-trivially on Tp(E). The action of ς on Tp(E) is via a 2× 2 matrix, say B, with
values in Zp. Since det(B) must equal 1 (see Observation (7iv)), the two eigenvalues of B are of
the form b and b−1. Both eigenvalues must be non-trivial roots of unity in Qp, of order prime to
p (since p ≥ 5). As a result, we have b 6≡ 1 mod p and b−1 6≡ 1 mod p. Let B denote the 2 × 2
matrix with values in Fp which gives us the action of ς on E[p]. Our observations let us conclude
that the eigenvalues of B, which are b and b
−1
, are both not equal to one. This lets us establish the
validity of equation (7.17) in this case.
Case 2: E has potentially split multiplicative reduction at η. In this case, we have the following
short exact sequence of Zp-modules, that is Gal(Ql/Kη)-equivariant:
0→ Zp(χpχ)→ Tp(E)→ Zp(χ)→ 0.
Here, χ is a quadratic ramified character of Gal(Ql/Kη). As a result, we have the following isomor-
phism of Fp[Iη,ur]-modules:
E[p]s.s. ∼= Fp(χ)⊕ Fp(χ).
Since the restriction of χ to the inertia group Iη,ur is a non-trivial quadratic character, equation
(7.17) follows in this case too. 
§7.3.3. E has non-split multplicative reduction at η
Proposition 7.15. Suppose the elliptic curve E has non-split multiplicative reduction at the prime
η. Then, we have
pdZp[[Γ˜]]H
0
(
Gal(Ql/Kη),DE,κ˜−1
)∨ ≤ 1.
Consequently, we have (
H0
(
Gal(Ql/Kη),DE,κ˜−1
)∨)
P.N.
= 0.
Proof. Since E has non-split multiplicative reduction at η, we have the following short exact sequence
of Zp-modules that is Gal(Ql/Kη)-equivariant:
0→ Zp(χpχ)→ Tp(E)→ Zp(χ)→ 0.
Here, χ is an unramified quadratic character. Taking the tensor product ⊗ZpZp[[Γ˜]]∨(κ˜−1), we
obtain the following short exact sequence of Zp[[Γ˜]]-modules, that is Gal(Ql/Kη)-equivariant:
0→ Zp[[Γ˜]]∨(χpχκ˜−1)→ DE,κ˜−1 → Zp[[Γ˜]]∨(χκ˜−1)→ 0.(7.18)
The residual representation associated to the character χκ˜−1 coincides with the non-trivial quadratic
character χ. As a result, H0
(
Gal(Ql/Kη),Zp[[Γ˜]]
∨(χκ˜−1)
)
equals 0. Also note that the restriction
of the character χpχκ˜
−1 to the inertia group Iη,ur is trivial. Combining these observations and
14When l 6= 3, then the elliptic curve E attains good reduction over the field Kη(E[3]). See Proposition 10.3(b)
in Chapter 10 of Silverman’s book [53]. Note that |Gal(Kη(E[3])/Kη)| divides |GL2(F3)| (which equals 48).
When l = 3, then E attains good reduction over the fields Kη(E[5]) and Kη(E[7]). The ramification degrees of the
field extensions Kη(E[5])/Kη and Kη(E[7])/Kη are equal and hence must divide |Gal(Kη(E[5])/Kη)| (which divides
|GL2(F5)| = 25 ∗ 3 ∗ 5) and |Gal(Kη(E[7])/Kη)| (which divides |GL2(F7)| = 25 ∗ 32 ∗ 7). See Problem 7.9(a) in [52].
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considering the Gal(Ql/Kη)-invariants of the modules given in the short exact sequence (7.18) let
us deduce the following iosmorphism of Zp[[Γ˜]]-modules:
H0
(
Gal(Ql/Kη), DE,κ˜−1
) ∼= H0 (Gal(Ql/Kη), Zp[[Γ˜]]∨(χpχκ˜−1)) ,
∼= H0
(
Gal(Kη,ur/Kη), Zp[[Γ˜]]
∨(χpχκ˜
−1)
)
.
As a result, we have
H0
(
Gal(Ql/Kη),DE,κ˜−1
)∨ ∼= Zp[[Γ˜]]
(χpχκ˜−1(Frobη)− 1) .
The proposition follows. 
§7.3.4. E has split multplicative reduction at η
Proposition 7.16. Suppose the elliptic curve E has split multiplicative reduction at the prime η.
H0
(
Gal(Ql/Kη),DE,κ˜−1
)∨ ∼= Zp[[Γ˜]]
(χpκ˜−1(Frobη)− 1) ⊕
Zp[[Γ˜]](
ordπη(qE,η), κ˜
−1(Frobη)− 1
) .
Consequently, (
H0
(
Gal(Ql/Kη),DE,κ˜−1
)∨)
P.N.
∼= Zp[[Γ˜]](
ordπη(qE,η), κ˜
−1(Frobη)− 1
) .
Remark 7.17. Before proving Proposition 7.16, we make the following observations:
• IfKη/Ql is an unramified quadratic extension, then χp(Frobη) = l2. Otherwise, χp(Frobη) = l.
• p does not divide the element κ˜−1(Frobη)− 1.
• Proposition 7.16 lets us conclude that if the elliptic curve E has split multplicative reduction
at η, then the invariant c2
((
H0
(
Gal(Ql/Kη),DE,κ˜−1
)∨)
P.N.
)
is non-trivial if and only if
p divides ordπη(qE,η).
Proof of Proposition 7.16. Since E has split multiplicative reduction at η, there exists an element
qE,η ∈ K×η (usually called the Tate parameter) that gives us the following isomorphism E(Ql) ∼= Q
×
l
qE,η
.
We have the following short exact sequence of Zp-modules that is Gal(Ql/Kη)-equivariant:
0→ Zp(χp)→ Tp(E)→ Zp → 0.(7.19)
The action ofGal(Ql/Kη) on Tp(E) factors through Gal(K
ur
η (q
1
p∞
E,η )/Kη), which fits into the following
short exact sequence:
1→ Gal(Kurη (q
1
p∞
E,η )/K
ur
η )︸ ︷︷ ︸
∼=Zp
→ Gal(Kurη (q
1
p∞
E,η )/Kη)→ Gal(Kurη /Kη)︸ ︷︷ ︸
∼=Ẑ
→ 1.
Let tp denote a topological generator of Gal(K
ur
η (q
1
p∞
E,η )/K
ur
η ). The action of tp on Tp(E) can be
described by a 2× 2 matrix
[
1 atp
0 1
]
with values in Zp, where atp is an element in Zp satisfying
atp = ordπη(qE,η)u, for some element u ∈ Z×p .
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One can choose a lift F˜robη of Frobη in Gal(K
ur
η (q
1
p∞
E,η )/Kη) so that the action of F˜robη on Tp(E) is
given by the 2× 2 matrix
[
χp(Frobη) 0
0 1
]
.
The actions of tp and F˜robη on DE,κ˜−1 are given by the following 2 × 2 matrices with values in
Zp[[Γ˜]]:
tp →
[
1 atp
0 1
]
, F˜robη →
[
χpκ˜
−1(Frobη) 0
0 κ˜−1(Frobη)
]
.
Combining all the observations stated above, we have the following isomorphism of Zp[[Γ˜]]-modules:
H0
(
Gal(Ql/Kη),DE,κ˜−1
)∨ ∼= Zp[[Γ˜]]
(χpκ˜−1(Frobη)− 1) ⊕
Zp[[Γ˜]](
ordπη(qE,η), κ˜
−1(Frobη)− 1
) .
This completes the proof of the Proposition. 
§8. Numerical evidence towards the validity of Assumption GCD
In this section, we wish to provide some evidence towards the existence of elliptic curves E with
supersingular reduction at an odd prime p such that the following two conditions hold:
(8i) Assumption GCD holds for the pair {θ++4,2 , θ+−4,2 }. That is, the elements θ++4,2 , θ+−4,2 have no
common irreducible factor in the UFD Zp[[Γ˜]].
(8ii) In Z2
(
Zp[[Γ˜]]
)
, we have c2
(
Zp[[Γ˜]]
(θ++4,2 ,θ
+−
4,2 )
)
6= 0.
Let EK denote the elliptic curve corresponding to the quadratic twist of E by the quadratic character
ǫK : Gal(Q/Q)։ Gal(K/Q)→ {±1}. Since p splits in the imaginary quadratic field K, the elliptic
curve EK also has good supersingular reduction at p with ap(EK) = 0. In all the examples we
consider, we also indicate how to unconditionally verify Conjecture 1.3.
§8.1. Kobayashi’s ± Selmer groups and Pollack’s p-adic L-function
We will recall the description of the p-adic L-functions θ±E and the Selmer groups Sel
±(Q,Dρ2,1) asso-
ciated to the elliptic curve E. The p-adic L-functions θ±EK and the Selmer groups Sel
±(Q,Dρ2,1(ǫK))
associated to the elliptic curve EK are defined similarly.
Let ρ2,1 : GΣ → GL2(Zp[[Γcyc]]) denote the Galois representation given by the action of GΣ on
the following free Zp[[Γcyc]]-module of rank 2:
Tρ2,1 := Tp(E)⊗Zp Zp[[Γcyc]](κ−1cyc).
We will also need to consider the following discrete Zp[[Γcyc]]-module:
Dρ2,1 := Tρ2,1 ⊗Zp[[Γcyc]] Homcont (Zp[[Γcyc]],Qp/Zp) .
We will recall Kobayashi’s construction of ± Selmer groups over the cyclotomic Zp-extension of
Q in [27]. We have the following local conditions at p:
E+(Qp(µpn)) =
{
P ∈ Ê(Qp(µpn)) : Trn/m+1P ∈ Ê(Qp(µpm)), for odd m < n
}
;
E−(Qp(µpn)) =
{
P ∈ Ê(Qp(µpn)) : Trn/m+1P ∈ Ê(Qp(µpm)), for even m < n
}
.
Here, Trn/m+1 : Ê(Qp(µpn))→ Ê(Qp(µpm+1)) denotes the trace map. We set
E±(Qp,cyc) =
(∪n≥1E±(Qp(µpn)))Gal(Qp(µp∞ )/Qp,cyc) ,
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and Loc±(Qp,Dρ2,1) ⊂ H1(Qp,Dρ2,1) is defined to be the image of E±(Qp,cyc) ⊗ Qp/Zp under the
Kummer map. The ± Selmer groups are then given by
Sel±(Q,Dρ2,1) = ker
H1 (GΣ,Dρ2,1)→ H1(Qp,Dρ2,1)Loc±(Qp,Dρ2,1) ⊕
⊕
l∈Σ\{p}
H1
(
Ql,Dρ2,1
) .
The Pontryagin dual of the ± Selmer groups are torsion modules over the ring Zp[[Γcyc]]. See [27,
Theorem 1.2].
Remark 8.1. Note that our choice of signs + and − is opposite to the the one used by Kobayashi
[27]. The Selmer group that we have denoted Sel+(Q,Dρ2,1) (and Sel
−(Q,Dρ2,1) respectively)
corresponds to Kobayashi’s Selmer group in [27] with the minus sign (and plus sign respectively).
An important point to note is that since p splits in K, the Gal(Qp/Qp)-modules Res
Q
K
(
Dρ2,1
)
,
Dρ2,1 and Dρ2,1(ǫK) are isomorphic. This allows us to make the following identifications:
H1
(
Qp,Res
Q
K
(
Dρ2,1
)) ∼= H1 (Qp,Dρ2,1) ∼= H1 (Qp,Dρ2,1(ǫK)) .(8.1)
Let •, ◦ ∈ {+,−}. Since the local Selmer conditions at p only depend on the isomorphism class
of the elliptic curve over Qp, under the identification given in equation (8.1), we have the following
identifications:
Loc•
(
Qp,Res
Q
K
(
Dρ2,1
)) ∼= Loc•(Qp,Dρ2,1) ∼= Loc•(Qp,Dρ2,1(ǫK)),
Loc◦
(
Qp,Res
Q
K
(
Dρ2,1
)) ∼= Loc◦(Qp,Dρ2,1) ∼= Loc◦(Qp,Dρ2,1(ǫK)).
By [27, Theorem 6.2], the Zp[[Γcyc]]-modules
(
H1(Qp,Dρ2,1)
Loc•(Qp,Dρ2,1)
)∨
and
(
H1
(
Qp,Dρ2,1(ǫK)
)
Loc◦
(
Qp,Dρ2,1(ǫK )
)
)∨
are
free of rank one. Let us choose generators b• and b◦ respectively for these free modules inside
H1
(
Qp,Dρ2,1
)∨
(or equivalently inside H1
(
Qp,Dρ2,1(ǫK)
)∨
). We also have the following short exact
sequences of Zp[[Γcyc]]-modules:
0→
(
H1
(
Qp,Dρ2,1
)
Loc•
(
Qp,Dρ2,1
))∨ restE−−−→ H1 (GΣ,Dρ2,1)∨ → Sel•(Q,Dρ2,1)∨ → 0,(8.2)
0→
(
H1
(
Qp,Dρ2,1(ǫK)
)
Loc◦
(
Qp,Dρ2,1(ǫK)
))∨ restEK−−−−→ H1 (GΣ,Dρ2,1(ǫK))∨ → Sel◦(Q,Dρ2,1(ǫK))∨ → 0.
As mentioned above, the Pontryagin duals of the Selmer groups appearing in equation (8.2) are tor-
sion ([27, Theorem 1.2]). Consequently, the Zp[[Γcyc]]-modulesH1
(
GΣ,Dρ2,1
)∨
andH1
(
GΣ,Dρ2,1(ǫK)
)∨
must have rank one. We can thus identify their reflexive hulls with the ring Zp[[Γcyc]]. Moreoever,
the elements restE(b
•) and restEK (b
◦) must be torsion-free over Zp[[Γcyc]]. This in turn allows us to
identify restE(b
•) and restEK (b
◦) with elements of the ring Zp[[Γcyc]]. Let us denote these elements
by r˜estE(b
•) and r˜estEK (b
◦) respectively. One may similarly define r˜estE(b
◦) and r˜estEK (b
•). Let
us also fix two elements cE and cEK in Zp[[Γcyc]] such that Div(cE) = Div
(
H1Σ0
(
GΣ,Dρ2,1
)∨
tor
)
and
Div(cEK ) = Div
(
H1Σ0
(
GΣ,Dρ2,1(ǫK)
)∨
tor
)
. Let us define the following elements in Zp[[Γcyc]]:
ϑ•E := r˜estE(b
•)× cE , ϑ◦E := r˜estE(b◦)× cE ,(8.3)
ϑ•EK := r˜estEK (b
•)× cEK , ϑ◦EK := r˜estEK (b◦)× cEK .
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Combining these observations and using the structure theorem for modules over PIDs, we have
the following equality of divisors in Zp[[Γcyc]]:
Div (ϑ•E) = Div
(
Sel•(Q,Dρ2,1)
∨
)
, Div (ϑ◦E) = Div
(
Sel◦(Q,Dρ2,1)
∨
)
,
Div
(
ϑ•EK
)
= Div
(
Sel•(Q,Dρ2,1(ǫK))
∨
)
, Div
(
ϑ◦EK
)
= Div
(
Sel◦(Q,Dρ2,1(ǫK))
∨
)
.
Remark 8.2. Choosing a different generator for
(
H1(Qp,Dρ2,1)
Loc•(Qp,Dρ2,1)
)∨
changes r˜estE(b
•) and r˜estEK (b
•)
by the same unit in the ring Zp[[Γcyc]]. One obtains a similar conclusion by replacing • with ◦. By
choosing a different identification of the reflexive hull of H1
(
GΣ,Dρ2,1
)∨
with the ring Zp[[Γcyc]],
one modifies r˜estE(b
•) and r˜estE(b
◦) by the same unit in Zp[[Γcyc]]. One obtains a similar conclusion
by replacing E with EK . We may also modify cE and cEK by units in Zp[[Γcyc]]. However, for all
these different choices, the ideal
(
ϑ•Eϑ
◦
EK
+ ϑ◦Eϑ
•
EK
)
in Zp[[Γcyc]] remains the same.
Kobayashi’s Selmer groups are related to Pollack’s ± one-variable p-adic L-functions defined in
[44]. Let Lλ denote the classical p-adic L-function of Amice-Vélu [1] and Višik [60], where λ is
of one the two roots of the Hecke polynomial X2 + p. We may consider Lλ as a power series in
Qp(
√−p)[[γ−1]] (where γ is a fixed topological generator of Γcyc) and aQp(√−p)-valued distribution
on Γcyc interchangably via Amice’s transform. There exist θ
±
E ∈ Zp[[Γcyc]] such that
Lλ = log
+
p θ
+
E + λ log
−
p θ
−
E ,
where log±p is the power series defined in Pollack’s work [44] using cyclotomic polynomials in γ. See
[12] for a description of the corresponding distributions under Amice transform.
The p-adic L-functions θ±E satisfy the following interpolation properties: Let ψ be a non-trivial
Dirichlet character of conductor pn on Γcyc, with n odd. Then,
(8.4) θ−E(ψ) = (−1)
n+1
2
pn
τQ(ψ−1)
∏
1≤k<n
k odd
Φpk(ζ)
× L(E,ψ
−1, 1)
Ω−E
,
Similarly, if ψ is a non-trivial Dirichlet character of conductor pn on Γcyc, with n even, then
(8.5) θ+E(ψ) = (−1)
n
2
pn
τQ(ψ−1)
∏
1≤k<n
k even
Φpk(ζ)
× L(E,ψ
−1, 1)
Ω+E
.
Here, τQ(ψ
−1) denotes the Gauss sum of ψ−1, Φpk denotes the p
k-th cyclotomic polynomial, ζ
denotes ψ(γ) which is a primitive pn−1-root of unity, the complex numbers Ω±E denote the real (and
imaginary) Néron periods associated to the elliptic curve E.
Note that θ±E are uniquely determined by (8.4) and (8.5) respectively. As in the two-variable case
(c.f. Remark 6.3), choosing a different topological generator of Γcyc changes the p-adic L-function
by a factor u, for some unit u in the ring Zp[[Γcyc]].
We will consider the following Iwasawa main conjecture formulated by Kobayashi [27]:
Conjecture 8.3. Let •, ◦ ∈ {±}. We have the following equalities in Z1 (Zp[[Γcyc]])):
Div (ϑ•E) = Div (θ
•
E) , Div(ϑ
◦
EK
) = Div (θ◦E) .
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§8.2. Outline of strategy
We briefly outline our strategy to prove the existence of elliptic curves verifying (8i) and (8ii).
Consider the one-variable p-adic L-functions θ±E , θ
±
EK
associated to the elliptic curves E and EK
respectively and ϑ±E, ϑ
±
EK
as defined in (8.3). For any •, ◦ ∈ {±}, let ϑ•◦4,2 be an element in Zp[[Γ˜]]
such that Div(ϑ•◦4,2) equals Div(Sel
•◦
(
Q,Dρ4,2
)∨
) in Z1
(
Zp[[Γ˜]]
)
.
Under the natural projection map (which one can view as the “cyclotomic specialization”)
πcyc : Zp[[Γ˜]]→ Zp[[Γcyc]],
we prove the following equalities of ideals in Zp[[Γcyc]]:(
πcyc(ϑ
++
4,2 )
)
=
(
ϑ+Eϑ
+
EK
)
,
(
πcyc(ϑ
+−
4,2 )
)
=
(
ϑ+Eϑ
−
EK
+ ϑ−Eϑ
+
EK
)
.(8.6)
Equation (8.6) is proved in Section 8.3. If we assume the validity of Conjectures 1.2 and 8.3, there
exists a unit u in Zp[[Γcyc]] such that we have the following equalities of ideals in Zp[[Γcyc]]:(
πcyc(θ
++
4,2 )
)
=
(
θ+Eθ
+
EK
)
,
(
πcyc(θ
+−
4,2 )
)
=
(
θ+Eθ
−
EK
+ uθ−Eθ
+
EK
)
.(8.7)
The table given in Section 8.4 has examples of elliptic curves E, primes p and imaginary quadratic
fields K satisying the following conditions:
(8a) θ+E is a unit in Zp[[Γcyc]].
(8b) θ+EK and θ
−
EK
have no common irreducible factor in the UFD Zp[[Γcyc]].
(8c) θ+EK and θ
−
EK
are not units in Zp[[Γcyc]].
Suppose, as indicated by condition (8a), that θ+E is a unit in Zp[[Γcyc]]. The ratio of the two values
obtained by specializing the p-adic L-functions θ+E and θ
−
E at the trivial character is a p-adic unit
(in fact, it is equal to p−12 ). See [27, Equation 3.6]. As a result, θ
−
E is also a unit in Zp[[Γcyc]]. In
this case, θ+Eθ
+
EK
and θ+Eθ
−
EK
+ uθ−Eθ
+
EK
have no common irreducible factor in Zp[[Γcyc]] if and only
if θ+EK and θ
−
EK
have no common irreducible factor in Zp[[Γcyc]].
Note that Assumption GCD holds for the pair {θ++4,2 , θ+−4,2 } if πcyc(θ++4,2 ) and πcyc(θ+−4,2 ) have no
common irreducible factor in Zp[[Γcyc]]. Assume the validity of Conjectures 1.2 and 8.3. Conditions
(8a) and (8b), along with equation (8.7), then let us deduce that Assumption GCD holds for the
pair {θ++4,2 , θ+−4,2 }. Condition (8c) lets us deduce that c2
(
Zp[[Γ˜]]
(θ++4,2 ,θ
+−
4,2 )
)
6= 0.
For all the curves given in the table in Section 8.4 , it will be possible to unconditionally verify
Conjecture 1.3. When the elliptic curve has complex multiplication (CM), Pollack and Rubin [45]
have proved Conjecture 8.3. If E and EK are elliptic curves without CM such that the p-adic
Galois representation ρ : GQ → GL2(Zp), given by the action of GQ on the corresponding p-adic
Tate modules is surjective15 , Kobayashi ([27, Theorem 4.1]) has shown that we have the following
inequality of divisors in Z1 (Zp[[Γcyc]]):
Div
(
ϑ±E
) ≤ Div (θ±E) , Div (ϑ±EK) ≤ Div (θ±EK) .(8.8)
We use Sage [59] to numerically establish that the Galois representations given by the action of
GQ on the p-adic Tate modules is surjective; hence in these examples the inequalities in equation
15If the Galois representations given by the action of GQ on the p-adic Tate modules are not known to be surjective,
then Kobayashi establishes the inequality (8.8) in Z1
(
Zp[[Γcyc]]
[
1
p
])
. When the elliptic curve does not have complex
multplication, further progress under certain hypotheses towards Conjecture 8.3 has been made by Wan [62].
51
(8.8) hold unconditionally. We can argue as we did earlier. Using conditions (8a) and (8b) along
with equation (8.6), we can conclude that πcyc(ϑ
++
4,2 ) and πcyc(ϑ
+−
4,2 ) have no common irreducible
factor in Zp[[Γcyc]]. As a result, ϑ
++
4,2 and ϑ
+−
4,2 must have no common irreducible factor in Zp[[Γ˜]] and
we can thus conclude that the Zp[[Γ˜]]-module X1
(
Q,Dρ4,2
)∨
is pseudo-null (see equations (8.27)
and (8.29)).
§8.3. Projection to the cyclotomic line
Consider the following ring homomorphism, induced by the natural surjection Γ˜→ Γcyc:
πcyc : Zp[[Γ˜]]→ Zp[[Γcyc]].
Proposition 8.4. Let •, ◦ ∈ {±}. Then, we have the following equality of ideals in Zp[[Γcyc]]:(
πcyc(ϑ
•◦
4,2)
)
=
(
ϑ•Eϑ
◦
EK + ϑ
◦
Eϑ
•
EK
)
.(8.9)
As a result, if we assume the validity of Conjectures 1.2 and 8.3, there exists a unit u in Zp[[Γcyc]]
such that we have the following equalities of ideals in Zp[[Γcyc]]:(
πcyc(θ
++
4,2 )
)
=
(
θ+Eθ
+
EK
)
,
(
πcyc(θ
−−
4,2 )
)
=
(
θ−Eθ
−
EK
)
,
(
πcyc(θ
+−
4,2 )
)
=
(
πcyc(θ
−+
4,2 )
)
=
(
θ+Eθ
−
EK
+ uθ−Eθ
+
EK
)
.
Proof. The equality of divisors16 Div
(
ϑ•◦4,2
)
= Div
(
Sel•◦
(
Q,Dρ4,2
)∨)
in Z1
(
Zp[[Γ˜]]
)
lets us deduce
the following equality of divisors in Z1 (Zp[[Γcyc]]):
Div
(
πcyc
(
ϑ•◦4,2
))
= Div
(
Sel•◦
(
Q,Dρ4,2
)∨ ⊗Zp[[Γ˜]] Zp[[Γcyc]]) .(8.10)
Equation (8.10) follows by applying Proposition 5.2 in [41] to the specialization map πcyc : Zp[[Γ˜]]→
Zp[[Γcyc]] of regular local rings. The only hypotheses from Proposition 5.2 in [41] that needs to be
verified is that the Zp[[Γ˜]]-module Sel
•◦
(
Q,Dρ4,2
)∨
has no non-trivial pseudo-null submodules. This
follows from Proposition 4.1.1 in Greenberg’s work [18].
Let Σ0 denote Σ \ {p}. Following [16], we define
H1Σ0(GΣ,Dρ4,2) := ker
H1(GΣ,Dρ4,2)→ ⊕
ν∈Σ0
H1(Qν ,Dρ4,2)
 .(8.11)
One can define a discrete Zp[[Γcyc]]-module Dπcyc◦ρ4,2 associated to the Galois representation πcyc ◦
ρ4,2, similar to the definition of the discrete Zp[[Γ˜]]-module Dρ4,2 associated to ρ4,2. We may similarly
define H1Σ0(GΣ,Dπcyc◦ρ4,2), H
1
Σ0
(GΣ,Dρ2,1) and H
1
Σ0
(GΣ,Dρ2,1(ǫK)).
Using Proposition 3.4 in [16] along with Hypothesis Locp(0), we have the following isomorphisms
of Zp[[Γcyc]]-modules:
H1
(
GΣ,Dπcyc◦ρ4,2
) ∼= H1 (GΣ,Dρ4,2) [ker(πcyc)].(8.12)
H1
(
Qp,Dπcyc◦ρ4,2
) ∼= H1 (Qp,Dρ4,2) [ker(πcyc)].(8.13)
For ℓ ∤ p, the cyclotomic Zp-extension Ql,cyc is the unique Zp-extension of Ql. Consequently, the
decomposition group of any prime of K over ℓ in Gal(K˜∞/Kcyc) is trivial. This lets us obtain the
following isomorphism of Zp[[Γcyc]]-modules:
H1(Qℓ,Dπcyc◦ρ4,2) ∼= H1(Qℓ,Dρ4,2)[ker(πcyc)].(8.14)
16We adopt a convention that sets the divisor of a torsion-free module and Div(0) to equal “infinity”.
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Equations (8.12) and (8.14) lets us deduce the following isomorphism of Zp[[Γcyc]]-modules
H1Σ0
(
GΣ,Dπcyc◦ρ4,2
) ∼= H1Σ0 (GΣ,Dρ4,2) [ker(πcyc)].(8.15)
The ring map πcyc induces the following decomposition of Galois representations:
πcyc ◦ ρ4,2 ∼= ρ2,1 ⊕ ρ2,1(ǫK).(8.16)
As a manifestation of the isomorphism in (8.16), we have the following isomorphism of Zp[[Γcyc]]-
modules:
H1
(
GΣ,Dπcyc◦ρ4,2
) ∼= H1 (GΣ,Dρ2,1)⊕H1 (GΣ,Dρ2,1(ǫK)) ,(8.17)
H1
(
Qp,Dπcyc◦ρ4,2
) ∼= H1 (Qp,Dρ2,1)⊕H1 (Qp,Dρ2,1(ǫK)) ,
H1
(
Ql,Dπcyc◦ρ4,2
) ∼= H1 (Ql,Dρ2,1)⊕H1 (Ql,Dρ2,1(ǫK)) , ∀ l ∈ Σ \ {p}.
These observations, along with equation (8.15), lets us deduce the following isomorphism of
Zp[[Γcyc]]-modules:
H1Σ0
(
GΣ,Dρ4,2
)
[ker(πcyc)] ∼= H1Σ0
(
GΣ,Dρ2,1
)⊕H1Σ0 (GΣ,Dρ2,1(ǫK)) .(8.18)
The discrete module Dπcyc◦ρ4,2 can be identified with Res
Q
K
(
Dρ2,1
) ⊕ δ˜ ⊗ ResQK (Dρ2,1). Here, δ˜
denotes a complex conjugation, which is an element of order 2 in GΣ. We can also describe the
Galois action on ResQK
(
Dρ2,1
)⊕ δ˜ ⊗ ResQK (Dρ2,1):
δ˜ · (x, δ˜ ⊗ y) = (y, δ˜ ⊗ x), h · (x, δ˜ ⊗ y) =
(
hx, δ˜ ⊗
(
δ˜hδ˜y
))
, ∀ h ∈ Gal(QΣ/K).
We can identify Dρ2,1(ǫK) with Dρ2,1(ǫK). It will be helpful to make the isomorphism in equation
(8.16) explicit.
ResQK
(
Dρ2,1
)⊕ δ˜ ⊗ ResQK (Dρ2,1) ∼= Dρ2,1 ⊕Dρ2,1(ǫK),(8.19)
(x, 0)→ (x, x),
(0, δ˜ ⊗ y)→ (y,−y).
Throughout the proof, we will keep the identifications in equation (8.1) in mind. We now
proceed to establish control for the local condition at p. Following section 6, the discrete mod-
ule H1
(
Qp,Dρ4,2
)
can be identified with
⊕
P|pH
1
(
(K˜∞)P, E[p
∞]
)
⊕⊕Q|qH1 ((K˜∞)Q, E[p∞]),
whereasH1
(
Qp,Dπcyc◦ρ4,2
)
can be identified withH1
(
Qp,Res
Q
K
(
Dρ2,1
))⊕δ˜⊗H1 (Qp,ResQK (Dρ2,1)).
We have natural injections of Zp[[Γcyc]]-modules:
Loc•
(
Qp,Res
Q
K
(
Dρ2,1
)) →֒
⊕
P|p
Loc•
(
(K˜∞)P, E[p
∞]
) [ker(πcyc)],(8.20)
δ˜ ⊗ Loc◦
(
Qp,Res
Q
K
(
Dρ2,1
)) →֒
⊕
Q|q
Loc◦
(
(K˜∞)Q, E[p
∞]
) [ker(πcyc)].
On the one hand, Proposition 2.11 in Kim’s work [26] lets us deduce that the Pontryagin duals
of the Zp[[Γcyc]]-modules⊕
P|p
Loc•
(
(K˜∞)P, E[p
∞]
) [ker(πcyc)],
⊕
Q|q
Loc◦
(
(K˜∞)Q, E[p
∞]
) [ker(πcyc)],(8.21)
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are free of rank one. On the other hand, Theorems 2.7 and 2.8 in Kim’s work [26] lets us deduce
that the Pontryagin dual of the Zp[[Γcyc]]-modules
Loc•
(
Qp,Res
Q
K
(
Dρ2,1
))
, δ˜ ⊗ Loc◦
(
Qp,Res
Q
K
(
Dρ2,1
))
,
are also free of rank one. Consequently, the maps in equation (8.20) must be isomorphisms.
Recall that we have a short exact sequence
0→
(
H1
(
Qp,Dρ4,2
)
Loc•◦
(
Qp,Dρ4,2
))∨ → H1 (Qp,Dρ4,2)∨ → Loc•◦ (Qp,Dρ4,2)∨ → 0
of free Zp[[Γ˜]]-modules. Taking the tensor product ⊗Zp[[Γ˜]]
Zp[[Γ˜]]
ker(πcyc)
and then considering the Pon-
tryagin dual, we obtain the following isomorphism of discrete Zp[[Γcyc]]-modules:
H1
(
Qp,Dρ4,2
)
Loc•◦
(
Qp,Dρ4,2
) [ker(πcyc)] ∼= H1 (Qp,Dρ4,2) [ker(πcyc)]
Loc•◦
(
Qp,Dρ4,2
)
[ker(πcyc)]
.(8.22)
We have the following commutative diagram(
H1(Qp,ResQK(Dρ2,1))
Loc•(Qp,ResQK(Dρ2,1))
)∨
δ˜ ⊗
(
H1(Qp,ResQK(Dρ2,1))
Loc◦(Qp,ResQK(Dρ2,1))
)∨
⊕
H1
(
Qp,Res
Q
K
(
Dρ2,1
))∨
δ˜ ⊗H1
(
Qp,Res
Q
K
(
Dρ2,1
))∨⊕ H1 (Qp,Dρ2,1)∨ H1 (Qp,Dρ2,1(ǫK))∨⊕
(
H1Σ0
(
GΣ,Dπcyc◦ρ4,2
)
[ker(πcyc)]
)∨
H1Σ0
(
GΣ,Dρ2,1
)∨⊕H1Σ0 (GΣ,Dρ2,1(ǫK))∨
restE restEK
rest rest0
j
∼=
∼=
j0
Note that coker(rest ◦ j) is isomorphic to coker(rest0 ◦ j0). Analysing the maps on the left side,
we have the following isomorphism of Zp[[Γcyc]]-modules:
coker(rest ◦ j) ∼= Sel•◦ (Q,Dρ4,2)∨ ⊗Zp[[Γ˜]] Zp[[Γcyc]].(8.23)
Using equation (8.10), we can deduce the following equality of divisors:
Div (coker(rest ◦ j)) = Div (πcyc (ϑ•◦4,2)) .(8.24)
Using the description given in equation (8.19), we have
j0(b
•, 0) = (b•, b•), j0(0, δ˜ ⊗ b◦) = (b◦,−b◦).
As a Zp[[Γcyc]]-module, Image (rest0 ◦ j0) is generated by (restE(b•), restEK (b•)) and (restE(b◦), restEK (b◦)).
Suppose coker (rest0 ◦ j0) is a torsion Zp[[Γcyc]]-module. Note that Image (rest0 ◦ j0) must be a
torsion-free Zp[[Γcyc]]-module. To see this, it is enough to observe that the domain of rest0 ◦ j0 is a
free Zp[[Γcyc]]-module of rank two, whereas the codomain of the map is a Zp[[Γcyc]]-module of rank
two. By localizing at every height one prime ideal of the ring Zp[[Γcyc]] and using the structure
theorem for PIDs, we can conclude that the divisor Div (coker(rest0 ◦ j0)) is equal to
Div
(
det
[
r˜estE(b
•) r˜estEK (b
•)
r˜estE(b
◦) −r˜estEK (b◦)
])
+Div
(
H1Σ0
(
GΣ,Dρ2,1
)∨
tor
)
+Div
(
H1Σ0
(
GΣ,Dρ2,1(ǫK)
)∨
tor
)
.
Combining the above observation with equation (8.3), we have
Div (coker(rest0 ◦ j0)) = Div
(
ϑ•Eϑ
◦
EK + ϑ
◦
Eϑ
•
EK
)
.(8.25)
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Combining equations (8.24) and (8.25), we have the following equality of divisors in Zp[[Γcyc]]:
Div
(
πcyc(ϑ
•◦
4,2)
)
= Div
(
ϑ•Eϑ
◦
EK + ϑ
◦
Eϑ
•
EK
)
.(8.26)
If the Zp[[Γcyc]]-module coker (rest0 ◦ j0) is not torsion, then det
[
r˜estE(b
•) r˜estEK (b
•)
r˜estE(b
◦) −r˜estEK (b◦)
]
must
equal zero. By equation (8.23), Sel•◦
(
Q,Dρ4,2
)∨ ⊗Zp[[Γ˜]] Zp[[Γcyc]] is also not torsion. Equality in
equation (8.26) still holds, where both terms now equal “infinity”. The proposition follows. 
Remark 8.5. In the equal sign case, since p is odd, Proposition 8.4 lets us deduce the equal-
ity of ideals in Zp[[Γcyc]] given by
(
πcyc(ϑ
++
4,2 )
)
=
(
ϑ+Eϑ
+
EK
)
and
(
πcyc(ϑ
−−
4,2 )
)
=
(
ϑ−Eϑ
−
EK
)
. By
[27, Theorem 1.2], the elements ϑ±E and ϑ
±
EK
are non-zero. Consequently, the Zp[[Γ˜]]-modules
Sel++
(
Q,Dρ4,2
)∨
and Sel−−
(
Q,Dρ4,2
)∨
are torsion. It is possible to deduce the following equality
of ideals in Zp[[Γcyc]]:(
πcyc(θ
++
4,2 )
)
=
(
θ+Eθ
+
EK
)
,
(
πcyc(θ
−−
4,2 )
)
=
(
θ−Eθ
−
EK
)
,
without assuming the validity of Conjectures 1.2 and 8.3. Consider a finite Galois character ψ :
Gal(Kcyc/K) → Q×p with conductor (pn), for some even positive integer n. Abusing notation, we
also let ψ : Zp[[Gal(Kcyc/K)]]→ Qp denote the corresponding ring homomorphism. Recall that we
chose γq to be the image of γp under the ring automorphism Zp[[Γ˜]]→ Zp[[Γ˜]] induced by complex
conjugation. We have ψ(γp) = ψ(γq) whenever ψ factors through Gal(Kcyc/K). Using (6.7), we
obtain the following equalities:
ψ(πcyc(θ
++
4,2 )) =
p2n
τK(ψ−1)
× L(E/K,ψ
−1, 1)
Ω+fEΩ
−
fE
 ∏
1≤k<n
k even
Φpk(ζ)

2
=
p2n
τK(ψ−1)
× L(E,ψ
−1, 1)L(EK , ψ
−1, 1)
Ω+fEΩ
−
fE
 ∏
1≤k<n
k even
Φpk(ζ)

2 .
We may identify Gal(Kcyc/K) with Γcyc and choose γcyc := (γpγq)
1/2 to be the topological
generator of Γcyc (it is possible to take a square root, since p is odd). Then, ψ(γp) = ψ(γq) = ψ(γcyc)
for all characters ψ on Gal(Kcyc/K). Observe that τK(ψ
−1) = τQ(ψ
−1)2. On comparing the
interpolation formula above with equation (8.5), we deduce that the following equality in Qp:
ψ(πcyc(θ
++
4,2 )) =
Ω+E
Ω+fE
Ω+EK
Ω+fEK
Ω+fEK
Ω−fE
× ψ(θ+Eθ+EK ),
Since this holds for infinitely many characters ψ, we have the following equality in Zp[[Γcyc]]:
πcyc(θ
++
4,2 ) =
Ω+E
Ω+fE
Ω+EK
Ω+fEK
Ω+fEK
Ω−fE
× θ+Eθ+EK .
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The ratios
Ω+
E
Ω+
fE
and
Ω+
EK
Ω+
fEK
are units in the localization Z(p). See Remark 5.5 in Rob Pollack’s
work [44]. The ratio
Ω+
fEK
Ω−
fE
is also a unit in the localization Z(p). See Skinner-Zhang’s work [55,
Lemma 9.6]). Our claim now follows.
By considering cyclotomic characters whose conductors are odd powers of p, we may deduce in
the same way the following factorization in Zp[[Γcyc]]:
πcyc(θ
−−
4,2 ) =
Ω−E
Ω−fE
Ω−EK
Ω−fEK
Ω−fEK
Ω+fE
× θ−Eθ−EK .
Remark 8.6. In the mixed sign case, Proposition 8.4 lets us deduce the equality of ideals in
Zp[[Γcyc]] given by
(
πcyc(ϑ
+−
4,2 )
)
=
(
πcyc(ϑ
−+
4,2 )
)
=
(
ϑ+Eϑ
−
EK
+ ϑ−Eϑ
+
EK
)
. After the completion of our
project, we learnt that in the preprint [7, Proposition 3.5], the authors have explained how to deduce
a factorization of p-adic L-functions in the mixed sign case using rank-two Beilinson-Flach elements.
In general, we are not able to rule out the possibility that ϑ+Eϑ
−
EK
+ ϑ−Eϑ
+
EK
could be zero. If it
does equal zero, Proposition 8.4 asserts that ker(πcyc) belongs to the support of the Zp[[Γ˜]]-modules
Sel+−
(
Q,Dρ4,2
)∨
and Sel−+
(
Q,Dρ4,2
)∨
. However in the examples that we consider in Section 8.4,
we can use the arguments given at the beginning of Section 8 to conclude that ϑ+Eϑ
−
EK
+ ϑ−Eϑ
+
EK
is
in fact non-zero. For these examples, we can conclude that the Zp[[Γ˜]]-modules Sel
+−
(
Q,Dρ4,2
)∨
and Sel−+
(
Q,Dρ4,2
)∨
are torsion.
§8.4. Examples
The following data is computed in Sage [59] using Rob Pollack’s algorithms. Here, λ
(
θ+EK
)
and
λ
(
θ−EK
)
denote the Lambda-invariants of θ+EK and θ
−
EK
respectively. The µ-invariants for these
p-adic L-functions turn out to equal zero.
Table 2. Examples
E K p λ
(
θ+EK
)
Roots for θ+EK λ
(
θ−EK
)
Roots for θ−EK
32A Q(
√−43) 3 8 (2 : 12 ), (6 : 16) 2 (2 : 1)
Q(
√−107) 3 2 (2 : 1) 6 (2 : 12), (4 : 14)
Q(
√−283) 3 6 (2 : 12 ), (4 : 14) 2 (2:1)
40A Q(
√−331) 3 6 (2 : 12 ), (4 : 14) 2 (2 : 1)
56A Q(
√−139) 3 6 (2 : 12 ), (4 : 14) 2 (2 : 1)
Q(
√−487) 3 6 (2 : 12 ), (4 : 14) 2 (2 : 1)
Assume the validity of Conjectures 1.2 and 8.3. To ensure that Condition (8a) is satisfied for
all the elliptic curves in Table 2, that is, θ+E is a unit in the ring Zp[[Γcyc]], one can glean from
Rob Pollack’s tables on his website http://math.bu.edu/people/rpollack/Data/data.html that
λ(θ+E) = µ(θ
+
E) = 0.
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To ensure that Condition (8b) is satisfied for all the elliptic curves in Table 2, that is, θ+EK and
θ−EK have no common irreducible factor in the UFD Zp[[Γcyc]], it is sufficient to observe that the
valuation of the roots of θ+EK and θ
−
EK
are different. The entries (r : s), under the columns for the
roots of the p-adic L-functions, denote r roots with p-adic valuation s.
To ensure that Condition (8c) is satisfied for all the elliptic curves in Table 2, that is, θ±EK are
not units in the ring Zp[[Γcyc]], one can glean the following inequality of Iwasawa invariants of the
p-adic L-functions θ+EK and θ
−
EK
in the ring Zp[[Γcyc]] from Rob Pollack’s tables:
λ(θ+EK ) 6= 0, λ(θ−EK ) 6= 0.
The validity of conditions (8a) and (8b) is sufficient to assert Assumption GCD (one doesn’t
need Condition (8c)). For more evidence towards Assumption GCD, we refer the interested reader
to Pollack’s tables on his website http://math.bu.edu/people/rpollack/Data/data.html, and
to use the heuristics provided by Problem 3.2 in the work of Kurihara-Pollack [28]. See also the
examples in Section 3.3 of their work.
Without assuming the validity of the two variable Iwasawa main conjectures (Conjecture 1.2), one
can still use Pollack’s algorithms and results of Kobayashi to obtain unconditional results towards
the pseudo-nullity conjecture of Coates-Sujatha in this setup.
Note that we have natural surjections of Zp[[Γ˜]]-modules:
Sel++(Q,Dρ4,2)
∨
։X
1
(
Q,Dρ4,2
)∨
, Sel+−(Q,Dρ4,2)
∨
։X
1
(
Q,Dρ4,2
)∨
.(8.27)
Consider the elliptic curve E = 32A and the corresponding quadratic twists in Table 2. These
elliptic curves have CM17 by the imaginary quadratic field Q(
√−1). The one-variable Iwasawa main
conjecture (Conjecture 8.3) is known due to work of Pollack-Rubin [45] when the elliptic curve (with
supersingular reduction at p) has CM. We have the following equality of divisors in Z1 (Zp[[Γcyc]]):
Div
(
Sel+
(
Q,Dρ2,1
)∨)
= Div(θ+E) = 0, Div
(
Sel+
(
Q,Dρ2,1(ǫK)
)∨)
= Div(θ+EK ),
Div
(
Sel−
(
Q,Dρ2,1(ǫK)
)∨)
= Div(θ−EK ).
Using Proposition 8.4 along with the data in Table 2, we have
SuppHt=1
(
Sel++(Q,Dρ4,2)
∨
)⋂
SuppHt=1
(
Sel+−(Q,Dρ4,2)
∨
)
= ∅,
for the elliptic curve E = 32A, p = 3 and the corresponding imaginary quadratic fields in Table
2. Equation (8.27) now lets us conclude that the Zp[[Γ˜]]-module X1
(
Q,Dρ4,2
)∨
is pseudo-null in
these examples.
We can also unconditionally assert that the Zp[[Γ˜]]-module X1
(
Q,Dρ4,2
)∨
is pseudo-null for the
elliptic curves E = 40A and E = 56A, p = 3 and the corresponding imaginary quadratic fields
in Table 2. Let E equal either 40A or 56A. We will first need to show that the 3-adic Galois
representations ρ : GQ → GL2(Z3), given by the action of GQ on the 3-adic Tate modules are
surjective. The computations and arguments turn out to be similar for both the elliptic curves 40A
and 56A.
To show that ρ is surjective it suffices to show that the ρ9 : GQ → GL2(F9), given by the action of
GQ on the 9-division points, is surjective. This observation combines the fact that the determinant
det(ρ) : GQ → Z×3 is surjective (since it coincides with the 3-adic cyclotomic character) and Exercise
1(b), Chapter IV, §3 from Serre’s book [49] (so that Image(ρ9) ⊃ SL2(F9)).
17We thank Somnath Jha for alerting us to this fact.
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We will first show that Gal(Q(E[9])/Q)
?
= GL2(F9). One can perform computations on Sage to
conclude that Gal(Q(E[3])/Q) ∼= GL2(F3). Note that
|GL2(F9)| = 24 ∗ 35, |GL2(F3)| = 24 ∗ 3.
To show that Gal(Q(E[9])/Q)
?
= GL2(F9), it then suffices to show that 35 divides [Q(E[9]) : Q].
Let f(t) in Q[t] denote the polynomial corresponding to the 9-division points of E. One can use
Sage and deduce that there exists an irreducible polynomial f36(t) in Q[t] of degree 36 dividing
f(t). Let α denote a root of f36(t). So, [Q(α) : Q] = 36. Once again, one can use Sage to deduce
that there exists an irreducible polynomial g27(t) in the polynomial ring Q(α)[t] dividing f36(t).
So, [Q(α, β) : Q(α)] = 27. Since Q(α, β) ⊂ Q(E[9]), we have 22 ∗ 35 divides [Q(E[9]) : Q]. These
observations let us conclude that Gal(Q(E[9])/Q) ∼= GL2(F9).
Q(µ3) is the unique quadratic subfield of Q(E[9]). This is because SL2(F3) is the unique subgroup
of GL2(F3) with index 2. As a result, we have the following natural isomorphisms:
Gal(Q(E[9])/Q) ∼= Gal(K(E[9])/K) ∼= Gal(Q(EK [9])/Q) ∼= GL2(F9).
These observations let us conclude that ρ is surjective for both E and EK , when E equals either
40A and 56A, p equals 3 and K is one of the corresponding imaginary quadratic fields in Table 2 .
When the p-adic Galois representation ρ : GQ → GL2(Zp), given by the action of GQ on the
p-adic Tate modules is surjective, Kobayashi (Theorem 4.1 in [27]) has shown that we have the
following inequality of divisors in Z1 (Zp[[Γcyc]]):
Div
(
ϑ±E
) ≤ Div (θ±E) , Div (ϑ±EK) ≤ Div (θ±EK) .(8.28)
Using equation (8.28), Proposition 8.4 along with the data in Table 2, our observations let us
conclude that
SuppHt=1
(
Sel++(Q,Dρ4,2)
∨
)⋂
SuppHt=1
(
Sel+−(Q,Dρ4,2)
∨
)
= ∅,(8.29)
for the elliptic curves E = 40A and E = 56A, p = 3 and the corresponding imaginary quadratic
fields in Table 2. Equation (8.27) now lets us conclude that the Zp[[Γ˜]]-module X1
(
Q,Dρ4,2
)∨
is
pseudo-null in these examples too.
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