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We analyze the dynamis of networks of spiking neural osillators. First, we present an exat
linear stability theory of the synhronous state for networks of arbitrary onnetivity. For general
neuron rise funtions, stability is determined by multiple operators, for whih standard analysis is not
suitable. We desribe a general non-standard solution to the multi-operator problem. Subsequently,
we derive a lass of rise funtions for whih all stability operators beome degenerate and standard
eigenvalue analysis beomes a suitable tool. Interestingly, this lass is found to onsist of networks of
leaky integrate and re neurons. For random networks of inhibitory integrate-and-re neurons, we
then develop an analytial approah, based on the theory of random matries, to preisely determine
the eigenvalue distribution. This yields the asymptoti relaxation time for perturbations to the
synhronous state whih provides the harateristi time sale on whih neurons an oordinate
their ativity in suh networks. For networks with nite in-degree, i.e. nite number of presynapti
inputs per neuron, we nd a speed limit to oordinating spiking ativity: Even with arbitrarily
strong interation strengths neurons annot synhronize faster than at a ertain maximal speed
determined by the typial in-degree.
The individual units of many physial systems,
from the planets of our solar system to the atoms
in a solid, typially interat ontinuously in time
and without signiant delay. Thus at every in-
stant of time suh a unit is inuened by the ur-
rent state of its interation partners. Moreover,
partiles of many-body-systems are often onsid-
ered to have very simple lattie topology (as in
a rystal) or no presribed topology at all (as in
an ideal gas). Many important biologial systems
are drastially dierent: their units are interat-
ing by sending and reeiving pulses at disrete in-
stanes of time. Furthermore, biologial systems
often exhibit signiant delays in the ouplings
and very ompliated topologies of their intera-
tion networks. Examples of suh systems inlude
neurons, whih interat by stereotyped eletrial
pulses alled ation potentials or spikes; rikets,
whih hirp to ommuniate aoustially; pop-
ulations of reies that interat by short light
pulses. The ombination of pulse-oupling, de-
lays, and ompliated network topology formally
makes the dynamial system to be investigated
a high-dimensional, heterogeneous nonlinear hy-
brid system with delays. Here we present an ex-
at analysis of aspets of the dynamis of suh
networks in the ase of simple one-dimensional
nonlinear interating units. These systems are
simple models for the olletive dynamis of re-
urrent networks of spiking neurons. After briey
presenting stability results for the synhronous
state, we show how to use the theory of random
matries to analytially predit the eigenvalue
distribution of stability matries and thus nd the
speed of synhronization in terms of dynamial
and network parameters. We nd that networks
of neural osillators typially exhibit speed lim-
its and annot synhronize faster than a ertain
bound dened by the network topology.
I. INTRODUCTION
Most neurons in the human entral nervous sys-
tems ommuniate by sending and reeiving brief stereo-
typed eletrial pulses, alled ation potentials or spikes.
Via hemial synapti onnetions, these spikes indue
hanges in the potential aross the membrane of the
onneted postsynapti neurons [1℄. Due to this mode
of ommuniation, these neurons interat at disrete in-
stanes in time only  and thus behave substantially dif-
ferent from the interating units of many physial sys-
tems. Other important harateristis of neuronal om-
muniation are delayed interations (due to nite prop-
agation speed of the spikes along axons, non-zero time
needed for hemial proesses aross the synapses and
signal transmission along the dendrites) and a omplex
wiring diagram. As in the example of neurons, many
networks of interating units are not arranged in regular
latties. Instead, single units form an intriate network
of onnetions that mediate the interations. In addition,
these onnetions are often direted, meaning that a on-
netion from one unit to another does not imply a onne-
tion in the reverse diretion. From a dynamial systems
perspetive, these aspets  disrete interation times, in-
teration delays, and non-symmetri, ompliated wiring
diagram  make the theoretial investigation of the exat
spiking dynamis of large neural networks a hallenging
task.
Previous researh has oasionally expliitely onsid-
2ered interation delays in analytial alulations; the
ompliated topology of neural networks, however, has
reeived muh less attention. As a onsequene, if one
wants to unover the dynamis beyond numerial inves-
tigations, one is often restrited to mean eld theoretial
arguments or fouses on globally onneted networks or
on networks of simple loal topology [2, 3, 4, 5, 6, 7, 8,
9, 10, 11℄.
Here we follow the simple and very useful approah
of Mirollo and Strogatz [12℄ to represent the state of a
one-dimensional (neural) osillator not by its membrane
potential, but by a phase that enodes the time to the
next spike in the absene of any interations. In the limit
of innitely fast proessing of inoming signals (post-
synapti urrents), the nonlinear interations an then
be treated analytially in an exat manner. Following
some previous reports [4, 13, 14, 15, 16℄ that used the
advantages [17℄ of the Mirollo Strogatz idea [12℄ we here
present an analytial approah to exatly determine the
asymptoti dynamis of spiking neural networks of om-
pliated topology. We partiularly fous on how, and how
fast, neurons an synhronize their spikes, i.e. oordinate
their ativity in time in networks of random topology.
The paper is organized as follows. In Setion II we
briey introdue model networks of pulse-oupled neu-
ral osillators and state the researh question. We are
interested in the stability of the synhronous state and
its asymptoti synhronization properties. Setion III
gives the details of the derivation of nonlinear strobo-
sopi maps of perturbed synhronous states in networks
of arbitrary onnetivity. We explain the emergene of
pieewise analyti maps where the piees are determined
by the temporal spiking order of a partiular perturba-
tion. This results in a multiple operator nonlinear stabil-
ity problem. In Setion IV, we derive rst order operators
from the strobosopi maps leading to a stability opera-
tor with multiple pieewise linear parts. Sine standard
eigenvalue analysis is not appropriate for suh multiple
operator problems, we desribe an alternative method to
demonstrate stability in Setion V. Setion VI shows how
degeneray an be enfored, i.e. how all multiple linear
operators an be made degenerate to one single stabil-
ity matrix. It turns out that the osillator rise funtions
that guarantee degeneray are of integrate-and-re type.
For this stability problem, standard eigenvalue analysis is
suitable. For two ensembles of random networks, we rst
study their eigenvalue distributions (Setion VII), ana-
lytially predit these distributions by measures derived
from RandomMatrix Theory (Setion VIII) and ompare
the results between numeris and analytis (Setion IX).
In Setion X, we disuss onsequenes of the eigenvalue
distributions for the speed of synhronization of neural
osillators. We lose in Setion XI, where we summarize
the results, disuss some of their onsequenes and give
a brief outlook.
This paper presents new aspets and detailed desrip-
tions of the determination of the asymptoti synhroniza-
tion time by Random Matrix Theory. Parts of the results
on stability and speed limits to network synhronization
have been reported in brief in referenes [15℄ and [16℄,
respetively. Details of the stability theory, in partiular
exat eigenvalue bounds and asymptoti stability in the
multi-operator ase, not disussed here, an be found in
[18℄. For eets on parameter inhomogeneities, leading
to lose to synhronous patterns of spikes, we refer the
reader to [19℄.
II. MODEL OF NEURAL OSCILLATORS
Consider a system of N neural osillators that interat
by sending and reeiving pulses via direted onnetions.
The sets Pre(i) of presynapti osillators having input
to an osillator i dene the network onnetivity. The
number of inputs
ki := |Pre(i)| (1)
to every osillator i, alled in-degree in graph theory [20℄
is non-zero, ki ≥ 1, and no further restrition on the
network topology is imposed unless otherwise stated.
The state of an individual osillator j is represented
by a phase-like variable φj ∈ (−∞, 1] that inreases uni-
formly in time,
dφj/dt = 1 . (2)
Upon rossing a ring threshold, φj(tf) ≥ 1, at time tf an
osillator is instantaneously reset to zero, φj(t
+
f
) = 0, and
a pulse is sent. After a delay time τ this pulse is reeived
by all osillators i onneted to j (for whih j ∈ Pre(i))
and indues an instantaneous phase jump
φi((tf + τ)
+) = U−1 (U(φi(tf + τ) + εij)
Here, εij ≤ 0 are the oupling strengths from j to i, whih
are taken to be purely inhibitory (εij < 0 if j ∈ Pre(i),
εij = 0 otherwise) and normalized,
N∑
j=1
εij = ε , (3)
throughout this paper.
The rise funtion U , whih mediates the interations, is
monotoni inreasing, U ′ > 0, onave (down), U ′′ < 0,
and represents the subthreshold dynamis of individual
osillators. This models the dynamis of the membrane
potential of a biologial neuron that is driven by a ur-
rent. Note that the funtion U need to be dened on
the entire range of aessible phase values. In partiu-
lar, inhibitory oupling an lead to negative phase values
φi < 0.
Large sparsely onneted networks of inhibitory neu-
rons were known before to exhibit irregular asynhronous
spiking states in whih exitatory drive and inhibitory
feedbak balane out and utuation indue spikes [5,
3t60 300
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Figure 1: Irregular, balaned ativity oexists with regu-
lar, synhronous ativity. This enables swithing by external
stimulus signals. Random network of onnetion probabil-
ity p = 0.2 (N = 400, I = 4.0, ε = 16.0, τ = 0.14). Firing
times of ve osillators are shown in a time window ∆t = 240.
Vertial dashed lines mark external perturbations: (i) large
exitatory pulses lead to synhronous state, (ii) a small ran-
dom perturbation (|∆φi| ≤ 0.18) is restored (iii) a suiently
large random perturbation (|∆φi| ≤ 0.36) leads to an irregu-
lar state. Bottom: Time evolution of the spread of the spike
times after perturbation (ii), total length ∆t = 0.25 eah. De-
reasing width of the distribution indiates resynhronization.
6, 7℄. However, in a previous study [15℄ we found that
regular states, in the homogeneous ase dened by ex-
at spike synhrony, oexist with irregular states in these
networks at the same parameters (Fig. 1). This means
that by external perturbations one an swith between
regular and irregular ativity. In partiular, strong exi-
tatory synhronous inputs an synhronize the network
ativity. Strong random inputs an swith the network
bak to the balaned state. If random inputs to the syn-
hronous state are not too strong, the ativity relaxes
bak to the synhronous state. Two major questions in-
trigued us: 1) Why, given an irregular topology of the
network, an the regular synhronous state be stable suh
that neurons resynhronize their spikes upon suiently
small perturbations? 2) What is the typial time sale
for re-synhronization, i.e. how fast an neurons oor-
dinate their spiking ativity if they are not diretly in-
teronneted but interat on large networks of omplex
topology?
We address these questions analytially in the follow-
ing, fousing on the speed of synhronization. All results
are derived for the simplest of all regular states, the syn-
hronous periodi state, in whih all neural osillators
exhibit idential dynamis. However, a similar approah
an be used for luster states in whih two or more groups
of synhronized osillators exist [4, 13℄, as well as for any
periodi solution beause they an be traked analyti-
ally in the model system used. In the presene of inho-
mogeneity, the approah needs to be modied but similar
priniples are expeted to apply.
III. NONLINEAR STROBOSCOPIC MAPS:
EMERGENCE OF MULTIPLE OPERATORS
The synhronous state
φi(t) = φ0(t) for all i , (4)
in whih all osillators display idential phases φ0(t) on
a periodi orbit suh that φ0(t + T ) = φ0(t), is one of
the simplest states a network of neural osillators may
assume. The normalization of the oupling strengths (3)
ensures that it exists but does not tell whether or not it
is stable and an attrator of the system. To unover this,
we perform a stability analysis of the synhronous state
the period of whih is given by
T = τ + 1− α (5)
where
α = U−1(U(τ) + ε). (6)
For inhibitory oupling (ε < 0) and suiently small
delay τ < 1 the total input is subthreshold, U(τ)+ ε < 1
suh that α < 1. A perturbation
δ(0) =: δ = (δ1, . . . , δN ) (7)
to the phases is dened by
δi = φi(0)− φ0(0) . (8)
If we assume that the perturbation is small, in the sense
that
max
i
δi −min
i
δi < τ (9)
it an be onsidered to aet the phases of the osillators
at some time just after all signals have been reeived,
i.e. after a time t > t0 + τ if all osillators have red
at t = t0. Suh a perturbation will aet the time of
the next ring events beause the larger the perturbed
phase of an osillator is, the earlier this osillator reahes
threshold and sends a signal.
To onstrut a strobosopi period-T map, δ is ordered
aording to the rank order rank(δ) of the δi: For eah
osillator i we label the perturbations δj of its presynapti
osillators j ∈ Pre(i) aording to their size
∆i,1 ≥ ∆i,2 ≥ . . . ≥ ∆i,ki (10)
where ki is the number of its presynapti osillators (1).
The index n ∈ {1, . . . , ki} ounts the signals that ar-
rive suessively. Thus, if jn ≡ jn(i) ∈ Pre(i) labels the
presynapti osillator from whih i reeives its nth signal
during the period onsidered, we have
∆i,n = δjn(i) . (11)
In addition, we dene
∆i,0 = δi . (12)
4Figure 2: Two signals arriving almost simultaneously indue dierent phase hanges, depending on their rank order. The gure
illustrates a simple ase where Pre(i) = {j, j′} and δi = 0, (a)() for δj′ > δj and (d)(f) for δj > δj′ . (a), (d) Loal path
of the network displaying the reeption times of signals that are reeived by osillator i. Whereas in (a) the signal from j′
arrives before the signal of j, the situation in (d) is reversed. (b), (e) Idential oupling strengths indue idential jumps of
the potential U but (),(f) the phase jumps these signals indue are dierent and depend on the order of the inoming signals.
For small |δi| ≪ 1, individual phase jumps are enoded by the pi,n , see (17). The Figure displays an example for inhibitory
(negative, phase-retarding) oupling but the mehanism generating multiple operators does not depend on the signs of the
oupling strengths.
For illustration, let us onsider an osillator i that has
exatly two presynapti osillators j and j′ suh that
Pre(i) = {j, j′} and ki = 2 (Fig. 2a,d). For ertain per-
turbations, osillator i rst reeives a signal from osil-
lator j′ and slightly later from osillator j. This deter-
mines the rank order, δj′ > δj, and hene ∆i,1 = δj′ and
∆i,2 = δj (Fig. 2a). Perturbations with the opposite rank
order, δj > δj′ , lead to the opposite labeling, ∆i,1 = δj
and ∆i,2 = δj′ (Fig. 2d). In general, relabeling annot be
ahieved by permuting the indies beause one osillator
j′ may reeive an input onnetion from yet another one
m whereas osillator j may not reeive this onnetion.
We now onsider a xed arbitrary perturbation, the
rank order of whih determines the ∆i,n aording to the
inequalities (10). Using the phase shift funtion h(φ, ε) =
U−1(U(φ) + ε) and denoting
Di,n := ∆i,n−1 −∆i,n (13)
for n ∈ {1, . . . , ki} we alulate the time evolution of
phase-perturbations δi satisfying the bound (9), starting
near φ0(0) = τ/2 without loss of generality. The strobo-
sopi time-T map of the perturbations, δi 7→ δi(T ), is
obtained from the sheme given in Table I. The time to
threshold of osillator i, whih is given in the lower left
entry of the sheme,
T
(0)
i :=
τ
2
−∆i,ki + 1− βi,ki (14)
t φi(t)
0
τ
2
−∆i,1
τ
2
−∆i,2
.
.
.
τ
2
−∆i,ki
τ
2
−∆i,ki + 1− βi,ki
τ
2
+ δi =:
τ
2
+∆i,0
h(τ +Di,1, εij1) =: βi,1
h(βi,1 +Di,2, εij2) =: βi,2
.
.
.
h(βi,ki−1 +Di,ki , εijki ) =: βi,ki
reset: 1 7→ 0
Table I: Time evolution of osillator i in response to ki su-
essively inoming signals from its presynapti osillators jn,
n ∈ {1, . . . , ki}, from whih i reeives the n
th
signal during
this period. The right olumn gives the phases φi(t) at times
t given in the left olumn. The time evolution is shown for
a part of one period ranging from φi ≈ τ/2 to reset, 1 → 0,
suh that φi = 0 in the last row. The rst row gives the ini-
tial ondition φi(0) = τ/2 + δi . The following rows desribe
the reeption of the ki signals during this period whereby the
phases are mapped to βi,n after the n
th
signal has been re-
eived. The last row desribes the reset at threshold suh that
the respetive time T
(0)
i = τ/2 − ∆i,ki + 1 − βi,ki gives the
time to threshold of osillator i.
is about φ0(0) = τ/2 smaller than the period T . Hene
the period-T map of the perturbation an be expressed
5as
δi(T ) = T − T
(0)
i −
τ
2
= βi,ki − α+∆i,ki (15)
where α is given by Eq. (6).
IV. MULTIPLE FIRST ORDER OPERATORS
In order to perform a loal stability analysis, we on-
sider the rst order approximations of the maps de-
rived in the previous setion. Expanding βi,ki for small
Di,n ≪ 1 one an proof by indution [18℄ that
βi,ki
.
= α+
ki∑
n=1
pi,n−1Di,n (16)
where
pi,n :=
U ′(U−1(U(τ) +
∑n
m=1 εijm))
U ′(U−1(U(τ) + ε))
(17)
for n ∈ {0, 1, . . . , ki} enodes the eet of an individual
inoming signal of strength εijn . The statement x
.
=
y means that x = y +
∑
i,nO(D
2
i,n) as all Di,n → 0.
Substituting the rst order approximation Eq. (16) into
Eq. (15) using Eq. (13) leads to
δi(T )
.
=
ki∑
n=1
pi,n−1(∆i,n−1 −∆i,n) + ∆i,ki (18)
suh that after rewriting
δi(T )
.
= pi,0∆i,0 +
ki∑
n=1
(pi,n − pi,n−1)∆i,n (19)
to rst order in all ∆i,n. Sine ∆i,n = δjn(i) for n ∈
{1, . . . , ki} and ∆i,0 = δi aording to Eqs. (11) and (12),
this results in a rst order map
δ(T )
.
= Aδ (20)
where the elements of the matrix A are given by
Aij =


pi,n − pi,n−1 if j = jn ∈ Pre(i)
pi,0 if j = i
0 if j /∈ Pre(i) ∪ {i}.
(21)
As for the nonlinear strobosopi maps (15), beause jn
in Eq. (21) identies the nth pulse reeived during this
period by osillator i, the rst order operator depends
on the rank order of the perturbations, A = A(rank(δ)).
The variables pi,n enode phase jumps evoked by all
pulses up to the nth one reeived. Sine the matrix ele-
ments (21) are dierenes of these pi,n , matrix elements
Ai,j and Ai,j′ with j 6= j
′
have in general dierent values
depending on the order of inoming signals.
This multi-operator problem is indued by the stru-
ture of the network together with the pulsed interations.
For networks with homogeneous, global oupling dierent
matries A an be identied by an appropriate permuta-
tion of the osillator indies. In general, however, this
is impossible. Thus even for a network of given number
of neuronal osillators at given onnetion strengths and
given delay and interation funtion, the stability of the
synhronous state is desribed by many dierent opera-
tors that depend on the rank order of the perturbation.
V. ALTERNATIVE METHOD
TO DETERMINE STABILITY
In most stability problems for periodi orbits in dy-
namial systems theory, nding the eigenvalues of an ap-
propriate strobosopi map is suient for determining
the stability of the orbit. Typially, one eigenvalue equals
one and orresponds to perturbation along the periodi
orbit trajetory suh that there is no restoring fore. If all
other eigenvalues are smaller than one in absolute value,
the periodi orbit is asymptotially stable and all su-
iently lose initial states onverge to it.
On the ontrary, the multi-operator property of the
stability problem onsidered here implies that standard
eigenvalue analysis fails. However, we found other meth-
ods to determine the stability of the synhronous periodi
state. We present the results briey in the following.
To show plain (non-asymptoti) linear stability, ob-
serve that the row-sums of the stability matries are nor-
malized,
N∑
j=1
Aij = 1 (22)
reeting the invariane of the periodi orbit with re-
spet to perturbations along it. Given that the oupling
strengths are purely inhibitory, εij ≤ 0 , one an show
that the pi,n (Eq. (17)) are positive and bounded above
by one,
0 < pi,n ≤ 1, (23)
and that they inrease with n,
pi,n−1 < pi,n . (24)
Hene the nonzero o-diagonal elements are positive,
Aijn = pi,n − pi,n−1 > 0 suh that
Aij ≥ 0 (25)
for all i, j ∈ {1, . . . , N}. Moreover the diagonal elements
Aii = pi,0 =
U ′(τ)
U ′(U−1(U(τ) + ε))
=: A0 (26)
6are idential for all i and satisfy
0 < A0 < 1 (27)
beause U is monotonially inreasing, U ′(φ) > 0, and
onave down, U”(φ) < 0, for all φ. It is important to
note that A has the properties Eqs. (22)(27) indepen-
dent of the parameters, the network onnetivity, and
the spei perturbation onsidered. With these observa-
tions, it is straightforward to show that the synhronous
state is stable in the sense that small perturbations an-
not grow: To rst order, a given perturbation δ = δ(0)
satises
‖δ(T )‖ := max
i
|δi(T )| (28)
= max
i
∣∣∣∣∣∣
N∑
j=1
Aijδj
∣∣∣∣∣∣ (29)
≤ max
i
∑
j
|Aij ||δj | (30)
≤ max
i
∑
j
|Aij |max
k
|δk| (31)
= max
i
∑
j
Aij max
k
|δk| (32)
= max
k
|δk| (33)
= ‖δ‖ (34)
where we use the vetor norm
‖δ‖ := max
i
|δi| . (35)
Thus the length of a perturbation vetor does not in-
rease during one period implying that it does not in-
rease for an arbitrary long time. Using methods from
graph theory, one an show [18℄ that for strongly on-
neted networks (in whih every osillator an be reahed
from every other by following a direted path on the net-
work) the synhronous state is asymptotially stable suh
that from suiently lose initial onditions the spiking
ativity will beome exatly synhronous. The results
on asymptoti stability use the reurrene properties of
strongly onneted networks and rely on the fat that ev-
ery osillator an ommuniate with every other at least
indiretly. Thus the results for plain and asymptoti sta-
bility are independent of the spei hoie of parame-
ters, εij ≤ 0, τ ∈ (0, 1), the potential funtion U(φ),
and the rank order of the perturbation. They are de-
rived without using the eigenvalues or eigenvetors of a
given stability matrix and solve the stability problem ex-
atly. In summary this means that any network of the
type desribed above, with normalized inhibitory ou-
pling Eq. (3) exhibits a synhronous state that is at least
marginally stable; it is moreover asymptotially stable if
the network is strongly onneted.
A simple intuitive argument why networks of inhibito-
rily oupled neural osillators synhronize an be ob-
tained from the response dynamis of individual units,
Fig. 3. If two (or more) neurons simultaneously reeive
inhibitory input of the same size, their potential is de-
reased by the same amount suh that their potential
dierene stays unhanged. Due to the negative urva-
ture of the rise funtion that mediates the negative input,
this, however, leads to a derease of their phase dier-
enes, whih enode the future spike times. This intu-
1Φ1 Φ2Φ1+ Φ2+
Φ
0
1
U
Figure 3: Intuitive synhronization mehanism: Inhibition
synhronizes due to the onavity of U . Simultaneously re-
eived inhibitory input dereases phase dierenes between
the reeiving osillators,
∣∣φ2(t+)− φ1(t+)∣∣ > |φ2(t)− φ1(t)| .
itive explanation holds for simple situations like globally
oupled systems with homogeneous oupling strengths.
However, the synhronization dynamis is more ompli-
ated if the inputs are not of equal size or only one input
exists for some unit, as e.g., in a ring of neurons.
In the ase of integrate and re rise funtions U = U
IF
one an derive [18℄ stability results based on the eigen-
system beause all stability operators beome degener-
ate; see below for details of the degeneray for networks
of integrate and re neurons. The Ger²gorin disk the-
orem then bounds all eigenvalues in a disk of radius
r
G
= 1−A0 entered at A0, touhing the unit irle from
the inside at z = 1. It ensures that the eigenvalue largest
in magnitude is λ1 = 1, with orresponding eigenvetor
v1 ∝ (1, 1, . . . , 1)
T
. For strongly onneted networks, the
Perron Frobenius theorem implies that this eigenvalue is
unique, i. e. all other eigenvalues are smaller than one
in absolute value. Thus all perturbations that ontain
omponents other than v1 will deay towards a uniform
perturbation. Suh an analysis onrms that networks
of arbitrary onnetivity are at least marginally stable
and strongly onneted networks exhibit asymptotially
stable synhronous states, as shown above by alternative
methods.
If networks onsist of several strongly onneted om-
ponents, the analysis is muh more involved and stru-
tural identiation of strongly onneted omponents and
the wiring among them is required. Suh networks dis-
play a novel kind of non-synhronous ativity that is on-
trolled by the oarse and ne sale struture of the net-
7work, f. [21℄. This state seems to be universal among
networks of oupled osillators exhibiting a synhroniza-
tion mehanism.
VI. ENFORCING DEGENERACY:
THE PHOENIX INTEGRATE-AND-FIRE
From the general lass of onave inreasing rise fun-
tions, we now derive a sublass of rise funtions in whih
all multiple operators degenerate to a single stability ma-
trix if the oupling strength are suitably hosen. Inter-
estingly, it turns out that the lass of standard leaky
integrate-and-re osillators provides potential funtions
onsistent with this ondition.
A general potential funtion U that is monotonially
inreasing, U ′(φ) > 0, and onave (down), U ′′(φ) < 0,
yielded stability operators A in the rst order map (20)
that are dened by their respetive matrix elements (21)
in terms of dierenes of the pi,n (Eq. 17) that in turn
desribe the eet of the nth signal reeived by osillator
i within the period onsidered. Thus, the atual stability
operator to be used for a spei perturbation depends
on the rank order of the inoming signals given this per-
turbation. Can the multiple linear operators be made
degenerate? If so, the eigensystem of the resulting ma-
trix ompletely desribed the asymptoti synhronization
dynamis.
Consider a network for whih the oupling strengths of
all presynapti osillators j ∈ Pre(i) are idential,
εij =
ε
ki
(36)
for eah osillator i. For suh a network, two matrix ele-
ments are interhanged at the boundary of the domains of
denition of an individual operator. For instane, assume
that an osillator i has exatly two presynapti osillators
j and j′. If a perturbation is hanged suh that δj > δj′
is turned into δj < δj′ , the operator A will hange from
A = A(1) to A = A(2) where the non-zero o-diagonal
elements of row i read
A
(1)
ij = Aij1 = pi,1 − pi,0 ; A
(1)
ij′ = Aij2 = pi,2 − pi,1 ,(37)
A
(2)
ij = Aij2 = pi,2 − pi,1 ; A
(2)
ij′ = Aij1 = pi,1 − pi,0 ,(38)
respetively. As above, j1 labels the osillator presynap-
ti to i that has sent the rst signal to i during the period
onsidered, and j2 labels the presynapti osillator that
has sent the seond one suh that
j1 = j and j2 = j
′ ⇔ δj > δj′ , (39)
j1 = j
′
and j2 = j ⇔ δj′ > δj . (40)
Degeneray of these two, in general distint, ases re-
quires that
A
(k)
ij
!
= A
(l)
ij (41)
for k, l ∈ {1, 2} or, equivalently,
pi,2 − pi,1
!
= pi,1 − pi,0 . (42)
If every osillator i ∈ {1, . . . , N} in the network has ki
presynapti osillators, the degeneray ondition is eas-
ily generalized to Eq. (41) with k and l running over
all dierent stability matries that our for all possible
dierently ordered perturbations. Expressed in terms of
the pi,n, whih desribe the eet of individual inoming
pulses, we obtain
pi,n − pi,n−1
!
= pi,m − pi,m−1 (43)
for all i ∈ {1, . . . , N} and all n,m ∈ {1, . . . , ki}.
If we dene
q(xi,n) := pi,n =
U ′(U−1(U(τ) + xi,n))
U ′(U−1(U(τ) + ε))
(44)
where
xi,n =
n∑
m=1
εijm =
nε
ki
(45)
for n ≤ ki, the requirement (43) is satised if
q′(x) = onst (46)
in the relevant interval x ∈ [ε, 0]. Note that ε < 0 beause
we onsider inhibitory oupling. The rst derivative of
q(x) satises
q′(x) ∝
U ′′(U−1(U(τ) + x))
U ′(U−1(U(τ) + x))
=:
U ′′(h(x))
U ′(h(x))
(47)
where h(x) = U−1(U(τ) + x) is an invertible funtion
of x. Together with Eq. (46) this leads to a dierential
equation
U ′′ = cU ′ (48)
where c ∈ R is a onstant. The solution U(φ) = a+ becφ
with onstants a, b, c ∈ R together with the normalization
U(0) = 0, U(1) = 1, and the monotoniity and onavity
requirements, U ′(φ) > 0 and U”(φ) < 0, yield the one-
parameter family of solutions in integrate-and-re form
U(φ) = U
IF
(φ) = I(1− e−φTIF) (49)
where I > 1 and T
IF
= ln(I/(I − 1)) > 0. This leads to
U ′
IF
(φ) = IT
IF
e−φTIF , (50)
U−1
IF
(y) =
1
T
IF
ln
(
1−
y
I
)−1
, (51)
and
U−1
IF
(U
IF
(φ) + ε) =
1
T
IF
ln
(
e−φTIF −
ε
I
)−1
(52)
8suh that
U ′
IF
(U−1
IF
(U(φ) + ε)) = T
IF
(
Ie−φTIF − ε
)
(53)
and
pi,n =
U ′
IF
(U−1
IF
(U
IF
(τ) +
∑n
m=1 εijm))
U ′
IF
(U−1
IF
(U
IF
(τ) + ε))
(54)
=
Ie−τTIF −
∑n
m=1 εijm
Ie−τTIF − ε
. (55)
Thus, by onstrution, if we substitute εijn = ε/ki all
non-zero o-diagonal elements
Aijn = pi,n − pi,n−1 =
1
Ie−τTIF − ε
ε
ki
(56)
in one row i of the stability matrix are idential,
Aijn = Aijm , (57)
for all n,m ∈ {1, . . . , ki}.
One should note that, given the oupling strengths sat-
isfy Eq. (36), the ondition (46) is suient but not ne-
essary for degeneray of all operators. At given parame-
ters and a given network onnetivity, one an onstrut
potential funtions that fulll ondition (46) only on (lo-
al) average suh that the requirement for idential (non-
zero) o-diagonal matrix elements in eah row (43) is still
satised. If we do not a priori x the parameters and the
network struture, however, the potential funtion U
IF
uniquely leads to operator degeneray within the lass of
onave down, inreasing funtions.
This degeneray has important onsequenes:
Whereas for the multi-operator problem the dynamis
in the viinity of the synhronous state is determined
by an (unknown but deterministi) sequene of dierent
linear operators, the dynamis in ase of degeneray
is determined by the eigenvetors and eigenvalues of
a single matrix A. In partiular, the seond largest
eigenvalue
λ
m
:= max{|λi| : |λi| < 1} (58)
of this matrix A determines the asymptoti speed of on-
vergene towards the synhronous state,
|δ((n+ l)T )| ∼ λn
m
|δ(lT )| (59)
for n, l≫ 1.
Interestingly, the derivation of a ondition for degener-
ay led to the standard leaky integrate-and-re model as
a sublass of models that imply degeneray for suitably
hosen oupling strengths. Starting from this degenerate
ase of operators now enables us to develop a hara-
terization of the synhronization dynamis in terms of
eigenvalues of that operator.
VII. LOCATION OF EIGENVALUES
IN LARGE RANDOM NETWORKS
How fast do random networks synhronize? The har-
ateristi asymptoti time of synhronization, τ
syn
=
−1/ ln(λ
m
), see Eq. (93) below, is given in terms of the
seond largest eigenvalue λ
m
that we determine from the
distribution of eigenvalues in the following setions. In
this setion, we present examples for the distribution of
eigenvalues of stability matries desribing the asymp-
toti dynamis of large asymmetri random networks of
integrate-and-re osillators in the viinity of the syn-
hronous state. From the details of the analysis de-
sribed above, we know that all eigenvalues must be lo-
ated in a Ger²gorin disk K in the omplex plane that
is entered at A0 < 1 (Eq. 27) and has radius 1 − A0
suh that it ontats the unit irle at z = 1 from the
inside. In the following, we onsider neural osillators
that interat inhibitorily on two lasses of random net-
works (dened in subsetions VIIA and VIIB). The po-
tential funtions of the osillators are of the integrate-
and-re form U(φ) = U
IF
(φ) = I(1 − e−φTIF), where
T
IF
= ln(I/(I − 1)). The non-zero oupling strength
are hosen aording to εij = ε/ki . We onsider only
sparsely onneted networks whih lead to sparse stabil-
ity matries where we term a matrix sparse if at least a
positive fration of its entries is zero in the limit of large
N .
A. Networks with onstant in-degree
The rst lass of networks is given by random networks
in whih all osillators i have the same number ki = k
of presynapti osillators whih are independently drawn
from the set of all other osillators with uniform proba-
bility. When inreasing the network size N , the number
of onnetions k per osillator is kept xed. We numeri-
ally determined the eigenvalues of dierent stability ma-
tries hanging the network size N ∈ {26, . . . , 214}, the
in-degree k ∈ {2, . . . 28}, and the dynamial parameters
ε, τ , and I suh that A0 ∈ [0.6, 0.9]. In general, we
nd that, for suiently large N and suiently large k,
the non-trivial eigenvalues resemble a disk in the omplex
plane that is entered at about A0 but has a radius r that
is smaller than the upper bound given by the Ger²gorin
theorem
r < 1−A0. (60)
Note that, due to the invariane of the periodi orbit with
respet to globally onstant phase shifts, there is always a
trivial eigenvalue λ1 = 1. As an example, the eigenvalue
distributions in the omplex plane are displayed in Fig. 4
for spei parameters and dierently sized networks.
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Figure 4: Distribution of eigenvalues λi in the omplex plane for networks of xed in-degree k = 8 and dierent sizes (a)
N = 32, (b) N = 128, () N = 512. For large networks, the non-trivial eigenvalues seem to be distributed uniformly on a disk
in the omplex plane. The ar through the trivial eigenvalue (dot at z = λ1 = 1) is a setor of the unit irle. Parameters of
integrate-and-re osillators are I = 1.1, ε = −0.2, τ = 0.05.
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Figure 5: Distribution of eigenvalues λi in the omplex plane for networks of xed onnetion probability p = 0.1 and dierent
sizes (a) N = 32, (b) N = 128, () N = 512. For large networks, the non-trivial eigenvalues seem to be distributed uniformly
on a disk in the omplex plane, the radius of whih shrinks with inreasing network size. The ar through the trivial eigenvalue
(dot at z = λ1 = 1) is a setor of the unit irle. Parameters of integrate-and-re osillators are I = 1.1, ε = −0.2, τ = 0.05.
B. Networks with onstant onnetion probability
The seond lass of networks is given by random net-
works for whih every onnetion between any osillator
i and any other osillator j 6= i is present with given
probability p. When inreasing N , this probability is
kept xed suh that the number of onnetions per os-
illator is proportional to N . As for the other lass of
random networks, we nd numerially that the distri-
bution of non-trivial eigenvalues resemble disks in the
omplex plane that are smaller than the Ger²gorin disk
(60) but entered at about the same point A0. We nu-
merially determined the distribution of eigenvalues for
N ∈ {28, . . . , 214}, p ∈ [0.01, 0.2], and the dynamial pa-
rameters ε, τ , and I suh that A0 ∈ [0.6, 0.9]. Figure 5
displays examples of eigenvalue distributions for dier-
ently sized networks at the otherwise idential parame-
ters.
VIII. PREDICTIONS FROM RANDOM
MATRIX THEORY
The results of the previous setion indiate that the
eigenvalues of stability matries for large asymmetri ran-
dom networks of integrate-and-re osillators are loated
in disks in the omplex plane if the network size N is
suiently large. If this ould be demonstrated indepen-
dent of spei parameters, it would be guaranteed that
all non-trivial eigenvalues are separated from the unit ir-
le. Thus the main ondition required for the robustness
of the stable synhronous state under a strutural pertur-
bation to the dynamis of the system would be satised.
Moreover, the asymptoti synhronization time an be
predited analytially from these results.
How an we predit the loation of the eigenvalues?
Sine we are onsidering random networks, a natural
starting point is the theory of random matries. Random
Matrix Theory has been investigated intensively sine
the early 1950s [22℄ (see also [23, 24℄) and turned out
to be a valuable tool for both qualitative and quanti-
10
tative desription of spetral properties of omplex sys-
tems. For instane, it desribes level orrelations in nu-
lear physis [25℄ as well as quantum mehanial aspets
of haos [26, 27℄. In appliations of Random Matrix The-
ory to physial problems, it is generally assumed that
the details of the physial system are less important for
many statistial properties of interest. Often it turns out
that important statistial properties suh as the distribu-
tion of spaings of energy levels in quantum systems are
well desribed by the respetive properties of randomma-
tries that respet the same symmetries as the physial
system. Both theoretial investigations and appliations
of Random Matrix Theory have foused on symmetri
matries. Asymmetri matries are less well understood
and found only limited appliability. In the following, we
will evaluate the appliability of Random Matrix Theory
for estimating distributions of eigenvalues of asymmetri
stability matries.
A. Ensembles of symmetri and asymmetri
random matries
For the ase of real symmetri random N×N -matries
J = JT with independent, identially distributed ompo-
nents Jij = Jji , it is believed [28, 29℄ that there are ex-
atly two universality lasses. Every ensemble of matries
within one of these universality lasses exhibits the same
distribution of eigenvalues in the limit of large matries,
N → ∞, but the eigenvalue distributions are in general
dierent for the two lasses. Both universality lasses
are haraterized by spei ensembles of matries the
elements of whih are distributed aording to a simple
probability distribution. The lass of sparse matries is
represented by the probability distribution
p
sparse
(Jij) =
k
N
δ
(
Jij −
1
k
)
+
(
1−
k
N
)
δ(Jij) (61)
where k is the (nite) average number of entries in any
row i and δ(·) is the Dira delta distribution. The lass of
Gaussian random matries is exemplied by a Gaussian
distribution of matrix elements
p
Gauss
(Jij) = N
1
2 (2pis2)−
1
2 exp
(
−
NJ2ij
2s2
)
. (62)
To obtain symmetri matries, one hooses Jij = Jji and
Jii = 0 for both ensembles. Thus the arithmeti mean of
the eigenvalues is zero,
[λi]i :=
1
N
N∑
i=1
λi =
1
N
N∑
i=1
Jii = 0 (63)
and the ensemble variane of the matrix elements sale
like
σ2 =
〈
J2ij
〉 .
=
r2
N
(64)
for N ≫ 1. For the Gaussian symmetri ensemble, it
is known [22, 24℄ that the distribution of eigenvalues
ρs
Gauss
(λ) in the limit N →∞ is given by Wigner's semi-
irle law
ρs
Gauss
(λ) =
{
1
2pir2 (4r
2 − λ2)
1
2
if |λ| ≤ 2r
0 otherwise.
(65)
The ensemble of sparse matries [28, 29, 30, 31℄ exhibits a
dierent eigenvalue distribution ρs
sparse
(λ) that depends
on the nite number k of nonzero entries per row and
approahes the distribution ρs
Gauss
(λ) in the limit of large
k suh that
lim
k→∞
ρs
sparse
(λ) = ρs
Gauss
(λ). (66)
It is important to note that in the limit of large N the
distributions ρs
sparse
and ρs
Gauss
eigenvalues depend only
on the one parameter r, that is derived from the variane
of the matrix elements (64).
For real, asymmetri matries (independent Jij and
Jji), there are no analytial results for the ase of sparse
matries but only for the ase of Gaussian random ma-
tries. The Gaussian asymmetri ensemble (e.g. Eq. (62)
with independent Jij and Jji) yields the distribution
of omplex eigenvalues in a disk in the omplex plane
[32, 33℄
ρa
Gauss
(λ) =
{
(pir2)−1 if |λ| ≤ r
0 otherwise
(67)
where r from Eq. (64) is the radius of the disk that is
entered at zero. Like in the ase of symmetri matries,
this distribution also depends only on one parameter r,
that is derived from the variane of the matrix elements.
B. Stability matries and the Gaussian asymmetri
ensemble
In the numerial studies of stability matries for ran-
dom networks (Se. VII), we observed that all non-trivial
eigenvalues of sparse stability matries A are loated on
or near a disk in the omplex plane (Figures 4 and 5).
Sine this is also predited by the theory of asymmetri
Gaussian random matries, let us ompare these predi-
tions to numerial results. If the distribution of eigen-
values of sparse asymmetri random matries ρa
sparse
for
k ≫ 1 is approximately equal to the distribution of Gaus-
sian asymmetri matries, ρa
sparse
(λ) ≈ ρa
Gauss
(λ), in anal-
ogy to the ase of symmetri matries (66), and Random
Matrix Theory is appliable to the stability matries at
all, we an obtain an analytial predition for the radii
of the disks of eigenvalues.
The elements of the original stability matrix A have
an average
[Aij ] =
1
N
N∑
j=1
Aij =
1
N
(68)
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and a seond moment
[
A2ij
]
=
1
N
N∑
j=1
A2ij =
1
N

A20 +
N∑
j=1
j 6=i
A2ij

 (69)
where the o-diagonal sum is bounded above and below
by
(1−A0)
2
maxi ki
≤
N∑
j=1
j 6=i
A2ij ≤ (1−A0)
2
(70)
due to the normalization (22).
The variane σ2A =
[
A2ij
]
− [Aij ]
2
given by
σ2A =
A20
N
+
∑
j 6=i A
2
ij
N
−
1
N2
(71)
is thus also bounded
A20
N
+
(1−A0)
2
N(N − 1)
−
1
N2
≤ σ2A ≤
A20 + (1−A0)
2
N
−
1
N2
(72)
beause maxi ki ≤ N − 1. The eigenvalues of the original
matrix A have the average value
[λi] :=
1
N
N∑
i=1
λi =
1
N
N∑
i=1
Aii = A0. (73)
To diretly ompare the ensemble of the stability matri-
es onsidered here to random matries with zero average
eigenvalue, 〈λi〉 = 0, and given variane (64), we trans-
form the stability matrix A to
A′ij = Aij −A0δij (74)
for i ∈ {1, . . . , N}. Here δij denotes the Kroneker delta,
δij = 1 if i = j and δij = 0 if i 6= j. The transformation
to A′ shifts all eigenvalues by −A0 and hene the average
value of the eigenvalues to
[λ′i] = 0 . (75)
In addition
[
A′ij
]
= [Aij ]−
A0
N
=
(1−A0)
N
(76)
and
[
A′ij
2
]
=
[
Aij
2
]
−
A20
N
(77)
suh that the variane is
σ2A′ = σ
2
A −
A20
N
+
2A0
N2
−
A20
N2
(78)
=
1
N


N∑
j=1
j 6=i
A2ij −
(1 −A0)
2
N

 . (79)
The eigenvalue distribution of this ensemble of resaled
stability matries A′ for random networks may be om-
pared to the Gaussian asymmetri ensemble with zero
average eigenvalue and variane σ2A′ . In suh a ompar-
ison, the additional eigenvalue λ1 = 1 of A, is negleted.
This should not matter for large networks (N ≫ 1).
It is important to note that we ompare the loation
of eigenvalues of a sparse matrix with deterministi non-
zero entries at ertain random positions with the eigen-
value distribution of the Gaussian ensemble, whih on-
sists of fully oupied matries with purely random en-
tries.
If we assume that the eigenvalue distributions for these
two ensembles of networks with xed in-degree and net-
works with a xed onnetion probability are similar to
those for random matries, we obtain a predition
r2 ≈ Nσ2A′ (80)
for the radius of the disk of eigenvalues from Eq. (64).
For further investigations, we onsider the two exem-
plary lasses of large random networks of integrate-and-
re osillators disussed in Se. VII. If we assume
that the stability matrix A has exatly k non-zero o-
diagonal elements per row and idential oupling strength
εij = ε/k between the integrate-and-re osillators, the
o-diagonal sum is exatly equal to
k∑
n=1
A2ijn =
(1−A0)
2
k
. (81)
suh that the variane of A equals
σ2A =
A20
N
+
(1−A0)
2
Nk
−
1
N2
(82)
and the variane of A′ is given by
σ2A′ =
1
N
(1−A0)
2
(
1
k
−
1
N
)
. (83)
If we now take the predition from Random Matrix The-
ory r
RMT
for the radius r of the disk of eigenvalues of the
stability matries, we obtain
r
RMT
= N
1
2σA′ = (1−A0)
(
1
k
−
1
N
) 1
2
. (84)
In random networks where all osillators have exatly k
presynapti osillators, the approximation for the vari-
ane of A (and thus of A′) is exat. If the random net-
work is onstruted by hoosing every onnetion inde-
pendently with probability p, the variane (82) is only an
approximation beause we replaed
[
k−1i
]
i
by k−1 whih
gives the order of magnitude of the number of onne-
tions as a funtion of N .
Substituting A0 = 1−
∑
j,j 6=iAij for integrate and re
neurons (56) into the radius predition r
RMT
, Eq. (84),
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we obtain
rIF
RMT
=
(
ε
Ie−τTIF − ε
)(
1
k
−
1
N
) 1
2
(85)
whih expliitely ontains all parameters of the system.
IX. NUMERICAL TESTS OF EIGENVALUE
PREDICTIONS
We veried this saling law for dierent parameters
A0 determined by dierent I, ε, and τ and found good
agreement with numerially determined eigenvalue dis-
tributions. We ompared the theoretial predition (84)
to the numerial data for both ensembles onsidered in
Se. VII.
A. Networks with onstant in-degree
At a given network onnetivity and given parame-
ters, we obtained all eigenvalues of the stability matrix
A for several network sizes N and in-degrees k. We nd
that the predition obtained from Random Matrix The-
ory well desribes the numerially determined eigenval-
ues. Examples of eigenvalue distributions for matries at
xed k and three dierent N are shown in Fig. 6.
There are several ways to numerially estimate the ra-
dius of the disk of eigenvalues. For illustration, we use
three dierent estimators here. The real part estimator
r
Re
:=
1
2
(
max
i6=1
Re(λi)−min
i6=1
Re(λi)
)
(86)
estimates the radius from the maximum spread of eigen-
values parallel to the real axis. Typially, r
Re
should give
an estimate that is too low ompared to the radius ob-
tained from the eigenvalues of an ensemble of matries
beause it measures the maximal spread in one diretion
only. This is irumvented by the radial estimator
r
rad
:= max
i6=1
|λi − (A0 − (1−A0)N
−1)| (87)
that nds the maximum distane of any non-trivial eigen-
values from the average of the non-trivial eigenvalues,
〈λi〉i6=1 = A0 − (1 − A0)N
−1 + O(N−2). This estima-
tor should yield an approximation that may be too large
ompared to the respetive ensemble average. The aver-
age estimator
r
av
:=
3
2
1
N − 1
N∑
i=2
|λi − (A0 − (1 −A0)N
−1)| (88)
estimates the radius r of a irle from the average dis-
tane 〈d〉 of eigenvalues from its enter, beause
〈d〉 =
∫ 2pi
0
∫ r
0
r′2ρ(r′)drdϕ =
2
3
r (89)
if we assume a uniform ρ(r′) = 1/(pir2) for r′ < r and
ρ(r′) = 0 otherwise (67). This estimate has the advan-
tage, that it ontains information from all eigenvalues in
ontradistintion to the two other estimators. Its dis-
advantage is that one has to assume a priori a uniform
distribution of non-trivial eigenvalues. As displayed in
Fig. 7, all three estimators onverge towards the radius
predited by the random matrix model for large N and
given in-degree k. Varying the in-degree k at xed N also
yields exellent agreement between the numerial data
and the theoretial preditions for suiently large N
and k. An example is displayed in Fig. 8.
For both, networks of xed k and networks of xed
p, there are deviations for small and even for intermedi-
ate N , beause the predition r
RMT
was obtained from
Random Matrix Theory that is exat only in the limit
N →∞, and the nite-size saling of r
RMT
was assumed
to resemble the saling of the variane of nite matries.
Furthermore, as disussed above, the numerial estima-
tors of the radius rely on assumptions that are fullled
only approximately. For suiently large networks, how-
ever, the theoretial predition agrees well with the nu-
merial data.
Thus there is a gap of size
g = 1−A0 − r∞ (90)
between the non-trivial eigenvalues for large networks
and the unit irle, where
r∞ := lim
N→∞
r
RMT
= (1−A0)k
−1/2. (91)
This indiates that the stability of the synhronous state
in the model system onsidered is robust, i.e., suiently
small perturbations to the systems dynamis will not al-
ter the stability results.
Nevertheless, there is an important restrition to these
results. Given a xed in-degree k, the limit N → ∞
is not desribed by the theory derived in the previous
setion, beause the struture of the network onsidered
and thus the struture of the stability matries is only
well dened if the network is not onneted in the sense
that every osillator has at least one presynapti osilla-
tor. However, the probability that at least one osillator
is disonneted from the remaining network approahes
one with inreasing network size. Thus eigenvalue pre-
ditions of stability matries of networks with xed in-
degree k are only reasonably desribed for network sizes
that are large, N ≫ 1, but not in the limit N →∞.
B. Networks with onstant onnetion probability
If we assume that every onnetion is present with a
onstant probability p, the network will be onneted
with probability one in the limit N → ∞ beause the
number of presynapti osillators ki follows a binomial
distribution with average pN and standard deviation
(p(1 − p)N)1/2. In this limit, the radius of the disk of
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Figure 6: Distribution of eigenvalues in the omplex plane for networks with xed in-degree k = 8 for dierent network sizes
(a) N = 128, (b) N = 512, () N = 4096. The disks are entered at A0 and have radius rRMT, the predition obtained
from Random Matrix Theory. The ar through the trivial eigenvalue z = λ1 = 1 is a setor of the unit irle. Parameters of
integrate-and-re osillators are I = 1.1, ε = −0.2, τ = 0.05.
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Figure 7: Saling of the radius r of the disk of non-trivial
eigenvalues with the network size N at xed in-degree k = 32
(I = 1.1, ε = −0.2, τ = 0.05). Main panel displays the
radius r as a funtion of network size N . Symbols display
r
rad
(⋆), r
av
(×) and r
Re
(©). Inset displays r∞ − r as a
funtion of N on a doubly logarithmi sale, where r∞ =
(1 − A0)k
−1/2
. Dots display numerial data of r
av
. In the
main panel and the inset, lines are the theoretial predition
r
RMT
= (1− A0)(1/k − 1/N)
1/2
.
eigenvalues dereases with inreasing network size N , see
Fig. 9.
In order to verify the saling behavior of the radius of
the eigenvalue disk for large stability matries A, we nu-
merially determined the eigenvalues λ
m
= max{|λi| :
|λi| < 1} , see Eq. (58), that are seond largest in abso-
lute value. For suiently large N , the theoretial pre-
dition λ
m
≈ A0 + rRMT agrees well with the numerial
data (Fig. 10). The radius approahes zero for large net-
works suh that the eigenvalue seond largest in absolute
value onverges towards the enter A0 of the disk. In
onlusion, for large networks, all non-trivial eigenvalues
are loated near A0 and are thus bounded away from the
unit irle. This implies that the speed of synhroniza-
tion that is determined by λ
m
inreases with inreasing
50 100 150 200 250
in-degree k
0.01
0.02
0.03
0.04
0.05
0.06
ra
di
us
r
10 100
in-degree k
0.01
0.02
0.05
ra
di
us
r
Figure 8: Saling of the radius r of the disk of non-trivial
eigenvalues with the in-degree k for random networks of N =
1024 osillators (I = 1.1, ε = −0.2, τ = 0.05). Main panel dis-
plays the radius r as a funtion of in-degree k. Inset displays
the same data on a doubly logarithmi sale. Symbols display
numerial results, using the average estimator r
av
, lines are
the theoretial predition r
RMT
= (1− A0)(1/k − 1/N)
1/2
.
network size. Moreover, the ondition neessary for ro-
bustness against strutural perturbations of the systems
dynamis is satised.
X. SYNCHRONIZATION SPEED
AND SPEED LIMIT
The existene of bounds on the radius of the eigenvalue
distribution has severe onsequenes for the synhroniza-
tion speed of networks of neural osillators. Whereas
the largest (trivial) eigenvalue λ1 = 1 orresponds to
the invariant nature of the synhronized periodi orbit,
the seond largest eigenvalue λ
m
(Eq. 58) determines
the asymptoti speed of synhronization starting from
suiently lose-by initial onditions. Beause the dy-
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Figure 9: Distribution of eigenvalues in the omplex plane for networks with xed onnetion probability p = 0.1 for dierent
network sizes (a) N = 128, (b) N = 512, () N = 4096. The disks are entered at A0 and have radius rRMT, the predition
obtained from Random Matrix Theory. Note that the disk of non-trivial eigenvalues shrinks towards the point A0 in the limit
N → ∞. The ar through the trivial eigenvalue z = λ1 = 1 is a setor of the unit irle. Parameters of integrate-and-re
osillators are I = 1.1, ε = −0.2, τ = 0.05.
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Figure 10: Maximum non-trivial eigenvalue and the radius
of the eigenvalue distribution for random networks (same pa-
rameters as in Fig. 9). Main panel displays the maximal non-
trivial eigenvalue λ
m
≈ A0+r as a funtion of network size N .
The maximal non-trivial eigenvalue onverges to A0 ≈ 0.83 as
N →∞. Inset displays the radius r of the disk of eigenvalues
as a funtion of N . Dots display numerial results based on
r = r
rad
(Eq. (87)), lines are the theoretial preditions for
both, the radius r and the maximal non-trivial eigenvalue λ
m
.
namis an loally be approximated by a linear map,
the synhronization of spike times is an exponential.
Thus, denoting δ
′(t) := δ(t)− lims→∞ δ(s), the distane
∆(n) := maxi |δ
′
i(nT )|/maxi |δ
′
i(0)| from the invariant
state behaves as
∆(n) ∼ exp(−n/τ
syn
) (92)
dening a synhronization time τ
syn
in units of the olle-
tive period T . The speed of synhronization τ−1
syn
strongly
depends on the parameters. For instane, as might be ex-
peted, synhronization is faster for stronger oupling.
Given the results from Random Matrix Theory derived
above, we an dedue an expression for the synhroniza-
tion time
τ
syn
= −1/ ln(λ
m
)
= −1/ ln(A0 + rRMT)
(93)
from the predition of the seond largest eigenvalue λ
m
≈
A0 + rRMT. In general, upon inreasing the oupling
strength ε, the enter A0 of the disks of eigenvalues is
moved towards zero, as an be seen from the dening
equation (26). This means that, as expeted, stronger in-
teration strengths lead to faster synhronization of the
spiking ativity if all other dynamial and network pa-
rameters are kept xed. There is, however, a speed limit
to synhronization if the in-degree of the network is -
nite. The speed limit plays a notieable role if the typial
in-degree k is signiantly smaller than the number N of
osillators in the network.
For networks with onstant in-degree (Fig. 11) , the
radius of the eigenvalue disk onverges to a positive on-
stant with inreasing network size N . This means that
the seond largest eigenvalue does not onverge to zero
as the oupling inreases arbitrarily strong. Thus the
asymptoti synhronization time (93) is bounded below
by
τ |ε|→∞
syn
=
2
ln k
[
1 +
k
N ln(k)
+O
(
N−2
)]
(94)
for large N and thus limited by the network onnetivity
(f. the asymptotes in Fig. 11).
For networks with xed onnetion probability p, the
radius of the eigenvalue disk does onverge to zero with
inreasing network size N . However, for any nite net-
work with nite number of onnetions per osillator, it
has a positive radius and again leads to a speed limit,
see Fig. 11. Note that in the example displayed the typ-
ial number of onnetions per osillator is as large as
k ≈ pN ≈ 409 but the speed limit is still prevalent.
Can we intuitively understand the speed limit that is
enfored by the topology of the network, parameterized
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Figure 11: Asymptoti synhronization time in random net-
works. (a) Network with xed in-degree ki ≡ k = 32
(N = 1024, I = 1.1, τ = 0.05, εij = ε/k for j ∈ Post(i)) .
The inset shows the distane ∆ of a perturbation δ from the
synhronous state versus the number of periods n (ε = −0.4).
Its slope yields the synhronization time τ
syn
shown in the
main panel as a funtion of oupling strength |ε|. Simulation
data (©), theoretial predition () derived in this paper,
its innite oupling strength asymptote (  ). (b) Network
of N = 2048 neural osillators and onnetion probability
p = 0.2 . Other parameters and inset as in (a). Note that
although the typial in-degree is hanged drastially from (a)
to (b), the synhronization speed limit is hardly aeted.
by its typial in-degree? Consider a large number of neu-
ral osillators onneted via a network of ompliated
topology. If from the fully synhronous state (Fig. 12a)
only one osillator is perturbed away (Fig. 12b) this
onstitutes a simple example of resynhronization. One
might imagine that all the other osillators are pulling
the phase of the perturbed one bak to their ommon
phase (Fig. 12). This would explain why, with inreas-
ing oupling strengths, synhronization would be faster
 the stronger the loal pulling fore, the faster the lo-
al resynhronization. If that was the only mehanism
involved, the network ould be resynhronized arbitrar-
ily fast using suiently large oupling strengths. The
atual mehanism, however, is non-loal. Beause in the
linearized dynamis eah neural osillator performs lo-
al averaging, see Eqs. (21)(27), of their own phase and
a b
c d
Figure 12: Shemati illustrating the mehanism of resyn-
hronization in a network of pulse-oupled neural osillators.
A olletion of osillators (onnetions not shown) at spei
phases illustrated as time on the loks. (a) Unperturbed,
fully synhronous state. (b) One osillator perturbed (out of
phase). () Purely loal restoring of phases might seem to
be the natural way for resynhronization but it is not possi-
ble beause loal averaging of phases implies spreading of the
perturbation suh that nally (d) all osillators of the network
agree on a ommon phase that does not equal their original
one.
those phases of its presynapti osillators, the ommon
phase of the resynhronized state will be globally agreed
on (Fig. 12d), i.e. determined by the phases of all osilla-
tors in the network. Neural osillators an only interat
with their neighbors, and, due to their pulsed intera-
tions, only at disrete times one a period. For inhibitory
interations this means that the time between ommuni-
ation events is bounded below by ∆t
interat
≥ 1, inde-
pendent of the delay time τ . At long times, the averaging
has to be performed all over the network, thus restriting
the speed of synhronization.
XI. CONCLUSION
We have investigated the dynamis of synhronization
in networks of neural osillators with omplex onne-
tion topology. We rst desribed the stability analysis
for the general ase and found that the arising nonlinear
and rst order mappings have multiple state dependent
parts. As an important onsequene standard eigenvalue
analysis of the rst order system is not suitable. Us-
ing alternative methods, we demonstrated that the sim-
plest periodi state, the synhronous state in whih all
neurons re periodially at idential times, is stable for
inhibitory oupling, independent of the spei network
topology. Seond, to study the speed of synhronization,
16
we derived a sublass of models for whih all parts of the
rst order stability operators beome degenerate. This
lass in general requires rise funtions of integrate-and-
re type. Subsequently, we used Random Matrix Theory
to analytially predit the speed of synhronization via
the eigenvalue distributions depending on dynamial and
network parameters. Numerial estimates are in exellent
agreement with our theoretial preditions.
Although the theory used is based on Gaussian
(i.e. fully oupied) matries in the limit N → ∞, our
results also hold for sparse random networks with mod-
erately large nite N . Moreover, it is known that the
eigenvalue distribution of the sparse symmetri random
matrix ensemble onverges towards the eigenvalue distri-
bution of the Gaussian symmetri ensemble in the limit
k → ∞. It is not lear whether a similar relation holds
for Gaussian and sparse asymmetri ensembles as well.
In fat it is an open question why the the Gaussian en-
semble atually desribes the synhronization of sparse
random networks even for small k ≈ 101 rather than
only for k →∞.
Our results also indiate that stable synhrony is om-
mon to a lass of neural osillators and not restrited to
the spei model onsidered here. Moreover, given the
expression for the speed of synhronization, we disov-
ered a speed limit to synhronization on networks that is
ontrolled by the typial in-degree of eah osillator, i.e.
the number of other osillators it reeives input from.
The dependene of the speed limit on the in-degree is
logarithmi suh that even for large in-degree the speed
limit is signiant.
The appliation of Random Matrix Theory in the
present study suggests that it might well be possible to
analytially predit dynamial properties of other sys-
tems from their struture, using an ansatz omparable
to ours. Examples of the appliation of Random Ma-
trix Theory in eology are provided in referenes [34, 35℄.
They were restrited to the dynamis near xed points.
Due to the idealization in the model lass onsidered here,
it was possible to analytially predit dynamial aspets
near invariant (periodi) solutions that are not simple
xed points using Random Matrix Theory.
Some straightforward generalizations of possible appli-
ation inlude less simple periodi states like luster peri-
odi orbits [4, 10, 17℄ or periodi patterns of spikes whih
our in the presene of heterogeneity [19, 36, 37, 38℄.
More interesting, and ertainly more involved possibili-
ties for Random Matrix Theory appliations may arise
if the dynamis beomes unstable. Of partiular interest
for theoretial neurosiene may be saddle periodi orbits
whih imply a high degree of exibility when swithing
between states [10, 39, 40, 41, 42, 43℄. Starting from
the lass of systems onsidered in the urrent paper, the
next step into this diretion would be to onsider orbits
that arise in networks where inhibitory and exitatory
reurrent interations oexist [5, 6, 7℄.
Our approah is not restrited to the well known Er-
dos Renyi random graphs onsidered here. If other net-
work topologies have to be onsidered, we expet that
under some additional assumptions, just the assoiated
random matrix ensemble ould be used to desribe the
linearized dynamis of suh systems. For future investi-
gations of synhronization properties of networks, sale
free and small world [44, 45℄ topologies onstitute promis-
ing andidates beause these networks might be analyti-
ally tratable but nevertheless appear to reet impor-
tant aspets of real world networks.
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