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We study the ballistic Le´vy walk and obtain the far-tail of the distribution for the walker’s
position. When the position is of the order of the observation time, its distribution is described by
the well-known Lamperti-arcsine law. However this law blows up at the far-tail which is nonphysical,
in the sense that any finite time observation will never diverge. We claim that one can find two
laws for the position of the particle, the first one is the mentioned Lamperti-arcsine law describing
the central part of the distribution and the second is an infinite density illustrating the far tail of
the position. We identify the relationship between the largest position and the longest waiting time
describing the single big jump principle. From the renewal theory we find that the distribution of
rare events of the position is related to the derivative of the average of the number of renewals at a
small ‘time’ using a rate formalism.
I. INTRODUCTION
In recent years there is a growing interest in the char-
acterisation of rare events in systems governed by the fat
tailed distribution. It is therefore natural to investigate
such a topic in the context of the widely applicable Le´vy
walk. The Le´vy walk model [1–7] is a stochastic model
of anomalous super-diffusion. It has many applications,
ranging from blinking quantum dots [8], to foraging, dy-
namics of cold atoms, Le´vy glasses, and dynamics gen-
erated by deterministic processes, like the Lorentz gas
[9]. For the rare fluctuations of the Le´vy walk model
two techniques were promoted: the big jump principle,
that characterises the process with a single event [10–12],
and a moment generating function approach [13]. These
however mainly focused on the case where the mean of
the time between flights is finite, the variance diverges.
Now we wish to extend these studies to the case when the
mean flight time is infinite. This case presents new chal-
lenges. The spreading of packets of particles is ballistic
[1, 14] and the moments of the process scale with time as
〈|x|q〉 ∼ tq, a behavior called mono-scaling. In contrast
when the mean is finite, we a get bi-fractal description
of the moments, also known as strong anomalous diffu-
sion [15, 16]. This implies that based on moments alone,
and in the ballistic limit investigated here, we cannot
get the desired information for the characterisation of
the rare events, and the moment generating function ap-
proach in [13] is not useful (in some sense the moments
are described by the typical fluctuations for the ballis-
tic motion, while for enhanced sub-ballistic transport,
the moments are sensitive to the far tail of the density
of spreading particles). More importantly, in this field
standard large deviation principle approach [17, 18] is
not applicable, both for the ballistic case considered here
and for cases considered previously [11], hence new tools
must be developed for the description of the rare events.
In our analysis, we use the power law distribution of
the times between flights capturing a heavy tail [19–22]
φ(τ) ∼ τ−α−1 (1)
with 0 < α < 1 for large τ . Recall that in the velocity
model of Le´vy walk, the particle travels at a constant
speed v0 for time duration τ drawn from the probabil-
ity density function (PDF) Eq. (1), then the process is
renewed, with a velocity either +v0 or −v0 with equal
probability (see details below). For 0 < α < 1, the aver-
age of the waiting time diverges, which leads to ballistic-
diffusion [1], namely 〈x2(t)〉 ∼ (v0)2(1 − α)t2. In [23],
the typical fluctuations were discussed in detail, i.e., the
position x is of the order of t. When α = 1/2, the distri-
bution of the position follows the arcsine law [23, 24]
Pξ(ξ) ∼ 1
π
√
1− ξ2 (2)
with ξ = x/v0t. Clearly, the arcsine law works very well
for the central part of the distribution of the position; see
the red solid line in Fig. 1 (a). While, when |ξ| → 1 or
|x| → ±v0t, the typical fluctuations Eq. (2) blow up at
the far tail which is nonphysical at least for a finite time
t. This drawback of the arcsine law, i.e., the nonphysical
divergence at the far tail, is circumvented in this paper
when a second type of scaling of the density is considered.
See the data circled in red on the bottom panel of Fig. 1.
It implies that under certain conditions the density of the
position is characterized by two scaling laws. The first
one is the mentioned normalized arcsine law Eq. (2), the
second corresponds to the non-normalized state, which is
described by infinite densities [13, 25–30].
Another interesting problem is the relation between
the far tail of the distribution of the longest time inter-
val of a renewal process and the far tail of the distribution
of the random walker. This problem is related to extreme
value statistics [31–40]. Extreme events are natural phe-
nomena and play an important role in our life. Thus, it
is important to study how these rare events are related to
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FIG. 1: The PDF of the position for Le´vy walk model with
α = 1/2 and ξ = x/(v0t). As expected the distribution of the
position of the velocity model is symmetrical with respect to
ξ = 0. Note that in Figs. (b) and (c) we plot the PDFs versus
1± ξ using the Pareto distribution Eq. (7) and the one-sided
Le´vy distribution Eq. (9). Clearly, when 1 − |ξ| → 0, both
sides of the distribution of the position have deviation from
the red solid line showing the typical fluctuations. The later
are described by the arcsine law Eq. (2). Here ‘LY’ and ‘PD’
denote the one-sided Le´vy distribution Eq. (8) and the Pareto
distribution Eq. (7), respectively. In our simulations, we use
t = 1000, τ0 = 1, and 10
7 realizations. In this manuscript we
analyse the rare fluctuations circled in red.
the other observables. Here we wish to establish a con-
nection between the longest waiting time and the posi-
tion of the particle. Such relations are based on the well-
known big jump principle Ref. [10, 11]. Mathematically,
when τ1, τ2, · · · , τN are independent and identically dis-
tributed (IID) random variables with a sub-exponential
tail, the single big jump principle is
Prob(τ1 + τ2 + τN ≥ z) = Prob(max{τ1, τ2, . . . , τN} ≥ z)
(3)
when z is large. See related works in Refs [16, 41, 42].
However here we have a constraint on the flight times,
namely they all sum up to the measurement time (see
below). We will also see that the big jump principle
for the ballistic motion is different if compared with the
previously studied case when α > 1 [11].
The remainder of the manuscript is organized as fol-
lows. In Sec. II, we outline the Le´vy walk model. We
study the difference between typical fluctuations and rare
events, and compare them with simulations in Sec. III. In
Sec. IV, we build the relationship between the position
of particle and the longest waiting time, exposing the big
jump principle for the studied case. The relation between
rare events of the position and the averaged number, and
the propagator are considered in Secs. V and VI. Finally,
we conclude with a discussion.
II. MODEL
A. Renewal process and Le´vy walk model
We first outline the main ingredients of the renewal
process [28, 43–45] and Le´vy walk model. The former is
defined as follows: Events happen at the random epochs
of time t1, t2, · · · , tN , · · · , from some time origin t = 0.
Here we suppose time intervals τ1 = t1, τ2 = t2 − t1, · · · ,
τN = tN − tN−1, · · · , are IID random variables with a
common PDF φ(τ). Thus, the considered process is a re-
newal process. Given that the number of renewals during
(0, t) is N , i.e., N = max{N, tN ≤ t}, the corresponding
observation time t is
t =
N∑
j=1
τj +Bt. (4)
Here Bt, defined by t − tN , is the time interval between
the time t and the last event before t. When t is fixed,
our N is a random variable.
We further consider the Le´vy walk model in which
the directions of each step are introduced. The parti-
cles move continuously with a constant velocity ±v0 for
a random time τ1 drawn from a PDF φ(τ). Here the di-
rections of particles, i.e., + or −, are chosen randomly
with equal probability. The corresponding displacement
is x1 = −v0τ1 (x1 = v0τ1) on condition that the direction
of the first step is negative (positive). We further gener-
ate another waiting time τ2 from φ(τ) and the direction
of the particle. Then the process is renewed. Here as
mentioned τi are IID random variables with a common
PDF φ(τ). We are interested in the position of the par-
ticle at time t
x(t) =
N∑
j=1
χj + vj+1Bt, (5)
where χj = ±v0τj (j = 1, 2, · · · , N) are the displacement
of j step and vj+1Bt = ±v0Bt is the last displacement.
Below we will show how to derive the distribution of x(t).
B. Three types of distributions of waiting times
Motivated by applications and also mathematical con-
venience, we consider three types of waiting time PDFs
with the same heavy-tails. In Laplace space, from the
Tauberian theorem [43] and Eq. (1) we have
φ̂(s) ∼ 1− bαsα, s→ 0 (6)
with 0 < α < 1. Here bα is a constant determined by
the details of φ(τ). In this paper we denote φ̂(s) as the
Laplace transform of φ(τ) and s is conjugate to τ . We
have φ̂(0) = 1, since φ(τ) is a normalized density.
31. Pareto distribution
Our first example is called the Pareto distribution [46].
It is defined as follows
φ(τ) =

0, τ ≤ τ0;
α
τα0
τ1+α
, τ > τ0.
(7)
When 0 < α < 1, the first moment of τ is divergent. Note
that for Eq. (7), we have bα = τ
α
0 |Γ(1− α)| according to
Tauberian theorem.
2. One-sided Le´vy distribution
We further introduce the one-sided Le´vy PDF ℓα(τ).
In Laplace space, ℓα(τ) has a simple form∫
∞
0
exp(−sτ)ℓα(τ)dτ = exp(−sα) (8)
and the small s expansion is φ̂(s) ∼ 1−sα with 0 < α < 1.
Let us first consider the special case of α = 1/2, i.e.,
ℓ1/2(τ) =
1
2
√
π
τ−
3
2 exp
(
− 1
4τ
)
, for τ > 0. (9)
We see from Eq. (9) that ℓ1/2(τ)→ 0 for τ → 0. However,
for any small and finite τ , ℓα(τ) 6= 0, which is obviously
different from Eq. (7).
3. Mittag-Leffler distribution
Another density of the waiting time is the Mittag-
Leffler PDF [47, 48], i.e.,
φ(τ) = τα−1Eα,α(−τα), 0 < α < 1 (10)
with Eα,α(·) being the Mittag-Leffler function defined by
Eα,β(z) =
∞∑
n=0
zn
Γ(αn+ β)
. (11)
In Laplace space, φ̂(s) has the specific form
φ̂(s) =
1
1 + sα
. (12)
The Mittag-Leffler distribution is a geometric stable dis-
tribution [48]. When τ → 0, we have φ(τ) ∝ τα−1 →∞.
C. Propagator of Le´vy walk
Let us briefly recap the basic equations of the model
considered in this paper. For the velocity model under
study, the particle moves continuously with a constant
velocity and changes directions at random times [4, 49].
Mathematically, the joint probability of the step’s length
χ and duration time τ is
φ(χ, τ) =
1
2
φ(τ)[δ(χ − v0τ) + δ(χ+ v0τ)]. (13)
The above equation describes the probability to move a
distance χ in time τ with a single event and δ(|χ| − v0τ)
accounts for the space-time correlation. The PDF of the
particle’s position at time t is governed by [50]
Q(x, t) = δ(t)δ(x) +
∫ t
0
∫
∞
−∞
Q(y, t
′
)φ(x − y, t− t′)dydt′
(14)
and the PDF of the particle’s position reads
P (x, t) =
∫
∞
−∞
∫ t
0
Q(y, t
′
)Φ(x− y, t− t′)dt′dy, (15)
where
Φ(x, t) =
1
2
[δ(x− v0t) + δ(x + v0t)]
∫
∞
t
φ(τ)dτ
is the probability of moving a distance x in time t in a sin-
gle motion during the last uncompleted step, and Q(x, t)
is probability of just arriving at x at time t after complet-
ing a step. In Eqs. (14, 15) we identify the convolution
both in time and in space, hence the analysis proceeds
with Laplace-Fourier transforms. Combining Eqs. (14)
and (15) yields [4, 49]
˜̂
P (k, s) =
Φ̂(s+ ikv0) + Φ̂(s− ikv0)
2−
(
φ̂(s+ ikv0) + φ̂(s− ikv0)
) , (16)
where
˜̂
P (k, s) is the Fourier x → k and Laplace t → s
transforms of P (x, t). Such equations are known as
Montroll-Weiss equations, they are not generally easy to
invert, and hence later we turn to the asymptotic analy-
sis.
The exact details of waiting time PDFs, namely,
Eqs. (7, 8) and (10), are not vitally important for the
typical fluctuations on condition that they have the same
heavy-tails governed by the index α, for example, see
Eq. (2). In contrast, here our aim is to find the statis-
tics of rare fluctuations |x| ≈ v0t, and then the detailed
structure of the waiting time PDF is of importance.
III. RESULTS FOR LE´VY WALK
A. Bulk fluctuations
First, we focus on the typical fluctuations, namely the
case |x| ∝ v0t and both are large, implying that s and k
are small and comparable. Inserting Eq. (6) into Eq. (16)
and taking the inverse Fourier-Laplace transform yield
4the description of what we call bulk or typical fluctua-
tions [5, 14, 23]
Pξ(ξ) ∼ sin(πα)
π
×
|1− ξ|α|1 + ξ|α−1 + |1 + ξ|α|1− ξ|α−1
|1− ξ|2α + |1 + ξ|2α + 2 cos(πα)|1 − ξ|α|1 + ξ|α
(17)
with the scaling form ξ = x/(v0t). Here as usual, the
subscript ξ means that P (·) is the corresponding PDF
of ξ. The propagator Eq. (17) is called the Lamperti
distribution [24]. Here −1 ≤ ξ ≤ 1 since −v0t ≤ x ≤
v0t, namely there exists a finite “light cone” in which
we may find the particle. The second moment of the
position is 〈x2(t)〉 ∼ (1 − α)(v0t)2, which corresponds
to a ballistic behavior [1, 23]. When α = 1/2, Eq. (17)
reduces to Eq. (2) which is plotted in Fig. 1, and as
expected describes well the central part of the packet of
spreading particles. A related expression is
Pǫ(ǫ, t) ∼ 1
π
√
ǫ(ǫ+ 2v0t)
(18)
with ǫ = v0t − x which is plotted by the dashed line in
Fig. 2. There when ǫ is small, we identify the deviations
from the arcsine law as discussed in the introduction.
B. Rare fluctuations
We consider the case of x → v0t using the random
variable ǫ = v0t− x where ǫ is small. In Fourier-Laplace
spaces, the density of ǫ becomes
˜̂
Pǫ(kǫ, s) =
˜̂
P (−kǫ, s− ikǫv0). (19)
Here kǫ is the Fourier pair of the shifted position ǫ. Uti-
lizing Eqs. (16) and (19), we get
˜̂
P ǫ(kǫ, s) =
Φ̂(s− 2ikǫv0) + Φ̂(s)
2− [φ̂(s− 2ikǫv0) + φ̂(s)]
. (20)
We are interested in analyzing the behavior of the posi-
tion in the long time regime (s → 0), where ǫ and t are
sufficient small and large, respectively. Using Eq. (6),
Eq. (20) reduces to a simple expression
˜̂
P ǫ(kǫ, s) ∼ Φ̂(−2ikǫv0) + bαs
α−1
1− φ̂(−2ikǫv0)
. (21)
Note that the inverse Laplace transform of
Φ̂(−2ikǫv0)/(1 − φ̂(−2ikǫv0)) gives a delta function
δ(t) which is ignored and not related to our long time
behavior. Taking the inverse Laplace-Fourier transform
of Eq. (21) gives the main result of this section
tαΓ(1− α)
bα
Pǫ(ǫ, t) ∼ I(ǫ) (22)
with
I(ǫ) = F−1ǫ
[
1
1− φ̂(−2ikǫv0)
]
. (23)
Here we used the fact that sα−1 and t−α/Γ(1 − α) are
Laplace pairs. Eq. (22) with φ(τ) being the one-sided
Le´vy distribution is plotted in Fig. 2 by using the nu-
merical inverse Fourier transform. The comparison to
numerical simulation is excellent, while the arcsine law
completely fails to describe the observed behavior. It
can be seen that I(ǫ) given in Eq. (23) is an infinite
density since
˜̂
P ǫ(kǫ = 0, s) 6= 1/s, namely the I(ǫ) is
not normalised, which is hardly surprising since it is ob-
tained from a normalised density multiplied by tα hence
the area under the left hand side of Eq. (22) is obviously
diverging.
Let us consider three examples:
i) For the Pareto distribution, we can not invert
Eq. (22) exactly, however we may invert it numerically.
While, there is a simply way by considering the limit
ǫ → 0. Using 1/(1 − φ̂(−2ikǫv0)) ∼ 1 + φ̂(−2ikǫv0) +
φ̂(−2ikǫv0)2 and taking the inverse Fourier transform
gives
I(ǫ) ∼δ(ǫ) + 1
2v0
φ
(
ǫ
2v0
)
+
∫ ǫ
2v0
0
φ(y)
2v0
φ
(
ǫ
2v0
− y
)
dy.
(24)
If we are only interested in the behavior of x→ v0t, the
second term works perfectly and Eq. (24) reduces to
I(ǫ) ∼ 1
2v0
φ
(
ǫ
2v0
)
(25)
with ǫ 6= 0. Note that Eq. (25) in the limit ǫ→ 0 is valid
for a large range of PDFs, for example the mentioned
Mittag-Leffler and the one-sided Le´vy distributions.
ii) For the one-sided Le´vy distribution, we use the ge-
ometric series 1/(1 − φ̂(−2ikǫv0)) =
∑
∞
n=0 φ̂
n(−2ikǫv0)
and get by inversion kǫ → ǫ
I(ǫ) = δ(ǫ) +
∞∑
n=0
1
(2nv0)1/α
Lα
(
ǫ
(2nv0)1/α
)
, (26)
where Lα(x) is the Le´vy PDF [20], defined by
Lα(x) =
1
2π
∫
∞
−∞
exp(−ikx) exp[(ik)α]dk. (27)
When ǫ = 0 or x = v0t, only the function δ(ǫ) is of
importance. As expected, Eq. (22) reduces to the sur-
vival probability, describing the probability of moving in
the same direction for the whole observation time t. On
the contrary, the function δ(ǫ) loses its role for ǫ 6= 0 or
x 6= v0t.
iii) For the Mittag-Leffler distribution, using Eq. (12),
it is easy to show
I(ǫ) =
(
δ(ǫ) +
ǫα−1
(2v0)αΓ(α)
)
. (28)
5Utilizing Eqs. (28) and (22), as t→∞, we have
Pξ(ξ, t) ∼ bα
tαΓ(1− α)δ(1− ξ)+
sin(πα)
2απ
(1− ξ)α−1 (29)
according to the relationship tα−1Eα,α(−tα) ∼
−1/(Γ(−α)tα+1). It indicates that Eq. (29) agrees
with the far tail of the Lamperti distribution Eq. (17)
in the limit of ξ → 1. Namely, Eq. (29) exhibits a
unique behavior that the rare events are described by
the same theory as the typical fluctuations; see Fig. 2.
Besides, an interesting feature of Pǫ(ǫ, t) is exclusively
exhibited by the rare events analysis, i.e., a discrete
probability describing the survival probability of the
particles Φ(t) ∼ t−α is found.
In Fig. 2, we show the propagator corresponding to
Eq. (22) in the scaling form. For α = 1/2, the calculated
Pξ(ξ), Eq. (17), follows reasonably the arcsine law and
this is only valid for the central part of the distribution
of the position, namely x ∝ v0t but x 6≈ v0t. As the
figure shows, it is difficult to find the difference between
the typical fluctuations and the theoretical result with
the Mittag-Leffler waiting time statistics, while, if x →
v0t and the waiting time follows the Pareto or the one-
sided Le´vy distributions, deviations from Eq. (18) are
clearly presented. When x → −v0t, the rare events of x
can be obtained by using the symmetry property of the
density and here we did not discuss this in detail. In
Fig. 3, the scaling form I(ǫ) is exhibited with different
observation time t to show the properties of the infinite
density. Clearly, for small ǫ, I(ǫ) is independent of the
observation time t and its shape does not change.
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FIG. 2: The behavior of Pǫ(ǫ, t) for small ǫ with ǫ = v0t− x.
The full line [Eq. (22)], the dash-dotted one [Eq. (25)], and
the dotted one [Eq. (28)] describing the rare events are the
theoretical predictions with different waiting time distribu-
tions showing different behaviors of rare fluctuations. The
dashed line Eq. (17) is the Lamperti distribution, which illus-
trates the PDF when both x and t are of the same order and
comparable. The symbols are the simulation results obtained
by averaging 107 trajectories of the particles with α = 1/2.
Here ‘ML’ denotes the Mittag-Leffler distribution Eq. (10).
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FIG. 3: The PDF of ǫ = v0t − x multiplied by t
αΓ(1 − α)
versus ǫ for a model where the travel time PDF φ(τ ) is the
one-sided Le´vy distribution. The solid line is the analytical
solutions I(ǫ) [Eq. (23)] obtained by the numerical inverse
Fourier transform and the symbols are simulations with differ-
ent t, namely, t = 103, t = 102, and t = 10. Other parameters
are the same as in Fig. 2.
IV. RELATION BETWEEN THE POSITION
AND THE LONGEST WAITING TIME
The aim of this section is to study the rare events of
the position from a new point of view by establishing
a direct contact between the position and the longest
waiting time in the renewal process. As mentioned in
the introduction such relations come under the title: big
jump principle [11, 12]. For the well known IID case, N
in Eq. (3) is fixed. In our model, N is a random variable
since τ1+τ2, · · · ,+τN +Bt = t; see Fig. 4. As mentioned
in the introduction this constraint also implies that we
have correlations in the process, though they stem from
a renewal process, and hence still can be analysed. Here
we must distinguish between two types of rare events.
We will focus on x being large but strictly x < v0t. Then
in Sec.VI we will treat x = v0t. The latter gives a delta
function making a contribution to P (x, t).
Here we first define
τmax = max{τ1, τ2, · · · , τN , Bt}.
The limiting law of typical fluctuations of τmax has been
studied by C. Godre`che et al. in Ref. [45]. Here we
recently showed that another law will be found when the
second scaling is introduced [40]. If τmax → t, the density
of τmax can be deduced from the following inverse Fourier
transform
fη(η, t) ∼ bα
(t− η)αΓ(1 − α)F
−1
η
[
1
1− φ̂(−ikη)
]
(30)
with η = t − τmax; see Eq. (A4) in Appendix A. We fo-
cus on the case where τmax is large and t − τmax → 0.
The limit kη → 0 corresponds to the large ‘time’ η. Note
6that here we must consider the full form of the density,
namely φ̂(−ikη) is important, while for the typical fluc-
tuations only the small kη behavior of Eq. 6 is important.
Rewriting Eq. (22), for the variable ǫ = v0t− x we have
Pǫ(ǫ, t) ∼ bα
tαΓ(1− α)F
−1
[
1
1− φ̂(−2ikǫv0)
]
=
bαΓ(1− α)−1
2v0tα
F−1ǫ/(2v0)
[
1
1− φ̂(−ikǫ)
]
.
(31)
Combining Eqs. (30) and (31), we get the main result of
this section
t− τmax d= 1
2v0
(v0t− x), (32)
where τmax is large and
d
= means that the distributions
of the random variables on both sides of Eq. (32), i.e.,
v0t − x and 2v0(t − τmax), are the same. As shown in
Fig. 5, the density of t − τmax is consistent with that of
(t − x)/(2v0) for large x and τmax. Rewriting Eq. (32)
yields
x
d
= v0τmax − v0(t− τmax). (33)
This behavior can be tested based on a correlation plot.
As can be seen in Fig. 6, the strong relation between t−
τmax and (v0t− x)/(2v0) is illustrated [53]. As expected,
we find that t− τmax grows linearly with (v0t− x)/(2v0)
for a small t− τmax.
This relation stressed here is different from the case
of α > 1 discussed in [11] in which the relation is x
d
=
v0τmax. The reason is as follows: For α > 1, the length of
the displacement made in (0, t− τmax), which is the time
interval free of the longest waiting time, follows x(t) ∝
(t − τmax)1/α ≪ t. While, for α < 1, the situation is
changed since t − τmax ∝ t and the term v0(t − τmax)
comes into play. See further details in Appendix B.
We further treat Eq. (32) heuristically to explain its
meaning. Now the total observation time t is divided
into two parts: One is the sum of waiting times denoted
by tpositive when directions of particles are positive and
the other one is t − tpositive. We assume that x ≈ v0t,
the particles arrive there by a mechanism of large jump.
This means that we have tpositive = τmax and τmax ≈
t. More specifically, we consider two random variables
τmax and the remaining time t−τmax. The corresponding
position of the particle is x(t) ≈ v0τmax ± v0(t − τmax).
We further suppose that the particle moves with velocity
+v0 in (0, τmax) and −v0 in the remaining time, then the
position of the particle at time t is
x ≈ v0τmax − v0(t− τmax). (34)
If the particle does not change its direction in the men-
tioned two time intervals, we have x(t) ≈ v0t (a delta
function).
To conclude we see that rare events are obtained by a
particle moving only in one direction from Eq. (34) (for
τmax) and reversing direction in the remaining time, we
do not see this as an intuitive result, but when τmax is
really big the particle is left with little time to reverse,
hence the ballistic motion with the reverse direction is
plausible (and if it continues in the same direction, we are
on the horizon of the walk, which is not considered here).
Note that in principle the number of renewals related to
Eq. (32) can be a large number and is not limited to one.
This will be discussed rigorously in the following section.
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FIG. 4: Step size χi for the velocity model when the PDF of
travel times is the one-sided Le´vy distribution and α = 0.5.
The observation time t is 1000 and i = 1, 2, · · · , correspond
to the first, second, · · · , waiting time of the Le´vy walk model,
respectively. The step length of each step denoted by χi is
χi = ±v0τi with τi being the sojourn time of the i-th time
interval. Note that the directions of the particles are either +
or − chosen randomly with equal probability. We see that one
displacement is dominating the land-scope, this is the biggest
jump. In this section we mainly consider the relation between
the largest position and the longest waiting time.
V. RELATION BETWEEN RARE EVENTS OF
THE POSITION AND THE AVERAGE OF
RENEWALS 〈N〉
Now the aim is to investigate the relation between x
and the number of renewals. Note that the rare events
of the position are governed by φ̂n(−ikǫ) with n being a
positive integer according to Eqs. (26) and (24). It indi-
cates that the rare events of the position have a strong
relationship with the number of renewals. Based on the
renewal theory [44], in Laplace space (t → s), the prob-
ability of the number of renewals during time interval 0
and t is [44]
p̂N (s) = φ̂
N (s)
1 − φ̂(s)
s
. (35)
We can check that pN (t) is normalized by using∑
∞
N=0 p̂N (s) = 1/s. According to Eq. (35), the mean
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FIG. 5: Densities of ǫ = v0t − x (Le´vy walk model) and η =
2v0(t − τmax) (renewal process) with the Pareto distribution
Eq. (7). The red solid line Eq. (24) illustrating the rare events
is the theoretical prediction and the symbols are simulations.
Here we use the same parameters as in a previous Fig. 2.
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FIG. 6: A correlation plot between X = (v0t− x)/(2v0) and
Y = (t−τmax) with travel times generated with the one-sided
Le´vy distribution. For simulations, we use 105 realizations,
α = 1/2, and v0 = 1. The blue circles describing the ex-
treme events are predicted by Eq. (32); see the inset. The
strong correlations show that the statistics of large positions
are determined by the longest waiting times; see also Fig. 5.
of renewals is
〈N̂(s)〉 =
∞∑
N=0
Np̂N (s) =
φ̂(s)
s(1− φ̂(s))
. (36)
Rewriting Eq. (36), we get
s〈N̂(s)〉 = φ̂(s)
1− φ̂(s)
=
1
1− φ̂(s)
− 1 (37)
Taking the inverse Laplace transform yields
d〈N(t)〉
dt
= L−1t
[
1
1− φ̂(s)
]
(38)
with t > 0. Note that Eq. (38) is the exact result for
t > 0 and L−1t [1/(1 − φ̂(s))] corresponds to the rate of
the number of renewals [51]. Combining the second line
of the right hand side of Eqs. (31) and (38), the relation
between the behavior of Pǫ(ǫ, t) and 〈N(t)〉 is found
Pǫ(ǫ, t) ∼ bαΓ(1− α)
−1
2v0tα
d〈N(z)〉
dz
∣∣∣∣∣
z= ǫ
2v0
 , (39)
which is illustrated in Fig. 7. Here the right–hand side
of Eq. (39) is obtained by averaging 107 realizations. It
can be seen that Pǫ(ǫ, t) is connected to the average of
renewals at a small ‘time’ z = ǫ/(2v0). The simulations
for the mean number of renewals were made only up to
time t = 10, still they predict the rare events with simu-
lations made for time t = 1000. Thus, we just observe a
very short time to get the data of the number of renewals
and then we can map this to describe the rare fluctua-
tions of positions. This is particularly important for real
experiments saving a lot of time and expense.
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FIG. 7: Simulations of the statistical behavior of ǫ = v0t− x
and the derivative of the mean of the number of renewals
predicted by Eq. (39). The parameters are the same as in
Fig. 5.
VI. PROPAGATOR FOR THE PARETO
TRAVELLING TIME PDF
Now we deal with a general observation time t instead
of the long time limit considered in previous sections,
then use a different method to explain the rare fluctua-
tions again. Here we focus on the case of the waiting time
following the Pareto distribution Eq. (7). Recall that τ0
is the cutoff for this distribution. If x ∈ (v0t− τ0v0, v0t),
from Eq. (25) we get P (x, t) = 0. Indeed in Fig. 2 we see
this effect rather easily, however this is an approximation
valid in the long time limit only, for finite times this rule
is not strictly valid as the probability of finding the par-
ticle in this interval is not identically zero. Intuitively,
the large position is related to the large waiting time and
8the large waiting time is determined by the far tail of the
waiting time. So it would be interesting to consider the
relationship between the far tail of the waiting time and
the large position.
Using Taylor’s expansion on Eq. (16), we get
˜̂
P (k, s) =
(
Φ̂(s+ ikv0) + Φ̂(s− ikv0)
)
/2
×
∞∑
n=0
(
φ̂(s+ ikv0) + φ̂(s− ikv0)
2
)n
.
(40)
Here the summation over n is a sum over the number of
renewals, which as mentioned is random. We focus on
the case of x ∈ (v0t − 2v0τ0, v0t). If n = 0, then clearly
the particle is not in the interval under study. In order
to obtain P (x, t) in the mentioned spatial interval, we
need to consider the propagator Eq. (40). Utilizing the
definition of φ(x, t) and Φ(x, t), for x ∈ (v0t− 2v0τ0, v0t)
the above equation reduces to
˜̂
P (k, s) =
1
2
Φ̂(s+ ikv0)
∞∑
n=1
(
φ̂(s− ikv0)
2
)n
. (41)
The infinite terms on the right-hand side of Eq. (41)
describe the probability of moving in positive direction
all the time but the direction of the last step is neg-
ative. This is the only way the particles can reach
(v0t − 2v0τ0, v0t) at time t. Taking the inverse Laplace-
Fourier transform, we obtain
P (x, t) =
1
4v0
∫
∞
t−x/v0
2
φ(y)dyL−1t+x/v0
2
[
φ̂(s)
2− φ̂(s)
]
, (42)
which reduces to
P (x, t) =
1
4v0
(
L−1t+x/v0
2
[
φ̂(s)
2− φ̂(s)
])
, (43)
with x ∈ (v0t − 2v0τ0, v0t). When t is large, i.e., φ̂(s) ∼
1− bαsα, we have
P (x, t) =
1
4v0
(
L−1t+x/v0
2
[1− bαsα
1 + bαsα
])
∝ −L−1t+x/v0
2
[sα].
(44)
Thus,
P (x, t) ∝
(
t
2
+
x
2v0
)
−α−1
. (45)
Clearly, the far tail of the position decays as a power
law. Contrary to Eq. (25) with t → ∞, the behavior of
x ∈ (v0t − 2τ0v0, v0t) is governed by the far tail of the
PDF for a finite time; see Fig. 8. With the increasing of
observation time t, Eq. (43) goes to zero and approaches
Eq. (25) since the probability of reaching (v0t−2τ0v0, v0t)
becomes smaller and smaller.
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FIG. 8: The PDF of the position with a finite observation
time t. The solid line is the theoretical prediction obtained
from Eqs. (43), showing derivations from the rare fluctuations
Eq. (25); see the inset. Here we choose α = 1/2, τ0 = 10,
N = 106, t = 100.
We proceed with the discussion of x = v0t. Recall that
for Eq. (32), it is meaningless for τmax = t. When all
directions of the particles are the same, this contributes
to the probability of x = v0t. For this maximum point,
we have
˜̂
P (k, s) =
1
2
Φ̂(s− ikv0)
∞∑
n=0
(
φ̂(s− ikv0)
2
)n
(46)
with x = v0t. The inversion of Eq. (46) is
P̂ (x, t) =
1
2
δ(x− v0t)L−1t
[
Φ̂(s)
1− φ̂(s)/2
]
. (47)
In the long time limit, using 1 − φ̂(s)/2 ∼ 1/2, Eq. (47)
reduces to
P̂ (x, t) ∼ δ(x− v0t)Φ(t). (48)
It can be seen that Eq. (48) depends on the initial posi-
tion of the particle and is related to the survival proba-
bility. In reality, Eq. (48) is related to the single big jump
principle, namely, the particles go in the one direction for
the first step and continue in the same way for the rest
steps.
One may wonder how can we understand the mecha-
nism of rare fluctuations discussed in previous section.
Motivated by the finite time limit Eq. (45), we consider
the case that the particle just has only one negative ve-
locity (the rest epochs are positive) to study the behavior
9of x→ v0t. Similar to Eq. (41), we obtain from Eq. (40)
˜̂
P (k, s) ∼ φ̂(s+ ikv0)
2
Φ̂(s− ikv0)
2
∞∑
n=0
(
φ̂(s− ikv0)
2
)2
+
Φ̂(s+ ikv0)
2
 ∞∑
n=1
(
φ̂(s− ikv0)
2
)2 .
(49)
Here the second line of the right hand side of Eq. (49)
corresponds to case where the negative velocity is only in
the last step and the first line is when the sole negative
direction is not the last one. The sum of the infinite
geometric series yields
˜̂
P (k, s) ∼ φ̂(s+ ikv0)
2
Φ̂(s− ikv0)
2
1
1− φ̂(s−ikv0)2
+
Φ̂(s+ ikv0)
2
1
1− φ̂(s−ikv0)2
.
(50)
Using relation Eq. (19) again, we have
˜̂
P ǫ(kǫ, s) ∼ φ̂(s− 2ikǫv0)
2
Φ̂(s)
2
1
1− φ̂(s)2
+
Φ̂(s− 2ikǫv0)
2
1
1− φ̂(s)2
.
(51)
The inverse Laplace transform of the above equation
gives
Pǫ(ǫ, s) ∼
φ( ǫ2v0 )
2v0
bα
Γ(1− α)tα +
1
4v0
φ
(
t− ǫ
2v0
)
. (52)
Based on Eq. (52), the leading term of Eq. (26) is ob-
tained again in the limit t → ∞. It can be seen that
Eq. (51) or (52) is an exact solution with Eq. (7) when
x ∈ (v0t− 3τ0v0, v0t − 2τ0v0). Besides, it is easy to find
that the rare events of the position are closely contact to
the number of the negative directions. This is also cor-
responding to the expanded terms of Eq. (23) in powers
of φ˜(−ikǫ).
VII. CONCLUSION
The main focus of this manuscript has been on the
rare fluctuations of the ballistic Le´vy walk model in one
dimension. We have shown that the rare events of the
position have a strong relationship with the full shape
of the distribution of waiting times, unlike the typical
fluctuations which are described by the Lamperti-arcsine
law. To highlight the rare fluctuations, we use a second
non ballistic scaling. Namely, we multiply the PDF with
tα and obtain the infinite density I(ǫ). The integral of
I(ǫ) diverges at large ǫ = v0t − x. The infinite density
and the normalized Lamperti-arcsine are complementary
with the former describing the far tail of the position.
Certainly, our infinite density is different from the case of
1 < α < 2 [26]. We gave the relation between the infinite
density of the waiting times and the infinite density of
the position x. This yields a different single big jump
principle for the ballistic Le´vy walk, where the mentioned
principle is different from the one of the enhanced Le´vy
walk model [11].
We have carried out an investigation on the moving
forward particles, leading to a delta function contribution
at x = v0t; see Eq. (48). This is clearly a description
of a rare event, hence the theory is developed in two
stages, x large and comparable to v0t but strictly smaller,
and x = v0t. Note that when x = v0t, the particle did
not change its direction, but the renewal process may
have many collision events. If the velocity distribution is
not +v0 and −v0 with equal probability we might obtain
different behaviors than what we presented here, however
this is hardly surprising as it is also true for the bulk [52].
We have developed a rate formalism to the rare events,
see Eq. (39). Recently, Akimoto et al. considered a re-
lated rate formalism for a different observable: the veloc-
ity [51], while here we consider the position, we believe
that the rate approach is a valuable tool for the calcula-
tions of large fluctuations, at least for renewal processes.
See also the related work [11, 12]. In real experiments,
the observation of the rare fluctuations is a challenge,
since we need many samples and a long observation time
t. Here we investigate the rare fluctuations of the po-
sition from a new and different point of view. Utilizing
the renewal theory, we find that the rare events of the
Le´vy walk is related to the mean number of renewals in
the observation time (0, (x − v0t)/(2v0)). This is to say,
if we are interested in the rare events of the position of
the velocity model, we just need the data of the renewals
at some ‘time’ (x − v0t)/(2v0)); see Eq. (39). Thus, our
results give an effective way to measure the rare events
of the position from extremely short time dynamics.
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Appendix A: Calculation of τmax
Let us give a brief account of the statistic of τmax =
max{τ1, τ2, · · · , τN , Bt}. In Laplace space, the density of
10
τmax satisfies [45]∫
∞
M
f̂τmax(z, s)dz =
1
s
1
1 + ĝ(M, s)
(A1)
with
ĝ(M, s) =
s exp(sM)
∫M
0 Φ(z) exp(−sz)dz∫
∞
M φ(z)dz
. (A2)
From Eq. (A1), the density of τmax follows
f̂τmax(M, t) ∼
exp(−sM)
1− φ̂(s)
(
Φ(M) +
φ(M)
s
)
. (A3)
In the limit t → ∞ and M → t, the leading term of
Eq. (A3) is
f̂τmax(M, s) ∼
Φ(M) exp(−sM)
1− φ̂(s)
. (A4)
Notice that Eq. (A4) can be further simplified. Substitut-
ing Eq. (6) into Eq. (A4) and taking the inverse Laplace
transform give
fτmax(M, t) ∼
sin(πα)
π
(t−M)α−1t−α. (A5)
Rewriting Eq. (A5) yields the scaling form of fτmax(M, t)
fx=τmax/t(x) ∼
sin(πα)
π
(1− x)α−1; (A6)
see also [45]. Let us now take the integral over x from 0
to 1 of Eq. (A6), we get∫ 1
0
fx=τmax/t(x)dx ∼
sin(πα)
πα
. (A7)
It indicates that only α → 0, the density is normalized
otherwise not. Note that Eq. (A5) is valid under con-
dition that t → ∞ and t − τmax is large . While, when
another scaling is introduced, i.e., τmax → t, the statistics
of τmax will be changed. Using the definition of inverse
Laplace transform on Eq. (A4) gives
fτmax(M, t) ∼
Φ(M)
2πi
∫ a+i∞
a−i∞
exp(s(t−M))
1− φ̂(s)
ds. (A8)
When s→ 0, the random variable t−M tends to infinity
and in this limit Eq. (A8) corresponds to the statistics of
large t−M . While, for t−M → 0 we need the information
of large s rather than s→ 0. In other words, the dynamic
of M → t is governed by the full form of φ(τ). Here
we just use the density of τmax to build the relationship
between τmax and x, and discussion of Eq. (A3) or (A4)
will be shown by another paper [40].
Appendix B: The relation between the largest
position and the longest traveling time with 0 < α < 2
Here we make a brief comparison for the rare events of
position and the waiting time. Contrary to 1 < α < 2,
the rare event of the position is not only determined by
the longest waiting times but also by another fluctuant
term. Though the micro term is small, we can not ig-
nore it; see Eq. (33). This relation can also be found
for the case of α > 1; see Figs. 9 and 10 from the view
of the distribution and the correlation plot. This means
that in some special region near v0t the rare fluctuations
are determined by the full form of the waiting time even
for 1 < α < 2. While, with the decrease of τmax, the
behavior is governed by the asymptotic behavior of the
distribution of the waiting time showing the behavior
when v0τmax ∝ x but v0τmax 6≈ x; see Ref. [11]. As
expected, the single big jump principle Eq. (32) under
study, will vanish due to τ0/t→ 0 with the increase of t
and 1 < α < 2. With the help of our work, one can get
a better understanding about the rare events, the rela-
tion between 0 < α < 1 and 1 < α < 2, and the infinite
densities.
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FIG. 9: The PDFs of random variables η = 2v0(t− τmax) and
ǫ = v0t− x with α = 1.5 for a Le´vy walk model. We use the
Pareto PDF for the travel times, and choose t = 1000, v0 = 1,
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