The study of dynamical properties of Galactic open clusters is a fundamental prerequisite for the comprehension of their dissolution processes. In this work, we characterized 12 open clusters, namely: Collinder 258, NGC 6756, Czernik 37, NGC 5381, Ruprecht 111, Ruprecht 102, NGC 6249, Basel 5, Ruprecht 97, Trumpler 25, ESO 129-SC32 and BH 150, projected against dense stellar fields. In order to do that, we employed Washington CT 1 photometry and GAIA DR2 astrometry, combined with a decontamination algorithm applied to the three-dimensional astrometric space of proper motions and parallaxes. From the derived membership likelihoods, we built decontaminated colour-magnitude diagrams, while structural parameters were obtained from King profiles fitting. Our analysis revealed that they are relatively young open clusters (log(t yr −1 ) ∼ 7.3 − 8.6), placed along the Sagittarius spiral arm, and at different internal dynamical stages. We found that the half-light radius to Jacobi radius ratio, the concentration parameter and the age to relaxation time ratio describe satisfactorily their different stages of dynamical evolution. Those relative more dynamically evolved open clusters have apparently experienced more important low-mass star loss.
INTRODUCTION
It is known that the majority of stars are born embedded within giant molecular clouds (Lada & Lada 2003) and form stellar aggregates named associations or open clusters (OCs). Whilst the first are loose and gravitationally unbound groups (typical dissolution times between ∼ 10 − 100 Myr; Moraux 2016), the latter are long-lived stellar structures and their diversity in terms of age, stellar content and metallicity makes them ideal tracers of the Galaxy structure, providing information regarding its kinematical evolution and chemical enrichment.
The initial evolutionary stages of the OCs have critical impact on their subsequent dynamical evolution, since the early gas-expulsion process (caused by, e.g., supernova and stellar winds during the first ∼ 3 Myr; Portegies Zwart et al. 2010 ) cause less than 10% of embedded OCs to survive emergence from molecular clouds (Lada & Lada 2003) . Those that are massive enough to survive this initial phase E-mail: mateusangelo@cefet.mg.br enter subsequent phases, when dynamical timescales become continuously smaller than mass loss timescales due to stellar evolution. The investigation of these structures helps to constrain the initial conditions assumed by, e.g., N −body simulations aimed at reproducing observable quantities of OCs at later evolutionary stages.
During the long-term evolution, the interplay between several destructive effects (e.g., tidal stripping, collisions with molecular clouds, evaporation of stars due to internal relaxation) causes the OC's stellar content to be gradually depleted until its dissolution amongst the general Galactic field. How stellar OCs dissolve is a debated topic (Pavani & Bica 2007; Bica et al. 2001; Piatti et al. 2017 ) and uniform characterizations of evolved OCs, possibly covering different parameters and positions within the Galaxy, are important to constrain evolutionary models and thus to clarify this subject.
In this context, the second release of the GAIA catalogue (Gaia Collaboration et al. 2018) inaugurated a new era in astronomy. The availability of astrometric information with high-precision (typically 0.1 mas and 0.1 mas yr for parallaxes and proper motion components, respectively) allowed the discovery of new OCs (Cantat-Gaudin et al. 2018; Borissova et al. 2018; Ferreira et al. 2019) and a more precise characterization of already catalogued ones (e.g., Kos et al. 2018; Dias et al. 2018) .
In the present paper, we took full advantage of GAIA DR2 data combined with mostly unpublished Washington CT1 photometry to select member stars and analyse the dynamical stage of a set of 11 OCs (namely Collinder 258, NGC 6756, Czernik 37, NGC 5381, Ruprecht 111, Ruprecht 102, NGC 6249, Basel 5, Ruprecht 97, Trumpler 25 and ESO 129-SC32). We also discuss the case of BH 150, which existence as a physical system could not be confirmed in previous studies (Carraro et al. 2005) and it was classified as a dubious object by inspection of photographic data (Kharchenko et al. 2013 and references therein) . It is currently classified as an asterism in the Dias et al. (2002) catalogue. We have included this OC in our sample in order to establish conclusively its physical nature. Since these 12 OCs are projected against dense stellar population from the Galactic disc, their colour-magnitude diagrams (CMDs) are severely contaminated, which makes the disentanglement of OC and field stars and the search for evolutionary sequences non-trivial tasks. We have combined astrometric and photometric data together with a decontamination algorithm which searches for overdensities across the 3-dimensional astrometric space (µα, µ δ , ) and check their significance by statistical comparisons with the dispersion of data from field stars. To the best of our knowledge, this is the first work that employs GAIA DR2 data in the analysis of the present sample.
Interestingly, 11 of the investigated OCs share similar ages and Galactocentric distances (RG, uncertainties considered), which allows us to explore the relationships between parameters associated to their dynamical evolution. Besides, their concentration parameters are relatively low (c=log(rt/rc) 0.75), which places them in the lower regime of c values for OCs with similar ages (Section 5). This characteristics makes this sample an unique one. Although they are not in advanced dynamical stages, according to their c parameters, our OCs present signals of dynamical evolution, as evidenced by their age/t rh ratios, where t rh is the halflight relaxation time, and signals of low-mass star depletion in their mass functions (Section 4.2). This paper is organized as follows: in Section 2, we present our sample and give some details about the data reduction steps. In Section 3, we present the analysis procedure (structural parameters and membership determination). The results are presented in Section 4 and discussed in Section 5. In Section 6, we summarize our conclusions.
DATA COLLECTION AND REDUCTION
Images taken in R (Kron-Kousins) and C (Washington) filters were downloaded from the National Optical Astronomy Observatory (NOAO) public archive which provides a field of view of 13.6 arcmin 2 ) attached to the 0.9-m telescope at the Cerro Tololo Inter-American Observatory (CTIO, Chile; programme no. 2008A-0001, PI: Clariá) . The observations log is showed in Table 1 . To illustrate the reader, images for the 12 selected OCs are showed in Figure 1 .
Calibration (bias, dome and sky flats in both C and R filters) and standard star field images (SA 101, SA 107, SA 110; Landolt 1992; Geisler 1996) were also downloaded together with the images for the investigated OCs. The data reduction steps followed the standard procedures employed for optical CCD photometry: overscan and bias subtraction and division by normalized flat fields. All procedures were implented with the use of QUADRED package in IRAF 2 . Images were taken with four amplifiers and were properly mosaiced in a single image extension. Bad pixels masks were also built and defective regions were corrected via linear interpolations performed on the images.
The photometry was performed on the reduced images using a point spread function (PSF)-fitting algorithm. We used a modified version of the STARFINDER code (Diolaiti et al. 2000) , which draws empirical PSFs from pre-selected stars on the images (with high signal-to-noise and relatively isolated from nearby sources) and cross-correlates them with every point source detected above a defined threshold. The main modification consisted in automatising the code, minimising the user intervention during the choice of proper sources for PSF modelling. This allowed us to deal with a relatively large number of images taken in crowded fields. In this step, we only kept in the photometric catalogues those stars for which the correlation coefficients between the measured profile and the modelled PSF resulted greater than 0.7. This criterion minimized the introduction of spurious detections and, at the same time, allowed the detection of faint stars contaminated by the background noise.
Astrometric solutions were computed for the whole set of images by mapping the positions of stars in each CCD frame with the corresponding coordinates as given in the GAIA DR2 catalogue for the observed region. A set of linear equations were calibrated, which allowed the transformation between the CCD reference system and the equatorial system (see Caetano et al. 2015 and references therein for further details) with an astrometric precision better than ∼ 0.1 mas. Finally, our pipeline builds a final master table (containing the instrumental c and r magnitudes) by registering the fainter stars detected in the longer exposure frames and successively including those brighter sources identified in shorter exposures, thus avoiding the inclusion of saturated objects.
Nearly 70 magnitudes of standard stars per filter per night were measured in order to calibrate the transformation equations between the instrumental and standard systems. Standard star field SA101 was observed repeatedly in a wide range of airmass (∼ 1.1 − 2.5), which allowed the determination of the extinction coefficients. We used the following calibration equations: 
where c, r represent instrumental magnitudes and C, T1 are the standard ones; c1 and t11 are the zero-point coefficients, c2 and t12 are the extinction coefficients, c3 and t13 are the colour terms. The airmass in both filters are represented as XC and XT 1 . The coefficients were obatined via multiple linear regression as implemented in the IRAF task FITPARAMS.
The results are presented in Table 2 . Instead of using instrumental t1 magnitudes, Geisler (1996) proposed that the R filter is an excellent substitute of the T1 filter due to increased transmission at all wavelengths. Finally, the above equations were inverted in order to convert instrumental magnitudes to the standard system and obtain photometric uncertainties properly propagated into the final magnitudes, according to the STARFINDER algorithm. This step was implemented via the IRAF INVERT-FIT task. For each OC, the photometric catalogue consists of an identifier for each star (ID), equatorial coordinates (RA and DEC), magnitudes in filters C and T1 with their respective photometric uncertainties. An excerpt of the final table for the OC NGC 5381 is presented in Table 3 . Our Figure 2 . We also derived the completeness level of our photometry at different magnitudes. To accomplish this, we performed artificial star tests on our images. The detailed procedure and results are described in section 2 of Angelo et al. (2018) .
METHOD

Structural parameters determination
The first step in our analysis was to determine the OCs' central coordinates, simultaneously with their core (rc) and tidal (rt) radii. In each case, we used a uniformly spaced square grid (steps of 0.25 arcmin), centred on the literature coordinates and with full extension equal to ∼2−4 times the informed limiting radius. These grids typically contained ∼200−400 square cells. We used each of these cells as a putative centre and built radial density profiles (RDPs) by performing stellar counts in concentric rings with widths varying from 0.50 to 1.50 arcmin, in steps of 0.25 arcmin. The background levels were estimated by taking into account the average of the stellar densities corresponding to the external rings, where the stellar densities fluctuate around a nearly constant value. The background subtracted RDPs were then fitted using a King (1962) model:
A grid of rt and rc values spanning the whole range of radii (Piskunov et al. 2007 ) was employed and we searched for the values that minimized χ 2 . The final centres were assumed as the coordinates that produce the smoothest stellar RDPs and, at the same time, the highest density in the innermost region. This procedure is analogous to that employed by Bica & Bonatto (2011) in their study of very fieldcontaminated OCs. The best King's model fits are plotted in Fig. 3 with blue lines, while the corresponding rt and rc values (converted to pc according to the distance moduli; see Section 4.1) are showed in Table 4 . The determined central coordinates are also showed in the same table. Additionally, we fitted a Plummer (1911) profile to each RDP, for comparison purposes:
These fits were represented in Fig. 3 with red lines. As can be seen, that both profiles are nearly indistinguishable in the inner OCs' region (r rc). The a parameter is the Plummer radius which is related to the half-light radius r h by the relation r h ∼ 1.3a.
Membership determination
After the structural analysis, we used the Vizier service 3 to extract astrometric data from the GAIA DR2 catalogue 3 http://vizier.u-strasbg.fr/viz-bin/VizieR (Gaia Collaboration et al. 2018 ) for stars in a large circular area of radius 20 arcmin centred on each target. This region is large enough to encompass completely the field of view corresponding to our Washington images. For each OC we cross-matched our photometric catalogues with GAIA and executed a routine that explores the three-dimensional (3D) parameters space of proper motions and parallaxes (µα, µ δ , ) corresponding to stars in the OC area (r rt) and in a control field (stars in the region r rt). The routine is devised to detect and evaluate statistically the overdensity of OC stars in comparison to the field in each part of the parameters space. This was a critical step in our analysis, since the studied OCs are located at low Galactic latitudes (|b| 2
• ) and thus projected against dense stellar fields. The routine is completely described in Angelo et al. (2019) . Briefly, the procedure consists in dividing the astrometric space in cells with widths proportional to the sample mean uncertainties ( ∆µα , ∆µ δ and ∆ ) in each astrometric parameter. Cell widths are typically 1.0 mas.yr
and 0.1 mas for proper motion components and parallax, respectively. These values correspond to ∼ 10 × ∆µα , ∼ 10 × ∆µ δ and ∼ 1 × ∆ . These cell sizes allow to accomodate a significant number of stars inside each cell and they are small enough to properly sample the fluctuations across the 3D space.
Inside each cell, we determined membership likelihoods for stars in the OC sample (lstar) by employing a multivariate gaussian:
where X is the column vector (µα, µ δ , ) for a given star and µ is the mean vector for the sample of OC stars contained within the cell. is the full covariance matrix, which incorporates the uncertainties and the correlations between the astrometric parameters (see equation 2 of Angelo et al. 2019) . Then the same calculation was performed for stars in the control field. For each sample inside a given cell, the total likelihood was taken multiplicatively:
In order to compare statistically the dispersion of data for both samples (OC and control field) in a given cell, we employed the objective function:
Then we searched for cells for which S clu < S field and the corresponding OC stars were flagged ("1") as member candidates (stars in cells which do not satisfy this criterion were flagged as "0"). In these cases, the "entropy" of the parameter space for stars in the OC sample is locally smaller than that for field stars. The final membership likelihoods were assigned to stars inside those cells flagged as "1" according to the relation:
where N clu is the average number of stars inside cells for a given grid size. This exponential factor is necessary to make sure that only stars within cells where N clu is con- King (1962) and Plummer (1911) profiles, respectively.
siderably greater than N clu will receive large membership likelihoods.
Finally, the cell sizes were varied by one third of their original sizes in each direction and the procedure stated above was repeated. For each star the algorithm determines 27 different likelihoods and registers the median of this set of values. The maximum likelihood (equation 7) for the complete sample of stars in the OC region is then normalized to unity. Table 5 ). * The R G were obtained from the distances in Table 5 , assuming that the Sun is located at 8.0 ± 0.5 kpc from the Galactic centre (Reid 1993) . † Half-light radius (Section 4.2). † † Jacobi radius (Section 4.2).
RESULTS
Members selection
After applying the procedure described in the previous section, we built decontaminated CMDs for the whole studied OC sample, as showed in Fig. 4 . We also built the vectorpoint diagrams (VPDs) and the versus T1 plots for the complete sample (Figs. 5 and 6, respectively). We can see that higher membership stars (typically P 0.6−0.7) define recognizable evolutionary sequences in the CMDs, although some interlopers remain. These stars also define "clumps" of data in the astrometric plots, since they share common movements and compatible parallaxes. We then took the photometric data for higher membership stars and, in a first step, we performed preliminary estimates of the basic astrophysical parameters ((m − M )0, log(t/yr) and E(B − V ) ) for each OC. To accomplish this first step, we performed visual fits of solar metallicity PARSEC isochrones (Bressan et al. 2012 ) to each decontaminated CMD. A first guess for the distance modulus was obtained from the relation (m − M )0 = 5× log(100/ ), where is the mean parallax taken over high membership stars. Then the isochrone was reddened and vertically shifted in order to provide reasonable matches to key evolutionary CMD features, such as the main sequence, the subgiant branch, the red clump (when present) and the red giant branch.
In a second step, we used a set of PARSEC isochrones covering metallicty values [F e/H] in the range [-1.0 , +0.65] dex (the upper limit corresponding to the maximum value covered by the models) and run the ASTECA code (Perren et al. 2015) in order to perform automatic isochrone fits by employing the parameters estimated visually as a first guess and the Washington photometry of highmembership stars (L 0.6 − 0.7; equation 7). The isochrone fitting process in ASTECA is based on the generation of synthetic OCs from theoretical isochrones and selection of the best fit through a genetic algorithm (see section 2.9.1 of Perren et al. 2015 and references therein). We restricted the parameters space covered by the models according to the following intervals:
• ((m−M )0,pre −0.5) (m−M )0 ((m−M )0,pre +0.5), in steps of 0.1 mag;
• (E(B−V )pre−0.15) E(B−V ) (E(B−V )pre+0.15), in steps of 0.01 mag;
• (log(t/yr)pre−0.2) log(t/yr) (logt(t/yr)pre+0.2);
• overall metallicity: 0.007 Z 0.04, in steps of 0.002, where (m − M )0,pre, E(B − V )pre and log(t/yr)pre are our first estimates for distance modulus, interstellar redenning and age, respectively, as described above. The continuous lines in Fig. 4 represent the best-fitted isochrones, while the dotted lines correspond to the same isochrones shifted by -0.75 mag in T1 to match the loci of unresolved binaries with equal mass components. Filled symbols represent member stars and colours correspond to the membership likelilhoods, as showed in the colour bars. Open circles are non-members and small black dots are stars in a control field.
Additionally, we ran the photometric decontamination procedure described in Maia et al. (2010) in order to identify possible member candidates without astrometric information in GAIA. For this procedure, we used the photometric data for the same groups of stars (OC and control field) employed in Section 3.2. Stars with photometric membership likelihoods L phot 0.60, but without available astrometry, are plotted as filled black squares in the CMDs of BH 150, Czernik 37, NGC 6756, Ruprecht 111 and Trumpler 25. For reference, we circled the member stars (filled symbols) for which L phot 0.10. In the case of NGC 6249, we identified three bright stars, labeled as #1, #2 and #586 in Fig. 4 and located inside the OC's rt, which could have been considered member stars in a purely photometric analysis. The astrometric data µα(mas yr −1 ), µ δ (mas yr (1.447±0.103, -3.183±0.083, 0.9423±0.0512) #586 . These stars received membership likelihoods smaller than 0.3, since their parallaxes are incompatible with the group of members and/or their proper motion components are inconsistent with the bulk motion of the OC. The complete set of astrophysical parameters for the studied sample is showed in Table 5 . In this table, MKroupa and NKroupa are upper limits for OC's mass and number of stars, respectively.
Mass functions
Individual masses for member stars were estimated by interpolation from the observed T1 magnitude along the bestfitted isochrone, properly shifted according to the OC reddening and distance modulus (Fig. 4 and Table 5 ). The OCs' mass functions (φ(m) = dN/dm) were then built by counting the number of stars in linear mass bins which were then converted to the logarithmic scale, as showed in Fig. 7 . Stars counts inside each mass bin were weighted by the membership likelihoods and properly corrected for photometric completeness. The total photometric OC masses were obtained from discrete sum of the mass bins, while the corresponding uncertainties were determined from Poisson statistics.
For comparison purposes, we overplotted in Figs Salpeter (1955) and Kroupa (2001) are overplotted with black and red lines, respectively. ical evolution (see Section 5). Other OCs (e.g., ESO 129-SC32, NGC 5381) present less noticeable depletion in lower mass bins, since the observed mass function is more compatible with Kroupa's and Salpeter's IMF.
Finally, we estimated Jacobi radii from the expression:
where M clu is the OC's photometric mass (Table 5 ). This formula assumes a circular orbit around a point mass galaxy (MG ∼ 1.0 × 10 11 M ; Carraro & Chiosi 1994; Bonatto et al. 2005; Taylor et al. 2016) . With the estimated OCs' masses, we also derived their half-light relaxation times (Spitzer & Hart 1971) :
where m is the mean mass of the OC stars.
Comments on individual clusters
The present OC sample was also investigated by Kharchenko et al. (2013) , who employed proper motions from the PP-MXL catalogue (Roeser et al. 2010) and photometric data from the near-infrared 2MASS catalogue (Skrutskie et al. 2006) . Their analysis was based on a dedicated dataprocessing pipeline to determine kinematic and photometric membership probabilities for stars in the cluster regions. In this section, we point out some similarities and differences between their and our results. Some other previous studies are also highlighted. We found a very good agreement with the results of Kharchenko et al. (2013) for Collinder 258, NGC 6756, Czernik 37, NGC 5381, Trumpler 25, Ruprecht 111 and NGC 6249, while some differences arise for BH 150, Ruprecht 102, Basel 5, Ruprecht 97 and ESO 129-SC32. For instance, distance moduli differ from ∼ 1 mag (Basel 5) to ∼ 2 mag (ESO 129-SC32); differences in log(t) vary from 0.2 (BH 150) to ∼ 1 (Ruprecht 102); E(B − V ) colour excesses are typically ∼ 0.3 mag lower. We speculate that the main reason for these differences is related to the membership assignment procedures used. Kharchenko et al.'s method is based on lower quality proper motions data, alongside the fact that parallaxes are not available in the PPMXL catalogue. Likewise, the photometric completeness of 2MASS data in regions projected close do the Galactic centre may also play a role. Indeed, our CMDs (see Fig. 4 ) exhibit deeper main sequences, reaching nearly 3-4 mag below the clusters main sequence turnoffs.
NGC 6756
NGC 6756 was studied by Netopil & Paunzen (2013) , who employed publicy available Strömgren uvby data in their analysis. Empirical relations between effective temperatures and reddening-free indices [u−b] were previously calibrated. The cluster parameters were derived by means of the method proposed by Pöhnl & Paunzen (2010) , which is based on the fit of differential evolutionary tracks (normalised to the zero age main-sequence, ZAMS) for a variety of metallicity/age combinations.
The derived metallicity ([F e/H] = 0.10 ± 0.14), colour excess (E(B −V ) = 1.03±0.05 mag) and age (log t/yr=8.10) are in agreement with our results (see Table 5 ), considering uncertainties. Their derived distance modulus ((m-M)0=12.3 mag), however, does not agree with our analysis. This discrepancy may be partially attributed to the different sets of isochrones employed in both studies and, more importantly, to the adopted criteria in the selection of member stars. In the analysis of NGC 6756, Netopil & Paunzen (2013) employed only photometric data (see their table 2). Despite this, as stated above, the distance modulus obtained by Kharchenko et al. (2013) ((m-M)0 = 11.45 mag) is in excellent agreement with our result.
Additionally, NGC 6756 is present in the sample of Santos & Piatti (2004), who obtained equivalent widths from integrated spectra and presented homogeneous scales of ages and metallicities for clusters younger than 10 Gyr. They derived [F e/H] = 0.0 ± 0.2 and log(t/yr)=8.48 ± 0.15, which are in fair agreement with our analysis (Table 5 ).
Czernik 37 and NGC 5381
Both OCs have also been investigated by Marcionni et al. (2014) , who used the same public images as in Section 2. They derived, for Czernik 37, (m − M )0 = 10.8 ± 1.3 mag, log(t/yr)=8.40 ± 0.14 and E(B − V ) = 1.47 ± 0.25 mag, and for NGC 5381, (m − M )0 = 12.1 ± 0.3 mag, log(t/yr)=8.40 ± 0.10 and E(B − V ) = 0.46 ± 0.25 mag, respectively. Within the quoted uncertainties our values are in good agreement with theirs, except in the case of NGC 5381's colour excess. Nevertheless, we would like to point out that they did not employ GAIA DR2 data. Consequently, we provide with a larger and more reliable list of member stars.
NGC 6249
Mermilliod et al. (2008) • .78798) observed by them are also present in our sample. They have been identified with numbers #1 and #5 in Fig. 4 . Both stars could be considered members in a purely photometric analysis, but they were discarded as cluster members because they received very low membership likelihoods (L < 1%) due to very discrepant parallaxes ( #1 = 1.7587 ± 0.0435 mas and #5 = 1.4016 ± 0.0524 mas) compared to the bulk of member stars (Fig. 6 ).
Ruprecht 97
Clariá et al. (2008) obtained Washington CM T1T2 photoeletric data for 6 red giant candidates of Ruprecht 97. Their sample was defined based on the previous photometric study of Moffat & Vogt (1975) . This 6 stars were also observed in the present study. Photometry from both studies proved to be consistent with each other, since the mean differences between our magnitudes and the literature ones resulted: Cour − C lit = 0.011 ± 0.058 mag and T1,our − T 1,lit = −0.062 ± 0.019 mag, that is, a relatively small systematic offset was found for the T1 magnitudes.
By making use of Washington metallicity-sensitive indices (Geisler et al. 1991) , they identified stars #4 and #11 as members (their table 6), for which [F e/H] = −0.03±0.03. Both stars were discarded from our membership analysis as cluster members, which could explain the difference in the derived cluster metallicity. Indeed, star #4 is located at is located at ∼ 6 from the cluster centre (Table 4) , beyond the cluster limiting radius and therefore in a region dominated by field stars (Fig. 3) . After running our decontamination method, star #11 received a membership likelihood of ∼ 5 per cent, because its parallax ( = 0.5922 ± 0.0298 mas) is incompatible with the bulk of cluster members (Figure 6 ). These results highlight the need of a proper characterization scheme to refine the selection of cluster members, thus leading to a more reliable determination of astrophysical parameters.
BH 150
The physical nature of BH 150 has been until now under debate. Kharchenko et al. (2013) classified this object as "dubious". On the other hand, Carraro et al. (2005) -based only on the analysis of V × (B − V ) and V × (V − I) CMDs -could not derive any astrophysical parameters, nor draw any conclusion on its existence as a genuine physical system either. Due to the large field star contamination along the line of sight, their method did not allow them a reliable disentanglement between the object and the composite field population. Here, once we applied the decontamination procedure described in Section 3.2, we could identify a group of stars with compatible kinematics and parallaxes and to reveal clearer evolutionary sequences in its CMD (Fig. 4) . Our results favour the hypothesis of a real OC.
DISCUSSION
The OC sample studied in this work present nearly similar ages and Galactocentric distances, with the sole exception of BH 150 (see Fig. 8, panel (a) ). They are located close to the Galactic plane (|Z| 75 pc) and are part of the Sagittarius arm (see panels (c) and (d)). Their colour-excess E(B − V ) vary from ∼ 0.2 up to ∼ 1.6 (Table 5) , witnessing the different amount of dust and gas distributed along their line of sight, as expected.
As shown in Fig. 8 , panel (b), they span metallicities from slightly sub-solar up to moderately more metal-rich values than the Sun, being most of them of solar metal content. In this panel we superimposed the [F e/H]-RG relation (continuous line; slope -0.086 dex/kpc) as derived in Netopil et al. (2016; their table 3) by fitting the radial metallicity distribution for a set of 88 OCs in the range RG < 12 kpc. The upper and lower limits for this relation, as derived from the informed parameters uncertainties, are represented by dashed lines. OCs from the samples of Kharchenko et al. (2013) and Dias et al. (2002) are also shown (grey filled circles), for comparison purposes. Considering uncertainties, our cluster sample -except possibly NGC 5381 -agree well with the results of Netopil et al. (2016) .
NGC 5381 (RG = 6.8 ± 0.5 kpc) departs from the expected relation towards lower metallicity. Despite this, other clusters also show relative low-metallicity values. Indeed, the metallicity distribution derived by Netopil et al. (2016) (their figure 10) shows azimuthal variations in [F e/H] from ∼ −0.2 to ∼ +0.2 for RG in the range ∼ 6.3 − 7.3 kpc.
In the subsequent analysis, we employ parameters associated to the dynamical evolution, namely mass, age, core, half-light, tidal and Jacobi radii, in order to characterise the dynamical stages of the investigated sample. Panel (a) of Fig. 9 shows the r h /RJ versus RG plane, which gives us some hints on the dynamical evolution of the investigated OCs (Baumgardt et al. 2010) . Because of the similar RG values, the Galactic gravitational potential is not expected to produce differential tidal effects (Lamers et al. 2005; Piatti & Mackey 2018) . Therefore, we interpret any difference in the OC dynamical stages as being caused mainly by internal dynamical evolution. Consequently, the larger the r h /RJ ratio in panel (a), the relative less dynamically relaxed an OC.
To the light of this correlation, we split our OC sample in three groups, distinguished by red (r h /RJ 0.15), black (0.15 r h /RJ 0.21) and blue symbols (r h /RJ 0.21), respectively, as also indicated in Fig. 8 (Collinder 258, NGC 6756, Czernik 37 and NGC 6249) are the most advanced in dynamical two-body relaxation. It is noticeable that all investigated OCs present r h /RJ < 0.5, which makes these stellar aggregates stable against rapid dissolution. Some studies (e.g., Portegies Zwart et al. 2010 and references therein) have extensively investigated the combined effects of mass loss by stellar evolution and dynamical evolution in the tidal field of the host galaxy and showed that, when clusters expand to a radius of ∼0.5 rJ , they lose equilibrium and most of their stars overflow rJ .
In panel (b) of Fig. 9 we plot the concentration parameter c (=log(rt/rc)) as a function of age for our OC sample and compare them with those in the literature. As can be seen, the OCs studied here are within those with smaller c values for their ages. Likewise, there is a hint of relative different mass segregation (e.g., de La Fuente Marcos 1997; Portegies Zwart et al. 2001) , in the sense that the smaller the c values, the less dynamically evolved an OC. Note that the selected OCs have rc that show a trend with c (see panel (c)) following a much tighter relationship than that observed for the vast majority of other known OCs. We can see that the less evolved OCs in our sample present less compact cores. This is an expected trend, since as internal relaxation transports energy from the (dynamically) warmer central core to the cooler outer regions, the core contracts as it loses energy (Portegies Zwart et al. 2010) . Furthermore, the OCs in our sample are relatively small as judged by their tidal radii (rt, see panel (d)) and present their stellar content well within their respective Jacobi radii ( Figure 10, panel (d) ).
The classification scheme proposed in Fig. 9 , panel (a), is supported by the results presented in panel (b) of Fig. 10 , where c is plotted as function of age/t rh . As can be seen, those OCs with smaller c values show smaller age/t rh ratios. In this sense, Vesperini et al. (2009) provided an evolutionary picture from results of N -body simulations of star clusters in a tidal field. They showed that two-body relaxation causes star clusters to subsequently lose memory of their initial structure (e.g., initial density profile and concentration) and the concentration parameter c increases steadily with time. This overall trend was also verified, although with considerable scatter, by Piatti (2016) and Angelo et al. (2018) (figure 14 in both papers), who compared the concentration parameters of a set of investigated Galactic OCs with a sample of 236 OCs analysed homogeneously by Piskunov et al. (2007) .
Indeed, the more evolved OCs (red symbols) present larger age/t rh compared to the less evolved ones (blue symbols). This is consistent with the overall evaporation scenario, in which the larger the age/t rh ratio, the more depleted the lower mass content. This can be seen in our clusters' mass functions (Fig. 7) , where the ones from the red group show systematically higher depletion of their lowest mass bin when compared to those from the blue group. In all cases, the mass function steepnesses for the higher mass bins do not show noticeable deviations from linear trends as exhibited by Kroupa and Salpeter IMFs (log φ(m) ∝ -2.3 log m, for m > 0.5 M ). Since our 12 OCs are located at almost the same RG, we expect no differential impact of the tidal field on the clusters' mass function depletion. As stated by Bonatto et al. (2004) , OCs will leave at advanced evolutionary stages only a core, with most of the low-mass stars dispersed into the background. In this sense, it is noticeable that smaller OCs are those relatively more evolved, so that they have had chance to lose low-mass stars, while the more massive ones have concentrated toward the OC centres. Consequently, their rt/rJ ratios are smaller than those for relative less evolved OCs, which have mainly expanded within the Jacobi volume. (see panel (d) of Fig. 10 ).
Assuming mKroupa (Table 5) as a rough estimate of the initial OC mass, the studied OCs may have lost more than ∼ 60 percent of their initial mass. Note that Fig. 7 shows that the OCs mass functions depart from the linear trend at different stellar masses, which could be linked with their relative different dynamical stages, in the sense that the more evolved a system the more massive the lower mass end. On the other hand, the estimated OC masses are within the range of those obtained by Joshi et al. (2016) , as shown in panel (a) of Fig. 10 . The dashed line is a linear fit performed by Joshi et al. (2016, their equation 8) to the mean masses within age bins of ∆log(t/yr)=0.5.
For completeness purposes we included in panel (c) OC masses as a function of age/t rh , which follows eq. (9). For all investigated clusters, the derived ages are larger than the corresponding t rh (7 age/t rh 164), which means that they have had enough time to dynamically evolve. This statement is also true even if we consider mKroupa (Table 5) to determine t rh (in which case we have 5 age/t rh 140). Fig. 10 shows that the larger the age/t rh , the smaller the cluster mass. This is an expected result, since clusters lose stars as its ages surpass many times its t rh .
From the present analysis we advocate that the studied OCs are in different dynamical states. Assuming that these objects have been subject to the same Galactic tidal effectsthey have similar ages (except BH 150) and Galactocentric distances -, the differences in their dynamical stages tell us about the wide family of OCs formed in the Sagittarius spiral arm.
SUMMARY AND CONCLUDING REMARKS
In the present paper we devised an analysis method to uniformly investigate a set of 12 OCs, located in the Sagittarius spiral arm. We took advantage of public Washington CT1 photometric data combined with GAIA DR2 astrometry. The use of GAIA data proved to be an essential tool, since these objects are projected against dense stellar fields, which results in severe contamination in their CMDs.
Once we estimated the structural parameters from King profile fitting to the OCs' RDPs, we searched for statistically significant concentrations of data in the 3D astrometric space, in order to assign membership likelihoods. PARSEC isochrones covering a wide range of astrophysical parameter values were automatically fitted to the photometric data of high-membership stars and the basic astrophysical parameters ((m − M )0, E(B − V ), log t and [F e/H]) were derived. Then, OCs' mass functions were built and their total masses were estimated.
We confirmed BH 150 as a genuine OC, as judged from the outcomes of our decontamination procedure showing real concentrations of stars in the astrometric space, which allowed the identification of clearer evolutive sequences in the object's CMD. Its physical nature had been under debate, because of purely photometric analyses or photometric data combined with lower quality astrometry could not unambiguously disentangle the OC from field populations.
The studied OCs have similar Galactocentric distances, and hence are affected by nearly the same Galactic gravitational potential. For this reason, we speculate that any difference in the OC dynamical stages is caused by differences in the internal dynamical evolution. Based on this assumption, we split the OC sample in three groups according to their r h /RJ ratios, which has resulted to be a good indicator of the relative OC dynamical evolution stages. Particularly, we found that the larger the r h /RJ ratio, the less dynamically evolved an OC.
The set of investigated OCs are not in an advanced stage of dynamical evolution, since their concentration parameters span the lower part of the c regime (c 0.75). In general, the studied OCs present c values which are within the smallest ones for OCs of similar core radii. Their tidal radii reveal that they are relative small OCs as compared to the sizes of previously studied OCs. We verified a general trend in which the higher the concentration parameter, the higher the age/t rh . Those relative more dynamically evolved OCs have apparently experienced more important low-mass star loss.
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