In this paper, significant variables of domestic urban water demand required for the purpose of estimation of urban water supply in five planned colonies of the City of Ajmer, Rajasthan, India, are identified. The data for these 16 variables are entered in the multiple linear regression (MLR) (stepwise) models in SPSS software, and domestic water demand models are developed. Based on these models, the six most significant variables, namely temperature (T), rainfall (RF), family size ( 
Data descriptions for all these variables are given in Table 1 .
RESEARCH METHODOLOGY
The above primary data were collected via the random sampling method during 2014 and 2015. These data were extracted from the questionnaires and analysed through the methodological framework given in Figure 2 . The primary aim of the present study is to develop a domestic water demand model and thence to identify a relationship between water demand and the most sensitive variables/drivers in the model. These relationships were further investigated using factors analysis (PCA), MLR (stepwise) methods, and a neural network (NN) (multilayer perceptron (MLP)) methods applied by using SPSS software. Before applying the above methodologies, the null hypothesis (normal distribution) was tested to determine whether it should be accepted or rejected.
CHECKING ADEQUACY OF DATA Test of adequacy and sphericity

A combination of Kaiser-Meyer-Olkin (KMO) test and
Bartlett's test gives the sampling adequacy and sphericity.
The KMO test measures the adequacy, which ranges from 0 to 1. The rule of thumb for the KMO test is that a value more than 0.5 is necessary before proceeding to further analysis (Hinton et al. ) . The KMO value for our variables is 0.68, which shows that our sample is adequate.
Bartlett's test of sphericity gives the significance value as 0.000 ( p < 0.05), indicating that our collected independent variables are qualifying for further regression analysis.
Test of normal distribution
The household data may be parametric or nonparametric; in case of doubt, all the data are considered nonparametric. 
SELECTION OF SIGNIFICANT VARIABLES PCA (factors analysis)
In PCA, all the independent variables in a factor attempt to explain the maximum contribution of variables through their percentage variance. Cumulative percentage of variation is considered up to an eigenvalue greater than one.
In this study, five components have an eigenvalue greater than 1.0, indicating that they have a significant contribution to estimation of domestic water demand. In stepwise MLR, all 16 explanatory or independent variables are entered for analysis. This regression model is summarized in Table 2 , in which six models were generated based on the importance of independent (predictor) vari- In each successive step an increase in regression coefficient demonstrates a better model fit and thence reduction of the standard error. The software stops further checking of parameters when there is no significant increase in model fit or reduction in standard error.
Analysis of variance
In the analysis of variance (ANOVA) test, the F-statistic gives the statistical significance of the overall equation.
The ANOVA tested the importance of regression Models 1-6; the F-statistic satisfied the significance values (p < 0.005), verifying that independent/predictor variables such as family size, monthly mean temperature, income per year (rupees), rainfall occurrence or non-occurrence, number of bathrooms, and house age (years) explain a significant amount of variance in water demand.
Analysis of regression coefficients
As discussed in the model summary, six regression models have been generated in this study. In the stepwise regression method, the regression coefficient gives the model-wise where T is in C, FI in thousand rupees, RF is 1 if rainfall occurred at the selected occasion or 0 if not, and HA is in years. As shown in Table 2 , the parameter family size is the most significant and is given a coefficient of 40.59 in the Equation (1). The second most important parameter of Table 2 , mean temperature, is given a coefficient of 4.77.
The sign of this multiplying coefficient depends on the nature of effect of that parameter on water demand. A positive sign shows that water demand increases with the increase in the value of parameter and vice versa.
DISCUSSION OF RESULTS AND MANAGEMENT STRATEGIES
The The second-strongest correlation with water demand belongs to the daily mean temperature of the region; here the correlation coefficient is 0.89 (Table 2) and multiplying coefficient B ¼ 4.77 (Table 3) . Demand is greater in the summer, less in the winter. The effect of temperature is slightly overcome by providing green building concepts, such as having a green area surrounding a development and using recycled water outdoors. Solar passive architecture can control indoor temperature during the summer, thereby reducing water demand. Various adaptation/mitigation plans for climate change, such as creating bodies of water and increasing green cover in urban areas for heat absorption, can reduce household water demand.
The third-most significant variable from Table 2 affecting water demand is family income with B ¼ 0.04 (Table 3) : the higher a family's income, the greater its demand for water (Ghimire et al. ) , because higher-income families having more water-using appliances in their houses, such as washing machines, water purifiers, and reverse osmosis plants, as well as more faucets, bathtubs, etc. However, demand sustainability may be increased if high-income families purchase modern, high star rating (water-saving) appliances, such as dual flushing cisterns, automatic washing machines, and sensor-based water faucets, whether on their own or as a result of government nudging.
The fourth-most important parameter is the occurrence of rainfall from Table 2 and has a multiplying coefficient B ¼ À28.51 (Table 3) . Its relation is given negatively, i.e.
demand is less when rainfall occurs, because on a rainy day, the temperature falls and humidity rises, so persons may take fewer baths or use the cooler less. To improve sustainability, the municipal body should divert the water supply in a controlled manner to the supply areas/colonies on particularly rainy days.
The fifth-most significant parameter is the number of bathrooms in the household: water demand increases with 
REGRESSION (STEPWISE) MODEL VALIDATION WITH ANN
The data collected were also analysed using the MLP NN modelling, in which the sigmoid function scale data between 0 and 1. As per the processing summary, in the ANN modelling 77 data points (68.8% of 112 total) were used for training and 35 (31.3%) for testing in the ANN modelling.
For the training data, the relative error is 0.09 and the sum of square error is 3.75, whereas for the testing data, the relative error is 0.11 and the sum of square error is 1.14 in the 
