Properties of probabilistic pushdown automata  by Macarie, Ioan I. & Ogihara, Mitsunori
Theoretical 
LSEVIER Theoretical Computer Science 207 ( 1998) I 17-I 30 
Computer Science 
Properties of probabilistic pushdown automata 
Ioan I. Macarie ‘J, Mitsunori Ogihara b.*.2 
a Research and Advanced Development Group, Millennium Computer Corporation, 2851 Clover Street, 
Piitsford, NY 14534, USA 
b Department of‘ Computer Science, University qf’ Roche.\ter, Rochester, NY 14627, USA 
Abstract 
Properties of‘ (unbounded-error) probabilistic as well as “probabilistic plus nondeterministic” 
pushdown automata and auxiliary pushdown automata are studied. These models are analogous 
to their counterparts with nondeterministic and alternating states. Complete characterizations in 
terms of well-known complexity classes are given for the classes of languages recognized by 
polynomial time-bounded, logarithmic space-bounded auxiliary pushdown automata with proba- 
bilistic states and with “probabilistic plus nondeterministic” states. Also, complexity lower bounds 
are given for the classes of languages recognized by these automata with unlimited running time. 
It follows that, by fixing an appropriate mode of computation, the difference between classes of 
languages such as P and PSPACE, NL and SAC’, PL and Diff,(#SAC' ) is characterized as the 
difference between the number of stack symbols; that is, whether the stack alphabet contains one 
versus two distinct symbols. @ 1998-Elsevier Science E3.V. All rights reserved 
Key~or& Pushdown automata; probabilistic computation; models of computation; 
space-bounded computation; Arthur-Merlin games; and games against nature 
1. Introduction 
The notions of deterministic and nondeterministic auxiliary pushdown automata 3 
were introduced by Cook [6]. Cook proved that the class of languages recognized by 
these automata (i.e., either deterministic or nondeterministic ones) with work space 
bound S(n) is exactly the class of those languages recognized by 2’(“) time-bounded 
deterministic Turing machines. Properties of auxiliary pushdown automata have been 
studied since then. Especially, as logarithmic space-bound yields a characterization of 
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P, we could hope to deepen our knowledge about the internal structure of P by investi- 
gating the computational power of time-bounded, logarithmic space-bounded auxiliary 
pushdown automata. Tight connections between these automata and boolean circuits as 
well as arithmetic circuits have been obtained [ 1,20,23,24]. 
As a natural analog to alternating Turing machines and alternating pushdown auto- 
mata introduced by Chandra, Kozen, and Stockmeyer [3], one could consider the notion 
of alternating auxiliary pushdown automata, which was introduced and studied in the 
seminal paper by Ladner, Lipton, and Stockmeyer [ 151. Interestingly, with the aid from 
alternation, auxiliary pushdown automata gain immense computational power. Ladner, 
Lipton, and Stockmeyer showed that the languages recognized by S(n) space-bounded 
alternating auxiliary pushdown automata are exactly those languages recognized by 2”‘“’ 
time-bounded deterministic Turing machines. Thus, while only single exponentiation is 
achieved by nondeterminism (or even determinism), double exponentiation is achieved 
by alternation. One should observe here that, by employing logarithmic space-bound, 
nondeterministic and alternating auxiliary pushdown automata respectively characterize 
P (i.e., polynomial-time languages) and EXP (i.e., exponential-time languages). 
This observation gives rise to question of how much computational power the space- 
bounded auxiliary pushdown automata will gain if different computation modes, such 
as probabilistic computation and “probabilistic plus nondeterministic” computation, are 
employed. 
The purpose of the present paper is to study the computational power of auxiliary 
pushdown automata with probabilistic computation as well as “probabilistic plus non- 
deterministic” computation, where by “probabilistic plus nondeterministic” we mean 
that the automata have both probabilistic states and nondeterministic states, and non- 
deterministic choices are made to maximize accepting probability. The concept of 
“probabilistic plus nondeterministic” computation is an interpretation of Papadimitriou’s 
“games against nature” [ 191 and closely related to the notion of Arthur-Merlin games 
(see, e.g., [5, lo]). We are particularly interested in the power of those automata with 
logarithmic space-bound. We study the computational power of these models in the 
following three settings: (i) with no work tapes (i.e., with 0( 1) space-bound) and with 
polynomial time-bound, (ii) with logarithmic space-bound plus polynomial time-bound, 
and (iii) with logarithmic space-bound but no time-bound. 
Firstly, regarding case (i), we show that probabilistic pushdown automata are strictly 
less powerful than “probabilistic plus nondeterministic” pushdown automata. This com- 
plements previous results showing that deterministic pushdown automata are strictly less 
powerful than nondeterministic pushdown automata [4], which, in turn, are strictly less 
powerful than probabilistic pushdown automata [7]. 
Secondly, as to case (ii), we obtain that probabilistic auxiliary pushdown automata 
are much less powerful than both alternating and “probabilistic plus nondeterministic” 
auxiliary pushdown automata. We show that logspace polynomial-time “probabilistic 
plus nondeterministic” pushdown automata recognize precisely PSPACE (polynomial- 
space) languages. In contrast, the languages recognized by probabilistic auxiliary push- 
down automata are characterized as the difference between two #SAC’ functions be- 
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ing positive, and consequently, they are contained in TC’ (class which is below 
Dspace(log* n)). 
Finally, regarding case (iii), we show that “probabilistic plus nondeterministic” aux- 
iliary pushdown automata are at least as powerful as alternating ones. In fact, we 
show that all of EXP are recognized by “probabilistic plus nondeterministic” auxiliary 
pushdown automata with logarithmic space-bound. 
2. Definitions and notations 
We will use a short-hand ‘pda’ to denote pushdown automata and add to word ‘pda’ 
prefixes d-, n-, p-, a-, and (p+n)- to denote deterministic, nondeterministic, probabilis- 
tic, alternating, and “probabilistic plus nondeterministic” pushdown automata, respec- 
tively. As to d-pda’s and n-pda’s we use the standard definitions (see for example 
[ 12]), which employ acceptance with final states (stack need not be empty when halt- 
ing). A configuration of a pda is a triple consisting of its state, stack content, and 
input head position. It is worth noticing that the input head is one-way. The run- 
ning time of the pushdown automata used in this paper is linear (or equivalently, 
polynomial) in the length of the input. Without loss of generality, we assume for an 
n-pda, there exist exactly two reachable configurations from a non-halting configura- 
tion. Thus, the computation of an n-pda on an input can be viewed as a binary tree 
with the initial configuration as the root and the halting configuration as the leaves. 
We say that an n-pda accepts an input if there is a leaf corresponding to an ac- 
cepting configuration in the computation tree associated with the computation of the 
n-pda. 
Alternating pushdown automata (a-pda’s) are due to Chandra et al. [3]. We restrict 
attention to a-pda’s that run in time polynomial in the input length, which is different 
from the unrestricted-time version used in [3]. The computation of an a-pda can be 
viewed as a binary tree, where non-leaf nodes are either universal nodes or existential 
nodes. Acceptance of an a-pda is recursively defined as follows. (I) A leaf is accepting 
if it corresponds to an accepting configuration. (11) A universal node is accepting if 
its children are all accepting. (III) An existential node is accepting if some of its 
children are accepting. (IV) The computation tree is accepting if its root is accepting. 
We say that the a-pda accepts an input if the root of the associated computation tree 
is accepting. 
A probabilistic pushdown automaton (p-pda) is a pda with probabilistic states. There 
are two configurations reachable from a non-halting configuration, and one of the two 
reachable configuration is chosen with probability l/2 by flipping a fair coin. Again, 
the computation of a p-pda can be viewed as a binary tree, where each path from the 
root to a leaf, which represents a particular computation path, is associated with the 
probability that the corresponding computation path is chosen. The probability is equal 
to l/2k, where k is the number of coin-tosses occurring along that computation. As 
we can assume that there are exactly two reachable configuration from a non-halting 
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configuration, the number k equals the length of the computation path. The acceptance 
probability of a p-pda on an input is the sum of the probability associated with ac- 
cepting computation paths. We say that a p-pda accepts an input if the acceptance 
probability is greater than a half. 
We define a “probabilistic plus nondeterministic” pushdown automaton ((p +n)-pda) 
as a pda with both nondeterministic and probabilistic states. A strategy of a (p+n)-pda 
on an input string is a function that maps each nondeterministic configuration to one of 
its successors. We assume that a (p + n)-pda chooses one of its strategies. Therefore, 
the computation of a (p + n)-pda can be viewed as a collection of binary trees, each 
representing the computation as a p-pda for a fixed strategy. We say that a (p + 
n)-pda accepts an input if there exists a binary tree whose acceptance probability (as 
a computation tree for a p-pda) is greater than a half. The (p + n)-pda’s are equivalent 
to “games against nature” (defined in [19]) with probabilistic pushdown automata as 
verifiers. A (p+n)-pda A4 is said to recognized a language L with bounded-error if there 
is a fixed constant E > 0 such that: (1) if the input x E L there is a nondeterministic 
strategy such that M accepts x with probability at least l/2 + E; (2) if the input x @ L 
then for every nondeterministic strategy A4 accepts x with probability less than 112. 
Bounded-error (p + n)-pda’s are equivalent to Arthur-Merlin games with probabilistic 
pushdown automata as verifiers. 
The auxiliary pushdown automaton (auxpda) is defined as a pda which, in addition, 
has access to single worktape and has two-way access on the input tape. A configuration 
of an auxpda is a quintuple consisting of its state, worktape content, stack content, input 
head position, worktape head position. In the same way as we did for pda’s we define 
acceptance criteria for auxpda’s. (Formal definitions for deterministic, nondeterministic, 
and alternating auxiliary pushdown automata can be found in [6, 151.) For a finction 
S(n), we say that an auxpda is S(n) space-bounded if for any input x and for any 
computation path, the auxpda uses at most O(S(n)) worktape cells. For a function 
t(n), we say that an auxpda is t(n) time-bounded if for any length-n input x all the 
computation paths have length at most O(t(n)). 
Although many of our results in this paper hold for a general space-bounding func- 
tion, we will focus on logarithmic space-bounded auxpda’s. 
Below, we list the notations that are used throughout this paper. 
l x-pda, x E {a, d, n, p, (p+n)}, denote the sets of alternating, deterministic, nondeter- 
ministic, probabilistic, and “probabilistic plus nondeterministic” pushdown automata, 
respectively; 
l (X)CFL, X E {A, N, P, PfN}, denote the classes of languages recognized by poly- 
nomial-time alternating, nondeterministic, probabilistic, and “probabilistic plus non- 
deterministic” pushdown automata, respectively; 
l LOG(X)CFL, X E {A, N, P, P+N}, denote the classes of languages logspace re- 
ducible to languages recognized by linear-time alternating, nondeterministic, proba- 
bilistic, and “probabilistic plus nondeterministic” pushdown automata, respectively; 
note that, if in these definitions we replace linear-time by polynomial-time the classes 
do not change; 
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l x-auxpda, x E {a, d, n, p, p+n}, denote the sets of alternating, deterministic, nondeter- 
ministic, probabilistic, and “probabilistic plus nondeterministic” auxiliary pushdown 
automata, respectively; 
l (X)AuxPDA(logspace), X E {A, N, P, P+N}, denote the classes of languages rec- 
ognized by alternating, nondeterministic, probabilistic, and “probabilistic plus non- 
deterministic” logspace auxiliary pushdown automata, respectively; 
l (X)AuxPDA(logspace, T-time), X E {A, N, P, PfN}, denote the class of languages 
recognized by alternating, nondeterministic, probabilistic, and “probabilistic plus non- 
deterministic” T-time logspace auxiliary pushdown automata, respectively, where T- 
time will be either poly-time (polynomial-time) or exp-time (exponential-time); 
l Bounded(P+N)AuxPDA(logspace, T-time) denotes the classes of languages recog- 
nized by bounded-error “probabilistic plus nondeterministic” T time-bounded logspace 
auxiliary pushdown automata; T-time will be either exp-time (exponential-time) or 
double-exp-time (double-exponential-time); 
l NL, RPL, and PL are the classes of languages recognized by logspace nondeterminis- 
tic Turing machines, logspace one-sided bounded-error probabilistic Turing machines, 
and logspace unbounded-error probabilistic Turing machines, respectively; 
l Dspace(log’n) is the class of languages recognized by O(log’ n) space-bounded 
deterministic Turing machines; 
l PSPACE is the class of languages recognized by polynomial space-bounded deter- 
ministic Turing machines; 
l P and EXP are the classes of languages recognized by deterministic Turing machines 
in polynomial and exponential time, respectively; 
l #L is the class of functions that count the number of accepting computation paths 
of logspace nondeterministic Turing machines; 
l #SAC’ is the class of functions that count the number of accepting computations of 
a logspace-uniform family of semi-unbounded fan-in circuits; 
l Diff, (#X), X E {L, SAC’}, are the classes that consist of the languages L for which 
there exist f, y E #X such that for every x, it holds that 
x E L * f(u) > q(u); 
l ALT(poly-time), ALT(poly-space), ALT(logspace) are respectively the classes of 
languages recognized by polynomial time-bounded, polynomial space-bounded, and 
logarithmic space-bounded alternating Turing machines; 
l AM(logspace) is the class of languages recognized by Arthur-Merlin games with 
probabilistic, logarithmic space-bounded verifiers. 
3. Results 
It is well known that the d-pda’s are less powerful than the n-pda’s [4,12]. Also 
n-pda’s have less power than the p-pda’s [7]. We supplement these results by showing 
that p-pda’s are less powerful than the (p + n)-pda’s. 
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Theorem 1. (P)CFL E (P + N)CFL. 
Next we study relations among the closures under logspace reductions of these 
classes. Regarding nondeterministic computation, we know that: 
(N)AuxPDA(logspace,poly-time) = LOG(N)CFL = SAC*, 
where Sudborough [22] showed the first equality and Venkateswaran [23] showed the 
second. Sudborough’s result can be easily adapted to the alternating case and we 
obtain LOG(A)CFL = (A)AuxPDA(logspace,poly-time). Jeerer and Kirsig proved 
(A)AuxPDA(logspace,poly-time) = PSPACE [13]. It follows that in the alternating 
case a similar relation LOG(A)CFL = (A)AuxPDA(logspace,poly-time) = PSPACE 
holds. The next theorem states that analogous results hold for the probabilistic and 
“probabilistic plus nondeterministic” modes, too. 
Theorem 2. 
LOG(P)CFL = (P)AuxPDA( logspace, poly-time) = Diff , (#SAC’), 
LOG(P + N)CFL = (P + N)AuxPDA(logspace,polytime) = PSPACE. 
Remark 1. The second equality of the first relation contrasts with the relation: PL = 
Diff,(#L) [24]. Also note that, from Diff,(#SAC’) s TC’ [l], it follows that 
LOG(P)CFL E TC’. From the last two relations, we obtain that PSPACE can be 
defined as the class of languages that are logspace reducible to languages recognized 
by (p + n)-pda’s (or by a-pda’s), i.e., by one-way one-head one-stack automata with 
“probabilistic plus nondeterministic” states (or alternating states). In [16], it is shown 
that P can be defined as the class of languages that are logspace reducible to lan- 
guages recognized by linear-time one-way one-head one-counter automata with “prob- 
abilistic plus nondeterministic” states. A similar result can be obtained for alternating 
computation by adapting a technique from [14]. As a counter can be regarded as a 
stack with one stack symbol, we can say that, in terms of one-way one-head one- 
stack automata with either alternating states or “probabilistic plus nondeterministic” 
states, the difference between P and PSPACE is characterized as the difference be- 
tween the number of stack symbols: whether one or two symbols are allowed on the 
stack. 
Galil and Sudborough [8,22] proved that a language L is recognized by a polynomial- 
time logspace nondeterministic auxpda if and only if L is logspace many-one reducible 
to a language recognized by a nondeterministic pda. The next meta-theorem states that 
the statement holds for other modes of computation. 
Meta Theorem 1. Let n denote a computation mode chosen from nondeterministic, 
probabilistic, alternating, ‘probabilistic plus nondeterministic”. Then a language L is 
recognized by a polynomial-time logspace p-auxpda if and only if L is logspace many- 
one reducible to a language recognized by a linear-time p-pda; i.e., by a linear-time 
one-way one-head one-stack finite-state n-automaton. 
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Sudborough [21] showed that the class NL coincides with the class of languages 
logspace reducible to languages recognized by a linear-time one-way one-head one- 
counter finite-state nondeterministic automaton. The corresponding results hold for al- 
ternating computation [14]. Using more elaborate proofs, similar results have been 
proven for probabilistic as well as “probabilistic plus nondeterministic” computation 
modes [16]. All these relations are summarized in the next meta-theorem. 
Meta Theorem 2. Let u denote a computation mode chosen jiiom nondeterministic,- 
probabilistic, alternating, and “probabilistic plus nondeterministic.” Then a language 
L is recognized by a polynomial-time logspace u-type Turing machine if and only ij 
L is logspace many-one reducible to a language recognized by a linear-time one-way 
one-head one-counter jinite-state p-automaton. 
Remark 2. Since one-counter can be seen as a stack with one stack symbol, it follows 
from MetaTheorem 3, Theorem 2, and the relations recalled before Theorem 2 that the 
difference between NL and SAC’ = LOG(N)CFL, and that between PL = Diff,(#L) 
and LOG(P)CFL = Diff, (#SAC’), can be regarded as the difference between using 
one symbol and using two symbols in a stack, under appropriate models of computa- 
tion (i.e., in the nondeterministic and probabilistic modes, respectively). This observa- 
tion parallels the observation from Remark 1 concerning the difference between P and 
PSPACE. 
For the unbounded-time computation, we obtain the following theorem. 
Meta Theorem 3. Let u denote a computation mode chosen jrom nondeterminis- 
tic, probabilistic, alternating, “probabilistic plus nondeterministi-c”, bounded-error and 
one-sided-error probabilistic. Then a language L is recognized by a logspace p-auxpda 
iJ’ and only if L is logspace many-one reducible to a language recognized by a one- 
sweeping-head, one-stack, jinite-state u-automaton. 
Sudborough proved this for the nondeterministic mode [22], and his proof easily 
extends to the other cases. We provide, in the next section, an alternate proof, which 
can be applied to one-sided bounded-error probabilistic computation. 
We attempt to characterize the classes of languages recognized by logspace auxiliary 
pushdown automata. As to the deterministic and nondeterministic auxpda’s, Cook [6] 
showed that they are equal to P; i.e., 
(D)AuxPDA(logspace) = (N)AuxPDA(logspace) = P. 
As to the alternating auxpda’s, Ladner et al. [ 151 showed that the class equals exponential- 
time; that is, 
(A)AuxPDA(logspace) = ALT(poly-space) = EXP. 
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Since nondeterministic acceptance criteria can be modified to probabilistic criteria with 
a simple modification of the computation, we have P E (P)AuxPDA(logspace). So far, 
this is the largest lower bound we have obtained for logspace bounded probabilistic 
auxpda’s. 
In order to obtain lower bounds for (P + N)AuxPDA(logspace), the following lemma, 
which is proved by some counting technique, is useful. 
Lemma 1 (Angluin [2]). Deterministic logspace auxiliary pushdown automata can 
simulate deterministic exponential counters. 
This lemma provides an interesting example in which deterministic logspace auxiliary 
pushdown automata are better than polynomial-time deterministic Turing machines, in 
spite of the fact that both types of devices do recognize the same languages. 
Now based on the above simulation lemma, we obtain the following theorem. 
Theorem 3. 
EXP 5 (P + N)AuxPDA( logspace, exp-time) and 
EXP 5 Bounded( P + N)AuxPDA( logspace, double-exp-time), 
The proof of the second inclusion in the above can be regarded as an extension of the 
proof for P = ALT(logspace) 5 AM(logspace) by Condon [5], which is an extension 
of the proof for NL 5 RPL by Gill [9]. 
4. Proofs 
Proof of Theorem 1. The inclusion holds trivially. The properness follows from The- 
orem 2 by observing that 
Diff, (#SAC] ) C Dspace( log* n) s PSPACE. 0 
Proof of Meta Theorem 1 and Meta Theorem 3. In both theorems, the inclusion from 
right to left follows trivially by using logarithmic space to generate, on demand, the 
symbols produced by the logspace transformation. 
As to the inclusion from left to right, the proofs are almost identical for the two 
meta-theorems. So, we give only the proof of MetaTheorem 1. By using a technique 
presented by Hartmanis [ll], one can show that logarithmic space can be simulated, 
with only polynomial-time loss, by two-way multihead finite-state automata and vice 
versa. (See [ 16, 171 for the corresponding adaptations to the settings of probabilistic 
and “probabilistic plus nondeterministic” computation.) Then we have only to show 
that each language recognized by a two-way multihead finite-state automaton with one 
stack is logspace many-one reducible to a language recognized by a two-way one- 
head finite-state automaton with one stack and that the running times are polynomially 
related. To prove this claim, we use a transformation defined by Monien [ 181. 
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Let C be an alphabet and 1 and -I be two symbols not in C. For any h > 1, define 
the transformation ~jx:‘,h : lE* -+ ((C U {k, -I] jh )* as follows: for any m > 0 and 
al,...,a, E C, 
gX,h(al . ..a.) =bobl . ..b.,h_l, 
where n = m + 2, a0 = t, a,l_l = i, and bi = (ai,, . . . , aih ) for any j = il + i2n + . . . + 
ihn h-l with 0 5 i, 5 n - 1, Yp E { 1,. . . ,k}. 
We show that for any h E N and for any language L c C* recognized by a two-way 
h-head one-stack finite-state automaton it follows that gz,h(L) is recognized, with only 
polynomial time loss, by a two-way one-head one-stack finite-state automaton. Checking 
whether the input string is of the form gz.h(al . . . a,) can be done by a deterministic 
two-way one-sweeping-head one-stack finite-state automaton in linear time. Also note 
that, in the transformation gz,h(al . . . a,,,), each symbol hi encodes k ordered symbols 
a;, , _ _ . , aih. Thus only one head scanning the string bob, . . . b,+_ I is enough to keep track 
of the symbols scanned by h heads on the string a0 . . . , a,,. Note that incrementing 
(decrementing) the position of the i-th head on the string a0 _. . a, is equivalent to 
moving the encoding head n’-’ symbols right (left) on the string bob, . . .b,~, In 
order to count n’-‘, the automaton uses some extra states, its stack, and the particular 
form of the string bob, . . . bnh_, . This counting is done in polynomial time. Moreover, 
with the help of the stack, this head can be made sweeping, i.e., to change the moving 
direction only at the end of the input string. Each time when it has to change the 
moving direction (say, to move left after a sequence of moves to the right), it “marks” 
its current position by pushing in the stack a string over an auxiliary symbol not 
contained in the stack alphabet. The length of this string is equal to the length of the 
right-of-head substring of the input string. To do this, the input head moves at the right 
end of the input string (without changing the moving direction), but it comes back to 
the same position from the opposite direction, by popping out from the stack the string 
over the auxiliary symbol. The loss of time due to this operation is at most polynomial. 
Furthermore, any language recognized by a polynomial-time two-way one-sweeping- 
head one-stack finite-state automaton is logspace many-one reducible to a language 
recognized by a linear-time one-way one-head one-stack finite-state automaton. This is 
actually proven by using a transformation due to Sudborough [21, Theorem 11. This 
proves MetaTheorem 1. The proof of MetaTheorem 3 is similar, except for that the 
last part is not needed. q 
Proof of Theorem 2. The first equality in each relation follows from MetaTheorem 1. 
We will prove the second equalities; namely, 
(P)AuxPDA(logspace, poly-time) = Diff, (#SAC’ ) 
(P + N)AuxPDA( logspace, poly-time) = PSPACE 
(1) 
(2) 
We first prove (1). As to the inclusion of (P)AuxPDA(logspace,poly-time) in 
Diff, (#SAC’ ), for each polynomial-time logspace p-auxpda we build two polynomial- 
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time logspace n-auxpda’s so that the acceptance probability of the p-pda is > l/2 if and 
only if the difference between the numbers of accepting paths of the two n-auxpda’s is 
> 0. Note that each polynomial-time logspace p-auxpda P can be modified (by adding 
some extra states and some extra space) into a p-auxpda P’ that makes probabilisti- 
tally branches at each step and all its paths have the same length. So, we have only 
to define A41 (Mz) to be an n-auxpda that simulates probabilistic choices of P’ and 
accepts if and only if P’ accepts (rejects). 
As to the the inclusion of Diff ,(#SAC’) in (P)AuxPDA(logspace,poly-time), for 
any two n-auxpda’s, we build complete (and of equal length) computation trees so that 
the number of accepting computations is preserved and each rejecting configuration in 
the initial n-auxpda’s branches into two complete subtrees of equal size (one accepting 
and the other rejecting on any path). Additionally, the second n-auxpda has its final 
configurations complemented. By replacing the nondeterministic states by probabilistic 
states we obtain two p-auxpda’s. The p-auxpda we are looking for, probabilistically 
chooses to simulate one of these two p-auxpda’s. 
Next we prove (2). This equality follows from three inclusions: 
PSPACE 2 (A)AuxPDA(logspace, poly-time) (3) 
(A)AuxPDA(logspace, poly-time) 5 (P + N)AuxPDA(logspace, poly-time) 
(4) 
(P + N)AuxPDA(logspace, poly-time) s PSPACE (5) 
Jeerer and Kirsig proved (3) in [13]. For completeness, we include a proof, which is 
more direct than the original proof in [ 131. 
Recall that PSPACE = ALT(poly-time) [3]. Thus it suffices to show that 
ALT(poly-time) s (A)AuxPDA(logspace, poly-time). 
To prove this we adapt a technique from [ 151, which was used to show that 
(A)AuxPDA(logspace) = ALT(poly-space). Below we give a sketch of the proof. 
For any polynomial-time alternating Turing machine A4 processing an input string, a 
polynomial-time logspace a-auxpda N guesses and pushes in its stack polynomially 
many consecutive configurations of M. If it reaches an accepting configuration of M 
then N accepts. In parallel, using universal branches, N checks if the subsequences 
of configurations from the stack are valid, by popping the stack and performing local 
checks. As in [ 151, N uses universal branches to simulate the universal moves of the 
simulated Turing machine, and also to check whether the sequence of configurations 
from the stack is valid. 
The auxiliary space of N is used to count the polynomially many configurations 
guessed and pushed in the stack, and to locate particular bits during the local check. 
(Note that all the configurations of M have at most polynomially many bits.) If a 
local check fails, then N rejects the input. The running time of N is approximately the 
running time of M, which is polynomial. 
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As to (4), we adapt a standard technique for proving NP 5 PP. Suppose we have 
a logspace a-auxpda It4 with running time less than d, for any long enough length-n 
input string x. We build a logspace (p + n)-auxpda N that at the beginning of its 
computation tosses nk fair coins and accepts if the outcome is “all heads”, an event 
that occurs with probability l/2”‘. (Logarithmic space is enough to count these coin 
tosses.) If the event does not occur, i.e., with probability 1 - 1/2”1, N simulates M as 
follows: N has similar states and transitions as M, with the following differences: the 
universal states of M are replaced in N by probabilistic states, and when M enters 
an accepting configuration then N accepts or rejects with probability 112. When M 
enters a rejecting configuration then N reject with probability 1. Note that if there is 
a rejecting path of N, it has a length smaller than nk, and the rejection probability 
of this paths is > 1/2”k. It follows that the “small probability” acceptance procedure 
from the beginning of the computation of N does not change the acceptance verdict. 
It is not hard to see that M accepts if and only if N accepts. The running time of N 
is approximately the running time of M, which is polynomial. 
The relation (5) follows by combining (a) the equality between games against na- 
ture and PSPACE by Papadimitriou [19], and (b) the observation that the logspace 
polynomial-time auxpda’s are a special kind of the polynomial-time Turing machines, 
so the class (P + N)AuxPDA(logspace, poly-time) is included in polynomial-time games 
against nature. Cl 
Proof of Lemma 1 For completeness we give a proof of this lemma. Also this is 
useful since in the proof of Theorem 3 we use the simulation from the proof and not 
the result itself. 
Let M be a deterministic logspace auxiliary pushdown automaton. To count 2”’ 
steps, M pushes in the stack nk 1 ‘s. Note that M can count nk using logarithmic 
space. The string from the stack encodes the number 2*’ - 1, with the least significant 
digit located at the top of the stack. Next, M decrements the number from the stack, 
using logarithmic space, as follows: Suppose that the stack contains at its top h O’s 
followed by a 1, where h < nk. To decrement the number from the stack, M pops the 
stack until it gets the first 1 (i.e., it pops h O’s), storing h in the logarithmic space. 
Next, M replaces the 1 from the top of the stack with an 0, and pushes in the stack 
h 1 ‘s. M stops when all the symbols in the stack are 0’s. 0 
Proof of Theorem 3. Ladner et al. [15] showed that EXP = (A)AuxPDA(logspace, 
poly-time). Thus it suffices to prove 
(A)AuxPDA(logspace, exp-time) 
5 (P + N)AuxPDA(logspace, exp-time) and 
(A)AuxPDA(logspace, exp-time) 
(6) 
s Bounded(P + N)AuxPDA(logspace, double-exp-time). (7) 
The inclusion (6) resembles (4). However, the proof for (4) does not seem applica- 
ble since, in our case, the running time of the simulated device is exponential, and 
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apparently, the simulating device does not have enough space to count coin tosses 
and to generate very low probability events. This difficulty is overcome by using the 
method from the proof of Theorem 2 combined with the technique from the proof of 
Lemma 1. More precisely, for each a-auxpda M, processing a long enough length-n 
input string x in time less than 2”k, we build an equivalent (p + n)-auxpda N that has 
“similar” states and simulate “closely” the computation of M on X, as follows: at the 
beginning of the simulation, N tosses 2”” fair coins using the technique from Lemma 1 
(where p > k), and accepts x if the outcome is “all heads”, an event that occurs with 
probability 1/22”P. If this event does not occur, then N simulates the computation of 
M on x, as in the proof of Theorem 2. 
In order to establish the second relation, we combine the standard technique to 
prove that NL 5 RPL [9] (or ALT(logspace) 5 AM(logspace) [5]) with the counting 
technique from the proof of Lemma 1 and we obtain the simulation presented next. 
(The analysis of this simulation is similar to the one from [9], so we omit it.) For 
each automaton M, processing a long enough length-n input string x in time less than 
2”k, we build the following equivalent bounded-error (p + n)-auxpda B that operates 
in double-exponential time: 
l Corresponding to the nondeterministic states of M, B has nondeterministic states (so 
existential branches in M are replaced by existential branches in B). 
l Corresponding to the universal states of M, B has probabilistic states (so universal 
branches in A4 are replaced by probabilistic branches in B). 
l When M reaches an accepting state, then B tosses a fair coin 2”’ times using the 
counting technique from Lemma 1 (where p > k), and accepts if tosses are all 
heads. If not, B restarts the simulation of M from the very beginning. 
l When M enters a rejecting state, then B rejects. 
The crucial effect of B’s computation is to drastically decrease the weights of M’s 
accepting paths, leaving the weights of the rejecting paths essentially unmodified. Sup- 
pose that M accepts x. Then there exists a strategy in which all paths are accepting, 
so B will accept x. Suppose that M rejects x. As the computation tree of M has height 
less than 2”& and the number of paths is less than 22nk we note that, between two con- 
secutive “simulation rounds”, the weight of a rejecting path of B is greater than 1/22”k, 
which is greater than 22”k /22”p, which is greater than the weights of all the accepting 
paths. By the definition of B, B halts with probability 1, so B rejects x. It follows that 
M and B are equivalent (in the sense that they recognize the same language) and the 
computation time of B is double-exponential. 0 
5. Discussion and open problems 
This article investigates properties of probabilistic and “probabilistic plus nondeter- 
ministic” auxiliary pushdown automata. We show that probabilistic pushdown automata 
are less powerful than “probabilistic plus nondeterministic” pushdown automata (The- 
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orem 1). We provide complete characterizations (in terms of well-known complexity 
classes) for the classes of languages recognized by polynomial time-bounded, logarith- 
mic space-bounded auxiliary pushdown automata with probabilistic and respectively 
both probabilistic and nondeterministic states (Theorem 2). We also provide lower 
bounds for the classes of languages recognized by these automata with unlimited run- 
ning time (Theorem 3). MetaTheorems l-3 present a general frame integrating some 
of our results with old results. To prove our results we use known techniques combined 
in new ways. We have not obtained efficient upper bounds for the classes of languages 
recognized by the auxiliary pushdown automata from Theorem 3. We leave this as an 
open problem. An interesting result pointed out in this article is that differences between 
pairs of classes such as P and PSPACE, NL and SAC’, PL and Diff ,(#SAC’ ) could 
be seen as having a similar nature. In natural models of computation each of these 
differences is characterized as the difference between the number of stack symbols used 
by the corresponding computational model; that is, whether the stack alphabet contains 
one versus two distinct symbols (Remarks 1 and 2). 
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