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ABSTRACT
We present basic data and modeling for a survey of the cool, photo-ionized Circum-Galactic Medium (CGM)
of low-redshift galaxies using far-UV QSO absorption line probes. This survey consists of “targeted” and
“serendipitous” CGM subsamples, originally described in Stocke et al. (2013, Paper 1). The targeted sub-
sample probes low-luminosity, late-type galaxies at z < 0.02 with small impact parameters (〈ρ〉 = 71 kpc),
and the serendipitous subsample probes higher luminosity galaxies at z . 0.2 with larger impact parameters
(〈ρ〉 = 222 kpc). HST and FUSE UV spectroscopy of the absorbers and basic data for the associated galax-
ies, derived from ground-based imaging and spectroscopy, are presented. We find broad agreement with the
COS-Halos results, but our sample shows no evidence for changing ionization parameter or hydrogen density
with distance from the CGM host galaxy, probably because the COS-Halos survey probes the CGM at smaller
impact parameters. We find at least two passive galaxies with H I and metal-line absorption, confirming the
intriguing COS-Halos result that galaxies sometimes have cool gas halos despite no on-going star formation.
Using a new methodology for fitting H I absorption complexes, we confirm the CGM cool gas mass of Pa-
per 1, but this value is significantly smaller than found by the COS-Halos survey. We trace much of this
difference to the specific values of the low-z meta-galactic ionization rate assumed. After accounting for this
difference, a best-value for the CGM cool gas mass is found by combining the results of both surveys to obtain
log (M/M) = 10.5± 0.3, or ∼ 30% of the total baryon reservoir of an L ≥ L∗, star-forming galaxy.
Keywords: galaxies: dwarf — galaxies: groups: general — galaxies: halos — galaxies: spiral — intergalactic
medium — quasars: absorption lines
1. INTRODUCTION
A detailed knowledge of the Circumgalactic Medium
(CGM; a.k.a gaseous galaxy halo) is necessary for any
detailed understanding of galaxy formation and evolution.
While significant advances have been made to detect and
characterize the CGM at high-z (e.g., Steidel 1995; Adel-
berger et al. 2005; Rudie et al. 2013), the advent of low red-
shift studies using the ultraviolet spectrographs of the Hubble
Space Telescope (HST) has proven critical to recent advances
in the field (Tripp, Lu, & Savage 1998; Penton, Stocke, &
Shull 2004; Tumlinson et al. 2011; Prochaska et al. 2011a;
Stocke et al. 2013; Werk et al. 2013; Lehner et al. 2015;
Bowen et al. 2016; Werk et al. 2016), including the recog-
nition that the CGM likely contains a comparable number
of baryons as found in all the stars and gas in the disks of
late-type galaxies (Tumlinson et al. 2011; Stocke et al. 2013;
Werk et al. 2014). The theoretical case for the importance of
a massive CGM is demonstrated by the continuing high star
formation rate (SFR) in spiral galaxies (Binney & Tremaine
1987; Chomiuk & Povich 2011), the detailed metallicity his-
tory of galaxies (e.g., the “G dwarf problem”; Larson 1972;
Binney & Tremaine 1987; Chiappini, Matteucci & Romano
2001), and the substantial deficiency of detected baryons in
spiral galaxies relative to the cosmic ratio of baryons to dark
matter (e.g., McGaugh et al. 2000; Klypin et al. 2001). Each
of these observational problems requires a CGM baryonic
mass at least as great as the total amount in the galaxy’s disk.
While the emission measure of this gas is too low to pro-
vide direct imaging detections at the present time (although
see Donahue, Aldering, & Stocke 1995; Martin et al. 2015;
Fumagalli et al. 2017), it is possible to use background, UV-
bright AGN to detect and probe the full extent of the CGM
in absorption in both the Milky Way and in other galaxies.
In our own Galaxy’s halo, the discovery of highly-ionized
high-velocity-clouds (HVCs) (Sembach et al. 1995, 2003;
Collins, Shull, & Giroux 2004) using UV spectroscopy of
metal ions such as Si III, C IV, and O VI has revealed a much
larger reservoir of infalling gas (Shull et al. 2009; Collins,
Shull, & Giroux 2009) than the H I 21-cm HVCs. But only
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in some cases (Lehner & Howk 2011) can the distance to
these highly-ionized HVCs be determined, allowing their to-
tal mass to be estimated. Nevertheless, the mass infall rate
(∼ 1 M yr−1) estimated by Shull et al. (2009) is sufficient
to fuel much of the on-going Milky Way SFR (2-4M yr−1;
Diehl et al. 2006; Robitaille & Whitney 2010; Shull et al.
2011). The detection of high-covering-factor, photo-ionized
gas clouds in the CGM of low-z star-forming galaxies (Werk
et al. 2014; Stocke et al. 2013) suggests that galactic “foun-
tains” of recycling gas (i.e., what has come to be called the
“baryon cycle”), together with lower metallicity gas from
extra-galactic sources (e.g., dwarf galaxy satellites; Stocke
et al. 2013, or the Inter-Galactic Medium; IGM; Bowen et al.
2016), is essential for the continued high star formation rate
in late-type galaxies. The possibility that these cool1, photo-
ionized clouds are embedded in a hotter (T ∼ 106 K), more
massive diffuse gas also has been postulated based on high
signal-to-noise (S/N) O VI and Lyα absorption-line detec-
tions (Stocke et al. 2014; Pachat et al. 2016).
In this paper we present the basic data used for a recent
CGM study (Stocke et al. 2013, Paper 1 hereafter). These
data include far-UV spectroscopy obtained withHST’s Space
Telescope Imaging Spectrograph (STIS) and Cosmic Origins
Spectrograph (COS), which were used to probe the CGM
of low redshift galaxies using both “serendipitous” and “tar-
geted” observations. While we measure and catalog high ion-
ization lines like the N V and O VI doublets, these absorp-
tions are not used in our analysis herein; detailed discussion
of O VI in particular can be found in Savage et al. (2014),
Stocke et al. (2014), and Werk et al. (2016).
Deep Hα imaging and/or long-slit spectroscopy of the
targeted and serendipitous galaxies is also presented, and
used to obtain the on-going (≤ 107 yr) star formation rates
(SFR). Near-UV photometry of these same galaxies using
the Galaxy Evolution Explorer (GALEX) satellite provides
a more comprehensive, recent SFR over a longer time frame
(∼ 108 yr), and is presented where available. Galaxy metal-
licities have been estimated using H II region emission lines
and/or Lick absorption-line indices.
The ultraviolet spectroscopy presented herein forms the
basis for many of the conclusions drawn by Paper 1, includ-
ing the Lyα covering factors (approaching 100% inside the
nearest galaxy’s virial radius) as well as cloud thicknesses
(0.1 to 30 kpc) and masses (10-108 M range). A more re-
cent study (Davis et al. 2015) of common absorptions along
adjacent sight lines through a foreground galaxy halo con-
firms large sizes and masses for at least some CGM absorb-
ing clouds. The size, mass and pressure results presented
in Paper 1 were obtained using homogeneous, single-phase
CLOUDY photo-ionization models (Ferland et al. 1998);
these models are also presented and updated herein.
1 The temperature nomenclature followed in this paper is that routinely
used in recent observational and theoretical papers on the CGM; i.e., “cool”
refers to T ∼ 104 K absorbers in photo-ionization equilibrium, “warm”
refers to collisionally ionized absorbers at T ∼ 105-106.5 K and “hot” gas
is at T > 106.5 K. Thus, the warm gas referenced in Galactic studies of the
interstellar medium is termed “cool” herein.
Section 2 contains a brief rediscussion of the target selec-
tion and the data analysis procedure for the COS, STIS and
FUSE spectra. Since both these topics have been covered in
depth in Paper 1, Danforth et al. (2016), Tilton et al. (2012)
and Keeney et al. (2014), the discussion herein will be largely
a summary of the description in those previous papers. Sec-
tion 3 presents the COS spectroscopy of the absorption sys-
tems used in this study. Section 4 presents the basic galaxy
data obtained for both samples using ground-based imaging
and spectroscopy, primarily obtained at the Apache Point
Observatory’s 3.5m telescope (APO hereafter) operated by
the Astrophysical Research Corporation (ARC), as well as
SDSS galaxy survey data obtained publicly through DR12
(Alam et al. 2015). Our photo-ionization models are pre-
sented in Section 5, and Section 6 presents an updated cool
CGM gas mass calculation that conrms the results of Paper 1,
along with a comparison to similar calculations made using
the COS-Halos results (Werk et al. 2014; Stern et al. 2016;
Prochaska et al. 2017). The discussion of results in Sec-
tion 7 includes absorber/galaxy correlations based on basic
observables, including statistics of metal-bearing and metal-
free absorbers, absorber kinematics relative to the associated
galaxy, and absorber/galaxy metallicity and star formation
rate comparisons. Section 7 also includes investigations into
the robustness of the galaxy associations and whether early-
type galaxies are associated with low-z Lyα absorption. Sec-
tion 8 summarizes the findings of this paper. The Appendices
contain comments on individual absorption-line fits, galaxy
measurements, and photo-ionization models (Appendix A),
as well as the ground-based images of targeted and serendip-
itous galaxies (Appendix B).
Throughout this paper, we assume WMAP9 values (Hin-
shaw et al. 2013) of the standard cosmological parameters:
H0 = 69.7 km s
−1 Mpc−1, ΩΛ = 0.718, and Ωm = 0.282.
2. SAMPLE SELECTION
The philosophy behind the sample selection for the COS
Science Team (hereafter called Guaranteed Time Observers,
or GTOs) QSO/galaxy pairs program was to select very low-
redshift (z ≤ 0.02), low-luminosity spiral and irregular fore-
ground galaxies at low impact parameters (ρ ≤ 1.5 Rvir) to
bright (V ≤ 17.5) background QSOs, chosen from a large list
of potential targets. The COS GTO Team then conducted a
modest-sized COS survey of the CGM of these very nearby,
late-type galaxies (10 sight lines and 12 foreground galaxy
CGMs probed) by observing these bright QSOs across the
full HST far-UV band (1150–1700A˚). Target QSOs were se-
lected so that a peak signal-to-noise ratio (S/N) ∼ 15-20
per resolution element of 17 km s−1 could be obtained in 5
or fewer orbits. For each target, both G130M and G160M
exposures were obtained (see Table 1 in Paper 1 for the ob-
serving log).
For this targeted sample, we have intentionally chosen
galaxies with a range of luminosities (< 0.01L∗ to L∗) and
morphologies (massive spirals to dwarf irregulars, includ-
ing star-bursting systems, passive dwarfs and low-surface-
brightness galaxies) in order to probe the CGM of a vari-
ety of late-type galaxies. Although the sample has limited
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size, it was nevertheless constructed with the goal of char-
acterizing the CGM of a wide range of late-type galaxies
for input into models of galactic evolution. Most targeted
QSO/galaxy pairs are single-QSO sight lines probing single-
galaxy CGMs. However, one galaxy is probed by three sight
lines (Keeney et al. 2013), and one of these three QSO sight
lines probes two different galaxies at two distinct redshifts.
Furthermore, two adjacent sight lines (1ES 1028+511 and
1SAX J1032.3+5051) were chosen to probe transverse cloud
sizes in the CGM of two low-luminosity galaxies. All of
these constraints provide a unique, although modest-sized
sample for CGM studies. The expansion of the COS-Halos
effort to target QSO/dwarf galaxy pairs (“COS-Dwarfs”;
Bordoloi et al. 2014) now provides CGM data for a second
sample with a similar range of galaxy luminosities but differ-
ent selection methods to this sample.
Table 1 presents the targeted sample with the following
basic information by column: (1) the QSO sight line name;
(2) the associated galaxy name; (3) the absorber velocity or
velocities associated with the tabulated galaxy, in km s−1;
(4) the instrument(s) used for the absorber detections; (5)
the galaxy’s recession velocity (czgal), in km s−1; (6) the
rest-frame g-band galaxy luminosity in L∗ units (we adopt
M∗g = −20.3, the value of Montero-Dorta & Prada (2009)
at h = 0.7); (7) the impact parameter (ρ), in kpc; (8) the
virial radius (Rvir), in kpc; (9) the ratio of impact param-
eter to Rvir; (10) the ratio of the impact parameter of the
tabulated galaxy to that of the next-nearest galaxy (ηρ ≡
ρng/ρnng); (11) the ratio of the normalized impact param-
eter (in virial radii) of the tabulated galaxy to that of the
next-nearest galaxy (ηvir ≡ (ρ/Rvir)ng/(ρ/Rvir)nng); and (12)
the ratio of normalized galaxy-absorber velocity difference
of the tabulated galaxy to that of the next-nearest galaxy
(η∆v ≡ (|∆v|/vesc)ng/(|∆v|/vesc)nng). The absorption veloc-
ity used in the ∆v calculation for column 12 is the weighted
mean of the measured Lyα component velocities, where the
weights are set equal to the H I column density of each com-
ponent. Furthermore, a minimum |∆v| of 15 km s−1 is as-
sumed when calculating η∆v; this value is the uncertainty in
the absolute wavelength calibration of the HST/COS G130M
and G160M gratings (Green et al. 2012).
An entry in columns 10, 11 or 12 that is significantly> 1.0
suggests that an alternative association with another nearby
galaxy is possible. See Section A.2 of the Appendix for dis-
cussion of individual cases, and Section 7.2 for a general dis-
cussion of the question of association.
The derivation of virial radius (column 8) from the optical
luminosity (column 6) is based on the abundance-matching
process of Paper 1 (see their Section 3.1 for a detailed discus-
sion); while Paper 1 explored several possible derivations of
halo mass from galaxy luminosity, in this paper the “hybrid”
prescription was adopted. Because the galaxy luminosities in
column 6 are derived from rest-frame g-band magnitudes (or
estimates) rather than B-band they differ slightly from those
in Paper 1, as do the correspondingly updated halo masses
and virial radii.
To enlarge the sample over a wider range of galaxy prop-
erties, we utilized serendipitous foreground galaxies along
archival STIS sight lines to provide information on more lu-
minous galaxies out to z ≤ 0.2 over similar impact param-
eters to the targeted sample. Out of the entire suite of STIS
medium-resolution echelle spectroscopy, there are 16 sight
lines that probe the extended CGM of 35 low-z galaxies,
each with a detected system of absorption lines (see Danforth
et al. 2016, for a definition of “systems of absorbers”). Many
of these STIS targets are among the brightest QSOs, so that
FUSE far-UV spectroscopy is available for many of them. At
these low redshifts, FUSE data probes O VI and C III metal
lines and Lyβ, and often higher Lyman lines, that are used to
determine more accurate NH I values for partially-saturated
Lyα lines (see Section 3). Many of these same bright targets
were also re-observed with COS as part of the GTO program
(see Savage et al. 2014).
For the serendipitous sample, we set a limit on the impact
parameter in units of the virial radius of ρ/Rvir < 2.0 and a
limit on the relative velocity of the absorber to the galaxy
of |∆v| < 400 km s−1. Note that Paper 1 defined both
“serendipitous” and “alternate” samples of galaxies that were
within |∆v| < 400 km s−1 of an absorber and ρ/Rvir < 1.5
of the QSO sight line using different virial radius defini-
tions (see Section 4 and Tables 3 and 4 of Paper 1). A
slightly larger range of impact parameters is adopted here
to explore more thoroughly whether the absorbers can be
associated with individual galaxies (see Section 7.2). We
have merged objects from both of these samples into a sin-
gle “serendipitous” sample with a larger virial radius cut-
off to accommodate the updated galaxy luminosities, virial
radii, etc. This allows us to keep all but four of the absorber-
galaxy associations initially listed in the combined “serendip-
itous”+“alternate” samples of Paper 1. The QSO/galaxy
systems that are no longer included in our analysis are
PKS 0405–123 / 2MASX J04080654–1212494 (the only one
from the original serendipitous sample now excluded),
PKS 2155–304 / ESO 466–32, PKS 2155–304 / J215846.5–
301738, and Ton 28 / UGCA 201; none of these systems have
associated metal lines. The exclusion of these QSO/galaxy
pairs from this study does not preclude their potential physi-
cal association since the CGM/IGM boundary doesn’t appear
to be identifiable observationally (see Figure 7 of Paper 1).
The sight lines used to define our serendipitous absorber
sample are presented in Danforth & Shull (2008, see also
Tilton et al. 2012), which includes very bright FUV targets
possessing both high resolution 7 km s−1, moderate S/N ∼
5-15 STIS E140M spectra and also FUSE∼ 20 km s−1 FUV
spectra. Serendipitous absorbers have higher Lyman-series
lines as well as the O VI doublet lines falling within the
higher sensitivity regions of the FUSE detector, providing de-
tections at logNO VI ≥ 13.2 (Danforth & Shull 2005; Stocke
et al. 2006) when there are no obscuring Galactic absorption
lines. In the current study we have used only those ∼ 500
Lyα absorbers with logNH I ≥ 13.0 (Wλ ≥ 54 mA˚) —
an equivalent width detectable in all STIS spectra (Danforth
& Shull 2008). The basic data for these “absorber-selected”
galaxies are given in Table 2, which duplicates the informa-
tion given for the targeted sample in Table 1.
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Figure 1. Top: The distribution of targeted and serendipitous galax-
ies in impact parameter to the QSO sight line (ρ) and rest-frame g-
band luminosity (Lgal). The targeted galaxies tend to have lower
luminosities and smaller impact parameters. Gray squares show
the distribution of COS-Halos galaxies, and gray diamonds show
the distribution of COS-Dwarfs galaxies. Bottom: Same as the top
panel, except the impact parameter has been normalized by the virial
radius of the nearest galaxy. The targeted and serendipitous galax-
ies are probed by the QSO sight lines over a similar range of virial
radii, but the targeted galaxies are probed primarily at ρ < Rvir.
2.1. Comparison with COS-Halos and COS-Dwarfs
The CGM sample in the present study has many similari-
ties with the COS-Halos (Tumlinson et al. 2011, 2013) and
COS-Dwarfs (Bordoloi et al. 2014) surveys, but also im-
portant differences. Here, we compare the general proper-
ties of our targeted and serendipitous subsamples with those
of COS-Halos and COS-Dwarfs. However, comparisons of
specific measurements and derivations can also be found
throughout the manuscript when appropriate, particularly in
Sections 5.4 and 6.1.
The survey design for COS-Halos and COS-Dwarfs is sim-
ilar to that for our targeted subsample. All examine close
QSO-galaxy associations (ρ . 160 kpc; see top panel of Fig-
ure 1), with COS-Halos focusing on L & 0.1L∗ galaxies
and COS-Dwarfs focusing on L . 0.1L∗ galaxies. Our tar-
geted subsample probes galaxies at similar impact parame-
ters over nearly the full range of luminosity of the combined
COS-Halos and COS-Dwarfs samples. However, the sim-
ilarity in the distribution of basic observables breaks down
when the impact parameter is normalized by the virial radius
of the nearest galaxy, as shown in the bottom panel of Fig-
ure 1. In this view it is clear that the COS-Halos galaxies are
all probed at ρ . 1/2Rvir and the COS-Dwarfs galaxies are
generally probed at ρ . Rvir, whereas our targeted galaxies
are probed at 1/2Rvir . ρ . 2Rvir. Further, even though our
Figure 2. A comparison of the stellar mass (M∗) and specific star
formation rate (sSFR) of the targeted and serendipitous galaxies
with those of the COS-Halos and COS-Dwarfs samples. Our sam-
ple includes several galaxies (both targeted and serendipitous) that
are less massive than any COS-Dwarfs galaxy.
serendipitous galaxies were not targeted in the same way as
the other surveys, when combined with our targeted galaxies
they form a rather complementary sample to the COS-Halos
and COS-Dwarfs galaxies in this parameter space.
However, despite these similarities in targeted survey de-
sign, the COS-Halos galaxies in particular were chosen to
be rather isolated so that, in standard theoretical terminol-
ogy, they would be classified as dominant or “central” halos.
Our targeted and serendipitous samples are much more het-
erogeneous, with QSOs probing the CGM of spirals and ir-
regular galaxies spanning a wide range in luminosity. None
of the targeted or nearest serendipitous galaxies were chosen
specifically to be isolated or to be “central” halos.
Figure 2 compares the stellar masses and specific star for-
mation rates of the targeted and serendipitous galaxies with
the galaxies studied by COS-Halos and COS-Dwarfs. We
discuss our methods for deriving stellar masses and spe-
cific star formation rates for the targeted and serendipitous
galaxies in Section 4, but present Figure 2 now to demon-
strate that the targeted and serendipitous samples include a
few associated galaxies an order of magnitude less massive
than any studied with COS-Dwarfs. However, only a few
passive galaxies are included in this sample, compared to
the substantial number targeted by COS-Halos. Disregard-
ing the passive galaxies for the moment, both this sample
and the COS-Halos and COS-Dwarfs samples show a re-
markable constancy of sSFR over 4 decades of stellar mass.
While most of the targeted and serendipitous galaxies in Fig-
ure 2 align well with the star-forming galaxies studied by
COS-Halos and COS-Dwarfs, there are only four early-type
serendipitous galaxies that overlap with the passive COS-
Halos and COS-Dwarfs galaxies. We did not target passive
galaxies specifically; this is another difference between the
current survey and the COS-Halos/Dwarfs studies. However,
there could be late-type galaxies that are good alternative
identifications for galaxies associated with these absorbers
(as postulated in Paper 1); this situation will be reviewed in
detail in Section 7.2.1. As shown in Paper 1 (see their Fig-
ure 6), the position angle distribution of absorber locations
relative to the associated galaxy’s disk is reasonably isotropic
(see Section 7.1), although we did not specifically select our
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Figure 3. Total H I column density, NH I, in the CGM as a function
of normalized impact parameter for the targeted and serendipitous
galaxies, compared with measurements from COS-Halos (Werk
et al. 2014). All of the measurements are consistent with a sin-
gle power-law fit (dashed line), which is described in detail in Sec-
tion 5.4.
sample using that as a criterion.
While the current sample does not lack in close
QSO/galaxy pairs (see Figure 1), COS-Halos has many more
probes through the close-in CGM where most of the cool gas
mass is concentrated (Werk et al. 2014, and Paper 1), allow-
ing the COS-Halos studies to better determine physical con-
ditions in the region at ρ ≤ 1/2Rvir. Remarkably, however,
when the COS-Halos measurements of total CGM H I col-
umn density, NH I, are plotted next to the values measured
for this sample as a function of ρ/Rvir as in Figure 3, they
are found to be consistent with a common power-law dis-
tribution (dashed line in Figure 3)2. Thus, there seems to
be broad agreement between our measurements and those of
COS-Halos on basic observables despite the different ranges
of galaxy luminosity and impact parameter probed by these
samples.
Unfortunately, this agreement does not generally extend to
derived quantities. The difference in the range of impact pa-
rameters probed by this study compared to COS-Halos can be
at least partially responsible for different trends with radius;
e.g., whereas the photo-ionization modeling of Werk et al.
(2014) found correlations of ionization parameter and pres-
sure with normalized impact parameter, this study does not
find such correlations in the current dataset (see Sections 5
and 7.1). It is possible that the more diverse galaxy selection
is a factor in this difference; i.e., the targeted and serendipi-
tous galaxies in this study are often not the gravitational cen-
ter of their circumgalactic environment, whereas the COS-
Halos galaxies have a much better claim to being “central”
halos, at the gravitational center of the region. Operationally,
this means that the impact parameters in this study may not
be the most appropriate indicator of distance from the lo-
cal gravitational center to which the CGM clouds find them-
selves responding. For example, if the internal cloud pres-
sures are at least partially due to the external pressure of a
surrounding hot medium, it is distance from the physical cen-
2 The H I column density measurements for the targeted and serendipitous
samples are described in Section 3 and the power-law fit in Section 7.1.
troid of that surrounding medium that should be the reference
point from which to determine physical quantities. Given
their luminous and isolated selection criteria, the COS-Halos
galaxies are likely to be a much closer match to that “local”
physical centroid than the targeted and serendipitous galaxies
in the present sample.
A major difference in inferred CGM properties between
our analysis and that of the COS-Halos team is in the total
mass of the cool CGM (see Werk et al. 2014; Stern et al.
2016; Prochaska et al. 2017, and Section 6.1); our total mass
estimate is a factor of∼ 6 lower than the latest estimate from
Prochaska et al. (2017). While there are significant differ-
ences in associated galaxy properties and absorber impact pa-
rameters as detailed above, a large portion of the difference
between these values is attributable to the different choice
of meta-galactic ionizing UV radiation field employed in the
photo-ionization modeling. COS-Halos uses the higher in-
tensity Haardt & Madau (2001) radiation field, while we use
the lower Haardt & Madau (2012) spectrum. We quantify
the difference this makes on the CGM cool mass calculation
in Section 6.1, and use both surveys to derive a new, best
estimate for the CGM cool gas mass somewhat higher than
found in Paper 1 and lower than the COS-Halos values.
3. HST AND FUSE UV SPECTROSCOPY
In this Section we present the COS, STIS and FUSE spec-
tra of the absorbers associated with both the targeted and
the serendipitously detected galaxy halos. The COS spec-
troscopy of many of these targets was described in detail in
Danforth et al. (2016), including specifics of the data han-
dling (e.g., flux and wavelength calibrations, absorber identi-
fications) and basic observables such as equivalent widths.
A detailed discussion of the error analysis of these mea-
surements can be found in Keeney et al. (2013). The STIS
(E140M data only) and FUSE spectroscopy were described
in detail in Tilton et al. (2012). Only one of the targeted sight
lines (PG 0832+251) was observed with FUSE, but many of
the serendipitous sight lines were. Because the COS spectra
have significantly higher S/N compared to the STIS data for
these serendipitous sight lines, we have used the COS spectra
where they exist. Since most of the STIS targets are among
the brightest QSOs in the sky, several have been reobserved
using COS, including in the GTO program of bright targets
reported in Savage et al. (2014) and Danforth et al. (2016).
Fig. Set 4. Absorption Line Fits
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4.1: 1ES 1028+511 absorbers at czabs = 728 & 967 km s−1 (Systems 1 & 2).
4.2: 1SAX J1032.3+5051 absorber at czabs = 704 km s−1 (System 3).
Figure 4. Absorption line fits for H I and associated metal lines detected by COS, STIS or FUSE for all absorbers listed in Table 3. The species
name and the provenance of the spectrum are labeled in each individual panel. Dotted vertical lines show Lyα component velocities and dashed
vertical lines with gray shaded areas show the nearest galaxy velocity and 1σ uncertainty; the luminosity of this nearest galaxy and its impact
parameter from the QSO sight line are also labeled. The horizontal dotted line shows the continuum fit, dotted red lines show Voigt profile fits
to individual velocity components, and the solid red line shows the total fit to all components. When absorption is confused by the presence of
gas at another redshift, the relevant portion of the spectrum is still shown but not fit by a Voigt profile. The complete figure set (45 images) is
available in the online journal.
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Table 3. Multi-Component Absorption Line Fits
System Sight Line Ion czabs b logN Comments
# (km s−1) (km s−1) (N in cm−2)
(1) (2) (3) (4) (5) (6) (7)
1 1ES 1028+511 H I 728 27.3± 5.9 13.30± 0.06 Voigt profile fit to Lyα
2 1ES 1028+511 H I 967 21.8± 2.5 14.30± 0.15 Voigt profile fit to Lyα
C IV 954 12.3± 6.6 13.34± 0.10 Simultaneous fit to doublet
3 1SAX J1032.3+5051 H I 704 29.6± 13.1 13.08± 0.27 Voigt profile fit to Lyα
4 FBQS J1010+3003 H I 1264 36.9± 11.9 13.27± 0.09 Voigt profile fit to Lyα
5 FBQS J1010+3003 H I 1380 36.8± 2.9 14.47± 0.08 Voigt profile fit to Lyα
6 HE 0435–5304 H I 1514 29.4± 3.7 13.80± 0.04 Voigt profile fit to Lyα
7 HE 0435–5304 H I 1647 67.5± 15.9 14.00± 0.11 BLA; Voigt profile fit to Lyα
8 HE 0435–5304 H I 1719 25.3± 11.8 13.49± 0.30 Voigt profile fit to Lyα
9 HE 0439–5254 H I 1581 5.6± 14.3 12.76± 0.24 Voigt profile fit to Lyα
NOTE—Table 3 is published in its entirety in machine-readable format. A portion is shown here for guidance regarding
its form and content.
In Figure 4 we show the associated H I and metal lines for
all the targeted and serendipitous absorbers in our sample.
The origin of the spectrum (COS, STIS or FUSE) for each
particular ion is indicated on the individual plots. The sight
lines and adopted Lyα velocity components are given in the
caption for each plot and the vertical dotted line shows the
adopted velocities. The horizontal dotted line shows the con-
tinuum fit (see Danforth et al. 2016). Voigt profile fits to in-
dividual velocity components are shown as dotted red lines,
and the total ensemble fit is shown as a solid red line; the
best-fit Voigt profile parameters are tabulated in Table 3. The
associated galaxy redshifts are indicated on the Lyα plots as
vertical dashed lines with a grey shaded area indicating the
1σ uncertainties on the galaxy’s redshift. The nearest galaxy
luminosity and its impact parameter to the QSO sight line
are also indicated. Ions in spectral regions not covered by the
FUV spectrographs due to the redshift of the absorber are not
shown. When the line is obscured or confused by the pres-
ence of a Galactic absorption line (e.g., the Galactic DLA) or
a strong absorption from gas at another redshift, the relevant
portion of the spectrum is still shown but not fit by a Voigt
profile. In some cases the associated metal lines do not line
up precisely with the H I lines (particularly the O VI dou-
blet) but the velocity offsets are quite small (< 30 km s−1)
once uncertainties in the absolute wavelength calibration of
the COS, STIS and FUSE data are accounted for. While the
higher ions, particularly the N V and O VI doublets, are mea-
sured and tabulated here, they are not used in this study of
the cool CGM.
Table 3 contains the following information about each ab-
sorber as follows by columns: (1) A running system ID
number, with absorption associated with our targeted sam-
ple having numbers < 100 and absorption associated with
our serendipitous sample having numbers > 100; (2) sight
line target name; (3) the ion being fit; (4) absorber veloc-
ity (km s−1); (5) Doppler b-value in km s−1 and 1σ errors;
(6) logN and 1σ errors; and (7) comments pertaining to the
fits to these absorptions. The presence of non-Poisson noise
in COS data requires assuming a b-value to set a rigorous
upper limit on equivalent width or column density (Keeney
et al. 2012); b-values with no uncertainties are those assumed
when calculating upper limits from COS data.
Since most of the serendipitous absorbers are found in the
spectra of very bright QSOs, there have been analyses made
of these same absorbers by other authors (see Section A.1 of
the Appendix for details). In general, these analyses are ei-
ther identical to within the quoted velocity and column den-
sity errors with what we show in Figure 4 and Table 3 or the
previous analyses suggest a more complicated set of com-
ponents to the more complex H I absorbers. These differ-
ences are to be expected when the lines (Lyα specifically)
are saturated. In general, these differences are not impor-
tant for the results we present here and those presented in
Paper 1 but do enter the CGM ensemble mass calculation
through a “shadowing” factor as well as the individual cloud
masses of the components (see Paper 1 and Section 6). In
some cases, whether the multiple-component fits to Lyα al-
low a very broad (b > 40 km s−1), probably collisionally-
ionized component (a broad Lyα absorber or BLA; Savage
et al. 2014) or not is an important detail (see also Stocke et al.
2014). The 28 BLAs in Table 3 are indicated with a comment
in column 7 and reproduced in Table 4 for convenience.
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Table 4. BLA Absorbers
System Sight Line Ion czabs b logN Comments
# (km s−1) (km s−1) (N in cm−2)
(1) (2) (3) (4) (5) (6) (7)
7 HE 0435–5304 H I 1647 67.5± 15.9 14.00± 0.11 BLA; Voigt profile fit to Lyα
11 HE 0439–5254 H I 1763 105.3± 56.7 13.49± 0.20 BLA; Voigt profile fit to Lyα
15 PG 0832+251 H I 5337 48.0 : 14.96 : BLA; Voigt profile fit to Lyα, cz fixed
C I 10 < 13.16
C II 5346 12.5± 4.5 13.59± 0.07 1334 A˚ line only
C IV 5327 20.5± 2.7 14.41± 0.07 Simultaneous fit to doublet
Si II < 12.71
Si III 5346 30.1± 11.0 12.98± 0.14
Si IV 5327 60.4± 43.9 13.24± 0.27 Simultaneous fit to doublet
O I 10 < 13.73
N V < 13.77 Upper limit from intervening line
Fe II 10 < 13.65
Fe III 10 < 14.17
19 PMN J1103–2329 H I 1194 48.6± 7.0 14.76± 0.16 BLA; Voigt profile fit to Lyα
C I 20 < 13.33
C II 20 < 13.22
C IV 1189 23.6± 1.8 14.27± 0.04 Simultaneous fit to doublet
Si II 20 < 12.26
Si III 1195 28.9± 0.5 12.95± 0.01
Si IV 1191 25.1± 4.8 13.01± 0.05 Simultaneous fit to doublet
N V 1201 52.5± 10.3 13.66± 0.06 Simultaneous fit to doublet
Fe II 20 < 13.84
20 RX J0439.6–5311 H I 1638 44.4± 30.7 13.87± 0.81 BLA; Voigt profile fit to Lyα
26 SBS 1122+594 H I 1221 44.8± 5.2 15.94± 0.47 BLA; Voigt profile fit to Lyα
C I 30 < 13.36
C II 1198 34.6± 7.1 13.80± 0.06 1334 A˚ line only
C IV 1194 39.6± 1.5 14.74± 0.03 Simultaneous fit to doublet
Si II 30 < 12.83
Si III 1215 46.3± 3.3 13.39± 0.03
Si IV 1208 39.9± 3.6 13.54± 0.03 Simultaneous fit to doublet
O I 30 < 13.88
N V 45 < 13.64
Fe II 30 < 13.82
103 3C 351 H I 3465 41.1± 4.8 13.47± 0.05 BLA; Voigt profile fit to Lyα
107 H 1821+643 H I 36339 46.5± 1.9 14.12± 0.03 BLA; simultaneous fit to Lyα+Lyβ
108 H 1821+643 H I 36439 74.0± 10.9 13.60± 0.10 BLA; simultaneous fit to Lyα+Lyβ
O VI 36415 50.3± 8.6 13.68± 0.13 1032 A˚ line only
112 Mrk 876 H I 923 48.1± 4.2 13.90± 0.10 BLA; Voigt profile fit to Lyα
O VI 932 25.0± 6.0 13.55± 0.08 Tilton et al. (2012)
117 PG 0953+414 H I 42907 53.1± 6.1 13.15± 0.04 BLA; simultaneous fit to Lyα-Lyγ
O VI 42873 11.8± 6.8 13.08± 0.09 Simultaneous fit to doublet
122 PG 1116+215 H I 41522 59.8± 5.7 13.78± 0.10 BLA; simultaneous fit to Lyα-Ly6
124 PG 1211+143 H I 2114 65.2± 3.9 13.45± 0.03 BLA; Voigt profile fit to Lyα
Table 4 continued
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Table 4 (continued)
System Sight Line Ion czabs b logN Comments
# (km s−1) (km s−1) (N in cm−2)
(1) (2) (3) (4) (5) (6) (7)
O VI < 13.87 Upper limit from intervening line
127 PG 1211+143 H I 15357 127.8± 9.0 14.18± 0.06 BLA; simultaneous fit to Lyα-Lyδ
134 PG 1216+069 H I 23880 63.3± 14.0 13.14± 0.07 BLA; Voigt profile fit to Lyα
136 PG 1216+069 H I 24141 42.3± 2.8 14.15± 0.02 BLA; Voigt profile fit to Lyα
145 PHL 1811 H I 15418 72.8± 5.1 13.65± 0.03 BLA; Voigt profile fit to Lyα
154 PHL 1811 H I 39795 60.9± 8.0 13.19± 0.04 BLA; simultaneous fit to Lyα-Lyδ
O VI 39826 22.4± 3.6 13.59± 0.04 Simultaneous fit to doublet
156 PHL 1811 H I 52914 41.7± 0.9 14.22± 0.03 BLA; simultaneous fit to Lyα-Ly5
O VI 52922 18.1± 2.2 14.11± 0.03 1038 A˚ line only
160 PKS 0312–770 H I 35813 41.0± 2.0 13.79± 0.02 BLA; Tilton et al. (2012)
162 PKS 0405–123 H I 28958 69.0± 3.0 13.93± 0.04 BLA; Savage et al. (2014)
O VI 28955 23.0± 6.0 13.70± 0.07 Savage et al. (2014)
165 PKS 0405–123 H I 45871 47.6± 0.8 13.72± 0.01 BLA; Voigt profile fit to Lyα
O VI 48 < 13.02
167 PKS 0405–123 H I 49910 54.0± 13.0 13.11± 0.16 BLA; Savage et al. (2014)
172 PKS 0405–123 H I 50158 41.0± 3.0 13.90± 0.08 BLA; Savage et al. (2014)
179 PKS 2155–304 H I 16965 52.3± 0.9 14.34± 0.01 BLA; Voigt profile fit to Lyα
180 PKS 2155–304 H I 17113 67.9± 1.7 14.08± 0.01 BLA; Voigt profile fit to Lyα
O VI 17149 24.3± 7.1 13.60± 0.09 1032 A˚ line only
182 PKS 2155–304 H I 31635 47.1± 2.3 13.98± 0.03 BLA; Voigt profile fit to Lyα
O VI 47 < 13.50
184 PKS 2155–304 H I 31754 43.2± 8.6 13.28± 0.12 BLA; Voigt profile fit to Lyα
O VI 43 < 13.48
Table 5. O VI Absorbers with No Associated H I
System Sight Line Ion czabs b logN Comments
# (km s−1) (km s−1) (N in cm−2)
(1) (2) (3) (4) (5) (6) (7)
155 PHL 1811 O VI 39930 33.2± 4.6 13.61± 0.04 No associated H I; simultaneous fit to doublet
166 PKS 0405–123 O VI 49780 56.0± 2.0 13.85± 0.01 No associated H I; Savage et al. (2014)
Additionally, there are two O VI-only absorbers (i.e., no
associated H I) that are demonstrably collisionally-ionized
gas (Savage et al. 2010, 2014; Stocke et al. 2014). These
were not included in the discussions in Paper 1 and it is not
clear what associations these absorbers may or may not have
with the individual, associated galaxies in this study. Re-
gardless, given the likely high temperature (T > 105 K) of
these clouds, we do not consider them further in this study
of the cool, photo-ionized CGM. Speculation as to the phys-
ical conditions and association of these absorbers to individ-
ual galaxies and galaxy groups can be found in Savage et al.
(2014) and Stocke et al. (2014). The Voigt profile fits for
these two absorbers are detailed in Table 5. All column den-
sities, including those in logarithms, have units of cm−2.
All absorption from H I and associated metal lines are fit
with the minimum number of velocity components neces-
sary to obtain an acceptable fit (characterized by a reduced-
χ2 ≈ 1), and all lines of a particular ion with significant
absorption are fit simultaneously (i.e., all available Ly-series
lines or both lines in the Si IV, C IV, or O VI doublets).
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During these simultaneous fits between different instruments,
the data are aligned in velocity space prior to the fit. Dur-
ing the fit, we preserve the relative spacing between veloc-
ity components but allow the absolute velocities to shift by
< 30 km s−1 to account for uncertainties in velocity registra-
tion between instruments. The velocities reported in Table 3
are those of the strongest line being fit (e.g., Lyα or O VI
λ1032). All Voigt profiles are convolved with the instrumen-
tal line spread functions as part of the fitting procedure: we
assume Gaussian line spread functions withR = 17, 500 and
45,800 for FUSE and STIS data, respectively, and the empir-
ical line spread functions of Kriss (2011) for COS data.
Generally speaking, the serendipitous absorbers have
higher-order Ly-series lines available to inform the H I fits,
either in the COS or STIS data themselves when zabs & 0.1,
or from FUSE at lower redshifts. These higher-order lines
are crucial for assessing the component structure and Voigt
profile parameters of H I systems with saturated, or even par-
tially saturated, Lyα absorption. When Lyα absorption is
present and saturated and no other H I lines are available
(as is typical for the targeted absorbers) choosing the num-
ber of velocity components to include in the fit is quite sub-
jective and can have significant effects on the derived Voigt
profile parameters. Furthermore, since these saturated Lyα
absorbers reside on the flat part of the curve of growth, it
is often true that a high b-value, low column density fit and
a low b-value, high column density fit have very similar χ2
values. Due to low-S/N or severe blending, the difference
between the low and high column density solutions can span
orders of magnitude; we adopt the lower column density so-
lution whenever possible as a consequence of our minimum-
component fitting philosophy.
These systematic uncertainties imply that the component
structure, and inferred b-values and column densities, are
much more reliable for absorbers with multiple Ly-series
lines informing the H I fits. Uncertainties in Tables 3-5 are
formal fitting uncertainties only and do not attempt to quan-
tify the systematic issues described above. We characterize
the amount of subjectivity in individual measurements quali-
tatively using absorber grades as described in Sections 5 and
6.
In the Appendix, Section A.1, we briefly discuss previous
work done on the absorbers in the targeted and serendipitous
samples. Since publication in Paper 1, all of the targeted and
serendipitous absorbers have been re-fit after updating our
data reduction pipeline. Updates were necessary to fix er-
rors in parsing data quality flags at the exposure level, and
to re-bin the data by 3 pixels so it is approximately Nyquist
sampled after all exposures have been co-added (see Dan-
forth et al. 2016 for details). Consequently, some of the
component-level fits have changed from our earlier papers
(Paper 1 and Danforth et al. 2016). A discussion on the im-
pact that these multiple absorber fits have on the CGM ab-
sorber properties we have derived is found in Section 6.
4. GALAXIES ASSOCIATED WITH THESE
ABSORBERS
In this Section we describe the ground-based observations
and analysis of the targeted and serendipitous galaxies asso-
ciated with the absorbers as listed in Tables 1 and 2. The ba-
sic information obtained on these galaxies from our ground-
based observations are listed in Tables 6 and 7 for the tar-
geted and serendipitous samples, respectively. The follow-
ing information is provided in these tables by column: (1)
the QSO target sight line name; (2) the galaxy name; (3) the
galaxy’s recession velocity (czgal) in km s−1; (4) the galaxy
luminosity in L∗ units derived from rest-frame g-band mag-
nitudes (excepting as discussed below); (5) the galaxy impact
parameter (ρ) in kpc; (6) the galaxy’s virial radius in kpc; (7)
and (8) the logarithms of the galaxy halo and stellar masses
in M units; (9) the galaxy’s metallicity relative to the so-
lar value, with 2σ (95% confidence level) uncertainties; (10)
the galaxy’s inclination angle on the sky where well-defined;
(11) and (12) the SFR in M yr−1 as given by the galaxy’s
Hα and GALEX FUV luminosities; and (13) and (14) the
specific SFR (sSFR) in units of yr−1, as derived from the
Hα and FUV SFRs, respectively, and the galaxy stellar mass
from column 8.
Many of the quantities in Tables 6 and 7 were either de-
rived directly from the SDSS galaxy redshift survey database
(DR12; Alam et al. 2015) or from our own observations.
Most redshifts are derived from the SDSS galaxy redshift
survey and have associated errors of ∼ 30 km s−1; other
sources of galaxy redshifts and associated errors, including
H I 21-cm emission redshifts, are described with the indi-
vidual galaxy descriptions in Section A.2 of the Appendix
where applicable. Tabulated stellar masses (column 8) use
Equation 8 of Taylor et al. (2011), which needs only rest-
frame (g − i) color and i-band absolute magnitude, so it
can be applied uniformly to our whole sample. We correct
to rest-frame colors and magnitudes using the K-corrections
of Chilingarian et al. (2010) and Chilingarian & Zolotukhin
(2012). The virial radius (column 6) and halo mass (col-
umn 7) are derived from the galaxy luminosity (column 4)
as described in Section 2 and Paper 1.
The galaxy metallicity (column 9) is derived using the
O3N2 index of Pettini & Pagel (2004) unless otherwise noted
below, with the exception of values that have no listed un-
certainty; these metallicity estimates are derived from the
galaxy’s stellar mass using the mass-metallicity relations of
Tremonti et al. (2004) when logM∗ > 10.2 or Lee et al.
(2006) when logM∗ < 10.2. Figure 5 shows the measured
galaxy metallicity as a function of stellar mass for our tar-
geted and serendipitous galaxies. The mass-metallicity re-
lations of Tremonti et al. (2004, dashed line) and Lee et al.
(2006, dotted line) are overlaid, and are clearly a good match
to our measurements. Thus, we feel that they provide rea-
sonable estimates of the galaxy metallicity in cases where no
direct measurements are available.
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Figure 5. Relationship between the metallicity and stellar mass
of targeted and serendipitous absorbers, with the relationships of
Tremonti et al. (2004, dashed line) and Lee et al. (2006, dotted line)
overlaid. These are a reasonable match to our data.
A range of Hα and FUV SFR is listed for each galaxy. The
lower value comes from using the observed Hα and FUV lu-
minosity, corrected for Galactic foreground extinction, to de-
rive the corresponding SFR using the calibration of Hunter
et al. (2010). The extinction correction uses E(B − V ) from
Schlafly & Finkbeiner (2011) and a Fitzpatrick (1999) red-
dening law with RV = 3.1. The upper value attempts to cor-
rect for two additional systematic effects, and is used where
possible to derive the sSFR values in columns 13 and 14.
The first systematic effect we correct for is extinction internal
to the galaxy. The attenuation at Hα is estimated using the
galaxy inclination (derived from the galaxy’s observed axial
ratio using the intrinsic axial ratios for different morphologi-
cal types of Masters et al. 2010) and the attenuation relations
of Driver et al. (2008). The FUV attenuation is estimated
from the Hα attenuation using the prescription of Calzetti
(2001). The second systematic effect is an aperture correc-
tion for galaxies whose Hα SFR is determined spectroscopi-
cally. In this case we use the Hα curve of growth for CALIFA
galaxies (Iglesias-Pa´ramo et al. 2013) to estimate the amount
of Hα emission outside the spectroscopic aperture. When
measurements of the galaxy’s half-light radius are not avail-
able we compare the galaxy’s r-band magnitude internal to
the spectroscopic aperture with its total r-band magnitude
to derive the aperture correction. Comparisons of the two
aperture correction procedures for the subset of galaxies for
which both can be derived show that they agree within 10-
20%, and the aperture corrections of Iglesias-Pa´ramo et al.
(2013) have 1σ uncertainties of 5-15%.
There are some cases where the spectroscopic aperture
covers such a small fraction of the galaxy that the aperture
correction is very large (> 10); for these galaxies we do not
attempt to perform an aperture correction and quote only a
lower limit to the galaxy SFR that is equal to the SFR within
the spectroscopic aperture. Fortunately, Hα imaging is avail-
able for most of the galaxies in our sample with recession
velocities ≤ 10000 km s−1, eliminating the problematical
spectroscopic aperture corrections in these cases.
Where two sight lines are listed for the same galaxy,
those sight lines probe the same galaxy at different im-
pact parameters and position angles relative to the galaxy’s
disk; e.g., three targets (HE 0435–5304, HE 0439–5254
and RX J0439.6–5311) all probe the nearly edge-on spiral
ESO 157–49. Where a single target is listed more than once,
that sight line probes multiple galaxies; e.g., HE 0439–5254
probes both ESO 157–49 and ESO 157–50.
Unless otherwise noted, narrow-band, redshifted Hα and
broad-band images of each galaxy were obtained using the
SPIcam optical imaging camera at the Apache Point Obser-
vatory (APO). Typically SDSS r-band images were used as
the “off-band” to produce the pure Hα images even when Hα
was present in the r-band (see Keeney et al. 2013, for de-
tailed procedure). Broad-band and pure Hα images of both
the targeted and serendipitous galaxies are presented in Ap-
pendix B along with observing details (e.g., epoch, expo-
sure time, filters, “seeing”). Additionally (unless otherwise
indicated below), we obtained major-axis, long-slit optical
spectra of all galaxies using the Dual-channel Imaging Spec-
trograph (DIS) at APO. These APO observations include
both low- and high-dispersion spectra unless adequate low-
dispersion spectra were available through the SDSS spectro-
scopic database. Some of the serendipitously probed galaxies
are at a distance great enough that the slit spectroscopy pro-
vides an adequate measurement of the total Hα flux. In all
other cases the total Hα flux is determined from the images.
In the Appendix, Section A.2, the individual targeted and
serendipitous galaxies are described in some detail both to
illustrate the breadth in galaxy properties probed using the
COS, STIS and FUSE observations and to make the connec-
tion between galaxies and absorbers.
5. CLOUDY PHOTO-IONIZATION MODELS
In Paper 1 we performed CLOUDY photo-ionization mod-
els (Ferland et al. 1998) of any absorber that had metal-line
absorption from multiple ionization states of the same ele-
ment (e.g., Si II / Si III / Si IV). Here we model all absorbers
in Table 3 that meet this criterion, which leads to a slightly
different list of modeled absorbers than that presented in Pa-
per 1. There are five absorbers that we model here but did
not model in Paper 1; these absorbers all have multi-ion ab-
sorption from the same element in Table 3 but not in Dan-
forth & Shull (2008), which provided the serendipitous ab-
sorption line fits for Paper 1. There are also four absorbers
that we modeled in Paper 1 but do not model here due to
uncertain H I column densities. Specifically, unlike Pa-
per 1 we do not model the two low-z absorbers found in the
SBS 1108+560 sight line due to very low S/N in that spec-
trum at the wavelengths of redshifted Lyα; the poor quality
of the bluest portion of the COS/G130M spectrum is due to
the presence of an unexpected Lyman limit system at higher
redshift that absorbs the UV continuum. We do not model
the 5444 km s−1 absorber in the PG 0832+251 sight line be-
cause the extremely broad, saturated Lyα profile (Figure 4)
does not allow us to reliably deconvolve individual H I com-
ponents without higher-order Lyman-series lines (see Sec-
tion A.1.4 for details). Finally, the 22042 km s−1 absorber
in the PHL 1811 sight line is not modeled because we find
evidence for only Lyα and possible Si III absorption at this
redshift in the high-S/N COS spectrum (Figure 4), leaving us
with too few metal lines to meet our modeling criteria.
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Table 8. UVB Model Comparison
Model Reference Γ0 J0 γ δ
(1) (2) (3) (4) (5)
Haardt & Madau (1996) 4.1 1.6 3.3 −0.8
Shull et al. (1999) 6.3 2.5 3.9 −0.4
Haardt & Madau (2001) 10.3 3.9 3.1 −0.9
Haardt & Madau (2005) 13.5 5.2 3.4 −0.7
Faucher-Gigue`re et al. (2009) 3.8 1.4 2.9 −1.1
Haardt & Madau (2012) 2.3 0.9 4.3 −0.1
Kollmeier et al. (2014) 11.5 4.4 4.3 −0.1
Shull et al. (2015) 4.6 1.7 4.4 −0.1
Khaire & Srianand (2015) 4.1 1.5 4.6 +0.1
Gaikwad et al. (2016) 3.9 1.4 5.0 +0.3
5.1. Effect of Ionizing Background
Before delving into the specifics of our photo-ionization
models, a brief aside is warranted regarding the systematic
effects that are coupled to the choice of ionizing radiation
field. There has been considerable recent debate about the
strength of the metagalactic UV ionizing background (UVB)
at z ∼ 0 due to various theoretical models whose H I photo-
ionization rates vary by a factor of ∼ 6 at z = 0 (Haardt
& Madau 1996, 2001, 2005, 2012; Shull et al. 1999, 2015;
Faucher-Gigue`re et al. 2009; Kollmeier et al. 2014; Khaire &
Srianand 2015; Madau & Haardt 2015; Gaikwad et al. 2016).
We examine the nature of these models in Table 8, whose first
four columns list: (1) the model reference; (2) the H I photo-
ionization rate, Γ−14, at z = 0 in units of 10−14 s−1; (3)
the specific intensity of Lyman continuum radiation, J−23,
at z = 0 in units of 10−23 erg cm−2 s−1 Hz−1 sr−1; and (4)
a power-law index that describes how Γ−14 and J−23 evolve
with redshift at z < 0.5 (i.e., Γ−14 = Γ0(1+z)γ and J−23 =
J0(1 + z)
γ).
All of these models, with the exceptions of Haardt &
Madau (2001, 2005) and Kollmeier et al. (2014), are below
observational limits on the UVB intensity at z = 0 (Donahue
et al. 1995; Adams et al. 2011, and see especially Figure 11
of Fumagalli et al. 2017). Additionally, all of these models
evolve strongly at low redshift (γ ≈ 3-5); however, there is
variation in both normalization (Γ0 ∝ J0; see Equation 3)
and power-law slope from model to model, which makes
it non-trivial to compare quantities derived from CLOUDY
photo-ionization models that assume different underlying
UVB prescriptions.
Here we investigate the differences between these models
using the cosmological simulations of Shull et al. (2015),
which use a 7683 grid that is 50h−1 Mpc on a side. This
grid is then irradiated with the Haardt & Madau (2001, 2005,
2012) UVBs to study the relationship between baryon over-
density, ∆b, and H I column density for simulated absorbers
with 12.5 < logNH I < 15.5. This exercise has been per-
formed by several groups using several different types of sim-
ulations (Dave´ et al. 2010; Tepper-Garcia et al. 2012; Shull
et al. 2015). While different groups find somewhat differ-
ent relationships between H I column and overdensity, the
overall normalizations and power-law indices derived for a
given ionizing background and redshift are remarkably ro-
bust given the other differences between the simulations (see
discussion in Shull et al. 2015).
While Shull et al. (2015) were primarily interested in com-
paring the ∆b-NH I relationship for a given choice of UVB
and redshift, here we attempt to quantify how different UVB
intensities and power-law indices will affect the relation. We
do so by measuring the overdensity in four different redshift
bins from 0 < z < 0.4 for each choice of UVB (Haardt &
Madau 2001, 2005, 2012). We expect the baryon overdensity
to vary as
∆b(z) ≡ ρb〈ρb(z)〉 = ∆0(1 + z)
−3Γβ−14N
β
14, (1)
where ρb is the mass density of baryons, 〈ρb(z)〉 ∝ (1 +
z)3 is the mean baryon density at redshift z, and N14 =
NH I/(10
14 cm−2). We expect Γ−14 and NH I to scale with
the same power-law index, β, so that an increase in H I
photo-ionization rate will require a corresponding decrease
in H I column to yield a constant overdensity value. The
(1 + z)−3 scaling implies that absorbers of a given column
density exposed to a given photo-ionization rate exist at a
constant physical density (ρb) at all redshifts.
Adding in the redshift dependence of Γ−14, we find
∆b(z) = ∆0Γ
β
0N
β
14(1 + z)
βγ−3, (2)
where Γ0 ≡ Γ−14(z = 0) and γ are properties of the in-
dividual UVB model from Table 8, and ∆0 and β are free
parameters that hold for all choices of UVB in these simu-
lations. We find that ∆0 ≈ 10 and β ≈ 2/3 yield values of
∆b that are within 5% of the measured values for the UVB
specified by Haardt & Madau (2001, 2005) and within 20%
of the measured values for the Haardt & Madau (2012) UVB.
The final column of Table 8 lists δ = βγ − 3 ≈ (2γ − 9)/3,
the power-law index that describes the evolution of ∆b with
redshift, for each UVB model. Note that some of the UVBs
predict very little evolution of ∆b with redshift because they
are very close to the γ = 9/2 value that corresponds to δ = 0
when β = 2/3.
We can now quantify the effects of the choice of UVB on
the outputs and derived quantities from our CLOUDY photo-
ionization models. The H I photo-ionization rate and the spe-
cific intensity of Lyman continuum radiation (columns 2 and
3 of Table 8) are related by
ΓH = 4pi
∫ ∞
ν0
Jνσν
hν
dν (3)
Γ−14 ≈ 2.71
(
4.4
α+ 3
)
J−23,
where α is the power-law slope that characterizes the fre-
quency dependence of the UVB. Recent measurements from
HST/COS find α ≈ 1.4 for AGN (Shull, Stevans, & Danforth
2012; Stevans et al. 2014), but the assumed value of α varies
somewhat for the models in Table 8 (from α ≈ 1.4-1.8).
The baryon overdensity is related to the total number den-
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sity of hydrogen atoms, nH:
nH =
ρcrΩb(1− Yp)
mH
(1 + z)3 (4)
= (1.89× 10−7 cm−3)(1 + z)3∆b(z),
where the product ρcrΩb is the baryon mass density at z = 0
and Yp = 0.2477 is the primordial helium abundance (Peim-
bert, Luridiana, & Peimbert 2007). The ionization parameter,
U , can then be derived once the number density of photons,
nγ , is known:
nγ =
4piJν
hcα
(5)
= (5.31× 10−8 cm−3)
(
α+ 3
α
)
Γ−14
U ≡ nγ
nH
(6)
= 0.28
(
α+ 3
α
)
(1 + z)−3
Γ−14
∆b(z)
=
0.28
∆0
(
α+ 3
α
)
Γ1−β−14N
−β
14 .
The ratio (α+ 3)/α ≈ 3 for all of the models in Table 8. Using
this approximation and substituting the estimated values of
∆0 ≈ 10 and β ≈ 2/3 from above, we find
logU ≈ 8.26 + 1/3 log Γ−14 (7)
− 2/3 log (NH I [cm−2]).
There are large uncertainties in the normalization of the
UVB at z ≈ 0 (see Table 8). The most recent UVB mod-
els in Table 8 suggest that Γ0 ≈ 4. However, Figure 2 of
Shull et al. (2015) indicates that a somewhat lower value,
consistent with the Haardt & Madau (2012) UVB, is a bet-
ter match to the column density distribution function of ab-
sorbers with NH I > 1014 cm−2 than the UVB models of
Haardt & Madau (2001) or Haardt & Madau (2005)3. Since
all but two of the cool CGM absorbers that we model have
NH I > 10
14 cm−2 (see Table 9), we choose to normalize the
H I photo-ionization rate in our models to Γ−14 = 2.3, which
is equivalent to the Haardt & Madau (2012) UVB at z = 0,
and lower than any of the other UVB models in Table 8.
Below, we explicitly state the dependence on Γ−14 for all
quantities derived from the ionization parameter to facilitate
different choices in normalization.
5.2. Model Description and Results
In addition to the above differences in the specific ab-
sorbers modeled, we have also updated our modeling pro-
cedure. In Paper 1 we performed a strict maximum likeli-
hood analysis comparing observed and modeled metal-line
ratios (i.e., the ratio of the observed metal-line column den-
sities to the H I column density), adopting the ionization pa-
3 Haardt & Madau (2001) and Haardt & Madau (2005) are more consis-
tent with the number of absorbers withNH I ≈ 1013 cm−2, but none of the
Haardt & Madau models are a good fit to absorbers with NH I = 1013.5 to
1014 cm−2.
rameter, U ≡ nγ/nH, and metallicity, Zabs, that maximized
the likelihood of simultaneously observing all of the mod-
eled metal-line ratios as our “modeled” value. However, it
is usually the case that the metal-line column densities are
far better constrained than the H I column density, even if
the formal uncertainty on NH I is relatively small. This un-
happy circumstance is primarily a consequence of the uncer-
tainties inherent in deconvolving the component structure of
saturated Lyα profiles when the only H I line available is
Lyα. In Paper 1 we confronted this problem by restricting
the “plausible” range of NH I values for a given absorber to
those which accommodated a single-phase photo-ionization
solution with a line-of-sight thickness Dcl < ρ and metallic-
ity Zabs . Zgal (this procedure is detailed in Keeney et al.
2013 and Davis et al. 2015).
Here we utilize a more principled tactic by assuming a
Bayesian prior for the absorber ionization parameter and
metallicity and adopting the unaltered H I column den-
sity from the Voigt profile fits4. Our prior on the absorber
ionization parameter uses Equation 7 above, normalized to
Γ−14 = 2.3 (the H I photo-ionization rate at z = 0 for the
Haardt & Madau (2012) UVB; see Table 8). There is typi-
cally a factor of ∼ 2 scatter in the ∆b-NH I relation at z ≈ 0
(e.g., see Figure 9 of Dave´ et al. 2010). We propagate this un-
certainty along with the uncertainty on NH I when determin-
ing the uncertainty on our prior for logU . As in Paper 1, our
prior on the absorber metallicity is that it is less than or equal
to the galaxy metallicity; if the galaxy metallicity was esti-
mated from the mass-metallicity relations of Tremonti et al.
(2004) or Lee et al. (2006), our metallicity prior assumes a
1σ uncertainty of 0.5 dex.
As in Keeney et al. (2013) and Davis et al. (2015), we
model the absorbers using a plane-parallel grid of CLOUDY
models (Ferland et al. 1998) irradiated by the Haardt &
Madau (2012) UVB at z = 0. Our models assume solar
abundance ratios (Grevesse et al. 2010) and vary the absorber
metallicity in the range logZabs = −3 to 1 in solar units by
steps of 0.2 dex, and the ionization parameter in the range
logU = −5 to 1 by steps of 0.2 dex.
Column densities of H I and all metal lines commonly seen
in low-z FUV quasar absorption line systems are calculated
at each grid point, from which model metal-line ratios are
calculated. Before comparing these ratios with the observed
metal-line ratios of our absorption line systems, we linearly
interpolate the model values to a finer resolution of 0.01 dex
in both logU and logZabs. For each species, X , the log-
likelihood of a given point in this interpolated grid, i, is as-
sumed to be
lnLXi = −0.5
(
rXi − rX
σX
)2
, (8)
where rXi is the model metal-line ratio (i.e., NX/NH I) at
4 Since the H I column density at a particular velocity can be strongly
dependent on the number of velocity components used to fit saturated Lyα
profiles this does not remove all subjective bias from the analysis. We have
endeavored to make sensible, consistent choices in all of our fits (Section 3)
but in many cases a similar fit quality can be achieved with several combi-
nations of the number and location of velocity components.
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point i, rX is the observed metal-line ratio, and σX is the
uncertainty in the observed metal-line ratio, which takes into
account the uncertainties in both NX and NH I.
For metal-line detections, calculating the metal-line ra-
tio and its associated uncertainty is straightforward, but the
proper treatment of upper limits is less clear. Our approach is
to treat the metal-line upper limits as step functions in proba-
bility; i.e., all column densities less than the 3σ limit listed in
Table 3 are equally likely (with probability = 1), as are all
column densities above the listed limit (with probability =
0). However, since we are modeling ratios of metal-line col-
umn densities with respect to NH I we need to take into ac-
count uncertainty in the H I column density, σH I. We do this
by convolving the discontinuous likelihood predicted when
σH I = 0 with a Gaussian kernel having σ = σH I, which we
then use to evaluate LXi for each rXi in the interpolated grid.
Finally, the posterior probability at point i is determined
using
lnPi = ln Πi +
∑
x
lnLxi , (9)
where Πi is the prior at point i and the sum is performed
over all species that are modeled. We then identify the in-
terpolated grid points that maximize the marginal posterior
probability for logU and logZabs, and adopt the 68.3% high-
est posterior density credible interval as the uncertainty in the
model parameters.
There are also several quantities that we derive from the
model parameters. The absorber density, nH, is given by
log (nH [cm
−3]) = −6.80 + log Γ−14 − logU. (10)
The mean pressure in the absorber is defined as
log 〈P/k〉 = log (nH [cm−3]) + log T (11)
= −6.80 + log T + log Γ−14 − logU,
where T is the equilibrium temperature (≈ 104 K) output
from CLOUDY along with the model column densities, and
subsequently interpolated onto the same fine grid. The neu-
tral fraction, fH I, is given by
log fH I = 4.73− 0.76 log T − log Γ−14
+ log (nH [cm
−3]) (12)
= −2.07− 0.76 log T − logU.
The H I column density and neutral fraction determine the
total hydrogen column:
NH = NH I
(
1 + f−1H I
) ≈ NH I/fH I. (13)
The absorber line-of-sight thickness, Dcl, is defined as
log (Dcl [kpc]) = −21.5 + log (NH [cm−2])
− log (nH [cm−3]) (14)
= −12.6 + 0.76 log T − log Γ−14 + 2 logU
+ log (NH I [cm
−2])
and its hydrogen + helium mass, Mcl, is given by
log (Mcl [M]) = 7.24 + log nH
+ 3 log (Dcl [kpc]) (15)
= −37.4 + 2.28 log T − 2 log Γ−14
+ 5 logU + 3 log (NH I [cm
−2]).
Equation 15 assumes a uniform cloud density, a spheri-
cal cloud geometry, and a primordial helium abundance of
Yp = 0.2477 (Peimbert et al. 2007).
The results of our photo-ionization modeling are summa-
rized in Table 9, which lists the following information by col-
umn: (1) the running system number of the absorber from
Table 3; (2) the quasar sight line name; (3) the Lyα absorp-
tion velocity in km s−1; (4) a subjective grade that indicates
our relative confidence in the photo-ionization model for this
absorber (see discussion in Section 6); (5) the logarithm of
the absorber’s H I column density, in cm−2; (6) the loga-
rithm of the absorber ionization parameter, U ; (7) the loga-
rithm of the absorber metallicity, Zabs, in solar units; (8) the
logarithm of the mean absorber pressure, 〈P/k〉, in cm−3 K;
(9) the logarithm of the line-of-sight cloud thickness, Dcl, in
kpc; and (10) the logarithm of the cloud mass, Mcl, in M.
Columns 11-13 of Table 9 reproduce the H I column density,
ionization parameter, and absorber metallicity, respectively,
for absorbers modeled in Table 6 of Paper 1.
The photo-ionization models for all absorbers in Table 9
are shown in Figure 6. Each model is depicted by three pan-
els; the beige and gray contours, which represent the prior
and posterior probability distributions for a given absorber,
are identical in all three panels. Panel “A” shows all of the
carbon ions used to constrain the model, Panel “B” shows
all of the silicon ions, and Panel “C” shows everything else
(sundry ions of oxygen, nitrogen, and iron). Metal-line de-
tections are indicated with solid 1σ contours enclosing the
allowable region of parameter space, and 3σ upper limits are
shown with tick marks pointing toward the allowable region
of parameter space. Contour lines are color coded to match
the legend (e.g., red contours in Panel “A” signify constraints
from C IV measurements). If an ion is listed in the legend but
not seen in the corresponding panel (e.g., C II in Panel “A”
for System 10, or Si II in Panel “B”) then the limit is not
stringent enough to meaningfully constrain the model. The
filled star symbol is located at the peaks of the marginal dis-
tributions for logU and logZabs (i.e., columns 6 and 7 of
Table 9).
Fig. Set 5. CLOUDY Photo-Ionization Models
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5.1: Photo-ionization model of the 1653 km s−1 absorber in the HE 0439–5254 sight line, which is associated with the targeted
galaxy ESO 157–49 (Section A.2.4).
5.2: Photo-ionization model of the 5221 km s−1 absorber in the PG 0832+251 sight line, which is associated with the targeted
galaxy NGC 2611 (Section A.2.6).
Figure 6. CLOUDY photo-ionization models for all absorbers in Table 9. Metal-line detections are indicated with solid 1σ contours enclosing
the allowable region of parameter space, and 3σ upper limits are shown with tick marks pointing toward the allowable region of parameter
space. Panel A shows the carbon ions, Panel B shows the silicon ions, and Panel C shows everything else, color coded by species. The prior
and posterior distributions for a given absorber are identical in all three panels. The complete figure set (25 images) is available in the online
journal.
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Figure 7. Top: Comparison of updated values of logNH I (“new”;
see column 5 of Table 9) with the values adopted in Paper 1 (“old”;
see column 11 of Table 9). Middle: Comparison of updated values
of logU with the values adopted in Paper 1. Bottom: Comparison
of updated values of logZabs with the values adopted in Paper 1.
In all panels, the dashed line indicates perfect agreement between
the two values. Symbol size is indicative of our confidence in the
photo-ionization models (i.e., our absorber grades; see Section 6)
with higher-confidence absorbers having larger plot symbols. The
H I column densities and ionization parameters typically agree well,
but our updated absorber metallicities are somewhat higher than the
values found in Paper 1.
In the subsections below we compare the results in Table 9
with those presented in Paper 1 (Section 5.3) and with the
photo-ionization models of the COS-Halos absorbers (Werk
et al. 2014, Section 5.4). Generally speaking, our photo- ion-
ization models are robust to our choice of Bayesian prior (i.e.,
running the models with and without a prior yield very simi-
lar results); individual models where this conclusion does not
hold are detailed in Section A.3 of the Appendix.
5.3. Comparison with Photo-Ionization Results of Paper 1
We find that the values of NH I, U , and Zabs that we de-
rive here are generally in good agreement with the values
published in Paper 1, except that we tend to find somewhat
higher absorber metallicities in our updated analysis. Plots
of the “old” values from Paper 1 versus the “new” values
from our updated analysis can be found in Figure 7. There
are some exceptions to the general agreement in NH I and U
between the two analyses, however, which we detail in the
Appendix, Section A.3, where appropriate. We also find no
clear trends in absorber line-of-sight thickness, mass or mean
pressure as a function of nearest galaxy luminosity or ρ/Rvir,
again consistent with the results of Paper 1. Updated plots of
these distributions are shown in Figure 8. These conclusions
hold even if we restrict our analysis to the subset of absorbers
for which we have the highest confidence in photo-ionization
models (i.e., grade A absorbers).
5.4. Comparison with COS-Halos Photo-Ionization Models
Werk et al. (2014) presented photo-ionization models of
44 COS-Halos absorbers, finding that the circumgalactic gas
traced by these absorbers tends to become more highly ion-
ized and less dense with increasing distance from the near-
est galaxy. We compare the results of our updated photo-
ionization models to the best-fit relations of Werk et al.
(2014) in Figure 9, where the top panel shows ionization pa-
rameter as a function ofNH I, the middle panel shows ioniza-
tion parameter as a function of normalized impact parameter,
and the bottom panels show total hydrogen volume and col-
umn density, respectively, as a function of normalized impact
parameter. Our models assume a Bayesian prior for U(NH I)
(see Equation 7), which is shown with the filled contours in
the top panel.
All panels have a solid line with a dotted extrapolation that
shows the best-fit relation from Werk et al. (2014). In the
top panel, the slope of the Werk et al. (2014) relation dif-
fers from the slope assumed by our Bayesian prior (see Sec-
tion 5.1), but most of our values are in reasonable agreement
with those of Werk et al. (2014). The Werk et al. (2014) pa-
rameterization of ionization parameter as a function of nor-
malized impact parameter also provides a reasonable descrip-
tion of our data both inside and outside of the region probed
by COS-Halos (ρ . 0.5Rvir), albeit with large scatter. The
Werk et al. (2014) fits to the total hydrogen volume and col-
umn densities, however, lay well above the bulk of our data
points; we attribute this difference to the different assumed
UVB models, a point we will return to in Section 6.1.
Thus, we conclude that the basic results of our photo-
ionization models and those of Werk et al. (2014) are in good
agreement. Where we differ is in their interpretation. While
Werk et al. (2014) find increasing ionization state and de-
creasing hydrogen density as a function of normalized im-
pact parameter at 2σ significance, our photo-ionization re-
sults (Figure 9) are consistent with constant values of ion-
ization parameter and total hydrogen density (i.e., no change
with distance from the nearest galaxy). These slightly dif-
fering results may be due to the different normalized impact
parameter ranges (i.e., ρ/Rvir < 0.5 for Werk et al. 2014 and
ρ/Rvir ≈ 0.5-2.0 for the present sample).
This hypothesis is supported by Figure 3, which shows
the distribution of total CGM NH I (i.e., the sum over all
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(a) (d)
(b) (e)
(c) (f)
Figure 8. Distributions of Dcl, Mcl and 〈P/k〉 as a function of nearest galaxy luminosity (Panels a-c) and normalized impact parameter
(Panels d-f). As in Figure 7, symbol size is indicative of our confidence in the photo-ionization models (i.e., our absorber grades) with higher-
confidence absorbers having larger plot symbols; the two grade D absorbers are colored gray. No obvious trends are present in any of the
panels, in agreement with Figures 12-14 of Paper 1. The dotted lines in Panels a-b shows the galaxy’s virial diameter and mass, respectively, as
a function of luminosity.
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Figure 9. Distributions of model parameters as a function of NH I
and normalized impact parameter for our updated photo-ionization
models. These models assume a Bayesian prior for ionization pa-
rameter as a function of NH I, which is shown as 1σ, 2σ and 3σ
contours in the top panel. Each panel has a solid line with a dotted
extrapolation that shows the relationship found by Werk et al. (2014)
for COS-Halos absorbers. As in Figure 7, symbol size is indica-
tive of our confidence in the photo-ionization models, with higher-
confidence absorbers having larger plot symbols. The dashed line
in the bottom panel is our power-law fit to the combined targeted,
serendipitous, and COS-Halos data, and is described in Section 5.4.
velocity components associated with a particular galaxy) as
a function of normalized impact parameter. We have over-
plotted the COS-Halos measurements from Table 1 of Werk
et al. (2014) for direct comparison with our values. The gray
squares show the “adopted” values of NH I and the vertical
gray lines indicate the full range of values allowed by the
data. There is excellent agreement in the small range of nor-
malized impact parameter where our sample and COS-Halos
overlap, and the addition of the COS-Halos values makes the
trend of increasing NH I with decreasing ρ/Rvir evident. A
least-squares fit to the combined targeted, serendipitous, and
COS-Halos data finds
NH I = 10
14.8±0.1
(
ρ
Rvir
)−2.7±0.3
cm−2. (16)
This parameterization is shown as the dashed line in Figure 3.
A more sophisticated analysis that allows the COS-Halos val-
ues of NH I to vary uniformly over the entire allowable range
finds nearly identical results.
A similar result is found in the bottom panel of Figure 9,
which shows total hydrogen column, NH, as a function of
normalized impact parameter for our sample and COS-Halos.
Again the “adopted” values of Werk et al. (2014) are shown
with gray squares, and the full range of NH by vertical gray
lines. While the correlation is not as strong as in Figure 3, the
bottom panel of Figure 9 nevertheless suggests that our data
and the COS-Halos data can be described by a single power
law. A least-squares fit to the combined data finds
NH = 10
18.0±0.3
(
ρ
Rvir
)−1.4±0.3
cm−2. (17)
This parameterization is shown as the dashed line in the bot-
tom panel of Figure 9. A more sophisticated analysis that al-
lows the COS-HalosNH values to vary over their full allowed
range again finds very similar results. The power-law slope
of this fit is consistent within errors with the parameterization
of Werk et al. (2014) for COS-Halos data, but the normaliza-
tion is an order of magnitude lower, a ∼ 2σ discrepancy.
Werk et al. (2014) justify their use of this high normalization
to account for saturated H I lines, for which they have only
lower limits on NH I; a very recent paper by Prochaska et al.
(2017) presents new observations providing better NH I val-
ues, some but not all of which are higher than the lower limits
of Werk et al. (2014, see Figure 3 of Prochaska et al. 2017).
Despite the hint of a discontinuity between our NH values
and those of COS-Halos at ρ ∼ 0.5Rvir, independent fits to
the two data sets do not find statistically significant variations
in normalization or power-law slope.
In addition to the differing impact parameter ranges
probed, another clear distinction between the COS-Halos
sample and ours is that the COS-Halos sight lines were cho-
sen to probe L ≈ L∗ galaxies at z ≈ 0.2, whereas our
targeted and serendipitous samples probe a wide range of
galaxy luminosities (see Figure 1) at z . 0.2. Thus, the fact
that the targeted and serendipitous absorbers in Figures 7-9
are relatively well-mixed and are reasonably fit by the best-
fit relations derived from COS-Halos absorbers suggests that
the luminosity of the nearest galaxy does not have a signifi-
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cant effect on the derived circumgalactic absorption proper-
ties (see Section 6).
6. CGM ENSEMBLE PROPERTIES
In the full complement of ∼ 50 Lyα absorbers associated
with galaxies studied here, 28% of them are found to be mul-
tiple velocity component absorbers defined as being in a sin-
gle galaxy CGM by virtue of being within ±400 km s−1 of
the galaxy redshift. Most of these multiple systems have Lyα
lines that are highly saturated and blended, which makes de-
termining their basic properties problematical for three rea-
sons. First, deblending of multiple components is an un-
certain process usually made less subjective by employing
a χ2 minimization of a multiple-component Voigt profile fit.
Priors sometimes are set based on the velocity locations of
metal-ion absorptions, which often are separated more dis-
tinctly than Lyα since these lines are intrinsically narrower.
Even this, now rather standard, process (e.g., Werk et al.
2012; Savage et al. 2014; Danforth et al. 2016) assumes
that the individual velocity components are well-modeled by
Voigt profiles, that the metal lines align well in velocity with
the H I absorptions and that small differences in the result-
ing χ2 values are meaningful. Nevertheless, for the present
analysis we have used the procedures outlined in Danforth
et al. (2016) for multiple component fitting. This procedure
differs from the process employed in Paper 1 by which these
complexes were assumed to be a single, although complex,
absorber associated with a single galaxy’s CGM. Values and
associated uncertainties for the absorption line fits are found
in Table 3.
Secondly, standard analysis procedures for saturated Lyα
lines (e.g., apparent optical depth; Savage & Sembach 1991)
provide only lower limits on H I column density. If higher
order Lyman lines are available, a simultaneous line-fit or
curve-of-growth (CoG) analysis can provide a much more
secure NH I value. For the serendipitous sample, CoG anal-
yses are possible for most absorbers due to the availability
of FUSE spectra of these bright AGN targets. For the tar-
geted sample, the higher-order H I lines are not available
(since FUSE spectra are not available excepting for a poor,
short exposure of PG 0832+251) for study and any satu-
rated Lyα lines yield uncertain NH I values5. Comparing the
physical cloud parameters for targeted absorbers compared
to serendipitous absorbers finds no large differences between
these two samples, but the NH I values for many absorbers in
the targeted sample remain uncertain as indicated in Table 9.
Uncertain values of NH I are one criterion used to determine
the reliability of the results from the CLOUDY modeling of
these absorbers (see below).
Thirdly, the basic geometry of these Lyα complexes is un-
clear even if the line deconvolution is straightforward. Is each
velocity component a separate cool CGM cloud? This in-
terpretation means that 13 galaxy CGMs probed here have
3 or 4 clouds found along the line of sight. Different ve-
5 In most cases, a single Lyα line fit tends to under-predict the NH I for
moderate and stronger H I absorption (logNH I & 13.5; Danforth et al.
2010).
locity components in these complexes may even be asso-
ciated with different nearby galaxies (see Section 7.2). Or
are these differing velocity structures within the same CGM
cloud? Paper 1 implicitly assumed the latter interpretation
which led to a modest “shadowing factor” of S = 1.4, in
which there are few sight lines with multiple clouds in a sin-
gle CGM but some of these clouds have complex velocity
distributions. On the other hand, the multi-component line
deconvolution shown in the COS spectra in Figure 4 yields a
larger value of S = 2.0 by assuming that these velocity com-
ponents are all separate clouds. This shadowing factor (S)
was introduced and defined in Paper 1 and is the mean num-
ber of discrete clouds found along any one sight line within
a single galaxy CGM (i.e., the number of clouds “shadowed”
by another cloud from our perspective). The median number
of discrete clouds along these sight lines is also 2, with 28%
(13) of the CGMs studied having 3 or 4 clouds along the line-
of- sight. For reference, the completely independent evalua-
tion of the shadowing factor for the COS-Halos project by
Werk et al. (2014) finds S = 2.4; i.e., most COS-Halos sight
lines have multiple detections in a single galaxy CGM. We
discuss sample differences in the next subsection that might
account for the difference in shadowing factors obtained be-
tween these two studies.
The new Lyα line deconvolutions performed here and
shown in Figure 4 for these complex absorbers could make,
at least in principle, a significant difference in the ensemble
CGM properties compared to those obtained by Paper 1, in-
cluding the total filling factor and mass of the cool gas in
the CGM. The basic procedure to obtain these quantities (see
Paper 1 for details) is to use those CGM absorbers that have
multiple ionization states of the same element (e.g., Si II,
Si III and Si IV) as representative of the full CGM cool cloud
population, which may or may not be a true assumption. This
is related to a basic unstated assumption of both this study
and COS-Halos that the methodology of using single QSO
sight line probes of many galaxies provides a statistically
accurate picture of the CGM of any one galaxy with simi-
lar properties (e.g., super-L∗, star-forming galaxies). This
assumption is implicitly made when we calculate ensemble
CGM properties in this Section. The percentage of absorbers
at ρ ≤ Rvir for which CLOUDY modeling is available is
high, 12 of 15 (see below), so the physical parameters found
are a reasonable approximation to the full CGM sample. We
take the virial radius to be the full extent of the CGM despite
some uncertainty (Shull 2014).
In order to make the best ensemble mass estimate from
the current, modest-sized sample, we have graded the ab-
sorbers A through D in decreasingly well-constrained val-
ues for ionization parameter (U ) and thus cloud density, size
and mass. This letter grade uses both the S/N of the metal-
line detections which constrain the CLOUDY modeling and
the accuracy of the NH I value based on the availablity and
S/N of the higher-order Lyman lines. Grades A (8 absorbers)
and B (9 absorbers) include absorbers with high-S/N detec-
tions in metal-lines and multiple Lyman line detections pro-
viding accurate CoG NH I values. Grade B absorbers are
slightly less well-constrained in U and NH I than grade A
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absorbers by having either lower S/N metal-line detections
or somewhat inconsistent constraints in the CLOUDY mod-
eling. Grade C absorbers (6 absorbers) have less accurate
NH I values either due to being Lyα-only detections (tar-
geted absorbers) or poor CoG solutions that could be due
to blending of higher order Lyman lines in the FUSE band.
However, many grade C absorbers have good metal-line de-
tections which yield good constraints on ionization param-
eter, particularly constraining against high values of logU
(see e.g., the CLOUDY model in Section 5 for the absorber
PG 0832+251 / 5221). Grade D absorbers (2 absorbers) lack
both accurate NH I values and also accurate U determina-
tions, with no strong constraints against high values of U .
For example, the absorber PHL 1811 / 39658 has weak de-
tections of only C III 977 (4σ) with FUSE and the C IV dou-
blet (3.0 and 2.5 σ) with COS. Not only is NH I poorly con-
strained in this case but the very weak and uncertain metal-
line detections lead to a very uncertain logU value. We do
not use the two grade D absorbers in our ensemble mass cal-
culations. Our best estimates for ensemble properties use ab-
sorbers with grades A-C, thus maximizing the sample size
without significantly degrading the quality of the result.
Our modeling process assumes a single, homogenous gas
phase for the metal-enriched clouds, for which a CLOUDY
(Ferland et al. 1998) photo-ionization model is constructed.
These models (see Section 5) determine cloud density from
the resulting value of the ionization parameter assuming a
meta-galactic UV ionizing spectrum at z = 0 as specified by
Haardt & Madau (2012) for all absorbers, since our sample is
at low-redshift (see Section 5 for justification of this choice).
The Haardt & Madau (2012) UV background best reproduces
the low-redshift H I column density distribution (Danforth
et al. 2016) for logNH I > 14 (Shull et al. 2015), where al-
most all CGM absorbers are detected. Given the presence
of varying ionization states, this modeling relies primarily
on the lower ions to provide the ionization parameter since
the higher ionization states may be influenced by some colli-
sional ionization.
As mentioned in Paper 1, the absorbers in this sample are
well outside any “proximity distance” where the ionizing flux
which leaks out from the nearby galaxy exceeds the meta-
galactic ionizing flux from QSOs (Giroux & Shull 1997).
This calculation assumes that a very high (probably unre-
alistically high) fraction of ionizing radiation escapes from
the nearby galaxy (〈fesc〉 = 5%), in order to determine a
quite conservative estimate for the maximum proximity dis-
tance for each absorber based on the nearest galaxy’s current
SFR (Giroux & Shull 1997). Since all of our absorbers are
well outside this distance, the meta-galactic ionizing flux is
assumed to be isotropic in our CLOUDY modeling.
The internal temperature and thus pressure of these clouds
is also determined from the CLOUDY model (see details in
Paper 1 and Section 5). The derived pressures shown in the
bottom panels of Figure 8 vary considerably around a mean
value of 〈P/k〉 = 2 cm−3 K, a value which is ∼ 0.7 dex
lower than the mean value reported in Paper 1. This is largely
due to an error in Paper 1 that overestimated the cloud pres-
sure by a factor of ≈ 5.
The calculated cloud density together with the observed
H I column density and neutral fraction determine the line-
of-sight cloud thickness, Dcl. These cloud sizes range from
150 pc to 40 kpc (see Table 9 and Figure 8). The smallest
cloud sizes are quite close to the minimum size suggested to
survive in the CGM over a long timescale (≥ 250 Myr) by
Armillotta et al. (2016); the largest cloud sizes are nearly a
factor of ten larger than the largest HVC found near the Milky
Way (Complex C; Wakker et al. 2007). While there is one
CLOUDY solution (for the absorber PHL 1811 / 39658) that
suggests a cloud size still larger (∼ 200 kpc) this absorber has
a very poorly constrained photo-ionization model (grade D).
Therefore, we discount this absorber’s model and suggest a
largest cloud size of ∼ 40 kpc (covering about 2% of the
entire CGM when viewed from afar).
Assuming spherical symmetry allows a mass estimate for
each cloud modeled. Individual cloud mass estimates can be
quite uncertain (σ(Mcl) ∼ 30-50%) due to uncertainties in
the CLOUDY modeling (including the possible presence of
multi-phase gas), to uncertainties in the H I column density
when the Lyα is saturated and/or blended, and to the sub-
stantial sensitivity of the calculated mass to the line-of-sight
thickness from which it is derived (Mcl ∝ D3cl). In this sam-
ple, cloud masses range from 30 M to 2 × 108 M, the
latter value being over two orders of magnitude more mas-
sive than Complex C (Wakker et al. 2007). These cloud mass
estimates are listed in Table 9 and shown in Figure 8.
The CLOUDY models for components of the complex ab-
sorbers yield smaller line-of-sight cloud sizes and masses
compared to Paper 1. As inferred by the photo-ionization
analysis these absorption complexes break up into smaller
(3-10 kpc) clouds that have estimated cloud masses of 105-
106.5 M. This increases the shadowing factor and the fill-
ing factor, which increases the total CGM ensemble mass.
But dividing very massive absorbers into separate clouds has
the effect of decreasing the total CGM mass estimate be-
cause, in the limit of unity covering factor, the few most
massive clouds dominate the total filling factor and the en-
semble mass. By this new analysis method for the complex
absorbers, the total filling factors are 1.5 times greater for all
luminosity classes than as given in Paper 1 (see their Table 7);
e.g., 5-9% for super-L∗ galaxies.
In calculating the ensemble CGM cool gas mass we have
followed the procedure described in detail in Paper 1 in
which the number of clouds (Ncl) in each half-dex size range
is determined from the covering factor (C), shadowing factor
(S), virial radius of the associated galaxy (Rvir) and cloud
size (Rcl) by the following equation, which was derived in
Paper 1:
Ncl = C S
(
Rvir
Rcl
)2
. (18)
The ensemble mass in each mass bin is thenMtot = NclMcl;
for this calculation we have assumed that the CGM extends
to the virial radius of these galaxies (but see Shull 2014) and
used the clouds associated with both the super-L∗ and sub-
L∗ subsamples (as in Paper 1) as representative of bulk CGM
properties for galaxies in both of these luminosity subsam-
ples, since the covering and shadowing factors for each sub-
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sample are nearly identical. While the dwarfs have far fewer
detected clouds, that subsample also has much lower cover-
ing factors (C) within the virial radius (C ∼ 1/2), and much
larger associated errors. Also as in Paper 1, we have divided
the CGM into volumes defined by the inner and outer half-
radii as the covering factor declines slightly between these
two impact parameters. Three-quarters of the CGM mass is
inside 1/2Rvir. The ensemble cold cloud numbers and mass
in each luminosity subsample are determined using the mean
virial radius for each subsample (see Paper 1).
The combination of larger filling factors and larger num-
bers of modest-mass clouds (factor of nearly twice more
in the ∼ 105-106.5 M range) leaves our best estimate
for the ensemble cool CGM mass nearly unchanged at
log (M/M) = 10.2 ± 0.3 for super-L∗ galaxies, identical
(but with slightly larger uncertainty) to the value presented in
Table 7 of Paper 1. This best estimate uses all 23 absorbers
with data and CLOUDY modeling quality of A, B and C
grades. If only the best quality A- and B-grade absorbers
are used, this sample of 17 absorbers finds log (M/M) =
10.4± 0.4. The larger uncertainty is due to the smaller num-
ber of large (20-30 kpc), massive (> 106.5 M) clouds in the
full ensemble (3 vs 5). Using only grade A absorbers finds
a similar mean mass estimate but with a much larger uncer-
tainty due to the smaller sample of massive clouds. Almost
all of the CGM clouds detected at ρ ≤ Rvir by this survey are
modeled in this process; 12 of 15 absorbers have metals and
almost all of them are modeled in Section 5. Since there are
no obvious differences in basic properties (e.g., NH I values)
between those few unmodeled clouds and the large major-
ity of modeled clouds, the above estimate of ensemble CGM
cool cloud mass likely is unbiased by the absence of models
for these few.
The error budget for this CGM ensemble mass estimate
is substantial. Since the ensemble mass estimates are domi-
nated by a small number of the largest clouds, the sampling
errors are large, ∼ 50%. But then there are also system-
atic errors associated with the CLOUDY modeling itself, due
both to uncertainties in individual metal-line measurements
and to the detailed methodology in constructing the best-fit
models based on those ratios (see Section 5). These errors are
reflected in the individual uncertainties associated with cloud
line-of-sight thicknesses and masses recorded in Table 9. De-
spite the statistical gain of averaging many modeled clouds,
the errors due to modeling uncertainties are comparable to
the sampling errors, leading to total errors in the ensemble
mass estimate of 0.3 dex.
Even with this increase in uncertainty, our ensemble super-
L∗ galaxy CGM mass estimate of log (M/M) = 10.2±0.3
is substantially lower than the COS-Halos “preferred lower
limit” of log (M/M) ≥ 10.8 (Werk et al. 2014) at the
2σ level. The COS-Halos estimate is presented as a firm
lower limit on CGM mass due to saturated H I absorp-
tion lines in their sample. However, a COS-Halos calcula-
tion similar to the one performed above and in Paper 1 ob-
tains a total CGM cool gas mass of log (M/M) = 10.5,
1σ higher than the value obtained here and in Paper 1. A
more recent study of CGM gas structure using a hierarchi-
cal, photo-ionized cloud structure to explain the various ion-
ization states including O VI finds a total cool gas mass of
log (M/M) = 10.1 ± 0.1 (Stern et al. 2016). The Stern
et al. (2016) study also finds covering factors and filling fac-
tors for Lyα and the low ions comparable to the values we
found in Paper 1 and herein. An even more recent paper
(Prochaska et al. 2017) extends the Werk et al. (2014) analy-
sis by obtaining better NH I values for COS-Halos absorbers
with highly-saturated Lyα. This new work suggests a total
cool CGM mass of nearly 1011 M, at even greater variance
to the value obtained herein. We critique these various CGM
cool gas mass estimates in the next subsection.
In both the current study and the COS-Halos study, the
cool CGM ensemble cloud mass is dominated by the few
very large clouds with line-of-sight thicknesses of ≥ 10 kpc
and estimated masses ≥ 106.5 M. Werk et al. (2014) find
even larger, more massive clouds with estimated line-of-sight
thicknesses of up to 2 Mpc. These cloud sizes are so large
that even Werk et al. (2014) question whether inferred sizes
can be as large as this, since 2 Mpc is considerably larger
than the virialized region of an L∗ galaxy. Excluding a very
poorly-constrained (grade D) CLOUDY solution for one ab-
sorber that yields a line-of-sight thickness of ∼ 200 kpc, the
largest cloud thicknesses we find in the current study are 20-
40 kpc, which yield inferred cloud masses of 107-108 M.
Are even these large cloud sizes reasonable or just the
result of unsuspected systematics in the CLOUDY model-
ing? The recent discovery by Davis et al. (2015) leaves little
doubt that large size (≥ 10-20 kpc) cool CGM clouds can
exist. Davis et al. (2015) found H I and/or C IV absorption
common to a close triplet of QSO sight lines (“The LBQS
Triplet”; Crighton et al. 2010) at the redshift of a very nearby,
star-forming 0.07L∗ spiral. While the physical structure of
clouds this large is not clear, Davis et al. (2015) set a firm
lower limit of ≥ 106 M on the mass of this cloud. And
if the mean ionization parameter from the present study is
adopted for these absorbers, then the inferred mass of this
cloud is ≥ 107 M. Further research on the internal, physi-
cal structure of CGM clouds will provide a much more se-
cure ensemble mass for the cool phase of galaxy halos, a
work which is now in progress in Cycle 23 of HST obser-
vations (Guest Observer Program #14127, M. Fumagalli, PI;
see also Bowen et al. 2016).
6.1. Systematics and the Estimated Baryon Content of the
Cool CGM
The ensemble cool CGM cloud mass determination is im-
portant for taking an accurate census of spiral galaxy baryons
and assessing the status of the “missing baryon” problem.
Since the most obvious physical condition for this “miss-
ing” gas is in the hard-to-detect T = 105-106.5 K range (but
see Savage et al. 2014; Stocke et al. 2014; Werk et al. 2016;
Prochaska et al. 2017), at present its amount can best be cal-
culated indirectly by totaling those baryon reservoirs that are
more easily detectable and assuming a total baryon reservoir
set by the univeral dark matter to baryon ratio. This hypothe-
sized hotter gas is suggested by simulations(e.g., Klypin et al.
2001; Faerman, Sternberg, & McKee 2016) to be massive
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enough to be the dominant baryon reservoir in spiral galax-
ies with an extent comparable to a small, spiral-rich group in
which individual star-forming galaxies reside (Stocke et al.
2014; Faerman et al. 2016). A hot intra-group medium
is also suggested for spiral-rich galaxy groups by down-
ward extrapolation from the more massive halos of elliptical-
dominated groups (Mulchaey 2000) and by some (but not
all) observational analyses of the Local Group gas (e.g., An-
derson & Bregman 2011; Gupta et al. 2012; Faerman et al.
2016).
While data and analysis limitations make all current es-
timates uncertain to a factor of ∼ 2, the different results
presented in the previous paragraph suggest substantial dif-
ferences in the number of “missing baryons”. The Werk
et al. (2014) COS-Halos “preferred lower limit” amounts
to ≥ 30% of the baryons in spiral galaxies. And the re-
cent Prochaska et al. (2017) reanalysis of the COS-Halos
absorbers finds ≈ 50% while the ensemble mass estimated
here and in Paper 1 yield 10-15% baryon fraction. The Stern
et al. (2016) formalism finds baryon fractions at the ≤ 10%
level while admitting that their assumed hierarchical cloud
structure minimizes a total mass estimate. While the lower
limit found by Werk et al. (2014) and the value quoted by
Prochaska et al. (2017) are 4-5 times higher than the amount
found herein, the COS-Halos galaxies are suggested to be in
twice-higher-mass halos, so the baryon fractions calculated
differ by a factor of 2-2.5. Using nominal values (see Ta-
ble 8 in Paper 1) obtained by other studies for the L∗ spiral
galaxy baryon percentages in stars and gas in the spiral disk
(∼ 20%), hotter O VI-absorbing gas in the CGM (∼ 6%),
and very hot (T > 107 K) coronal gas (≤ 10%), then the
Werk et al. (2014) lower limit on cool CGM mass implies
that ≥ 2/3 of all spiral galaxy baryons have been found; i.e,
currently detected and identified in emission and/or absorp-
tion. The most recent Prochaska et al. (2017) paper suggests
that, between the cool and hot CGM masses, all the baryons
in spiral halos may have been located. On the other hand, if
the value derived herein, in Paper 1, and in the Stern et al.
(2016) analysis is used, then ≥ 1/2 of spiral galaxy baryons
remain “missing”. While these differences are large, they are
only somewhat greater than the combined statistical errors of
these various analyses.
While we have quoted statistical errors on our mass es-
timates, important systematic differences exist between the
COS-Halos studies and this one. Most importantly is the
value of the ionization rate assumed to be impinging on
these clouds because derived cloud densities, and thus cloud
masses, are determined from the CLOUDY modeling, which
uses an assumed meta-galactic ionizing spectrum. The use of
different values quoted in the most recent works (Haardt &
Madau 2001, 2012; Kollmeier et al. 2014; Khaire & Srianand
2015; Shull et al. 2015; Madau & Haardt 2015; Gaikwad
et al. 2016) can add ≥ ±0.3 dex of systematic uncertainty
to the total (i.e., ionization-corrected) hydrogen column, and
a greater systematic uncertainty to the computed mass, de-
pending on method used. Additional systematic bias occurs
when studying absorbers at different redshifts due to the very
steep dependence of the H I ionization rate (ΓH) on redshift
(see Section 5.1). Our use of the H I photo-ionization rate
at z = 0 as compared to a ∼25% larger value at z = 0.05
(the median redshift of our sample) has very little effect on
the estimated cloud masses. However, Werk et al. (2014) and
Prochaska et al. (2017) assume a much more intense radia-
tion field that amounts to a factor of ∼3-4 times larger ion-
ization rate, when corrected back to z = 0 from the mean
COS-Halos absorber redshift of z = 0.2. The Haardt &
Madau (2012, HM12 hereafter) UVB spectrum is assumed
for this conversion from z = 0.2 to z = 0. We assert that it is
this difference in assumed ionization rate (Haardt & Madau
(2001, HM01 herafter) at z = 0.2 assumed by Werk et al.
2014 and Prochaska et al. 2017, and HM12 at z = 0 as-
sumed herein) that leads to the cloud densities in this survey
(i.e., largely at ρ > 0.5Rvir) appearing to be lower than the
COS-Halos cloud densities at slightly smaller impact param-
eters (see Figure 9; bottom two panels). Using the results
found in Shull et al. (2015) (see their Table 1 & Figure 2),
for a given NH , the neutral fraction is ∼ 0.6 dex higher for
the HM12 spectrum than for the HM01 spectrum. By Equa-
tion 8 in Werk et al. (2014) and Equation 7 in Prochaska et al.
(2017) this ≈ 4 times larger NH for a given NH I translates
directly into a ≈ 4 times larger total CGM cool gas mass.
This difference can be seen in the bottom panels of Figure 9,
in which the Werk et al. (2014) fits to cloud densities are sig-
nificantly higher than the current data; some of the Prochaska
et al. (2017) inferred cloud densities are even higher (see their
Figure 8, right-hand panels).
Ultimately, the correct value of the H I ionization rate is
not known at present, particularly at low-z (although see very
recent work on Hα fluorescence in clouds at z ≈ 0 that may
rule out the HM01 ionization rate; Fumagalli et al. 2017, see
also Donahue et al. 1995). We justify our use of the HM12
spectrum through the detailed analysis of various ionization
rates presented in Shull et al. (2015), which included a com-
parison with observed column density distributions (see their
Figure 2). What is striking in this Figure is that the low-H I
column density distribution is well-matched using the earlier
HM01 UVB, but the higher H I column densities are much
better matched by the HM12 background. While none of the
UVB spectra match the slope of the observed column density
distribution, the origin of this discrepancy remains a mystery.
And what is the best match at logNH I > 14.5 is also not
clear. But, since the CGM absorbers are all at higher column
densities, the choice of the HM12 spectrum appears to be the
most appropriate for CGM studies at this time.
As reported in Paper 1 and herein, none of the present sam-
ple of absorbers occurs so close to the nearest galaxy that
the ionizing flux impinging on the cloud becomes dominated
by the escaping Lyman continuum radiation from the nearby
galaxy; i.e., all of the absorbers in the present sample have
impact parameters larger than the “proximity distance” for a
rather high assumed escape fraction of ionizing photons of
5% (Giroux & Shull 1997). However, using the SFRs and
impact parameters for COS-Halos absorbers found in Werk
et al. (2013) we find that 18 out of 28 of the COS-Halos ab-
sorbers lie at impact parameters less than the proximity dis-
tance for a more plausible escape fraction of 2%. Both be-
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cause the impact parameter is a projected distance and be-
cause the leakage of ionizing photons is very likely to be
highly anisotropic in star-forming galaxies, only a fraction
of the 18 absorbers actually may have their photo-ionization
rate dominated by UV photons from the nearby galaxy. Still,
if this occurs even in just a few cases the under-estimation
of the ionizing flux for these absorbers can lead to an under-
estimate of the cloud density for the ionization parameter set
by the metal-line ratios in the absorber. If this “proximity ef-
fect” is present for some COS-Halos absorbers, it means that
COS-Halos has under-estimated the ionization rate in these
cases. But, even if present, this is likely to be a small ef-
fect (Werk et al. 2014 came to this same conclusion) since
the solid angle illumination of a CGM cloud by the nearby
galaxy is modest at CGM cloud distances, and much smaller
than the isotropic UVB impinging on the cloud.
While there may be differences between these two mass es-
timates due to assumed ionizing radiation field levels, there
are definitely differences in the radial domain of applicabil-
ity of these results as described in Section 2.1 and shown in
Figures 1 and 2. Briefly, the COS-Halos study has no data at
all at & 1/2Rvir, while the present study has very little data
at ≤ 1/2Rvir compared with COS-Halos (7 absorbers only
from this study, all of which have CLOUDY models). There-
fore, one could argue that these studies are largely disjoint
and thus complementary and cannot be easily compared due
to the quite different radial distribution of impact parameters.
For example, the analysis of Prochaska et al. (2017) suggests
that the CGM cool gas mass has converged in the COS-Halos
data and there is little to no CGM beyond ρ ≥ 0.5Rvir. This
conclusion is based on a cloud column density distribution
which declines quickly with impact parameter, truncating at
an impact parameter of 160 kpc. On the other hand, at larger
impact parameters, the present study finds no significant cor-
relation between NH I and impact parameter. In the current
sample there are quite a few metal-bearing, high-NH I ab-
sorbers at ρ ≥ 0.5Rvir, including metal-line detections in
absorbers beyond the virial radius (Figure 13, and Figures 8
& 9 in Paper 1). Paper 1 finds ≈ 25% of the cool CGM be-
tween 0.5-1Rvir, at variance with the Prochaska et al. (2017)
conclusion.
On the other hand, if the COS-Halos choice of the HM01
ionization is adopted, then a total CGM cool gas mass in-
side the virial radius of slightly greater than 1011 M is ob-
tained. If the twice larger halo mass calibration of Prochaska
et al. (2011a) is used (see Figure 1 in Stocke et al. 2013),
the baryon fraction of the CGM cool gas mass exceeds 50%.
While it is beyond the scope of this paper to decide which
ionization rate and halo mass calibration are correct, we fa-
vor a lower value of the CGM cool gas mass both because the
HM01 ionization rate appears to be ruled out by recent low-z
Hα fluorescence observations (Adams et al. 2011; Fumagalli
et al. 2017) and because a larger reservoir of hot, compared
to cool, gas mass is expected around star-forming galaxies in
small galaxy groups (Klypin et al. 2001; Faerman et al. 2016,
see also Stocke et al. 2014 for relevant observations). High-
S/N HST/COS observations of QSO probes through small
galaxy groups are now in progress (cycle 23; J. Stocke, PI)
to search for broad, shallow O VI and Lyα absorption asso-
ciated with this hotter gas.
Since there is only a small overlap in radial domain be-
tween our sample and COS-Halos, one can argue that to ob-
tain the best total CGM cool gas mass estimate, these values
should be added. But in this case we need to renormalize the
COS-Halos mass estimate for ρ < 1/2Rvir to the HM12 ion-
ization rate at z = 0.2. For the most recent Prochaska et al.
(2017) mass estimate this yields: log (M/M) = 10.4± 0.3
for the inner CGM. This renormalized value is now within
the statistical errors of our mass estimate here and in Paper
1. For the outer CGM we take 25% of the CGM calculated
herein from Paper 1. We make no correction in this calcula-
tion for the larger halo mass galaxies in the COS-Halos stud-
ies compared to the sample herein; i.e., we use a total halo
mass appropriate for a 2L∗ galaxy from Paper 1 and here. In
this case the total CGM cool gas mass estimate obtained is:
log (M/M) = 10.5±0.3, 1σ higher than our estimate. This
amounts to a cool CGM baryon fraction of ∼ 30%, twice the
value obtained from our data alone.
In conclusion, while this study updates and slightly revises
the ensemble CGM properties of star-forming galaxies, the
new values obtained are nearly indistinguishable from the
findings of Paper 1. Specifically, for this sample alone, the
ensemble CGM mass calculation finds the same values as
Paper 1 for all three luminosity bins. Since the difference
between this study and Paper 1 is how the multi-component
Lyα absorbers are handled, the cool CGM mass calculation
appears to be robust with respect to the detailed data analy-
sis process used for the multi-component absorber complexes
that dominate the CGM cool cloud mass. Additionally, the
ensemble cool CGM mass of log (M/M) = 10.2± 0.3 ob-
tained herein and in Paper 1 is identical to within statistical
errors with the recent result of Stern et al. (2016), which uses
a much more specific model for cloud structure. This sug-
gests that the mass calculation is also robust with respect to
the detailed structure assumed for these clouds and the cool
CGM gas mass consititutes a significant, but still minority,
contribution (10-15%) of the spiral galaxy baryon inventory.
However, the COS-Halos study better samples the inner
half of the virial radius of massive spirals, while the current
study better samples the outer half. After renormalizing the
COS-Halos mass estimate to the less intense ionization rate
and smaller total halo mass appropriate for our sample, the
estimated baryon fraction in the cool CGM gas is 30%, twice
the value quoted above. Given all the statistical and system-
atic uncertainties, we consider this baryon fraction to be the
most accurate estimate currently.
7. DISCUSSION
7.1. Galaxy-Absorber Correlations
7.1.1. Metal-line Detections and Nondetections
In this Section we examine basic correlations between
galaxies and their CGM absorbers. Figures 10 and 11 com-
pare histograms of H I column density and absorber-galaxy
radial velocity difference, respectively, for absorbers with
and without metals. The top panel of both Figures compares
absorbers that exhibit absorption from any metal species with
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Figure 10. Distribution of H I column density for absorbers with and
without metals (top) and with and without O VI absorption specif-
ically (bottom). In the top panel no constraints are placed on the
strength of the metal-line absorption or lack thereof. In the bottom
panel a cutoff of NO VI = 1013.2 cm−2 is used for the presence or
absence of O VI absorption (i.e., only O VI absorbers with larger
column densities are considered, and O VI must be detectable at
the cutoff column density to at least 3σ significance for O VI non-
detections).
those that are metal free (i.e., H I-only systems) without
regard to the strength of the metal-line absorption or lack
thereof. The bottom panel of both Figures compares O VI
absorbers specifically to those that do not show O VI (but
perhaps show absorption from other metal species), both for
a more direct comparison with the COS-Halos results and
because O VI is the metal species that is the most sensi-
tive tracer of low-metallicity gas located far from galaxies
(Stocke et al. 2006, 2007). To be considered an O VI ab-
sorber for the purposes of these histograms an absorber must
have NO VI ≥ 1013.2 cm−2. To be an O VI non-detection
O VI must be detectable (i.e., high quality FUSE data must
be available or the absorber must have sufficient redshift for
O VI to be detectable in HST/COS data) to a 3σ limit of
NO VI < 10
13.2 cm−2.
Figure 10 shows that CGM absorbers with no detected
metal lines have a lower average H I column than metal-
line absorbers. This suggests that some of the “metal-free”
absorbers may have similar metallicity to those with detected
metals, but their H I column is so low as to make their associ-
ated metal lines undetectable in the current spectra; i.e., with
greater S/N we would expect some of the “metal-free” ab-
sorbers in the right-hand side of Figure 10 to become metal-
line absorbers. Based on the CLOUDY models described in
Section 5, the metal-free absorbers could have metallicities
. 0.1Z. The bottom panel of Figure 10 attempts to cor-
rect for this effect by examining absorbers with and without
O VI above a certain threshold. After this correction the aver-
age H I column density for CGM absorbers with and without
O VI are more comparable, although the metal-free absorbers
are still systematically at lower NH I.
If we assume for the moment that the metal-line detections
are associated with high-metallicity outflows and the non-
detections are associated with infalling, low-metallicity gas,
then the similarity between the velocity distributions of H I
absorbers with associated metal lines and those without (Fig-
ure 11) suggests that there is no clear kinematic discrimina-
tor between the two. This speculative conclusion also holds
for the O VI and non- O VI absorbers. However, the rel-
atively high threshold of metallicities (log (Z/Z) ≥ −1)
accessed by current COS spectroscopy leaves unanswered
the metallicity of true IGM absorbers far from galaxies since
the IGM metallicity level found at z > 2 is in the range
log (Z/Z) ≈ −2 to −3 (Schaye et al. 2003; Aguirre et al.
2004; Simcoe, Sargent, & Rauch 2004). Much higher S/N
COS spectra than those presented here would need to be ob-
tained to address this question.
Another issue that Figures 10 and 11 bring to light is sys-
tematic uncertainties in the estimate of the CGM mass (Sec-
tion 6). The mass of individual CGM absorbers can only be
estimated if there are sufficient metals present to constrain
photo-ionization models (see Section 5 for details), so the
“metal-free” absorbers are de facto assumed to have similar
sizes and masses to the modeled absorbers. The large number
of CGM absorbers with low-H I column density and no met-
als detected suggests that the ensemble CGM mass estimate
of Section 6 is likely an overestimate of the true value. This
increases the discrepancy between our CGM cool cloud mass
Figure 11. Distribution of absorber-galaxy radial velocity difference
for absorbers with and without metals (top) and with and without
O VI absorption specifically (bottom). In the top panel no con-
straints are placed on the strength of the metal-line absorption or
lack thereof. In the bottom panel a cutoff of NO VI = 1013.2 cm−2
is used for the presence or absence of O VI absorption (i.e., only
O VI absorbers with larger column densities are considered, and
O VI must be detectable at the cutoff column density to at least 3σ
significance for O VI non-detections).
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Figure 12. Distribution of H I column density (top) and absorber-
galaxy radial velocity difference (bottom) for targeted and serendip-
itous absorbers. There are no significant differences in either quan-
tity between the two samples.
estimate and that of Werk et al. (2014). A detailed discussion
of this point can be found in Section 6.
7.1.2. Targeted and Serendipitous Absorbers
Given the differences between the targeted and serendip-
itous samples, such as the higher uncertainties in NH I val-
ues for targeted absorbers (see discussions in Sections 3 and
5), it is fair to ask whether there are any systematic differ-
ences in the CGM properties of these galaxies. While Fig-
ure 1 shows that the targeted sample preferentially probes
lower-luminosity galaxies at smaller impact parameters than
the serendipitous sample, Figure 12 shows that there is lit-
tle difference in the distributions of H I column density and
absorber-galaxy radial velocity difference. The targeted sam-
ple shows some evidence for having a smaller characteristic
velocity difference (|∆v| < 200 km s−1) than the serendip-
itous sample, with only ∼ 4% (1/27) of its absorbers having
|∆v| > 200 km s−1 as compared to ∼ 23% (20/87) for the
serendipitous one.
One interpretation of Figure 12 is that the outskirts of
luminous galaxies look remarkably like the CGM of low-
luminosity galaxies, except with a larger spread in velocity.
This could simply be a consequence of higher mass halos
having larger velocity dispersions, but it may suggest that the
luminous serendipitous galaxies possess analogs to Galactic
HVCs, which could be fossil relics of previous mergers with
lower-luminosity companions. In the case of Milky Way
HVCs, the connection with dwarf satellites is occasionally
clear (e.g., the Magellanic Stream; D’Onghia & Fox 2016),
but often even the largest HVCs cannot be associated with
a present-day Milky Way satellite (e.g., Complex C; Wakker
et al. 2007).
Whenever appropriate in subsequent Figures we have en-
deavored to plot data points from the targeted and serendipi-
tous samples with different plot symbols (circles for targeted
galaxies/absorbers and triangles for serendipitous ones as in
previous Figures). In all cases the data from the two differ-
ent samples are well mixed, aside from the aforementioned
differences in the host galaxy luminosities and impact param-
eters. This indicates that there are no further systematic dif-
ferences in galaxy or inferred CGM properties between these
two samples. Therefore, here and in Paper 1 the targeted and
serendipitous samples are treated as a single sample.
7.1.3. Galaxy-Absorber Kinematics
Figures 13-15 examine correlations between properties of
CGM absorbers and their host galaxies. In Sections 4.2 &
4.4 of Paper 1 we investigated basic observables relevant to
absorber-galaxy kinematics. While the plots here present the
data in a different format the overall conclusions here and in
Paper 1 are the same.
The top panel of Figure 13 shows the galaxy-absorber ra-
dial velocity difference for metal-line and H I-only absorbers
as a function of QSO-galaxy impact parameter. This plot of
directly-observable quantities shows that there is little dif-
ference in the distribution of absorbers with and without
associated metals, except that virtually all absorbers with
ρ . 50 kpc have associated metals and velocities close to
the galaxy velocity. The bottom panel shows the same data
plotted in normalized units, where the radial velocity differ-
ence is displayed as a multiple of the escape velocity from
the galaxy halo at R = ρ and the impact parameter is plotted
as a multiple of the galaxy virial radius. While some caution
is advisable so as not to over-interpret this plot of derived
quantities where both axes are dividing a projected quantity
by a three-dimensional value, both in Paper 1 and here we in-
terpret these low impact parameter and low |∆v| absorbers as
recycling gas that is either outflowing or infalling but almost
certainly remains bound to the associated galaxy.
At larger impact parameters (ρ & 50 kpc) the |∆v| val-
ues increase significantly. However, this difference may
be largely artificial because this is also the impact param-
eter where our overall sample becomes dominated by the
serendipitous rather than the targeted galaxies. Since the
serendipitous absorbers are associated with more luminous
galaxies (see Figure 1), the velocity differences are system-
atically larger but the |∆v|/vesc distributions are not so dif-
ferent; i.e., compare the spread in ∆v at ρ ≈ 100 kpc in
the top panel of Figure 13 with the spread in |∆v|/vesc at
ρ/Rvir ≈ 1 in the bottom panel.
However, there are a few (5) significant outliers in the bot-
tom panel of Figure 13 with |∆v|/vesc > 5, which are cer-
tainly not gravitationally bound to their associated galaxy.
Whether this means that these five are true IGM absorbers,
not associated with a single galaxy despite their modest im-
pact parameter (ρ/Rvir ≈ 1.5), or whether these are unbound
infalling or ejected clouds, is not clear. The three absorbers
apparently associated with low mass galaxies (logM∗ < 8;
see Figure 14) could be associated with large-scale structures
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Figure 13. Distribution of CGM absorber-galaxy radial velocity dif-
ference as a function of impact parameter in directly observable
(top) and derived (bottom) units. The absorbers with the largest ve-
locity difference (|∆v| > 5 vesc) are all located far from the nearest
galaxy (ρ & 1.4Rvir).
in their vicinities instead (Rosenberg et al. 2003; Yoon et al.
2012; Keeney et al. 2014; Stocke et al. 2014). The same may
be the case for the multiple-velocity-component absorbers
with |∆v|/vesc > 5 apparently associated with galaxies at
logM∗ ≈ 9.4. The uncertain associations mentioned here
(3C 273 / 1585, Mrk 335 / 2281, PG 1116+215 / 17614 &
17676, and Q 1230+0115 / 1497) are detailed in Section A.2
of the Appendix (see also Section 7.2).
Figure 14 is similar to Figure 13 except that it plots the lu-
minosity of the host galaxy instead of an absorber’s distance
from it. The top panel of Figure 14 plots directly-observable
quantities: galaxy-absorber radial velocity difference as a
function of rest-frame g-band galaxy luminosity in L∗ units.
Again we find no clear distinction between CGM absorbers
with and without associated metals. The bottom panel plots
the radial velocity difference as a multiple of escape velocity
from the galaxy at R = ρ as a function of the host galaxy’s
stellar mass; see Section 4 for a description of theM∗ deriva-
tion. The dispersion of |∆v|/vesc is clearly higher for galax-
ies with M∗ < 1010 M and probably indicates that some of
these are unbound absorbers.
The general trends found in the bottom panels of Fig-
ures 13 and 14 are unsurprising since lower mass galaxies
have smaller escape velocities and the escape velocity for a
given galaxy decreases as the distance from the galaxy in-
creases. Thus, an observed value of |∆v| < 400 km s−1 will
be a larger multiple of the escape velocity far away from less
massive galaxies, exactly as found in Figures 13 and 14. The
handful of absorbers with extremely large peculiar velocities
Figure 14. Distribution of CGM absorber-galaxy radial velocity dif-
ference as a function of galaxy size in directly observable (top) and
derived (bottom) units. The absorbers with the largest velocity dif-
ference (|∆v| > 5 vesc) are all associated with less massive galaxies
(M∗ < 1010 M).
(|∆v|/vesc > 5) are a mixture of metal-line and H I-only
absorbers, and all but one have NH I < 1014 cm−2. How-
ever, the three absorbers with the largest |∆v|/vesc values are
metal-free to a limiting metallicity of . 10% solar. The ab-
sorber with the largest |∆v|/vesc value (Q 1230+0115 / 1497)
is in an area very well surveyed for galaxies to a limit of
< 0.01L∗. In Rosenberg et al. (2003) we speculated that this
absorber and the 3C 273 / 1585 absorber (at |∆v|/vesc ∼ 6.5
in this plot) both are part of a large-scale filament of galaxies
and gas in this region and not associated with any one galaxy
(see also Keeney et al. 2014).
Taken together, these Figures show that there is no easy
kinematic or size/mass dichotomy between absorbers with
associated metal lines and those without. Going one step
further, this means that we have found no simple kinematic
diagnostic to distinguish low-metallicity gas accreting onto
a galaxy from higher-metallicity gas entrained in a galactic
wind even though simulations strongly imply that both in-
falling and outflowing gas are pervasive in the CGM at z ∼ 0
(e.g., Keres˘ & Hernquist 2009).
This conclusion is bolstered by Figure 15, which shows
the distribution of CGM sight lines with respect to the host
galaxy’s major axis for the subset of QSO-galaxy pairs where
the galaxy’s major axis is well-defined. Half of the CGM
sight lines (15/30) are located within the galaxy’s virial ra-
dius, and we see a modest dependence on impact parame-
ter of the fraction of sight lines containing metals, with 80%
(12/15) of the sight lines located within a galaxy’s virial ra-
dius containing metals as opposed to 60% (9/15) of the sight
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Figure 15. Distribution of QSO sight lines with respect to the major
axis of the nearest galaxy, where such information is available. Half
of the sight lines (15/30) are located within the galaxy’s virial radius
and 70% (21/30) are located within 45◦ of the galaxy’s minor axis.
There is no appreciable difference in the fraction of sight lines con-
taining metals as a function of azimuthal angle, but there is some
dependence on impact parameter with 80% (12/15) of sight lines
within the galaxy’s virial radius containing metals as compared to
60% (9/15) at larger distances.
lines at larger distances. However, the fraction of sight lines
containing metals as a function of azimuthal angle is rela-
tively constant. This is somewhat surprising as galactic out-
flows are found to be bipolar with small opening angles cen-
tered on the minor axis (Veilleux et al. 2005) and IGM ac-
cretion is expected to occur closer to the galaxy’s major axis
(Keres˘ & Hernquist 2009).
Bouche´ et al. (2012) found a bimodal distribution of CGM
absorbers when studying strong Mg II absorbers at z ∼ 0.1.
In that study, half of the sight lines containing strong Mg II
absorbers were located near the galaxy’s major axis and the
other half within 30◦ of its minor axis. While 70% (21/30)
of our CGM sight lines are located closer to the galaxy’s
minor axis than its major axis6, Figure 15 shows that the
azimuthal angle distribution of the sight lines is otherwise
rather uniform. However, this could be because we are ex-
amining all sight lines that show CGM absorption, regard-
less of the H I column density, whereas Bouche´ et al. (2012)
were studying the distribution of strong Mg II absorbers,
which are known to preferentially select Lyman limit systems
(NH I > 1017.3 cm−2; Steidel 1995). Our CGM sample has
too few Lyman limit systems (4) to make a direct compari-
son with the Bouche´ et al. (2012) results, but if we limit our
sample to only include absorbers withNH I > 1015 cm−2 we
still do not find a bimodal absorber distribution.
6 Some of the targeted sight lines were specificially chosen to be near the
targeted galaxy’s minor axis, potentially biasing this result. However, we
find the same fraction of sight lines closer to the galaxy’s minor axis in the
targeted (7/10) and serendipitous (14/20) samples, suggesting that there is
no systematic bias between the samples.
7.2. Are Absorbers Associated Unambiguously with a
Single Galaxy?
We have assumed throughout this Paper that a galaxy-
absorber association exists if a galaxy is located within a
projected distance of 2Rvir of the QSO sight line and has
a velocity within 400 km s−1 of an H I Lyα absorber. Here
we examine the robustness of this assumption by searching
for not only the nearest galaxy (ng) to the QSO sight line
(i.e., those tabulated in Tables 1 and 2) but the next-nearest
galaxy (nng) as well. The last three columns of Tables 1
and 2 list the ratios of the impact parameters for the nearest
and next-nearest galaxies (ηρ = ρng/ρnng), the ratios of their
normalized impact parameters (ηvir = (ρ/Rvir)ng/(ρ/Rvir)nng),
and the ratios of their normalized absorber-galaxy velocity
differences (η∆v = (|∆v|/vesc)ng/(|∆v|/vesc)nng), respectively.
In all cases a value near zero means that the nearest galaxy is
significantly closer than the next-nearest galaxy, suggesting a
secure association. In some cases only one galaxy is located
with ρ < 1 Mpc and |∆v| < 400 km s−1 of an absorber (i.e.,
the maximum extent of our search volume; 1 Mpc = 2Rvir
for a galaxy with L ≈ 20L∗ according to the prescription of
Paper 1), in which case we quote an upper limit for ηρ but
no value for ηvir or η∆v . Figure 16 shows that almost all as-
sociations in this sample are rather unambiguous since there
is no arguably closer galaxy (ηvir > 1) in either normalized
impact parameter (ρ/Rvir) or normalized velocity difference
(|∆v|/vesc). However, there are a few exceptions in both
samples.
While the serendipitous sample galaxies were chosen to
have ηvir < 1 by construction (see Section 2 for details),
the targeted sample galaxies were chosen first with no spe-
cific isolation criterion, which could lead to some ambigui-
ties. In most cases the targeted galaxy is the closest to the
absorber, but Figure 16 shows four cases with ηvir > 1, two
at ρ/Rvir ≥ 1.5 and two at much smaller normalized impact
parameters and velocity differences.
The two targeted absorbers with ambiguous associations
(ηvir > 1) at large ρ/Rvir are related to each other, as
the QSO/galaxy pairs were chosen specifically to observe
two distinct sight lines to probe two galaxies at compara-
ble redshifts. It is not surprising that these absorbers have
ambiguous associations. The 1ES 1028+511 sight line has
two H I Lyα absorbers within 400 km s−1 of each other
and a targeted galaxy that corresponds to each absorber.
If this were a serendipitous sight line, then the two Lyα
absorbers would be treated as probing the CGM of a sin-
gle galaxy, so for the purposes of the η values in Table 1
we treat SDSS J103108.88+504708.7 as the nearest galaxy
and UGC 5740 as the next-nearest galaxy. Similarly, the
galaxy SDSS J103108.88+504708.7 is actually closer to the
1SAX J1032.3+5051 sight line than is UGC 5740 so it is
treated as the nearest galaxy there as well. The bottom panel
of Figure 16 shows that these two absorbers have peculiar
velocities greater than the escape velocities for these two
galaxies, making their direct association with either galaxy
ambiguous.
The third and fourth ambiguous associations in Figure 16
are targeted galaxies in small groups in which a fainter mem-
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Figure 16. Ratio of the normalized impact parameter for the near-
est galaxy compared to the normalized impact parameter for the
next-nearest galaxy as a function of normalized impact parameter
(top) and normalized velocity absorber-galaxy difference (bottom).
The dashed horizontal line indicates the median value of ηvir in the
serendipitous sample, which is more homogeneous than the targeted
sample. The serendipitous sample shows no clear trend in the top
panel and only a slight (1.4σ) positive correlation in the bottom
panel. Small values of ηvir indicate that the next-nearest galaxy is
much further from the absorber than the nearest galaxy.
ber is closer to the sight line. In one case, the luminous star-
burst galaxy NGC 2611 was the galaxy targeted for observa-
tion using the PG 0832+251 sight line but subsequent, deeper
spectroscopy found that it is a member of a small group of
galaxies, one of which is significantly closer to the sight line
than NGC 2611. The case of the PMN J1103–2329 sight line
is similar in that it was chosen to probe the starburst galaxy
NGC 3511 but the lower-luminosity galaxy NGC 3513 is in
fact closer to the sight line and has a velocity coincident with
the 1194 km s−1 Lyα absorber. NGC 3511 has a velocity co-
incident with the other velocity component in this absorber at
1113 km s−1. No other targeted associations appear ambigu-
ous.
While the “typical” serendipitous galaxy is ∼ 2.4 times
closer than the next-nearest galaxy (ηvir = 0.41; dashed hor-
izontal lines in Figure 16) there is large scatter and no trend
for galaxies closer to the QSO sight line to have smaller
ηvir values (i.e., more secure associations). There is also no
significant trend (1.6σ positive correlation as measured by
Kendall’s tau test) for associations with larger velocity differ-
ences (see bottom panel of Figure 16, where we use a single
absorption velocity equal to the NH I-weighted mean of all
of the associated absorption components when the Lyα ab-
sorber is complex). However, in both plots of Figure 16, the
y-axis is a measure of the robustness of the association only
Figure 17. The ratio of the normalized absorber-galaxy velocity dif-
ference (|∆v|/vesc) for the nearest galaxy compared to the normal-
ized velocity difference for the next-nearest galaxy as a function of
normalized impact parameter (ρ/Rvir). Small values of η∆v indi-
cate that the next-nearest galaxy is much farther from the absorber
in velocity space than the nearest galaxy. Beyond∼ 1.4 virial radii,
∼ 25% of the associations are questionable due to the next-nearest
galaxy having a much closer velocity match with the absorber than
the nearest galaxy.
on the sky plane, which the original association criteria (i.e.,
choosing the closest galaxy by normalized impact parameter)
constrains to be . 1. Thus, this plot does not measure fully
the robustness of the serendipitous associations.
Figure 17 shows the ratio of the normalized velocity differ-
ences for the nearest and next-nearest galaxies, η∆v , plotted
against normalized impact parameter, ρ/Rvir, for the nearest
galaxy. As before the smaller the y-axis value, the more se-
cure the association with the individual galaxy we have iden-
tified. Here there is a clear trend in which there are signif-
icantly larger η∆v values at & 1.4 virial radii. This means
that while the next-nearest neighbor is farther from the ab-
sorber on the sky, it is significantly closer in radial velocity
difference, making these associations more ambiguous.
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Table 10. Next-Nearest Galaxy Properties for Passive Galaxy Associations
Nearest Galaxy czng Lng NG Type (ρ/Rvir)ng NNG Type Lnng ηρ η∆v Comments
(km s−1) (L∗) (L∗)
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
SDSS J122950.57+020153.7 1775 0.006 dSph 1.53 SBb 0.43 0.31 4.55 Dwarf post-starburst; rich group member
SDSSJ 111906.68+211828.7 41428 1.2 Sa 0.72 S0 0.92 0.22 0.16 BLA and broad-O VI present; rich group member
SDSS J130101.05+590007.1 13862 0.47 S0 0.98 dSph 0.063 1.55 0.53 Broad-O VI present
SDSS J215517.30–091752.0 21951 2.7 E 1.98 SBa 0.67 1.47 0.77 Small group member; metal-free absorbers
2MASX J13052094–1034521 28304 3.4 E: 1.29 S: 0.33 0.91 0.08 Broad-O VI present
One complication for this plot is that the NH I-weighted
mean absorber velocity is used. For some complexes of
absorbers, the velocity spread of the observed components
is large enough that an individual component velocity may
coincide with the associated absorber velocity even if the
mean velocity does not (see discussion of individual cases
in Section A.2 of the Appendix). The one targeted ab-
sorber/galaxy pair with large η∆v = 6.7 is the PMN J1103–
2329 / NGC 3511 association discussed above, which has one
velocity component coincident with the galaxy recession ve-
locity and another at ∆v = 80 km s−1.
The physical circumstances that create these large values
of η∆v are the combination of a small galaxy close to the
sight line, which we identify as the associated galaxy, and
a larger, more luminous and massive galaxy farther away.
Since the more massive galaxy has a larger estimated es-
cape velocity, its |∆v|/vesc is smaller. These large η∆v val-
ues in Figure 17 are unlikely to be due to incomplete galaxy
survey work along these sight lines. Two of the serendipi-
tous absorbers with the largest η∆v values are 3C273 / 1585
and Q 1230+0115 / 1489, which are both in regions surveyed
completely to well below 0.01L∗.
This type of ambiguity occurs ∼ 25% of the time for ab-
sorbers with associated galaxies at ρ/Rvir ≥ 1.4, but with
some lesser ambiguity at 1 < ρ/Rvir < 1.4. Although
the sample size is small, we conclude that claimed associ-
ations are robust for absorbers found within the virial radius
of individual galaxies but become increasingly uncertain be-
yond one virial radius. While the virial radius does not seem
to provide any firm physical boundary for the CGM (Shull
2014, and see Section 3.1 in Paper 1), operationally it ap-
pears to be a good, rough estimate for the maximum extent
to which individual galaxies can be associated with CGM ab-
sorbers.
7.2.1. Do Passive Galaxies Possess Cool CGM Clouds?
One of the more intriguing results from the COS-Halos
(Tumlinson et al. 2011) study of the cool gas CGM of low-
redshift galaxies is that luminous (see Figure 2), passive
galaxies with very low sSFR have H I Lyα absorption in
their halos (Thom et al. 2012). Unlike star-forming galax-
ies in the COS-Halos study, most of these galaxy halos are
not detected in O VI, the targeted metal ion (Tumlinson et al.
2011). However, some are detected in low-ionization absorp-
tion (e.g., Mg II, Si II, C II; Werk et al. 2013), and Mg II
absorption has been detected in luminous early-type galaxies
at intermediate redshifts in some cases (Zahedy et al. 2016).
Both the presence and origins of this cool gas are uncertain
and problematical since in-falling cool CGM gas clouds are
thought to fuel new star formation in the galaxy disk and
winds produced by recent star formation are thought to cre-
ate outflowing and recycling CGM clouds in galaxy halos.
Neither seems to be the case for passive galaxies.
In the current serendipitous sample there are only five
apparently associated galaxies which have very low-sSFR
(sSFR < 10−11 yr−1; see Figure 2) based on the non-
detection of Hα in our galaxy survey data (Keeney et al.
2017). If the cool gaseous halos of early- and late-type galax-
ies are similar we would expect that a comparable number
of bright early-type and late-type galaxy halos would be de-
tected since they are comparably numerous in the low-z uni-
verse based on the SDSS luminosity functions of red and blue
galaxies shown in Montero-Dorta & Prada (2009). But, in-
stead, only ∼ 15% (5/35) of the associated galaxies in our
sample are Lyα detections in very low-sSFR galaxies. No
very low-sSFR galaxies were targeted by the COS GTO ob-
servations.
The primary concern mentioned in Paper 1 about the po-
tential association of low-sSFR galaxies with absorbers is
that early-type systems are typically found in rich groups
or clusters. This makes it likely that other possible asso-
ciated galaxies with high sSFR can be nearby. However,
this does not diminish concerns as to why this gas does not
fall into the passive galaxy stimulating star formation. The
five absorbers in Table 3 that are associated with very low-
sSFR galaxies are listed in Table 10 keyed by the associ-
ated galaxy name. Both the basic properties of the asso-
ciated galaxy and the next nearest galaxy (NNG) are listed
with column headings as defined in Table 7. The first en-
try (SDSS J122950.57+020153.7) is a dwarf post-starburst
galaxy near the 3C 273 sight line, which has been extensively
modeled and discussed by Stocke et al. (2004) and Keeney
et al. (2014). Since this galaxy is quite different from the
others in Table 10, it will not be discussed further here.
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Three of the remaining associations are at ρ < 1.4Rvir for
which our analysis above suggests that associations should
be secure. Two of these 4 are identified as being mem-
bers of small galaxy groups and there is a broad O VI +
BLA absorber that has been identified as group gas near
SDSS J111906.68+211828.7 (Stocke et al. 2014). Two other
absorbers with passive galaxy associations possess broad
O VI absorption. In two of the four cases the NNG is also
an early-type galaxy so that for these two the only associ-
ation ambiguity is between an individual passive galaxy (ei-
ther the nearest galaxy or the NNG) or with an entire group of
galaxies. The last two absorbers in Table 10 have the largest
impact parameters and have NNGs which are late-type star
forming galaxies which could be the associated galaxy; e.g.,
these two have ηρ ≥ 1 but are not so well-matched in veloc-
ity with the absorber. For these two the concerns of Paper 1
seem valid that an alternative late-type galaxy association is
plausible.
But based on the two firmest associations
in Table 10 (SDSS J111906.68+211828.7 and
SDSS J130101.05+590007.1) we confirm the result of
Thom et al. (2012) that Lyα absorption is associated
with some early-type, low-z galaxies. Unlike Thom et al.
(2012) we find metal absorption, including O VI, associated
with at least one H I velocity component in all but one
case in Table 10. The two-component Lyα-only absorber
PHL 1811 / 21998, 22042 is almost 2 virial radii from the
nearest luminous galaxy, SDSS J215517.30–091752.0, and
could be primordial infall onto this galaxy and/or others in
the region.
While the very low, current sSFR of these galaxies
makes them typical of early-type galaxies in the local uni-
verse, only one of these four luminous passive galaxies
has sensitive GALEX upper limits, confirming that this
galaxy (SDSS J215517.30–091752.0) is fully passive. For
2MASX J13052094–1034521, weak GALEX UV detections
require a longer-term sSFR of log sSFR = −11.3; the other
two galaxies have no GALEX observations. If these two
and the 16 COS-Halos passive galaxies of Thom et al. (2012)
all lack significant UV flux, then these Lyα-detected passive
galaxies are rather typical red galaxies in which star forma-
tion has largely, if not completely, ceased. And yet they
possess cool gas clouds in their halos. Near-UV imaging
with HST/WFC3 can measure their longer-term star forma-
tion rate and resolve this outstanding question. Similar ob-
servations of the Thom et al. (2012) galaxies can determine
if CGM-selected passive galaxies had star forming events too
long ago to show Hα emission. Lyα absorption-selected pas-
sive galaxies can provide new insights into the evolutionary
progress of galaxies across the “green valley”. Their further
study is warranted for understanding how star formation is
quenched in galaxies.
Three of the five absorbers in this sample are complexes of
two or three Lyα velocity components; at least one of these
components is metal-rich in each case. These three have
strong, broad O VI which is likely to be “warm” (T > 105 K)
gas associated with the entire galaxy group (Stocke et al.
2014). One of these (PG 1116+215 / 41428) was described in
Stocke et al. (2014) as a “warm” absorber in a small galaxy
group. The warm gas in these groups is postulated to be in-
terface gas between the cool, photo-ionized gas clouds in the
CGM and a hotter intra-group medium in the process of de-
veloping in these galaxy groups (Stocke et al. 2014). Sim-
ilar “warm” absorption could be present in the Thom et al.
(2012) absorbers associated with passive galaxies but the
COS-Halos spectra have insufficient signal-to-noise to detect
the broad, shallow O VI and Lyα that we predict is present.
The hypothesis which arises out of this analysis is that the
hot intra-group gas may be inhibiting the accretion of these
cool gas clouds onto the associated galaxy so that no on-
going star formation is induced by CGM gas in these cases.
The source of this cool CGM gas could be either a past star
formation event in the passive galaxy or a wind from a lower
luminosity, even dwarf galaxy like in the case of the 3C 273
dwarf post-starburst galaxy. After being ejected from a group
galaxy, the cool gas clouds in small galaxy groups may not
accrete easily onto passive galaxies in their vicinity. They
remain “warm” (5 < log T < 6.5)7 due to being shock-
ionized by collisions with other CGM clouds or through con-
tact with the hotter intra-group medium which is in the pro-
cess of developing in these groups. New HST/COS observa-
tions of nearby galaxy groups can be used to test this hypoth-
esis (HST Cycle 23 project #14277; J. Stocke, PI).
7.3. CGM Properties and SFR Correlations
Because there is a strong dichotomy in CGM properties be-
tween star-forming and “passive” galaxies in the COS-Halos
study (Tumlinson et al. 2011; Thom et al. 2012), it might be
expected that correlations between basic CGM properties and
SFR/sSFR would be present in our sample. Since one source
of CGM gas is ejected and/or recycling gas produced by cur-
rent or longer-term star formation in the disk, CGM/galaxy
disk correlations would be expected. On the other hand, QSO
probes through the CGM of individual galaxies are anecdotal
in that they sample only a specific pencil beam through each
galaxy’s gaseous halo; i.e., while the CGM of disk galaxies
with high and low SFRs might possess quite different bulk
CGM properties, individual sight lines may not reflect accu-
rately such differences. Further, there may be timing differ-
ences between the observed SFR and the gaseous content of
the CGM so that current CGM properties may be correlated
with past, rather than current, star-forming activity.
At high-z, the C II* λ1335.7 A˚ transition can derive the
sSFR of DLA host galaxies (Wolfe, Prochaska, & Gawiser
2003a; Wolfe, Gawiser, & Prochaska 2003b), but these val-
ues were not used individually but rather as averages in red-
shift bins over many systems to verify the SFR vs. redshift re-
lationship (a.k.a. the “Madau plot”; Madau et al. 1996; Stei-
del et al. 1999). Therefore, while correlations between CGM
absorption properties and associated galaxy SFR would be
interesting, if no correlation is present we cannot conclude
that the CGMs of high- vs low-SFR galaxies are similar.
Figure 18 shows the relationship between SFR determined
7 All temperatures reported in logarithms have units of Kelvin.
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Figure 18. Galaxy SFR as measured by Hα (top) and GALEX FUV
continuum (bottom) luminosity as a function of total CGM H I col-
umn density. No statistically significant correlation is evident.
by Hα line emission (top) and by GALEX FUV contin-
uum emission (bottom) with logNH I. No correlations are
found except perhaps a very shallow decrease in logNH I
with increasing Hα SFR. A similar absence of correlations
are found by using sSFR (Figure 19). Because our sample
shows no trend of H I column density with impact parame-
ter, we make no re-normalization of the column density data
to a specific impact parameter. However, we have used the
cumulative NH I values for complex absorbers described in
the previous paragraph, thus summing all of the CGM clouds
along each sight line.
While the H I column density is one of a handful of direct
observables, we also searched for correlations between SFR
and the two model parameters emerging from the CLOUDY
modeling: ionization parameter and absorber metallicity.
While this greatly reduces our sample size (23 absorbers have
good quality CLOUDY model fits but not all of these have
good SFR estimates), a case can be made that these derived
CGM quantities may be more closely tied to current or recent
SFR. We are left with ∼ 12 sample points only and no corre-
lations between nearest galaxy SFR and either ionization pa-
rameter or metallicity is present. We conclude that individual
sight line CGM properties cannot be used as indicative of the
entire CGM condition in any one galaxy probed.
8. CONCLUSIONS
In this paper we have presented the basic data used to deter-
mine specific CGM cool cloud properties and ensemble cool
(T ∼ 104 K) CGM gas mass estimates associated with low-z
galaxies as first presented in Paper 1. We refer the reader to
Savage et al. (2014) and Stocke et al. (2014) for a detailed
Figure 19. Galaxy sSFR as measured by Hα (top) and GALEX FUV
continuum (bottom) luminosity as a function of total CGM H I col-
umn density. No statistically significant correlation is evident.
discussion of the O VI absorption and the “warm” gas phase
since in this paper and Paper 1 we concentrate on the cool,
photo-ionized gas.
These data include the H I and metal-line absorption
(Section 3) seen in FUV spectra of bright AGN taken with
HST/COS, HST/STIS and FUSE. Detailed line fits and tab-
ulated column densities are presented in Figure 4 and Ta-
ble 3. The sample analyzed herein includes a “targeted”
set of sight-line/galaxy pairs observed by the COS GTO
team using HST/COS with the G130M and G160M gratings.
A second sample of “serendipitous” sight-line/galaxy pairs
uses HST/COS, HST/STIS and FUSE FUV spectra of very
bright AGN whose detected H I absorptions at z ≤ 0.2 lie
within ∼ 2 virial radii of a foreground galaxy in our ex-
tensive database of ∼ 700 galaxies located < 1 Mpc from
these sight lines. These samples nicely complement the two
samples of galaxies constituting the COS-Halos and COS-
Dwarfs surveys (Tumlinson et al. 2011; Bordoloi et al. 2014).
Basic data for the associated galaxies also are presented in
Section 4, including redshifts, luminosities, metallicities and
star-formation rates determined both by Hα imaging (see Ap-
pendix B) and by GALEX UV imaging, as well as inferred
properties such as virial radius, stellar mass and halo mass
(see Tables 6 & 7 in Section 4). Single-phase, homoge-
neous CLOUDY photo-ionization models are presented in
Section 5; when multi-phase gas is present we attempt to
model only the coolest phase detected (i.e., the lowest ions).
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The following major results are obtained:
1. We find that associations between absorbers and an in-
dividual, nearest galaxy are robust, and almost always
unambiguous, if the sight line lies within the virial ra-
dius of the galaxy. These associations become less
secure at larger impact parameters and are sometimes
ambiguous at ρ > 1.4Rvir, where the absorbers are of-
ten more appropriately linked to several nearby galax-
ies or to an entire small galaxy group (see Section 7.2).
2. We find no evidence for increasing ionization parame-
ter or declining H I column density, line-of-sight cloud
thickness, cloud mass, or cloud pressure with increas-
ing impact parameter. These results differ from the
trends found by Werk et al. (2014) from the COS-
Halos sample, but are not inconsistent because these
two studies probe different ranges of impact parame-
ter: ρ < 0.5Rvir for COS-Halos and 0.5Rvir < ρ <
2Rvir for this study. The associated galaxies also dif-
fer since the COS-Halos galaxies were selected to be
both luminous and isolated while the current sample
has no such restrictions.
3. We find no correlations between current or longer term
(i.e.,≤ 1 Gyr) SFR and CGM absorber parameters like
NH I. This is expected since it seems quite unlikely
that a single, pencil-beam probe of the CGM can ade-
quately constrain its bulk properties.
4. We have found at least two, and possibly four,
serendipitously discovered absorbers with H I and
metal-lines associated with passive galaxies (Sec-
tion 7.2.1), in support of the COS-Halos discoveries
of such unexpected associations (Thom et al. 2012).
Since the presence of cool gas in passive galaxy halos
is unexpected, these absorption-line detected, passive
galaxies deserve further study.
5. Using the metal-rich absorbers detected in these
HST/COS and HST/STIS spectra as a fair sampling
of the CGM of low-z galaxies, we confirm the en-
semble CGM cool cloud mass obtained by Paper 1 of
log (M/M) = 10.2±0.3. Since we have employed a
different line-fitting method than used in Paper 1, this
result suggests that these mass estimates are robust to
the details of the data analysis.
6. We summarize the statistical understanding of the cool,
photo-ionized CGM obtained from this study of a di-
verse set of low-z galaxies as follows. The cool cloud
population of a typical L ≥ L∗, star-forming galaxy
consists of a few thousand individual clouds at sizes
of > 1 kpc (there are likely > 10, 000 smaller clouds
with sizes 200 pc ≤ Dcl < 1 kpc) that fill ∼ 5-9%
of the CGM volume inside the virial radius of these
galaxies. The 300-500 largest (≥ 20 kpc), most mas-
sive (≥ 107 M) clouds dominate the ensemble CGM
mass but are detected only & 20% of the time along
random sight lines through the volume inside the virial
radius. Thus, the number of these most massive clouds
in any absorption-line probe of the CGM is small,
which leads to sparse sampling statistics and large
uncertainties in ensemble mass (±0.3 dex estimated
herein for the super-L∗ sample). Lower mass star-
forming galaxies have similar CGM properties (scaled
down by galaxy mass), although dwarfs have lower
cloud covering factors, as detailed in Paper 1.
7. While the statistical error budget on the determination
of the CGM cool gas mass is large (factor of ∼ 2) ,
both for this study and COS-Halos, the Werk et al.
(2014) “preferred lower limit” and the latest COS-
Halos value of nearly 1011 M (Prochaska et al. 2017)
suggest a very different picture of the CGM than the
current result. Much of the difference in these values
can be attributed to the considerably different low-z
ionization rate assumed; this study assumed Haardt &
Madau (2012) while COS-Halos assumes the higher
values of Haardt & Madau (2001). While it is be-
yond the scope of this paper to determine which of
these two ionization rates (if either) are correct for
CGM absorbers, we have instead corrected the lat-
est COS-Halos CGM cool gas mass estimate to the
Haardt & Madau (2012) ionization rate and then used
both results in the radial regime for which each best-
samples the CGM (COS-Halos at ρ ≤ 0.5Rvir and the
present study outside that radius). By this method, we
obtain a “best-value” for the CGM cool gas mass of
log (M/M) = 10.5 ± 0.3, amounting to ∼ 30% of
the total baryon inventory of L ≥ L∗ spiral galaxies.
We further suggest that many of the O VI absorbers, cata-
loged but not studied herein, are likely detections of “warm”
or “warm-hot” interface gas at T ≈ 105-106.5 K (Savage
et al. 2014; Stocke et al. 2014). While this O VI-absorbing
gas probably does not contain sufficient baryons to account
for all those “missing”, the abundance of these absorbers
at z ∼ 0 (dN/dz ≈ 4; Stocke et al. 2014) attests to the
likely presence of large amounts of even hotter (T ≈ 106-
107 K) gas that may permeate small, low-redshift, spiral-rich
galaxy groups. Despite O VI being a minority tracer of gas at
those temperatures, the lack of high-resolving-power spec-
trographs at soft X-ray wavelengths means that HST/COS
remains the most sensitive way to detect such gas currently
through broad, shallow O VI and Lyα absorbers.
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APPENDIX
A. NOTES ON INDIVIDUAL CASES
A.1. Absorption-Line Fits
In the descriptions below each absorber discussed is
identified by the sight line target name/recession velocity
(km s−1).
A.1.1. 1ES 1028+511 / 967
Paper 1 listed a column density of logNH I = 17.21+0.22−3.20
for this absorber, but Table 3 lists b ≈ 20 km s−1 and
logNH I ≈ 14.3. The column densities formally overlap to
within the quite large uncertainties listed in Paper 1 but our
re-analysis finds that logNH I > 17 requires b < 8 km s−1,
which cannot be resolved using COS data with a velocity res-
olution of 17 km s−1.
A.1.2. FBQS J1010+3003 / 1264 & 1380
Similar to the case above, Paper 1 lists logNH I =
17.79+0.11−3.48 and Table 3 lists b ≈ 30 km s−1 and logNH I ≈
14.5. Here the Lyα absorption is located near Lyγ absorption
at z = 0.2546, 0.2549 (Danforth et al. 2016) and whether
a high-column-density solution is allowed is somewhat de-
pendent on assumed component structure. We have adopted
a two-component, low-column-density solution here, match-
ing the fits of Danforth et al. (2016), as the lack of any metals
associated with an absorber with logNH I ∼ 18 would be re-
markable.
A.1.3. HE 0439–5254 / 1581, 1653, 1763 & 1805
This is another case where the assumed component struc-
ture matters. Paper 1 and Keeney et al. (2013) fit a total of
two component in this region, with the strong one centered
at 1662 km s−1 with logNH I = 14.36+0.13−0.07. Here we fit a
total of four components, with one BLA to account for the
very red wing at λ > 1223.2 A˚ and a weak metal-free com-
ponent at 1581 km s−1. This allows for a narrower, higher
column density component at 1653 km s−1 than found in Pa-
per 1, which is preferred by the photo-ionization model in
Section A.3.1.
A.1.4. PG 0832+251 / 5221, 5337, 5396 & 5444
This system shows extremely broad, saturated Lyα ab-
sorption with asymmetric wings, suggesting multiple veloc-
ity components. In Paper 1 we fit this profile with two com-
ponents at 5227 and 5425 km s−1, the first of which had a
column density of logNH I ≈ 18.5. While a FUSE spec-
trum exists for this sight line that shows O VI absorption at
∼ 5221 km s−1, its S/N is quite low and cannot help con-
strain the H I component structure. Here we are basing our
component structure on the metal-line velocity components,
which show four consistent components in low-ionization
species. We adopt these component velocities for H I and
hold them fixed while fitting the Lyα profile. Unfortunately,
the Lyα profile is completely saturated for the two interior
components so we are unable to constrain their Voigt profile
parameters with any confidence. The outermost components
can be constrained by the blue and red wings of the Lyα pro-
file, but the parameters for the 5441 km s−1 component are
still quite uncertain. The specified Lyα parameters are con-
sistent with the low S/N Lyβ detection in the FUSE data.
A.1.5. PMN J1103–2329 / 1113 & 1194
Paper 1 fits this profile with a single velocity component
but we use two to better fit the blue wing of the profile. The
column densities of the 1194 km s−1 component are consis-
tent to within uncertainties regardless of which component
structure is adopted.
A.1.6. RX J0439.6–5311 / 1638, 1674 & 1734
Paper 1 (and Keeney et al. 2013) fit this profile with a sin-
gle Lyα component at 1672 km s−1, while we fit it here with
multiple components, including one BLA, to better fit asym-
metries in the wings of the Lyα line profile. These compo-
nents are heavily blended so the inferred Voigt profile param-
eters are quite uncertain. As with the HE 0439–5254 absorp-
tion system at similar velocity (Section A.1.3), the higher
column density afforded by the multi-component fit is pre-
ferred by the photo-ionization models of Section A.3.5.
A.1.7. SBS 1108+560 / 654, 715 & 778
This sight line presents a unique challenge because a
Lyman-limit system (LLS) at z = 0.4634 dramatically re-
duces the observed flux at λ . 1340 A˚. Above this cutoff,
the spectrum exhibits quite high S/N, while below it the S/N
is effectively zero in some regions. As with the PG 0832+251
system in Section A.1.4 we use the associated low-ionization
metals to constrain the H I component structure, and attempt
to fit the Lyα profile holding these velocities fixed. However,
the very poor S/N in this region of the spectrum, combined
with the proximity to the Galactic DLA absorption at such
low redshift, renders us unable to meaningfully constrain the
H I column density for this absorber. In Paper 1 we did report
H I column densities for two velocity components at 665 &
778 km s−1, but our re-analysis cannot support those values.
A.1.8. SBS 1122+594 / 1221
The column density listed for this absorber in Paper 1
(logNH I = 17.71+0.35−2.85) agrees with the value in Table 3
to within the large uncertainties. The higher column density
does not fit the blue wing of the Lyα profile as well as the
lower column density does, but both are acceptable fits to the
data.
A.1.9. VII Zw 244 / 715
As with the previous absorber, we report a lower column
density than Paper 1, but both solutions are acceptable fits to
the data. We prefer the lower column density solution in this
case because it provides a better fit to the red wing of the Lyα
profile.
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A.1.10. 3C 273 / 1019
As discussed in Savage et al. (2014) and Stocke et al.
(2014) this absorber includes a BLA and associated broad
O VI absorption. Stocke et al. (2014) and Yoon et al. (2012)
identify this absorber with a very rich foreground group on
the southern outskirts of the Virgo Cluster.
A.1.11. 3C 273 / 1585
This absorber was analyzed extensively by Tripp et al.
(2002) and Sembach et al. (2001) based on STIS and FUSE
spectroscopy, respectively. The H I fit in Table 3 finds a
slightly higher b-value and lower column density than those
of Sembach et al. (2001) and our metal-line values also dif-
fer slightly, owing primarily to the increased S/N of the
COS spectrum we analyze. Detailed studies of the associ-
ated galaxy by Stocke et al. (2004) and Keeney et al. (2014)
make a plausible case for the association of this absorber with
a dwarf post-starburst galaxy in a galaxy filament near the
Virgo Cluster, although ambient filament gas is also probably
necessary to understand its detailed properties (Keeney et al.
2014). Gas at a comparable recession velocity was found
in the nearby sight line Q 1230+0115; a discussion of the
physical sizes of these absorbers can be found in Rosenberg
et al. (2003). Single-phase, homogeneous photo-ionization
models of this absorber by Keeney et al. (2014) differ only
slightly from the original Tripp et al. (2002) model in being
at slightly higher metallicity (∼ 15% solar abundance) and
larger size (∼ 130 pc), primarily based on better upper limits
on Si IV and C IV in the COS data. The photo-ionization
models presented in Section A.3.10, which use an updated
methodology, suggest a higher metallicity of 35± 10% solar
abundance and a line-of-sight cloud size of 50-100 pc, but
given the systematic uncertainties in photo-ionization mod-
eling the three models agree remarkably well.
A.1.12. H 1821+643 / 36139, 36307, 36339, 36439, & 36631
This absorption complex was analyzed by Tripp et al.
(2001) who concluded that the higher redshift component
contains a BLA and an associated broad O VI line that is al-
most certainly due to collisionally-ionized gas at log T ≈ 5.5
(see also Savage et al. 2014). Our simultaneous fit to the
Lyα and Lyβ profiles suggests that there are three blended
components (two BLAs) with velocities of 36307, 36339, &
36439 km s−1. This three-component solution agrees with
the fits of Danforth et al. (2016), although Paper 1 and Sav-
age et al. (2014) only fit two components to this profile.
A.1.13. PG 0953+414 / 42512, 42664, 42759 & 42907
First studied by Savage et al. (2002) using rather low S/N
STIS data, the COS spectrum obtained by the COS GTOs has
much higher S/N (Savage et al. 2014). The new spectrum re-
veals a total of four components in Lyα, two of which align
with rather strong O VI lines (see Figure 1 in Savage et al.
2014). Savage et al. (2014) find that the Lyα+ O VI ab-
sorbers are consistent with cool, photo-ionized gas. In this
compilation we identify two independent H I systems, each
associated with O VI absorption (see Table 3).
A.1.14. PG 1116+215 / 17614, 17676, 17786 & 18202
This system was most recently studied by Savage et al.
(2014) who found three H I components in Lyα and two O VI
absorbers, one of which aligns well with one of the H I com-
ponents. The b-values of these lines suggests photo-ionized
gas. According to Savage et al. (2014) the other metal line
absorptions (C IV and O VI) do not align well with the weak
H I component allowing no firm conclusions to be drawn
about the physical conditions of this gas. We also fit the Lyα
with three components and find that, using our wavelength
solution, the cz = 17786 km s−1 H I aligns reasonably well
with the metal lines. Under the assumption that the H I and
metal-line absorption arise in the same gas, the line widths
suggest temperatures consistent with photo-ionized gas al-
though these detections are weak enough that there is a con-
siderable range in suggested temperatures.
A.1.15. PG 1116+215 / 41522 & 41522
This absorber has been studied extensively in Danforth
et al. (2010), Savage et al. (2014) and Stocke et al. (2014).
While all three papers suggest that a BLA is present which
aligns well with the broad O VI absorption, Savage et al.
(2014) fit the Lyα line with three components and find a
significantly smaller b-value than the other analyses. This
lower value suggests photo-ionized gas, while the BLA fit
made by Stocke et al. (2014) found collisionally-ionized gas
at T ≈ 400, 000 K. Here we fit the H I lines with two com-
ponents, consistent with the approach of Stocke et al. (2014).
The two velocity components, one broad and one narrow,
have best-fit velocities that are coincident (see Table 3).
A.1.16. PG 1211+143 / 15170, 15321, 15357, 15431 & 15574
This absorption was studied in detail using the STIS data
by Tumlinson et al. (2005). This complex includes several
velocity components which align well with the velocities of
nearby galaxies in a rich group of galaxies. As shown in the
plot of the 15321 km s−1 absorber there is a very broad O VI
absorption detected only in the weaker line of the doublet due
to obscuring Galactic lines at this redshift. A BLA is almost
certainly present in the highly saturated Lyα profile, which
we and Tumlinson et al. (2005) fit as three components, only
one of which has associated metals.
A.1.17. PG 1211+143 / 19305, 19424, 19481 & 19557
This absorption complex was also studied in detail by
Tumlinson et al. (2005) and it also contains a very strong,
very broad O VI line. Tumlinson et al. (2005) decomposed
this complex into four components, including a BLA, but
our simultaneous fit to all available H I lines from STIS and
FUSE do not require a BLA (although at least one of the
components has b > 35 km s−1). In this case these absorp-
tions have only one nearby galaxy to which they are most
likely associated, although the galaxy survey in this region is
not exceptionally deep (Mr < −19.5; L > 0.2L∗) since it
is due entirely to the SDSS.
A.1.18. PG 1216+069 / 37049, 37138, 37363 & 37455
Paper 1 lists only one velocity component at 37091 km s−1
for this sight line, but the COS spectrum clearly shows two
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components in Lyα and Lyβ near this velocity as well as two
more components ∼ 300 km s−1redward, all of which have
associated metals.
A.1.19. PG 1259+593 / 13825, 13914 & 14014
Both of these absorbers contain strong O VI absorption
which Savage et al. (2002) and Savage et al. (2014) find to
be consistent with photo-ionization. A third component at
14014 km s−1 is clearly present in the COS data but was not
listed in Paper 1.
A.1.20. PHL 1811 / 24226
This absorber is the strong LLS studied in detail by Jenkins
et al. (2003), who also presented a detailed discussion of the
luminous, early-type associated galaxy. Savage et al. (2014)
deconvolved a BLA from the highly-saturated Lyα absorp-
tion that corresponds to a very broad O VI line, yielding
an approximate temperature of 300,000 K in collisionally-
ionized gas. We fit only a single velocity component to the
Lyα profile and find no strong evidence for associated O VI
absorption, differing from the Savage et al. (2014) analysis.
However, line blending in the FUSE data preclude an en-
tirely consistent H I solution that satisfies the constraints of
all of the lines, so the detailed component structure is less
certain for this absorber than for other absorbers with com-
parable data. Nonetheless, the AGN continuum in the FUSE
data is completely absorbed shortward of the Lyman limit
at cz = 24226 km s−1, implying that the total H I column
among all components is> 1017.9 cm−2, consistent with our
best-fit value of logNH I = 18.08± 0.04.
A.1.21. PHL 1811 / 39658 & 39795
The absorption tabulated here has a strong, aligned H I +
O VI absorber whose b-values suggest cool, photo-ionized
gas (Savage et al. 2014). But Savage et al. (2014) also
find another three O VI velocity components, one of which
(shifted by ∼ 270 km s−1 relative to the strong, photo-
ionized absorber) lacks detectable Lyα absorption, imply-
ing a very hot, collisionally-ionized plasma at log T > 5.7
(Stocke et al. 2014). We fit a total of three O VI components
and confirm the lack of H I associated with the redmost com-
ponent centered at 39930 km s−1.
A.1.22. PHL 1811 / 52914 & 52933
This absorber was found by Savage et al. (2014) to have
two Lyα velocity components, neither of which align with
an observed O VI absorber. Stocke et al. (2014) reanalyzed
this spectrum and found that, while Lyα absorption exists at
the O VI velocity (see Figure 4), the inferred b-values of H I
and O VI suggest cool, photo-ionized gas.
A.1.23. PKS 0405–123 / 28947 & 28958
Savage et al. (2014) fit the Lyα absorption with a two-
component model, one narrow and one BLA, which we adopt
here. Weak O VI found at this velocity in the FUSE spectrum
can be either cool, photo-ionized gas or warm, collisionally-
ionized gas since the velocity separation of the two Lyα com-
ponents is comparable to the uncertainties in registering the
FUSE data to the COS data (see also Stocke et al. 2014).
A.1.24. PKS 0405–123 / 45617, 45783 & 45871
Paper 1 lists only two velocity components for this system,
but our simultaneous fit to the Lyα and Lyβ profiles suggests
that there are three components total. The bluer system from
Paper 1 is now comprised of two weak, blended components.
A.1.25. PKS 0405–123 / 49910, 49946, 50001,
50059, 50104 & 50158
The very well-known, strong LLS absorber at
50104 km s−1 was first studied in Chen & Prochaska
(2000) and Prochaska et al. (2004), and the much higher
S/N COS spectrum is described in detail in Savage et al.
(2010). The latter authors fit this absorption complex with
multiple components, several of which contain broad O VI
(Tripp et al. 2008; Thom et al. 2008) at temperatures con-
sistent with collisionally-ionized gas. At ≈ −280 km s−1
relative to the LLS is an O VI-only system with no as-
sociated H I absorption requiring a very hot temperature
(log T > 6.1; Savage et al. 2010). The decrement at the
Lyman limit in the FUSE spectrum of this absorber suggests
a total H I column among all velocity components of
logNH I = 16.63 ± 0.02, which is consistent with the total
H I column (logNH I = 16.49 ± 0.21) found by the Voigt
profile fits of Savage et al. (2014), which we adopt here.
A.1.26. PKS 1302–102 / 12573, 12655 & 12703
Again Paper 1 lists only two velocity components for this
system but simultaneously fitting the Lyα and Lyβ profiles
indicates that the redward component of Paper 1 contains two
narrower, blended components.
A.1.27. PKS 2155–304 / 16965, 17113 & 17340
This absorption complex was first studied in detail by Shull
et al. (1998) and Shull, Tumlinson, & Giroux (2003) using
GHRS data. In the latter publication the O VI detection is
discussed in the context of a possible O VIII detection us-
ing Chandra and XMM. Here we model this complex with
two strong components and a much weaker third one. The
O VI detection discussed by Shull et al. (2003) is redshifted
relative to the cz = 17112 km s−1 H I by ≈ 45 km s−1.
A.1.28. Q 1230+0115 / 23294 & 23404
Paper 1 lists only one H I component at this velocity, but
two are clearly present in the COS data.
A.2. Galaxy Properties
In Sections A.2.1-A.2.10, the targeted galaxies are dis-
cussed in the order in which they appear in Table 6. Then
the serendipitous galaxies are discussed in Sections A.2.11-
A.2.45 in the order in which they appear in Table 7.
A.2.1. UGC 5740
This dwarf spiral is observed at intermediate inclina-
tion and probed by both the 1ES 1028+511 and also the
1SAX J1032.3+5051 sight lines at impact parameters of 79-
110 kpc (1.5-2.0Rvir). It is the only targeted galaxy other
than ESO 157–49 to be probed by multiple sight lines or at
ρ > Rvir. Its recession velocity of 649±4 km s−1 is derived
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from H I 21-cm emission (Schneider et al. 1992) and its Hα
flux has been measured by Kennicutt et al. (2008), whose
value we adopt. All distance-dependent quantities (e.g., lu-
minosity, stellar mass, SFR) for this galaxy assume a dis-
tance of 18.5 Mpc (Tully 1988; Sorce et al. 2014) rather than
the Hubble-flow distance. This galaxy was not detected by
GALEX so we are unable to estimate its FUV SFR. See Sec-
tion 7.2 for a discussion of the absorber associations for this
and the following galaxy.
A.2.2. SDSS J103108.88+504708.7
This dwarf irregular galaxy is probed by the 1ES 1028+511
sight line at an impact parameter of 26 kpc (0.5Rvir). Its
SDSS spectrum indicates it has a recession velocity of 934±
7 km s−1 and shows weak Hα emission, which is used to
derive its Hα SFR. The Hα SFR is quoted as a lower limit
because the aperture correction for this very low-z galaxy is
quite large (Iglesias-Pa´ramo et al. 2013).
A.2.3. UGC 5478
This dwarf irregular galaxy is probed by the
FBQS J1010+3003 sight line with an impact parameter of
57 kpc (0.7Rvir). Its recession velocity of 1378± 5 km s−1
is derived from H I 21-cm emission (de Vaucouleurs et al.
1991). The Hα SFR is derived from narrowband images
and the internal extinction correction is calculated from
the Balmer decrement. All distance-dependent quantities
assume a distance of 23.4 Mpc (Tully 1988).
A.2.4. ESO 157–49
This edge-on spiral is probed by the HE 0435–5304,
HE 0439–5254, and RX J0439.6–5311 sight lines at impact
parameters of 74-172 kpc (0.8-1.8Rvir) and was studied in
detail by Keeney et al. (2013). Associated metal lines are
found in the closer sight lines but only Lyα is detected to-
ward HE 0435–5304. ATCA H I 21-cm emission maps with
4 km s−1 velocity resolution and Hα images from the CTIO
0.9-m were used to study its H I morphology and Hα SFR,
respectively (see Keeney et al. 2013 for details). We adopt
the HIPASS recession velocity of 1673 ± 7 km s−1 (Meyer
et al. 2004), and the metallicity is derived using the N2 in-
dex of Pettini & Pagel (2004). Since SDSS magnitudes are
not available for this galaxy we estimate its g- and i-band
magnitudes from the broadband (B,R, I) magnitudes listed
in the NASA Extragalactic Database (NED) using the photo-
metric conversions of Jester et al. (2005). The galaxy’s stel-
lar mass is then calculated from these derived values. All
distance-dependent quantities for this galaxy assume a dis-
tance of 23.9 ± 0.2 Mpc (Willick et al. 1997; Tully et al.
2009).
A.2.5. ESO 157–50
This galaxy, also an edge-on spiral, is located near
ESO 157–49 on the sky but has a higher redshift and luminos-
ity. It is probed by the HE 0439–5254 sight line at an impact
parameter of 89 kpc (0.65Rvir) and was again studied by
Keeney et al. (2013) using ATCA H I 21-cm maps and CTIO
0.9-m Hα images. Its recession velocity of 3874±12 km s−1
is from HIPASS (Meyer et al. 2004), the galaxy metallicity
is derived using the N2 index of Pettini & Pagel (2004), and
the stellar mass is calculated from NED (B,R, I) photome-
try converted to SDSS g- and i-band magnitudes using the
relations of Jester et al. (2005).
A.2.6. NGC 2611
This nearly edge-on spiral is probed by the PG 0832+251
sight line at an impact parameter of 53 kpc (0.4Rvir). Its
recession velocity of 5226 ± 11 km s−1 is derived from H I
21-cm emission (Springob et al. 2005). The associated Lyα
absorption profile in the COS data is exceptionally broad
and saturated, easily a LLS, but without higher-order Ly-
series lines we cannot deconvolve the precise H I columns
associated with most of the velocity components present in
the metal-line data (see Section A.1.4) The galaxy metallic-
ity is derived from our high-resolution DIS spectrum, which
shows significant Hβ absorption that must be accounted for
to accurately measure the Hβ emission flux. As discussed
in Section 7.2, this galaxy is actually a member of a small
group of galaxies, one of which is considerably closer to
the QSO sight line though it is also considerably fainter than
NGC 2611.
A.2.7. NGC 3511
This galaxy is a nearly edge-on spiral that is probed by
the PMN J1103–2329 sight line at an impact parameter of
97 kpc (0.64Rvir). Its recession velocity of 1114±6 km s−1
comes from HIPASS (Meyer et al. 2004), and Hα images
of this galaxy were obtained with the KPNO 2.1-m tele-
scope. We calculate the stellar mass using SDSS g- and i-
band magnitudes derived from NED B, V,R, I photometry
(Jester et al. 2005). All distance-dependent quantities for this
galaxy assume a distance of 13.6 Mpc (median of 18 redshift-
independent distances listed by NED).
As discussed in Section 7.2, the association of this ab-
sorber with NGC 3511 is unclear. While the recession ve-
locity of NGC 3511 matches the lower of two velocity com-
ponents in the absorber, the higher velocity component is a
close match to the recession velocity of another group mem-
ber, NGC 3513, which is also closer to the sight line. No-
tably, if this absorber were in our serendipitous sample we
would associate it with NGC 3513 rather than NGC 3511.
The sight line is, however, projected along the minor axis of
the low-level starburst galaxy NGC 3511.
A.2.8. M 108
This intermediate inclination spiral is the highest luminos-
ity galaxy in the targeted sample, with an H I 21-cm-derived
recession velocity of 696± 1 km s−1 (Springob et al. 2005).
It is probed by the SBS 1108+560 sight line at an impact pa-
rameter of 22 kpc (0.14Rvir), which also makes it the closest
probe of a galaxy’s CGM (in terms of virial radii) in either
sample. Unfortunately, a LLS at z = 0.4634 precludes us
from analyzing the H I absorption in this system (see Sec-
tion A.1.7). Furthermore, the galaxy’s large size on the sky
prevent the use of our standard ground-based methods. SDSS
pipeline photometry is not reliable for such large sources, so
we convert the broadband (B, V, I) magnitudes listed in NED
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to SDSS g- and i-band values (Jester et al. 2005) to calcu-
late the galaxy’s stellar mass. We do not have images with
a large enough FOV to capture all of the galaxy’s Hα flux,
so we adopt the value of Kennicutt et al. (2008). The galaxy
metallicity in Table 6 is the average of individual measure-
ments of several H II regions from SDSS and our own DIS
spectroscopy. The FUV luminosity is from Rifatto, Longo,
& Capaccioli (1995) and uncorrected for intrinsic extinction,
and thus highly uncertain. All distance-dependent quantities
for this galaxy assume a distance of 10.7 Mpc (median of 9
redshift-independent distances listed by NED).
A.2.9. IC 691
This dwarf irregular galaxy is probed by the
SBS 1122+594 sight line at an impact parameter of
45 kpc (0.5Rvir) and was studied in detail by Keeney et al.
(2006). Hα images of this galaxy come from the KPNO
2.1-m telescope, its recession velocity of 1199 ± 7 km s−1
is derived from H I 21-cm emission (de Vaucouleurs et al.
1991), and its intrinsic extinction is estimated from its
observed Balmer decrement as described in Calzetti (2001).
GALEX photometry for this galaxy is from Hao et al.
(2011), and all distance-dependent quantities assume a
distance of 23.7 Mpc (Tully 1988).
A.2.10. UGC 4527
This low surface brightness dwarf galaxy is the faintest
galaxy in either sample and is located only 7 kpc (0.15Rvir)
from the VII Zw 244 sight line, making it the closest probe of
a galaxy’s CGM (in terms of impact parameter, second clos-
est in terms of virial radii) in either sample. Its recession ve-
locity of 721±6 km s−1 is derived from H I 21-cm emission
(Schneider et al. 1992), but the luminosity, halo mass, and
stellar mass of this galaxy are very uncertain because there is
insufficient optical photometry available in NED to reliably
estimate its SDSS g- and i-band magnitudes. However, this
galaxy is clearly forming stars as evidenced by its weak Hα
and FUV emission.
A.2.11. SDSS J122815.96+014944.1
This star-forming dwarf is located 70 kpc (1.4Rvir) from
the 3C 273 sight line. Its metallicity is derived from emis-
sion lines present in the SDSS spectrum, and its Hα SFR is
derived from narrowband images.
A.2.12. SDSS J122950.57+020153.7
This dwarf post-starburst galaxy, located 81 kpc (1.5Rvir)
from the 3C 273 sight line, was studied in detail by Stocke
et al. (2004) and Keeney et al. (2014). We adopt the FUV
SFR and metallicity of Keeney et al. (2014), who use SED
modeling of the galaxy’s GALEX+SDSS photometry to es-
timate its metallicity due to the lack of any optical emission
lines in low- or high-resolution optical spectra. The Hα SFR
comes from narrowband imaging. Despite the large uncer-
tainties, this galaxy has the lowest metallicity estimate of all
galaxies in this sample. The absorber is at high |∆v|/vesc >
5, contains metal absorption, and may have been ejected from
this galaxy. Alternately, the absorber may be associated with
a large- scale structure or rich galaxy group in this vicinity
(Rosenberg et al. 2003; Yoon et al. 2012; Stocke et al. 2014).
The absorber association and “passive” nature of this galaxy
are discussed further in Section 7.2.1.
A.2.13. Mrk 892
This galaxy was part of the “alternate” sample of Paper 1,
and is probed by the 3C 351 sight line at an impact parameter
of 173 kpc (1.8Rvir). Its Hα SFR and metallicity are derived
from SDSS emission-line fluxes. The lenticular morphology
and bright nucleus of this galaxy suggest that it may harbor
an AGN, but SDSS classifies it as a star-forming galaxy using
emission line diagnostics (Kewley et al. 2006), an interpreta-
tion which is supported by the galaxy’s strong GALEX FUV
emission.
A.2.14. SDSS J182202.70+642138.8
This L∗ galaxy is probed by the H 1821+643 sight line
at an impact parameter of 157 kpc (0.8Rvir). Its recession
velocity is adopted from Tripp et al. (1998) but the only
optical spectrum we have in hand for this galaxy is from
WIYN/HYDRA and does not cover the Hα emission line.
Thus, we cannot directly measure the galaxy’s metallicity;
we use the mass-metallicity relationship of Lee et al. (2006)
to estimate it instead. We attempt to estimate the galaxy’s
Hα SFR by bootstrapping from Hβ as follows: (1) we es-
timate the intrinsic extinction at Hα using the galaxy’s ob-
served morphology and inclination angle (Hα attenuation
∼ 1.2); (2) we determine the Balmer decrement (∼ 3.2 as-
suming an intrinsic value of 2.87; Calzetti 2001) that yields
the same Hα attenuation as our morphological estimate; (3)
we multiply the observed Hβ flux by this derived Balmer
decrement to estimate the Hα flux that would have been
present in the galaxy spectrum. Since this is a spectroscopic
estimate we apply our usual aperture correction procedure (a
factor of ∼ 2.0 in this case). A similar procedure is followed
for several galaxies below for which we have optical spectra
that cover Hβ but not Hα.
A.2.15. SDSS J000529.16+201335.9
This dwarf irregular galaxy is located 97 kpc (1.8Rvir)
from the Mrk 335 sight line. Its recession velocity is derived
from H I 21-cm emission maps (van Gorkom et al. 1996) and
its long-slit optical spectrum shows weak Hα and marginal
Hβ emission. We have estimated its metallicity using the
observed emission line fluxes. The Hα SFR comes from nar-
rowbnad imaging, but have not applied our usual intrinsic
extinction correction due to the large uncertainties in the ob-
served Balmer decrement and galaxy morphology; thus, the
tabulated Hα SFR is highly uncertain.
A.2.16. NGC 6140
This intermediate-inclination galaxy was part of the “alter-
nate” sample of Paper 1 and is probed by the Mrk 876 sight
line at an impact parameter of 257 kpc (1.6Rvir). Its reces-
sion velocity of 908 ± 1 km s−1 is derived from H I 21-cm
emission (Springob et al. 2005), its stellar mass is calculated
from NED (B, V, I) photometry converted to SDSS g- and
i-band magnitudes using the relations of Jester et al. (2005),
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and all distance-dependent quantities for this galaxy assume
a distance of 18.6 Mpc (Tully 1988). The galaxy metallic-
ity is estimated from an APO/DIS spectrum taken on 2016
Mar 20 and the Hα SFR is taken from the Hα imaging of
Sa´nchez-Gallego et al. (2012), who have corrected for [N II]
contamination and internal extinction.
A.2.17. SDSS J095638.90+411646.1
This luminous spiral is located 438 kpc (1.7Rvir) from the
PG 0953+414 sight line. Its Hα SFR and metallicity are de-
rived from SDSS emission-line fluxes. The intrinsic extinc-
tion estimate derived from the face-on morphological correc-
tion predicts an Hα attenuation (∼ 1.3) that is approximately
half the value inferred from the observed Balmer decrement
for this galaxy. If the large spread in Lyα velocity compo-
nents for the associated absorber are separate clouds, some
components may be associated with another nearby galaxy
(see Section 7.2).
A.2.18. SDSS J111905.51+211733.0
This galaxy is probed by the PG 1116+215 sight line at
an impact parameter of 133 kpc (1.5Rvir). Its recession ve-
locity is from Prochaska et al. (2011b), but the only optical
spectrum we have for this galaxy is from WIYN/HYDRA
and does not cover the Hα region. As in Section A.2.14, we
bootstrap an Hα SFR estimate from the observed Hβ emis-
sion flux but cannot directly measure the galaxy’s metallicity.
We use the estimate the galaxy metallicity using the mass-
metallicity relation of Lee et al. (2006) instead. The four-
component H I+O VI absorber near this galaxy has two com-
ponents at |∆v|/vesc > 5 (see Section 7.2). Some or all of
these absorptions may be associated instead with a galaxy
group that includes this galaxy (Stocke et al. 2014).
A.2.19. SDSS J111906.68+211828.7
This intermediate-inclination galaxy is located 139 kpc
(0.7Rvir) from the PG 1116+215 sight line. Its SDSS spec-
trum shows weak Balmer emission, from which its Hα SFR
and metallicity are derived. The metallicity estimate uses the
N2 index of Pettini & Pagel (2004) because no [O III] emis-
sion is observed. This galaxy has the highest metallicity es-
timate of all galaxies where such estimates are available, and
a sSFR low enough to be classified as passive by the COS-
Halos definition (< 10−11 yr−1; Tumlinson et al. 2011). At
least some of this absorption may be due to a galaxy group
to which this galaxy belongs (Stocke et al. 2014).
A.2.20. IC 3061
This very low-z, edge-on spiral is projected 138 kpc
(1.1Rvir) from the quasar PG 1211+143. Its recession ve-
locity of 2136 ± 1 km s−1 is derived from H I 21-cm emis-
sion measurements (Springob et al. 2005) and its metallic-
ity is derived from SDSS emission-line fluxes. All distance-
dependent quantities for this galaxy assume a distance of
42.0 Mpc (median of 10 redshift-independent distances listed
by NED). The FUV magnitude is from Rifatto et al. (1995)
and its SFR calibration is highly uncertain. While another
nearby Virgo Cluster galaxy has a closer velocity match with
the absorber (see Table 2), the impact parameter to IC 3061
is quite small and the association is deemed secure.
A.2.21. SDSS J121409.55+140420.9
This intermediate-inclination spiral is probed by the
PG 1211+143 sight line at an impact parameter of 137 kpc
(0.8Rvir). Its Hα SFR and metallicity are derived from emis-
sion lines in the SDSS spectrum. Its Hα SFR is treated as un-
certain, however, because emission line diagnostics (Kewley
et al. 2006) indicate a significant AGN contribution.
A.2.22. SDSS J121413.94+140330.4
This galaxy is located 72 kpc (0.8Rvir) from the
PG 1211+143 sight line and has no FUV photometry avail-
able. Its Hα SFR and metallicity are estimated from an
APO/DIS spectrum taken on 2016 Feb 6.
A.2.23. SDSS J121930.86+064334.4
This starburst galaxy, probed by the PG 1216+069 sight
line at an impact parameter of 505 kpc (1.8Rvir), is the most
luminous galaxy (3.5L∗) in either sample and the galaxy
probed at the largest impact parameter. Its Hα SFR and
metallicity are derived from SDSS emission-line fluxes. Its
Hα SFR is treated as uncertain, however, because its very
broad emission lines indicate a strong AGN contribution.
A.2.24. SDSS J121923.43+063819.7
This galaxy is projected 93 kpc (0.6Rvir) from the quasar
PG 1216+069. Its recession velocity is from Prochaska et al.
(2011b), but the only optical spectrum in hand for this galaxy
is from WIYN/HYDRA and does not cover the Hα region.
As before, we bootstrap an Hα SFR estimate from the ob-
served Hβ emission and estimate the galaxy metallicity using
the relation of Tremonti et al. (2004).
A.2.25. UGC 8146
This edge-on dwarf spiral is probed by the PG 1259+593
sight line at an impact parameter of 114 kpc (1.5Rvir). Its
recession velocity of 668 ± 1 km s−1 is derived from H I
21-cm emission maps (Springob et al. 2005) and its metallic-
ity is derived from SDSS emission-line fluxes. The Hα SFR
is derived from narrowband images. All distance-dependent
quantities assume a distance of 18.5 Mpc (median of 15
redshift-independent distances listed by NED).
A.2.26. SDSS J130101.05+590007.1
This intermediate-inclination spiral is projected 138 kpc
(1.0Rvir) from the quasar PG 1259+593. The SDSS spec-
trum of this galaxy shows very weak Hα and Hβ emission,
from which the Hα SFR and metallicity are derived. The
metallicity uses the N2 index of Pettini & Pagel (2004) be-
cause no [O III] emission is observed. This galaxy has a
sSFR low enough to be classified as passive by the COS-
Halos definition (< 10−11 yr−1; Tumlinson et al. 2011), but
there is no compelling reason to doubt this association (see
Section 7.2.1).
A.2.27. SDSS J215456.65–091808.6
This galaxy is probed by the PHL 1811 sight line at an im-
pact parameter of 269 kpc (1.3Rvir). Its Hα SFR and metal-
licity are derived from SDSS emission-line fluxes. The Hα
SFR is listed as a lower limit due to the large aperture correc-
tion for this galaxy.
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A.2.28. SDSS J215517.30–091752.0
This galaxy was part of the “alternate” sample of Paper 1,
and is probed by the PHL 1811 sight line at an impact pa-
rameter of 502 kpc (2.0Rvir). Its Hα SFR and metallicity
are derived from SDSS emission-line fluxes. This galaxy has
the largest stellar mass of any studied herein and a sSFR
low enough to be classified as passive (Tumlinson et al.
2011). There are no other luminous galaxies close to the
absorber in this field, so the association with this passive
galaxy seems reasonable despite the large impact parameter
(see Section 7.2.1).
A.2.29. J215447.5–092254
This galaxy is projected 309 kpc (1.3Rvir) from the
PHL 1811 sight line, and was part of the “alternate” sam-
ple of Paper 1. We adopt the recession velocity of Prochaska
et al. (2011b) but the Hα SFR and metallicity are derived
from an AAT/AAΩ spectrum with uncertain flux calibration.
We flag the Hα SFR as uncertain but not the metallicity
as the O3N2 index relies on ratios of emission line fluxes
in narrow spectral regions (specifically, [O III]λ5007/Hβ
and [N II]λ6583/Hα). The stellar mass was derived from
SDSS g, r, i images obtained with the MOSAIC imager on
the CTIO Blanco 4-m telescope.
A.2.30. J215450.8–092235
This galaxy is also part of the “alternate” sample of Pa-
per 1, and is probed by the PHL 1811 sight line at an im-
pact parameter of 237 kpc (2.0Rvir). Its recession velocity
is adopted from Prochaska et al. (2011b) but its Hα SFR
and metallicity are derived from an AAT/AAΩ spectrum
as with the previous galaxy. Similarly, the galaxy’s stellar
mass is derived from CTIO/MOSAIC imaging in the SDSS
g, r, i bands. In addition to being at the limit of this sur-
vey (ρ = 2.0Rvir), this galaxy has the highest sSFR of any
galaxy studied herein.
A.2.31. 2MASS J21545996–0922249
This galaxy is projected 35 kpc (0.2Rvir) from the
PHL 1811 sight line and its recession velocity of 24223 ±
45 km s−1 is adopted from 6dF (Jones et al. 2005). An
AAT/AAΩ spectrum is available for this galaxy but shows
no emission lines, so we are unable to estimate its Hα SFR.
Its stellar mass was derived from CTIO/MOSAIC imaging
in the SDSS g, r, i bands, and its metallicity was estimated
using the relation of Tremonti et al. (2004).
A.2.32. J215506.5–092326
This luminous starburst galaxy is probed by the PHL 1811
sight line at an impact parameter of 228 kpc (1.0Rvir) and
has the highest Hα SFR of any galaxy in either sample. Its re-
cession velocity is adopted from Prochaska et al. (2011b), its
Hα SFR and metallicity are derived from an AAT/AAΩ spec-
trum and its stellar mass is determined using CTIO/MOSAIC
g, r, i imaging.
A.2.33. J215454.9–092331
This starburst galaxy has the highest redshift and largest
FUV SFR of any galaxy studied herein. It is located 354 kpc
(1.7Rvir) from the PHL 1811 sight line and its recession ve-
locity is adopted from Prochaska et al. (2011b). Its Hα SFR
and metallicity are derived from an AAT/AAΩ spectrum and
its stellar mass is measured from CTIO/MOSAIC g, r, i im-
ages.
A.2.34. J031201.7–765517
This galaxy is from the “alternate” sample of Paper 1, and
is probed by the PKS 0312–770 sight line at an impact pa-
rameter of 239 kpc (1.9Rvir). Its recession velocity is from
Prochaska et al. (2011b), but we have no optical spectroscopy
in hand to estimate its Hα SFR or metallicity. Furthermore,
its luminosity, halo mass, and stellar mass are highly uncer-
tain because there is insufficient optical photometry available
in NED to reliably estimate its SDSS g- and i-band magni-
tudes. Nevertheless, we use the relation of Lee et al. (2006) to
estimate the galaxy metallicity from its ill-constrained stellar
mass.
A.2.35. J031158.5–764855
This galaxy is also from the “alternate” sample of Paper 1
and is located 381 kpc (1.6Rvir) from the PKS 0312–770
sight line. Its recession velocity is from Prochaska et al.
(2011b), but we have no optical spectrum available to mea-
sure its Hα SFR or metallicity. As with the previous galaxy,
there is insufficient optical photometry available in NED to
reliably estimate its luminosity, halo mass & stellar mass.
We have estimated the galaxy metallicity using the relation
of Tremonti et al. (2004).
A.2.36. 2MASX J04075411–1214493
This L∗ galaxy is probed by the PKS 0405–123 sight line
at an impact parameter of 378 kpc (2.0Rvir). Its recession
velocity of 29050± 3 km s−1 is adopted from Johnson et al.
(2013) and its stellar mass is derived from CTIO/MOSAIC
imaging in the SDSS g, r, i bands. Its Hα SFR is boot-
strapped from the Hβ flux as described in Section A.2.14
because no Hα coverage is available in our CTIO/HYDRA
spectrum, and is listed as a lower limit due to the large in-
trinsic extinction correction for this galaxy. A low-resolution
APO/DIS spectrum with no flux calibration taken on 2012
Sep 16 shows emission from Hα and [N II] but not Hβ and
[O III]; therefore, the galaxy’s metallicity is estimated us-
ing the N2 index calibration of Pettini & Pagel (2004). The
lack of Hβ and [O III] emission lines in the APO spectrum is
not surprising, however, since they are located in regions of
greatly reduced sensitivity due to the instrumental dichroic.
The next-nearest galaxy is physically closer to the sight line
and a better match to the NH I-weighted mean velocity of the
two Lyα components, making this association uncertain.
A.2.37. J040743.9–121209
This galaxy is projected 197 kpc (1.1Rvir) from the quasar
PKS 0405–123. Its recession velocity of 45989 ± 3 km s−1
is adopted from Johnson et al. (2013) and is ∼ 270 km s−1
larger than the value in Paper 1, which used the redshift re-
ported by Chen et al. (2001). Its stellar mass is derived from
CTIO/MOSAIC g, r, i images, and an APO/DIS spectrum
taken on 2012 Sep 23 shows no optical emission lines. Thus,
UV PROBES OF THE CIRCUMGALACTIC MEDIUM II 45
we use the relation of Tremonti et al. (2004) to estimate the
galaxy metallicity.
A.2.38. J040751.2–121137
This luminous, intermediate-inclination galaxy is respon-
sible for the LLS in the PKS 0405–123 spectrum first stud-
ied by Chen & Prochaska (2000). It is projected 117 kpc
(0.5Rvir) from the sight line, and we now adopt the galaxy
redshift of Johnson et al. (2013) rather than the value from
Chen & Mulchaey (2009) as in Paper 1. The galaxy’s
stellar mass is estimated from CTIO/MOSAIC images in
the SDSS g, r, i bands. The galaxy metallicity and Hα
SFR are estimated from an APO/DIS spectrum obtained on
2016 Oct 29. The metallicity is derived using the N2 in-
dex of Pettini & Pagel (2004) because the Hβ and [O III]
emission lines are affected by the instrumental dichroic (a
low-S/N CTIO/HYDRA spectrum of this galaxy has no Hα
coverage and no Hβ emission).
A.2.39. NGC 4939
This luminous, intermediate-inclination spiral is projected
261 kpc (1.0Rvir) from the quasar PKS 1302–102. Its reces-
sion velocity of 3112± 2 km s−1 is derived from H I 21-cm
emission maps (Springob et al. 2005). We calculate its stellar
mass using NED (B, V,R, I) photometry converted to SDSS
g- and i-band magnitudes using the relations of Jester et al.
(2005). All distance-dependent quantities assume a distance
of 39.3 Mpc (median of 18 redshift-independent distances
listed by NED). No FUV photometry or optical spectroscopy
are available for this galaxy, but a catalog of Hα + [N II]
fluxes for 250 H II regions in the galaxy is available in Tsve-
tanov & Petrosian (1995). To calculate the galaxy’s Hα SFR
we have summed the fluxes from all of the individual H II re-
gions and assumed that [N II]/Hα = 1/3. The galaxy metal-
licity is estimated using the relation of Tremonti et al. (2004).
A.2.40. 2MASX J13052026–1036311
This galaxy is probed by the PKS 1302–102 sight line at an
impact parameter of 227 kpc (0.9Rvir). Its recession velocity
of 12755±45 km s−1 is adopted from 6dF (Jones et al. 2005),
but we have no optical spectra in hand from which to measure
its Hα SFR or metallicity. Its stellar mass is estimated from
the B,R photometry of Prochaska et al. (2011b) using the
relations of Jester et al. (2005) to convert to SDSS g- and i-
band magnitudes. The galaxy metallicity is estimated using
the relation of Tremonti et al. (2004).
A.2.41. 2MASX J13052094–1034521
This massive galaxy is located 353 kpc (1.3Rvir) from
the PKS 1302–102 sight line, and its recession velocity of
28304± 45 km s−1 is adopted from 6dF (Jones et al. 2005).
Unlike the previous galaxy, we do have an optical spectrum
in hand, which shows no emission lines; thus we are un-
able to measure the galaxy’s metallicity (it is estimated us-
ing the relation of Tremonti et al. (2004)), but we are able
to set a spectroscopic limit on the Hα SFR. We flag the
Hα SFR limit as uncertain because we do not know if any
Hα emission is present outside of the spectroscopic aperture.
The galaxy’s stellar mass is derived from B,R photometry
(Prochaska et al. 2011b) converted to SDSS g, i magnitudes
using the conversions of Jester et al. (2005), and its sSFR is
low enough to be passive by the COS-Halos definition (Tum-
linson et al. 2011), but there is no compelling reason to doubt
this association (see Section 7.2.1).
A.2.42. 2MASX J21584077–3019271
This galaxy is probed by the PKS 2155–304 sight line at
an impact parameter of 425 kpc (2.0Rvir). Its recession ve-
locity of 17005 ± 31 km s−1 is adopted from 6dF (Jones
et al. 2005) but we have no additional optical spectrum from
which to measure its Hα SFR or metallicity. Its stellar mass
is calculated from B,R photometry (Prochaska et al. 2011b)
converted to SDSS g, i magnitudes (Jester et al. 2005). The
galaxy metallicity is estimated using the relation of Tremonti
et al. (2004).
A.2.43. J215845.1-301637
This luminous galaxy is located 403 kpc (1.8Rvir) from
the PKS 2155–304 sight line, and was part of the “alternate”
sample of Paper 1. Its recession velocity is adopted from
McLin (2003) and Yao et al. (2010), but we have no opti-
cal spectrum from which to measure its Hα SFR or metal-
licity. Further, its luminosity, halo mass, and stellar mass
are highly uncertain because there is insufficient optical pho-
tometry in NED to reliably estimate its SDSS g- and i-band
magnitudes. The galaxy metallicity is estimated using the
relation of Tremonti et al. (2004).
A.2.44. CGCG 14–54
This dwarf irregular galaxy, located 70 kpc (1.4Rvir) from
the Q 1230+0115 sight line, is from the “alternate” sample of
Paper 1 and has the lowest stellar mass of any galaxy studied
herein. Its recession velocity of 1105 ± 5 km s−1 is derived
from H I 21-cm emission, and its Hα SFR and metallicity
are derived from SDSS emission-line fluxes. The Hα SFR
is listed as a lower limit due to the large aperture correction
for this galaxy. All distance-dependent quantities assume a
distance of 9.6 Mpc (Karachentsev & Nasonova 2013). The
associated absorber has |∆v|/vesc > 10 and no associated
metals. We speculate that this absorber is not associated with
a single galaxy (see also Rosenberg et al. 2003).
A.2.45. SDSS J123047.60+011518.6
This galaxy is probed by the Q 1230+0115 sight line
at an impact parameter of 55 kpc (0.5Rvir). Its reces-
sion velocity of 23327 ± 18 km s−1 is measured from a
WIYN/HYDRA spectrum that does not cover the Hα re-
gion; this is ∼ 200 km s−1 bluer then the redshift quoted
in Paper 1. The updated redshift aligns much more closely
with the Lyα absorption velocity and is derived from a high-
quality emission line spectrum; the previous redshift was de-
rived from a low-S/N spectrum contaminated by moonlight
(McLin 2003) and is deemed spurious. As before when we
lack Hα coverage, we bootstrap an Hα SFR estimate from
the observed Hβ flux and estimate the galaxy metallicity us-
ing the relation of Lee et al. (2006).
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A.3. Photo-Ionization Models
Below, each modeled absorber is discussed in turn, with
the model “grade” (A, B, C, D) assessing the quality of the
absorption-line data and the CLOUDY constraints noted in
brackets after each absorber identification (see Section 6 and
Table 9).
A.3.1. HE 0439–5254 / 1653 [C]
With detections in only H I, C IV, Si III and Si IV, this
targeted absorber (System 10 in Table 3) barely meets our
threshold for CLOUDY modeling. Nonetheless, we find a
single-phase solution consistent with all of the metal-line de-
tections above, as well as the upper limits set by the non-
detection of C II, N V, etc. Since our NH I value is consistent
with that of Paper 1 we find a very similar logU value, but
our updated model metallicity is somewhat lower (although
still consistent with the Paper 1 value to within the uncertain-
ties).
This is a rare case where our assumed prior effects the
model’s preferred values. A pure maximum likelihood anal-
ysis that assumes no prior predicts logU = −2.30+0.19−0.18 and
logZabs = +0.16
+0.44
−0.34 for this absorber. The ionization
parameter preferred by the maximum likelihood analysis is
close to the value in Table 9, so the effect of the prior is
to (unsurprisingly) nudge the absorber metallicity toward the
galaxy metallicity (see Table 6).
A.3.2. PG 0832+251 / 5221 [C]
This targeted absorber (System 14 in Table 3) has a
plethora of metal-line detections, but has perhaps the most
uncertain NH I value of any tabulated in Table 9 (see Sec-
tion A.1.4 for details). However, if its H I column is taken
at face value then this is the strongest H I absorber that we
attempt to model. Our updated model attempts to reproduce
the metal-line ratios from the observed O I, C II, Si II, and
Fe II detections, as well as the C I and Fe III upper limits; the
region of highest posterior probability is mildly inconsistent
with the C I upper limit. The contours for the Si III, Si IV,
and C IV detections and the N V upper limit are also shown,
but are not used to constrain the model. The C IV detection
in particular is clearly inconsistent with the solution derived
from the lower ions, exemplifying the multi-phase nature of
this absorber. This updated model finds a similar ionization
parameter but higher metallicity than the model of Paper 1.
A.3.3. PG 0832+251 / 5444 [—]
This absorber (System 17 in Table 3) was modeled in Pa-
per 1 but we do not model it here. There are sufficient metal-
line detections to attempt to model it, but the H I column is
too uncertain because this velocity component is located in
the trough of an extremely strong Lyα absorber (see Figure 4
and Section A.1.4).
A.3.4. PMN J1103–2329 / 1194 [C]
This targeted absorber (System 19 in Table 3) was detected
in Si III, Si IV, C IV and N V, and has stringent upper
limits on C II and Si II. We fit the Lyα profile with two
velocity components (see Section A.1.5) and find a consid-
erably lower H I column density than in Paper 1; conse-
quently, our updated CLOUDY model finds a similar ioniza-
tion parameter but a much higher metallicity than the model
of Paper 1. Our photo-ionization model cannot simultane-
ously reproduce the metal-line ratios for all of the detected
ions, so it uses the Si III and Si IV detections (and C II and
Si II limits) to constrain the model, ignoring the C IV and
N V detections. This is another case where our imposed
prior on absorber metallicity affects the model’s preferred
values. A pure maximum likelihood analysis with no prior
finds logU = −2.27+0.14−0.15 and logZabs = +0.48+0.16−0.15.
A.3.5. RX J0439.6–5311 / 1674 [C]
As with the HE 0439–5254 absorber that probes the same
targeted galaxy (Section A.3.1), this absorber (System 21 in
Table 3) is detected only in Si III, Si IV and C IV, but has
stringent limits on C II, Si II and N V. Our updated model as-
sumes a similarNH I value to that of Paper 1 and finds a com-
parable ionization parameter but a lower metallicity than the
model of Paper 1, although all of the values overlap within
uncertainties. All of this absorber’s metal-line detections and
limits can be reproduced with this single-phase model.
A.3.6. SBS 1108+560 / 654 [—]
This absorber (System 23 in Table 3) was modeled in Pa-
per 1 and has many metal-line detections, but a higher red-
shift LLS (see Section A.1.7 for details) reduces the contin-
uum near Lyα for this absorber to such a degree that we
cannot reliably constrain the H I column. Thus, we do not
attempt to model this absorber here.
A.3.7. SBS 1108+560 / 778 [—]
This absorber (System 25 in Table 3) was modeled in Pa-
per 1 but we do not do so here for the reasons elaborated in
Section A.3.6 above.
A.3.8. SBS 1122+594 / 1221 [B]
We have higher confidence in H I column density for this
absorber (System 26 in Table 3) than the values of the pre-
vious two targeted absorbers because of its relatively sim-
ple Lyα profile. It has associated metal-line detections in
C II, C IV, Si II, and Si IV, and stringent limits in Si II and
N V. The CLOUDY model simultaneously reproduces the
metal-line ratios inferred from all of these species and finds
very similar values for the ionization parameter and absorber
metallicity as the model of Paper 1. This absorber has the
largest line-of-sight thickness and second-largest cloud mass
of all the targeted absorbers that we are able to model, which
may be related to its associated galaxy being a dwarf starburst
(Keeney et al. 2006).
A.3.9. VII Zw 244 / 715 [B]
This absorber (System 27 in Table 3) also has a relatively
simple Lyα profile, with a correspondingly higher confi-
dence in the H I column density as compared to other tar-
geted absorbers. It is detected in C II, C IV, Si II, Si III
and Si IV, and has a stringent N V upper limit. Our updated
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CLOUDY model is able to simultaneously accommodate all
of the metal-line constraints with a single-phase solution. We
assume a considerably lower H I column than in Paper 1 and
thus find subsequently higher values for the ionization pa-
rameter and absorber metallicity than previously.
A.3.10. 3C 273 / 1585 [A]
This serendipitous absorber (System 102 in Table 3)
has been studied extensively by various groups (see Sec-
tion A.1.11 for details) and has an unusual ionization pattern
in that it is detected in several ions (C II, Si II and Si III) with
low ionization potentials but not in any species with interme-
diate or high ionization potentials (e.g., C III, C IV, Si IV,
N V, O VI). Our updated CLOUDY model accommodates
all of the metal-line constraints with a single-phase solution,
although the C III upper limit that we adopt from Tilton et al.
(2012) is somewhat incompatible with the C II column den-
sity we measure in the COS spectrum. Since we assume a
smaller H I column than either Paper 1 or Tripp et al. (2002)
we find a larger metallicity than they do but our ionization
parameter is similar to theirs.
A.3.11. PG 0953+414 / 42664 [B]
This serendipitous absorber (System 115 in Table 3) is one
of only two absorbers with NH I < 1014 cm−2 that we at-
tempt to model. It is detected in C III and C IV, which we
use to constrain our model, as well as N V and O VI, which
we don’t. This absorber was not modeled in Paper 1 because
Danforth & Shull (2008) only lists associated C III and O VI;
the C IV and N V are only detectable in the COS spectrum
(see Figure 4).
A.3.12. PG 1116+215 / 41522 [A]
This absorber (System 123 in Table 3) is detected in many
metal ions. We use the C II, Si II and Si III detections
to constrain the model, along with the limits on O I and
Fe III. The higher-ionization metal detections do not agree
with the lower-ionization constraints, emphasizing the multi-
phase nature of this absorber. We use a lower H I column
than Paper 1 and find a somewhat higher ionization parame-
ter and an entirely consistent absorber metallicity.
A.3.13. PG 1211+143 / 15321 [A]
This absorber (System 126 in Table 3) is also detected in
many ions. We use the C II, Si II and Si III detections to
constrain the model, but not the higher-ionization detections
in C III, C IV, Si IV, N V, and O VI. We assume an H I
column consistent with the value from Paper 1 and find con-
sistent values of ionization parameter and metallicity for this
multi-phase absorber.
A.3.14. PG 1211+143 / 19305 [B]
This absorber (System 130 in Table 3) is detected in Si III,
C III, C IV, and O VI. We use all but the O VI to constrain
our model and find a comparable ionization parameter and
metallicity to Paper 1 using an H I column a bit larger than
they assumed.
A.3.15. PG 1211+143 / 19481 [D]
This serendipitous absorber (System 132 in Table 3) has
the lowest H I column of any we attempt to model here, and
consequently the highest absorber metallicity. It is detected
in only H I, C III and C IV, but our H I column is consider-
ably smaller than the value assumed in Paper 1. This causes
our ionization parameter and metallicity to differ more from
the values in Paper 1 than any other absorber for which a
comparison can be made. The poorly constrained values for
H I column density and ionization parameter lead to this ab-
sorber being assigned grade D.
A.3.16. PG 1216+069 / 37049 [B]
This absorber (System 137 in Table 3) and the following
were listed as a single system in Paper 1, where it was not
modeled because Danforth & Shull (2008) list only Si II,
C III and O VI at this redshift. The high-S/N COS spec-
trum (Figure 4) reveals that there are in fact two H I compo-
nents here, along with another two ∼ 300 km s−1 redward,
as well as metal-line absorption from Si III, Si IV, C IV, N V,
and O VI. All of these species except for N V ang O VI are
used to constrain our model, along with C III from FUSE and
stringent limits on C II and Si II.
A.3.17. PG 1216+069 / 37138 [B]
This absorber (System 138 in Table 3) was not modeled
in Paper 1 for the reasons described in Section A.3.16. It is
detected in the same ions as the absorber above and its model
was constrained in the same way.
A.3.18. PG 1259+593 / 13825 [A]
This absorber (System 142 in Table 3) is detected in C III,
C IV, Si III, Si IV, and O VI. All but the O VI are used to con-
strain our model, which assumes a nearly identical H I col-
umn as Paper 1 and predicts values for the ionization param-
eter and absorber metallicity that are consistent those of Pa-
per 1, thanks to the rather large uncertainties quoted therein.
A.3.19. PG 1259+593 / 13914 [A]
This absorber (System 143 in Table 3) is detected in C III
and C IV, which are used to constrain the model, and O VI,
which is not. This model assumes a similar value of NH I
as Paper 1 and finds values of the ionization parameter and
metallicity consistent with those quoted in Paper 1.
A.3.20. PHL 1811 / 22042 [—]
This absorber (System 148 in Table 3) was modeled in Pa-
per 1 using Si III and Si IV column densities from Danforth &
Shull (2008). The high-S/N COS spectrum (Figure 4) shows
no indication of Si IV absorption, however, so we do not
model this absorber here.
A.3.21. PHL 1811 / 23313 [A]
This absorber (System 149 in Table 3) has a peculiar ion-
ization signature similar to the 3C 273 absorber we model in
Section A.3.10 in so far as it is detected in Si II, Si III and
C III but no higher-ionization species. Our updated model as-
sumes a higher H I column than in Paper 1, and subsequently
prefers a lower ionization parameter, but the two models find
consistent metallicities.
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A.3.22. PHL 1811 / 24226 [C]
This absorber (System 152 in Table 3) is detected in many
metal species and has the largest NH I value of any serendip-
itous absorber. It is also remarkable in its simple component
structure for such a high column density system; all of the
H I and metal-line detections have a single velocity compo-
nent except for C IV, which has two. Our model finds evi-
dence for a multi-phase absorber whose Si IV, C III and C IV
detections do not match the solution preferred by the lower
ions (detections in O I, C II, Si II, and Fe II, with a stringent
limit on C I). We find a ionization parameter and metallicity
values consistent with those of Paper 1.
A.3.23. PHL 1811 / 39658 [D]
This absorber (System 153 in Table 3) is detected only in
C III and C IV, which we use to constrain our model, and
O VI, which we don’t. It was not modeled in Paper 1 be-
cause Danforth & Shull (2008) found only C III and O VI ab-
sorption at this redshift; the C IV only becomes apparent in
the high-S/N COS spectrum (Figure 4). Due to its high ion-
ization parameter and low metallicity this absorber has the
largest line-of-sight thickness and mass of any absorber we
attempt to model. However, due to its very weak metal-line
detections and correspondingly large uncertainty in ioniza-
tion parameter this model is grade D.
A.3.24. PHL 1811 / 52933 [B]
This absorber (System 157 in Table 3) is detected in C III,
Si III and Si IV, and has stringent limits on C II, Si II, N V,
and O VI. We find a single-phase solution that accommo-
dates all of these constraints and is entirely consistent with
the solution of Paper 1.
A.3.25. PKS 0405–123 / 50059 [B]
This absorber (System 170 in Table 3) was not modeled in
Paper 1 because Danforth & Shull (2008) assumed a different
component structure for this complex absorber than Savage
et al. (2014). Our model assumes the Savage et al. (2014)
values for H I and finds a multi-phase absorber whose C III
and O VI detections are inconsistent with the solution that
matches the C II, Si II and Si III detections.
A.3.26. PKS 0405–123 / 50104 [B]
This multi-phase absorber (System 171 in Table 3) is well-
studied by several groups (see Section A.1.25 for details) and
detected in many ions. As with the previous absorber, we
adopt the H I component structure of Savage et al. (2014).
Our model cannot simultaneously meet the constraints of the
high- and low-ionization species, so we choose to model the
low ion detections (C II, Si II, Si III, and Fe III). Our up-
dated model finds a lower metallicity for this absorber than
the value reported in Paper 1.
A.3.27. PKS 1302–102 / 12655 [A]
This is another multi-phase absorber (System 175 in Ta-
ble 3) detected in many ions. Our model is entirely consis-
tent with that of Paper 1 and uses the low- and intermediate-
ionization detections (C II, C III, Si II, Si III) to constrain the
model, but not the higher ionization species (C IV and O VI).
A.3.28. PKS 1302–102 / 28439 [A]
This is another absorber (System 178 in Table 3) seen
mostly in low ions. In this regard it is similar to the 3C 273
absorber studied above (Section A.3.10) except that it does
show O VI absorption, which we do not use to constrain the
model. Our updated model simultaneously satisfies the con-
straints from C II, C III, Si II, and Si III detections, as well as
limits from C IV, Si IV, O I, Fe III, and N V. Even though the
updated absorber metallicity is higher than found in Paper 1,
it is the lowest of any absorber we model here.
A.3.29. Q 1230+011 / 23404 [C]
Our updated model for this multi-phase absorber (Sys-
tem 187 in Table 3) is entirely consistent with the model of
Paper 1, although we have less confidence in the H I column
density than is the case for the typical serendipitous absorber.
The Si III, Si IV and C III detections are used to constrain the
model, along with the limits on Si II and C II, but not the
higher-ionization detections of C IV and N V.
B. GROUND-BASED GALAXY IMAGES
As discussed in Section 4, we endeavored to derive Hα
SFRs from narrowband Hα images for all galaxies with re-
cession velocities ≤ 10000 km s−1, where spectroscopic
aperture corrections are large and unreliable. All ten targeted
galaxies are at these low redshifts, as well as eight of the
serendipitous galaxies. Hα images were available in the lit-
erature for four of these galaxies: UGC 5470 (Kennicutt et al.
2008), M 108 (Kennicutt et al. 2008), NGC 6140 (Sa´nchez-
Gallego et al. 2012), and NGC 4939 (Tsvetanov & Petrosian
1995). We obtained narrowband Hα images for 12 others,
which are detailed in Table B1. Table B1 lists the follow-
ing information by column: (1) galaxy name; (2) telescope
where images were obtained; (3) instrument used to obtain
images; (4) date of observation; (5) broadband and narrow-
band filters used for galaxy imaging; (6) exposure time per
filter, in units of kiloseconds; and (7) the seeing in each filter,
in units of arcseconds.
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Table B1. Journal of Hα Imaging Observations
Galaxy Telescope Instrument Date Filters Exposure Seeing
(ksec) (arcsec)
(1) (2) (3) (4) (5) (6) (7)
UGC 5478 KPNO 2.1-m T2KA 2004 Apr 16 B, R, KP1563 0.6, 0.5, 2.4 0.9, 0.8, 1.0
ESO 157–49 CTIO 0.9-m CFCCD 2003 Aug 22-23 B, R, 6600/75 3.0, 1.8, 9.0 2.3, 1.8, 1.5
ESO 157–50 CTIO 0.9-m CFCCD 2003 Aug 24-25 B, R, 6649/75 1.8, 1.8, 10.8 2.8, 2.5, 1.6
NGC 2611 APO 3.5-m SPIcam 2013 Mar 15 r, 645/10, 665/8 0.1, 2.7, 3.6 1.3, 1.3, 1.1
NGC 3511 KPNO 2.1-m T2KA 2004 Apr 13 B, R, KP1563 0.6, 0.5, 2.4 2.0, 1.9, 2.0
IC 691 KPNO 2.1-m T2KA 2003 Mar 4, 6 B, R, KP1565, KP1563 0.5, 1.7, 2.4, 2.4 1.5, 1.8, 1.5, 1.5
UGC 4527 KPNO 2.1-m T2KA 2004 Apr 13-16 B, R, KP1563 0.9, 0.7, 2.4 1.1, 2.2, 1.6
SDSS J122815.96+014944.1 APO 3.5-m SPIcam 2013 Mar 15 r, 657/8 0.1, 1.2 1.2, 1.2
SDSS J122950.57+020153.7 APO 3.5-m SPIcam 2011 May 4 R, 661/8 1.8, 4.5 1.4, 1.2
SDSS J000529.16+201335.9 APO 3.5-m ARCTIC 2016 Nov 1 r, 657/3, 660/3 0.1, 6.0, 6.0 0.9, 0.7, 0.6
IC 3061 APO 3.5-m SPIcam 2009 Jan 20 645/10, 661/8 1.8, 2.4 2.2, 2.1
UGC 8146 APO 3.5-m SPIcam 2008 Feb 2 645/10, 657/8 1.4, 1.8 1.0, 0.9
One complication that sometimes arises is a mismatch in
seeing between the continuum image and the narrowband
Hα image. The narrowband image still contains some stel-
lar continuum flux (i.e., it is not a pure emission-line image)
that must be estimated from the off-band continuum image.
We do this by scaling the sky level in the continuum image
to match that of the narrowband image, then subtracting this
scaled continuum image from the narrowband image to cre-
ate a pure emission-line image, from which the galaxy’s Hα
SFR is derived. If the continuum image and the narrowband
image have significantly different seeing (e.g., NGC 3511;
see Figure B1), there will be residual artifacts in the the
emission-line image from point sources that are not cleanly
subtracted due to mismatched point-spread functions. How-
ever, since the galaxies themselves are much larger on the sky
than point sources at these very low redshifts, seeing differ-
ences do not have a significant effect on the estimated con-
tinuum flux distributions.
Figure B1 shows continuum and emission-line images for
all galaxies listed in Table B1. These images are all oriented
north-up, east-left, and have a field-of-view of 25× 25 kpc2,
except for UGC 4527 and SDSS J122815.96+014944.1,
which have a field-of-view of 15×15 kpc2. The narrowband
Hα filters employed are all wide enough that the emission-
line images (right-hand panels of Figure B1) include contri-
butions from both Hα and [N II]. We use optical spectra of
the galaxy, where available, to estimate the contribution of
[N II] to the emission-line image. These spectra cover the
nuclear regions of the galaxy and do not allow us to account
for any variations in Hα/[N II] for other regions of the galaxy.
If no galaxy spectrum is available, we use the procedure of
Kennicutt et al. (2008) to statistically estimate the galaxy’s
Hα/[N II] ratio.
R
B1.1: Continuum and emission-line images for UGC 5478
(Section A.2.3).
R
B1.5: Continuum and emission-line images for NGC 3511
(Section A.2.7).
Figure B1. Continuum (left) and Hα + [N II] (right) images of tar-
geted and serendipitous galaxies. All images are oriented north-
up, east-left and have a field-of-view of 25 × 25 kpc2 (except for
UGC 4527 and SDSS J122815.96+014944.1, which have a field-
of-view of 15 × 15 kpc2). The name of the continuum filter for
each galaxy is also labeled in the left-hand panel. Residual struc-
ture at the locations of point sources in the right-hand panel (e.g.,
white rings around black cores) are the result of seeing differences
between the continuum and narrowband Hα images. The complete
figure set (12 images) is available in the online journal.
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Some of our galaxies (e.g., NGC 2611) were observed
through a narrow- or intermediate-width, off-band contin-
uum filter that does not include any Hα + [N II] emission
from the galaxy, while others (e.g., UGC 5478) used a broad
off-band continuum filter that does include some contamina-
tion from the galaxy. Continuum subtraction in the former
case is straightforward, but requires some care in the latter
case; we use the procedure of Kennicutt et al. (2008) to sta-
tistically correct for any galaxy emission present in the con-
tinuum filter. The name of the off-band continuum filter used
for each galaxy is labeled in that galaxy’s continuum image
(left-hand panel) in Figure B1.
The Hα SFR for the galaxy is derived from the emission-
line images in Figure B1, corrected for [N II] emission in the
narrowband filter as well as any Hα emission that is present
in the continuum filter. The SFR is derived from the galaxy’s
Hα luminosity using the conversion of Hunter et al. (2010),
and is listed in column 11 of Tables 6 and 7. The lower value
in the tabulated SFR range is the value measured directly
from the images, after correcting for Galactic foreground ex-
tinction, and the higher value employs a correction for inter-
nal extinction in the galaxy, as described in Section 4.
Hα images for three of our galaxies have been previously
published. The images for IC 691 were published in Keeney
et al. (2006), and those for ESO 157–49 and ESO 157–50
were published in Keeney et al. (2013). We reproduce these
images in Figure B1 for completeness but adopt the previ-
ously published SFR values, corrected to use the Hunter et al.
(2010) SFR conversion when necessary for consistency with
the rest of the sample.
Fig. Set B1. Continuum and Emission-Line Images
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