Abstract. We characterize the classical type orthogonal polynomials {Pnix)}^ satisfying a fourth-order differential equation of type
Introduction
In 1929, Bochner [1] classified all orthogonal polynomial solutions to a second-order Sturm-Liouville differential equation of the form (1.1) i2(x)y"(x) + ll(x)y'(x) + £o(x)y(x)=Xy(x).
They are, up to a complex linear change of variable, the classical orthogonal polynomials of Jacobi, Bessel, Laguerre, and Hermite. Bochner's result naturally leads to a question of classifying all orthogonal polynomial solutions to higher-order differential equations of the form (1.2) f>(x)y(<>(x)=Aj;(x). where (1.4) Xn = ioQ + ntn + n(n -l)£22 +■ ■ ■ + n(n -l)---(n-N + l)£NN.
In 1938, H. L. Krall [6] found a necessary and sufficient condition for the differential equation (1.3) to have orthogonal polynomial solutions.
Theorem (H. L. Krall [6] ). Let {P"(x)}g° be an orthogonal polynomial set. Then P"(x) satisfies the differential equation ( When N = 2r, r > 1, we call the r equations in (1.5) the moment equations for {P"(x)}g°. Further, in 1940, H. L. Krall [7] classified all fourth-order differential equations of the form (1.3) having orthogonal polynomial solutions. Up to a linear change of variable there are seven such equations, among which four are the iterations of the second-order differential equations satisfied by the four classical orthogonal polynomials and the other three have nonclassical orthogonal polynomial solutions. These polynomials were studied in detail by A. M. Krall [3] who named them the Jacobi type, Legendre type, and Laguerre type polynomials. On the other hand, the four classical orthogonal polynomials are characterized as the only orthogonal polynomials whose derivatives also form orthogonal polynomials. It was first proved by Hahn [2] (see also H. L. Krall [5, 8] and Webster [13] ).
In this work, we extend Hahn's theorem to include also the three classical type orthogonal polynomials satisfying fourth-order differential equations. This is the complete answer to the question in [12] (also raised by Professor W. N. Everitt at the 7th Symposium on Orthogonal Polynomials and Applications, Granada, Spain, 1991).
Main theorem
In this work, all polynomials are assumed to be real polynomials in one variable. We use deg</> for the degree of a polynomial <p(x) and take degO to be -1. We call any linear functional on the space of polynomials a moment functional. We denote the action of a moment functional a on a polynomial cp(x) by (a, cj)) and call {o-"}g° , where an := (a, x"), the moments of a . For a moment functional a and a polynomial <p(x), we define the derivative a' of a to be the moment functional defined by
and the moment functional 4>o through the formula
where y/(x) is a polynomial. Then it is easy to see that
Two moment functionals a and x are said to be equal and written a = x if (a, 4>) = (t , <p) for any polynomial <p(x). Clearly, a = x if and only if they have the same moments. For example, if we define a moment functional a by where Kn are nonzero constants. Then we call a an orthogonalizing functional for the OPS {Pb(jc)} §° .
Now, we are ready to state our main theorem.
Theorem 2.1. Let {P"(x)} §° bean OPS. Then, for each n = 0, 1,2,..., P"(x)
satisfies the fourth-order differential equation of the form
i=o i=o \y=o / where U(x) ^ 0 and X" = too + n£u + n(n -\)£22 + n(n -\)(n -2)£^ + n(n -l)(n -2)(n -3)£^ if and only if there are moment functionals x2£0, Ti, and To such that (2.6) (x2,P'mP'tl) + (t,, P'mP'n) + (xo,PmPn) = Mn5mn, m, n = 0, 1, 2, ... , where Mn are constants.
We need the following lemma, which is essentially a restatement of H. L.
KralFs theorem in §1 for TV = 4 expressed in terms of an orthogonalizing functional instead of moments of an OPS. where 0 in the right-hand sides mean zero moment functionals.
The two equations (2.7) and (2.8) when they are understood as differential equations for a function are exactly the symmetry equations of which any nontrivial classical solution is a symmetry factor for the differential expression L4 in (2.5) (see Littlejohn [10, 11] and A. M. Krall and Littlejohn [4] ). They are used to yield the distributional weights by Littlejohn [11] for the classical type orthogonal polynomials (see also [9, Theorem 2.3] For later use, we note that (2.9) comes only from (2.7) and (2.8).
Lemma 2.4. Let {P"(x)}o° be an OPS relative to a and x a moment functional. Then (x, P") -0 for n > k, k > 0 an integer if and only if x = (p(x)o for some polynomial <p(x) of degree < k.
Proof. Assume that (t, P") = 0 for n > k, and consider x = (YJj^ocjPj)a where c, are constants. Then (?, Pn) = 0 for n > k and so x -x if and only if (x,P") = (x, Pn) for 0 < n < k. Since (x, Pn) = £-=0c>, PjP") = cn(a, P2), we have t = (E;=o CjPj)a with Cj = (t , Pj)/{a, Pj), 0<j<n. The converse follows immediately from the orthogonality of {P"(x)}q° relative to a.
Proof of Theorem 2. Hence, we have ck = 0 for 0 < k < 4 and so U(x) = 0, which is a contradiction. Conversely, we assume that {P"(x)}q° satisfies (2.6). We may assume that all Pn(x) are monic. Consider the equation (2.6) for m = 0, 1, 2, 3, 4.
For m = 0, we have (to , Pn) = 0 for n > 0 so that by Lemma 2.4 (2.10) T0 = f or some polynomial £q(x) of degree < 0.
For m = 1, we have for n > 1 so that by Lemma 2.4 for some polynomial £4(x) of degree < 4. With these tj(x) thus obtained, we have (2.7) and (2.8), and so (2.9). Moreover, we have from (2.12) and (2.13)
Since L4(P")(x) = Y^=0£i(x)Pn'\x) is a polynomial of degree < n, we may write it as L4(P")(x) = Y?j=ocjPj(x) witn constants Cq,C\, ... ,cn. Then we have for m = 0, 1.n from (2.9), (2.14), and (2. Hence, we have cm = 0 for m -0, 1,2,... , n -I and so L4(Pn) = c"P" = X"P" by comparing coefficients of x" from both sides. Finally we have U(x) £ 0 since t2 = £40 ^ 0.
Remark. Note that the term £o(x)y = £ooy may be cancelled from both sides of equation (2.5) . In other words, we may take £00 to be any number in equation (2.5) . Therefore, we may require Mn ^ 0, n > 0, since we may have Xn ^ 0, n > 0, by taking |A>ol to be large. On the other hand, (i) implies that {Pn(x)}0x must be essentially one of the four classical orthogonal polynomial sets for all of which we have n£\\ + n(n -\)£22 ^ 0, n > 1 (see [1, 8] Finally we give the explicit representations of moment functionals t2 , Ti , and To in Theorem 2.1 for the classical type orthogonal polynomials. We note first that To can be taken to be 0 since we may take £q(x) to be 0 in equation (2.5) (cf. (2.10)).
Let {P"(x)}o° be an OPS relative to a which satisfies the differential equation (2.5). Then the distributional representation w(x) of a can be obtained by solving equations (2.7) and (2.8) with w(x) instead of a simultaneously in the distribution space (cf. [11] ). Then the representations Wj(x) of x}■■, j = 1, 2, can be obtained immediately from equations (2.14) and (2.15).
In the following examples we follow the notation in [3] and use H(x) to denote the Heaviside step function. 
