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We study unconventional superconductivity in two-dimensional systems. Unbiased numerical
calculations within two-dimensional Hubbard models have found no evidence for long-range superconducting order. Most of the two-dimensional theories suggest that the superconducting state
can be obtained by destabilizing an antiferromagnetic or spin-liquid insulating state. An antiferromagnet is a half-filled system because each site has one electron or hole. However, in anisotropic
triangular lattices, numerical calculation finds pairing enhancement at quarter-filling but no longrange superconducting order. Many organic superconductors are dimerized in nature. Such a
dimer lattice is effectively half-filled because each dimer has one electron or hole. Some theories
suggest that magnetic fluctuation in such a system can give superconductivity. However, at zero
temperature, we performed density matrix renormalization group (DMRG) calculations in such a
system, and we find no superconducting long-range order. We also find that the antiferromagnetic
order is not necessary to get a superconducting state. Failure in explaining superconductivity
in two-dimensional systems suggests that only repulsive interactions between electrons are not

sufficient, and other interactions are required. The most likely candidate is the electron-phonon
interaction. However, existing theories of superconductivity emphasize either electron-electron or
electron-phonon interactions, each of which tends to cancel the effect of the other. We present
direct evidence from quantum Monte Carlo calculations of cooperative, as opposed to competing, effects of electron-electron and electron-phonon interactions within the frustrated Hubbard
Hamiltonian, uniquely at the band-filling of one-quarter. Bond-coupled phonons and the onsite
Hubbard U cooperatively reinforce d-wave superconducting pair-pair correlations at this filling
while competing with one another at all other densities. Our work further gives new insight into
how intertwined charge-order and superconductivity appear in real materials.
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CHAPTER I
INTRODUCTION

Superconductivity (SC) is one of the most interesting and mystical phenomena in physics. In
a superconductor, the superconducting current flows without resistance. In 1911, H. Kamerlingh
Onnes discovered SC in Hg at 4.2 K. Later, SC was found in other elements such as aluminum, tin,
and niobium at temperatures of 1.2 K, 3.7 K, and 9.3 K, respectively. In 1933, Walther Meissner
and Robert Ochsenfeld discovered that below the superconducting transition temperature (nonsuperconducting phase to superconducting phase transition), a superconductor expels an external
magnetic field. This property is known as the Meissner effect. The first successful theory of SC was
proposed by Bardeen, Cooper, and Schrieffer in 1957 also called the BCS theory[8]. According to
this theory, at very low temperature the Fermi sphere is unstable. Two electrons with opposite spin
(see Figure 1.1) in the Fermi sphere form a bound state by exchanging phonons. The bound state
of the pair of electrons is called a Cooper pair. This interaction is attractive and the bound state
energy is lowered by the amount of Δ from the free-electron state.

1

Figure 1.1 Fermi sphere and Cooper-pair formation

The BCS theory can explain SC in most elemental and alloy superconductors at very low
temperatures. These superconductors are also known as conventional superconductors. However,
many superconducting materials were found which cannot be explained in the framework of BCS
theory. In 1986, Bednorz and Müller first discovered SC in the LaBaCuO4 [10]. The critical temperature in the first cuprate discovered was 35K. Over time many new materials were discovered with
higher transition temperatures (see Figure 1.2). Another example is Tl2 Ba2 Ca2 Cu3 O10 with the
transition temperature 120K [63]. This class of superconductors is also known as unconventional
superconductors as well as non-BCS or high-temperature superconductors. However, there exist
many unconventional superconductors with a low transition temperature. One example is UBe13
[56], with a transition temperature is 0.85K. The distinction between the conventional and uncon2

ventional superconductors can be understood from the ratio between the transition temperature and
the Fermi temperature [72]. This ratio is very small (≈ 10−5 ) in conventional superconductors but
large in unconventional superconductors (≈ 10−2 ).

Figure 1.2 Evolution of superconductors (Figure source: Wikipedia.org)

The origin of unconventional SC is not very well understood, and it is one of the most difficult
problems in physics. In 1987, P. W. Anderson introduced a correlated theory of SC to describe SC
in La2 CuO4 by proposing the resonating valence bond (RVB) theory[3]. The CuO2 in a cuprate
plane has a planar square lattice structure, and in the undoped state it is half-filled because of
3

one hole per Cu site (charge density 𝜌 = 1.0). He showed that, in the ground state, with a large
onsite electron-electron repulsion U and at 𝜌 = 1.0, the Hubbard Hamiltonian (see the Hubbard
model in Chapter II) is transformed into the antiferromagnetic Heisenberg model with the exchange
constant J ∝ t2 /U. The Hubbard Hamiltonian has nearest-neighbor hopping and a repulsive onsite
electron-electron (e-e) interaction U. There is no attractive interaction involved. Historically, the
Hubbard model is associated with the theory of antiferromagnet (AFM) and Mott insulators. In
the ground state, with a positive J the undoped cuprate shows an AFM order. This AFM state
can be destabilized by doping. With a large electron-electron repulsive interaction U and nearest
neighbor electron hopping Anderson proposed that this doped state can be a superconducting
state with singlet formation. Since then many studies have been performed in such nearly halffilled (𝜌 ∼ 0.875) band square lattice using the Hubbard model. Numerical simulations in such
systems at zero temperature consistently find no superconducting long-range order and no pairing
enhancement with increasing U (see Chapter II). There is also another way to destroy the AFM
state. Instead of doping, lattice frustration can destroy the AFM state. The pressure changes
inter-molecular hopping to the next nearest neighbors. It introduces lattice frustration in a square
lattice, and it becomes an anisotropic triangular lattice. The frustration destroys the AFM order and
may lead to a superconducting state. Again in zero temperature calculations, we find no evidence
of superconducting long-range order or pairing enhancement by U in the anisotropic triangular
lattices[29] at half-filling.
Although superconducting long-range order and pairing enhancement are absent in the nearly
half-filled square or half-filled triangular lattice Hubbard model, Clay and collaborators find pairing
enhancement by U in triangular lattices [21] exactly at quarter-filling (average charge density 0.5
4

per site). They proposed that the Anderson RVB model works uniquely in quarter-filled systems
[20]. Under pressure, the quarter-filled lattice is transformed into the charge-order (CO) state or the
paired electron crystal (PEC) [20], and a PEC to SC transition is found experimentally in organic
superconductors. This will be discussed in Chapter IV. Although, their result is promising, but
we do not find superconducting long-range order at zero temperature in a quarter-filled triangular
lattice. In Chapter II, we will review some prior works done in the square and anisotropic triangular
lattice.
There exists a large class of organic superconductors [20]. At low temperatures, some of
the organic superconductors show a PEC state in the vicinity of the superconducting phase (see
Chapter IV and Figure 4.3). 𝜅-(BEDT-TTF)2 X is one of the many such organic superconductors.
In this type of superconductor, each BEDT-TTF cation monomer has a charge of 0.5. This lattice
is 1/4-filled in terms of holes and 3/4-filled in terms of electrons. In such quarter-filled band
anisotropic triangular lattices previous calculations find pairing enhancement by the Hubbard U.
However, in this class of superconductors, the BEDT-TTF monomers are highly dimerized. Now
we can think of a slightly different picture. Two monomers form dimers, and the total charge of
each dimer is +1 (+0.5 per monomer). That is why in terms of dimers, the lattice is effectively
half-filled. According to mean-field theory, fluctuations of the magnetic order in such dimer models
can give SC. However, the mean-field calculation considers electron-electron interactions with an
approximation, and does not define pairing in terms of dimers. In Chapter III, we present more
realistic calculations by defining pairings in terms of pair of dimers, and we did exact calculations
by using the density matrix renormalization group (DMRG). We studied the dimer spin-spin and
pair-pair correlations. In our study, first, we found the absence of SC in that effectively half-filled
5

model from the study of pair-pair correlation. Second, we found that the presence or absence
of AFM order is not related to give SC. In this effective half-filled model, we found the AFM
state for small frustrations in the presence of strong U. With increasing frustration the AFM state
disappears. However, we do not see SC in the effective half-filled lattice. Previous works done in
the exact half-filled band model also find no SC[19, 21, 28].
Beyond half-filling, we see pairing enhancement by the Hubbard U at quarter-filling. We see
that the enhancement increases with U and then decreases. One possible reason is that using
only the e-e interaction U is not sufficient enough to drive SC. We may need to consider other
interactions. The only possible additional interaction which is common to all unconventional
superconductors is the electron-phonon (e-p) interaction. Many experimental observations suggest
that, in unconventional superconductors, we can not avoid e-p interactions. That includes giant
softening in the Cu-O bond stretching frequency in the underdoped cuprates[58], the oxygen isotope
effect[34, 11], and the kink observed in the photoemission effect[47]. The most studied model
with the e-p interaction is the Hubbard-Holstein model (HHM). This model is not very realistic
because of short-range pairing, and in the anti-adiabatic limit, the effective e-e interaction becomes
an attractive onsite interaction. In the HHM model, the e-p interaction does not enhance the effect
of the e-e interactions and vice versa. We call it the competitive behavior between e-e and e-p
interactions. We see e-e and e-p interactions compete with each other for all densities in the HHM.
We have added bond-coupled phonons in the Hubbard model; also called the Su-SchriefferHeeger (SSH) model for our research. We performed a determinant quantum Monte-Carlo (DQMC)
calculation for anisotropic triangular lattices of different sizes. We found that the e-p interaction
enhances the effect of the e-e interaction and vice versa exactly at quarter-filling. We call it
6

the cooperative pairing enhancement between e-e and e-p interactions. However, e-e and e-p
interactions compete with each other at half-filling. DQMC suffers from a sign problem, and we
could not reach zero temperature to check superconducting long-range order. In Chapter IV, we
will show our results from DQMC calculations. We will also discuss how to treat the SSH model
in DQMC method briefly in Chapter V.
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CHAPTER II
A BRIEF REVIEW OF THE HUBBARD MODEL

The Hubbard model is a popular model in the theory of correlated electron systems. J.
Hubbard proposed a simple approximation [38] for a lattice from the tight-binding model where
the electron hopping from one site to another and on-site electron-electron (e-e) Coulomb repulsion
is considered. Consider a system of localized Wannier orbitals [38], where electrons hop from
one site to another site. The e-e interaction potential in the Hamiltonian has two terms. First, the
electron-electron repulsive interaction on the same site, Second, the e-e interaction between one
site to other sites.
Consider the Hamiltonian [38]
𝐻=−

∑︁

†
𝑡𝑖 𝑗 (𝑐𝑖𝜎
𝑐 𝑗,𝜎 + 𝐻.𝑐) +

𝑖, 𝑗,𝜎

Here, 𝑡𝑖 𝑗 = 𝑁 −1

Í

𝐾 𝜖𝐾 𝑒

𝑖𝐾.(𝑅𝑖 −𝑅 𝑗 ) ,

1 ∑︁
† †
h𝑖 𝑗 |1/𝑟 |𝑘𝑙i𝑐𝑖𝜎
𝑐 𝑗 𝜎 0 𝑐 𝑙,𝜎 0 𝑐 𝑘,𝜎
2 𝑖 𝑗 𝑘𝑙,𝜎𝜎 0

(2.1)

where t𝑖 𝑗 is the electron hopping from site i to site j. N is the

number of atoms, 𝜖 𝐾 is the energy of an electron with the wave vector K. R𝑖 and R 𝑗 are positions
†
of atoms. 𝑐𝑖𝜎
creates an electron of spin 𝜎 at site i. The second term in Equation 2.1 is expressed

below as

h𝑖 𝑗 |1/𝑟 |𝑘𝑙i =

∫ 𝜙∗ (𝑥 − 𝑅 )𝜙 (𝑥 − 𝑅 )𝜙∗ (𝑥 0 − 𝑅 )𝜙 (𝑥 0 − 𝑅 )𝑑𝑥𝑑𝑥 0
𝑖 𝑘
𝑘
𝑗 𝑙
𝑙
𝑖
𝑗
|𝑥 − 𝑥 0 |
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(2.2)

where the 𝜙 are the Wannier orbitals. From here we can make an approximation. For a narrow
energy band, the Wannier functions 𝜙 will be similar to the atomic wavefunctions. If the bandwidth
is small, these wavefunctions form an atomic shell which has a radius small compared with the
inter-atomic spacing. In this situation, the term h𝑖𝑖|1/𝑟 |𝑖𝑖i in Equation 2.2 is much bigger in
magnitude than any other terms. Hubbard proposed an approximation by neglecting such terms
[38]. By keeping only h𝑖𝑖|1/𝑟 |𝑖𝑖i = 𝐼 terms, Equation 2.1 can be reduced to the form

𝐻𝐻𝑢𝑏𝑏𝑎𝑟 𝑑 = −

1 ∑︁
†
𝑛𝑖𝜎 𝑛𝑖,−𝜎
𝑡𝑖 𝑗 𝑐𝑖,𝜎
𝑐 𝑗,𝜎 + 𝐼
2 𝑖,𝜎
𝑖, 𝑗,𝜎
∑︁

(2.3)

†
Here 𝑛𝑖𝜎 = 𝑐𝑖𝜎
𝑐𝑖𝜎 .

We can write Equation 2.3 in more general form as
𝐻𝐻𝑢𝑏𝑏𝑎𝑟 𝑑 = −

∑︁

†
𝑐 𝑗,𝜎 + 𝐻.𝑐.) + 𝑈
𝑡𝑖 𝑗 (𝑐𝑖,𝜎

∑︁

𝑛𝑖,↑ 𝑛𝑖,↓

(2.4)

𝑖

𝑖, 𝑗,𝜎

Where H.c is the Hermitian conjugate, and U is the repulsive potential between two electrons on
the same site.
In the limit U >> t, at the half-filling (𝜌 = 1.0) this Hamiltonian can be reduced to the S = 1/2
Heisenberg spin Hamiltonian
𝐻=𝐽

∑︁

𝑆®𝑖 . 𝑆®𝑗

(2.5)

𝑖𝑗

Here J is the exchange constant with J ∝ t2 /U. The exchange constant determines the magnetic
order of a system. For the positive value of J, the system shows antiferromagnetic order. However,
for the negative value of J the system is ferromagnetic.
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2.1

Hubbard model in the theory of superconductors
The Hubbard model considers an onsite e-e repulsive interaction with electron hopping from

one site to another site. No attractive interaction is involved in the Hubbard Hamiltonian. The
conventional BCS superconductors originate from the instability of the Fermi sphere resulting
from an effectively attractive electron-phonon interaction. Beyond BCS theory, to describe SC
in La2 CuO4 , P. W. Anderson proposed that at nearly half-filling with strong Hubbard repulsive
interaction U, SC can arise from the Resonating Valence Bond (RVB) state[3]. This will be
discussed in Chapter IV. Since then many numerical studies have been done using the Hubbard
Hamiltonian in the nearly half-filled band in 2D systems. In the next section, we will discuss some
numerical results from the 2D Hubbard model.

2.2

Does Hubbard model give superconductivity?
SC is involved with Cooper pair formation. Before we proceed, we define the pair creation

operator and pair-pair correlation function mathematically.
The pair creation operator is defined as
Δ𝑖† =

∑︁ 𝑔(𝜈)
† †
† †
√ (𝑐𝑖,↑ 𝑐𝑖+®𝑟 𝜈 ,↓ − 𝑐𝑖,↓ 𝑐𝑖+®𝑟 𝜈 ,↑)
2
𝜈

(2.6)

where 𝑔(𝜈) is a relative sign that determines the pairing symmetry. We consider four types of
pairing: (i) nearest-neighbor (nn) pairs with 𝑟®𝜈 ={+𝑥,
ˆ + 𝑦ˆ , −𝑥,
ˆ − 𝑦ˆ } and 𝑔(𝜈) = {+1, +1, +1, +1} or
{+1, −1, +1, −1} for 𝑠 or 𝑑𝑥 2 −𝑦2 pairing, respectively; and (ii) next-nearest-neighbor (nnn) pairs
with 𝑟®𝜈 ={𝑥ˆ + 𝑦ˆ , −𝑥ˆ + 𝑦ˆ , −𝑥ˆ − 𝑦ˆ , 𝑥ˆ − 𝑦ˆ } and 𝑔(𝜈) = {+1, +1, +1, +1} or {+1, −1, +1, −1} for 𝑠𝑥𝑦 or
𝑑𝑥𝑦 pairing, respectively; see Figure 2.1.
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Figure 2.1 (a) s pairing between two nn (b) 𝑑𝑥 2 −𝑦2 pairing between two nn (c) 𝑠𝑥𝑦 pairing between
two nnn (d) 𝑑𝑥𝑦 between two nnn. The sign of red(green) pairs in the pair operator is +1(-1).
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The pair-pair correlation function P(r) is defined as
𝑃(𝑟) = hΔ𝑖† Δ𝑖+®𝑟 i

(2.7)

The 𝑟® is the vector distance of any site from the site i.
A theory of correlated electron SC requires two requirements. First, at zero temperature the
pairing must show long-range order (LRO). Second, the pair-pair correlation P in the presence of
e-e interaction must be enhanced over its value for non-interacting Fermions.
Numerical calculations using the Hubbard model in nearly half-filled (𝜌 ∼0.875) square lattices
have found no evidence of the superconducting state [23, 57]. By using the Hubbard model, a
recent study was done in a cylinder of 64×4 sites at density 𝜌 = 0.875 using density matrix
renormalization group (DMRG). The authors found no SC in the ground state. In the ground state,
they observed decay of pairing over distance. Also, with increasing U, the authors found no pairing
enhancement [23]. Another study has been done recently at the same density in a long cylinder
with 48×6 sites using DMRG, and on a periodic square lattice with more than 250 sites using the
constrained path (CP) auxiliary-field quantum Monte Carlo (AFQMC) method. [57]. However,
they found no evidence of SC in the 2D Hubbard model.
Unlike doped square lattices such as cuprates, there are many organic superconductors. In
this class of superconductors, the transition from insulating magnetic phase to superconducting
phase is driven by moderate pressure. The pressure increases lattice frustration, and we see the
transformation from a square lattice to the triangular lattice. A triangular lattice has next nearest
neighbor hopping. However, in an anisotropic triangular lattice, the hopping strengths of all three
bonds are not equal.
12

In such anisotropic triangular lattices at half-filling, many numerical studies have been performed. At zero temperature and half-filling, the path integral renormalization group (PIRG) [21]
study was performed in anisotropic triangular lattices. However, a monotonic decrease of pairing
was observed with increasing U. We do not see any long-range superconducting order (see Figure
2.2).

Figure 2.2 A monotonic decrease of pairing with U (squares and diamonds are for 6×6 and 8×8
anisotropic triangular lattices for t0 = 0.5) and Δ𝑃𝑑 is the enhancement over the non-interacting
system as a function of distance. (Source:[21] )
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Although the half-filled Hubbard model shows no evidence of SC, Clay and collaborators
observed d wave pairing enhancement by Hubbard U exactly at density 𝜌 = 0.5 (quarter-filling)
in anisotropic triangular lattices[29]. Both finite and zero temperature unbiased numerical calculations find enhancement by U at density 𝜌 = 0.5. In Figure 2.3, the average long range pair-pair
¯
correlation 𝑃¯ was normalized with 𝑃(𝑈
= 0) then plotted against density for different sizes of
lattices. Except for the 10×10 lattice, the zero temperature calculation was done by the PIRG
method. The constrained path Monte Carlo (CPMC) calculation is performed on the 10×10 lattice.
This shows that the pairing is enhanced by U only at quarter-filling. Again at half-filling, the
¯
¯
pairing is not enhanced by U. At zero temperature, the magnitude of 𝑃(U)/
𝑃(U=0)
should increase
with increasing U. This is what we see in Figure 2.3. We see this ratio goes up with increasing
U for all lattices. However, the magnitude of the pairing enhancement decreases with increased
lattice size. So we find pairing enhancement at 𝜌 = 0.5, but we do not get the long-range order.

In Figure 2.4, the average d wave pairing 𝑃¯ is plotted against density 𝜌 for different finite
temperatures 𝛽. These results were obtained from determinant quantum Monte-Carlo (DQMC)
calculations on different sizes of anisotropic triangular lattices at different temperatures [29]. These
calculation found pairing enhancement by U at density 𝜌 ≈ 0.5. The enhancement is greater in
magnitude at lower temperatures. By keeping the temperature constant (𝛽 = 32), we see the
magnitude of pairing enhancement is greater for smaller lattices.
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2.3

Summary
In a doped square lattice (at 𝜌∼0.875) or an anisotropic triangular lattice ( at 𝜌 = 1), we find

no SC from the exact numerical calculations using the Hubbard model. However, in anisotropic
triangular lattices, we find pairing enhancement by U at quarter-filling (𝜌 = 0.5). Although this
observation is exciting, the pairing does not show long-range order at zero temperature. There
are many organic superconductors with dimerized lattices such as 𝜅-(BEDT-TTF)2 X. In such a
dimer lattice, each monomer has an average charge density 𝜌 = 0.5, but in terms of dimers,
the charge density is effectively 1.0 per dimer. In the effective half-filled dimer lattice, we find
no evidence of SC from the Hubbard model. We also observe that the antiferromagnetic order
is not obviously necessary to drive SC. However, these organic superconductors show a paired
electron crystal (PEC) state which is a charge order (CO) state at low temperature[20]. This will
be discussed in Chapter IV. In organic superconductors, the PEC to SC transition is observed
experimentally. However, the PEC requires quarter-filling. This observation indicates that using
only an e-e interaction is not sufficient enough in order to get SC at quarter-filling. We need to
consider other interactions. In Chapter IV, we will discuss the effect of adding electron-phonon
coupling in the Hubbard Hamiltonian.
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CHAPTER III
ABSENCE OF SUPERCONDUCTIVITY IN THE EFFECTIVE HALF-FILLED BAND

In Chapter II, we showed no evidence of superconducting long-range order at zero temperature
or pairing enhancement by U from the direct numerical calculation by using the half-filled band
Hubbard model on an anisotropic triangular lattice. However, there exists a large number of organic
superconductors such as 𝜅-(BEDT-TTF)2 X, where BEDT-TTF molecules are arranged as stronglycoupled dimers in conducting planes. In this superconductor 𝜅-(BEDT-TTF)2 X the cation and
anion ratio is 2:1, with a monovalent anion X− . The individual cation monomer has charge + 12 . In
the dimer, two cation monomers have an overall charge of +1. This has led to various effective halffilled band theories of organic charge transfer superconductors, within which the dimer of cations
is considered as a single site in a lattice described within the anisotropic triangular lattice Hubbard
models. We also find (BEDT-TTF)2 X in a non-dimerized form which belongs to a 𝜃 family. The
dimer model is not applicable for the 𝜃 family. In the theory of dimerized superconductors, the
superconducting phase is found in the vicinity of the antiferromagnetic (AFM) or spin-densitywave (SDW) phase. Unlike cuprates, the transition from the insulating magnetic phase to the
superconducting phase is driven by the application of moderate pressure.
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Figure 3.1 The dimer lattice we consider. Thick lines are intra-dimer hopping t𝑑 , thin lines are
inter-dimer hopping 𝑡, and dashed lines are the frustrating bond 𝑡 0. Boundary conditions are open
in 𝑥 direction and periodic in 𝑦
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In a half-filled band anisotropic triangular lattice Hubbard model with pressure induced lattice
frustration, mean-field and dynamic mean field calculations find a bandwidth-driven transition
from antiferromagnetic insulator to superconducting state (or in the case of a lattice that is already
strongly frustrated, as in 𝜅-(BEDT-TTF)2 Cu2 (CN)3 , from a quantum spin liquid (QSL) to SC)[43,
60, 45, 73, 9, 50, 46, 79, 75, 59, 55, 62, 32]. However, direct numerical calculations find the
absence of the superconducting state in the half-filled band anisotropic triangular lattice Hubbard
model[19, 21, 76, 71, 28].
One possible origin of disagreement between mean-field theories of organic SC and numerical
calculation is that retention of the explicit dimeric structure of the Hubbard lattice sites is essential
for the superconducting correlations to dominate. That is, even as intra-dimer charge fluctuations
are precluded within the effective half-filled band models, the superconducting pairs should be
defined such that they span over a pair of dimers, as a pair of effective single sites. Such a
numerical calculation is far more involved than where dimers are replaced with single sites, as the
required lattice sizes needed are twice that in the previous calculations[19, 21, 28]. We present
such numerical calculations here. We found absence of SC in such a dimer lattice.

3.1

Models and Methods
We again consider the Hubbard Hamiltonian
𝐻 = −

∑︁

†
𝑡𝑖 𝑗 (𝑐𝑖,𝜎
𝑐 𝑗,𝜎 + 𝐻.𝑐.) + 𝑈

h𝑖, 𝑗i,𝜎

∑︁

𝑛𝑖,↑ 𝑛𝑖,↓

(3.1)

𝑖

†
Here 𝑐𝑖,𝜎
creates an electron of spin 𝜎 on site i, 𝑛𝑖,𝜎 is the electron density on site i, and U is

the onsite Hubbard interaction. It is important to know that the U is on each lattice site and is
not same as the effective dimer U𝑑 . In Figure 3.1, we have shown a rectangular lattice of dimers.
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In this lattice, there are three different values of hopping integrals 𝑡𝑖 𝑗 . The thick red lines are
the intra-dimer hopping 𝑡 𝑑 , the thin lines are the inter-dimer hopping 𝑡, and the hopping due to
frustration is 𝑡 0 (dashed line). We take a quarter-filled system with average electron density 0.5 per
site. The lattice is expected to show Néel antiferromagnetic order in the unfrustrated limit of small
t0/t. We have considered a lattice of 16×4 sites, which is equivalent to 8×4 in terms of dimers. The
lattice has open boundaries along the x axis but periodic along the y axis. We choose 𝑡 𝑑 = 1.5 and
𝑡 = 0.5 such that the average hopping along x axis is 1.0. We take 𝑡 𝑑 ∼ 3𝑡, because we see similar
strengths in the hopping integrals in the dimerized charge transfer solid superconductors[20].
We have solved the Hubbard model for the ground state using the Density Matrix Renormalization Group (DMRG) method[77] utilizing the ITensor library[26] with real-space parallelization[67].
DMRG can calculate essentially numerically exact correlation functions in quasi-1D systems. The
primary limitation is an exponential scaling in the transverse size of the systems. We took a DMRG
bond dimension m of up to 15000 with minimum truncation error of 10−8 to 10−7 . All results are
extrapolated to zero truncation error.

3.1.1

Observables

We measured dimer spin-spin, and pair-pair correlation functions. The dimer spin operator is
defined as

𝑑
𝑛𝑖,𝜎
= 𝑛𝑖1 ,𝜎 + 𝑛𝑖2 ,𝜎 ,

(3.2)

Here the sites 𝑖1 and 𝑖2 make up the dimer 𝑖. The dimer spin-spin correlation function is defined as
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𝑑
𝑑
𝑆 𝑧𝑑 (𝑖, 𝑗) = h(𝑛𝑖,↑
− 𝑛𝑖,↓
)(𝑛 𝑑𝑗,↑ − 𝑛 𝑑𝑗,↓)i

(3.3)

To define superconducting pair-pair correlations in the effective 12 -filled representation, we first
define an operator creating an effective particle on dimer 𝑖 with equal monomer populations, as
required within effective 21 -filled band theories using

1 
†
𝑑𝑖,𝜎
= √ 𝑐𝑖†1 ,𝜎 + 𝑐𝑖†2 ,𝜎 .
2

(3.4)

†
The Δ𝑖,𝑖+𝛿
operator creates a singlet pair between nearest-neighbor (n.n.) dimers separated by 𝛿,

which is expressed as

1  † †
† †
†
𝑑𝑖+𝛿,↑ .
𝑑𝑖+𝛿,↓ − 𝑑𝑖,↓
Δ𝑖,𝑖+𝛿
= √ 𝑑𝑖,↑
2

(3.5)

Note that Eq. 3.5 involves four different lattice sites. We consider two kinds of n.n. pairs with 𝛿
taken as the n.n. distance between dimers in the 𝑥 and 𝑦 directions,
†
𝑃(𝑟 = |𝑟®𝑖 − 𝑟®𝑗 |) 𝛿,𝛿 0 = hΔ𝑖,𝑖+𝛿
Δ 𝑗, 𝑗+𝛿 0 i.

3.2

(3.6)

Results
We investigated the ground state of the dimer lattice at zero temperature. We studied spin-spin

correlations and pair-pair correlations. By studying spin-spin correlation, we find Néel AFM order
in a low frustrated limit t’ = 0.2 with a strong U. However, we do not see AFM order when t’ is
large.
Later in this section, we will discuss the dimer pair-pair correlation. We investigated d wave
pairing. However, due to the small transverse directions of the lattice, we could not define a
complete d-wave structure, but we studied the d-wave sign structure. We find that in a very short
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distance (𝑟 < 2), (𝑟 is the center-center distance between pairs in units of the dimer-dimer spacing)
some pairings are enhanced by U. However, this pairing goes down even faster than r−1 .

3.2.1

Dimer spin-spin correaltion

In Figure 3.2, we plot the spin-spin correlation (𝑆 𝑧𝑑 (𝑖, 𝑗)) between the first dimer on a Chain and
dimers on the neighboring Chain for t0 = 0.2 and 0.4. We multiplied the spin-spin correlation with
the alternating sign. For the Néel AFM state, this quantity is positive. In Figure 3.2 (a), we plot
the spin-spin correlations with increasing U for t0 = 0.2. Since the frustration is small, we expect
the Néel AFM state. We see for a sufficiently strong interaction (𝑈 ' 8), the spin-spin correlation
is positive. So, we get the Néel AFM state. In Figure 3.2 (b), for t0 = 0.4, we do not see the Néel
AFM order up to at least U = 12. These result can be understood easily. When the frustration
is low, the Néel AFM state is present. However, the frustration destroys the AFM state, which is
observed in the limit of t0/t ' 0.4 with realistic U values.

3.2.2

Dimer pair-pair correlation

We expect the d-wave pairing symmetry in the effective dimer model. The lattice is finite,
and it has small transverse dimension. That is why we do not define a complete 𝑑𝑥 2 −𝑦2 pairing
involving four nearest-neighbor singlets. We calculate singlet-singlet correlations. To check if the
pairing has the expected 𝑑-wave sign structure we calculate two different correlation functions,
𝑃 || (𝑟) ≡ 𝑃(𝑟) 𝛿=𝑥,𝛿 0=𝑥 and 𝑃⊥ (𝑟) ≡ 𝑃(𝑟) 𝛿=𝑥,𝛿 0=𝑦 . 𝑃 || (𝑟) corresponds to correlations between two
singlets both oriented along 𝑥, while 𝑃⊥ (𝑟) corresponds to one singlet oriented along 𝑥 and one
along 𝑦. For 𝑑𝑥 2 −𝑦2 pairing 𝑃⊥ (𝑟) should be negative.
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Figure 3.2 Dimer spin-spin correlation h𝑆 𝑧𝑑 (𝑖, 𝑗)i for 16×4 lattice between the first dimer on
Chain 1 and dimer j on Chain 2, multiplied by (-1) 𝑗 . The inset shows the U dependence of a
single spin-spin correlation at long distance (a) For 𝑡 0 = 0.2 (b) for 𝑡 0 = 0.4
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At zero temperature, the pair-pair correlation function 𝑃(𝑟) must show superconducting longrange order in 2D. Because of the quasi-one-dimensional nature of cylindrical geometry of the
lattice that we can solve in DMRG long-range order in 𝑃(𝑟) is not possible even in the limit 𝑟 → ∞.
If such a system shows SC, it should behave as a Luther-Emery liquid [51]. In such case, the 𝑃(𝑟)
should follow the power law 𝑟 𝛼 decay with 𝛼 < 1. Also, if SC in this system is driven by the
Coulomb interaction, then 𝑃(𝑟, 𝑈) must be greater than 𝑃(𝑟, 𝑈 = 0).
In Figure 3.3, we plot 𝑃 || (𝑟) as a function of 𝑟 for t0 = 0.2. In Figure 3.3(a) the indices i and j in
Equation 3.6 are taken along the same Chain. In Figure 3.3(b) they are on the neighboring Chain
and in Figure 3.3(c), they are along the next neighboring Chain. The dashed line in Figure 3.3(a)
represents 𝑟 −1 . While the distances we have on the lattice are limited, and we cannot determine if
𝑃(𝑟) decays with 𝑟 as a power law or as an exponential, we find that on each Chain 𝑃(𝑟) decays
significantly faster than 𝑟 −1 . In Figures 3.3(a) and 3.3(c), we see at very short range (r ≤ 2), P|| (r,
U) is enhanced over U = 0. This is also seen in the half-filled Hubbard model in an anisotropic
lattice [19, 21]. We determine the average long-range pair-pair correlation [29] using

1
𝑃¯ =
𝑁𝑝

∑︁

𝑃(𝑟).

(3.7)

2<|®
𝑟 |<𝑟 max

where 𝑁 𝑝 is the number of terms for r > 2 but less than the maximum distance 𝑟 𝑚𝑎𝑥 .
We choose the upper limit 𝑟 𝑚𝑎𝑥 because of the open boundary condition along x. In Figure
3.3(d) to (f), we show 𝑃 || as a function of U. We see there is a small increment of pairing for small
U. This pairing decreases significantly for very large U (U' 8), due to the AFM insulating phase.
Similar decrease are seen in the half-filled band Hubbard model calculations.
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In Figure 3.4 (a) to (c), we plotted the perpendicular correlation 𝑃⊥ (𝑟) as a function of r in the
same frustrated limit. These are negative in many cases (figure 3.4(a) and (c)) which is consistent
with the 𝑑𝑥 2 −𝑦2 pairing symmetry. We see a decrease in magnitude of 𝑃⊥ in Figure 3.4(d) with
increasing U. The U dependence in Figure 3.4(e) and (f) is difficult to interpret. However the lattice
is finite, and we believe the unusual behavior is due to shorter range correlations. For example, in
Fig. 3.4(b) where 𝑃⊥ (𝑟) changes discontinuously at small 𝑈 at 𝑟 ∼ 2 [17]. If distances 𝑟 < 3 are
excluded, we again find a continuous decrease of 𝑃¯⊥ with increasing 𝑈.
In Figure 3.5 (a) to (c), we plotted the pairing 𝑃 || as a function of r, for 𝑡 0 = 0.6. Due to the
frustration, the AFM state is absent. We notice that the pairing decreases faster than 𝑟 −1 . We again
notice for a very short range r ≤ 2, some pair-pair correlation is enhanced by U. Again we observe
the magnitude of pairing is decreased with increasing U (figure 3.5 (d) to (f)).
In Figure 3.6 (a) to (c), we plotted the pairing 𝑃⊥ as a function of r for 𝑡 0 = 0.6. Here again
we see the pairing goes down very fast for the distance r≥3 (figure 3.6 (c)). We see some pairing
enhancement by U for a very short range r ≤ 2 (figure 3.6 (a)). Again we observe the magnitude
of pairing is decreased with increasing U (figure 3.6 (d) to (f)).
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Figure 3.3 Pair-pair correlation for 𝑡 0 = 0.2 for parallel-oriented n.n. pairs. (a) Pair-pair
correlation 𝑃 || (𝑟) for n.n. 𝑥-axis pairs on Chain 1 (b) 𝑃 || (𝑟) for n.n. 𝑥-axis pairs on Chains 1 and
2 (c) 𝑃 || (𝑟) for n.n. 𝑥-axis pairs on Chains 1 and 3. In (a)-(c), 𝑟 is the center-to-center pair
distance. In (a) we show the function 𝑟 −1 for comparison as the dashed curve. In panels (d)-(e) we
plot the 𝑈 dependence of the average long-range correlation 𝑃¯|| (see text) for the Chain 1 – Chain
1 correlations in (a); panels (e) and (f) are similar for Chain 1 – Chain 2 and Chain 1 – Chain 3
correlations, respectively.
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Figure 3.4 Panels (a)-(f) are the same as in Fig. 3.3 except that the pair-pair correlation 𝑃⊥ (𝑟) is
for the perpendicular orientation of pairs. Note that in (d)-(f), 𝑃¯⊥ is negative, with decreasing
magnitude as 𝑈 increases. 𝑃¯⊥ in (e) is strongly affected by shorter-range correlations which lead
to the unusual 𝑈 dependence.
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Figure 3.5 Pair-pair correlation for 𝑡 0 = 0.6 for parallel-oriented n.n. pairs. (a) Pair-pair
correlation 𝑃 || (𝑟) for n.n. 𝑥-axis pairs on Chain 1 (b) 𝑃 || (𝑟) for n.n. 𝑥-axis pairs on Chains 1 and
2 (c) 𝑃 || (𝑟) for n.n. 𝑥-axis pairs on Chains 1 and 3. In (a)-(c), 𝑟 is the center-to-center pair
distance. In (a) we show the function 𝑟 −1 for comparison as the dashed curve. In panels (d) we
plot the 𝑈 dependence of the average long-range correlation 𝑃¯|| (see text) for the Chain 1 – Chain
1 correlations in (a); panels (e) and (f) are similar for Chain 1 – Chain 2 and Chain 1 – Chain 3
correlations, respectively.
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Figure 3.6 Panels (a)-(f) are the same as Fig. 3.4 but with 𝑡 0 = 0.6.
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In 𝜅-(BEDT-TTF)2 X with X = Cu[N(CN)2 ]Cl, experimental results find antiferromagnetic
(AFM) order under ambient pressure with 𝑡 0/𝑡 ratio 0.44 to 0.53[20]. However, AFM order is
absent for X = Cu2 (CN)3 with 𝑡 0/𝑡 ratio 0.80 to 0.99 [20]. In our result we also find AFM order
at t0 = 0.2 (t0/t = 0.4) but no AFM order t0/t = 0.8, which is roughly consistent with experimental
results. However, experimentally 𝜅-(BEDT-TTF)2 X shows SC for both X = Cu[N(CN)2 ]Cl and
Cu2 (CN)3 under the pressure of 0.03 and 0.6 GPa, respectively. This observation indicate that there
is no obvious connection between the superconducting T𝑐 in 𝜅-(BEDT-TTF)2 X and the value of
t0/t[20]. For example SC is also found for 𝑡 0/𝑡 > 1 (𝑡 0/𝑡 = 1.3 in X = CF3 SO3 [40]). This suggests
that SC in 𝜅-(BEDT-TTF)2 X is not related to the proximity to an AFM or QSL phase. This is
also consistent with our present results, where we find little difference in the pair-pair correlations
between 𝑡 0 = 0.2 where AFM is present and 𝑡 0 = 0.6 where AFM is absent.

3.3

Summary
We studied the effective half-filled band Hubbard model in 𝜅-(BEDT-TTF)2 X dimer lattices.

Although many theories suggest that the magnetic fluctuations in such a model can give SC, we
find no superconducting long-range order in the ground state from DMRG calculation. We also
find that the presence or absence of the AFM state is not necessary to get SC. First, we see the
spin-spin correlations. In the low frustration limit (t0=0.2 or t0/t = 0.4), we see AFM order for U
≥ 8. However, with increasing frustration (t0 = 0.6 or t0/t = 1.2) we do not find the AFM state
at least up to U∼12. Experimentally, 𝜅-(BEDT-TTF)2 X with X = Cu[N(CN)2 ]Cl shows an AFM
state when frustration is low, and becomes superconductor under pressures. However, with X =
Cu2 (CN)3 , the AFM state is absent in the presence of frustration, and becomes a superconductor
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under pressure. In our research, we also find AFM order at t0 = 0.2 but absent at 0.6. These results
indicate that the spin fluctuations are not driving SC in organic superconductors.
We studied d wave pair-pair correlations in this model. We defined pair-pair correlations in
terms of dimers. Due to the quasi 1D nature of this lattice, we could not define a complete d-wave
structure, but we studied the sign structure of the d-wave. Since the lattice has quasi 1D nature,
we expect the Luther Emery phase with the power-law decay (r−𝛼 ) in pairing where 𝛼 < 1. We
found the absence of a Luther Emery phase and a faster decay of pairing than r−1 . However, for a
very short distance (r < 2), we see some pairing enhancement, but we do not see the long-range
order. Previous exact calculations in the half-filled band Hubbard model find no superconducting
long-range order [19, 21, 28].
However, AFM occurs in only three cases: 𝜅-(BEDT-TTF)2 X, X = Cu[N(CN)2 Cl, deuterated
X = Cu[N(CN)2 Br, and X = CF3 SO3 . Whether or not X = Cu2 (CN)3 and Ag2 (CN)3 are true
QSLs continues to be debated, 𝜅-(BEDT-TTF)2 Cu2 (CN)3 and 𝜅-(BEDT-TTF)2 Ag2 (CN)3 claim
of a charge order (CO) phase below 6 K [44]. In charge-transfer solids, CO to SC transition is
common. In Chapter IV, we will discuss paired electron crystal (PEC) which is a CO phase,
and PEC requires only quarter-filled bands. Away from the effective half-filled Hubbard model, in
Chapter IV, we will show that adding a bond coupled electron-phonon interaction can cooperatively
enhance pairing with the Hubbard U in a quarter-filled triangular lattice.
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CHAPTER IV
COOPERATIVE PAIRING IN SU-SCHRIEFFER HEEGER HUBBARD MODEL

The purpose of this study is to give an explanation for the origin of SC in unconventional superconductors due to the cooperation of electron-electron(e-e) and electron-phonon(e-p) interactions.
Most of the existing theories of unconventional superconductors emphasize either e-e or e-p interactions. The reason behind this is that the phonon based pairing mechanism of BCS theory failed
to explain SC in unconventional superconductors. On the other hand, the Hubbard model has been
used to describe the strongly correlated electron systems. The Hubbard model considers only e-e
repulsive Coulomb interaction besides the electron hoping. In 1987, P.W. Anderson proposed that
SC can be mediated by a strong e-e repulsive interaction in a nearly half-filled band [3]. However
the properties of the 2D Hubbard model remain under debate. The calculations from the available
unbiased methods never find long range superconducting pairing in the weakly doped Hubbard
model on a square lattice [23, 57], or the half-filled Hubbard model on the anisotropic triangular
lattice [21]. It is also observed from these calculations that the pairing correlations become weaker
with increasing e-e interaction strength[21, 23, 57, 65]. One possible reason is that having only
an e-e interaction is not sufficient to drive SC. Other interactions are required. The only other
interaction common to all unconventional superconductors is the e-p interaction. The importance
of phonons in the electronic properties of SC is observed experimentally in cuprates. This includes
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giant softening of the Cu-O bond stretching frequency in the underdoped cuprates[58], the oxygen
isotope effect[34, 11], and observation of kinks in photoemmision experiments[47]. Phonons also
play a role in the global charge ordering in all cuprates[58, 69].
However in some models, the e-p interaction is considered, and phonons are coupled with
local charge density. One of the simplest models is the Hubbard-Holstein Model (HHM), where a
dispersionless phonon is coupled to the charge density on site 𝑖,

𝐻𝐻𝐻 𝑀 = −

∑︁

†
𝑐 𝑗,𝜎 + 𝐻.𝑐.) + 𝑈
𝑡𝑖 𝑗 (𝑐𝑖,𝜎

h𝑖, 𝑗i,𝜎

+ 𝑔

∑︁
𝑖,𝜎

𝑥𝑖 𝑛𝑖,𝜎 +

∑︁

𝑛𝑖,↑ 𝑛𝑖,↓

(4.1)

𝑖

∑︁
𝑖

!
𝑝𝑖2
𝑀𝜔2 2
+
𝑥 .
2𝑀
2 𝑖

The first two terms are the hopping and onsite interaction terms of the Hubbard Hamiltonian described in Chapter II. 𝑥𝑖 and 𝑝𝑖 are the position and momentum operators of the phonon oscillator
at site 𝑖 with frequency 𝜔 and mass M, and 𝑔 is the e-p coupling constant. We give the energies in
the following discussion in units of the bare hopping 𝑡.

Equation 4.1 is not very realistic. In the HHM, phonon interactions compete with the Hubbard
U interaction, which prevents the double occupancy. The physics of the HHM is governed by the
competition between onsite pairing driven by the e-p interaction and opposed by U. This is clearly
seen in the anti-adiabatic limit M−→0, 𝜔−→∞. In this limit the effective Hubbard interaction
2

between elections is 𝑈eff = 𝑈 − 2𝑔𝜔 which becomes negative (𝑈eff < 0) with strong e-p coupling 𝑔.
Another issue is that the pairing correlation becomes onsite which is a short-range pairing instead
of long-range pairing.
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4.1

Peierls-Hubbard model
We have already seen that the phonon coupled with charge density at a site competes with the

Hubbard U. However, phonons can couple to the kinetic energy of the electrons. For our research,
we have considered the Peierls-Hubbard model. In this model we have considered dispersionless
phonons which are coupled with bonds (Su-Schrieffer-Heeger (SSH) type phonon[68]).

𝐻𝑆𝑆𝐻 = −

∑︁

†
𝑡𝑖 𝑗 [1 + 𝛼𝑥 (𝑖 𝑗) ] (𝑐𝑖,𝜎
𝑐 𝑗,𝜎 + 𝐻.𝑐.) − 𝜇

h𝑖, 𝑗i,𝜎

+ 𝑈

∑︁
𝑖

𝑛𝑖,↑ 𝑛𝑖,↓ +

∑︁

†
𝑐𝑖,𝜎
𝑐𝑖,𝜎

(4.2)

𝑖,𝜎

∑︁
h𝑖, 𝑗i

𝑝 2(𝑖 𝑗)
2𝑀

!

+

𝑀𝜔2 2
𝑥
.
2 (𝑖 𝑗)

In Equation 4.2, 𝑥 (𝑖 𝑗) and 𝑝 (𝑖 𝑗) are the phonon coordinate and momentum associated with the
deformation of the bond connecting sites 𝑖, 𝑗, 𝛼 is the e-p coupling, 𝜇 is the chemical potential, and
M, 𝜔, U are same as previously defined. Figure 4.1 illustrates the effect of bond coupled phonons
in a 2D lattice.
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Figure 4.1 Effect of bond-coupled phonons in a 2D lattice.

Beyond the classical limit, only a few numerical studies have been done on bond-coupled
phonons compared to the HHM. Most works are performed in 1D systems and mostly at density
𝜌 = 1 for finite 𝜔[36, 61, 18, 35, 66]. A 2D multi-orbital lattice was studied recently, but only for
U = 0[49]. In the anti-adiabatic limit, even for U = 0 Equation 4.2 results in much more complex
effective interactions between electrons than in the HHM[33, 6, 7, 5, 66]. For Equation 4.2, on a
2D square lattice the effective Hamiltonian 𝐻𝑊 has the form[6]
𝐻𝑊 = −𝑊

∑︁

𝐾𝑖2

(4.3)

𝑖

where 𝑊 =

2𝛼2
𝑀𝜔2

is an additional interaction. H𝑊 depends upon the square of the nearest neighbor

hopping, and 𝐾𝑖 =

Í

†
𝜎,𝛿 (𝑐𝑖+𝛿,𝜎 𝑐𝑖,𝜎

+ 𝐻.𝐶). Here 𝑖 + 𝛿 is the coordinate of the nearest neighbors.
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There are four terms in Equation 4.3. where the pair creation operator is
†
Δ𝑖,𝛿
=

† †
√1 (𝑐 𝑐
2 𝑖,↑ 𝑖+𝛿,↓

† †
− 𝑐𝑖,↓
𝑐𝑖+𝛿,↑).

(1)
= −4𝑊
𝐻𝑊

∑︁

†
𝑐𝑖,𝜎
𝑐𝑖,𝜎 − 𝑊

∑︁

= −𝑊

†
𝑐𝑖+𝛿 0,𝜎
𝑐𝑖+𝛿,𝜎

(4.4)

𝑖,𝜎,𝛿,𝛿 0

𝑖,𝜎
(2)
𝐻𝑊

∑︁

†
†
(𝑐𝑖,𝜎
𝑐𝑖,−𝜎
𝑐𝑖+𝛿 0,−𝜎 𝑐𝑖+𝛿,𝜎 + 𝐻.𝑐.)

(4.5)

𝑖,𝜎,𝛿,𝛿 0
(3)
= +2𝑊
𝐻𝑊

∑︁

†
†
†
(𝑇𝑖,𝛿
0 ,1𝑇𝑖,𝛿,1 + 𝑇𝑖,𝛿 0 ,−1𝑇𝑖,𝛿,−1 + 𝑇𝑖,𝛿 0 ,0𝑇𝑖,𝛿,0 )

(4.6)

†
Δ𝑖,𝛿
0 Δ𝑖,𝛿

(4.7)

𝑖,𝛿,𝛿 0
(4)
= −2𝑊
𝐻𝑊

∑︁
𝑖,𝛿,𝛿 0

(1)
The first part of 𝐻𝑊
has single-particle terms that renormalize the chemical potential, and
(2)
allow single particle hopping between next nearest neighbor sites. 𝐻𝑊
scatters an onsite singlet
(3)
(4)
to adjacent sites. 𝐻𝑊
corresponds to the triplet scattering channel, and 𝐻𝑊
corresponds to the

exchange interactions and nearest-neighbor pairing interactions[7].
A few studies [6, 7, 5] were done by using ground state and finite-temperature quantum Monte
Carlo near 𝜌 = 1 after adding the 𝐻𝑊 in the 2D Hubbard Hamiltonian. In the ground state, a
transition from antiferromagnetic (AFM) order to 𝑑𝑥 2 −𝑦2 SC was observed with the increasing
strength of W. For sufficiently strong W a long-range 𝑑𝑥 2 −𝑦2 superconducting order was found.
Again this superconducting order disappears with the increasing Hubbard interaction U. This
shows that the d wave SC can be a result of an e-p interaction. This suggests that the d-wave SC is
only possible when the e-p interaction is strong enough to overcome the e-e interaction. Again at
density 𝜌 = 1, the e-e and e-p interactions can not simultaneously drive SC.
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4.1.1

Why quarter-filled band or 𝜌 = 0.5 is significant?

The half-filled Hubbard model became popular when P. W. Anderson proposed the resonating
valence bond theory (RVB) [3]. In a half-filled system at large U, the Hubbard model reduces
to the Heisenberg spin Hamiltonian with exchange constant 𝐽 ∝

𝑡2
𝑈.

For a two site system, the

energy of a singlet is − 34 𝐽, while the energy of the AFM state is − 14 𝐽. For a 1D half filled system,
the spin-paired state has lower energy than the AFM state. An electron can only form a singlet
with one neighbor, which limits the energy gain per site in the singlet valence bond (VB) state.
In the 2D square lattice there are four nearest neighbors, and the AFM state becomes the ground
state. Anderson and Fazekas proposed a RVB wavefunction for a triangular lattice consisting of
a superposition of valence bonds (VB) as a variational wavefunction for the rectangular lattice
[2, 25]. Again the ground state was a 120 degrees AFM state[39, 54, 12, 24, 14]. Anderson
proposed that doping in a half-filled square lattice can destroy the AFM state, and the RVB state
can be the ground state. This can be a superconductor [3]. In the organic superconductors, the
same or somewhat modified version of the RVB theory can be applied to the half-filled anisotropic
triangular lattice. In this theory, the lattice frustration is responsible for destroying the AFM state
instead of doping. This theory also explains the performed pairs in the pseudogap state in cuprates
[15, 53]. This was a brilliant idea, but there and some serious problems in this theory:
• There is no singlet formation in the half-filled band model.
• Numerical studies on frustrated lattices find no superconducting state in the half-filled
band[13, 52, 4, 27, 70, 16, 74, 31].

It is not clear how to implement the half-filled RVB model to the charge transfer solids (CTS)
where the charge order (CO) to the superconducting transition was observed experimentally. The
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same problem remained since the discovery of CO phases in cuprates [42]. However, the nature of
such ordered states remains unknown.
Clay and collaborators proposed a different version of the RVB model. The foundation behind
this theory is the observation of the paired electron crystal (PEC) which is stable in the frustrated
quarter-filled band. In the quarter-filled band one electron is shared in a singlet state by two
adjacent sites which creates a uniform charge distribution of density 𝜌 = 0.5 (see Figure 4.2 (a) ).
One electron is shared by two nearest neighbors. It also introduces bond distortion which requires
e-p interaction alongside with e-e interaction. This frustration shifts the charge density from 0.5
to 0.5 + 𝛿 (red circles in Figure 4.2 (b) ) and 0.5 − 𝛿 (green circles). That creates the charge pattern
1100 along 2 directions, and 1010 along 1 direction. This is called the paired electron crystal
(PEC). In the PEC singlet forms between two charge-rich nearest neighbor molecules (blue solid
lines in Figure 4.2 (b) ). The singlet pairs are separated by pairs of vacancies which are very stable.
In many 2D CTS, the existence of PEC with CO, bond order, and spin gap have been found
experimentally[20]. The most common type of CTS where PEC forms are 𝛽, 𝛽0, 𝛽00 [20]. One
example is EtMe3 P[Pd(dmit)2 ]2 , which is quarter-filled with same the CO and bond order pattern. Under pressure EtMe3 P[Pd(dmit)2 ]2 becomes a superconductor [20, 41, 64]. Figure 4.3 is
a schematic phase diagram drawn from Y.Shimizu et.al[64] which shows the phase boundaries
among different states. It is important to notice that the PEC state and superconducting state share
a common phase boundary. Pressure increases frustration, which destabilizes the PEC. If SC arises
from the destabilization of the PEC, it has to be driven by e-e and e-p interactions. In the next
section we will discuss the results of the research.
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Figure 4.2 Formation of PEC. Left Figure: Blue circles has uniform charge density (𝜌 = 0.5) .
Right Figure: Frustration induces charge shifting from 0.5 to 0.5+𝛿 (charge rich (red)) and 0.5-𝛿
(charge deficit (green)). Blue lines between two red circles are singlets
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Figure 4.3 A schematic phase diagram of an organic superconductor
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In Chapter II, we see there is no pairing enhancement by U at half-filling, and no SC long-range
order at zero temperature. However, we find pairing enhancement at density 0.5, but we do not
find SC long-range order. One possible reason is that including only the e-e interaction is not
sufficient to give superconducting long-range order. We need to consider other interactions. The
only available interaction to consider is the e-p interaction alongside the e-e interaction. In the
next section, I will discuss the results of our research from the Determinant Quantum Monte-Carlo
(DQMC) simulation.

4.2

Results
In this section, I will describe the results of our research. We performed finite temperature

DQMC simulations on 4×4, 6×6, and 10×10 anisotropic triangular lattices. This method will
be discussed in the next Chapter in detail. Without e-p coupling, the finite and zero-temperature
calculations on the frustrated Hubbard model have shown that U enhances d-wave pairing preferentially at 𝜌 = 0.5 while suppressing pairing correlations relative to their U = 0 value at all other
densities [29, 22, 17]. The magnitude of U enhanced pairing decreases with distance, consistent
with either a zero or possibly small long-range superconducting order parameter [29, 22, 17].We
also have studied 𝑠 wave pairing on different sizes of 2D anisotropic triangular lattices.
The long-range order means when the system size increases to the infinite size from the finite
size lattice, the pairing correlations must remain finite. At r = 0, 𝑃(𝑟) can be decomposed
into combinations of the charge and spin correlations. The short-range component of 𝑃(𝑟) can
be increased trivially by antiferromagnetic order even though the long-range order is strongly
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suppressed [21, 1]. To avoid such finite size effects we have excluded short range correlations.
¯ of long range 𝑃(𝑟) [37].
Instead of measuring 𝑃(𝑟), we have measured the average value (𝑃)
𝑃¯ = 𝑁 𝑝−1

∑︁

𝑃(𝑟)

(4.8)

𝑟>2

Here we have considered the correlations over distances greater than two lattice spacing, and 𝑁 𝑝 is
the number of such terms.
One of the biggest downsides; to the DQMC method is the Fermion sign problem. I will
discuss more about that in the next Chapter. We were not able to reach very low temperatures due
to the sign problem. However in the density region of most interest here, 𝜌 ≈ 0.5, the sign problem
is considerably less severe than for the more intensively studied 𝜌 ≈ 0.8. Nevertheless, we were
not able to reach low enough temperatures to determine whether the ground state has long-range
superconducting order.
Each lattice has a single frustrating bond 𝑡 0 across each plaquette, because the PEC requires
lattice frustration. In the limit of 𝑡 0 = 𝑡 the PEC forms a triangular lattice, and in the absence of 𝑡 0
it is a square lattice; see Figure 4.4. We also assumed e-p interactions along the x and y directions.
Many organic CTS superconductors such as 𝛼, 𝛽, 𝛽0, and 𝛽00 structures have similar tight binding
structures[20]. We performed simulations in the strongly frustrated limit 𝑡 0 = 0.8. We chose the
lattice dimension in a way such that the 𝜌 = 0.5 single particle state is non-degenerate[29]. In
order to increase the number of non-degenerate densities, we also took hopping along two lattice
directions slightly different. In Figure 4.4, we took 𝑡1 = 1.0 and 𝑡 2 = 0.9. This reduces the severity
of the Fermion sign problem and makes calculations feasible over a range of 𝜌.

43

To explain the effect of e-p coupling, we have introduced a dimensionless e-p coupling strength
𝜆 instead of 𝛼 where 𝜆 =

𝛼2 𝑡1
.
𝑀𝜔2

We set M = 1. Other information related to the method will be

discussed in the next Chapter.
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Figure 4.4 Anisotropic triangular lattice. Hopping along x axis is t1 = 1.0; along y axis is t2 = 0.9;
and along diagonal t0 = 0.8
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4.2.1

𝑑-wave pairing (4×4 and 6×6 lattices)

In Chapter II, we saw the enhancement by U in d wave at quarter-filling. We have studied
d-wave and s-wave pairing. In this section we will discuss d-wave pairing and s-wave pairing will
be discussed in the next section. Due to the sign problem, we could not reach zero temperature,
so we could not investigate SC long-range order. In this section, we will explain how e-e and
e-p interaction influence d-wave pairing over a broad density range. Below we have plotted 𝑃¯ as
function of density 𝜌.
In Figure 4.5 (a), the 𝑃¯ for 𝑑𝑥 2 −𝑦2 is plotted for the 4×4 lattice with increasing U and 𝜆 = 1.0
over the density range from 𝜌 = 0.2 to 𝜌 = 1.0. In the presence of strong e-p interaction, pairing
is enhanced by increasing U at density 𝜌 = 0.375. Around density 𝜌≈1.0 the pairing decreased by
increasing U.
In Figure 4.5 (b), in the presence of a strong e-e interaction (U=4), the pairing is enhanced by
increasing 𝜆 at density 0.375. Around density 𝜌≈1.0 the pairing increased slightly by increasing
𝜆. Here U and 𝜆 enhance pairing cooperatively around density 0.5, but they compete with each
other around density 1.0.
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Figure 4.5 Average 𝑑𝑥 2 −𝑦2 long-range pair-pair correlations (𝑃)
anisotropic triangular lattice with 𝜔 = 0.5 at inverse temperature 𝛽 = 8. U = 0 result is exact
(green line).
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In Figure 4.6 (a), the average 𝑑𝑥𝑦 pairing is plotted for the 4×4 lattice with increasing U with
𝜆 = 1.0 over the density range from 𝜌 = 0.2 to 𝜌 = 1.0. In the presence of strong e-p interaction,
we observed a sharp change in pairing around density at 𝜌=0.75, but the magnitude decreased with
increasing U. Around density 𝜌≈1.0 the pairing decreased by increasing U. So U does not enhance
𝑑𝑥𝑦 pairing. This is consistent with previous U only calculations[29, 22, 17, 48].
In Figure 4.6 (b), in the presence of a strong e-e interaction (U=4), the pairing is also enhanced
by increasing 𝜆 at density 𝜌 ∼ 0.75. Around density 𝜌≈1.0 the pairing increased slightly by
increasing 𝜆, but is weaker than U = 𝜆 = 0.
Here U and 𝜆 compete with each other at all densities.
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Figure 4.6 Average 𝑑𝑥𝑦 long-range pair-pair correlations (𝑃)
anisotropic triangular lattice with 𝜔 = 0.5 at inverse temperature 𝛽 = 8. U = 0 result is exact
(green line).
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In Figure 4.7 (a), the average 𝑑𝑥𝑦 pairing is plotted for the 6×6 lattice with increasing U with
𝜆 = 1.0 over the density range from 𝜌 = 0.3 to 𝜌 = 1.0. In the presence of a strong e-p interaction,
pairing is enhanced by increasing U at density 𝜌 = 0.5. Around density 𝜌≈1.0 the pairing decreased
by increasing U.
In Figure 4.7 (b), in the presence of a strong e-e interaction (U=4), the pairing is also enhanced
by increasing 𝜆 at density 0.5. Around density 𝜌≈1.0 the pairing increased by increasing 𝜆. Here
also U and 𝜆 enhance pairing cooperatively around density 0.5, where they compete with each
other at all other densities.
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Figure 4.7 Average 𝑑𝑥𝑦 long-range pair-pair correlations (𝑃)
anisotropic triangular lattice with 𝜔 = 0.5 at inverse temperature 𝛽 = 8. U = 0 result is exact
(green line).
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4.2.2

s-wave pairing (4×4 and 6×6 lattices)

In this section, we will describe s-wave pairing. Hopping parameters t, phonon frequency 𝜔,
and temperature 𝛽 remain the same as described in the last section.
In Figure 4.8 (a), the average s wave pairing is plotted for a 4×4 lattice with increasing U with
𝜆 = 1.0 over the density range from 𝜌 = 0.2 to 𝜌 = 1.0. In the presence of strong e-p interaction,
pairing is enhanced over U = 0 and 𝜆 = 0 case below the density 0.6. However the pairing decreased
with increasing U. We see a tiny enhancement by U between the density 0.6 and 0.8. We did not
find any enhancement by U around density 𝜌≈1.
In Figure 4.8 (b), in the presence of a strong e-e interaction (U=4), the pairing is enhanced by
increasing 𝜆 below the density 0.6. However the pairing goes down around the density 𝜌≈ 0.75.
Around the density 𝜌=1.0 the pairing is not enhanced.
We observe the competitive behavior between U and 𝜆 over the whole density range.
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Figure 4.8 Average 𝑠-wave long-range pair-pair correlations 𝑃¯ versus density 𝜌 for the 4×4
anisotropic triangular lattice with 𝜔 = 0.5 at inverse temperature 𝛽 = 8.
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In Figure 4.9 (a), the average s𝑥𝑦 -pairing is plotted for the 4×4 lattice with increasing U with
𝜆 = 1.0 over the density range from 𝜌 = 0.2 to 𝜌 = 1.0. In the presence of a strong e-p interaction,
pairing is enhanced by U over U = 0 and 𝜆 = 0 case around density 𝜌≈1.0. However the pairing
remained almost the same or decreased a little with increasing U. We did not find any enhancement
by U at lower densities.
In Figure 4.9 (b), in the presence of a strong e-e interaction (U=4), the pairing goes down with
increasing 𝜆 over the same density range from 0.3 to 0.85. We see a small enhancement around
density 𝜌≈0.5 with a small e-p interaction over the U = 0 and 𝜆=0 case, which decreses with
increasing 𝜆. However the pairing increases around density 𝜌≈1.0 with increasing 𝜆.
In summary, we observed a competitive behavior between the e-e and e-p interactions over the
density range from 0.2 to 1.0 for s𝑥𝑦 pairing.
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Figure 4.9 Average 𝑠𝑥𝑦 long-range pair-pair correlations 𝑃¯ versus density 𝜌 for the 4×4
anisotropic triangular lattice with 𝜔 = 0.5 at inverse temperature 𝛽 = 8.
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In Figure 4.10 (a), the average s-wave pairing is plotted for the 6×6 lattice with increasing U
with 𝜆 = 1.0 over density range from 𝜌 = 0.2 to 𝜌 = 1.0. In the presence of a strong e-p interaction
and below the density 0.4, pairing is enhanced over the U = 0 and 𝜆 = 0 case. However the pairing
goes down with increasing U. For density 𝜌≈1.0, there is a tiny enhancement by U. At this density,
the U = 0 and 𝜆 = 0 case is greater in magnitude over the interacting cases.
In Figure 4.10 (b), in the presence of a strong e-e interaction (U=4), the pairing is enhanced
by increasing 𝜆 below density 0.4. However, the pairing goes down with increasing 𝜆 for other
densities.
In summary, we observe the following. First, below the density 0.4, the pairing is enhanced
by the e-p interaction, but competes with Hubbard U. Second, at a density above 0.4, the pairing
enhances due to the e-e interaction, but competes with the e-p interactions. The competitive
behavior between the e-e and e-p interactions is observed over the density range from 0.2 to 1.0.
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Figure 4.10 Average 𝑠-wave long-range pair-pair correlations (𝑃)
anisotropic triangular lattice with 𝜔 = 0.5 at inverse temperature 𝛽 = 8.
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In Figure 4.11 (a), the average s𝑥𝑦 pairing is plotted for the 6×6 lattice with increasing U
with 𝜆 = 1.0 over the density range from 𝜌 = 0.2 to 𝜌 = 1.0. In the presence of a strong e-p
interaction, the pairing is enhanced by U around density 𝜌≈0.5. However, the pairing is decreased
with increasing U except for the density range from 0.3 to 0.6.
In the Figure 4.11 (b), in the presence of the e-e interaction, the pairing goes down with
increasing 𝜆 at density 𝜌 = 0.5. However the pairing is enhanced by 𝜆 except for the density range
from 0.3 to 0.6.
In summary, we observe the following. First, at the density range from 0.3 to 0.6, the pairing
is enhanced by the e-e interaction, but it goes down with increasing e-p interaction. Second, at
all other densities, the pairing is enhanced by the e-p interaction, but it goes down with the e-e
interaction. The competitive behavior between the e-e and e-p interactions is observed over the
whole density range.
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Figure 4.11 Average 𝑠𝑥𝑦 long-range pair-pair correlations (𝑃)
anisotropic triangular lattice with 𝜔 = 0.5 at inverse temperature 𝛽 = 8.
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4.2.3

Study of pairing with e-p coupling (𝜆) at 𝜌 = 0.5 and 1.0

In the last section, we represent different pairings (s wave and d wave) over a broad density
range on the 4×4 and 6×6 lattices with e-e and e-p interactions. The s-wave pairing always shows
competitive e-e and e-p interactions. However, in the d-wave pairing, we see a cooperative behavior
between U and 𝜆 at the density 0.5. We see a competitive behavior between U and 𝜆 at all other
densities. We are mostly interested in two different regions (density 𝜌 = 0.5 and 1.0). In this
section, we will see how much the e-p interaction changes the effect of U at the density 0.5 and 1.0.
We were constrained to go below some minimum temperature due to the sign problem. However,
we will see the effect of 𝜆 on the pairing at density 0.5 for temperature 𝛽 = 16 and 8.

4.2.4

Density 𝜌 = 1.0

In Figure 4.12, we plot d-wave pairing as a function of e-p coupling 𝜆 at the density 𝜌=1.0
for lattice sizes 4×4 up to 10×10. The solid line indicates the pairing when the e-e interaction
is present (U=3), and the dashed line represents when e-e interaction is absent (U=0). When the
e-p interaction is absent (𝜆=0), we see the magnitude of 𝑃¯ for non-zero U is less than the U = 0
case. The difference gets bigger with increasing size of the lattice. When the e-p interaction is
introduced, pairing by both zero and non-zero U increases for a sufficient e-p interaction (𝜆 = 1).
¯
¯
So, 𝜆 enhances 𝑃¯ for both U = 0 and U≠0, but 𝑃(U≠0)
has smaller magnitude than 𝑃(U=0).
So the
behavior of U and 𝜆 at density 𝜌=1.0 is competitive. For a very strong e-p interaction, the pairing
due to interacting and non-interacting U decreases, which is also observed at density 𝜌 = 0.5. We
will describe this later in the next section.
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Figure 4.12 (a) 𝑃¯ vs e-p coupling strength 𝜆 for 𝜌 = 1, 𝛽=8, and 𝜔=0.5 on the (a) 4×4, (b) 6×6,
and (c) 10×10 lattices. Open (filled) symbols are for 𝑈 = 0 (𝑈 = 3).
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4.2.4.1

Density 𝜌 = 0.5

In this section we have plotted similar graphs to those in the previous section but at density
𝜌= 0.5. We also compared results for two different temperatures (𝛽 = 16, 8). In Figure 4.13, it is
clear that 𝜆 enhances the effect of 𝑈. The increase in 𝑃¯ between 𝑈 = 0 and 𝑈 = 3 for all lattices is
larger for 𝜆 > 0 than at 𝜆 = 0. At this temperature, in some lattices 𝑃¯ decreases with 𝑈 at 𝜆 = 0.
Nonzero 𝑈 enhances the increase in 𝑃¯ with 𝜆. As a function of 𝜆, 𝑃¯ reaches a broad maximum
at 𝜆 = 𝜆 max . Comparing the values of 𝑃¯ at 𝜆 = 0 and 𝜆 max , there is a larger increase for 𝑈 > 0
compared to 𝑈 = 0. These data show that at 𝜌 ≈ 0.5 𝑈 and SSH phonon interactions not only both
enhance pairing, but their effect is cooperative.
The temperature dependence of the 4×4 lattice may not be representative of larger systems
because in the absence of the e-p interaction the ground state of the 4×4 lattice at 𝜌 = 0.375 is
a triplet state for higher U (U ' 5). In the U= 0 results of Figure 4.13 (b) and (c) at the lower
temperature 𝛽 = 16, the enhancement of 𝑃¯ in 𝜆 is somewhat less than at 𝛽 = 8. This may indicate
that at 𝜌 = 0.5 and U = 0 the ground state may not be superconducting. However, for U>0, the
amount of enhancement by U at 𝜆≈𝜆 max does increase at 𝛽 = 16 compared to 𝛽 = 8. This indicates
that the cooperative behavior remains at lower temperature for 𝜌 = 0.5. For the 4×4 and 10×10
¯
lattices, the enhancement of 𝑃(𝑈)
occurs nearly at density 𝜌 = 0.5, and that happens due to the
finite size effect. The magnitude of pair-pair correlations depend on the pair binding energy and
kinetic energy due to the pair delocalization. In a finite lattice both energies strongly depend on
the one electron energy spectrum[29].
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Figure 4.13 (a) 𝑃¯ vs e-p coupling strength 𝜆 for 𝜌 ∼ 0.5, and 𝜔=0.5 on the (a) 4×4, (b) 6×6, and (c)
10×10 lattices. Circles (diamonds) are for 𝛽=8 (16). Open (filled) symbols are for 𝑈 = 0 (𝑈 = 3).
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Similar to the broad maximum peak in Figure 4.13, there is also a peak observed for 𝜆 = 0
at 𝜌 = 0.5 in zero temperature calculations as a function of U [22, 17]. It is expected that the
decrease of 𝑃¯ with increasing U and 𝜆 is caused by the increasing effective mass. In Figure 4.14,
we plotted the d-wave pairing as a function of 𝜆 with increasing phonon frequency 𝜔 for a 6×6
lattice. The pairing increases with increasing 𝜆. The pairing is maximum when 𝜆 = 𝜆 max . The 𝜆 max
decreases as well as pairing with increasing phonon frequency. This indicates that a high frequency
phonon increases the effective mass of pairs. This also indicates that the phonon dispersion relation
might play an important role in understanding a superconducting state mediated by e-e and e-p
interactions.
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Figure 4.14 𝑃¯ vs e-p coupling strength 𝜆 for 𝑑𝑥𝑦 pairing in the 6 × 6 lattice at 𝜌 = 0.5, 𝛽 = 8, 𝑈 =
3. Squares, diamonds, and triangles correspond to phonon frequency 𝜔 of 0.5, 1.0, and 3.0,
respectively.
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4.3

Summary
In the anisotropic triangular lattice, direct numerical calculations find pairing enhancement at

quarter-filling, but no long-range order. One possible reason is that the e-e repulsion is not sufficient
enough to drive SC. We consider a bond-coupled phonon interaction in the Hubbard model; also
known as the SSH model. We performed DQMC calculations using the SSH Hamiltonian up to
lattice size 10×10 over the density range from 0.2 to 1.0. In the presence of strong frustration
t0 = 0.8, the lattice is anisotropic triangular, and we studied the d-wave and s-wave pairing. In
the presence of a constant e-p interaction, we find that the d-wave (either d𝑥𝑦 or d𝑥 2 −𝑦2 ) pairings
are enhanced by U at density 𝜌 = 0.5 in all lattices. Again, in the presence of a constant e-e
interaction (U=4), we see the d-wave pairings are enhanced by e-p coupling strength 𝜆. So we
find enhancement in the d-wave pairing by the cooperation of e-e and e-p interactions at quarterfilling. However, in all other densities, we find the competitive behavior between the e-e and e-p
interactions. Other numerical calculations using HHM or H𝑊 model also find competitive behavior
between e-e and e-p interactions at density 1.0. For s-waves, we always find competitive behavior
between the e-e and e-p interactions through at all density range.
The e-p interaction increases the pairing for all U at quarter-filling. We see up to 𝜆 = 𝜆 max that
the pairing for interacting U (U>0) increases more than the pairing for non-interacting U (U = 0),
and then pairing falls with increasing 𝜆. This indicates that the e-p coupling becomes stronger with
increasing phonon frequency. That increases the effective mass of the pair, and the pairs become
more localized.
At lower temperatures (𝛽 = 16), the magnitude of pairing is greater than the higher temperature
(𝛽 = 8). However, we could not reach zero temperature due to the fermionic sign problem. We
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were restricted to some minimum temperatures where the sign problem was not severe. We do not
have available numerical tools that can handle the SSH Hamiltonian at zero temperature reliably
at quarter-filling. The W model might be helpful, yet it suffers from the sign problem away from
half-filling. The DMRG method might be an option, but it is computationally more efficient in 1D
and quasi-1D systems. Developing such numerical methods are necessary. Our model gives an
insight about 2D systems where the SC state can be found prospectively. It gives an idea about
different parameter values such as e-e hoppings, the phonon frequency, e-p coupling, band-filling,
and the Hubbard U to get SC. By considering all, this model can give a direction to develop new
superconducting materials.
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CHAPTER V
DETERMINANT QUANTUM MONTE CARLO METHOD (DQMC)

DQMC is a popular finite temperature algorithm for the simulation of interacting electrons on a
lattice[30]. This method uses the Feynman path integral in imaginary time where the contributing
integrals vary exponentially in magnitude instead of phase and the weights of these paths are
expressed in terms of determinants. Without e-p interaction, DQMC is straightforward. First it
needs the Hubbard-Stratonovich (HS) transformation of the Hubbard interaction. The exponent
of the kinetic part of the Hamiltonian in each slice remains constant, and can be calculated by
diagonalizing the kinetic energy matrix. For any fixed time slice, the Hubbard interaction matrix
can be written as a diagonal matrix by introducing a Hubbard-Stratonovich field at each site, and
the determinant of the inverse Green’s function can be calculated for each spin. Then Metropolis
sampling is done by flipping the sign of the HS field of each site sequentially by keeping the
time slice fixed. With every sign flip the determinant of the inverse Green’s function needs to
be calculated. The acceptance of this sign flip is decided by comparing this ratio between the
updated Green’s function and old Green’s function with a random number in a range [0,1] . With
the acceptance of the move the Green’s function needs to be updated. After performing this same
procedure over the whole imaginary time interval the Green’s function needs to be wrapped up.
This process will be continued many times.

68

In the SSH Hamiltonian, dispersionless phonons are coupled to bonds,

𝐻𝑆𝑆𝐻 = −

∑︁

†
𝑡𝑖 𝑗 [1 + 𝛼𝑥 (𝑖 𝑗) ] (𝑐𝑖,𝜎
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2 (𝑖 𝑗)

H.c. is the Hermitian conjugate.
Without an e-p interaction the kinetic energy matrix contains the hopping term only. For the
SSH model we add an e-p coupling term with the hopping term in the kinetic energy matrix.
Without the e-p interaction, we can diagonalize the kinetic matrix once, and we can use it for
the whole computation. In the presence of an e-p coupling, the kinetic energy matrix changes
with change of phonon x. For this reason, we do a checkerboard approximation[30] instead of
direct matrix diagonalization. Checkerboard approximation enables 𝑒 Δ𝜏𝐾 recalculation quickly.
Handling the e-e interaction part is the same as the regular DQMC.

5.1

The DQMC method with bond phonons
In DQMC the matrix elements of the Boltzman operator 𝑒 −𝛽𝐻 can be expressed as an imaginary

time path integral
h𝜓 𝐿 |𝑒 −𝛽𝐻 |𝜓 𝑅 i =

∑︁

h𝜓 𝐿 |𝑒 −Δ𝜏𝐻 |𝜓 𝑁−1 i.....h𝜓2 |𝑒 −Δ𝜏𝐻 |𝜓1 ih𝜓1 |𝑒 −Δ𝜏𝐻 |𝜓 𝑅 i

(5.2)

𝜓1 ,𝜓2 ,....𝜓 𝑁 −1

The imaginary time interval [0, 𝛽] can be sliced into N number of intervals. The N is the number
of imaginary time steps. The interval is Δ𝜏; where Δ𝜏 =

𝛽
𝑁,

and 𝛽 is the inverse temperature.

To evaluate the matrix elements of the exponential, we can decompose the Hamiltonian to its
individual terms; 𝐻 = 𝐻1 + 𝐻2 + ....... + 𝐻𝑛 ,
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By using the Trotter approximation, we can write
𝑒 −Δ𝜏𝐻 = 𝑒 −Δ𝜏𝐻1 𝑒 −Δ𝜏𝐻2 𝑒 −Δ𝜏𝐻3 .....𝑒 −Δ𝜏𝐻𝑛 + O ((Δ𝜏) 2 )

(5.3)

In Equation 5.1, phonons are expressed in the position basis. The phonon coordinate 𝑥 (𝑖 𝑗) also
can be discretized in N slices 𝑥 𝑙(𝑖 𝑗) , where 𝑙 is the imaginary time index. To compute the exponent
of the kinetic energy 𝑒𝑥 𝑝(−Δ𝜏𝐾) efficiently we have used the checkerboard breakup.
𝑒 −Δ𝜏𝐾 ≈ Π𝑖 𝑗 𝑒 −Δ𝜏𝑇𝑖 𝑗

(5.4)

Here T𝑖 𝑗 are sparse matrices. T𝑖 𝑗 = T 𝑗𝑖 ≠0. The exponent gives four non-trivial terms in the N×N
matrix 𝑒𝑥 𝑝(−Δ𝜏𝐾),

𝑒

Δ𝜏𝑇𝑖 𝑗

©1



0

=

0



0
«

···

0

···

0

···

···

𝑐𝑜𝑠ℎ(Δ𝜏𝑡𝑖 𝑗 (1 + 𝛼𝑥 𝑛(𝑖 𝑗) ))

···

𝑠𝑖𝑛ℎ(Δ𝜏𝑡𝑖 𝑗 (1 + 𝛼𝑥 𝑛(𝑖 𝑗) ))

···

···

𝑠𝑖𝑛ℎ(Δ𝜏𝑡𝑖 𝑗 (1 +

···

𝑐𝑜𝑠ℎ(Δ𝜏𝑡𝑖 𝑗 (1 +

···

···

𝛼𝑥 𝑛(𝑖 𝑗) ))

···

0

𝛼𝑥 𝑛(𝑖 𝑗) ))

0

···

0ª®
®
®
0®®
®
®
0®®
®
®
1
¬

(5.5)

The four cosh and sinh terms are located at (𝑖, 𝑖), (𝑖, 𝑗), ( 𝑗, 𝑖), ( 𝑗, 𝑗) in the 𝑒𝑥 𝑝(−Δ𝜏𝐾) matrix.
These matrices are sparse, so the multiplication can be done faster than full matrix-matrix multiplication. The checkerboard breakup adds an error of order Δ𝜏 2 , which is the same order of
magnitude as the Trotter error. If these matrices are multiplied together in different order, then the
result for 𝑒𝑥 𝑝(−Δ𝜏𝑇𝑖 𝑗 ) is slightly different. For the checkerboard approximation, we need to use
smaller Δ𝜏 in order to maintain the accuracy of the Trotter approximation.
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5.1.1

Hubbard-Stratonovich transformation

For the onsite repulsive Coulomb interaction U>0, and chemical potential 𝜇, we can write
𝑒 −Δ𝜏𝐻 as
1

1

𝑒 −Δ𝜏𝐻 = Π𝑖 𝑒 −Δ𝜏𝑈 (𝑛𝑖↑ − 2 ) (𝑛𝑖↓ − 2 ) Π𝑖 𝑒 −Δ𝜏𝜇𝑛𝑖↑ 𝑒 −Δ𝜏𝜇𝑛𝑖↓ 𝑒 Δ𝜏𝐾

(5.6)

Here i is the index of lattice sites. In a discrete imaginary time grid, the Hubbard interaction
term can be written in terms of a discrete Hubbard-Stratonovich field 𝜈𝑖,𝑙 = ±1 at each site i, and
imaginary time slice 𝑙, giving
∑︁
1
1
1
𝑒 −Δ𝜏𝑈 (𝑛𝑖↑ − 2 ) (𝑛𝑖↓ − 2 ) = 𝑒 −Δ𝜏𝑈/4
𝑒 𝜈𝑖,𝑙 𝛼(𝑛𝑖,↑ −𝑛𝑖,↓ )
2
𝜈 =±1

(5.7)

𝑖,𝑙

Here 𝛼 is defined by cosh(𝛼)=exp( 12 Δ𝜏U).
The partition function is
𝑍 = 𝑇𝑟 [𝑒 −𝛽𝐻 ] =

∑︁

h𝜓|𝑒 −𝛽𝐻 |𝜓i

(5.8)

𝜓

In the absence of the e-p interaction, the partition function is

𝑍=

∑︁

𝑑𝑒𝑡 𝑀↑ 𝑀↓

(5.9)

𝑠𝑖,𝑙

where the 𝑀𝜎 is defined as,
𝑀 𝜎 = 𝐼 + 𝐵 𝑁 𝜏 𝐵 𝑁 𝜏−1 𝐵 𝑁 𝜏−2 𝐵 𝑁 𝜏−3 .......𝐵1
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(5.10)

where 𝐵𝜎 (𝜏, 𝜏 − Δ𝜏) = 𝑒 Δ𝜏𝜇 𝐴𝜎 (𝜏)𝑒 Δ𝜏𝐾 and 𝐴𝜎 is a diagonal matrix because the auxiliary fields
couple only to local electron degrees of freedom of the form
©𝑒 𝜎𝛼𝜈1,𝑙 (𝜏)
ª
···
0

®

®

®
𝜎𝛼𝜈
(𝜏)
2,𝑙

·
𝑒
· · · ®®

𝐴𝜎 = 
®

®
.
.
.
.
.
.

®
.
.
.

®

®

®
𝜎𝛼𝜈
(𝜏)
0
···
𝑒 𝑁 ,𝑙
«
¬

(5.11)

The exponent argument is 𝜎𝛼𝜈 = ±𝛼𝜈. To handle the motion of the lattice we need to find
the momentum at an imaginary time slice 𝑙 at site 𝑖. The momentum operator is replaced with
𝑝𝑖,𝑙 = 𝑀 (𝑥𝑖,𝑙+1 − 𝑥𝑖,𝑙 )/Δ𝜏. We also enforce periodic boundary conditions in imaginary time x𝑖,𝐿 =
x𝑖,0 . By enforcing these periodic boundary conditions, we recover the proper values for the average
phonon kinteic and potential energy in the non-interacting limit provided the sampling of phonon
displacement. With an e-p interaction the partition function is,
∫
𝑍=

𝑑𝑥

∑︁

𝑒 −𝐸 𝑝ℎ Δ𝜏 𝑑𝑒𝑡 𝑀↑ 𝑀↓

(5.12)

𝜈𝑖,𝑙

The factor 𝑒 −𝐸 𝑝ℎ Δ𝜏 in Equation 5.12 arises from the bare kinetic and potential energy of the lattice
Hamiltonian, where
𝐸 𝑝ℎ =

5.1.1.1

𝑝 2(𝑖,𝑙)
2𝑀

+

𝑀𝜔2 2
𝑥
2 (𝑖,𝑙)

(5.13)

Metropolis sampling

For each imaginary time slice 𝑙, by keeping the phonon coordinate 𝑥 𝑙 fixed we move from
one lattice site to another site, and propose a flip of auxiliary field variable 𝜈. The acceptance or
rejection of the flip will be determined whether the ratio 𝑅 =
72

𝑤𝑐0
𝑤𝑐

is greater than some random

number 𝜁 from an uniform distribution. For a flip from auxiliary field variable 𝜈 to 𝜈0 at a time 𝜏
at site i,
©𝑒 𝜎𝛼𝜈1 (𝜏)
0



...




0
𝐴𝜎 = 
𝑒 𝜎𝛼𝜈𝑖 (𝜏)



..

.



0
𝑒 𝜎𝛼𝜈 𝑁 𝜏 (𝜏)
«

ª
®
®
®
®
®
®
®
® ≡ [𝐼 + Δ𝜎 (𝑖, 𝜏)] 𝐴𝜎 (𝜏)
®
®
®
®
®
®
®
¬

(5.14)

Δ𝜎 (𝑖, 𝜏) is a null matrix, except for the Δ𝑖𝑖𝜎 (𝑖, 𝜏) term, which is Δ𝜎 (𝑖, 𝜏) = 𝑒𝑥 𝑝 [𝜎𝛼(𝜈𝑖0 (𝜏) −
𝜈𝑖 (𝜏))] − 1.
So the change in propagator is, 𝐵𝜎 (𝛽, 0)=𝐵𝜎 (𝛽, 𝜏)𝐵𝜎 (𝜏, 0) −→ 𝐵𝜎 (𝛽, 𝜏) [𝐼 + Δ𝜎 (𝑖, 𝜏)]𝐵𝜎 (𝜏, 0).

5.1.1.2

Phonon field update

Every time slice 𝑙, and for each lattice point 𝑖, by keeping 𝜈𝑖,𝑙 fixed the proposed update is
0 = 𝑥 + Δ𝑥 . Here the Δ𝑥 is drawn from the box probability function. The acceptance
𝑥𝑖,𝑙 −→ 𝑥𝑖,𝑙
𝑖,𝑙
𝑖,𝑙
𝑖,𝑙

of the probability is determined by the Metropolis ratio 𝑅 = 𝑅↑ 𝑅↓ 𝑒𝑥 𝑝(−Δ𝜏Δ𝐸 𝑝ℎ ). Δ𝐸 𝑝ℎ is the
total change in the kinetic and potential energy associated with the update. The fast update process
is modified to [Δ𝜎 (𝑖, 𝑙)] 𝑗,𝑘 = 𝛿𝑖,𝑘 𝛿 𝑗,𝑘 [𝑒𝑥 𝑝(−Δ𝜏Δ𝑥𝑖,𝑙 ) − 1].
The Metropolis ratio is,
𝑅 = 𝑅↑ 𝑅↓ =

𝑑𝑒𝑡 𝑀 ↑0 𝑑𝑒𝑡 𝑀 ↓0
𝑑𝑒𝑡 𝑀 ↑ 𝑑𝑒𝑡 𝑀 ↓
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(5.15)

Some changes are required in this calculation, because the propagator 𝐵(𝜏, 𝜏) is modified when
phonon coordinate 𝑥 changes in the middle of the string of the checkerboard matrices. As an
example, if the second bond is updated then,
𝑤 𝜎0 𝑑𝑒𝑡 [𝐼 + 𝐵𝜎 (𝛽, 𝜏)𝑒 −Δ𝜏𝑈 𝑒 −Δ𝜏𝑇1 [𝐼 + Δ𝜎 (2, 𝜏)]Π𝑁𝑖 𝑗 𝑗=2 𝑒 −Δ𝜏𝑇1 𝐵𝜎 (𝜏 − Δ𝜏, 0)]
𝑅 ≡ 𝑐𝜎 =
𝑤𝑐
𝑑𝑒𝑡 [𝐼 + 𝐵𝜎 (𝛽, 𝜏)𝐵𝜎 (𝜏, 0)]
𝑙

𝑙

𝜎

(5.16)

The final expression is,

𝑅 𝜎 = 𝑑𝑒𝑡 [𝐼 + Δ𝜎 (2, 𝜏)𝑒 Δ𝜏𝑇1 𝑒 Δ𝜏𝑈 (𝐼 − 𝐺 𝜎 )𝑒 −Δ𝜏𝑈 𝑒 −Δ𝜏𝑇1 ]
𝑙

𝑙

(5.17)

Comparing 𝑅 with a uniformly generated random number 𝜁 the next move should be decided.
If 𝑅 > 𝜁 the move will be accepted and the Green’s function will be updated through the Equation

𝐺 𝜎 −→ 𝐺 𝜎 −

1 𝜎 𝜎
𝐺 Δ (𝜏)(𝐼 − 𝐺 𝜎 )
𝜎
𝑅

(5.18)

where 𝐺 𝜎 (𝜏, 𝜏) is the equal time Green function which is 𝐺 𝜎 (𝜏, 𝜏) = [𝐼 + 𝐵𝜎 (𝜏, 0)𝐵𝜎 (𝛽, 𝜏)] −1

The above result is almost similar to the standard update Equation, except (𝐼 − 𝐺) is wrapped
by the checkerboard matrix and its inverse. Δ𝜎 is a N×N matrix with four nonzero entities. This
matrix is obtained by multiplying the updated 2×2 checkerboard breakup matrix with the inverse
of the former matrix and then subtracting 1 from the diagonal elements. The nonzero elements of
Δ𝜎 are Δ𝑖𝑖𝜎 , Δ𝜎𝑗𝑗 , Δ𝑖𝜎𝑗 , Δ𝜎𝑗𝑖 . This result can be simplified as

𝑐 = 𝑐𝑜𝑠ℎ(Δ𝜏𝑡𝑖 𝑗 (1 + 𝛼𝑥 𝑛(𝑖 𝑗) ))
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𝑠 = 𝑠𝑖𝑛ℎ(Δ𝜏𝑡𝑖 𝑗 (1 + 𝛼𝑥 𝑛(𝑖 𝑗) ))
𝑐0 = 𝑐𝑜𝑠ℎ(Δ𝜏𝑡𝑖 𝑗 (1 + 𝛼(𝑥 𝑛(𝑖 𝑗) + Δ𝑥)))
𝑠0 = 𝑠𝑖𝑛ℎ(Δ𝜏𝑡𝑖 𝑗 (1 + 𝛼(𝑥 𝑛(𝑖 𝑗) + Δ𝑥)))
Δ𝑖𝑖𝜎 = Δ𝜎𝑗𝑗 = 𝑐𝑐0 − 𝑠𝑠0 − 1
Δ𝑖𝜎𝑗 = Δ𝜎𝑗𝑖 = 𝑐𝑠0 − 𝑐0 𝑠
The determinant reduces to that of a 2×2 matrix. After updating all spatial sites 𝑖 of imaginary
time 𝑙 = 𝑁𝜏 , the Green’s function needs to be updated via B𝜎 G.B−1
𝜎 . This is called wrapping the
Green’s function. After wrapping the Green’s function 𝐺 the expression of 𝑅 𝜎 in terms of wrapped
Green’s function 𝐺˜ is

𝑅 𝜎 = (1 + Δ𝑖𝑖 (1 − 𝐺˜ 𝑖𝑖 ) − Δ𝑖 𝑗 𝐺˜ 𝑖 𝑗 )(1 + Δ𝑖𝑖 (1 − 𝐺˜ 𝑗 𝑗 ) − Δ𝑖 𝑗 𝐺˜ 𝑗𝑖 )

(5.19)

−(−Δ𝑖𝑖 𝐺˜ 𝑗𝑖 + Δ𝑖 𝑗 (1 − 𝐺˜ 𝑗 𝑗 ))(−Δ𝑖𝑖 𝐺˜ 𝑖 𝑗 + Δ𝑖 𝑗 (1 − 𝐺˜ 𝑖𝑖 ))

5.2

Fermion sign problem
The Fermion sign problem or negative sign problem is a downside of DQMC, which leads to

exponential increase of the Monte Carlo error. In a square lattice with no phonons at half-filling the
average sign is protected by particle-hole symmetry[78]. Even if det|M↑| < 0, due to the particlehole symmetry the sign of det|M↑| is equal to the sign of det|M↓|. For this reason the Metropolis
ratio R remains positive. However, in the presence of frustration the particle-hole symmetry breaks.
So the Metropolis ratio can be negative if one of the determinants becomes negative (see Equation
5.15).
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5.3

The checkerboard decomposition error
Alongside the conventional HS update, our code also uses the checkerboard approximation. To

perform the local phonon update 𝑥𝑖,𝑙 the exponential of the kinetic energy is decomposed using the
checkerboard decomposition (equation 5.4).
𝑒 −Δ𝜏𝐾 ≈ Π𝑖 𝑗 𝑒 −Δ𝜏𝑇𝑖 𝑗

Here 𝑇𝑖 𝑗 is the hopping term between site 𝑖 and 𝑗. Here the site 𝑗 is connected to the site 𝑖. This
approximation introduces an additional error that depends on Δ𝜏. In Figure 5.1 we have shown
𝑃¯ 𝑑 𝑥 𝑦 against Δ𝜏 for the 6×6 lattice. The Δ𝜏 dependence is similar for both U = 0 and U≠ 0. For
our work we kept Δ𝜏 = 0.05. We choose this value because it does not significantly influence the
main conclusion of our research. Choosing smaller value for Δ𝜏 than 0.05 may reduce systematic
error more, but that increases computation time.
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¯ versus Trotter discretization Δ𝜏 for
Figure 5.1 Average 𝑑𝑥𝑦 long-range pair-pair correlations (𝑃)
the 6×6 lattice.
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5.4

Summary
We did numerical calculations in anisotropic triangular lattices after implementing the SSH

Hamiltonian in the DQMC code. Adding electron-phonon interaction makes the study more
challenging because of the sign problems. For low temperatures (large 𝛽) the sign problem was
severe. The maximum 𝛽 we were able to reach was 32. For very large U, and 𝜆 we also found the
sign problem.

78

CHAPTER VI
CONCLUSION

We do not find superconducting long-range order from the half-filled band Hubbard model.
However, we find pairing enhancement by the Hubbard U at quarter-filling, but we find no SC
long-range order. Many organic superconductors are dimerized and effectively half-filled in terms
of dimers such as 𝜅-(BEDT-TTF)2 X. Since it is believed that SC can arise in such a model from
magnetic fluctuations, we performed the DMRG simulation using the Hubbard model in 𝜅-(BEDTTTF)2 X dimer lattice in the ground state. However, we did not find the SC long-range order in such
a model. We also find that the presence or absence of an AFM state is not related to getting the
superconducting state. We do not find SC in this dimer model, but we need to study larger lattices
to investigate phase, charge pattern, pairing decay pattern effects.
In organic superconductors, we observe the CO or the PEC state at lower temperatures. Experimentally we see the PEC to SC transitions in organic superconductors. The PEC state requires
quarter-filled lattices. Away from half-filled models, we need to focus more on the quarter-filled
band for SC studies.
We have considered a more realistic model by considering a bond coupled e-p interaction in the
Hubbard Hamiltonian (SSH Hamiltonian). We solved the finite temperature DQMC calculation
with SSH Hamiltonian in anisotropic triangular lattices and found cooperative pairing enhancement
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by e-e and e-p interaction at the quarter-filling. However, we observed competition between the
e-e and e-p interactions at all other densities. The DQMC algorithm suffers from the sign problem,
and for this reason, we could not go below some minimum temperatures. That is why we could not
reach zero temperature, and we could not investigate the superconducting long-range order. Using
the SSH Hamiltonian in currently available numerical methods for zero temperature calculation is
difficult at quarter-filling. The W model might be helpful but suffers from the sign problem away
from a 𝜌 = 1 square lattice. The Density Matrix Renormalization Group (DMRG) algorithm can
be used, but this algorithm works better in 1D and quasi-1D systems. Developing a new method to
solve this Hamiltonian at zero temperature is necessary. To check long-range order we also need to
do size extrapolation. To do that, working on bigger lattices is also necessary. Finally, designing
new high-temperature superconductors by implementing this model will be another exciting work.
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