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Abstract
Nonperturbative Equation of State of quark-gluon plasma at finite baryon density is studied
as functions of temperature and magnetic field, taking into account Polyakov line and vacuum
colormagnetic interaction. The formalism for EoS in magnetic field at finite baryon density µB ,
used in the paper, takes into account all Landau levels, which allows to obtain the isotropic pressure
and weak µB dependence at small field eB  T 2 and mostly longitudinal pressure at large field
values. The corresponding EoS at zero baryon density is in good agreement with previous results
and available lattice data.
1 Introduction
Strong magnetic fields are considered now in many areas of physical studies, e.g. in cosmology [1,2],
in noncentral heavy-ion collisions [3–6] and in neutron stars [7], see [8] for reviews. On theoretical side
the role of magnetic field (m.f.) in the QCD thermodynamics was studied in many model approaches [9].
In particular, the results for the Nambu–Jona–Lasinio (NJL) model are given in [10, 11], while the
holographic approach in [12].
One of most important questions of the announced analysis is the nonperturbative (np) dynamics of
the quark-gluon plasma (qgp), and of the QCD thermodynamics in general. The latter was developed
systematically during the last 30 years using the Field Correlator Method (FCM) [13–15], see [16] for
a recent review. Nonperturbative thermodynamics of QCD in the framework of FCM was developed
originally [17], and the systematic method in comparison with lattice data was given in [18]. More
recently in this approach was added colormagnetic confinement, which plays the dominant role at large
T . In this formalism the famous Linde problem was explained in detail [19], and the nonperturbative
SU(3) thermodynamics was constructed in good agreement with lattice data [20–22]. For the nf = 2+1
QCD the similar calculation of EoS was done for µ = 0 and µ > 0 in [23] displaying the absence of the
critical point at µ > 0, again in agreement with lattice data [24].
The most important point of these latest studies was the dominant dynamical role of the Polyakov
line and the colormagnetic confinement (CMC)/ The latter producing the effective Debye massMD(T ),
linearly growing with T(19) [25].
This dynamics is basic for our approach and it was used recently to determine both EoS and the
sound velocity at zero [26] and nonzero [27] baryon density.
In addition the Polyakov line interaction was analysed and nonperturbatively derived in [28] and
favorably compared to lattice data [37,38].
As a result one obtains all ingredients of the theory to apply to the analysis of any physical
phenomena. One of most interesting applications is the theory of QCD thermodynamics in the constant
strong magnetic field, as discussed above in the Introduction.
This direction in the framework of FCM was recently studied in [39–42]. In this approach one starts
with the standard QCD expressions for the free energy, adding there the np interaction in the form of
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the Polyakov line and the CMC debye mass MD(T ), as it is done in [20,23], and generalizes the quark
energy form, introducing there the relativistic charge energy in m.f. Finally one obtains the expression
for the pressure of the relativistic charged gas in the m.f., as it was given in [41], and extends this form
to apply to the µ > 0 case. This is what will be done in the paper below, and the results for M = 0
will be compared to the lattice data.
The paper is organized as follows. In the next section we display the np EoS for the quark gluon
plasma for µ ≥ 0 without m.f. In section 3 the case of nonzero magnetic field is treated and the
corresponding forms of EoS are displayed. In section 4 an analytcal expressions for the magnetic
susceptibility of the QGP obtained within FCM are discussed. In section 5 the results of numeral
evolution are assembled and compared to the existing µ = 0 lattice data. The final section contains
conclusions and possible future developments.
2 The quark pressure with the Polyakov line and CMC interaction
One starts with the free energy of the quark of flavor f in the background of electromagnetic field
A
(e)
µ (x) and the color potential Aµ(x).
1
T
Fq(A,A
(e)) = −1
2
tr
∫ ∞
0
ξ(s)
ds
s
d4x(Dz)
w
xxe
−K−sm2q〈Wσ(Cn)〉, (1)
where K = 14
∫ s
0
(
dzµ
dτ
)2
dτ is the kinetic kernel according to Feynman-Fock-Schwinger proper time
formalism, mq is current quark mass,
Wσ(Cn) = PFPA exp(ig
∫
Cn
Aµdzµ + ie
∫
Cn
A(e)µ dzµ) exp
∫ s
0
(gσµνFµν + eσµνF
(e)
µν )dτ, (2)
are path- and surface-ordered Wilson loops, and 〈...〉 operAtor defines an averaging procedure over the
stochastic gluonic background field. The integration measure includes periodic boundary conditions
on contours Cn
(Dz)
w
xy =
n∏
m=1
d4∆zk(m)
(4piε)2
∑
n=0,±1,±2
(−)n d
4p
(2pi)4
eipµ(
∑
∆zµ(m)−(x−y)−nβδµ4), (3)
as was shown in [20,23].
The series over the Matsubara frequences could be brought to the form
Pq = 2Nc
∫ ∞
0
ds
s
e−m
2
qs
∞∑
n=1
(−)n+1[S(n)(s) + S(−n)(s)] (4)
where
S(n)(s) =
∫
(Dz)wone
−K 1
Nc
trWσ(Cn) (5)
and finally S(n)(s) can be expressed via two main ingredients of the np-thermodynamics - colormagnetic
confinement (CMC) and Polyakov loop Ln. According to the statistical independence of the color-
electric and color-magnetic stochastic vacuum fields, the spacial 3d projection of the quark Green’s
functions S3(s) subject to CMC, and the Polyakov loop Ln factorize
S(n)(s) =
∫
(Dz4)
w
one
−K4LnS3 =
e
−n2β2
4s Ln√
4pis
S3(s). (6)
In case of non-zero density one should use thermodynamic potential Ω = TS − E − µN in (1)
instead of free energy F with the corresponding pressure definition p =
(
∂Ω
∂V
)
T,µ
. The resulting quark
2
pressure of a given flavor can be expressed via the 3d quark green’s function S3(s) in the stochastic
field of the CMC.
P fq =
4Nc√
4pi
∫ ∞
0
ds
s3/2
e−m
2
qsS3(s)
∑
n=1,2,...
(−)n+1e− n
2
4T2s cosh
µn
T
Ln, (7)
where L = exp
(
−V1(∞,T )2T
)
is the quark Polyakov line. There are two main strategies to deal with
Polyakov loop in FCM: a) to extract PL from lattice calculations [?], b) PL could be calculated in a
self consistent way due to renormalization procedure [arxiv PL paper]. S3(s) can be expanded in a
series over eigenstates in the CMC on the 2d minimal area surface in 3d space
S3(s) =
1√
pis
∑
ν=0,1,...
ψ2ν(0)e
−m2νs, m20 = m
2
D = 4σs(T ), (8)
as it was argued in [20,23], in the case of linear CMC one obtains for S3(s) the form
Slin2 (s)
∼= 1
(4pis)3/2
e−
m2Ds
4 (9)
and pressure can be written as
1
T 4
P fq =
nc
4pi2
∞∑
n=1
(−)n=1
n4
Ln cosh
µn
T
Φn(T ), (10)
where Φn(T ) is
Φn(T ) =
8n2M¯2
T 2
K2
(
M¯n
T
)
, M¯ =
√
m2q +
m2D
4
. (11)
Denoting the sum over n
ξ+,− =
∑
n
(−)n+1
n2
Lne±µnK2
(
M¯n
T
)
, (12)
one has for the quark pressure the form found in [23]
P
(f)
q
T 4
=
Nc
pi2
(ξ+ + ξ−) (13)
and ξ± can be written as an integral [23]
ξ± =
1
3
(
M¯
2T
)2 ∫ ∞
0
u4du√
1 + 42
1
1 + exp
(
M¯
T
√
1 + 42 + V12T ∓ µT
) (14)
with L = exp
(− V12T ).
The analysis of the integral (14) provide an analytical structure of the e.o.s on the complex µ-plane.
One can seeimmediately obtain the positions of the Roberge-Weiss singularitites [] Re(µ)T =
V1
2T +
Mν
T ,
Im(µ)
T =
pi
3 (2n+ 1).
In what follows we shall also use another form derived in [41]
P (f)q =
Nc√
pi
∫
d3p
(2pi)3
∞∑
n=1
(−)n+1
√
2
βn
Ln cosh(µn)
∫ ∞
0
dω√
ω
e
−
(
M¯2+p2
2+ω
+ω
2
)
nβ
. (15)
3
3 The quark pressure in the magnetic field
We now tend to include m.f. in our qgp with the Polyakov line and CMC interaction. this can
be done in two ways leading to the same result. in one way one can notice that the first term
in the exponent in (15) is proportional to the quark energy ε2 = M¯2 + p2, with the mass M¯2 =
m2q +
M2D
4 , augmented by the CMC Debye mass component, and therefore one should replace ε
2 by the
corresponding discrete Landau energy spectrum in m.f. εσn⊥ ,
εσn⊥ =
√
p2z + M¯
2 + |eqB|(2n⊥ + 1− σ¯), σ¯ = eq|eq|σz. (16)
In another way one can start with the general expression [43] for the fermion pressure (free energy)
P =
∑
i
giT
8pi3
∫ ∞
0
d3p
(2pi)3
ln(1 + eβε
σ
n⊥ ). (17)
One should also take into account that the phase space of the quark in m.f. can be written as [44]
V3d
3p
(2pi)3
→ dpz
2pi
|eqB|
2pi
V3. (18)
This redefinition of the phase space makes impossible to define the transversal to the MF component
of the pressure for the highly-magnetized dense qgp, but the longitudinal quark pressure component
Pz could be extracted from thermodynmical potential Ω as
Pz =
1
S⊥
(
∂Ω
∂Vz
)
T,µ
, (19)
see Section 5 for the detailed discussion.
As a result one obtains the representation
P (f)q (B) =
∑
n⊥,σ
2NcT
|eqB|
2pi
1
2
(χ(µ) + χ(−µ)), (20)
where
χ(µ) ≡
∫
dpz
2pi
ln
(
1 + exp
(
µ¯− Eσn⊥(B)
T
))
(21)
and µ¯ = µ− V1(∞, T ). Finally integrating over dpz one gets the result
P (f)q (B, T ) =
Nc|eqB|T
pi2
∑
n⊥,σ
∞∑
n=1
(−)n+1
n
(Lncosh
(µn
T
)
εσn⊥K1
(
nεσn⊥
T
)
, (22)
where
εσn⊥ =
√
|eqB|(2n⊥ + 1− σ¯) + M¯2. (23)
To find a more simple form of P (f)q (B, T ) one can use (20), (21) and exploit the relation for χ(µ)
found in the appendix of [41] ∑
n⊥,σ
χ(µ) = (I1 + I2 + I3), (24)
where
I1 = ϕ(µ), ϕ(µ) =
∫ ∞
0
pzdpz
1 + exp
(√
p2i+M¯
2−µ¯
T
) (25)
4
I2 =
∫ ∞
0
p2zdpz
|eqB|
∫ ∞
0
dλ√
p2z + M¯
2 + |eqB|
1
1 + exp
{√
p2z+M¯
2+|eqB|+λ−M¯
T
} (26)
I3 =
|eqB|
24
∫ ∞
−∞
dpz√
p2z + M¯
2 + |eqB|
1
1 + exp
(√
p2z+M¯
2+|eqB|−µ¯
T
) . (27)
As a result the quark pressure can be written as
Pq(eB, T ) =
∑
f
P (f)q (eB, T ), (28)
P (f)q (eB, T ) = NcT
|eqB|
2pi2
3∑
i=1
(Ii(µ) + Ii(−µ)). (29)
One can see that I1(µ) does not depend on eB, while I2(µ, eB) is O(|eB|−1) and I3(µ, eB) is O(|eB|)
for eB → 0 hence one arrives for eB → 0 at the constant limit
P (f)q =
NcT
4
3pi2
[
ϕν
(
µ− V12
T
)
+ ϕν
(
−µ+
V1
2
T
)]
(30)
ϕν(a) =
∫ ∞
0
z4dz√
z2 + ν2
1
exp(
√
z2 + ν2 − a) + 1 (31)
with ν = M¯T .
One can see that (30, (31) coincide with the corresponding results (13), (14), obtained in section 2.
4 Magnetization and magnetic susceptibility at nonzero baryon den-
sity
We start with the quark pressure in m.f., Eq. (22), and perform the summation over n⊥, σ, following
[], which yields
Pq(B) =
NceqBT
pi2
∞∑
n=1
(−)n+1
n
cosh
µn
T
Ln
{
mqK1
(nmq
T
)
+
+
2T
n
eqB +m
2
q
eqB
K2
(n
T
√
eqB +m2q
)
− neqB
12T
K0
(n
T
√
m2q + eqB
)}
(32)
One can expand the Mc Donald functions Kn(
√
n2 + b2) in powers of B + eqB, which yields
P fq (B, T )− P fq (0, T ) =
χˆq
2
(eqB)
2 +O((eqB)
4). (33)
P fq (B, T )− P fq (0, T ) =
(eqB)
2Nc
2pi2
∞∑
n=1
(−)n+1Ln cosh µn
T
Φn (34)
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Defining the magnetic susceptibility χˆq
P fq (B, T )− P fq (0, T ) =
χˆq
2
(eqB)
2 +O((eqB)
4) (35)
one obtains
χˆq(T, µ) =
Nc
3pi2
∞∑
n=1
(−)n+1Ln cosh µn
T
K0
(
nM¯
T
)
. (36)
Now using the form
K0(nz) =
1
2
∫ ∞
0
dx
x
e
−n
(
1
x
+ z
2x
4
)
, (37)
one obtains the magnetic susceptibility at nonzero µ
χˆq(T ) =
Nc
3pi2
(Iq(µ) + Iq(−µ)), (38)
where
Iq(µ) =
1
2
∫ ∞
0
dx
x
Le(µ/T )e
−
(
1
x
+ M¯
2x
4T2
)
1 + Le(µ/T )e
−
(
1
x
+ M¯
2x
4T2
) (39)
5 Results for non-zero µB sector
At first we want to test our theory in the case of a zero magnetic field and chemical potential and
compare this predictions with data of «Budapest-Wupertal group» and «Hot QCD collaboration» to
prove that our starting point is correct.
Figure 1: The QGP pressure as a function of T/Tc, Tc = 160MeV . The grey band is the lattice data
of Borsanyi et al. [45] and the striped band is the lattice data from Bazavov et al. [46].
In Section 3 we have obtained an analytical expressions for the equation of state of quark-gluon
plasma (20), (22) in presence of the external magnetic field and non-zero baryon chemical potential
µ with field correlator method. The set of trajectories for the pressure difference ∆P = P (eB, µ) −
P (eB = 0, µ) is shown on the Fig.2. For two given values of the MF eB = 0.2, 0.4 GeV 2 there is
a triple splitting of the e.o.s. trajectories for µB = 0, 0.2, 0.4 GeV . Greater values of µ lie beyond
the convergence radius for the Matsubara series due to the nearest to the origin of the complex-µ
plane Roberge-Weiss singularity. However, an analytical structure of the e.o.s. on the complex-µ was
examined within the FCM approach [23] and an analytical continuation of the e.o.s. to the extreme-
density sector could be done in a straightforward way. There is no lattice data to compare with at
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present due to the sign problem at non-zero µ domain, therefore the FCM method demonstrates its
power to study dense quark-gluon plasma.
In Fig.2 one can see that the increase of the baryonic chemical potential µB, and the corresponding
quark flavor chemical potentials µf = 13µB; f = u, d, s, leads to the small increase of the pressure at
given temperature T . An influence of the non-zero µ and m.f. B leads to the same pressure growth
trend. This effect could be understood from (25)-(27) where four main np contributions - magnetic
Debye mass, eB, chemical potential µ and a Polyakov loop potential V1(∞, T ) = −T logL enter to the
exponential in the same way. The resulting e.o.s shows the balance between these factors, which leads
to the smooth behavior in the whole (µ, T ) domain including the deconfinement transition region. This
calculation is an additional argument in favor of the crossover-type paradigm for the deconfinement
phase transition. The Polyakov loop potential V 1 was extracted from the lattice data using the same
procedure as in [28]
At that point we should note, that the pressure is presented in Fig.2 is an longitudinal part of the
total pressure according to magnetic field thermodynamics. The MF breaks rotational O(3) symmetry
which leads to the anysotropy in the corresponding energy-momentum tensor. This anysotropy is a
topic of vivid discussions in the literature, see e.g. the lattice calculations [29–34] and the theoretical
arguments [35,36]. Present paper is devoted to the discussion of the QGP placed to the infinte volume
and there is no way to determine this anysotropy from the thermodynamic potential Ω (19) in the
absence of the walls. Using the natural parameter - the ratio of the Larmor radius rB ∼ 1/
√
eB and
the free path length l, one can consider two different situations: a) when the ratio becomes small, i.e.
rB/l ∼ 1/T  1, the highly-magnetized qgp demonstrates anisotropic behaviour and the presented
results are applicable for the longitudinal pressure component PZ growing with MF, and the transversal
pressure component which may become negative [] due to surface terms not considered in the present
paper; b) for the rB/l  1 one has a quasi-isotropic case and the pressure could be considered as
isotopic. From formal point of view, our formalism this can be easily found comparing three terms
Ii, i = 1, 2, 3 in (25-27) for small and large eB. One can see that I1 contributes to the Pz ans gives
linear in eB term, while I2 establishes isotropic pressure and prevails at small eB,bwhile it decreases
exponentially with eB. In this way our formalism automatically yields the pressure, which is isotropic
at small eB and longitudinal at large eB.
 0
 0.5
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 2.5
 3
 3.5
 0.14  0.16  0.18  0.2  0.22  0.24  0.26  0.28  0.3
∆
P
(G
eV
)4
×
10
00
T, GeV
∆P vs T and µ
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Figure 2: The magnetic shift of the equation of state ∆P = P (eB, µ)−P (eB = 0, µ) for the magnetized
quark-gluon plasma with u, d, s quark flavors in finete chemical potential domain. For a ginven m.f.
each trajectory demonstrates triple splitting for different µ. Solid line is for µB = 0 and the dash-dotted
and dashed lines are for µ = 0.2, 0.4 GeV respectively for the given values of T and m.f. eB.
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Figure 3: The QGP trace anomaly density as function of temperature at various values of quark
chemical potential and magnetic field.
With the expressions for the gluons pressure from [47] and for the quarks pressure (22) we compute
the trace anomaly for dense QGP in external magnetic field and at finite chemical potential
∆ =
− 3P + µn
T 4
= T
∂
∂T
P
T 4
+ µn (40)
by means of partial summation of the series. The result is presented in Fig. 3.
6 Discussion
The e.o.s. magnetic shift ∆P = P (eB, µ) − P (eB = 0, µ) for the magnetized quark-gluon plasma
was calculated analytically for the first time in non-zero baryonic µ-sector. Avccording to FCM, all
four n.p. factors - megnetic Debye mass, Polyakov line, chemical potential and the magnetic field
enter in the e.o.s in the same way and the resulting e.o.s demonstrates the balance between these
contributions resulting the smooth behaviour in the region near the deconfinement transition. The
futher development of the FCM technique for the dense quark-gluon plasma implies an analytical
continuation of the Matsubara series to the region of the high-dense qgp.
The trajectory for the magnetic shift value ∆P could be interpreted as a difference of the longi-
tudinal components of the pressure ∆Pz in a whole region. The transversal component of pressure
difference ∆P⊥ could be associated with ∆P only for weak magnetized qgp, i.e. rB/l  1 and the
qgp is quasi-isotropic. The calculation of the surface and magnetic response for the qgp to explain an
anisotropy problem will in detail is a a topic for the publication.
The qgp theory in the MF, based on FCM,i s essentially using nonperturbative properties of the
vacuum encoded in the Polyakov loop and the colormagnetic confinement, which are not influenced
by MF in the first approximation. The corresponding results without MF are in good agreement with
available data with and in zero chemical potential sector. With inclusion of the MF it acts strongly on
the quark motion and this is taken into account in the form of Landau levels, summarized in (32),where
also the effect of chemical potential is present. We have analyzed the pressure anisotropy in different
eB, T , µB regions in Fig. 2. As a whole one can see that our formalism allows to present a general
complicated piccture of the Pq(eB, µB, T ) dependences, not containing critical phenomena in this low
µf region.
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