We describe a technique for creating superpositions of degenerate quantum states, such as are needed for beam splitters used in matter-wave optics, by manipulating the timing of three orthogonally polarized laser beams through which moving atoms (or molecules) pass; motion across the laser beams produces pulses in the atomic rest frame. As illustrated with representative simulations for transitions in metastable neon, a single pass through three overlapping laser beams can produce superpositions (with preselected phase) of atomic beams differing by transverse momentum corresponding to the momentum of four photons. Like the two-photon momentum transfer of the tripod linkage pattern which it extends, the method relies on controlled adiabatic time evolution in the Hilbert subspace of two degenerate dark states. It is thus a generalization to multiple dark states (and larger transfers of linear momentum to the atomic beam) of the single dark state occurring with the stimulated Raman adiabatic passage (STIRAP) technique, and therefore it is potentially insensitive to decoherence due to spontaneous emission. By extending the tripod-linkage system to more numerous degenerate states, the technique not only increases the atomic beam deflections but, as we demonstrate, allows control over the superposition phase and amplitudes. LIke other techniques based on adiabatic time evolution, the technique is robust with respect to variations of the intensity, timing, and other characteristics of the laser fields. Unlike STIRAP, the same robust partial population transfer occurs for opposite timings of the pulse sequence, as is needed for such procedures as Hadamard gates.
We describe a technique for creating superpositions of degenerate quantum states, such as are needed for beam splitters used in matter-wave optics, by manipulating the timing of three orthogonally polarized laser beams through which moving atoms (or molecules) pass; motion across the laser beams produces pulses in the atomic rest frame. As illustrated with representative simulations for transitions in metastable neon, a single pass through three overlapping laser beams can produce superpositions (with preselected phase) of atomic beams differing by transverse momentum corresponding to the momentum of four photons. Like the two-photon momentum transfer of the tripod linkage pattern which it extends, the method relies on controlled adiabatic time evolution in the Hilbert subspace of two degenerate dark states. It is thus a generalization to multiple dark states (and larger transfers of linear momentum to the atomic beam) of the single dark state occurring with the stimulated Raman adiabatic passage (STIRAP) technique, and therefore it is potentially insensitive to decoherence due to spontaneous emission. By extending the tripod-linkage system to more numerous degenerate states, the technique not only increases the atomic beam deflections but, as we demonstrate, allows control over the superposition phase and amplitudes. LIke other techniques based on adiabatic time evolution, the technique is robust with respect to variations of the intensity, timing, and other characteristics of the laser fields. Unlike STIRAP, the same robust partial population transfer occurs for opposite timings of the pulse sequence, as is needed for such procedures as Hadamard gates. There exist many techniques for transferring population completely and selectively from one quantum state-say, a -to another quantum state-say, b . Many of these techniques also provide the possibility to create a superposition of the two states-say, ⌽͑͒ = cos a + sin b or, more generally, ⌽͑,͒ = cos a + exp͑i͒sin b , ͑1͒
with prescribe mixing angle and superposition phase . When the two quantum states refer to internal excitation that accompanies the absorption of a photon (or, more generally, n photons) in an atomic or molecular beam experiment, then each transition necessarily accompanies a change of transverse momentum of the atom or molecule. In an n-photon transition the atom will absorb momentum nបk transverse to the atomic beam axis, where k = / c for a photon of angular frequency , and will undergo a corresponding deflection. The deflection may take place in two steps: absorption of forward-moving photons followed by stimulated emission of backward-moving photons-a total of n all together. The state superposition then corresponds to the creation of a coherent superposition of two matter waves having different momentum directions. Such superpositions of transverse center-of-mass motion are a key ingredient in schemes for creating matter-wave beam splitters, an essential element in the construction of an interferometer using matter waves rather than optical waves. Figure 1 illustrates schematically the momenta arrangements of such a superposition, in which each of the two beams is deflected by the angle = arctan͑nk / K 0 ͒ [1] [2] [3] [4] [5] .
In principle, it is a simple matter to create such a superposition ⌽͑ , ͒ using a resonant one-photon transition between nondegenerate states or, alternatively, a resonant twophoton Raman transition; the mixing angle is then just the temporal pulse area a: pulse areas, and hence they are sensitive to variations of both the peak intensity (i.e., the square of the Rabi frequency) and the pulse duration T.
A highly desirable property for any such technique is insensitivity to various characteristics of the pulses that produce the excitation. Such things as laser phase or pulse duration and intensity (pulse area), for example, may be difficult to control precisely. Adiabatic processes typically are more robust than techniques that rely on precisely controlled temporal pulse areas (as with so-called pulses, whose temporal area is an odd-integer multiple of ). For pulses the population change is often directly proportional to temporal area; under such a situation an error of 1% in pulse area will produce a 1% error in mixing angle. By contrast, adiabatic processes are insensitive to pulse area and can be made to depend only quadratically upon the principal experimental parameters, the temporal delay between pulses.
B. Historical context
One of the techniques frequently used for robust population transfer, and potentially available for the creation of superpositions, is stimulated Raman adiabatic passage (STI-RAP) [6] . This technique uses two pulses, offset from each other in time, and the Raman coupling a ↔ c ↔ b . One of the conditions for successful complete population transfer a → b is that the two pulses occur with a definite time ordering (the so-called counterintuitive sequence) in which the c-b pulse precedes the a-c pulse. Such a pulse sequence is unsatisfactory for the return transition b → a , and so STIRAP is not a technique available for constructing Hadamard transformations.
The addition of one more linked quantum state, extending the system from a three-state linkage to a four-state tripod linkage, provides the needed additional flexibility to devise pulse sequences that have prescribed effects on each of the potential starting (ground) states a or b [5, 7, 8] .
The use of the STIRAP technique to produce deflection of an atomic beam as part of a beam splitter was first proposed by Marte et al. [1] and was subsequently demonstrated in beams of metastable helium [2] and cesium [3] . This concept was also demonstrated in a beam of metastable neon atoms, where two applications of a five-state STIRAP-like process led to beam momentum splittings of 8បk [4] . Recently a four-state linkage in metastable neon, used with a STIRAPlike procedure, has been used to create a superposition of two states with arbitrary preselected phase, starting from a third state [9] . By contrast, the superpositions described in the present paper are of the initial state and a second state.
The STIRAP procedure makes use of a so-called dark state: an adiabatic state constructed from two stable or metastable states that do not fluoresce. The extension of the original three-state chain of STIRAP to longer chains, all with a single dark state, was discussed several years ago [10, 11] . The benefits of extending the coherent dynamics of the single dark state of the system (or its generalizations) to the two dark states of the tripod system have been pointed out [7, 8] . The experimental demonstration of superposition creation, and consequent beam splitting, in a tripod system was first demonstrated by Theuer et al. in a beam of metastable neon atoms [5] . The tripod system was subsequently proposed as the basis for a Hadamard gate by Duan et al. [12] . We note that linkage patterns allowing more than two dark states have been discussed, [13] [14] [15] although their use has not yet been exploited.
In the present paper we extend the previous work on tripod systems [5, 8] to consider a generalization to larger numbers of coupled quantum states and two dark states, as occurs when one has transitions between degenerate angular momentum states. We will illustrate the proposal with simulations appropriate to metastable neon.
II. HAMILTONIAN
We consider a degenerate two-level system, having ground energies E g and excited energies E e Ͼ E g , whose degeneracy originates in the orientation degeneracy of the angular momentum, J g and J e , of the ground and excited levels, respectively. We take the interaction to be that of an electric dipole d with the electric field E͑t͒ evaluated at the center of mass of an atom moving with constant velocity v across laser beams. For an electric field expressible as a sum of polarization components in spherical coordinates, all at the same frequency =2c / ,
the electric dipole interaction Hamiltonian is
Here E −q ͑t͒ is the electric field amplitude (generally complex valued) associated with the unit polarization vector e q and the dipole component d q , for the three choices q =−1,0, +1. We make the usual rotating-wave approximation (RWA) by writing the state vector as
and choosing e ͑t͒ = g ͑t͒ + t. In the Hamiltonian we replace the cosine with its cycle average 1 / 2. With allowance for three independent polarization fields the interaction Hamiltonian matrix elements can be written, in the RWA, as
͑6͒
Here and henceforth q is constrained to take the value q = M e − M g . We extract the dependence on magnetic quantum numbers as a Clebsch-Gordon coefficient using the WignerEkart theorem (cf. [16] , Sec. 20.5), writing
where the Rabi frequency ⍀ q ͑t͒ is proportional to the reduced dipole-moment matrix element ͑J e ʈdʈJ g ͒ϵd eg and to the field amplitude E q ͑t͒:
Although the Clebsch-Gordon coefficients are real values, as will be noted the field amplitudes may be complex valued, and so the Rabi frequencies also must be allowed this genrality.
A. Two-state superposition
Our concern is primarily the creation of a 50:50 superposition ͑ = /4͒ of two of the ground-state sublevelsnamely,
with the notation ͉J , M͘ for an angular momentum state. Various atomic and molecular systems can be found on which to demonstrate the concepts presented above, involving two dark states. Here we discuss first a generic tripod scheme ͑J g =1͒, revealing in simplest form the basic principles. Such a scheme involves a two-photon transition from state a to state b, and hence a transverse momentum transfer from field to atom of 2បk. We follow this with a proposal for using a transition of metastable neon, for which J g = 2 and which offers the possibility of 4បk momentum transfer. We show that, despite having a multiplicity of c states in this case, it is still possible to create the desired superposition state. Figure 2 illustrates the general linkages of the well-known tripod configuration [7, 8, 12, 19] , starting from the three sublevels of J g = 1 and ending with the single sublevel of J e =0. The linkages are present at all time, whereas the linkages are pulsed, sequentially. The superposition of interest involves the states a = ͉J g ,−J g ͘ϵ͉1,−1͘ and b = ͉J g , +J g ͘ ϵ͉1, +1͘.
B. Tripod linkage pattern

C. Needed linkages
To create the desired linkages, a multistate generalization of the tripod system, we require laser beams capable of exhibiting each of the three orthogonal polarizations appropriate to spherical coordinates, usually termed + , − , and . The selection rules for electric dipole radiation, assumed here, allow three types of linkages between upper and lower levels, distinguished by the selection rules
We will consider situations in which all three of these fields are present simultaneously. Because the sublevels are degenerate, all three types of transitions can be resonantly excited, as we shall assume, by a single frequency field ប = E g − E e . Then all diagonal elements of the RWA Hamiltonian vanish.
Our interest here is with an atomic beam experiment (in contrast with experiments with trapped ions or atoms). We take the axis of the atomic beam to define the y axis. Then the first of these fields can be obtained from a circularly polarized laser beam propagating along the z axis, perpendicular to the atomic beam. By means of a beam splitter and mirrors, this same laser beam can serve as the source of the second field, propagating also along the z axis, possibly in the opposite direction. The third field, the polarization, requires a laser beam propagating along the x axis, perpendicular to both of the beams and to the atomic beam, with linear polarization along the atomic beam axis. Figure 3 illustrates the assumed geometry of such situations, obtained from a single laser field, passing through a suitable arrangement of mirrors, lenses, beam splitters, and polarizers. The + and − beams propagate in parallel, but spatially offset; the atomic beam travels perpendicular to each of these laser beams.
The result of these overlapping traveling-wave fields is seen, in a reference frame moving with the atomic center of mass, as a sequence of pulses. By suitably adjusting the beam widths and the separation of their centers, it is possible to create fields in the center of mass of the moving atoms as shown in Fig. 4 : a long but weak -polarization pulse that overlaps the two -polarization pulses. These latter pulses are offset from each other in time and will be assumed to have equal amplitudes. However, in addition to a temporal offset between the + and − pulses, as seen by the moving atoms, there can be a phase delay ⌬ between these two fields, perhaps originating in a different path length from the beam splitter; this appears as a phase of the field envelope E q ͑t͒. As we shall demonstrate, phases do affect the excitation dynamics in this system.
D. Parametrizing the interaction
The time dependence of the pulsed field derives from the spatial variation of the laser beams, across which atoms move with constant speed v, and thus the temporal pulse shape is a direct transcription of the spatial beam profile. Although typical laser beams are idealized as Gaussians, advantages are to be expected from beam profiles whose central distribution has a slower variation. To demonstrate this we take the spatial profile to be of generalized Gaussian form. For those beams traveling along the z axis it is
and thus, with the assumption that the atoms pass through the beam center ͑y =0,x =0͒, the time dependence is
where the pulse duration T is obtainable, for given atom velocity v and beam waist w, as T = w / v. The power in the beam is evaluated as
where A is the integral of the generalized Gaussian:
Resonant two-state coherent excitation is often parametrized by the temporal pulse area, defined as the time integral of the Rabi frequency. When degeneracy is present, there are numerous dipole transition moments (from the numerous combinations of magnetic quantum numbers) and hence numerous Rabi frequencies. We shall use just three pulse areas a q , q = 0 , ± 1, corresponding to the use of the single reduced dipole moment:
When expressed in terms of beam power p q and atom velocity v as the two essential experimentally controllable parameters, the temporal pulse area a q is independent of the beam waist:
Thus the peak Rabi frequencies are expressible variously as
E. Defining the pulses
We shall write the time dependence of the Rabi frequencies in terms of real-valued functions f q ͑t͒ having unit peak value
and explicit phases q . To permit modeling a variation in the pulse shape we take the temporal shape to be a hyperGaussian (for n = 2 this is a Gaussian)
That is, the two polarization pulses are offset in time by and the polarization pulse is essentially constant during the other pulses. Although the magnetic sublevels associated with the lower-lying levels may remain immune to spontaneous emission loss, the upper sublevels have no such constraint. The assumed dipole linkages that produce laser-induced excitation will also provide links for spontaneous emission. The effect of such transitions can only be treated correctly by means of a density matrix equation; see the Appendix.
We are interested in partial population transfer between two of the degenerate magnetic sublevels of the lowerenergy level. Specifically, we consider partial transfer between the two extremes, those with M g =−J g and M g = +J g .
III. DARK STATES
As in previous work on the and tripod linkages, our interest lies with systems for which the degeneracy of the ground levels exceeds that of the excited level, so that at least one dark state exists. In particular, we assume that the angular momentum of the higher-energy level, J e , is J g −1.
The total number of magnetic sublevels-and thus the total number of quantum states-is N =4J g . The structure of the linkage patterns of interest, in which there exist two more quantum states of the lower degenerate level than of the upper degenerate level, means that for any combination of polarization linkages the system is equivalent, at any instant of time, to a set of N b =2J e +1=2J g − 1 independent two-state systems (an excited state paired with a bright ground state), plus two additional states (dark states) constructed from the set of ground states [17] . These have no connection to the excited states; they are unaffected by the radiation at that moment. The composition of these two dark states varies as the pulse polarizations vary, but they never include any component from the upper manifold of states. Thus the dark states never undergo spontaneous emission-they do not fluoresce.
This property, of multiple dark states, differs from the situation in STIRAP, where there is only a single dark state. In that case it is possible to transfer population from state a to state b via counterintuitive pulses (Stokes before pump) or to create a superposition of these states starting from state a , but the requirement of counterintuitive pulses means that these pulses will not transfer population from b back to a ; nor will they create a desired superposition starting from state b : there is an asymmetry between the states of this system which prevents the use of STIRAP for the creation of a Hadamard gate, for example.
The situations discussed in the present paper also differ from the tripod linkage discussed earlier in having more than one state comprising what is here termed the c setdegenerate ground states that are neither the a state or the b state. As will be demonstrated, the extra complication does not prevent a similar production of a superposition; in fact, it allows control of the phase of this superposition
In treating adiabatic evolution it is desirable to use the adiabatic states ⌽ j ͑t͒, solutions to the eigenvalue equations
The adiabatic states are orthogonal and are assumed normalized, ͗⌽ i ͑t͉͒⌽ j ͑t͒͘ = ␦ ij . We know that in our system there exists a subspace of two degenerate dark states, which we take to be the first two of this set. They are identifiable by their null eigenvalues, 1 ͑t͒ = 2 ͑t͒ =0. We aim to start in a state within this two-dimensional dark space and to ensure that the time evolution thereafter is adiabatic, as will happen if the energy separation between the adiabatic energies of the dark states and those of any other adiabatic state is large. Under these conditions we can write the state vector as
Such a restriction to the subspace of two dark states is justified if the initial state is within this subspace (as it will be in our systems) and if the subsequent evolution is adiabatic. The condition for this can be shown to be that all the pulse areas be large:
Because these two adiabatic states are degenerate, their amplitudes A j ͑t͒ will not remain constant. Their changes are governed by the equations
where the coupling is
͑23͒
It follows from Eq. (22) that after the conclusion of all pulsed interaction, which we take to be as t → ϱ, the adiabatic amplitudes take the values
where the dark-state mixing angle is the integral of the coupling:
Unlike the mixing angle of single-photon excitation, this angle does not depend on the pulse area: it is a geometrical rather than dynamical angle [8, 12, 18, 19] .
A. Linkage pattern of neon Figure 5 shows the important transitions of metastable neon. The two degenerate levels considered are 3 P 1 ͑J e =1, M e =−1,0,1͒ and 3 P 2 ͑J g =2, M g =−2, ... ,2͒. The superposition of interest involves the states a = ͉J g ,−J g ͘ϵ͉2,−2͘ and b = ͉J g , +J g ͘ϵ͉2, +2͘. The complete transfer of population corresponds to a transverse momentum change from four photons. We denote the corresponding probabilities, following pulse completion, as P a and P b .
Spontaneous emission occurs from the 3 P 1 levels to the lower-lying 3 P 1 and 1 P 1 levels of the 2p 5 3s configuration, with rates, respectively, ␥ decoh = 0.011 ns −1 and ␥ out = 0.0438 ns −1 . Of these decays, 20% goes to the 3 P 2 level of interest. Figure 6 illustrates the general linkages of this situation. The linkages are present at all time, whereas the linkages are pulsed, sequentially. The Appendix presents the RWA Hamiltonian matrix elements in detail. As with the tripod system, there are two dark states for this system. However, the transition between states a and b involves four photons, so this transfer will be accompanied by a linear momentum change of 4បk.
B. Useful observables
To complete the definition of the superposition states we require the angle of Eq. (1). Our goal can be usefully quantified through the use of a two-state density matrix by defining the populations P a ͑t͒ϵ aa ͑t͒ and P b ͑t͒ϵ bb ͑t͒ together with the Bloch variables u͑t͒ + iv͑t͒ = ab ͑t͒ and w͑t͒ = bb ͑t͒ − aa ͑t͒ ͑27͒
for the two states of interest. A typical objective is to start all the atoms in state a, with initial conditions u͑t͒ = v͑t͒ = 0 and w͑t͒ =−1 at t → −ϱ, and by subjecting the atoms to a crafted pulse sequence to obtain the results ͉u͑t͉͒ = 1 and v͑t͒ = w͑t͒ = 0 after the pulse completion, at t → + ϱ. The goal of creating a 50:50 superposition corresponds to rotating the Bloch vector by / 2 from its initial alignment.
IV. SIMULATION RESULTS
In this section we provide illustrative simulations of pulsed excitation of the two systms defined in the previous section: a simple four-state tripod system and a more elaborate eight-state linkage system.
A. Essential parameters
We shall assume that the two -polarization pulses have the same peak intensities, meaning that areas a +1 = a −1 ϵ a, and have the same pulse widths T, but we allow them to have different phases; they are offset in time by . When solving the Schrödinger equation it proves useful to express all times in multiples of the pulse duration T (accomplished by setting T = 1 in the various algebraic expressions) and to express the three-peak Rabi frequencies ⍀ q ͑0͒ in terms of pulse area and phase, ⍀ q ͑0͒ = a q / A exp͑i q ͒, where A is the normalization area of Eq. (12) .
We assume that the -polarization pulse is of much longer duration than these pulses and that its peak value is centered midway between the other two pulses. For computations we often take it to be of constant amplitude. We characterize this field by the ratio of peak electric field amplitudes or, what is the same thing,
The excitation dynamics is affected also by the phase of this field, as we note in Sec. IV F. Even with the foregoing simplifications, several parameters are needed to describe the pulse sequence: one pulse area a, the ratio of amplitudes ␤, the delay , and, taking the phase of the − pulse as a reference, the two phases +1 and 0 . As befits adiabatic procedures, there is typically a minimum value of the area a that must be exceeded for the results to be satisfactory, but any larger area will produce the same results. As will be noted, there are particularly desirable choices for the two adjustable phases. Thus the search for optimum conditions for producing a specified superposition [and a corresponding optimum path in the parameter space ͑⍀ + , ⍀ 0 , ⍀ − ͒] reduces essentially to a search in a twodimensional parameter space, that of ␤ and .
B. Tripod system
The dynamics of the tripod system has been considered earlier in some detail [7, 8, 12, 19] . As has been noted, it is possible to achieve population balance using pulses ordered either intuitively (the + , connected with the initially populated state a, occurs first) or counterintuitively (the − occurs first). The two orderings correspond to atoms passing through the laser beams in opposite directions. dependence of the populations in the states of interest, a, b, and c. This latter population is only transient: at the end of the pulse sequence only states a and b have population. The population in the excited state e is at all times too small to be seen. Some idea of the adiabatic nature of the evolution displayed in Fig. 7 can be obtained from the time-integrated population in the excited state, ͐dtP e ͑t͒. For Fig. 7 (a) this value is 1.4ϫ 10 −3 T, while for Fig. 7 (b) it is 7 ϫ 10 −4 T. In obtaining these plots, which demonstrate successful 50:50 superposition but without indication of the phase, we first fixed the pulse area and phases, and then iteratively found satisfactory values for and ␤.
To appreciate the complementarity of these two delay values and to see the phase of the superposition, it is useful to examine values of the Bloch variables at the end of the pulse sequence. For a perfect 50:50 superposition (maximal coherence) these values are w = 0 and u 2 + v 2 = 1. Figure 8 shows such a plot. The equality of population ͑w =0͒ occurs here at = ± e , where e = 1.2T. We see that the population inversion w is symmetric about = 0, but that the curve of the phasesensitive variable u vs is antisymmetric; when = + e , we find u = + 1, while for =− e the coherence is u = −1. These two values are associated with the two coherent superpositions ͉a͘ ± ͉b͘. It should be noted that these simple symmetry properties occur only when the evolution is adiabatic.
C. Metastable neon: Numerical values
Although the simulation of this system need make no specific reference to either the laser power or the the laser intensity, it is useful to associate various choices of pulse area with realistic values of those quantities. For that purpose it is only necessary to have available a dipole moment. To obtain the reduced dipole transition moment d eg we use the connection between the Einstein A coefficient (here in cgs and then atomic units):
and the transition strength
We then have the formula 
D. Gaussian beams: Optimizing ␤ and
In the following sections and figures we consider the extension of the four-state tripod results shown above to the eight-state neon system. We first consider purely Gaussian beams, n = 2 in Eq. (17) . With a suitable choice of area, phases, delay, and ␤ one finds a time dependence as shown in Fig. 9 . Here, as in Fig. 7 , are displayed the time dependence of the populations in the states of interest, a and b, but now c denotes the summed populations in all the other three ground states. This latter population is only transient: at the end of the pulse sequence only states a and b have population. The population in the excited states is at all times too small to be seen; the time integral of P e ͑t͒ is 1.6ϫ 10 −3 T. Figure 9 , appropriate to neon, is to be compared with frame (a) of Fig. 7 , for the tripod system. The qualitative behaviors of curves a and c are similar, but they are by no means identical.
In obtaining this plot, which demonstrates successful 50:50 superposition but without any indication of the phase, we first fixed the pulse area and phases, and then iteratively found satisfactory values for and ␤. A similar superposition, but with opposite phase, is obtained with the choice = −1.5 while all other parameters remain the same. This solution corresponds to a situation where the atoms move across the beams in the opposite directions. Figure 10 shows such a plot. The equality of population ͑w =0͒ occurs here at = ± e , where e = 1.2T. We see that the population inversion w is symmetric about = 0, but that the curve of the phasesensitive variable u vs is antisymmetric; when = + e , we find u = + 1, while for =− e the coherence is u = −1. These two values are associated with the two coherent superpositions ͉a͘ ± ͉b͘. Figure 10 displays results for an optimal choice of the Rabi ratio-namely, ␤ = 0.318. This plot is qualitatively similar to Fig. 8 . In both cases the curve of w vs is symmetric about = 0 and that of u vs is antisymmetric. However, the details of the two plots differ noticeably.
In making these plots we selected ␤ so that w approached but did not exceed 0. Figure 11 illustrates the effect of varying the choice of ␤. When ␤ is larger than the optimum value, the inversion w is never complete for any delay. When ␤ is smaller than optimum, there are four possible values for which w = 0 and 50:50 superpositions occur. However, unlike the situation of Fig. 10 , where an error in choice of affects the superposition quadratically, here the effect of such an error is linear, and therefore these choices of ␤ are less desirable.
E. Effects of the pulse shape: Hyper-Gaussian beams
Gaussian profiles are the usual forms assumed for focused laser beams, but in principle other shapes are possible. As the beams become more rectangular, there is a longer interval of delay over which the 50:50 superposition occurs. Figure 12 , for a Gauss-6 beam [n = 6 in Eq. (9)], illustrates this.
The increasing rectangularity of the pulse does not prevent adiabatic evolution and has definite advantages: the production of population equality is less sensitive to the choice of pulse delay. With increasing n there occurs an increasingly wide range of delay values for which the desired superposition occurs.
F. Effects of the pulse phase
For the tripod system the relative phases of the pulses only affects the phase of the superposition (i.e., whether u or v or some combination occurs when w =0). However, for J g = 2 the relative phase of the two pulses has a profound effect on the excitation dynamics. This can be seen even in the simple choice of a change in sign, as is obtained with the choice −1 = +1 = 0, rather than the choice above in which the two phases differed by . Figure 13(a) , for equal phases, illustrates this assertion. Here there are four possible choices for that will give the desired superposition. Figure 13(b) shows the dependence when the two are 90°out of phase. In this case a 50:50 superposition is possible at two times, but at each of these both u and v are nonzero: the superposition has a complex phase.
The phase of the -polarization pulse also matters. Figure  14 shows the Bloch variables as a function of this phase. As can be seen only the choices 0 = n for integer n will allow the desired superposition.
G. Understanding the effect of the pulse phase
An understanding of the dynamics can be obtained by considering first a four-state tripod linkage, with population initially in state a, as indicated in Fig. 15(a) . This system is to be subjected to a long pulse and a sequence of + and − pulses. We can regard the overall dynamics as three stages.
(i) In the initial stage, prior to the presence of the − pulse, there is first a pulse and then a stronger + pulse. These two provide the conventional counterintuitive pulse sequence (of STIRAP) to transfer all population from state a into state c, a temporary residence; see Fig. 15(a) .
(ii) In the second stage of the interaction all pulses are present: the and + pulses form an "intuitive" sequence for reversing the population transfer from state c back into state a. The − pulse serves to produce a dynamic Stark shift of these two states, thereby preventing continued two-photon resonance. Therefore only a portion of the population returns to state a, and a coherent superposition is created. The amplitudes of this superposition do not depend on the phases of the applied pulses.
(iii) In the final stage of the interaction only the − and pulses are present; see Fig. 15(b) . These provide a counterintuitive (STIRAP) sequence for moving population from state c into state b, the desired final destination. Because some population has returned during stage 2 into state a, the final result is a coherent superposition of states a and b.
The situation is more complicated when there are more linkages, as is the case with metastable neon we have considered above; see Fig. 16 . Nevertheless, we can identify three stages of the dynamics.
(i) In the initial stage, prior to the presence of the − pulse, there is first a pulse and then a stronger + pulse. The resulting "counter-intuitive" pulse sequence transfers population into one of the c states; see Fig. 16(a) .
(ii) In the second stage of the interaction all pulses are present. There is population transfer back into state a. During this stage the various state vector amplitudes acquire phases that depend on the phases of the laser pulses.
(iii) In the final stage of the interaction only the − and pulses are present; see Fig. 16(b) . Population moves from the c states into state b. The phases of the c-state components is critical in determining the result of the final stage.
H. Decoherence processes
In an atomic beam experiment collisions have no influence, but the possibility of spontaneous emission is always present. Only this mechanism can produce changes not predicted within the coherent dynamics of the Schrödinger equation.
As described here, the successful creation of a superposition takes place by means of adiabatic time evolution in which the state vector is restrained to a degenerate dark space. Were the time evolution to be completely adiabatic, then no population would be present in the excited states at any time, and therefore spontaneous emission could not take place. Such time dependence can be successfully modeled using the Schrödinger equation. The dependence on such experimentally controlled quantities as beam power, beam waist, and atomic velocity occur only through the single parameter, the temporal pulse area (time integral of the Rabi frequency).
The time evolution in any real experiment will deviate to some extent from the adiabatic ideal, and with this deviation some population may come temporarily into the excited states. Thus it is desirable to verify that the assumed adiabatic evolution does describe situations of possible experimental interest.
We expect that when pulses are shorter than the spontaneous emission lifetime, meaning ␥T Ͻ 1, then any excitedstate population will have little liklihood of decaying, and hence we expect the Schrödinger equation to remain satisfactory, even though the evolution may not be adiabatic. Only when the pulses become much longer can the effects of spontaneous emission be felt. But as the pulses become longer, we expect the evolution to become more adiabatic, and so the influence of the excited states should become less evident.
If spontaneous decay proceeds primarily to states other than those of the set of states being modeled by coherent excitation (i.e., the system is "open"), then such effects can be satisfactorily treated by simply including a loss (imaginary energy) from the upper state. However, with the neon system considered here this is not a good approximation: an appreciable fraction of the decays are to the states of interest. Such a situation requires treatment using a density matrix. The lifetime of the 3 P 1 state of neon, 18 ns, provides the needed time scale for simulating the effects of spontaneous emission; the condition ␥T = 1 implies T = 18 ns.
To verify the validity of our approximation, under assumed experimental conditions, we have carried out simulations using more elaborate density matrix equations of motion, as discussed in the Appendix. These are for the full set of eight sublevels, not just the a-b pair, and they take into account both the losses of probability from spontaneous emission outside of the chosen two degenerate levels, and the return of population within the chosen set.
With the density matrix equations the behavior can be considered as depending on two parameters: the pulse area (an absolute quantity) and the pulse duration relative to the lifetime of the excited state, or ␥T. For the simulations reported in previous sections we have taken the pulse area to be 200. With this value the population in the excited state is seen to be small, and the results are seen to be essentially independent of pulse area. However, with the beam parameters mentioned above, including a pulse duration of T = 2000 ns, we have ␥T Ͼ 100, and so even a small transient excitation can have an appreciable effect.
The error produced by spontaneous emission affects our results in two ways.
(i) Loss of probability out of the eight-state manifold will mean that fewer atoms remain in any superposition. Loss from the two-state manifold will similarly diminish the available atoms. To measure this effect we examine the normalization w =1−Tr, where is the 2 ϫ 2 density matrix of the a-b sublevels.
(ii) Within this reduced numbers of atoms there will occur loss of coherence, as measured by the error u = u /Tr − u coh between the Bloch component u in the presence of spontaneous emission and the value u coh obtained by neglecting all spontaneous emission. Among those atoms that have not been lost to other manifolds, this is a measure of the attainable coherence and, hence, of the coherence loss due to spontaneous emission. Figure 17 shows examples of the effect of spontaneous emission upon the two-state normalization, as a result of (a) varying the pulse duration (by adjusting the beam waist or the atomic velocity) or (b) as a result of varying the pulse area (by adjusting the beam power). The uppermost curves of the two frames are the same; the subsequent curves reveal how errors can be improved either by making the pulses shorter so that the atom spends less time in the excited state or by increasing the power, so that the evolution is more adiabatic.
As can be seen, even though the excited-state population is never large, the product of this population with ␥T can be appreciable. Thus considerable population is lost when one has pulses as long as 2000 ns.
It is significant that, although population is lost and therefore fewer atoms are available to provide the desired superposition nevertheless the superpositions of the remaining atoms remains good. Figure 18 shows examples of the effect of spontaneous emission upon the coherence, as a result of varying the pulse duration (by adjusting the beam waist or the atomic velocity) or as a result of varying the pulse area (by adjusting the beam power).
These plots show that the experimental conditions described earlier should suffice to permit the formation of co- herences with degradation error of around 0.04 and that an increase of power by a factor of 25 (a factor of 5 in Rabi frequency) would be needed to drop this error to 0.01.
V. SUMMARY AND CONCLUSIONS
In common with other coherent excitation schemes for manipulating atomic beams, our scheme requires a preliminary step of optical pumping to replace the typical thermal distribution of populations among all magnetic sublevels by a situation in which all atoms are in a single quantum state of internal excitation, termed here the a state. From this start, the three laser beams produce the desired superposition of internal excitation and the consequent superposition of the transverse translational motion.
We mention that this preparation can be done without loss of population by optical pumping with circularly polarized light on the 3 P 2 -3 D 3 transition, since this forms a closed system.
Our proposed scheme for producing 50:50 superpositions is an adiabatic process. As such, it can be improved by increasing the pulse areas of the pulses, with consequent increase in laser-power requirements. In particular, the contamination (and consequent decoherence from spontaneous emission) from excited states can be lessened by using larger pulse areas.
Extension from the tripod to more general linkage systems, associated with angular momentum larger than 1, is readily accomplished. The general principles acting to achieve coherent superpositions with the tripod system work equally well for more general systems; it is only necessary that J g Ͼ J e , so that there be two dark states. As the angular momentum increases, so too will the momentum transfer and, in turn, the separation of the two beams from a beam splitter. Thus it is advantageous to use large angular momenta.
The creation of a superposition state in the manner described in the present paper has a symmetry of initial and final states that is absent with conventional STIRAP: starting with either initial state and applying a fixed pulse sequence, one arrives through adiabatic evolution to a specific superposition-say, ͉a͘ + ͉b͘. Subsequent reversal of the pulses returns the system to the initial state. This can be understood by following the evolution of the Bloch vector from pole to equator and back. Such behavior is needed for the construction not only of beam splitters and atomic optics elements, but also for the construction of Hadamard gates and other elements needed for quantum information processing.
Our simulations with the density matrix give an idea of the degree to which the proposed superpositions can be accomplished in the presence of spontaneous emission. With known radiative properties of neon and assumed values of the lasers and atomic beam, errors of 0.04 or less should be possible; these can be reduced by increasing the laser power or shortening the pulse duration.
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APPENDIX: SIMULATING SPONTANEOUS EMISSION
To test the the applicability of the Schrödinger equation to the neon system we used density matrix equations. We took these to be of Lindblad form [20] 
The coefficients ␥ decoh and ␥ out are, as defined in Sec. III A, ␥ decoh = 0.011 ns 
We integrate this equation numerically using the fifth-order Runge-Kutta method.
