Abstract-In this paper, a hierarchical system, in which each level is composed by a neural-based classifier, is proposed to recognize objects in underwater images. The system has been designed to help an autonomous underwater vehicle in sea-bottom survey operations, like pipeline inspections. The input image is divided into square regions (macro-pixels) and a neural tree is used to classify each region into different object classes (pipeline, sea-bottom, or anodes). Each macro-pixel is then analyzed according to some geometric and environment constraints: macro-pixels with doubt classification are divided into four parts and re-classified. The process is iterated until the desired accuracy is reached. Experimental results, which have been performed on a large set of real underwater images acquired in different sea environments, demonstrate the robustness and the accuracy of the proposed system.
I. INTRODUCTION

I
N THE last years, several studies have been focused on the problem of understanding images for autonomous underwater vehicle (AUV) navigation. In fact, recent market analysis has underlined that the cost of using AUVswill be in the next years lower than the actual costs of remote operated vehicles (ROVs) controlled by human operators. AUVsare designed to perform autonomously operations such as navigation and obstacle avoidance [1] - [4] , visual inspection of man-made structures like pipelines [5] and cables [6] , inspection and docking of off-shore structures [7] , detection of submersed object (e.g., mines [8] ), object manipulation [9] , etc.
Tascini et al. [5] developed a real-time imaging system for detecting and tracking a pipeline. The system is based on the integration of pipeline edges positions coming from six horizontal strips in the observed image. Most existing methods for detecting the position of pipeline edges are based on the Hough transform [10] , [11] or on classical edge detection methods [12] . However, if longitudinal strips appear along the pipeline due to sand, seaweed or to particular pipeline characteristics, these methods produce wrong classification of pipeline edges. An improvement in the detection of underwater pipelines as been proposed in [13] . The method uses a multilayer perceptron (MLP) network with a back-propagation learning algorithm to recognize pipeline edges in complex underwater environments. It is able to find right pipeline borders also if they are partially covered by sand or seaweed, and in the presence of longitudinal strips. The main drawback of this method is that the region classified as pipeline border is large about 30-50 pixels on standard video images (768 576 pixels), so that the estimation of the edge position and edge orientation is approximated.
In this paper, a hierarchical neural-tree classifier (HNTC) is proposed to recognize objects in underwater images. It has been developed to help an AUV in complex sea-bottom survey operations, like pipeline inspections. The proposed HNTC reaches a high classification accuracy, without losing either the great generalization capability of artificial neural networks or the ability to recognize straight object borders of Hough-based methods [10] , [11] . The input of the proposed system is represented by an underwater image compensated in intensity [14] , [15] and transformed into a two-dimensional (2-D) top-view representation. Fig.1(a) represents an example of a pipeline image, while Fig. 1(b) and (c) shows the same image after luminosity compensation and 2-D top-view transformation, respectively. The input image is divided into regions (called macro-pixels) and a neural tree (NT) [16] - [19] is used to classify each region into different object classes (e.g., pipeline, sea-bottom and anodes). Each macro-pixel is then analyzed according to geometric constraints: macro-pixels with uncertain classification are divided into four parts and re-classified. The process is iterated until the desired approximation is reached. Moreover, the system detects and recognizes some landmarks placed on the pipeline (i.e., anodes) the position of which is apriori known and it can be used to infer the AUV position along the pipeline [14] . The main advantage of using a NT instead of a classical neural network, (e.g., MLP, feedforward, etc.), is that the NT structure evolves autonomously according to the distribution of the patterns which compose the training set. Apriori information about the network structure (number of internal nodes, number of hidden neurons, number of hidden layers, connectivity between layers, etc.) is not required [19] .
The paper is organized as follows. Section II gives a general description of the proposed system and, in particular, a description of the hierarchical classification method. In Section III, a description of the decision strategy adopted to judge the correctness of the classification of some macro-pixels is presented. In Section IV, the pipeline characteristics and the features used by the classifier, for every type of image, are described. Finally, Section V shows some experimental results on real underwater images.
II. HIERARCHICAL CLASSIFIER
The general architecture of the HNTC is presented in Fig. 2 view transformation, is divided into square regions of pixels , called macro-pixels. Appropriate features are automatically extracted from each macro-pixel and a neural tree is used to classify the macro-pixel as belonging to a given object class (pipeline, sea bottom or anode). Classification errors or inaccuracies, which generally are focused on macro-pixels being on the object borders, are detected by a geometrical reasoning [14] and the corresponding macro-pixels are considered as "uncertain classified". In order to improve the final classification, uncertain macro-pixels are reclassified with greater accuracy by a multi scale method [20] . Fig. 3(a) shows the output of the first classification level, where sea-bottom regions are represented in grey level and pipeline regions in dark grey level, respectively. Macro-pixels characterized by uncertain classification are labeled in a different way [with a light grey level label in Fig. 3(b) ]. The input image is then divided into non overlapping macro-pixels [ Fig. 3(c) ] and the new classification is performed only on the uncertain macro-pixels [ Fig. 3(d) ]. As shown in Fig. 3(d) , the more detailed classification of discontinuity regions allows to estimate with great accuracy the position of pipeline edges. It is worth noting that there are some macro-pixels being on discontinuity regions that are not correctly classified. Again, uncertain macro-pixels [represented in light grey level in Fig. 3(e) ] are localized, divided into four regions and re-classified until a desired level of accuracy has been reached or the macro-pixel side became equal to 2. This method has the advantage that it allows a very fast classification of inner parts of pipeline or sea bottom regions (at the first level) with respect to a pixel by pixel classification of the whole image. On the other hand, discontinuity regions, where high accuracy is necessary, are classified at the last level. Moreover, inside the object regions, at the first level, the method reduces possible misclassification errors due to the presence of noise (which is typically distributed in small local areas of the input image).
When the whole image has been classified at the latest level, the algorithm calculates the position of the object borders in the original image coordinate system. In the case of pipelines, due to the presence of seaweed and encrustations, and to variations of the diameter, it happens that the pipeline border is not a straight line, and the diameter of the structure is not constant. To supply a unique information on border positions, the number of pixels classified as pipeline in every column of the output image is evaluated; a column is considered belonging to the pipeline if and only if is greater than a fixed threshold. Experimental tests suggest to fix the value of the threshold to one half of the column height. Then, pipeline borders are deduced as the straight lines before the first pipeline column and after the last pipeline column (from left to right). In Fig. 4 , the output of the processing (pipeline classification and pipeline border estimation) on the image in Fig. 2 is shown.
A. NT Classifier
A NT is a new hybrid concept whose creation was motivated by the combination of advantages of neural networks (NNs) [21] and decision trees (DTs) [22] . The proposed NT (for a more detailed description see [19] ) is composed by two different typologies of nodes: (a) internal nodes, which are represented by perceptrons with a sigmoidal activation function and (b) leaf nodes, which are simple class nodes (they assign to the current pattern the class to which their belong). Each internal node takes inputs, which represent the selected object features, and generates outputs, called activation values, one for each class. Let be the vector of input patterns and TS a convenient training set. The NT grows during the learning phase. At the beginning, the NT is processed by the root node, which tries to subdivide the training set into simpler subsets. A new level of nodes (children nodes) is added to the tree. If one or more subsets are correctly classified (entirely assigned to the correct class ), the corresponding children node becomes a leaf node. The other subsets are used to train other perceptrons that try to divide them into subsets. The algorithm ends when all the current nodes are leaves. Once the NT has been successfully trained, it can be used to classify new patterns. A new pattern is presented to the root of the tree, and the classification procedure move toward the tree in a top-down way following at each node a path determined by the highest activation values. When a leaf node is reached, the pattern is labeled with the classification provided by the current node.
III. UNCERTAIN PIXEL DETERMINATION
In this section, a description of the strategy adopted to estimate which pixels are uncertain is presented. The macro-pixels to be analyzed (the output of the classification) can assume two different values: 0 for pixel classified as sea bottom (class ) and to 1 for pixels classified as pipeline or anode (class ). Let be the image showing the classification of the original image at the level. Let be the pixel in the position in the image obtained after the th classification; corresponds to a macro-pixel in the original image of pixels centered in . In order to evaluate whenever the classification of the macro-pixel is correct, the classification obtained by neighborhood macro-pixels is considered. The mean classification value of surrounding macro-pixels is evaluated as follows: (1) and compared with two thresholds Th and Th . The following value is assigned to the classified pixels If corresponding to the class . If corresponding to the class . If corresponding to a new class , i.e., uncertain pixel. This method allows both to correct classification errors and to evaluate uncertain pixels to be classified again. The main idea to using geometric information is based on the fact that three possible situations can occur.
• A pixel is classified as sea bottom but it is surrounded by pixels classified as pipeline.
• A pixel is classified as pipeline but it is surrounded by pixels classified as sea bottom.
• The neighborhood pixels are partially composed by pixel classified as sea bottom and pixels classified as object. In the first two cases, as the probability of wrong classification of each macro-pixel is independent from the probability of wrong classification of the other ones, it is likely that the pixel classification is wrong and the algorithm automatically corrects the classification of the pixel. However, as in the third case, if the surrounding pixels are partially classified as pipeline and partially as sea bottom two possibilities can occur.
• The considered macro-pixel is closed to the pipeline border.
• There are some classification problems on the whole neighbor. In both cases, a more detailed classification of the macro-pixel is necessary. In order to obtain the described desired behavior, the thresholds should be:
and .
IV. UNDERWATER IMAGE ANALYSIS AND FEATURE EXTRACTION
An evaluation of the pipeline characteristics has been performed on a set of about 2000 images, acquired in very different environments and with different light conditions (the pipeline and the sea bottom characteristics remarkably change from an image to an other). Four different pipeline typologies, named red, black, spots, and gravel, have been considered, and, due to the extreme differences among them, it was necessary to train four different NTs. A pre-processing algorithm automatically evaluates, on the basis of the main image characteristics, at which type each image belongs [14] . In the following, the four pipeline typologies and the selected features are described.
A. "Red" Pipeline
Red pipelines represent the more common kind of pipelines in the test set (about 82%). Fig. 5(a) presents an example of image belongs to the class "Red" pipeline. From a compara- tive study of the Red component of the image and the Blue one, it emerged that the pipeline presents higher pixel values in the red image, while the sea bottom presents higher values in the blue one. For this reason, the first element of the feature vector has been obtained by subtracting to the median value of the blue component , computed on the whole elements composing the macro-pixel, the red one (2) where is the total number of pixels inside the macro-pixel (e.g., 1024, 256 and 64 respectively for 32 32, 16 16 and 8 8 macro-pixels), is the red component of the th pixel and the blue component of the same pixel. The remaining features have been selected from a representative set of pixels belonging to the considered macro-pixels in the gray-scale image. Fig. 6 shows the mask that is superimposed to the macro-pixel (represented as a square) in order to selected representative pixels positions (represented by black dots). The feature vector is composed of 18 elements (3) where are the values of the pixels selected as features in the grey-scale image. In Fig. 7(a) the distribution of the features is presented in the (Blue-Red) plane versus the grey level plane. The black dot correspond to pipeline features while the grey ones the sea bottom features.
B. "Black" Pipeline
A smaller set (about 4.5%) of test images contains a black pipeline on a brighter sea bottom. Fig. 5(b) presents an image belonging to the class "Black" pipeline. In this case, the subtraction of the red component of the image from the blue one generates an image in which pipeline pixels have positive values and decidedly lower than sea bottom ones. For the Black type, a new NT with the same features of the Red type has been developed. However, the problem is slightly more complicated by the fact that, in several images, the anode response is more similar to the sea bottom than to the pipeline object. In Fig. 7(b) the features distribution in the (Blue-Red) plane versus the gray plane is presented. Like in Fig. 7(a) , the black dot corresponds to pipeline features while the gray ones to sea bottom features; moreover, the features corresponding to the anode class are presented as light gray dots.
For this reason, it is necessary to consider the anode object as a different class and to distinguish anodes from both pipeline and sea bottom at the same time. A post-processing merging step is added to merge pixels belonging to pipeline and anode class.
C. "Spot" Pipeline
This is an intermediate class between the Red and the Black one, and correspond approximately to the 10% of the whole test set. Fig. 5(c) presents an example of image belongs to the class "Spot" pipeline. Spot pipelines do not present definite characteristics except a great variability of the intensity (the spots) on the pipeline both in the gray-scale image and in the difference image between the red and blue components. Therefore, the feature used were the variance of the red component minus the blue component of the image, and the variance of the gray scale image. [Please see (4) at the bottom of the next page.] where represents the mean value of . The feature distribution in the plane is shown in Fig. 8(a) . 
D. "Gravel" Pipeline
This type represents very complex images containing pipelines on a gravel or a seaweed. The whole test set contains about 3.5% of these images. Fig. 5(d) presents an image belongs to the class "Gravel" pipeline. This pipeline presents two lateral bands of intensity brighter than the sea bottom. No significant texture characteristic of the pipeline or the sea bottom has been found to discriminate the images belonging to this class. Moreover, high order moments don't allow to discriminate between the pipeline and the sea bottom. However, as this kind of pipeline presents two lateral strips, the classification is focused on the detection of these strips (Fig. 9) . The features extracted are the mean value of the macro-pixel on the gray scale image and seventeen pixels in the same position of Fig. 6 (5)
In Fig. 8(b) , the mean on the gray-scale versus the mean of the features is shown.
E. Anode Characteristics
From an accurate study of the image characteristics, it happens that, for the 87% of the images containing anodes in the test set, the anode presents characteristics very similar to the pipeline, so that a NT trained to recognize pipeline from sea bottom, recognizes anodes as pipeline. For all the pipeline typologies, except the black (where the anode position is evaluated by using the same tree applied to find pipelines), extensive experiments demonstrate that the characteristics of the image computed on the macro-pixels, vary form pipeline and anode regions (6) where are the red, green, and blue components of the image. However, as the illumination conditions of the image change suddenly, the image has been selected to extract the features. The term is the average value of the pipeline intensity (the position of the pipeline is evaluated thanks to the classification into the two classes "pipeline" and "sea bottom" made before the anode classification) computed in a small area placed in the bottom of the image (where the effect of water absorption are limited) (Fig. 10) .
From the image , 18 features have been extracted, containing the mean of the image and 17 pixels values as for gravel type. In Fig. 8(c) the feature distribution in the plane mean of the image versus the mean of the 17 selected pixels on the image is shown. Once the pixel have been classified, a mathematical morphological operator (an expand-shrike filter with a 3 3 structuring element) [23] is applied to eliminate isolated pixels that can be classified as anode from the classified image, due to the presence of particularly luminous small objects (e.g., seaweed, white encrustations, small fishes and fluctuating objects between the camera and the pipeline that result over illuminated). Finally, the position of the center of mass of the anode is computed as the median value of the (4) Fig. 9 . Gravel pipeline typology classification and applied strategy for image reconstruction. coordinate of pixels classified as anode, and transformed into the original image coordinate system (7) where is the -coordinate in the classified image, is the number of pixel classified as anode, is the maximum size of the macro-pixel and is the level at which the anode classification is performed. To evaluate the position of the center of mass of the anode, a priori knowledge that the anode covers all the pipeline is used, , where and are left and right edge positions in the original image coordinate system. The choice of considering the coordinate as the mean of pipeline border positions, eliminates the problems connected with partial detection of anodes, due to sand covering the anode or bad illumination conditions. Fig. 11 
V. EXPERIMENTAL RESULTS
In this section, experimental results obtained on different underwater images, containing pipelines belonging to the four typologies with and without anodes are presented.
Three classes have been selected to represent objects in the considered scene: 1) pipeline; 2) sea bottom; and 3) anodes. A training set composed by 640 patterns (200 for the pipeline and the sea bottom classes and 240 for the anode class) taken from about 500 images acquired in different underwater environments and in different water and light conditions has been considered. In the following, some examples of performances of the algorithm on different type of pipeline is presented. In Fig. 12(a) , an image containing a pipeline of the red type and an anode partially occluded is shown. In Fig. 12(b) , the final classified image is presented. The anode (dark grey level) is well detected only in the right part of the image, while the pipeline (light grey level) is well detected. However, the system evaluates correctly (on the basis of pipeline border positions) the center of mass of the anode in (176, 88). The -coordinates of borders are correctly detected in and , respectively. Fig.12(c) shows the original image in which detected edges are superimposed. Fig.13 (a) presents another example of red pipeline. In this image, pipeline texture is different from the previous one, due to different seaweed on the pipeline. As it concerns image color, the sea bottom is less blue than the previous image and there is some red seaweed on the sea bottom on the left side. Moreover, the right side of the anode is slightly more blue than the usual. However, also in this case, the estimated pipeline borders, com- puted in and , are very close to the real ones. The center of mass of the anode is found in (196, 140) . In Fig. 14(a) , an original image belonging to the black type and containing an anode is shown. In this case, the anode is more similar to the sea bottom than to the pipeline. Fig.14(b) shows the final output of the appropriate NT (with three classes); the evaluated position of the center of mass of the anode, has been correctly detected in (212, 288). Fig.14(c) shows the detected pipeline borders found in . As the anode is larger than the pipeline, the supplied right edge corresponds to the anode edge. An example of anode on a black pipeline placed on a sea bottom composed by sand and gravel is presented in Fig. 15 . As the sand covers part of the pipeline left border, the first classification with 32 32 macro pixels presents several in- accuracies. Successive classifications progressively correct the result. Only few isolated pixels still remain in the final classification. Pipeline borders are found in and and the center of mass of the anode is found in (200, 101) . In Fig. 16(a) , a Spot type image containing a small part of an anode is presented. Fig. 16(b) shows the classified image, where both pipeline and anode are correctly detected. A white rubbish on the bottom-right part of the image is wrongly recognized as anode, but it does not affect the anode position evaluation.
The center of mass of the anode is correctly detected in (160, 207). Fig.16(c) shows the detected pipeline borders (found, respectively, in and ). The left border is slightly translated due to small irregularities of the pipeline regions closed to the borders, and to a bad illumination. Fig.17 presents another example of spot pipeline. In this case, no anode is present in the image. The detected edges are slightly more accurate than in the previous case, and are found in and . As no anode is present on the gravel class pipelines, no anode detection is performed. As described before, for this type, it was not possible to find features able to discriminate the pipeline from the sea bottom, due to the extreme variability of the pipeline characteristics. However, the detection of the lateral bands allows a correct evaluation of the position of the pipeline borders. For images in Figs. 18 and 19 , the edges are found respectively in and , and in and . In the first case, they are correct, in the second, there is a small shift due to the presence of sand very similar to pipeline very close to it. 
A. Statistics on Pipeline Detection
To evaluate the system performances on pipeline detection, the mean error has been evaluated on the position of detected edges on a representative set (8) where is the obtained abscissa of the edge position, is the right one (estimated by a human operator) and is the number of analyzed edges. The values of the mean error calculated for every type on a representative set of 100 images is presented in Table I .
The higher error is obtained in the Spot class, because, in some cases, the pipeline region closest to the borders tends to have a smaller variance with respect to the pipeline itself and consequently, it can be confused with the sea bottom, while, in other cases, rubbish accumulated near to pipeline borders may have a high variance and may be confused with the pipeline. Best performances are obtained on black type images, where the pipeline is easily detectable, and on gravel one, where, even though the classification is poorer due to the high pipeline variability, the only well detected regions are those near to the borders.
B. Statistics on Anode Detection
To evaluate the system performances on anode classification, the probability of finding the anode when it is not present in the image and the probability of not finding it when it is in the image have been computed. Let be the event "the anode has been found" and the event "the anode is inside the image" the probabilities and are evaluated for a representative set of about 100 images. Obtained results are presented in Table II .
The erroneous advises of anode presence in spots and red type are mainly due to segments of pipeline with strips painted on (Fig. 20) or white letters and numbers (Fig. 21) .
In particular, Fig. 20 presents a particularly complex image in which one edge is partially confused with sea bottom and a painted strip, similar to an anode, is present in the central part of the pipeline. For pipeline with a longitudinal central white strip, a post-processing procedure, ignoring data coming from the center of the image, could be used. This solution, however, could limit the ability of the algorithm to find real anodes.
Another problem that can cause erroneous identifications of anodes is the asymmetric illumination produced by artificial TABLE II lights placed on the AUV, that can generate a lateral spot of luminosity and, consequently, a false anode detection. This problem may be solved with a more accurate illumination or with ad hoc pre-processing algorithm.
As it concerns the probability of not finding anodes, the main problem is the presence of sand or seaweed, that can cover the pipeline and make the anode be identical to the pipeline. The only thing that can allow also a human operator to find it, is the diameter size changing. The NT classifies those anodes as "pipeline". This problem can be solved only in the context of a tracking procedure, recognizing as possible anodes the sudden diameter changes. No data are presented in Table II for  on for the gravel type, because any image of anodes for this type of pipeline are present in the test set. Finally, the mean error (in pixels) in the determination of the center of mass of the anode is computed: (9) where and are the coordinates of the estimated position of the center of mass of the anode, and are the correct ones and is the number of anodes in the test sequence. The obtained mean errors for the four different typologies are presented in Table III for the same set of Table II .
C. Robustness of the Method
In normal operative conditions, the navigation system of the AUV, thanks to the integration of data coming from different sensors (CCD camera, forward looking sonar, odometer), is able to maintain the vehicle at a constant high and with the same orientation of the pipeline [13] . The vehicle is maneuvered by using several flaps located in the vehicle aft and the thrusters contained in the fore and aft. However, in order to demonstrate the robustness of the proposed method, some tests have been performed on images acquired in presence of strong currents and consequently with the pipeline rotated with respect to the optical axis of the camera.
The classification performances remain unchanged in the final images; however, the method is slightly slower, due to the larger number of pixels to be classified near the borders because of geometrical effects. Fig. 22 presents an example of a pipeline of the Red class rotated of about 10 degrees. In Fig. 22(a) , the step before the last classification is shown. Due to the fact that the pipeline edges are not vertical, the geometrical approach forces the algorithm to classify again a large number of pixels near to the pipeline edges. However, as the classification performances of the neural tree do not depend on geometrical aspects, the final classification [ Fig. 22(b) ] leads to a correct segmentation of the pipeline [ Fig. 22(c) ].
VI. CONCLUSION
In this paper, a neural tree-based hierarchical classifier is proposed to help an AUV in sea-bottom survey operations. The main objective of the system is to recognize objects in underwater images. A neural tree classifier has been used, instead of a classical neural network, because it does not require any apriori information about the network structure (number of internal nodes, number of hidden neurons, number of hidden layers, connectivity between layers, etc.) for the training phase. Extensive experimental results on a large set of real underwater images, acquired on different environments and with different conditions, demonstrate that the proposed system reaches a high classification accuracy, greater than that of classical methods, without loosing either the generalization capability of artificial neural networks either the ability to recognize straight object borders of Hough-based methods. She is a member of the SAIt (Società Astronomica Italiana).
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