Abstract
Introduction
When hurricane Katrina hit New Orleans it resulted in total losses to the economy of US$ 149 billion (Hallegatte, 2008) . In Melbourne, Australia, US$ 2.55 billion have recently been invested in a desalination project to ensure that this drought-affected city receives adequate and reliable supplies of drinking water (Government of Victoria, 2011) . These two examples illustrate the enormous social and economic impacts that natural water hazards can have on megacities. They are part of a general upward trend both in the number of hydrological hazards affecting urban areas and in the vulnerability of cities to water-related risks (Visser et al., 2012) . Climate change, which has been shown to have an impact on extreme hydrological events (Min et al., 2011) , is fuelling this phenomenon. Public sector decision-makers are calling on the scientific community to help them determine the vulnerability of towns and cities to natural hazards.
As Adger (2006:269) shows "in all formulations, the key parameters of vulnerability are the stress to which a system is exposed, its sensitivity, and its adaptive capacity". Vulnerability is approached from two different perspectives in the case of cities (Global Environmental Change, special issue, 2008) . One approach examines the impact of natural hazards on cities (Praskievicz and Chang, 2009 ) whereas the other looks at the impact of urban development on the population (Pelling, 2003; Manuel-Navarrete et al., 2007) .
Most research into the vulnerability of towns and cities has been in the form of case studies. In general, studies have focused on one of three topics: cities in developing countries, cities in developed countries, or specific hazards that have occurred. The literature on cities in developing countries demonstrates their fragility and the likely impact of climate change (Adger, 1999; Adger et al., 2003; Varis et al., 2006a; 2006b ). In the case of cities in less developed countries, the development of risk assessment methods to assist policymakers with hazard management is a major scientific challenge (Cross, 2001) . Finally, when a particular type of urban hazard occurs, studies focus on the impacts and the possibilities for recovery (Campanella, 2006; Hallegatte, 2008) . This approach provides insight into the cross-cutting aspects of vulnerability research as well as the diversity of outcomes. However, it produces contingent results that are difficult to apply to other situations.
The absence of a systematic method producing transposable results on the basis of a large number of cases is restricting the acquisition of precise knowledge on the urban phenomenon (Otto-Zimmermann, 2011) . Consequently, the purpose of this paper is to analyse megacities from a global perspective rather than in a specific context. This approach enables us to identify the structural determinants of the megacities' vulnerability to hydro-meteorological hazards, and we focus specifically on floods and droughts. As a starting point, we assume that the social and the biophysical systems are interlinked in a complex co-evolutive system (Gunderson and Holling, 2002; Ostrom and Janssen, 2004) . In this respect, we are situated in the socio-ecological system approach of vulnerability, in the tradition of human ecology 1 (Adger, 2006) .
The study is presented in five parts. In the second part we describe the methodology, our choice of variables and sources, and the statistical techniques and methods chosen to analyse the database. The results obtained are presented in the third part of the study. Three structuring factors emerge from the multifactorial analysis, and these factors enable us to distinguish the principal classes of an urban typology on the basis of vulnerability to water risks. Before concluding, we discuss the results in relation to the current literature.
Methodology
The research project was divided into three stages. First, we constructed a database containing the information needed for the study (2.1). A multifactorial analysis of this information was then conducted to identify the characteristic features of the sample (2.2). Finally, the results of the multifactorial analysis were used to create a typology and to assess vulnerability factors (2.3).
A database on megacities and water vulnerability
We used a comparative static analysis to examine the vulnerability of cities to water risks. First, a database was constructed containing the information needed to compare megacities. Small towns were excluded since they do not involve the same mechanisms in terms of vulnerability to natural hazards as megacities (Cross, 2001) . Our sample was selected by consulting demographic data published by the United Nations and it includes all cities with a population of over 750,000 inhabitants identified by the organization in 2010 (UN-Habitat, 2010) .
Floods and drought are among the most frequent natural hazards in the world. They represent 37% of natural hazards identified between 1990 and 2007 (EM-DAT, nd). The present study therefore focuses on these particular types of hazards.
The database enabled us to compare megacities across the world. The analysis only concerns major urban trends, thus we only take into account structural and natural variables. With 31 variables, the database informs all the 595 cities (Table 1) . These variables, providing information on the structure and vulnerability of the cities, reflect five major aspects of megacities: country, city, climate, risks and river basin (or watershed).
Four variables form the "country" category including: GDP, purchasing power parity GDP (indicating the level of national development), the urbanization rate for 2010, and the projected urbanization rate for 2020. "City" variables include city size, in terms of the number of inhabitants in 2000, 2010 and projections for 2020, and geographical location (coast, delta or other). Economic data comes from the World Bank and demographic data comes from the UN-Habitat (2010). The "climate" category only includes the climate variable and indicates the type of climate for the area where the city is located according to the Köppen-Geiger classification and the map produced by Peel et al. (2007) of the University of Melbourne. We choose this classification and map because their accuracy is acknowledged among climatologists (Kottek et al., 2006) . Furthermore, the information required for the analysis was available.
The "risks" category reflects the vulnerability of the megacity. It includes information about flood and drought occurrences in the time between 1980 and 2009, along with the human and economic costs. Analysing a 30-year period enables us to identify over 3,000 occurrences worldwide, providing us with a total of 7,000 events in our database.
2 The raw data comes from EM-DAT CRED (EMergency Events DATabase of the Centre for Research on the Epidemiology of Disasters). These data provide details of the main characteristics of each hazard (date, duration, location, impact, etc.) . The CRED does not use towns and cities as geographical units so adjustments were made before entering the information in the database. For our purposes, we attribute the same hazard characteristics to all cities situated in a same geographical area.
3 Eight variables are presented in the "risk" category and they indicate the number of hazards, the number of deaths, the number of people affected by the hazard, and the cost of the damage in US dollars, for the two categories of floods and drought.
For the purpose of this study, we collect data on world hazards following the CRED's methods. These data are summarized below. 4 Floods are hydrological hazards, while droughts are climatological hazards. The database includes events according to their consequences. Each event included meets at least one of the following four criteria: 10 or more deaths recorded, at least 100 people affected, a declaration of a state of emergency, and an appeal for international aid. The number of deaths is the official figure. The number of persons affected is an estimate based on the number of households affected multiplied by the national average size of a household. Finally, there is no standard method for calculating the cost of a hazard. The CRED bases its calculations on information available from various sources such as international agencies, governments, and NGOs.
The watershed scale is based on the Integrated Water Resources Management (IWRM) paradigm. Fourteen variables inform the river basin category including: area, density, number of cities with over 100,000 inhabitants.
5 per capita water availability, degree of fragmentation of rivers, number of dams of over 15 metres and eight variables relating to land cover. We get the information from the Watersheds of the World (nd) application created by several international water authorities under the direction of the World Resources Institute. This application provides access to the main characteristics of the 154 largest watersheds, utilized by the 192 cities in our database. As far as we know, it is the data collection with the broadest range of watershed. All of this information was then used in the subsequent analysis.
Multifactorial analysis of characteristics of megacities
Multifactorial analysis is particularly appropriate when dealing with large amounts of information (Hair et al., 2010) . We are able to synthesize the data by creating principal components that summarize the behaviour of the sample and then we can extract meaningful information. This type of analysis is appropriate for our study since it decrypts the information in the database. Three stages are conducted in the analysis: preparation of data, selection of analysis procedure, and choice regarding dimensionality. First, the variables were classified to make them suitable for multifactorial analysis. When they occurred in the literature, we adopted consensus-based thresholds (Biswas, 2006; World Bank, 2008; United Nations, 2010) . Otherwise, quintiles of each variable were used to create the different categories. The scale obtained was then validated by means of Chronbach's alpha, a coefficient for assessing the internal consistency of a scale. A value above 0.7 justifies an exploratory factor analysis whereas a value of over 0.8 corresponds to basic research (Nunnaly and Bernstein, 1994) .
Next, we selected the analysis procedure on the basis of two critical points. The first concerned the representativeness of the variables considered. Variables were incorporated or rejected depending on their degree of representativeness. The second point concerned the method of extracting data. The minimum level of representation, or extraction, was set at 0.65. With this value, it is agreed that the components include a fairly large amount of the information contained in the variables (Hair et al., 2010) . We chose to extract data using Varimax rotation, which is an orthogonal rotation of the factor axes. By using the rotation method, it minimizes the number of values with high contributions on an axis and simplifies the interpretation of the factors. Furthermore, since the plane remains orthogonal, the factor structure is very clear to analyse. This method concentrates on all the influential variables and is therefore well suited to our exploratory factor analysis. Finally we chose the level of dimensionality, which is a compromise between the clarity of the message and the accuracy of the synthesized data. In fact, the lower the level of dimensionality the greater the clarity of the message, and the smaller the likelihood that peripheral phenomena, which would result in a loss of information, will appear. The number of factors 6 selected depends on this compromise and it is based on an analysis of variance. This analysis requires simultaneously observing the total explained variance and the variance explained by each additional factor. We selected the smallest number of factors explaining at least 60% of the total variance (Hair et al., 2010) . We then further sorted the variables in order to create representative uncorrelated factors. Thus, all the variables with an explanatory coefficient above 0.3 for at least two factors and without any coefficient above 0.5 were eliminated. The Kaiser-Mayer-Olkin (KMO) index then validated or rejected the factor structure obtained. This index assesses the coherence of the data set and measures the efficiency of the factors. Essentially, it is a test for partial correlation. The test accepts the solution if the index is above 0.3 but below 0.7, beyond which the model becomes self-determining. The analysis continues using the factors calculated in this way.
Typology of megacities based on the different factors
The factors in the multifactorial analysis describe the different facets of the cities studied. They can identify the reasons for a phenomenon. In our case, we call them factors of vulnerability and we use them as a basis for creating a typology. Each component in the multifactorial analysis identifies one feature of the cities. When placed on a graduated axis, the components classify the cities in relation to each other. In the VARIMAX orthogonal method used, the axes are not correlated between themselves. When the axes intersect they provide information about a phenomenon or a new characteristic. Thus, types of cities emerge from the analysis, enabling a typology to be proposed which can then be used in a comparative positive analysis. Then, the multifactorial analysis can be used to characterize the cities and build stylized facts that can be used in a subsequent explanatory approach.
The correlation between the factors in the analysis and the risk variables reflects, at least in part, the vulnerability of the cities. Thus, if a significant relationship is found between a component of the multifactorial analysis and a type of risk, we conclude that there is causality. The causality, which is comprised of the factor relationships, represents the structural dimensions of the cities and therefore is not the result of random uncertain events. The factors thus exacerbate or attenuate the vulnerability of the cities to water-related risks. A type and level of vulnerability is then associated with each group of cities defined by the typology. For verification (Adger et al., 2004) , we give insights on specific cases, and the discussion provides a comparison of the findings with the relevant literature.
Results
Three factors resulted from the multifactorial analysis and they are presented below according to levels of significance, meaning, and correlation with risk (3.1; 3.2; 3.3). Finally, in section 3.4 we present a typology based on these factors.
Factor 1: Level of maturity of megacities
The factor solution selected produced three factors (Table 2) , which comprise eight variables. The table shows how each variable contribute to the factors determination. The solution explains 61.3% of the variance of the total sample (595 cities) and 83.2% of the variance of the final sample (192 cities), which exclude all the incomplete data rows. The KMO index was 0.627. It is therefore within the range of values indicating that the factor based solution is a coherent set of values adequately measuring the factors. For the most part, the quality of representation of the variables in the factors is excellent, and in every case the quality is at least good. The factors are not correlated among themselves since each variable used only contributed to the construction of one factor. The first factor explains 33.4% of the total variance and it reflects the most important trend in the sample.
Factor 1 reflects the maturity of the city within the country. It is made up of city and country variables: the GDP/inhabitants in 2008, the rate of urbanization in 2010 and the projection of the city's dynamism between 2010 and 2020. The dynamism projection is based on the measurement of the ratio of the city's demographic growth to national demographic growth. This enables an assessment to be made of the movement of population to the city. Assuming homogeneous natural demographic growth over the national territory as a whole, differences are then perceived as migrations. The first factor represents this variable well (0.768) and the other two variables even better (0.893 and 0.913). The country variables and the dynamism variable act inversely. Thus, the different situations considered range from a city that is ultra-dynamic in relation to the country it is located in, which has undergone little or no development, to a city that is simply part of a country with a high level of development. The maturity axis represents an urban dynamic, which can be considered a continuous process. It reflects the development of the country and the place of the city in this development, as well as the role of the city in the country's urbanization phase. The axis measures the extent to which the development of a city acts as a driving force for development in the country as a whole.
The example of the United States provides insights into the phenomenon of the polarization and diffusion of development. The US is a rich country and it is highly developed, so all of the cities within the US score high on this factor. Every city scores at least 0.7, with the average around 1.2. In comparison, Mogadishu, the capital of Somalia, scores −1.24 on this axis since it is in a country with a very low level of development. The differences in the contribution of cities to national development can then be revealed by comparing each city's score with its country's national average. When the city is below the national average it is very dynamic, and vice-versa.
In the US, Pittsburgh has the highest score with 1.43. This city experienced an industrial boom in the 19th century thanks to its mines, the development of the steel industry, and its railways. At that time, it was a dynamic economic centre and development hub for both Pennsylvania and the entire country. However, in the second half of the 20th century economic activity declined, people began leaving the area, and the city lost its dynamism. Since then, the city of Pittsburgh has developed in a similar manner to the country as a whole, and sometimes at a slightly slower rate, hence it has a slightly higher than average index.
El Paso, in Texas, finds itself in the opposite situation. Its low score of 0.9 reflects the dynamic nature of the city. Since the ratification of the North American Free Trade Agreement in 1993, this region has become very dynamic, mainly through the development of the maquilladoras.
Living conditions are more difficult in El Paso, due to its proximity to the desert; therefore, the city's established infrastructure provides a strong attraction for economic activity. Polarization of economic activity in El Paso, in comparison to the US as a whole has therefore increased, resulting in its lower than average index.
This factor is negatively correlated with the risk variables ( Table 3 ). The diffusion of development over a territory reduces the vulnerability of cities. This trend does not have the same impact on each variable. 7 Thus, in terms of hazards, the probability of a drought event decreases with the spread of development. A negative coefficient of −0.222** links the two phenomena. 8 However, whether caused by floods or drought, the human impacts become less marked if there is a spread of development. The correlation between factor 1 and the number of people affected by flooding is −0.220** and the factor increases to −0.251** in the case of drought. The costs resulting from droughts are negatively correlated with factor 1 (−0.182*). The vulnerability of cities decreases as the country develops and the development is shared among the inhabitants.
We reviewed two Chinese cities that had a comparable level of people affected by flooding and one finding was that the number of risks varies by a factor between 1 and 2 depending on the level of maturity of the city. For example, Guangdong is a Chinese city with a relatively high level of maturity for China, −0.45 compared to a 7 To facilitate interpretation we present only the significant impacts. Thus, the correlation between the variables not cited and the factor not dealt with is close to zero. 8 By convention, * indicates a correlation that is significant at the 0.05 level (bilateral) and ** a correlation that is significant at the 0.01 level (bilateral). national average of −0.7. Over the study period, more than 400 million people suffered from 28 floods. Over the same study period, Luoyang, with a low level of maturity (−1.02), was subjected to 12 floods and a comparable number of people were affected. We can see that the impact intensity of the events decreases as the maturity of the city increases.
Factor 2: Level of anthropization
The second factor, reflecting the level of anthropization of the river basin in which the city is situated, explains 29.8% of the total variance. This second factor is made up of three watershed variables. The density of the watershed is very well represented (0.812) and has the strongest influence on the factor (0.872). The other two variables, the proportions of the area used for crops and irrigated crops, are also well represented (0.668 and 0.691 respectively) and have a similar impact (0.784 and 0.780). This factor reflects the land use of the river basin by human activities. Thus, the higher a city scores on this factor, the more its territory has been modified and occupied by human activity. The situations range from a river basin that is devoid of any human activity to one where the land has become totally artificialized (a polder, for example).
Cities that are situated in river basins with high densities are found on the right of the axis. All the European cities, as well as some Asian cities, score highest on the x-axis. The case of Europe provides a good example of the anthropization phenomenon where land use control is a major concern for the development of European societies. In France, the decree of the 14th of Frimaire (4 December 1793) was enacted to drain the marshes of the Republic to halt the reproduction of mosquitoes that spread diseases and to develop agriculture (Mathevet, 2011) . Similarly, the second pillar of the common agricultural policy of the European Union recognizes the multi-functionality of agriculture and appoints farmers to maintain the natural landscape which creates human intervention. In the US, however, the trend has been more towards the creation of large national parks, limiting any human footprint through the creation of organizations such as, for example, Leave no trace (http://www.lnt.org/, accessed September 2013). The balance between this trend and growing tourism of river basins looks more and more difficult to maintain (Runte, 1997) . The American river basins thus have a low level of anthropization. Consequently, US cities are situated on the left of the graph.
The anthropization of river basins increases water-related risks. Thus a positive correlation of 0.265** was found between the number of floods and the level of anthropization. Similarly, the impact of floods increases with higher anthropization levels. The number of people affected and the damage caused are positively correlated with anthropization (respectively 0.301** and 0.248**). Thus anthropization not only places cities at greater risk from flooding, it also increases the potential impacts of such flooding. This phenomenon also makes cities more sensitive to droughts. The correlation coefficient between anthropization and the number of people affected by droughts was measured at 0.342**. Thus, anthropization exacerbates the vulnerability of cities to water-related risks. By way of illustration, the 37 cities with an anthropization index of less than −1.1 were subjected to an average of 4 floods over a period of thirty years. The 31 cities with an index of greater than 1 were subjected to an average of 10 floods over the same period. Furthermore, in the first case, the group is fairly homogeneous in terms of known hazards (three cases of above 6), while in the second there is considerable dispersion (numerous cases above 20, and a maximum of 37).
Factor 3: Degree of centrality in the urban network
The third factor explains 18.8% of total variance. With about ten points less than the second factor, the third factor expresses the degree of centrality of a city within the country. It provides an excellent representation of the two variables it comprises, the size of the city in relation to total urban population (0.959) and the size of the city in relation to the population of the country as a whole (0.953). The reason why this factor explains relatively less of the total variance is that it is only made up of two variables while the other factors represent three variables. 9 Here, the scale of observation is the city where the two variables act in an almost identical manner in creating the factor (0.955 and 0.972). This factor measures the weight of the city in the country as a whole, and the range of possibilities extends from an insignificant city within the country to a City-State.
For example, in France a strong asymmetry appears in the distribution of the population. Paris has one of the highest degrees of centrality in the entire sample (1.6) while other French megacities are all situated at the level of the y-axis. This strong centrality of the capital is the result of the country's centralizing tradition. In Russia, however, this centrality phenomenon is not so evident in the urban structure. Here, urban weight is sparingly distributed between the megacities. Their degree of centrality is between −0.5 and −0.8. This balance in the settlement patterns of the Russian territory is the result of deliberate Soviet policies.
The central character of a city significantly reduces its water-related risks, apart from one exception. It was found that the number of deaths due to floods increases by a coefficient of −0.153* as a function of the city's centrality. However, centrality considerably reduces the probability of flooding. The correlation coefficient is −0.422**. To a lesser extent (−0.197**), the effect is the same with regard to droughts in that centrality reduces the impact of hazards. From a human welfare point of view, the number of people affected by floods is negatively correlated with centrality (−0.279**), as is the number of people affected by droughts (−0.240**). The costs resulting from hazards decrease as centrality increases. This is reflected in negative correlations of −0.280** in the case of floods and −0.289** in the case of droughts. The analysis therefore shows that the degree of centrality of cities is a factor that attenuates the vulnerability of urban centres with respect to waterrelated risks with respect to seven of the eight risk variables. It should also be noted that the impact can vary, since the factor increases the number of deaths from flooding.
Typology of cities based on the axes of the multifactorial analysis
The three factors presented above provide the first elements of a typology. Based on our information, we can classify 192 cities. If each city is classified on a binary scale, the typology is based on eight city profiles. Since a graphical presentation on a single plane would be difficult to read, we prefer to present our results in terms of central and noncentral megacities. However, the distribution of cities according to their characteristics provides an interesting overall view. In 54.2% of cases, the cities are in a country where development is well diffused over the territory, with a mature urban network. In 43.2% of cases, the river basins are characterized by a significant level of anthropization. Finally, in 40.1% of cases, the cities occupy a central place in the country. The eight city profiles correspond to four levels of potential risk: very low, low, high, very high. The typical city that best attenuates risks is a central city where human activity has had little impact on the river basin and in a country where the level of development is high and shared by all. Only 12 cities have these characteristics, but they are scattered over the globe without any apparent logical link. At the other end of the spectrum, 42 cities meet all the conditions for increasing water-related risks. These cities are all located in Asia, mostly in India and China.
The axes enable us to create eight categories of classification (Figure 1 ). Taking into account the geographical location of cities, certain similarities may be noted among cities in the same zone. Thus, there are six geographical groups of cities: Asian, North American, African, Russian, Western European and Eastern European. The Asian cities combine a negative factor 1 with a positive factor 2 where development is concentrated around a few dynamic cities and the river basins have been considerably modified by human activities. The North American cities are characterized by a positive factor 1 and a negative factor 3 where the diffusion of development is thus relatively homogeneous over the national territory and the cities are not very central. African cities are characterized by negative factors 1 and 2 where the cities concentrate the little development there is and they are generally located in territories where the landscape has undergone little anthropization. Russian cities are also not very central (negative factor 3) but they share in a higher level of development (positive factor 1). Western Europe has a number of central cities in territories that reflect a high level of anthropization, and the development is well diffused. The cities of Eastern Europe have similar characteristics to Western Europe, apart from the fact that development remains concentrated and limited.
Discussion
In this section, we discuss our results in two directions. First, we focus on the quality and the way to improve our quantitative characterization of megacities and vulnerability (4.1). Then, we present some implications of our results in terms of governance (4.2). Then, by comparing this classification with reality, other variables will appear that will help refine the measurement of the structural megacities' vulnerability. The sample of hazards should also be widened to more than 30 years of data collection. Floods and droughts do not follow a linear dynamic (Simonovic, 2009) and megacities are vulnerable to some major events which might not occur in a 30 year time period, such as a centennial flood. The integration of such events would reveal additional facets of vulnerability. For example, the variables representing the risks of floods and droughts in terms of deaths are not statistically significant in the model. We could reasonably assume that an extension of the period analysed will increase the significance of the correlation of these risks to our three factors. The broader integration of past events will strengthen the robustness of the present findings. In the future it would be necessary to examine how climate changes will impact vulnerability and its structural determinants.
Measuring the structural potential of vulnerability
The analysis shows that the structural characteristics of megacities and urban development impact the megacities' vulnerability. Spatial analysis with satellite data appears to be complementary to this first study and it represents a fruitful way to make the correlations more precise. We identify two relevant variables for further study that include urban sprawl and water footprints. The level of maturity factor reflects the dynamic of expansion and contraction of megacities. Cities located to the right of the national average stagnate or tend to shrink, while those to the left grow significantly. The examples of El Paso, Pittsburgh and the cities of the east coast of China mentioned earlier are illustrative of this process. Urban sprawl and, at the opposite end of the scale, shrinking cities are a major concern in the recent urban dynamics (Wassmer, 2000; Galster et al., 2001; Johnson, 2001) . As an illustration, Nechyba and Walsh (2004) reveal a marked change in the distribution of the American urban population between 1950 and 1990 . During this period, it changed from 65% in the centres and 35% in the suburbs to 20% in the centres and 80% in the suburbs. At the same time, the area occupied by suburbs increased by 250%, while the population density of the centres fell by 40%, from 10,000 inhab/km 2 to 6,000 inhab/km 2 . Since the beginning of the 1990s, urban sprawl has become generalized in Europe (EEA, 2006; Patacchnini et al., 2009) . Between 1991 and 2001, the area occupied by European cities increased by an average of 7.46% while their population only increased by 0.34% (Pacchinini et al., 2009) .
Analyses in terms of water footprint corroborate our results on the anthropization and artificialization of land (Jenerette and Larsen, 2006; . Megacities shape the territory around them in a significant manner in order to satisfy their needs, a process found to be particularly powerful in Western Europe and on the east coast of China. According to their estimates, the urban water footprint is increasing in the world. The estimated average in 1950 was 29,937 km 2 per city, and by 2000 had increased to 35,397 km 2 , representing an increase of 18%. It is expected to reach 38,400 km 2 in 2015, representing an increase of 28% since 1950. Throughout the world, the growth of the water footprint of megacities is accelerating. In 2015, Indian and Chinese cities will have the greatest water footprints. The European cities are slightly lower than the average. However, since European urban networks are more densely meshed than in other parts of the world, the European megacities appear to be leaving their water footprint on the entire territory of Western Europe. So, water footprint highlights and measures the process of artificialization on the local territory. This complements our results and argues that, in the future, land use will be increasingly determinant on the megacities' vulnerability. Therefore variables such as water withdrawal and pollution (which were not in the main concern of our approach) could be useful in defining different artificialization paths.
Governance concerns
As a starting point we assumed that megacities are socioecological systems and that a social sphere co-evolves with a biophysical one. Accordingly, vulnerability does not always result in a catastrophic water-related event and is mediated through the governance process (Adger, 2006) . In this respect, we discuss our results on two points: the significance of centrality in terms of governance and the path dependency of megacities' structural characteristics.
Factor 3 reveals the centrality of the different megacities studied. Thus, it contributes to the analysis of the hierarchical structure of the urban fabric. A city is a system in its own right, but at the same time it is also part of a larger network or networks; the factors place a city within a larger system. (Bretagnolle and Pumain, 2010; Pflieger and Rozenblat, 2010) . This concept is related to the structural aspects of urban systems. Thus, centrality determines in large part whether the territory is structured by several equivalent cities or by a major one that dominates all the others. We have shown that variables of risks are significantly correlated to the degree of centrality. Consequently we suppose that a high centrality gives to megacities a set of resources that enables them to reduce their vulnerability (Arrow et al, 1995) . This set enlarges their governance alternatives and strengthens their resilience. The central megacities are more connected and integrated in multi-scalar networks. Managers are able reduce the dependence to some particular function thanks to this location at the heart of decentralized systems. As an illustration, Ahern (2011: 342) explains that "redundancy and modularization spread risks -across time, across geographical areas, and across multiple systems".
The first factor confirms that megacities are path dependent and that this path dependency determines their vulnerability. It shows that the level of development and its associated dynamism modifies the impacts of risks. Consequently, in developing countries the vulnerability to hydrometeorological hazards is mainly a matter of underdevelopment and of economic emergence. For developed countries, land use management seems to be the critical point. The level and the form of vulnerability is resulting from a trade-off between the preservation of natural space (and its ecosystem services) and a land use that is economically-oriented. Theories of institutional dynamics enlighten these links between path dependency and environmental vulnerability (Vatn, 2005; Ostrom and Janssen, 2004; Young, 2010) . They show that each socioecological system is engaged in a specific adaptive cycle and that the potential of resilience or vulnerability is evolving according to the phase of development. Thus, governance has to propose a continuous transition between these different phases. The modalities of this transition are contingents to each systems and the process is as important as the finality. Bolognesi et al. (2013) support this idea and they propose a conceptual framework to address water security in terms of water securing path. This path conceptualizes a model of governance aiming at achieve water security goals through participation and adaptive governance. This kind of analysis seems to be useful in order to extend our study.
Conclusions and further research
It should be emphasized that these groups only classify the cities considered in the multifactorial analysis. There is no certainty that they apply to all cities with more than 750,000 inhabitants. Moreover, cities may appear as statistical exceptions. For these two reasons, this typology is only a starting point. Nevertheless, given the large number of cities included (about one third of existing megacities); it seems to us that generalization is possible. Before the typology can be completed, the cities and their territories will need to be examined in more detail. For example, case studies relative to the different categories and groups would improve understanding and validity and increasing the number of variables would produce the same effect. Nevertheless, the typology as it stands already informs us of the existence of urban profiles according to continent.
The use of multifactorial analysis proved to be effective in comparing the world's megacities. The analysis of a sample of 595 cities, described by 31 variables, resulted in the identification of three major factors that characterize 192 different cities: maturity, level of anthropization of river basin concerned, and degree of centrality of the city. They enable the cities to be divided into six groups. After conducting correlation studies between city groups and water-related risks, we obtained an overall function of urban vulnerability as well as four different levels of intensity. These results provided the basis for constructing a typology.
We observed six geographical groups of cities with homogeneous characteristics: Asia, North America, Africa, Russia, Western Europe, and Eastern Europe. This result confirms the findings in the literature on city structure. Thus, the continents often provide a basis for classification. Our contribution lies in the large number of cases considered in the study, namely 192 different cities, or one third of the world's megacities. Consequently, a generalization of the results to other cities does not seem unreasonable. Our study also confirms the important structuring role of economic development and centrality in the characterization of cities. A third dimension, anthropization, also appears to be equally determining. These dimensions tend to reflect the findings in the literature on urban sprawl, the artificialization of land, and networks of cities. Nevertheless, we believe our results are not simply a reiteration of past findings, but are complementary to those of earlier studies. Thus, we identify and measure the different phenomena on the basis of a structural analysis of megacities, which generates a certain level of generality.
We intend to continue our research in three different directions: conduct more in-depth studies on certain parts of the sample in order to refine the typology; compare results with observations from case studies, to avoid concealing reality in statistics; and then incorporate governance considerations into this research.
