The quality of randomness in numbers generated by True Random Number Generators (TRNGs) depends 3 on the source of entropy. However, in TRNG, sources of entropy are affected by environmental changes and this creates 4 a correlation between the generated bit sequences. Post-processing is required to remove the problem created by this 5 correlation in TRNG. In this study, the S-Box based post-processing structure is proposed as an alternative to the post-6 processing structures seen in published literature. A Ring Oscillator (RO)-based TRNG is used to demonstrate the use 7 of S-Box for post-processing and the removal of correlations between number sequences. The statistical properties of the 8 numbers generated through post-processing are obtained according to the entropy, autocorrelation, statistical complexity 9 measure and the NIST 800.22 test suite. According to the results, the post-processing was shown to have successfully 10 removed the correlation. Also, the data rate of the bit sequence generated by the proposed post-processing is reduced 11 to 2/3 of its original value at the output. 12
In [15] , a true random number generator is formed by uniformly sampled ring oscillators and using the Hash 1 function for post-processing. Both the generator and SHA-256 are realized on a 5-core Virtex FPGA. As a 2 result of the experiments, it was shown that at least 8 ring oscillators are required to make the system pass all 3 statistical tests. In [16] , the true random bit generation is achieved by using the random environmental noise 4 signals coming from the microphone port on a computer sound card. As a post-processing method, a novel 5 procedure for the distribution of bits, "Mixing Bits in Steps and XORing of Adjacent Bits" (MiBiS&XOR), 6 was proposed. The proposed procedure divides input bits that are consecutive and specifically correlated by 7 separating them in a simple and efficient manner. This procedure decreases the cumulative autocorrelation. 8 Experimental statistical randomness tests performed on the bit sequences obtained by this procedure validates 9 the perfect quality of TRNG outputs. In [17] , an improvement by applying the N-bit Von Neumann (V N N ) 10 post-processing technique is shown. A general algorithm that explains N-bit V N N and the application of 4-bit 11 V N 4 at the circuit level is shown. With V N 4 , an output rate of 40.6% was achieved. A new waiting strategy 12 was proposed to further improve the output rate. V N 4 + waiting and V N 8 + waiting achieved 46.9% and 13 62.5% rates, respectively. When compared with the original Von Neumann (V N 2 ) technique, they gave results 14 improved by 1.88 and 2.50 times, respectively. 
XOR Corrector

24
In the XOR corrector shown in Figure 2 . The bit sequence obtained is separated into n-bit (n = 2) blocks in 25 order to produce an output bit. Each separated block is processed on its own with the XOR function. This procedure causes the output 1 bit efficiency to decrease 1/n times while it removes bias in the output bit. However, bias in the output bit 2 sequence will only decrease on the condition that the input bits are independent. The advantage of this corrector 3 is that it is simple and can achieve a constant output bit rate 1 . This is the oldest and simplest method to remove irregularities in the bit sequence. As shown in Table 1 , Von 6 Neumann generates uniform 0 and 1 bits. It takes into consideration the synchronous pairs coming from the 7 TRNG. If the bit sequence is (1, 0), it produces a 1. If the bit sequence is (0, 1), it produces a 0. Bit sequences 8 (0, 0) and (1, 1) are discarded. The change in the bit rate is shown in Table 2 . This corrector makes the entropy 9 close to the ideal value of 1 and hence contributes to its improvement. However, since some bit sequences 10 coming from the TRNG are discarded, the Von Neumann output bit rate relies on the TRNG output and is 11 therefore not constant. The bit rate is reduced to 1/4 of the input bit rate [4]. 0 1 0 0 1 1 1 0 1 0 0 0 1 1 0 1 1 0 0 1 0 0 1 0 1 1 Pure Bits from TRNG
H Function
13
The H post-processing function shown in Figure 3 . is proposed by Dichtl to prevent bias in a TRNG [5] . It is based on the quasigroup sequence transformation. The post-processing algorithm uses 16 bits of the source randomness to obtain an 8-bit output. The input bits for the post-processing are a 0 , a 1 , ......, a 15 . The 8-bit b 0 , b 1 , . . . , b 7 is defined as b i = a i ⊕ a i+1 mod8 . There are only 128 possible values for b 0 , b 1 , . . . , b 7 . When the input is a perfect random number generator, one bit of the entropy is removed. The output of the post-processing function c 0 , c 1 , . . . , c 7 is defined as c i = b i ⊕ a i+8 . This function is called the H function. The 16-bit sequence in the input is divided into two: A 1 = a 0 , a 1 , a 2 , a 3 , a 4 , a 5 , a 6 , a 7 and A 2 = a 8 , a 9 , a 10 , a 11 , a 12 , a 13 , a 14 , a 15 . The A 1 byte is shifted left 1 bit by rotatelef t(A 1 , 1) .
Outputs Inputs 
Extractor Function 1
The extractor function was proposed by Barak, Shaltiel and Tomer [18] to make the TRNG more robust against 2 changing environmental conditions. This is a very strong function with measurable properties. This strong 3 stateless function with measurable properties was first developed as a tool for complexity theory. In [18] , a An extractor is a function E : {0, 1} n × S → {0, 1} m for some data set S. Denoted by E π (·) = E(·, π) a single-9 input function that is the result of fixing the parameter π to the extractor E. It is desirable for the output 10 E(X, π) = E π (X) to be (close to) uniformly distributed, where X ∈ {0, 1} n is the output of the high-entropy 11 source and π ∈ S is the public attribute.
12
Defining security, we consider the following ideal setting: 13
1. An adversary chooses 2 t distributions D 1 , . . . , D 2 t over {0, 1} n , such that min − Ent(D i ) > k for all 1 to Z m 2 it has the property that, for any t coordinates i 1 , ..., i t , for any constants a 1 , ..., a t from Z 2 and any 2 element y of the codomain: Prob [F (x) = y|x i1 = a 1 , ..., x it = a t ] = 1/2 m In computing this probability, all x i 3 for i / ∈ {i 1 , ..., i t } are viewed as independent random variables, each of which takes on the value 0 or 1 with a 4 probability of 0.5. provides the property of confusion. That is why, to be able to design strong encryption systems, S-boxes with 10 good cryptological properties must be developed 3 .
11
Regardless of the S-box type or category created, an S-box must display specific attributes in order to be 12 effective. It is not possible to design a good S-box by combining any arbitrary substitution schemes. One 13 way to generate these inputs in S-boxes is to create a non-linear Boolean function which maps the n-bit input 14 to an m-bit output. A special Boolean function set, called bent functions, can be used to achieve maximum 15 non-linearity 4 .
16
In an n × m S-box, S is a mapping where S : {0, 1} n → {0, 1} m . S can be represented as 2 n m−bit numbers, 17 denoted r 0 , . . . , r 2 n −1 , in which case S(x) = r x , 0 ≤ x ≤ 2 n and r i are the rows of the S-box. Alternatively, There are other criteria that must be met in the design of an S-box. These criteria are confusion and diffusion.
25
Generally, the design criteria below must be met for a good S-box. to attacks. When an S-box is formed by Boolean functions with maximum non-linearity, it will be incompatible 1 with linear functions and therefore it becomes harder to break the cryptosystem. The S-box designed for DES uses a 6-bit input and a 4-bit output. As shown in Figure 5 , the most and 9 the least significant bits of the 6-bit input determine the rows, and the other bits determine the columns. The 10 integer at the chosen row and column is used as the output. In this study, the binary equivalent of this integer 11 is used as the random number generated [20] . For example, suppose that the bit sequence 011000010001011110. . . is produced by the number generator.
1
The first 6 bits of this sequence are 011000 and let the S-box that is going to be used for S1 be like Figure 5 .
2
The most and the least significant bits, 00, will be used for determining the row, and the other bits 1100, will be 3 used for determining the column. As shown in Table 3 , the determined output for the row and column chosen 4 according to the S-box S1 is the integer 5. The binary representation of this number is 0101. As a result, the 5 number 0101 will be produced by the generator using S-box post-processing for the 6-bit number 011000. An 6 example bit sequence generated via S-box and the pseudocode is given below. Step2. The 48-bit block is divided into 8 separate parts, each having 6 bits. (S1, S2, S3, S4, S5, S6, S7, S8) 9 011000 010001 011110 111010 100001 100110 010100 100111
Step3. The most and the least significant (the first and the last) bits of S1 are taken and used to determine the 11 row.
12
Step4. The remaining bits determine the column 13
Step5. The new value is taken by looking up the specified row and column of the S-box.
1
Step7. Go to Step 2 unless S8 has been reached.
2
Step8. A 32-bit block is generated by S1, S2, S3, S4, S5, S6, S7 and S8. As shown in Figure 6 , an FPGA application is realized in order to apply S-box post-processing on bits 15 obtained from the RO-based TRNG. Figure 7 shows the hardware used for the S1 box. The Rom data module 16 shows the memory unit that stores the raw bits obtained from the RO-based random number generator. The 17 most and the least significant bits of the 6-bit number that will be read from the first address are given to the 18 Dec decoder module as input. The value 00 ensures the 0th row, 01 the 1st row, 10 the 2nd row, and finally 19 11 the 3rd row of the S1 box is chosen, each of these values being input to this module. The other 4 bits choose 20 the column for the chosen row. Memory modules Sbox11 , Sbox12 , Sbox13 , and Sbox14 are used. The outputs 1 of these 4 memory units are the random numbers generated and they are recorded into a Ram module with the 2 help of a M ux in order to perform statistical tests. C d ata and Dec1 modules are only used to perform type 3 conversions. For example, in the C d ata module, the 6 bit vector is converted to a 4 bit vector and 2 × 1 bit 4 output. 5 Figure 7 . Realization of the S-box S1 on an FPGA.
Results
Obtained from S-Box based post-processing 6 Bit sequences generated by random number generators may show statistical weaknesses. The generated bit se-7 quence is therefore subject to post-processing in order to remove these weaknesses. Post-processing applications 8 cause a reduction in the bit-rate while removing these weaknesses. Table 3 provides a comparison between the 9 proposed S-box based post-processing and other post-processing methods in published literature.
10 Table 3 . Bit reduction rates for the post-processing methods.
Post Processing Bit rate Van Neumann
About 1/4 XOR 1/2 H function 1/2 Resilient/Extractor 1/16 Proposed S-box post-processing 2/3
The proposed S-box based post-processing algorithm in this study reduces the data rate of the TRNG 1 to 2/3 of the original, so using S-box causes less data rate reduction than other post-processing methods. In 2 order to use the developed system in cryptographic applications in a secure manner, randomness tests must be 3 applied to it. Many test suites have been developed to analyze the randomness of generated numbers. tests on the generated numbers by the system are performed by the developed software [24] . The statistical 7 test results performed by the NIST 800.22 test suite are given in Table 4 and Table 5 below. Table 4 shows the 8 statistical test results of the S-box based post-processed bit sequence obtained from the Sunar TRNG system.
9
Successful results are achieved by post-processing the source of entropy. Table 5 shows a comparison between 10 the proposed S-box post-processing method and the other post-processing algorithms.
11
While the entropy of the pure bits generated by the RO-based TRNG is 0.989, with the proposed S-box post-12 processing, it is increased to 1.0. Entropy values of both the S-box and the other post-processing algorithms 13 are given in Table 6 . These results, together with the NIST test results show that S-box post-processing can 14 be used in TRNG systems because it can produce bit sequences with no statistical correlation between the 15 sequences.
16
Autocorrelation test results are given in Table 7 . Correlation shows the linear relationship between two or more 17 variables. It takes a value between +1 and −1 . If it is 0 or close to 0, there is no linear relationship between 18 these variables. As shown in Table 7 , for values 8 and 15 for D, successful results are achieved by the S-box 19 post-processing [25] . In Table 8 , the statistical complexity measure is shown. For aperiodic sequences, the 20 statistical complexity measure must be zero or close to zero. The randomness of the numbers obtained from TRNGs depends on the source of entropy. There is a correlation 2 in the generated bit sequences due to the sources of entropy being affected by environmental changes. In this 3 study, in order to remove the correlation problem, an S-box based post-processing method was proposed. The
