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Abstract
We improve upon the upper bounds for the cardinality of the value set of
a multivariable polynomial map over a finite field using the polytope of the
polynomial. This generalizes earlier bounds only dependent on the degree of
a polynomial.
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1. Introduction
For a given polynomial f(x) over a finite field Fq, let Vf ..= Im(f) denote
the value set of f . Determining the cardinality and structure of the value set
is a problem with a rich history and wide variety of uses in number theory,
algebraic geometry, coding theory and cryptography.
Relevant to this paper are theorems which provide upper bounds on the
cardinality of our value set when f(x) is not a permutation polynomial. Let
f(x) ∈ Fq[x] be a single variable polynomial of degree d > 0 with |Vf | < q.
Using the Chebotarev density theorem over rational function fields, S. D.
Cohen proved in [3] that there is a finite set of rational numbers Td ⊂ [0, 1]
(depending on degree d) such that
|Vf | = cfq +Od(√q) (1)
for some cf ∈ Td depending on Gal(f(x)− t)/Fq(t) and Gal(f(x)− t)/Fq(t).
Guralnick and Wan refine this in [6], proving that for gcd(d, q) = 1 and
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|Vf | < q, |Vf | ≤ 4763q +Od(
√
q). In addition, Mullen conjectured the bound
|Vf | ≤ q − q − 1
d
(2)
for non-permutation polynomials. This was proven by Wan in [10] using p-
adic liftings, but Turnwald later averted the use of liftings with a clever proof
in [9] using elementary symmetric polynomials. This bound was also proven
sharp for any finite field by Cusick and Mu¨ller (for f(x) = (x + 1)xq−1 ∈
Fqk [x], |Vf | = qk − q
k−1
q
for all integers k, see [4]). For more sharp examples,
see [12].
Despite the interest mathematicians have taken in the value set prob-
lem, most of the work in this area has been dedicated towards univariate
polynomials. However, In the past 25 or so years, the multivariate value set
problem has been addressed in a few different forms. It was first addressed
by Serre in 1988 [8] over varieties, in connection with Hilbert’s irreducibility
theorem and the inverse Galois problem. His theorem, alongside results by
Fried [5] and by Guralnick and Wan [6] give us upper bounds on our value
set which generalize Cohen’s result in (1). Though these results bound |Vf |
by some fraction of |Fnq |, it is important to note that the error terms in both
results, though well behaved with respect to q, are unpredictable in terms of
the degree d of the map.
A recently published paper by Mullen, Wan, and Wang (see [7]) gives
another bound on the value set of polynomial maps, one with no error terms:
if |Vf | < qn, then |Vf | ≤ qn −min
{
q,
n(q − 1)
deg f
}
. (3)
In this paper, we set out to improve upon the above result by generaliz-
ing Wan’s p-adic lifting approach and utilizing the Newton polytope of the
multivariate polynomial. We define a quantity µf in section 2 based on the
Newton polytope, one which has the property µf ≥ n/deg f (see [1]). The
result is as follows:
Theorem 1.1. Let f(x1, ..., xn) = (f1(x1, ..., xn), ..., fn(x1, ..., xn)) be a poly-
nomial vector over the vector space Fnq .
If |Vf | < qn, then |Vf | ≤ qn −min{q, µf(q − 1)}.
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2. The Newton Polytope
Let F be an arbitrary field and let h ∈ F [x1, ..., xn]. If we write h in the
form
h(x1, ..., xn) =
m∑
j=1
ajX
Vj , aj ∈ F ∗
where
Vj = (v1j , ..., vnj) ∈ Zn≥0, XVj = xv1j1 ...xvnjn , (4)
then we have the following definition:
Definition 2.1 (Newton polytope). The Newton polytope of polynomial h ∈
F [x1, ..., xn], ∆(h), is the convex closure of the set {V1, ..., Vm} ∪ {(0, ..., 0)}
in Rn.
Geometric properties of the Newton polytope, such as its dilation by
k ∈ R, its volume or its decomposition into other polytopes via Minkowski
Sum, are useful tools in discerning properties of their associated polynomials.
For more information, see [2], [11], and [13].
The significance of the Newton polytope to the multivariate value set
problem comes from the definition of the following quantity:
Definition 2.2 (The quantity µf). Let F be a field, let h ∈ F [x1, ..., xn],
and let ∆(h) be the Newton polytope of h.
µh ..= inf{k ∈ R>0 | k∆(h) ∩ Zn>0 6= ∅}.
In other words, µh is the infimum of all positive real numbers k such
that the dilation of ∆(h) by k contains a lattice point with strictly positive
coordinates, and we define µh = ∞ if such a dilation does not exist. For
our purposes, since the vertices of our polytopes have integer coordinates,
µh will always be finite and rational so long as we consider h which is not
a polynomial in some proper subset of x1, ..., xn. This quantity is used by
Adolphson and Sperber [1] to put a lower bound on the q-adic valuation ordq
of the number of Fq-rational points on a variety V , N(V ), over Fq. Namely,
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let V = V (f1, ..., fm), where fi ∈ Fq[x1, ..., xn]. If the collection of polynomi-
als f1, ..., fm is not polynomial in some proper subset of x1, ..., xn, then we
have for f(x1, ..., xn, y1, ..., ym) = f1(x1, ..., xn)y1 + · · ·+ fm(x1, ..., xn)ym,
ordq(N(V )) ≥ µf −m.
Note that in the above definitions, the multivariate polynomial h maps
the vector space F n into its base field F . However, for the value set problem,
we are interested in studying the polynomial vector f : Fnq −→ Fnq . Fortu-
nately, the definitions we have developed in this section can be extended to
polynomial vectors. To properly motivate how this extension arises in our
theorem, let us first understand the proof of the univariate result given in
(2) and discern how to generalize to the multivariate case in section 4.
3. Single variable value set
Before proving our main result, we will provide insight into upper bounds
of |Vf | for the case when f is a single variable polynomial. Parts of this proof
will generalize to the multivariate case.
Theorem 3.1. Let f(x) ∈ Fq[x] be a single variable polynomial of degree
d > 0. If |Vf | < q, then
|Vf | ≤ q − q − 1
d
.
The proof of this theorem relies on the following definition:
Definition 3.2 (The quantity U(f)). Let Zq denote the ring of p-adic in-
tegers with uniformizer p and residue field Fq. Fix a lifting f˜(x) ∈ Zq[x] of
f , taking coefficients from the Teichmu¨ller lifting Lq ⊂ Zq of Fq. Then we
define U(f) to be the smallest positive integer k such that the sum
Sk(f) ..=
∑
x∈Lq
f˜(x)k 6≡ 0 (mod pk).
By taking into account the following sum,
∑
x∈Lq
xk =


0, q − 1 ∤ k,
q − 1, q − 1 | k, k 6= 0,
q, k = 0,
(5)
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and remembering that we are only summing over a finite number of terms,
we have the following inequality for f not identically zero:
q − 1
d
≤ U(f) ≤ q − 1.
With the above inequality in mind, Theorem 3.1 will follow directly from the
following lemma:
Lemma 3.3. If |Vf | < q, then
|Vf | ≤ q − U(f).
The proof of this result is given in the paper by Mullen, Wan, and Wang.
See [7] for the full proof, and see [12] for more details regarding this theorem.
4. From single variable to multivariable
Let f(x1, ..., xn) = (f1(x1, ..., xn), ..., fn(x1, ..., xn)) be a polynomial vec-
tor, and note deg f = maxi{deg fi}. This maps the vector space Fnq to itself.
Now, take a basis e1, ..., en of Fqn over Fq. Denote x = x1e1 + · · ·+ xnen and
define
g(x) ..= f1(x1, ..., xn)e1 + · · ·+ fn(x1, ..., xn)en.
In this way, we can think of the function g as a non-constant univariate
polynomial map from the finite field Fqn to itself. Even better, we have the
equality |Vf | = |g(Fqn)|. Therefore, using Lemma 3.3, we know
if |Vf | < qn, then |Vf | ≤ qn − U(g),
where g is viewed as a univariate polynomial.
Unfortunately, as a univariate polynomial, we do not have good control of
the univariate degree of g in relation to the multivariate degree of f . Even if
one were to construct a closed form for g(x) using methods such as Lagrange
Interpolation, the degree of g would likely be high enough as to make the
resulting upper bound on |Vf | trivial. Because of these issues with the degree
of g, we cannot use the bounds from the previous section directly, and must
rely on another method to bound U(g).
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Previously, we introduced g(x) as a univariate polynomial. However, us-
ing a basis e1, ..., en of Fqn over Fq as before, we can also define a multivariate
polynomial
g(x1, ..., xn) ..= f1(x1, ..., xn)e1 + · · ·+ fn(x1, ..., xn)en
mapping the vector space Fnq into the field Fqn . In this sense, g as a multi-
variate polynomial shares some important properties with f as a polynomial
vector, such as the fact that deg(g) = maxi{deg fi}. Whereas the paper by
Mullen, Wan, and Wang determine a bound for U(g) relying on the multi-
variate degree of f , in this paper we will use the Newton polytope of the
multivariate polynomial g(x1, ..., xn) to improve upon these bounds. With
this in mind, we define ∆(f) ..= ∆(g(x1, ..., xn)), µf ..= µg(x1,...,xn), and prove
the main result of our paper.
5. Restatement of Main Theorem and Proof
Theorem 5.1. Let f(x1, ..., xn) = (f1(x1, ..., xn), ..., fn(x1, ..., xn)) be a poly-
nomial vector over the vector space Fnq . If |Vf | < qn, then
|Vf | ≤ qn −min{q, µf (q − 1)}.
Proof. First, construct g from our polynomial vector f , as we did in Sec-
tion 4. Viewing g as a univariate polynomial g(x), we are allowed to apply
Lemma 3.3 to bound |Vf | using U(g). We then consider g as multivariate
g(x1, ..., xn), which allows us to define ∆(g) and µg. Noting that ∆(f) = ∆(g)
and µf = µg by our definition in Section 4, it suffices to prove the following
lemma on U(g):
Lemma 5.2. U(g) ≥ min{µf(q − 1), q}.
Proof. Assume the coefficients of g(x1, ..., xn) are lifted to characteristic zero
over Lqn , our Teichmu¨ller lifting of Fqn. Remember that U(g) is defined over
univariate polynomials to be the smallest positive integer k such that
Sk(g) ..=
∑
x∈Lqn
g(x)k 6≡ 0 (mod pk).
However, using x = x1e1+ · · ·+ xnen as in section 4, we can rewrite Sk(g) in
terms of multivariate g(x1, ..., xn). This means U(g) is the smallest positive
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integer k such that
Sk(g) =
∑
(x1,...,xn)∈Lnq
g(x1, ..., xn)
k 6≡ 0 (mod pk).
Let k ∈ Z>0 be such that k < min{µf(q−1), q}. Expand g(x1, ..., xn)k =∑m
j=1 ajX
Vj as a polynomial in the n variables x1, ..., xn (see (4)). Since
Sk(g) is a finite sum, it can be broken up over the monomials of g(x1, ..., xn)
k.
Therefore, it suffices to prove∑
(x1,...,xn)∈Lnq
XVj ≡ 0 (mod pk), 1 ≤ j ≤ m. (6)
If we denote ℓj ..= #{vij , 1 ≤ i ≤ n|vij 6= 0}, i.e. ℓj denotes the number of
nonzero vij’s with 1 ≤ i ≤ n, then we have exactly n− ℓj zero vij ’s, implying
that ∑
(x1,...,xn)∈Lnq
XVj ≡ 0 (mod qn−ℓj).
Now let vp denote the p-adic valuation satisfying vp(p) = 1. If the inequality
vp(q)(n− ℓj) ≥ 1 + vp(k)
is satisfied, then (6) is true and we are done.
Considering XVj = x
v1j
1 ...x
vnj
n , the sum on the left side is identically zero
if one of the vij is not divisible by q − 1 (see (5)). Thus, we shall assume
that all vij’s are divisible by q−1 (Otherwise (6) is satisfied and we are done
without even using our inequality on k). Then the total degree of XVj is
v1j + · · ·+ vnj ≥ (q − 1)ℓj.
Now, the lattice points of g are contained within ∆(g) by definition, and this
implies our lattice points Vj of g
k are contained within k∆(g), the dilation of
the polytope ∆(g) by k. But since (q− 1) | vij , we have that Vj ∈ (q− 1)Zn≥0
as well.
If we further assume that Vj has no zero coordinates, i.e. ℓj = n, this
implies (
k
q − 1∆(g)
)
∩ Zn>0 6= ∅.
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This statement tells us, by the definition of µf , that
k
q−1
≥ µf . In other
words,
k ≥ µf(q − 1).
This contradicts our assumption that k < min{µf(q − 1), q} ≤ µf(q − 1).
Therefore, when k < min{µf(q−1), q}, we have that ℓj < n, and n−ℓj >
0. This case, since k < q, gives us q ∤ k, and
1 + vp(k) ≤ vp(q) ≤ vp(q)(n− ℓj).
This implies that
Sk(g) ≡ 0 (mod qn−ℓj) ≡ 0 (mod p1+vp(k)) ≡ 0 (mod pk)
and we are done. Lemma 5.2 and the main result of our paper are proved.
It is easy to show that this new bound is an improvement over the previ-
ously known result by Mullen, Wan, and Wang described at (3). Adolphson
and Sperber gave an elementary proof in [1] that µf ≥ n/deg f for all f
over any arbitrary vector space Fnq . For an illustration in two dimensions,
please refer to Figure 1 at the end of the text. It can also be shown that
this new bound is sharp. Let f(x1, x2) = (x1, x
a
1x2) with a in N. It is clear
that ∆(f) ∩ Z2>0 = {(a, 1)}, which tells us that µf = 1, and we also have
|Vf | = q2 − (q − 1). Note that, in general, it is not immediately clear how
large of an improvement our new result provides over our previously known
bound. Furthermore, an effective method for calculating µf is not directly
clear from the definition given. Could there be an efficient way to calculate
or estimate µf?
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Figure 1: The polytopes of f(x1, x2) = x1 + x
3
1x2 and h(x1, x2) = x
4
1 + x
4
2, alongside their
contractions by n
d
= 2
4
. Note that both polynomials are degree 4, ∆(f) ∩ Z2>0 = {(3, 1)},
and
(
2
4
∆(f)
) ∩ Z2>0 = ∅, but ( 24∆(h)) ∩ Z2>0 = {(1, 1)}. Therefore, µh = 24 < µf = 1.
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