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CHAPITRE 1
INTRODUCTION
CE manuscrit détaille un ensemble de contributions théoriques et quelques études ex-périmentales portant essentiellement sur la théorie des automates et la logique ma-thématique. La première partie est divisée en deux : un premier chapitre montre
quelques résultats de décidabilité de certaines théories logiques et l’automaticité de plu-
sieurs structures logiques sur des mots écrits sur un alphabet infini. Un deuxième cha-
pitre présente quelques résultats obtenus pour le problème de la réduction/minimisation
du nombre de transitions dans un automate fini. La deuxième partie du manuscrit contient
deux chapitres courts : un premier chapitre introduit les automates à trous et leurs applica-
tion à la recherche approchée de motif dans les dictionnaires de mots. Le deuxième chapitre
présente un outil graphique des automates finis implémentant les opérations les plus ba-
siques de manipulation des automates.
1.1 Présentation du contexte et des résultats
Cette section introduit le cadre théorique et pratique motivant les questions discutées
dans ce travail. Une sous-section résumant brièvement le contexte du problème traité par
chaque chapitre et les principaux résultats obtenus.
1.1.1 Logiques des mots sur un alphabet infini
Depuis le début des années cinquante, de nombreux travaux réalisés par des mathé-
maticiens, des logiciens et des informaticiens ont montré des liens entre les questions de
définissabilité et décidabilité en logique et la théorie des automates.
Parmi les premiers résultats majeurs on a l’équivalence entre la définissabilité au second
ordre monadique faible et la reconnaissabilité par automate [Büc60].
1
2 Chapitre 1. Introduction
Ce résultat a été ensuite étendu notamment auxmots infinis et aux arbres, ce qui a permis
le développement des notions d’automates associés.
Les travaux sur le problème de décidabilité ont permis entre autres de prouver de nou-
veaux résultats liés à la complexité et aux classes de complexité des problèmes.
Ces résultats ont permis non seulement d’avoir un cadre formel abstrait pour manipu-
ler les théories logiques mais aussi de fournir des outils qui ont un très grand intérêt pour
l’informatique comme la conception correcte des programmes grâce à la spécification, la mo-
délisation, la vérification formelle et la démonstration automatique des systèmes informa-
tiques. On cite par exemple, la vérification des programmes, les outils de la logique tempo-
relle comme CTL et LTL et les outils de spécification et vérification formelles commeMONA,
qui s’appuient sur la théorie des automates.
D’autre part, l’étude de la théorie des structures des mots finis sur un alphabet infini est
considérée essentiellement dans :
1. les systèmes à états infinis,
2. les systèmes paramétrés lorsque l’éventail des valeurs des paramètres n’est pas borné,
3. les systèmes temporisés,
4. la théorie des bases de données [BLSS03, BMS+06],
5. la vérification (model checking) [DLS08].
Ainsi que pour de nombreuses autres applications typiques dans les systèmes de contrôle
avec une source de données infinie, par exemple :
1. les systèmes à paramètres entiers [BHM03],
2. les systèmes de journalisation qui stockent des données appartenant à un domaine
infini [Via09, BHJS07],
3. les données semi-structurées comme les documents XML qui peuvent être considérées
comme des arbres pour lesquels les feuilles et les branches sont généralement associées
à des valeurs appartenant à un domaine infini [CFB+02, BCC+03].
Notons que les solutions développées pour l’analyse de ces systèmes sont en général égale-
ment applicables aux systèmes finis avec un très grand nombre d’états.
Exemple 1 (Système temporisé, Timed system). Soit un ensemble fini d’états S. Un système
temporisé passe par un nombre fini d’états à des instants bien précis ti ∈ R+ ou ti ∈ N
(temps continu ou discret). Un comportement fini possible d’un tel système peut se modé-
liser comme une liste de couples ordonnée dans le temps, où chaque couple (état, instant)
donne l’état du système à un instant précis. Ainsi le couple (si, ti) veut dire que le système
est dans l’état si à l’instant ti. Par conséquent, et comme les ti font partie d’un ensemble in-
fini, un comportement fini possible dans un système temporisé peut être considéré comme
un mot fini sur un alphabet infini : (s0, t0).(s1, t1) . . . (sn, tn) ∈ (S × R+) ou (S × N).
Exemple 2 (Gestion de processus, Process management). Étant donné un ensemble fini d’ac-
tions A (créer, supprimer, arrêter ou suspendre un processus), l’historique d’un système de
gestion de processus n’est rien d’autre qu’une liste de couples (action,processus) qui énu-
mère la succession des actions exécutées sur l’ensemble des processus pi ∈ N (pi est l’iden-
tifiant d’un processus), ainsi le couple (ai, pi) veut dire qu’on a effectué l’action ai sur le
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processus pi. Par conséquent, et comme les identifiants pi font partie d’un ensemble infini, a
priori non borné, un historique fini possible dans un système de gestion de processus peut
être vu comme un mot fini sur un alphabet infini : (a0, p0).(a1, p1) . . . (an, pn) ∈ (A× N).
Il est naturel de s’intéresser à la spécification de tels systèmes, à la modélisation de
leur comportement, ou encore à la vérification de leurs propriétés. Une approche naturelle
consiste à essayer d’étendre les notions et les concepts de modèles de calcul et des forma-
lismes logiques qui sont connus dans le cas d’un alphabet fini aux alphabets infinis, tout
en conservant les bonnes propriétés de fermeture algébrique, clôture logique, ainsi que les
propriétés d’expressivité et de décidabilité.
Une approche classique consiste à utiliser les automates finis. L’idée principale est de
coder les comportements possibles du système par des mots sur un alphabet donné. Ainsi
l’ensemble des comportements qui vérifient une certaine propriété du système peut être
codé par un langage de mots sur l’alphabet donné. Si ce langage est rationnel alors il peut
être accepté par un automate finis.
Lorsque l’ensemble des états possibles d’un système est fini, la spécification et l’étude
des comportements finis de ce système peuvent être modélisés par des automates fi-
nis. D’autre part, l’analyse des comportements infinis peut être effectuée par des auto-
mates finis spécifiques comme les automates de Büchi, de Muller ou de Rabin. Tandis
que lorsque le domaine du système est infini, sa vérification est en général incertaine.
Par conséquent, la vérification automatique des systèmes à domaine infini et l’étude de
leurs comportements, même finis, nécessite une extension des automates finis. Plusieurs
formalismes ont été proposés. Mentionnons, par exemple, les automates à registres et
les pebble automata [SF94, KF94, NSV01, Tan10], les M-automates [Bès08], les data auto-
mata [BDM+11, BMSS09] et les variable automata [GKS10]. Ces méthodes formelles basées
sur les automates, ainsi que d’autres, sont appliquées avec succès pour la vérification de
plusieurs systèmes automatisés, mais ils présentent certaines limites :
1. Automates à registres [SF94, KF94, NSV01] :
(a) le problème de l’universalité est indécidable,
(b) le problème de l’appartenance est indécidable,
(c) ces automates ne sont pas clos par complémentation mis à part pour certains frag-
ments spécifiques qui limitent le nombre de registres [DLN07],
(d) le problème du langage non vide est décidable.
2. Pebble automata [Tan10] :
(a) le problème du langage non vide est indécidable,
(b) le problème de l’universalité est indécidable,
(c) le problème de l’appartenance est indécidable.
3. Data automata [BDM+11, BMSS09] :
(a) le problème de l’universalité est indécidable,
(b) le problème de l’appartenance est indécidable,
(c) ces automates ne sont pas clos par complémentation,
(d) le problème du langage non vide est décidable.
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4. Variable automata [GKS10] :
(a) le problème de l’universalité est indécidable,
(b) le problème de l’appartenance est indécidable,
(c) ces automates ne sont pas clos par les opérations d’union et d’intersection.
5. Les versions déterministe et non déterministe ne sont pas équivalentes pour la plupart
de ces modèles d’automates.
6. Certains de ces automates ne peuvent pas être utilisés pour reconnaître des proprié-
tés basiques, comme la propriété qu’un mot x se termine par deux lettres identiques
(clone(x)), ou la propriété que toutes les lettres du mot x sont distinctes (diff(x)).
Une autre approche consiste à se concentrer sur des formalismes logiques particuliers,
telles que la logique du premier ordre et la logique monadique du second ordre. L’idée est
de représenter le domaine et de traduire les propriétés de ces systèmes par des formules
exprimées dans la théorie logique d’une structure spécifique. Cette approche a l’avantage
d’avoir des propriétés de fermeture pour plusieurs opérations comme le produit cartésien,
la projection et tous les opérateurs booléens. Toutefois, afin d’obtenir des résultats de déci-
dabilité, nous devons considérer de fortes contraintes sur l’expressivité de ces théories. Nous
mentionnons dans ce qui suit certains de ces formalismes logiques :
1. Eilenberg et al., ont étudié dans [EES69] des structures avec comme domaine des mots
sur un alphabet infini dénombrable Σ, avec les prédicats suivants :
(a) la relation ∼ définissant l’ensemble de paires de mots de même longueur,
(b) la relation unaire lasta qui définit un mot qui se termine avec la lettre a (un prédi-
cat pour chaque lettre de l’alphabet).
Ils caractérisent les relations définissables et prouvent la décidabilité de la théorie du
premier ordre de ces structures.
2. Choffrut & Grigorieff [CG09a, CG09b] ont étudié plusieurs variantes des structures
d’Eilenberg, avec les fonctions et les prédicats suivants :
(a) pred(a1 . . . an) = a1 . . . an−1 pour a1, . . . , an ∈ Σ,
(b) eqLast est la relation binaire {(ua, va) | u, v ∈ Σ∗, a ∈ Σ}, c’est-à-dire l’ensemble
des couples de mots qui se terminent par la même lettre,
(c) eqLenEqLast est une relation binaire définissant l’ensemble des paires de mots de
même longueur et qui se terminent par la même lettre.
Ils montrent en particulier que pour un alphabet infini Σ, le fragment ∃∀∀ de la théorie
de la structure (Σ∗;≺, ε, pred, eqLast) est indécidable. Ils montrent aussi que la théorie
du premier ordre de la structure (Σ∗;≺,∼, eqLenEqLast, (lasta)a∈Σ) est décidable.
Ainsi, nous pouvons voir que l’ajout d’un simple prédicat comme eqLast conduit à
l’indécidabilité.
3. Dans [Bès08], Bès a montré qu’un cas particulier du théorème de composition de Fefer-
man - Vaught [FV59] donne lieu à une notion naturelle d’automates pour les mots finis
sur un alphabet infini. Cette nouvelle notion est appeléeM-automate et elle possède de
bonne propriétés de fermeture et de décidabilité.
Remarquons que ce formalisme, comme les deux précédents, ne permet d’exprimer
certaines propriétés simples comme celle de se terminer par deux lettres identiques,
qui peuvent être utilisés pour définir des langages plus complexes comme Σ∗aaΣ∗
avec a ∈ Σ.
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4. Shelah [She75] mentionne un résultat de Stupp [Stu75] qui a ensuite été amélioré par
Muchnik. Étant donnée une structure initiale, appelée la structure de base, nous pouvons
construire une nouvelle structure, appelée la structure itérée, dont le domaine est consti-
tué de l’ensemble des séquences finies d’éléments dans le domaine de la structure de
base avec de nouvelles relations, telles que le prédicat clone.
Soient L une signature et A = (Σ; . . . , Ri, . . . ) une L-structure relationnelle, où chaque
Ri est une relation d’arité ri. La structure itérée de A est la structure :
A∗ = (Σ∗;≺, clone, . . . , R∗i , . . . )
de signature L∗ = L ∪ {≺, clone} telle que :
(a) ≺= {(w,wu) | w, u ∈ Σ∗},
(b) clone = {waa | w ∈ Σ∗, a ∈ Σ},
(c) R∗i = {(wa1, . . . , wari) | w ∈ Σ∗, (a1, . . . , ari) ∈ Ri}.
Muchnik a montré que pour chaque énoncé monadique du second ordre ϕ on peut
effectivement construire un énoncé ϕ′ tel que A |= ϕ′ si, et seulement si, A∗ |= ϕ pour
toute structure A. Un corollaire important de ce résultat est que la théorie monadique
du second ordre de la structure itérée est décidable si la théorie monadique du second
ordre de la structure de base est décidable. La preuve originelle de Muchnik n’a jamais
été publiée. Le résultat est mentionné par Semenov dans [Sem84]. La première publi-
cation de la preuve est due à Walukiewicz [Wal02]. Berwanger & Blumensath donnent
plus de détails dans [BB01]. Récemment, Kuske & Lohrey [KL06, KL03] montrent plus
de résultats pour la logique du premier ordre.
Nous nous intéressons dans le chapitre 2 aux formalismes logiques qui nous permettent
d’exprimer des relations naturelles telles que les prédicats : clone,∼,≺ et diff sur lesmots finis
écrits sur un alphabet infini dénombrable. Nous considérons des théories logiques classiques
comme la théorie du premier ordre ainsi que la théorie monadique du second ordre. En fait,
notre travail se concentre sur l’identification et l’ajout de quelques prédicats intéressants tout
en conservant la décidabilité de ces théories.
Nous avons en premier lieu considéré la structure du clone
S0 = (Σ
∗;≺, clone, less, {modp,q | p, q ∈ N})
où Σ∗ désigne l’ensemble des mots finis sur l’alphabet infini Σ = Z et pour des mots x, y et
z de Σ∗, on a :
1. x ≺ y si, et seulement si, x est un préfixe strict de y,
2. clone(x)⇔ x = uaa avec u ∈ Σ∗ et a ∈ Σ,
3. less(x)⇔ x = uab avec u ∈ Σ∗, a, b ∈ Σ et a < b,
4. pour tout p, q ∈ N : modp,q(x)⇔ x = uab avec u ∈ Σ∗, a, b ∈ Σ et (b− a) ≡ q[p].
Nous avons d’abord démontré que la théorie du premier ordre de la structure S0 est déci-
dable. Ce résultat est un corollaire de l’automaticité de S0. Nous avons ensuite démontré
que la théorie monadique du second ordre deS0 est également décidable par interprétation
dans la théorie S3S décidable d’après Rabin [Rab69].
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Nous avons ensuite considéré la structure
S1 = (Σ
∗;≺, clone, less, {modp,q | p, q ∈ N},∼,⊕)
qui étend la structure S0 en ajoutant les prédicats :
1. x ∼ y ⇔ |x| = |y|,
2. le prédicat ⊕(x, y, z) est vrai si, et seulement si, x, y et z ont la même longueur et la
somme de x et y, lettre par lettre, est égal à z.
Nous avons démontré la M-automaticité de S1, ce qui nous a permis de déduire la décida-
bilité de sa théorie du premier ordre.
Nous avons par ailleurs étudié des structures qui comportent le prédicat diff. En parti-
culier nous avons démontré la décidabilité de la théorie du premier ordre et de la théorie
monadique du second ordre de la structure S4 = (Σ∗;≺, clone, diff).
Nous avons également obtenu des résultats de décidabilité et des résultats
d’indécidabilité pour plusieurs variantes des structures S0 et S4, ainsi que pour des fa-
milles de structures appelées structure d’applications exclusives et structure de décomposition.
On trouvera au début du chapitre 2 un tableau récapitulatif de tous les résultats obtenus
(tableau 5.1).
Passons maintenant à la présentation du deuxième chapitre théorique qui concerne la
réduction du nombre de transitions dans un automate fini.
1.1.2 Minimisation du nombre de transitions
Dans plusieurs domaines d’application seuls les petits automates permettent d’offrir des
solutions réalisables et efficaces aux problèmes pratiques. Ainsi, la réduction des automates
finis est importante à la fois pour des questions théoriques et aussi pratiques.
Minimiser le nombre d’états d’un automate fini est un sujet qui a été largement étudié
depuis les années 1950, à la fois dans le cas déterministe et le cas non-déterministe [Moo56,
Hop71a]. Toutefois, les travaux sur la minimisation du nombre de transitions sont apparus
récemment.
En 1997, Hromkovic˜ et al. [HSW01] ont donné un algorithme, fondé sur le concept de
Common Follow Sets (CFS) d’une expression rationnelle, qui convertit une expression ration-
nelle de taille n en un automate fini non déterministe sans ε-transition ayant O(n) états,
Ω(n log2 n) transitions comme borne inférieure et O(n(log2 n)
2) transitions comme borne
supérieure. La borne inférieure du nombre de transitions a été améliorée par Lifshits [Lif03]
en Ω(n(log2 n)
2
log2 log2 n
). Puis Schnitger [Sch06] l’a améliorée en Ω(n(log2 n)
2). Hagenah et Muscholl
[HM00] ont montré que l’algorithme proposé par Hromkovic˜ et al. peut être implémenté en
temps O(n(log2 n)
2). Ouardi et Ziadi [OZ08], en se basant sur la structure ZPC [COZ09], ont
donné une construction quasi-linéaire deO(n(log2 n)
2) pour convertir une expression ration-
nelle avec multiplicité de taille n en un automate fini avec multiplicité ayant O(n) états et
O(n(log2 n)
2) transitions. Geffert[Gef03] a montré que chaque expression rationnelle de taille
n sur un alphabet de s symboles peut être convertie en un automate fini non déterministe
sans ε-transition avec O(s n log2 n) transitions.
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La plupart des résultats de complexité mentionnés pour le problème de la minimisation
du nombre de transitions sont obtenus à partir de l’étude d’une classe spéciale de langages,
plus précisément la classe des langages L(En). Cette classe de langages correspond à une
classe d’automates finis simples qu’on appelle les automates triangulaires. Ainsi, on s’inté-
resse aux automates triangulaires et à la minimisation de leur nombre de transitions non
seulement pour des études de complexité mais aussi pour les raisons suivantes :
1. L’automate triangulaire An contient un nombre quadratique de transitions dont la mi-
nimisation n’est pas évidente.
2. L’automate triangulaire An reconnaît exactement l’ensemble de toutes les sous - sé-
quences du mot 1.2.3 . . . n. Minimiser le nombre de transitions de An peut être utile
dans le domaine de la recherche de motifs ou encore en bio-informatique [CHL01].
3. La minimisation du nombre de transitions des automates triangulaires peut être utili-
sée pour concevoir une heuristique pour la réduction du nombre de transitions d’un
automate homogène quelconque A, tout en minimisant les fragments triangulaires de
cet automate A (voir section 3.4).
Cox [Cox07] s’est basé sur une recherche exhaustive pour minimiser les automates triangu-
laires de n = 1 jusqu’à n = 7. Au-delà, l’espace de recherche est gigantesque et Cox a utilisé
une approche heuristique qui construit des automates réduits en nombre de transitions pour
n > 7. Les automates produits par Cox sont des automates finis non déterministes sans ε-
transition ayant n+ 1 états dont un seul initial.
Nous montrons dans le chapitre 3 comment établir une liaison assez directe entre des
systèmes de CFS spécifiques associés aux langages L(En) et les arbres binaires complets.
Ce lien est prouvé en utilisant un objet combinatoire appelé triangle d’Ératosthène - Pascal.
Cette correspondance nous permet de transformer la valeur qui nous intéresse (le nombre
de transitions) en une valeur assez naturelle associée aux arbres (le poids d’un arbre). En
effet, construire un automate ayant un minimum de transitions revient à trouver un arbre de
poids minimal.
Nous avons montré, d’une part, que ce nombre de transitions est asymptotiquement
équivalent à n(log2 n)
2 (la borne inférieure). D’autre part, les tests expérimentaux montrent
que pour les petites valeurs de n, les automates minimaux en nombre de transitions coïn-
cident (en nombre et en taille) avec ceux obtenus par notre construction. Cela nous mène à
suggérer que notre réduction est finalement une minimisation pour les automates triangu-
laires.
Passons maintenant à l’introduction de la partie pratique. Commençons par présenter le
chapitre concernant les automates à trous.
1.1.3 Recherche approchée de motif
Le monde d’aujourd’hui est inondé par une immense quantité d’information et spécia-
lement par de l’information textuelle due à de grandes et croissantes collections de bases
de données, articles, livres, etc. Il est essentiel de pouvoir accéder à cette information avec
des requêtes très rapides et efficaces. Bien que les données puissent être mémorisées à l’aide
de divers supports, le texte demeure la forme principale pour échanger l’information où
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les données sont constituées par de gigantesques corpus et dictionnaires de données. Ceci
s’applique aussi à l’informatique et à la bio-informatique où une grande quantité de don-
nées est enregistrée dans des fichiers linéaires. En outre, la quantité de données disponible
dans plusieurs domaines tend à doubler tous les dix-huit mois [Lec00]. L’exploitation de ces
textes passe nécessairement par la recherche d’un ou de plusieurs mots dans ces textes. C’est
le problème de la recherche de motif. Par conséquent, les algorithmes de recherche d’infor-
mations doivent être efficaces même si la vitesse et la capacité de mémoire des ordinateurs
augmentent régulièrement.
Le problème de la recherche de motif consiste à localiser une ou, plus généralement, toutes
les occurrences d’un motif dans un ensemble de mots (texte ou dictionnaire). Un motif peut
être un mot, un ensemble fini de mots ou un ensemble infini de mots exprimé sous la forme
d’une expression rationnelle. Ce problème important apparaît dans plusieurs domaines de
l’informatique, notamment dans les traitements de textes, en analyse lexicale et en biologie
dans l’analyse de l’ADN et des séquences de protéines. Ainsi, améliorer les techniques utili-
sées en recherche demotif augmente considérablement le rendement de ces programmes. les
techniques utilisées en recherche de motif servent généralement de bases aux autres types
de recherche.
Résoudre un problème algorithmique se ramène souvent à trouver une structure de don-
nées permettant de résoudre efficacement ce problème. Un exemple typique est celui des
moteurs de recherche. Les moteurs de recherche stockent des index sophistiqués qui per-
mettent l’exécution d’une variété de requêtes :
– quels documents contiennent le mot logique ?
– quel est le nombre d’occurrences du mot automate dans le document dz.txt ?
Contrairement à la plupart des problèmes algorithmiques, un temps de réponse linéaire
est trop lent, on ne peut pas balayer tout le web pour répondre à une telle question, il faut
trouver une solution dont le temps de recherche est logarithmique ou même constant. D’un
autre coté, l’espace tend à devenir une question plus importante, parce que le corpus de
données est habituellement grand et on ne veut pas vraiment une structure de données qui
occupe trop d’espace.
Le problème basique de la recherche de motif est la recherche d’un mot w dans un diction-
naire D sans tolérance d’erreurs. Celui-là possède deux variantes :
1. Lorsque le dictionnaire est connu à l’avance, un prétraitement est effectué sur celui-ci,
pour construire une structure d’index linéaire en temps et en espace. Ainsi la localisa-
tion d’un motif w dans D peut alors s’effectuer en temps et espace linéaire. La struc-
ture de données la plus courante pour représenter un index est l’arbre des suffixes
[Ukk95, CLS+10, Far97, McC76, Ukk92, Wei73]. Elle permet de stocker un ensemble
fini et non vide de mots (un dictionnaire). L’arbre des suffixes est un arbre enraciné
dans lequel chaque branche est étiquetée par une lettre. Chaque chemin de la racine
vers une feuille est associé à un suffixe d’un mot du dictionnaire.
2. Lorsque le mot est connu à l’avance, un prétraitement est alors effectué sur celui-ci,
pour construire une structure de données linéaire en temps et en espace, ainsi, la loca-
lisation de w dans D peut alors s’effectuer en temps linéaire. Beaucoup de travaux ont
été consacrés à cet effet [KR87, BM77, KJHMP77].
Le problème de la recherche approchée de motif est défini comme suit : étant donnés une
tolérance d’erreur d’ordre k et un dictionnaireD, concevoir un algorithme ou construire une
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structure de données qui peut répondre à la requête suivante : trouver les occurrences d’un
motif w dans D tout en tolérant k erreurs. Il y a différentes manières de mesurer l’erreur,
comme :
– la distance de Hamming : recherche approchée du mot w dans D avec au plus k sub-
stitutions.
– la distance d’édition (distance de Levenstein) : recherche approchée du mot w dans D
avec au plus k insertions, substitutions ou suppressions.
Afin d’accélérer la recherche approchée, Cole et al. [CGL04] donnent des solutions pour
les problèmes des systèmes d’indexation, entre autre le problème de l’indexation approchée.
Cela se fait en utilisant une structure de données particulière appelée LCP (Longest Common
Prefix). Chan et al. [CLS+10] ainsi que Cole et al. [CGL04] utilisent cette LCP comme noyau
pour leur indexation approchée. Ils résolvent le problème de la recherche approchée de motif
dans un espace de O(T (log T )k) et en un temps de recherche de O(|w| + 2k log log T ) avec
T =
∑
v∈D
|v|.
Karch et al. [KLS10] proposent un automate particulier basé sur ce qu’ils appellent le
voisinage des délétions pour effectuer des recherches approchées dans des dictionnaires de
mots. Ils proposent aussi une implémentation pratique de leur structure de recherche. Les
indexes de recherche produits par cet outil est de l’ordre de quelques centaines de mégaoc-
tets même pour une tolérance d’erreur k < 5 et pour un dictionnaire de taille relativement
moyenne (dictionnaire des mots du français par exemple).
Un exemple typique d’application de la recherche approchée est le correcteur orthogra-
phique. Actuellement, la majorité des outils de traitement de texte proposent un correc-
teur orthographique automatique. L’idée est simple, l’utilisateur tape son texte, et en même
temps, le correcteur vérifie si les mots tapés existent dans un dictionnaire bien précis (le dic-
tionnaire d’hébreu par exemple). Un mot est considéré comme faux s’il n’existe pas dans
le dictionnaire ; dans ce cas le correcteur orthographique propose à l’utilisateur une liste de
mots proches du mot erroné. Vous avez sans doute remarqué que dans plusieurs situations
le correcteur orthographique propose une liste qui ne contient pas forcément le mot juste
qu’on voulait taper, même parfois pour une différence d’une seule lettre ! Pourquoi ? Tout
simplement parce que ces correcteurs utilisent des algorithmes de recherche heuristiques
pour engendrer cette liste. Pourquoi des heuristiques ? Car retrouver efficacement la liste
complète des mots voisins d’un autre mot par rapport à un dictionnaire n’est pas du tout
une tâche facile. On a besoin soit de beaucoup d’espace mémoire pour engendrer cette liste
rapidement, soit de beaucoup de temps pour avoir cette liste tout en utilisant peu d’espace
mémoire. Les méthodes heuristiques permettent de construire une liste pas forcement com-
plète mais en peu de temps et en consommant peu d’espace.
L’exemple cité du correcteur orthographique , n’est qu’une application possible parmi
d’autres. La recherche des voisins d’un mot précis dans un dictionnaire précis trouve son
application non seulement en linguistique mais aussi en bio-informatique et en recherche
documentaire.
Dans le chapitre 4 on propose une structure de données particulière, appelée automate à
trous binaire permettant d’engendrer la liste des mots voisins en un temps et un espace expé-
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rimentalement linéaires. Théoriquement et dans des cas extrêmes 1, cette structure peut être
lourde en recherche ou grande en volume (voir théorèmes 20 et 21). Les indexes de recherche
produits par notre algorithme sont de l’ordre de quelques kilo-octets même pour une tolé-
rance d’erreur k > 4 et pour un dictionnaire de taille relativement moyenne (dictionnaire
des mots du français par exemple).
Les résultats de ce chapitre ont été obtenus suite à une collaboration avec SAÏD ABDED-
DAÏM, de l’université de Rouen, France.
Le dernier chapitre du manuscrit décrit womb, un outil graphique de manipulation des
automates finis, développé dans des buts pédagogiques d’enseignement et aussi pour facili-
ter les tâches de manipulation et de dessin des automates pour la rédaction de ce manuscrit
de thèse.
1.1.4 Outil graphique de manipulation des automates finis
Un graphe, un schéma ou un simple dessin peuvent compacter énormément d’infor-
mations dans un espace très réduit. D’autre part, les couleurs, les formes et leurs empla-
cements reflètent les propriétés des concepts et les liens entre eux. Visualiser un concept
facilite considérablement sa compréhension. Ainsi, une bonne conception et une meilleure
compréhension d’un automate passent forcément par la fameuse représentation graphique
de l’automate, qu’il soit représenté en mémoire machine par des tableaux, des listes ou des
matrices.
L’outil womb a été développé en C++ et est déjà fonctionnel sur les systèmes Windows 2.
Il est téléchargeable en version binaire depuis le lien :
https://www.dropbox.com/s/7azngj2dzwp89ay/womb.1.0.0.zip?dl=0
L’utilitaire womb permet, d’une part, de créer facilement avec quelques clics de souris et avec
une grande souplesse toutes sortes d’automates finis, d’autre part, cet outil propose quelques
fonctionnalités élémentaires de transformation d’automates tels que l’élimination des tran-
sitions spontanées (ε-transitions), la déterminisation, la transposition (l’automate miroir), la
minimisation et bien sûr l’affichage des automates résultants. Enfin il permet d’exporter les
résultats au format .dot, qui est un langage de description de graphe dans un format texte.
Ce format peut être utilisé notamment pour engendrer du code LATEX.
Initialement womb a été développé pour un but plutôt pédagogique. Durant mes ensei-
gnements j’étais amené dans plusieurs cas et dans plusieurs modules à aborder les auto-
mates finis, et de montrer à mes étudiants l’intérêt pratique des notions théoriques liées aux
automates comme celle de la déterminisation ou de laminimisation. Cet outil m’a permis à la
fois de montrer les algorithmes les plus basiques pour la déterminisation et la minimisation
des automates et de les appliquer dans des exercices pratiques comme en compilation (mini
interpréteur automatique) ou dans le développement de mini protocoles réseau (FTP sim-
plifié ou messagerie instantanée), dans lesquels les automates manipulés ne dépassent pas
1. Pire des cas.
2. Nous envisageons de développer une version JAVA
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quelque dizaines d’états. Plus tard j’ai profité de cet outil pour dessiner les automates dont
j’avais besoin dans cemanuscrit ou dansmes articles de recherche. Il existe plusieurs outils et
bibliothèques pour la manipulation des automates. Par exemple l’outil Vaucanson 3 ou l’uti-
litaire Semigroupe 4 sont des outils très généraux et efficaces incluant des implémentations
optimisées des algorithmes classiques sur les automates. L’outil que nous proposons est ca-
ractérisé par une implémentation très basique permettant de mettre en évidence quelques
notions fondamentales de la théorie des automates.
1.2 Définitions et notations
Nous présentons dans ce qui suit les objets et les notions de base de la théorie des lan-
gages, des automates finis et de la logique mathématique dans lesquels s’inscrit ce travail.
1.2.1 Théorie des automates
Dans ce qui suit on aborde une partie introductive concernant les objets et les notions
de base de la théorie des langages et des automates finis. Pour plus de détails, le lecteur se
reportera à [BBC92, HMU06, Sak03].
1.2.1.1 Mots et langages
On désigne par alphabet un ensemble A non vide, de symboles appelés lettres. Dans
notre étude on considère des alphabets finis mais également des alphabet infinis. Un mot
sur l’alphabet A est une suite finie (a1, a2, . . . , an) de lettres ai et sera écrit sous la forme
a1a2 · · · an. L’ensemble de tous les mots sur l’alphabet A est noté A∗.
La longueur d’un mot u, notée |u|, est le nombre de lettre composant le mot. On notera
par ailleurs ui la ième lettre du mot u. Il existe un unique mot de longueur égale à zéro : le mot
vide, noté ε.
Si u et v sont des mots, alors uv est la concaténation de u et v. Le mot vide est l’élément
neutre de cette opération : εw = wε = w, pour tout mot w.
Définition 1. Soient u et v des mots sur A.
1. u est un préfixe de v, s’il existe w de A∗ tel que v = uw.
2. u est un suffixe de v, s’il existe w de A∗ tel que v = wu.
3. u est un facteur de v, s’il existe w et t de A∗ tels que v = tuw.
Un mot est à la fois préfixe, facteur, et suffixe de lui-même. Le mot vide ε est à la fois
préfixe, facteur et suffixe de tout mot.
3. http://www.infres.telecom-paristech.fr/~jsaka/PROJ-VAUC/proj-vauc.html.
4. http://www.liafa.jussieu.fr/~jep/semigroupes.html.
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L’opération de concaténation, associative, fait de l’ensemble des mots sur A, noté A∗, un
monoïde : le monoïde libre engendré par A. On notera A+ l’ensemble des mots de A∗ différents
du mot vide. Tout mot de A∗ possède une écriture unique comme produit de lettres de A.
Un sous-ensemble L de A∗ est appelé un langage. Nous notons ∅ le langage vide. Pour un
langage L, on note |L| la cardinalité de L.
Étant donnés les langages L1 et L2, définissons les opérations suivantes :
1. L’extension de l’opération de concaténation aux langages donne ce qu’on appelle le
produit de langages : L1L2 = {w1w2 | w1 ∈ L1 et w2 ∈ L2}.
2. L’union : L1 ∪ L2 = {w | w ∈ L1 ou w ∈ L2}.
3. L’intersection : L1 ∩ L2 = {w | w ∈ L1 et w ∈ L2}.
4. Le résiduel d’un langage L par rapport à un mot u est défini par : u−1L = {v | uv ∈ L}.
5. La répétition, un nombre fini de fois, du produit d’un langage par lui-même donne ce
qu’on appelle l’itération bornée :
(a) L0 = {ε},
(b) Ln = Ln−1L, pour tout n > 0.
6. L’étoile (ou fermeture de Kleene) d’un langage L, notée L∗, est l’ensemble : L∗ =
∞⋃
i=0
Li.
De manière similaire, nous définissons L+ comme : L+ =
∞⋃
i=1
Li.
Exemple 3. Avec les langages L1 = {aa, bb} et L2 = {a, aa}, on a :
L1 ∪ L2 = {aa, bb, a, aa},
L1L2 = {aaa, aaaa, bba, bbaa},
L∗1 = {ε, aa, bb, aabb, bbaa, aaaa, bbbb, . . .}.
Ces opérations élémentaires permettent de définir une famille relativement riche de lan-
gages, dits rationnels.
Définition 2. L’ensemble rat(A∗) des langages rationnels sur A est la plus petite famille de
langages sur A vérifiant les conditions suivantes :
1. rat(A∗) contient les ensembles ∅ et {a}, pour tout a ∈ A,
2. rat(A∗) est clos pour les opérations d’union finie, de produit fini et d’étoile.
1.2.1.2 Expressions rationnelles
Dans le but de simplifier les notations ensembliste, Kleene [Kle56] a utilisé, pour décrire
les langages rationnels, les expressions rationnelles
Définition 3. Les expressions rationnelles sur un alphabet A sont définies récursivement
comme suit :
1. 0 est l’expression rationnelle qui dénote le langage vide,
2. 1 est l’expression rationnelle qui dénote le langage {ε},
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3. a est l’expression rationnelle qui dénote le langage {a} où a ∈ A,
4. si E et F sont des expressions rationnelles dénotant les langages L(E) et L(F ), alors
les expressions suivantes sont rationnelles :
(a) E + F dénote le langage L(E) ∪ L(F ),
(b) E · F dénote le langage L(E) · L(F ),
(c) E∗ dénote le langage (L(E))∗,
(d) (E) dénote le langage L(E).
Les symboles 0 et 1 sont des constantes, + et · sont des opérateurs binaires, ∗ est un
opérateur unaire. On note exp(A) l’ensemble des expressions rationnelles sur l’alphabet A.
Cet ensemble sera considéré modulo les règles suivantes :
0 + E = E + 0 = E
1 · E = E · 1 = E
0 · E = E · 0 = 0
La taille d’une expression rationnelle E, notée |E|, est le nombre d’opérateurs et de lettres de E.
Exemple 4. Considérons l’alphabet A = {a, b} :
– L’alphabet A peut être représenté par l’expression rationnelle a+ b.
– L’expression ba∗ désigne l’ensemble des mots commençant par la lettre b et suivis d’un
nombre quelconque (éventuellement nul) de a.
– L’expression (bba)∗ désigne l’ensemble des mots constitués d’une suite quelconque de
facteurs bba.
– L’expression A∗a désigne l’ensemble des mots se terminant par la lettre a.
– L’expression (b+ ab)∗(1 + a) désigne l’ensemble des mots ne comprenant jamais deux
a consécutifs.
1.2.1.3 Automates
Nous allons maintenant définir une structure permettant de représenter de façon finie
certains ensembles éventuellement infinis de mots.
Définition 4. Un automate 5 A sur un alphabet A est un quintuplet 〈Q,A, I, δ, F 〉 tel que :
– Q est un ensemble fini d’éléments appelés états,
– A est un alphabet,
– I ⊆ Q est un ensemble d’états dits initiaux,
– δ : Q × A −→ 2Q est la fonction de transition permettant de passer d’un état à un
ensemble d’états en lisant une lettre de A,
– F ⊆ Q est un ensemble d’états, qu’on appelle états finaux.
On remarque que la notion q′ ∈ δ(q, a) est équivalente à q a−→ q′.
Un automate sera représenté graphiquement en adoptant les conventions suivantes :
5. On dit aussi automate fini non-déterministe.
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d
FIGURE 1.1 – Représentation graphique d’un automate.
– chaque état est matérialisé par un nœud ; à l’intérieur duquel onmettra éventuellement
le nom de l’état.
– une transition est vue comme une flèche d’un état à un autre, à côté de laquelle on note
son étiquette. Si plusieurs transitions vont d’un état q à un état p alors on ne tracera
généralement qu’une seule flèche et les étiquettes seront séparées par des virgules ",",
– un état initial est marqué par l’indice zéro, ou une flèche entrante sans origine,
– un état final est marqué par un double cercle.
Le terme automate suggère une structure plus mécanique que cette combinaison de ronds
et de flèches. Un automate tel qu’on l’a défini peut être vu comme une machine dont la
mémoire est constituée d’un nombre fini d’états. Lorsque la mémoire est dans un état donné,
la machine peut effectuer un nombre fini d’actions, l’état de la mémoire étant alors modifié
en fonction de l’action choisie.
La description formelle du fonctionnement d’un automate nécessite l’introduction de plu-
sieurs notions.
Définition 5. Étant donné un automate fini A = 〈Q,A, I, δ, F 〉, un chemin fini C = c0c1 . . . cn
dans A est une suite finie de transitions ci telles que, pour tout entier 0 < i ≤ n, la tran-
sition ci part de l’état dans lequel arrive la transition ci−1. L’ étiquette du chemin C, notée
m(C), est alors la concaténation des étiquettes de toutes les transitions qui le composent.
Formellement, on notera : C = q0
a0−→ q1 a1−→ . . . qn an−→ qn+1 où qi ai−→ qi+1 = ci.
Les états q0 et qn+1 sont appelés respectivement l’origine et l’extrémité du chemin C.
L’étiquette du chemin C estm(C) = a0a1a2 · · · an ∈ A∗.
On dit qu’un chemin fini est réussi si son origine est un état initial et son extrémité un
état final. L’ensemble de tous les chemins réussis d’un automateA sera noté par CA. Un mot
u ∈ A∗ est dit reconnu ou accepté par l’automate A s’il existe un chemin réussi d’étiquette u.
L’ensemble des mots reconnus par A est appelé le langage reconnu par A et noté L(A). On a
donc : L(A) = {u ∈ A∗ | ∃C ∈ CA tel quem(C) = u}.
Un langage reconnu par un automate fini est dit reconnaissable par automate fini .
L’ensemble des langages reconnaissables sur A est une partie de P(A∗) notée Rec(A∗).
Deux automates sont équivalents s’ils reconnaissent le même langage.
Un état q d’un automate fini est dit accessible s’il existe un chemin d’un état initial vers
q ; il est co-accessible s’il existe un chemin de q vers un état final. Un état puits est un état non
final q tel que toute transition d’origine q a aussi q pour extrémité.
Un automate est dit accessible (resp. co-accessible) si tous ses états sont accessibles (resp.
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co-accessibles).
On ne change pas le langage reconnu par un automate en supprimant un ou plusieurs
états non accessibles et/ou non co-accessible. Un automate est dit émondé si tous ses états
sont à la fois accessibles et co-accessibles.
Un automate est standard s’il possède un unique état initial sans transition entrante.
Un automate est normalisé s’il est standard et possède un unique état final différent de
l’état initial sans transition sortante.
Un automate est acyclique s’il ne contient pas de circuit ; autrement dit, il n’existe pas de
suite de transitions dans l’automate qui permette de passer deux fois par le même état.
1.2.1.3.1 Automate complet Un automate est complet si, pour chaque état p ∈ Q et pour
chaque lettre a ∈ A, il existe au moins une transition étiquetée par a sortante de p. Si un
automate n’est pas complet, on peut le compléter sans changer le langage reconnu en ajou-
tant un état puits s, et en ajoutant les transitions δ(p, a) = {s} pour tout couple (p, a) tel que
δ(p, a) n’est pas défini.
1.2.1.3.2 Élimination des ε-transitions Il est souvent avantageux d’autoriser les transi-
tions entre deux états distincts étiquetées par le mot vide ε, afin de construire facilement des
automates reconnaissant certains langages, comme le montre l’exemple suivant :
S0 S1 S2 S3
a
a
b
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FIGURE 1.2 – Un automate avec des ε transitions.
Définition 6. Une ε-transition est une transition de p vers q, p 6= q, étiquetée par ε. On dit
que A = 〈Q,A ∪ {ε}, I, δ, F 〉 est un ε-automate.
L’utilisation des ε- transitions facilite la description des langages mais pose quelques
problèmes calculatoires. En effet, si après la lecture d’un mot, un automate se trouve dans un
état q d’où part une ε-transition, lorsque la lettre suivante est lue, il est nécessaire d’examiner
tous les états atteignables à partir de q, par une ou plusieurs ε-transitions successives, afin de
savoir si ces états sont l’origine d’une transition étiquetée par cette lettre. D’un point de vue
pratique, les calculs effectués par un automate sans ε-transitions sont donc plus efficaces.
Proposition 1. Pour tout ε-automate A, on peut construire un automate équivalent sans ε-
transition ayant le même ensemble d’états.
Pour les automates finis, on peut construire un automate sans ε-transition 〈Q,A, I, δ, F 〉
à partir d’un ε-automate A = 〈Qε, A ∪ {ε}, Iε, δε, Fε〉 comme suit :
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– On ordonne les états de manière quelconque (on peut choisir un ordre topologique par
exemple).
– Tant qu’il existe au moins une ε-transition, on applique la procédure suivante :
Soit k le plus grand état (suivant l’ordre choisi) dans lequel aboutit au moins à une ε-
transition : pour tout q ∈ Qε \ {k} tel que δε(q, ε) = k, et pour tous q′ ∈ Qε, a ∈ A∪{ε},
tels que δε(k, a) = q′, on ajoute une transition δ(q, a) = q′.
– On supprime les transitions δε(q, ε) = k.
– Si k est un état final, on ajoute q à l’ensemble des états finaux.
– Si k n’est plus accessible, on le supprime.
Plus généralement le problème calculatoire se pose lorsqu’il y a ambiguïté sur le chemin à
parcourir dans un automate. Les ε-transitions causent des ambiguïtés en cours de calcul, sur
l’état dans lequel se trouve l’automate. Des ambiguïtés peuvent également venir de l’exis-
tence de deux transitions étiquetées par une même lettre et partant d’un même état ; c’est la
notion du non-déterminisme.
1.2.1.3.3 Déterminisme Une propriété remarquable des automates est le déterminisme.
On remarque que le test d’appartenance d’un mot au langage reconnu par un automate
déterministe est linéaire en fonction de la longueur du mot.
Définition 7. Ondit qu’un automate fini est déterministe s’il satisfait les conditions suivantes :
– l’ensemble des états initiaux est réduit à un seul élément,
– aucune transition n’est étiquetée par le mot vide,
– à partir d’un état donné, il part au plus une seule transition étiquetée par une lettre
donnée.
Le déterminisme d’un automate permet de n’avoir besoin de parcourir qu’un seul che-
min pour savoir si un mot est reconnu.
Théorème 1. (cf.[RS59])Pour tout automate fini, on peut construire un automate déterministe re-
connaissant le même langage en un temps O(2|Q|).
En pratique, pour déterminiser un automate, on ne construit pas en entier l’automate
ensembliste qui est décrit dans la preuve de la déterminisation, mais on fait plutôt une re-
cherche des descendants de l’état regroupant les états initiaux de l’automate. En maintenant
la liste des états déjà construits de l’automate résultant plus l’ensemble des transitions qui
reste à explorer et qui sont composées d’un état déjà construit et une lettre de l’alphabet. À
chaque étape, on choisit un couple (état, lettre) et on construit l’état successeur, si ce der-
nier n’existe pas dans la liste des états déjà construits on doit l’ajouter sinon on passe à la
transition suivante.
1.2.1.3.4 Automate homogène Une autre propriété remarquable dans certains automates
est l’homogénéité.
Définition 8. Soit A un automate fini. Si, pour chaque état q de A, toutes les transitions
entrantes de q ont la même étiquette alors on dit que A est un automate homogène. Dans ce
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cas on peut étiqueter chaque état par l’étiquette de ses transitions entrantes et on note h(q)
la fonction qui retourne l’étiquette des transitions entrantes de l’état q.
1.2.1.3.5 Automate quotient Soient A = 〈Q,A, I, δ, F 〉 un automate et ∼ une relation
d’équivalence sur l’ensemble des états Q. On dit que ∼ est régulière à droite sur A si, et
seulement si :
– ∼ ⊆ (Q\F )2∪F 2, c’est-à-dire les états finaux et non-finaux ne sont pas∼-équivalents,
– pour tout p, q ∈ Q, a ∈ A, si p ∼ q, alors δ(p, a)/∼ = δ(q, a)/∼.
Si ∼ est régulière à droite sur A, l’ automate quotient A∼ = 〈Q∼, A, I∼, δ∼, F∼〉 est défini
comme suit :
– F∼ = {[p]∼ | p ∈ F},
– Q∼ = (Q \ F )∼ ∪ F∼,
– pour tout [p]∼ ∈ Q, a ∈ A, on a δ∼([p]∼, a) = {[q]∼ | q ∈ δ(p, a)}.
Corollaire 1. Si ∼ est une relation d’équivalence régulière à droite sur A alors L(A∼) = L(A).
1.2.1.3.6 Automate minimal L’ensemble des automates déterministes reconnaissant un
langage donné admet un plus petit élément par rapport au nombre d’états. Ce plus petit
automate, appelé automate déterministe minimal, est unique à un isomophisme près. La re-
présentation par l’automate déterministe minimal peut être extrêmement efficace comme
méthode de compression.
Soient A un alphabet fini et L ⊆ A∗ un langage rationnel. Afin de calculer l’unique au-
tomate déterministe minimal en nombre d’états reconnaissant L, Myhill et Nerode [Myh57,
Ner58] ont défini indépendamment la relation d’équivalence suivante : u ∼ v ⇐⇒ u−1L =
v−1L. La relation ∼ est régulière à droite ; autrement dit, si u ∼ v, alors pour tout w ∈ L,
uw ∼ vw.
Le théorème suivant est une variante du théorème de Myhill et Nerode [Myh57, Ner58].
Un résultat similaire sur les expressions rationnelles est montré par Brzozowski [Brz64].
Théorème 2. [HMU06] Un langage L ⊆ A∗ est rationnel si, et seulement si, la relation
d’équivalence ∼ est d’index fini.
Soit A = 〈Q,A, I, δ, F 〉 un automate fini. Le langage droit d’un état q ∈ Q, noté ~Lq(A),
est l’ensemble {u ∈ A∗ | δ(q, u) ∈ F}. Le langage gauche d’un état q ∈ Q, noté ←Lq (A), est
l’ensemble {u ∈ A∗ | ∃i ∈ I t.q. δ(i, u) = q}.
Corollaire 2. Soit A = 〈Q,A, I, δ, F 〉 un automate fini. A est l’automate déterministe et complet
ayant le moins d’états reconnaissant L(A) si, et seulement si, les langages droits des états de A sont
distincts.
On peut voir la relation d’équivalence ∼ sur les états de l’automate A comme suit :
p ∼ q ⇐⇒ ~Lp(A) = ~Lq(A). Comme conséquence, pour un automate déterministe complet
A, l’automate quotient A∼ est l’automate déterministe complet minimal en nombre d’états
reconnaissant le langage L(A).
D’autres variantes d’algorithmes de minimisation ont été mises au point [Moo56, Rev92,
Hop71a, Brz64].
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1.2.2 Logique
Nous examinons dans ce travail plusieurs formalismes logiques traitant différentes struc-
tures relationnelles. Examinons maintenant brièvement les notions essentielles de ces forma-
lismes logiques (pour plus de détails, voir par exemple [Tho97]).
1.2.2.1 Formalismes logiques
Rappelons que pour un alphabet fini ou infini A, un mot fini est une séquence finie de
symboles (lettres) de l’alphabet A. On note A∗ l’ensemble des mots finis sur A. Nous appe-
lons mot fini sur les entiers naturels un mot de A∗ où A = N. Nous appelons mot fini sur les
entiers un mot de A∗ où A = Z. Dans ce qui suit, mot désigne toujours mot fini. On note ε le
mot vide.
Définition 9. Étant donnée une signature L, une L-structure relationnelle A =
(A, . . . , Ri, . . . ) est un uplet, où A est un ensemble non vide, appelé domaine de A, et où
chaque Ri ⊆ Ari est une relation d’arité ri sur A.
Par FO, first order, nous entendons la logique du premier ordre égalitaire. La logique du pre-
mier ordre permet de quantifier sur des éléments du domaine de la structure. Étant donnée
une signature L, on peut définir l’ensemble des formules FO sur L sous forme de formules
bien formées qui contiennent :
1. des symboles de variables du premier ordre x, y, . . . interprétés comme des éléments
du domaine de la structure,
2. des symboles de L.
On notera |= la relation de satisfaction d’une formule dans une structure. Un énoncé est une
formule sans variable libre. Nous identifierons souvent les symboles logiques avec leur in-
terprétation. Étant données une signature L et une L-structure A sur le domaine A, on dit
qu’une relation R ⊆ Am est FO-définissable dans A si et seulement s’il existe une formule
ϕ(x1, . . . , xm) sur L telle que A |= ϕ[a1, . . . , am] si, et seulement si, on a R(a1, . . . , am). On
note FO(A) la théorie du premier ordre de A.
Nous considèrerons aussi MSO, monadic second order logic, en français logique monadique
du second ordre. La logique monadique du second ordre est une extension de la logique du
premier ordre qui permet de quantifier sur des éléments ainsi que sur des sous-ensembles du
domaine de la structure. À partir d’une signature L, on peut définir l’ensemble des formules
MSO sur L sous forme de formules bien formées qui peuvent contenir :
1. des symboles de variables du premier ordre x, y, . . . interprétés comme des éléments
du domaine de la structure,
2. des symboles de variables monadiques du second ordre X,Y, . . . interprétés comme
des sous-ensembles du domaine,
3. des symboles de L,
4. et un nouveau prédicat binaire x ∈ X interprété comme "x appartient à X".
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Étant données une signature L et une L-structure A sur le domaine A, on dit qu’une rela-
tion R ⊆ Am × (2A)n est MSO-définissable dans A si et seulement s’il existe une formule
ϕ(x1, . . . , xm, X1, . . . , Xn) sur L telle que A |= ϕ[a1, . . . , am, E1, . . . , En] si, et seulement si, on
a R(a1, . . . , am, E1, . . . , En). On noteMSO(A) la théorie monadique du second ordre de A.
La théorie logique (FO ouMSO) d’une structure relationnelle est dites décidable, s’il existe
un algorithme qui détermine si un énoncé donné ϕ est vrai dans cette structure.Pour un al-
phabet infini A, nous nous intéressons à des logiques sur A∗ afin d’exprimer l’égalité entre
les symboles de A et des propriétés plus complexes comme celles de l’arithmétique (par
exemple < et +) pour A = N ou Z.
1.2.2.2 Structures automatiques
Nous rappelons ici des notions et des résultats utiles portant sur les structures automa-
tiques [Hod83, KN94, BG00].
Dans toutes les preuves présentées dans ce travail on aura besoin de coder chaque n-
uplet de mots selon un codage approprié pour établir les résultats d’automaticité et/ou de
décidabilité. Ceci conduit à l’utilisation des automates synchrones multi-bandes.
Soit A un alphabet fini. Étant donné (v1, . . . , vn) un n-uplet de mots sur A, on introduit
un symbole de remplissage #, et nous complétons (si nécessaire) chaque mot vi avec un
nombre suffisant de # afin d’avoir des mots de même longueur. Ce faisant, nous obtenons
n mots sur A ∪ {#} qui ont la même longueur. Ceci peut être vu comme un seul mot sur
l’alphabet (A ∪ {#})n (c’est-à-dire l’alphabet des n-uplets d’éléments de A ∪ {#}). Ce mot
sera noté 〈v1, . . . , vn〉.
Définition 10. Soit A un alphabet fini. Une structure relationnelle A = (A, . . . , Ri, . . . ) est
automatique s’il existe une application injective µ : A → (A ∪ {#})∗ telle que les images par
µ de A et toutes les Ri sont régulières :
1. µ(A) = {µ(x) | x ∈ A} est un langage rationnel sur l’alphabet A,
2. µ(Ri) = {〈µ(w1), . . . , µ(wri)〉 | (w1, . . . , wri) ∈ Ri} est un langage rationnel sur
l’alphabet (A ∪ {#})ri .
Cela signifie qu’on peut trouver une fonction injective, appelée codage, qui transforme le
domaine et chaque relation de la structure, en un langage rationnel, c’est-à-dire reconnais-
sable par un automate fini. La relation entre l’automaticité d’une structure et la décidabilité
de sa théorie est énoncée par le théorème suivant.
Théorème 3 ( [BG00]). Si une structure relationnelle A est automatique alors FO(A) est décidable.
1.2.2.3 Interprétation logique du premier ordre
Soient L et L′ deux signatures, A une L-structure sur le domaine A et A′ une L′-structure
sur le domaine A′.
On dit que A est FO-interprétable dans A′ s’il existe un sous-ensemble D de A′ et une
application bijective µ : A→ D avec :
20 Chapitre 1. Introduction
1. D est FO-définissable dans A′,
2. Pour chaque symbolem-aire R de L, il existe une L′-formule ϕR de FO telle que, pour
tous a1, . . . , am ∈ A :
A |= R[a1, . . . , am]⇔ A′ |= ϕR[µ(a1), . . . , µ(am)]
La propriété d’interprétation suivante est bien connue [Rab77] :
Lemme 1. Si FO(A′) est décidable et si A est FO-interprétable dans A′ alors FO(A) est décidable.
1.2.2.4 Interprétation logiques du second ordre
Soient L et L′ deux signatures, A une L-structure sur le domaine A et A′ une L′-structure
sur le domaine A′.
On dit que A est MSO-interprétable dans A′ s’il existe un sous-ensemble D de A′ et une
application bijective µ : A→ D tels que :
1. D estMSO-définissable dans A′,
2. Pour chaque symbole m-aire R de L, il existe une L′-formule ϕR de MSO telle que,
pour tous a1, . . . , am ∈ A :
A |= R[a1, . . . , am]⇔ A′ |= ϕR[µ(a1), . . . , µ(am)]
La propriété d’interprétation suivante est bien connue [Rab77] :
Lemme 2. Si MSO(A′) est décidable et si A est MSO-interprétable dans A′ alors MSO(A) est
décidable.
1.2.2.5 Structures universelles
Si une structure A est automatique alors toute relation FO-définissable dans A est ration-
nelle. Que peut-on dire sur l’inverse ?
Si toute relation rationnelle est FO-définissable dans A on dit que A est universelle.
Un exemple de structure automatique universelle est la structure (N; +, ǫk(x, y)) où le
prédicat ǫk(x, y) est vrai si, et seulement si, x est une puissance de k qui apparaît dans l’écri-
ture en base k de y. La théorie logique du premier ordre de cette structure est décidable
tandis que sa théorie monadique du second ordre ne l’est pas [BG00, Büc60].
La structure P = (Pf (N);⊆, <) est définie comme suit :
1. Pf (N) est l’ensemble de toutes les parties finies de N.
2. x < y si x = {n} et y = {m} (x et y sont des singletons) et n < m.
La structureP est universelle. On peut démontrer que la structures (N; +, ǫ2(x, y)) et la struc-
ture (Pf (N);⊆, <) sont interprétables les unes dans les autres. Il suffit de coder chaque partie
finie e de Pf (N) par un entier naturel n dont la représentation binaire donne les éléments de
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e. Le ième bit (de gauche à droit) égale "un" si l’entier i appartient à e, et "zéro" sinon. Ce co-
dage est une bijection : le codage permet d’établir l’interprétation dans un sens et la bijection
inverse permet d’établir l’interprétation dans l’autre sens (voir [Vil92]).
La double interprétation entre ces deux structures permet à la fois de déduire la décida-
bilité de la théorie logique du premier ordre de la structureP et l’indécidabilité de sa théorie
monadique de second ordre.
La propriété de la double interprétation suivante sera utile dans la suite :
Lemme 3. Soient A et A′ des structures relationnelles. Si A est universelle, A est FO-interprétable
dans A′ par la bijection b, et A′ est FO-interprétable dans A par b−1, alors A′ est universelle.
Idée de preuve. En passant par la double interprétation (codage bijectif) on peut sans difficulté
montrer que chaque relation de A est interprétable par une formule de A′ définissant une
relation rationnelle. Inversement chaque relation de A′ est interprétable par une formule de
A définissant une relation rationnelle.
1.2.2.6 M-automates
Pour prouver d’autres résultats de décidabilité nous utilisons la notion de M-automate
introduite par Bès dans [Bès08]. Le concept de M-automate est une notion naturelle
d’automates pour les mots finis sur un alphabet infini. Nous introduisons dans ce qui suit la
notion de relation M-reconnaissable ainsi que la relation entre la M-automaticité et la décida-
bilité.
Comme dans le paragraphe 1.2.2.2, on représentera un n-uplet (w1, . . . , wn) demots surA
par un mot sur l’alphabet (A∪{#})n noté 〈w1, . . . , wn〉, où# est un symbole de remplissage.
Considérons un langage L et une L-structure M avec A comme domaine. Nous allons
associer àM la structureM# dans le langage étendu L# = L ∪ {P#}, telle que :
1. le domaine deM# est A ∪ {#},
2. pour chaque symbole relationnel R de L, les interprétations de R dans M et M# sont
les mêmes,
3. le prédicat P#(x) est vérifié dansM# si, et seulement si, x = #.
Un M-automate est un automate fini synchrone non déterministe à n bandes, qui lit des
mots finis sur A. Les règles de transition sont des triplets de la forme (q, ϕ, q′), où q, q′ sont
des états de l’automate, et ϕ(x1, . . . , xn) est une formule du premier ordre dans le langage
L# de M#. La transition (q, ϕ, q′) peut être franchie si le n-uplet des symboles lus par les n
têtes satisfait ϕ dansM#.
Définition 11. Soient A un alphabet et M une L-structure ayant A comme domaine. Un
M-automate est défini par un 7-uplet A = (Q,n,A,M, E, I, T ) tel que :
1. Q est un ensemble fini (d’états),
2. n ∈ N+ est le nombre de bandes,
3. E ⊆ Q × Fn × Q est l’ensemble des transitions, où Fn représente l’ensemble des L#-
formules avec n variables libres,
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4. I ⊆ Q est l’ensemble des états initiaux,
5. T ⊆ Q est l’ensemble des états terminaux.
Étant donné un n-uplet w = (w1, . . . , wi, . . . , wn) de mots sur A, un chemin λ dans A
étiqueté par 〈w〉 est une séquence d’états λ = (q0, . . . , qi, . . . , qm), où m = |〈w〉|, q0 ∈ I , et
pour chaque 0 ≤ i < m il existe une L#-formule ϕ(x1, . . . , xn) avec (qi, ϕ, qi+1) ∈ E et
M# |= ϕ(π1(〈w〉)[i], . . . , πn(〈w〉)[i])
où πj(〈w〉) désigne la j-ième composante de 〈w〉. Le chemin λ est accepté si qm ∈ T . On dit que
w est accepté par A si 〈w〉 est l’étiquette d’un chemin accepté. On note par L(A) l’ensemble
des mots w ∈ (A∗)n qui sont acceptés par A.
Définition 12. Soit n ≥ 1. Une relation X ⊆ (A∗)n est dite M-reconnaissable si et seulement
s’il existe unM-automate A à n bandes tel que X = L(A).
Exemple 5. Pour M = (Z;<, 0), l’ensemble des mots formés de lettres positives, et finis-
sant par une lettre négative, est M-reconnaissable. L’automate suivant est un M-automate
reconnaissant cet ensemble. Il est composé de deux états q0, q1, tel que q0 est initial et q1
est terminal, et dont l’ensemble des transitions est {(q0, ϕ0, q0), (q0, ϕ1, q1)} tel que ϕ0 est la
formule x ≥ 0, et ϕ1 exprime que x ≤ 0.
ϕ1 : x ≤ 0
ϕ0 : x ≥ 0
q1q0
FIGURE 1.3 – Une exemple d’unM-automate.
Cet automate accepte le mot [2, 7, 9, 12, 5, 2,−5], mais pas [7,−8, 9, 9, 7,−1].
Définition 13. Soient M = (A; ...) et N = (N ; . . . , Ri, . . . ) deux structures. On dit que N est
M-automatique s’il existe une application injective c : N → A∗ telle que les images par c de
N et toutes les relations Ri sontM-reconnaissables.
Théorème 4 ( [Bès08]). SoitN une structure relationnelleM-automatique. Si FO(M) est décidable
alors FO(N) est décidable.
On a présenté dans ce chapitre les objets et les notions nécessaires de la logique, de la
théorie des langages et des automates finis pour la bonne compréhension et formalisation
du reste du travail.
Première partie
Partie théorique
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CHAPITRE 2
AUTOMATICITÉ ET DÉCIDABILITÉ
POUR DES LOGIQUES DES MOTS
SUR UN ALPHABET INFINI
LE but de ce chapitre est de montrer l’automaticité de plusieurs structures logiquesdu premier ordre dont le domaine est l’ensemble des mots finis écrits sur un alpha-bet infini dénombrable. Nous sommes intéressés, en particulier, par les structures
contenant la relation du préfixe, le prédicat clone, qui est vrai lorsqu’un mot se termine par
deux lettres identiques, et le prédicat diff, qui est lui vrai quand toutes les lettres d’un mot
sont (deux à deux) distinctes. Comme corollaire de l’automaticité, nous obtenons la décida-
bilité des théories du premier ordre correspondantes. D’autre résultats d’indécidabilité, et
des résultats de décidabilité pour les théories monadiques du second ordre, sont également
présentés :
Alphabet Σ Structure Théorie FO ThéorieMSO Automaticité
Z S0 = (Σ
∗;≺, clone, less, {modp,q | p, q ∈ N}) Décidable Décidable Automatique
S1 = (Σ
∗;≺, clone, less, {modp,q | p, q ∈ N},∼,⊕) Décidable ? M-automatique
S9 = (Σ
∗;≺, clone, lastNew, firstZero,∼,⊖) Indécidable Indécidable Non automatique
Infini S2 = (Σ∗;≺, clone, {diffi | i > 2}) Décidable Décidable Automatique (i borné)
dénombrable S3 = (Σ∗;≺, clone, {diffi | i > 2},∼) Décidable ? M-automatique (i borné)
S4 = (Σ
∗;≺, clone, diff) Décidable Décidable Automatique
S5 = (Σ
∗;≺, clone, diff,∼) Décidable ? M-automatique
S6 = (Σ
∗;≺, {R⊕fi | i > 0},∼) Décidable ? M-automatique (i borné)
S7 = (Σ
∗;≺, <, dec⋆) Décidable Indécidable Universelle
S8 = (Σ
∗;≺, <, dec⋆,∼) Indécidable Indécidable Non automatique
TABLE 2.1 – Principaux résultats
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Pour montrer l’intérêt des résultats de décidabilité obtenus nous allons revenir sur
l’exemple 2 présenté dans l’introduction. Considérons un système de gestion de processus
qui stocke périodiquement une liste des processus qui ont accédé à une zone mémoire bien
précise. Montrons comment on peut exprimer formellement certaines propriétés du système
en utilisant les prédicats logiques étudiés dans le chapitre.
Soit Σ = N :
1. Pour des mots x et y de Σ∗ :
– On note x  y si, et seulement si, x est un préfixe de y.
– On note x ∼ y si, et seulement si, x et y ont la même longueur : x ∼ y ⇔ |x| = |y|.
2. Pour un mot x de Σ∗ :
– Le prédicat clone(x) est vrai si, et seulement si, x se termine par deux lettres iden-
tiques : clone(x)⇔ x = uaa avec u ∈ Σ∗ et a ∈ Σ.
– Le prédicat less(x) est défini par : less(x)⇔ x = uab avec u ∈ Σ∗, a, b ∈ Σ et a < b.
– Le prédicat diff(x) est vrai si, et seulement si, toutes les lettres de x sont distinctes
diff(x)⇔ x = x1x2 . . . xn avec x1, x2, . . . , xn ∈ Σ et ∀i∀j i 6= j ⇒ xi 6= xj .
Soit l ∈ Σ∗ une liste d’identifiants de processus. Prenons la liste suivante :
l = [3, 4, 2, 1, 1, 2, 0, 7, 7]
Plusieurs propriétés intéressantes peuvent être considérées :
1. Les deux derniers accès (à la zone mémoire) ont été effectués par deux processus différents.
Cette propriété n’est pas vérifiée pour l. Elle peut être exprimée par la formule logique
qui dit que les deux derniers éléments de la liste sont distincts :
¬clone(l)
2. La liste contient deux accès consécutifs du même processus. Cette propriété est vérifiée pour
l. Elle peut être exprimée par la formule logique qui dit que le prédicat clone est vrai
pour au moins un préfixe de la liste :
∃p (p  l) ∧ clone(p)
3. Tous les accès sont effectués par le même processus. Cette propriété n’est pas vérifiée pour
l. Elle peut être exprimée par la formule logique qui dit que le prédicat clone est vrai
pour tous les préfixes (de la liste) de longueur supérieure à 2 :
∀p ((p  l) ∧ (|p| > 1))→ clone(p)
avec : |p| > 1 qui peut être exprimé comme suit :
∃q(q 6= ε ∧ q 6= p ∧ q  p)
4. Chaque processus de la liste a effectué un seul accès. Cette propriété n’est pas vérifiée pour
l. Elle peut être exprimée par la formule logique qui dit que le prédicat diff est vrai
pour la liste :
diff(l)
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5. Les trois derniers accès sont effectués par le même processus. Cette propriété n’est pas véri-
fiée pour l. Elle peut être exprimée par la formule logique qui dit que le prédicat clone
est vrai pour la liste et pour le préfixe strict le plus long de la liste :
clone(l) ∧ ∃p(p 6= l ∧ p  l ∧ clone(p) ∧ (∀q(q  l)→ (q  p ∨ q = l)))
6. La liste est triée (tri décroissant). Cette propriété n’est pas vérifiée pour l. Elle peut être
exprimée par la formule logique qui dit que le prédicat less est faux pour tous les
préfixes de la liste :
∀p (p  l)→ ¬less(p)
Dans la suite on détaille les résultats obtenus. Les définitions et les notations suivantes
seront utilisées dans tout le chapitre.
Pour un alphabet fini ou infini Σ, un mot fini est une séquence finie de symboles (lettres)
de l’alphabet Σ. On note Σ∗ l’ensemble des mots finis sur Σ. Nous appelons mot fini sur les
entiers naturels un mot de Σ∗ où Σ = N. Nous appelons mot fini sur les entiers un mot de Σ∗
où Σ = Z. Dans ce qui suit, mot désigne toujours mot fini. On note ε le mot vide.
2.1 Structure de clone
Nous définissons dans cette section la structure de clone, nous montrons son automati-
cité, et par conséquent, la décidabilité de sa théorie du premier ordre. On montre aussi la
décidabilité de sa théorie monadique du second ordre.
Cette structure fait intervenir des prédicats arithmétiques qui conduisent à travailler avec
Σ = Z.
Définition 14. On note S0 = (Σ∗;≺, clone, less, {modp,q | p, q ∈ N}) la structure de clone :
1. Σ∗ désigne l’ensemble des mots finis sur l’alphabet infini Σ = Z.
2. Pour des mots x et y de Σ∗, on a x ≺ y si, et seulement si, x est un préfixe strict de y.
3. Pour un mot x de Σ∗, le prédicat clone(x) est vrai si, et seulement si, x se termine par
deux lettres identiques : clone(x)⇔ x = uaa avec u ∈ Σ∗ et a ∈ Σ.
4. Pour un mot x de Σ∗, le prédicat less(x) est défini par : less(x)⇔ x = uab avec u ∈ Σ∗,
a, b ∈ Σ et a < b.
5. Pour tout p, q ∈ N, modp,q est le prédicat défini comme suit : modp,q(x)⇔ x = uab avec
u ∈ Σ∗, a, b ∈ Σ et (b− a) ≡ q[p].
Exemple 6. Soient x, y ∈ Σ∗ lesmots y = [−1, 2, 5, 2,−3, 4, 4] et x = [−1, 2, 5]. On peut vérifier
que x ≺ y, less(x), clone(y) sont vrais, et que mod2,1(x) est aussi vrai parce que (5− 2) ≡ 1[2].
2.1.1 Théorie du premier ordre de la structure de clone
Nous montrons dans cette section, l’automaticité de la structure de clone, d’où la décida-
bilité de sa théorie du premier ordre.
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Théorème 5. La structure de clone S0 est automatique.
Avant de détailler la preuve de ce théorème, introduisons quelques définitions.
Définition 15. Soit x = x1x2 . . . xn ∈ Σ∗ un mot de longueur n. Soit σ3 = {a, b, c}. Nous
appelons :
1. différentiel de x le mot noté par d(x) = x1d2d3 . . . dn ∈ Σ∗ tel que dk = xk − xk−1,
2. représentation ternaire de x le mot t(x) = t1t2 . . . tn ∈ σ∗3 tel que :
ti =
{
axi+1b si xi ≥ 0,
a|xi|c sinon.
Par convention d(ε) = t(ε) = ε.
Exemple 7. Soit y ∈ Σ∗ avec y = [−1, 5, 2, 2,−3, 4, 4]. On a :
1. d(y) = [−1, 6,−3, 0,−5, 7, 0],
2. t(d(y)) = ac︸︷︷︸
−1
aaaaaaab︸ ︷︷ ︸
+6
aaac︸ ︷︷ ︸
−3
ab︸︷︷︸
0
aaaaac︸ ︷︷ ︸
−5
aaaaaaaab︸ ︷︷ ︸
+7
ab︸︷︷︸
0
.
Démonstration. Pour prouver que la structure de clone est automatique, nous devons définir
un codage µ qui établit la rationalité du domaine de la structure, du préfixe, du clone, du less
et de chaque prédicat modp,q pour p, q ∈ N. Ce codage renvoie la représentation ternaire du
différentiel de chaque mot de Σ∗.
µ : Σ∗ −→ σ∗3
x 7−→ µ(x) = t(d(x))
Premièrement, nous calculons le différentiel de x pour obtenir un mot à partir duquel nous
pouvons facilement savoir si le mot x contient des séquences de lettres identiques. Cela
est possible car les lettres nulles dans d(x) correspondent aux lettres identiques dans x. En
outre, le différentiel préserve le prédicat de préfixe et conserve des informations qui nous
permettent de retrouver le mot x. C’est essentiellement pour cette raison que nous calculons
la représentation ternaire du différentiel de x. Nous avons :
1. Le codage µ(Σ∗) du domaine de S0 est rationnel : en effet, chaque mot non vide x est
codé par un mot ternaire µ(x) débutant par a et se terminant par b ou c.
µ(Σ∗) = ({a}+{b, c})∗
2. Le langage µ(≺) est rationnel : on peut voir qu’un mot est préfixe d’un autre si, et
seulement si, le codage du premier mot est préfixe du codage du second.
x, y ∈ Σ∗ : x ≺ y ⇔ µ(x) ≺ µ(y)
3. Le langage µ(clone) est rationnel : en effet clone(x) est vrai si, et seulement si, µ(x) se
termine par bab ou cab.
clone(x) ⇔ d(x) se termine par un zéro
⇔ t(d(x)) se termine par bab ou cab
⇔ µ(x) ∈ µ(Σ∗) ∩ σ∗3{bab, cab}
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4. Le langage µ(less) est rationnel : en effet less(x) est vrai si, et seulement si, µ(x) se
termine par c.
less(x) ⇔ d(x) se termine par un entier négatif
⇔ t(d(x)) se termine par c
⇔ µ(x) ∈ µ(Σ∗) ∩ σ∗3{c}
5. Pour p, q ∈ N, µ(modp,q) est rationnel.
modp,q(x) ⇔ dn ≡ q[p]
⇔ t(d(x)) se termine par un mot de{
{b}{ap}∗{aqab} ou {c}{ap}∗{aqab} pour dn ≥ 0
{b}{ap}∗{ap−qc} ou {c}{ap}∗{ap−qc} pour dn < 0
⇔ µ(x) ∈ µ(Σ∗) ∩ σ∗3{b, c}{ap}∗{aqab, ap−qc}
Les théorèmes 3 et 5 impliquent le résultat suivant.
Corollaire 3. La théorie du premier ordre de la structure du clone FO(S0) est décidable.
2.1.2 Théorie monadique du second ordre de la structure de clone
Nous montrons dans cette section que la théorieMSO(S0) est décidable par réduction à
MSO(S3S), qui est décidable d’après [Rab69]. On note S3S = (σ∗3;≺, Sa, Sb, Sc) la structure
des trois successeurs de Rabin telle que :
1. σ3 = {a, b, c} est un alphabet ternaire.
2. Pour des mots w1 et w2 de σ∗3 , on a w1 ≺ w2 si, et seulement si, w1 est un préfixe strict
de w2.
3. Pour un mot w de σ∗3 , nous avons Sa(w) = wa , Sb(w) = wb et Sc(w) = wc.
Théorème 6. La structure S0 estMSO-interprétable dans la structure S3S.
Démonstration. On reprend le codage µ défini dans la section précédente. On a montré dans
cette section que µ(Σ∗), µ(≺), µ(clone), µ(less) et µ(modp,q∈N) sont des langages rationnels,
donc définissables dans la théorie monadique du second ordre de S3S. Ceci est vrai car tout
langage rationnel sur l’alphabet ternaire est définissable dans la théorie monadique du se-
cond ordre des trois successeurs (voir [Tho97]).
Une conséquence directe de l’interprétation de la structure S0 dans S3S [Rab69] est la déci-
dabilité de sa théorie logique.
Corollaire 4. La théorie monadique du second ordre de la structure du clone est décidable.
Afin d’exprimer plus de propriétés sur les éléments deΣ∗, nous introduisons une logique
décidable étendue avec des prédicats plus expressifs.
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2.2 Structure étendue du clone
Nous définissons dans cette section la structure étendue du clone et nous montrons la
décidabilité de sa théorie du premier ordre.
Définition 16. Nous appelons structure étendue de clone la structure
S1 = (Σ
∗;≺, clone, less, {modp,q | p, q ∈ N},∼,⊕)
telle que :
1. Σ∗ désigne l’ensemble des mots finis sur l’alphabet infini Σ = Z.
2. Pour des mots x et y de Σ∗, nous avons x ∼ y si, et seulement si, x et y ont la même
longueur, c’est-à-dire x ∼ y ⇔ |x| = |y|.
3. Pour des mots x, y et z ∈ Σ∗, le prédicat ⊕(x, y, z) est vrai si, et seulement si, x, y et z
ont la même longueur et la somme de x et y, lettre par lettre, est égal à z.
⊕(x, y, z)⇔

x = x1x2 . . . xi . . . xn et
y = y1y2 . . . yi . . . yn et
z = (x1 + y1)(x2 + y2) . . . (xi + yi) . . . (xn + yn).
Exemple 8. Soient w, x, y, z ∈ Σ∗ avec w = [−1, 5, 2], x = [1, 3, 0], y = [0, 8, 2] et z = [6, 0, 9].
Nous pouvons vérifier que ⊕(w, x, y) est vrai mais pas ⊕(x, y, z).
2.2.1 Théorie du premier ordre de la structure étendue du clone
Dans ce qui suit, nous montrons laM-automaticité de la structure étendue de clone pour
M = (Z; 0, <,+), d’où la décidabilité de sa théorie logique du premier ordre.
Théorème 7. La structure étendue de clone S1 estM-automatique.
Démonstration. Pour prouver que la structure étendue de clone est M-automatique, nous
utilisons le codage d. Ce codage retourne le différentiel de chaque mot de Σ∗. On note ⊤ la
formule "vrai". Dans ce qui suit l’état S0 représentante l’état initial de chaque automate. On
a :
1. L’image d(Σ∗) du domaine de S1 est M-reconnaissable : en effet Ad(Σ∗) est un M-
automate qui reconnaît d(Σ∗).
ϕ(x) : ⊤
S0
FIGURE 2.1 – L’automate Ad(Σ∗).
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2. Le langage d(≺) est M-reconnaissable : il est facile de voir qu’un mot est préfixe d’un
autre si, et seulement si, le code du premier mot est préfixe du code du second. Pour
u, v ∈ Σ∗, nous avons u ≺ v ⇔ d(u) ≺ d(v). Le M-automate Ad(≺) est en mesure de
vérifier si un mot est le préfixe d’un autre.
ϕ1(x, y) : x = #
ϕ0(x, y) : x = y
SfS0
FIGURE 2.2 – L’automate Ad(≺).
3. Le langage d(∼) estM-reconnaissable : il est également aisé de vérifier que deux mots
ont la même longueur si, et seulement si, le code du premier et du second ont la même
longueur. Pour u, v ∈ Σ∗, nous avons u ∼ v ⇔ d(u) ∼ d(v). Le M-automate Ad(∼) est
capable de vérifier si deux mots ont la même longueur.
ϕ(x, y) : ⊤
S0
FIGURE 2.3 – L’automate Ad(∼).
4. Le langage d(⊕) est M-reconnaissable : en effet Ad(⊕) est un M-automate en mesure
de vérifier que la somme lettre par lettre est correcte. Pour u, v, w ∈ Σ∗, nous avons
⊕(u, v, w)⇔ ⊕(d(u), d(v), d(w)).
ϕ(x, y, z) : z = x+ y
S0
FIGURE 2.4 – L’automate Ad(⊕).
5. Le langage d(clone) est M-reconnaissable : la propriété d’être clone peut être vérifiée
par leM-automate Ad(clone).
clone(u)⇔ d(u) se termine par 0
32 Chapitre 2. Automaticité et décidabilité pour des logiques des mots sur un alphabet infini
ϕ1(x) : ⊤
ϕ0(x) : ⊤
ϕ2(x) : x = 0
SfS1S0
FIGURE 2.5 – L’automate Ad(clone).
6. Le langage d(less) estM-reconnaissable : en effetAd(less) est unM-automate qui vérifie
si le code d’un mot se termine par un entier négatif.
less(u)⇔ d(u) se termine par a telle que a ∈ Σ et a < 0
ϕ1(x) : ⊤
ϕ0(x) : ⊤
ϕ2(x) : x < 0
SfS1S0
FIGURE 2.6 – L’automate Ad(less).
7. Pour p, q ∈ N, le langage d(modp,q) est M-reconnaissable : le M-automate suivant est
capable de vérifier le prédicat modp,q.
ϕ1(x)
ϕ0(x) : ⊤
SfS0
ϕ1(x) : ∃N N +N + · · ·+N︸ ︷︷ ︸
p︸︷︷︸
constante
fois
+ q︸︷︷︸
constante
= x
FIGURE 2.7 – L’automate Ad(modp,q).
Les théorèmes 4, 7 et la décidabilité de FO(M) [Pre30, PJ91] impliquent le résultat sui-
vant.
Corollaire 5. La théorie du premier ordre de la structure étendue de clone est décidable.
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2.3 Structure de differentia
Pour un alphabet infini dénombrable Σ, et afin d’exprimer des propriétés plus naturelles
sur les éléments de Σ∗, nous introduisons la structure de differentia et nous montrons son
automaticité et la décidabilité de sa théorie. Pour mieux comprendre la preuve, des exemples
pour Σ = N sont donnés au fur et à mesure.
Définition 17. On note S4 = (Σ∗;≺, clone, diff) la structure de differentia telle que :
1. Σ désigne un ensemble infini dénombrable.
2. Pour unmot x deΣ∗, le prédicat diff(x) est vrai si, et seulement si, toutes les lettres de x
sont distinctes diff(x)⇔ x = x1x2 . . . xn avec x1, x2, . . . , xn ∈ Σ et ∀i∀j i 6= j ⇒ xi 6= xj .
Exemple 9. Soient x, y ∈ Σ∗ les mots x = [1, 5, 2] et y = [1, 5, 2, 2, 3, 4, 4]. Nous pouvons
vérifier que x ≺ y, clone(y) et diff(x) sont vrais, mais y ≺ x, clone(x) et diff(y) sont faux.
2.3.1 Théorie du premier ordre de la structure de differentia
Dans ce qui suit, nous montrons l’automaticité de la structure de differentia et, par consé-
quent, la décidabilité de sa théorie logique du premier ordre.
Théorème 8. La structure de differentia, S4 = (Σ∗;≺, clone, diff), est automatique.
Pour prouver que la structure de differentia est automatique, nous allons définir un co-
dage ν qui établit la rationalité du domaine de la structure, du préfixe, du clone et du prédicat
differentia. Avant de détailler la preuve, nous allons montrer comment nous pouvons coder
n’importe quel mot sur les entiers naturels dont les lettres sont distinctes, par un mot sur les
entiers naturels.
Définition 18. Pour un ensemble ordonné S = {x1 < x2 < · · · < xi < . . .} ⊆ Σ, on note IxiS
l’indice de l’élément xi dans S. Nous avons I
xi
S = i.
Définition 19. Soit D = {x ∈ Σ∗ | diff(x)}. Soit δ : D −→ (N \ {0})∗ la bijection qui fait
correspondre chaque mot de D à un mot sur les entiers naturels dans (Σ \ {0})∗ telle que
δ : D −→ (N \ {0})∗
x = x1x2 . . . xi . . . xn 7−→ δ(x) = y1y2 . . . yi . . . yn avec
y1 = I
x1
Σ
y2 = I
x2
Σ\{x1}
...
yi = I
xi
Σ\{x1,x2,...,xi−1}
...
yn = I
xn
Σ\{x1,x2,...,xi,...,xn−1}
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δ−1 : (N \ {0})∗ −→ D
y = y1y2 . . . yi . . . yn 7−→ δ−1(y) = x1x2 . . . xi . . . xn avec
x1 = le y1ième élément dans Σ
x2 = le y2ième élément dans Σ \ {x1}
...
xi = le yiième élément dans Σ \ {x1, x2, . . . , xi−1}
...
xn = le ynième élément dans Σ \ {x1, x2, . . . , xi, . . . , xn−1}
Par convention δ(ε) = ε.
Étant donné un mot dont les lettres sont distinctes, on code la première lettre par l’indice
de cette lettre dans Σ, la deuxième lettre par l’indice de cette lettre dans Σ moins la valeur
de la première lettre qui a été déjà codée. La ième lettre est codée par l’indice de cette lettre
dans Σ moins toutes les lettres qui la précédent. Ce mécanisme fonctionne parce que nous
ne rencontrons pas deux fois la même lettre.
Exemple 10. Soit x = [5, 3, 4, 2, 1] un mot sur les entiers naturels dont les lettres sont dis-
tinctes. Nous pouvons vérifier que :
δ(x) = δ([5, 3, 4, 2, 1])
= [I5{0,1,2,3,4,5,6,...}, I
3
{0,1,2,3,4,6,...}, I
4
{0,1,2,4,6,...}, I
2
{0,1,2,3,6,...}, I
1
{0,1,3,6,...}]
= [6, 4, 4, 3, 2]
Inversement, nous pouvons obtenir x depuis [6, 4, 4, 3, 2] :
1. le 6ième élément dans Σ = {0, 1, 2, 3, 4, 5, 6, . . .} est 5 = x1,
2. le 4ième élément dans Σ \ {x1} = {0, 1, 2, 3, 4, 6, . . .} est 3 = x2,
3. le 4ième élément dans Σ \ {x1, x2} = {0, 1, 2, 4, 6, . . .} est 4 = x3,
4. le 3ième élément dans Σ \ {x1, x2, x3} = {0, 1, 2, 6, . . .} est 2 = x4,
5. le 2ième élément dans Σ \ {x1, x2, x3, x4} = {0, 1, 6, . . .} est 1 = x5.
Ainsi δ−1([6, 4, 4, 3, 2]) = [5, 3, 4, 2, 1].
Nous allons montrer maintenant comment nous procédons pour coder un mot quel-
conque sur les entiers naturels. Tout d’abord, on note que tout mot sur les entiers naturels
peut être "divisé" en un nombre minimal de mots de D dits sous-mots. En avançant dans
le mot donné, sa première lettre fera partie du premier sous-mot, la lettre suivante est at-
tribuée au sous-mot courant si cette lettre n’est pas dans ce sous-mot courant. On continue
ainsi jusqu’à ce qu’on rencontre une lettre qui est déjà dans le sous-mot courant, ce sous-mot
en cours sera achevé, et cette lettre sera la première lettre du prochain sous-mot. Et ainsi de
suite jusqu’à la fin du mot.
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Exemple 11. Voici un exemple.
[3, 0, 6, 0, 1, 2, 5, 2, 4, 5, 5, 5, 3, 4, 8, 9]
s→ [3, 0, 6][0, 1, 2, 5][2, 4, 5][5][5, 3, 4, 8, 9]
[5, 2, 6, 8, 3, 6, 4, 8, 5, 4, 4, 4, 5, 6, 8, 5]
s→ [5, 2, 6, 8, 3][6, 4, 8, 5][4][4][4, 5, 6, 8][5]
[1, 3, 5, 7, 8, 0, 9, 6, 4, 2]
s→ [1, 3, 5, 7, 8, 0, 9, 6, 4, 2] un seul sous-mot
Définition 20. On note s la fonction qui divise unmot sur les entiers naturels en une séquence
de sous-mots de D :
s : Σ∗ −→ D∗
x = x1x2 . . . xn 7−→ s(x) = u1u2 . . . um
telle que :
1. pour tout i entre 1 etm, diff(ui) est vérifié,
2. pour tout i entre 2 etm, la première lettre de ui apparaît déjà dans ui−1.
L’algorithme suivant permet d’obtenir cette division :
Algorithme 1 : Division
1Données : x = x1x2 . . . xn ∈ Σ∗
2Résultat : s(x) = u1u2 . . . um ∈ D∗
3m← 1
4pour j ← 1 à n faire
5si xj /∈ um alors
6um ← um · xj
7fin
8sinon
9m++
10um ← xj
11fin
12fin
Il est clair que :
– m ≤ n.
– s coïncide avec l’identité pour un élément de D : x ∈ D ⇔ s(x) = x.
Notre codage final, appelé ν : Σ∗ −→ σ3 = {a, b, c}∗, est obtenu en plusieurs étapes. La
première consiste à diviser le mot donné en sous-mots de D en utilisant la fonction s. La
deuxième étape consiste à coder ces sous-mots en utilisant la fonction δ. Le résultat est une
suite de mots sans zéro, donc nous utilisons le symbole zéro, afin de séparer les sous-mots.
Il est important de noter que si un sous-mot v suit un sous-mot u, le second sous-mot v doit
commencer par une lettre qui se trouve dans le sous-mot u ; onmarquera alors cette lettre par
le symbole du signe négatif dans le codage de u et par zéro dans le codage de v. Le résultat
est un mot dont les lettres sont marquées par le symbole du signe positif ou négatif 1. Enfin,
on code chaque lettre du résultat par un certain nombre de a suivi par b ou c en fonction du
signe de cette lettre : la lettre +n est codée par anb et la lettre −n est codée par anc. Ainsi +0
et −0, codés respectivement par b et c, sont deux lettres distinctes.
1. Même le zéro peut être marqué par un symbole de signe positif ou négatif.
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Exemple 12. Voici un exemple pour le codage du mot
[5, 2, 6, 8, 3, 6, 4, 8, 5, 4, 4, 4, 5, 6, 8, 5]
s→ [5, 2, 6, 8, 3][6, 4, 8, 5][4][4][4, 5, 6, 8][5]
δ→ [6, 3, 5, 6, 3][7, 5, 7, 5][5][5][5, 5, 5, 6][6]
−/+→ [+6,+3,−5,+6,+3][+7,−5,+7,+5][−5][−5][+5,−5,+5,+6][+6]
se´parateur→ [+6,+3,−5,+6,+3,+0,−5,+7,+5,−0,−0,+0,−5,+5,+6,+0]
σ3={a,b,c}→ [a6ba3ba5ca6ba3bba5ca7ba5bccba5ca5ba6bb]
Exemple 13. Voici un autre exemple, pour le codage du mot
[1, 3, 5, 7, 8, 0, 9, 6, 4, 2]
s→ [1, 3, 5, 7, 8, 0, 9, 6, 4, 2]
δ→ [2, 3, 4, 5, 5, 1, 4, 3, 2, 1]
−/+→ [+2,+3,+4,+5,+5,+1,+4,+3,+2,+1]
se´parateur→ [+2,+3,+4,+5,+5,+1,+4,+3,+2,+1]
σ3={a,b,c}→ [a2ba3ba4ba5ba5ba1ba4ba3ba2ba1b]
Lemme 4. Les langages ν(Σ∗), ν(≺), ν(clone) et ν(diff) sont rationnels.
Démonstration. L’utilisation du codage ν permet d’obtenir la rationalité du domaine de notre
structure ainsi que ses relations :
1. Nous pouvons vérifier qu’un mot sur l’alphabet σ3 = {a, b, c} correspond à l’image
d’un élément de Σ∗ par ν si, et seulement si, ce mot appartient au langage rationnel
suivant :
ν(Σ∗) = P ∗NP ∗({b}P ∗NP ∗ ∪ {c}P ∗)∗{b}P ∗ tel que P = {a}+{b} et N = {a}+{c}
P code ce qui est marqué par un symbole de signe positif, et N code ce qui est marqué
par un symbole de signe négatif. Étant donné un mot x de Σ∗, si x appartient àD alors
ν(x) appartient à P ∗. Si maintenant x n’appartient pas à D alors ν(x) est une suite de
sous-mots qui ont la propriété suivante : chaque sous-mot xi, sauf le dernier, se termine
par un zéro positif ou négatif, et le reste du sous-mot xi est une suite de nombres tous
marqués par un signe positif sauf un seul nombre marqué par un signe négatif. Le
dernier sous-mot se termine par un zéro positif. On a ainsi :
ν(Σ∗) =
le premier sous-mot︷ ︸︸ ︷
P ∗ N︸︷︷︸
strictement négatif
P ∗
la suite de sous-mots︷ ︸︸ ︷
({ b︸︷︷︸
+0
}P ∗NP ∗ ∪ { c︸︷︷︸
−0
}P ∗)∗
le dernier sous-mot︷ ︸︸ ︷
{b}P ∗ .
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2. Remarquons dans un premier temps que si on ne prend pas en considération les
marques de signe, le codage ν respecte la propriété "être préfixe". Plus précisément
pour x, y ∈ Σ∗, on a x ≺ y si, et seulement si, δ(s(x)) ≺ δ(s(y)) (δ et s étant les fonc-
tions intermédiaires utilisées dans la définition de ν). D’autre part, si x ≺ y alors sur
ν(x) et ν(y) les marques sont exactement les mêmes sauf pour un seul élément parmi
les derniers éléments marqués positivement dans ν(x). Cet élément est positif dans
ν(x) mais peut être négatif dans ν(y) selon que cet élément va réapparaître ou non
plus loin dans le mot y. Ceci conduit au langage rationnel suivant pour ν(≺) :{(
a
a
)
,
(
b
b
)
,
(
c
c
)}∗ {(
b
b
)
,
(
c
b
)}({(
a
a
)}∗ {(
b
b
)})∗ {(
a
#
)
,
(
b
#
)
,
(
c
#
)}∗
.
3. Le langage ν(clone) est rationnel : en effet clone(x) est vrai si, et seulement si, ν(x) se
termine par cb. On a :
clone(x)⇔ ν(x) ∈ ν(Σ∗) ∩ σ3∗{cb}
4. Le langage ν(diff) est rationnel : en effet diff(x) est vrai si, et seulement si, ν(x) est une
suite de codage de nombres positifs. Ainsi :
ν(diff) = ν(D) = P ∗ = ({a}+{b})∗.
Les théorèmes 3 et 8 impliquent le résultat suivant.
Corollaire 6. La théorie du premier ordre de la structure de differentia est décidable.
2.3.2 Théorie monadique du second ordre de la structure de differentia
Nous montrons dans cette section la décidabilité de la théorie monadique du second
ordre de la structure de differentia. Nous allons prouver que la théorieMSO(S4) est décidable
par réduction àMSO(S3S), qui est décidable d’après [Rab69].
Théorème 9. La structure S4 estMSO-interprétable dans la structure S3S.
Démonstration. On reprend le codage ν défini dans la section précédente. On a montré dans
cette section que ν(Σ∗), ν(≺), ν(clone) et ν(diff) sont des langages rationnels, donc définis-
sables dans la théorie monadique du second ordre de S3S. Ceci est vrai car tout langage
rationnel sur l’alphabet ternaire est définissable dans la théorie monadique du second ordre
des trois successeurs (voir [Tho97]).
Une conséquence directe de l’interprétation de la structure S4 dans S3S [Rab69] est la
décidabilité de sa théorie logique.
Corollaire 7. La théorie monadique du second ordre de la structure de differentia est décidable.
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Remarque 1. Considérons la structure S5 = (Σ∗;≺, clone, diff,∼) obtenue à partir de la struc-
ture S4 en ajoutant le prédicat ∼. On peut obtenir la décidabilité de sa théorie du premier
ordre à partir de saM-automaticité et de la décidabilité de la théorie du premier ordre de la
structure (Z; 0, <). En effet La structure S5 est M-automatique pour M = (Z; 0, <) selon un
codage ν ′ similaire au codage ν. Le codage ν ′ : Σ∗ −→ {0, 1, 2, . . .}∗ est obtenu comme ν en
plusieurs étapes. La première consiste à diviser le mot donné en sous-mots deD en utilisant
la fonction s. La deuxième étape consiste à coder ces sous-mots en utilisant la fonction δ. Le
résultat est une suite de mots sans zéro, donc là aussi nous utilisons le symbole zéro, afin de
séparer les sous-mots.
2.4 Structure des différences
Pour un alphabet infini dénombrable Σ, et afin d’exprimer des propriétés plus naturelles
sur les éléments de Σ∗, nous introduisons la structure des différences et nous montrons la déci-
dabilité de ses théories du premier ordre. Pour mieux comprendre la preuve, des exemples
pour Σ = N sont donnés au fur et à mesure.
À partir du prédicat clone on peut facilement définir le prédicat diff2 qui exprime qu’un
mot se termine par deux lettres différentes comme suit :
Pour x ∈ Σ∗ : diff2(x)⇔ ¬clone(x)
Cependant, pour i > 2, on veut exprimer le prédicat diffi qui exprime qu’un mot se
termine par i lettres différentes, ce qui ne semble pas possible d’exprimer dans les structures
étudiées précédemment. Ainsi, afin d’étendre la structure du clone, tout en maintenant la
décidabilité de sa théorie, nous introduisons la structure des différences :
S3 = (Σ
∗;≺, clone, {diffi | i > 2},∼)
caractérisée par la généralisation du prédicat clone par la famille des prédicats {diffi | i > 2}.
Nous montrons dans cette section, laM-automaticité de la structure des différences puis
la décidabilité de sa théorie logique du premier ordre.
Définition 21. On note S3 = (Σ∗;≺, clone, {diffi | i > 2},∼) la structure des différences, telle
que :
1. Σ∗ désigne un ensemble infini dénombrable,
2. le prédicat diffi(x) est vrai si, et seulement si, x se termine par i lettres distinctes :
diffi(x)⇔ x = ua1a2 . . . ai avec u ∈ Σ∗ et a1, a2, . . . , ai ∈ Σ et ∀p∀q : p 6= q ⇒ ap 6= aq
Exemple 14. Soient x, y des mots de Σ∗.
1. Pour x = [1, 2, 5, 2, 3] et y = [1, 2, 5, 2, 3, 4, 4] :
2. x ≺ y, diff3(x) et clone(y) sont vrais.
3. x ∼ y, diff4(x) et diff3(y) sont faux.
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Définition 22. Nous appelons structure des différences d’ordre k la structure définie comme
suit :
Dk = (Σ
∗;≺, clone, {diffi | 2 < i ≤ k},∼)
Théorème 10. La structureDk estM-automatique avecM = (Z;−1,−2, . . . ,−(k − 1)).
Avant de détailler la preuve de ce théorème, nous introduisons un codage µk qui établit
la M-automaticité du domaine de la structure et la M-automaticité des prédicats : clone,
même longueur et des différences.
Définition 23. Soit x = x0x1 . . . xn−1 un mot sur Σ∗ de longueur n. L’ensemble des k voisins
de la lettre xi est l’ensemble des k lettres qui précèdent xi s’il existe au moins k lettres avant
xi, autrement, s’il y a moins de k lettres avant xi, l’ensemble des k voisins de la lettre xi est
l’ensemble de toutes les lettres qui précèdent xi :
Vk(xi) =
min(i,k)⋃
j=1
{xi−j} =
min(i,k)⋃
j=1
{vj} avec vj = xi−j
Nous appelons jième voisin de la lettre xi et on note vj la lettre qui correspond à la jième lettre
qui précède xi. S’il y a moins de k lettres avant la lettre xi, le nombre de vj est égal à k, le
cardinal de l’ensemble Vk(xi), est au plus k, et atteint k lorsque les vj sont distincts.
Notre codage est décrit comme suit. Pour chaque lettre xi de x nous regardons l’ensemble
des k − 1 lettres qui précèdent xi, si xi est égal à son premier voisin, nous codons xi par un
-1, sinon, si xi est égal à son deuxième voisin, nous codons xi par un -2, sinon, si xi est égal
à son troisième voisin, nous codons xi par un -3, etc. Sinon, si, xi est différent de tous ses
k − 1 voisins, dans ce cas, xi est codé par son indice dans l’ensemble Σ \ Vk−1(xi). Voici la
définition formelle du codage.
Définition 24. Le codage µk d’un mot x = x0x1 . . . xn−1 est aussi un mot, défini par :
µk : Σ
∗ → Σ∗
µk(x) = x0y1 . . . yi . . . yn−1 avec yi ∈ Σ et :
yi =
{
−min{j | xi = vj , 1 ≤ j ≤ min(i, k − 1)} si xi ∈ Vk−1(xi),
IxiΣ\Vk−1(xi) sinon.
Par convention µk(ε) = ε. Voir la définition 18 pour la fonction I .
Exemple 15. Voici un exemple pour k = 4 et un mot w ∈ N.
w =
3, 0, 6, 0, 1, 2, 5, 2, 4, 5, 5, b︷︸︸︷5 , 3, 4, a︷︸︸︷8
 µk−→ [4, 1, 5,−2, 1, 1, 3,−2, 4,−3,−1,−1, 4, 4, 6]
Considérons a l’avant dernière lettre de w qui est de valeur 8. Le voisinage de cette lettre
est les trois lettres qui la précèdent {5, 3, 4}. La lettre a est donc codée par l’indice du nombre
8 dans l’ensemble N \ {5, 3, 4}, donc 6.
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Considérons maintenant b la dernière lettre de w de valeur 5. Le voisinage de cette lettre
est les trois lettres qui la précèdent dont deux qui sont égaux. Donc le voisinage de b est
l’ensemble {4, 5}. La lettre b est égal à la fois à son premier et à son deuxième voisin. Notre
codage code cette lettre par −1 qui veut dire que b fait référence à son première voisin. Nous
interdisons que la lettre b soit codée par−2 qui veux dire que b fait référence à son deuxième
voisin.
Chaque mot de Σ∗ est codé par un unique mot de Σ∗ mais pas l’inverse. Ils existent
des mots Σ∗ qui sont des mots non valides au sens de notre codage. Ces mots interdits
sont facilement reconnaissables. Expliquons : dans l’exemple 15 la lettre b est égal à son
premier et son deuxième voisin, implicitement son premier voisin est égal à son deuxième
voisin. Si le codage a été bien calculé jusqu’au premier voisin de b alors le premier voisin
est nécessairement codé par −1. Ceci veut dire qu’une lettre codée par −1 interdit le codage
de la lettre suivante par −2. De même une lettre codée par −2 interdit le codage de la lettre
suivante par −3. Pour k = 4 on peut facilement voir qu’un mot correspond à un code si et
seulement s’il ne contient aucun des motifs de facteurs suivants :
1. [−1,−2] ce facteur est interdit car il veut dire qu’une lettre est égal à son premier et à
son deuxième voisin mais elle fait référence à son deuxième voisin.
2. [−2,−3] ce facteur est interdit car il veut dire qu’une lettre est égal à son premier et à
son troisième voisin mais elle fait référence à son troisième voisin.
3. [−1, x,−3] pour x quelconque, ce motif est interdit car il veut dire qu’une lettre est égal
à son deuxième et à son troisième voisin mais elle fait référence à son troisième voisin.
De même pour un k quelconque on peut facilement construire la liste de tous les des motifs
interdits. Il est claire que le nombre de motifs interdits est fini, car k est borné. Ainsi on
peut construire pour un k donné un M-automate permettant de reconnaître les mots qui ne
contiennent aucun des facteurs interdits.
Démonstration. Pour prouver que la structure des différences d’ordre k est M-automatique,
nous utilisons le codage µk. L’image µk(Σ∗) du domaine de Dk est M-reconnaissable car,
comme expliqué dans l’exemple précédent, k est borné et le nombre de motifs de facteurs
inadéquats avec notre codage sont finis et reconnaissable par un M-automate avec M =
(Z;−1,−2, . . . ,−(k − 1)).
Avec le codage µk nous pouvons aussi construire des M-automates qui peuvent véri-
fier si un mot est clone, si deux mots ont la même longueur, et encore si les prédicats des
différences sont vérifiés ou pas pour un mot donné. On donne par exemple les automates
Aµ(clone), Aµ(diff3), Aµ(diff4) et Aµ(diffi).
L’automate Aµ(clone) vérifie que la dernière lettre est codée par -1 qui veut dire qu’elle est
égal à son premier voisin.
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ϕ1(x) : x = −1
ϕ0(x) : ⊤
SfS0
FIGURE 2.8 – L’automate Aµ(clone).
L’automate Aµ(diff3) vérifie que la dernière lettre n’est pas codée par −1 ni par −2 qui
veut dire qu’elle est différente de ses deux premiers voisins. Il vérifie aussi que l’avant der-
nière lettre n’est pas codée par −1 qui veut dire que l’avant dernière lettre est différente de
son premier voisin (ce voisin est aussi le deuxième voisin de la dernière lettre). Ces deux
vérifications permettent de savoir si le mot se termine par trois lettres différentes.
x 6= −1
⊤
x 6= −1,−2
S2S1S0
FIGURE 2.9 – L’automate Aµ(diff3).
L’automate Aµ(diff4) vérifie que la dernière lettre n’est pas codée par −1 ni par −2 ni par−3 qui veut dire qu’elle est différente de ses trois premiers voisins. Il vérifie aussi que l’avant
dernière lettre n’est pas codée par −1 ni par −2 qui veut dire que l’avant dernière lettre est
différente de ses deux premiers voisins. Il vérifie aussi que l’avant avant dernière lettre n’est
pas codée par−1 qui veut dire que l’avant avant dernière lettre est différente de son premier
voisin. Ces trois vérifications permettent de savoir si le mot se termine par quatre lettres
différentes.
x 6= −1,−2,−3x 6= −1
⊤
x 6= −1,−2
S3S2S1S0
FIGURE 2.10 – L’automate Aµ(diff4).
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x 6= −1, . . . ,−(i− 2)x 6= −1 x 6= −1, . . . ,−(i− 1)
⊤
x 6= −1,−2
Si−2· · ·S1S0 Si−1
FIGURE 2.11 – L’automate Aµ(diffi).
On a le corollaire suivant.
Corollaire 8. La théorie du premier ordre de la structure des différences d’ordre k, FO(Dk) est
décidable.
Démonstration. On peut montrer sans difficulté queM est automatique et donc sa théorie de
premier ordre FO(M) est décidable. Le théorème 4 et la M-automaticité de a structure Dk
démontrée dans le théorème 10 permettent de conclure.
Corollaire 9. La théorie du premier ordre de la structure S3 est décidable.
Démonstration. Pour montrer que la théorie de la structure S3 est décidable, il suffit de re-
marquer que tout énoncé ϕ dans la signature de S3 contient un nombre fini d’occurrences
de prédicats de différences :
diffi1 , diffi2 , . . . , diffir
Par conséquent, décider ϕ dans S3 revient à décider ϕ dans Dk avec k = max(i1, i2, . . . , ir).
Or la théorie du premier ordre de Dk est décidable d’après le corollaire 8.
2.5 Structure d’applications exclusives
On donne dans cette section, un résultat de décidabilité lié à certaines fonctions spéci-
fique que nous appelons applications exclusives.
Soit J ⊆ N \ {0} non vide.
Définition 25. Soient f, g : Σ∗ → Σ des applications. On dit que f et g sont exclusives si, et
seulement si : ∀w ∈ Σ∗ : f(w) 6= g(w).
Définition 26. Soit (fi)i∈J de Σ∗ dans Σ une famille finie ou infinie d’applications. On dit
que (fi)i∈J est exclusive si, et seulement si : ∀(i 6= j) : fi et fj sont exclusives. On définit la
famille de relations exclusives (R⊕fi)i∈J comme suit :
pour w ∈ Σ∗ et a ∈ Σ, R⊕fi(wa) est vrai si, et seulement si, fi(w) = a.
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Exemple 16. Dans cette exemple nous allons proposer des applications exclusives définies
à partir de l’opération d’addition et de multiplication. Pour Σ = N \ {0, 1, 2}, soient les
applications suivantes :
f1 = f+ : Σ
∗ −→ Σ
ε 7−→ f+(ε) = 3
a 7−→ f+(a) = 3 tel que a ∈ Σ
wab 7−→ f+(wab) = a+ b tel que w ∈ Σ∗ et a, b ∈ Σ
f2 = f× : Σ∗ −→ Σ
ε 7−→ f×(ε) = 4
a 7−→ f×(a) = 4 tel que a ∈ Σ
wab 7−→ f×(wab) = a× b tel que w ∈ Σ∗ et a, b ∈ Σ
Pour que les fonctions f+ et f× soit exclusives nous avons exclu les éléments {0, 1, 2} car
0 + 0 = 0× 0 et 2 + 2 = 2× 2.
Théorème 11. Soit Σ un alphabet infini. Soit (R⊕fi)i∈J une famille infinie de relations exclusives
définie à partir de la famille d’applications exclusives (fi)i∈J : Σ∗ → Σ.
La structure S6 = (Σ∗;≺, {R⊕fi | i > 0},∼) est (Z; 0, <)-automatique.
Avant de détailler la preuve de ce théorème, nous introduisons un codage λ qui établit la
M-automaticité du domaine de la structure et la M-automaticité des relations exclusives et
le prédicat "même longueur".
Définition 27. Pour prouver la M-automaticité de la structure S6 nous passerons par le
codage λ : Σ∗ −→ (Z)∗ défini comme suit (le point c’est la concaténation) :
pour a ∈ Σ et w ∈ Σ∗ : λ(wa) = λ(w) ·
{
−i si ∃i ∈ J : a = fi(w),
IaΣ−{fi(w) | i∈J} sinon.
Par convention λ(ε) = ε.
Supposons qu’on a utilisé λ pour coder un mot w. Pour coder le mot wa (w concaténé
à la lettre a) il faut d’abord coder le mot w ce qui donne λ(w). Ensuite on cherche à savoir
s’il y a une application exclusive fi telle que l’application de cette fonction sur w donne a.
Si une telle application existe elle sera unique car par définition l’ensemble des applications
considérées sont exclusives. Dans ce cas la lettre a sera codée par l’entier −i pour garder
cette information. Sinon, si la valeur de a est différente de fi(w) pour toute application fi
considérée, dans ce cas la lettre a est codée par l’indice de cette lettre dans l’ensemble Σ
qu’on lui retranche les valeurs fi(w) pour toute application fi considérée.
Exemple 17. Soit Σ = N \ {0, 1, 2}. Soit la structure X = (Σ∗;≺, Rf+ , Rf× ,∼).
Pour x = [8, 9, 20, 29, 5, 6, 30, 14] un mot de Σ∗, on a λ(x) = [4, 5, 17,−1, 3, 4,−2, 12].
Notons que la suite [3, 5, 8, 13, . . . , Fi], toute suite finie de Fibonacci qui commence par
l’élément 3 est définissable dans la structure X = (Σ∗;≺, Rf+ , Rf× ,∼). Il suffit d’écrire la
formule qui exprime qu’un mot x de Σ∗ commence par [3, 5] est que la relation Rf+ est vraie
pour tout préfixe de x de longueur supérieur strictement à 2.
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Démonstration. Pour prouver que la structure des applications exclusives est M-
automatique, nous utilisons le codage λ. Sous ce codage λ, on a :
1. L’image λ(Σ∗) du domaine de S6 est M-reconnaissable : en effet Aλ(Σ∗) est un M-
automate qui reconnaît λ(Σ∗).
ϕ(x) : ⊤
S0
FIGURE 2.12 – L’automate Aλ(Σ∗).
2. Le langage λ(≺) est M-reconnaissable : il est facile de voir qu’un mot est préfixe d’un
autre si, et seulement si, le code du premier mot est préfixe du code du second. Pour
u, v ∈ Σ∗, nous avons u ≺ v ⇔ λ(u) ≺ λ(v). Le M-automate Aλ(≺) est en mesure de
vérifier si un mot est le préfixe d’un autre.
ϕ1(x, y) : x = #
ϕ0(x, y) : x = y
SfS0
FIGURE 2.13 – L’automate Aλ(≺).
3. Le langage λ(∼) est M-reconnaissable : il est également aisé de vérifier que des mots
ont la même longueur si, et seulement si, le code du premier et du second ont la même
longueur. Pour u, v ∈ Σ∗, nous avons u ∼ v ⇔ λ(u) ∼ λ(v). Le M-automate Aλ(∼) est
capable de vérifier si deux mots ont la même longueur.
ϕ(x, y) : ⊤
S0
FIGURE 2.14 – L’automate Aλ(∼).
4. Le langage λ(R⊕fj ) est M-reconnaissable : chaque relation R
⊕
fj
peut être vérifiée par le
M-automate Aλ(R⊕
fj
).
R⊕fj (u)⇔ λ(u) se termine par l’entier négatif − j
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ϕ1(x) : x = −j
ϕ0(x) : ⊤
SfS0
FIGURE 2.15 – L’automate Aλ(R⊕
fj
).
Les théorèmes 4 et 11 impliquent le résultat suivant.
Corollaire 10. La théorie du premier ordre de la structure S6 = (Σ∗;≺, {R⊕fi | i > 0},∼) est
décidable.
2.6 Structure de décomposition
Nous définissons dans cette section la structure de décomposition, nous montrons son
automaticité et, par conséquent, la décidabilité de sa théorie du premier ordre. On montre
son universalité et aussi l’indécidabilité de sa théorie monadique du second ordre.
Soit Σ un alphabet infini dénombrable muni d’une relation d’ordre < et d’une opération
binaire interne ⋆. On note :
⋆nj=ixj = (· · · ((xi ⋆ xi+1) ⋆ xi+2) ⋆ · · · ) ⋆ xn)
Définition 28. Une structure de décomposition est un quadruplet S7 = (Σ∗;≺, <, dec⋆) tel que
pour des mots x et y de Σ∗, on dit que x décompose y relativement à ⋆ et on note dec⋆(x, y) si, et
seulement si :
|x| ≤ |y| et
x = x1 . . . xn et
y = y1 . . . yn . . . ym et
il existe d0, d1, . . . , dn ∈ N avec 1 = d0 < d1 < · · · < dn ≤ m tels que :
xi = ⋆
di−1
j=di−1
yj pour 1 ≤ i ≤ n
Exemple 18. La somme est une opération binaire interne sur Σ = N. On a dec+(x, y) si, et
seulement si :
xi =
di−1∑
j=di−1
yj pour 1 ≤ i ≤ n
Soient x, y, z ∈ Σ∗ des mots avec x = [5, 7, 4], y = [2, 3, 7, 2, 1, 1, 2, 4, 1] et z = [16, 7]. Nous
pouvons vérifier que dec+(x, y) et dec+(z, y) sont vrais :
[2 + 3︸ ︷︷ ︸
5
, 7︸︷︷︸
7
, 2 + 1 + 1︸ ︷︷ ︸
4
, 2, 4, 1]
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[2 + 3 + 7 + 2 + 1 + 1︸ ︷︷ ︸
16
, 2 + 4 + 1︸ ︷︷ ︸
7
]
Exemple 19. Le produit est une opération binaire interne sur Σ = Q. On a dec×(x, y) si, et
seulement si :
xi =
di−1∏
j=di−1
yj pour 1 ≤ i ≤ n
Soient x, y ∈ Σ∗ les mots x = [359 , 20] et y = [74 , 109 , 2, 165 , 254 , 1743 ]. Nous pouvons vérifier que
dec×(x, y) est vrai :
[
7
4
× 10
9
× 2︸ ︷︷ ︸
35
9
,
16
5
× 25
4︸ ︷︷ ︸
20
,
17
43
]
Dans ce qui suit on donnera un théorème qui énonce un critère lié à l’opération interne
définissant la structure de décomposition pour aboutir à l’universalité de cette dernière et,
par conséquent :
1. l’automaticité de la structure,
2. la décidabilité de sa théorie logique du premier ordre,
3. l’indécidabilité de sa théorie monadique du second ordre.
Donnons d’abord quelques définitions.
Définition 29. Étant donnée ⋆ une opération interne sur (Σ, <), on dit que ⋆ est strictement
croissante si, et seulement si :
∀x, y, z ∈ Σ x ⋆ y = z ⇒ (z > x ∧ z > y)
Définition 30. Étant donnée ⋆ une opération interne sur (Σ, <), on dit que ⋆ est strictement
décroissante si, et seulement si :
∀x, y, z ∈ Σ x ⋆ y = z ⇒ (z < x ∧ z < y)
Définition 31. Étant donnée ⋆ une opération interne sur Σ, on dit que ⋆ est inversible à gauche
si, et seulement si :
∀x, y ∈ Σ : x < y ⇒ (∃z ∈ Σ : y = z ⋆ x)
Définition 32. Étant donnée ⋆ une opération interne sur Σ, on dit que ⋆ est inversible à droite
si, et seulement si :
∀x, y ∈ Σ : x > y ⇒ (∃z ∈ Σ : y = z ⋆ x)
Définition 33. Étant donnée ⋆ une opération interne sur Σ, on dit que ⋆ est monotonement
inversible si, et seulement si :
1. soit ⋆ est strictement croissante et inversible à droite,
2. soit ⋆ est strictement décroissante et inversible à gauche.
Dans les deux cas on note ⋆−1 l’opération inverse de ⋆.
Exemple 20. Voici quelques exemples :
1. L’opération d’addition est monotonement inversible dans N \ {0} car :
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(a) elle est strictement croissante sur N \ {0},
(b) elle est inversible à droite dans N \ {0} (son inverse est la soustraction).
2. L’opération d’addition est monotonement inversible dans Q+ \ {0} car :
(a) elle est strictement croissante sur Q+ \ {0},
(b) elle est inversible à droite dans N\{0} etQ+ \{0} (son inverse est la soustraction).
3. La multiplication est monotonement inversible dans l’intervalle ]0, 1[ de Q :
(a) elle est strictement décroissante sur l’intervalle ]0, 1[ de Q,
(b) elle est inversible à gauche dans l’intervalle ]0, 1[ deQ (son inverse est la division).
Théorème 12. Soit ⋆ une opération interne sur un alphabet infini Σ. Si ⋆ est monotonement inver-
sible sur Σ alors la structure de décomposition, S7 = (Σ∗;≺, <, dec⋆), est universelle.
Démonstration. On va procéder par double interprétation, i.e. on montrera l’interprétation
de la structure S7 dans une structure universelle puis l’interprétation d’une structure uni-
verselle dans S7.
Pour un ordre sur un alphabet infini dénombrable Σ, la structure P = (Pf (Σ);⊆, <) est
définie comme suit :
1. Pf (Σ) est l’ensemble de toutes les parties finies de Σ.
2. x < y si x = {n} et y = {m} (x et y sont des singletons) et n < m.
La structureP est universelle (voir section 1.2.2.5). La double interprétation est établie selon
la bijection κ suivante (et son inverse) :
κ : Σ∗ −→ Pf (Σ)
x = x1 . . . xi . . . xn 7−→ κ(x) = {⋆ij=1xj | 1 ≤ i ≤ n}
κ−1 : Pf (Σ) −→ Σ∗
e = {e1 < · · · < ei < · · · < en} 7−→ κ−1(e) =
e1.(e2 ⋆
−1 e1). . . . .(ei ⋆−1 ei−1). . . . .(en ⋆−1 en−1)
Par convention κ(ε) = ∅.
Lamonotonie de l’opération ⋆ permet de construire, à partir d’unmot x surΣ, en utilisant
la bijection κ, un ensemble e dont le nombre d’éléments est égal au nombre de lettres de x.
L’inversibilité de l’opération ⋆ permet de construire un mot de Σ à partir de n’importe quel
ensemble fini de Σ.
1. La structureS7 = (Σ∗;≺, <, dec⋆) est FO-interprétable dans la structureP = (Pf (Σ);⊆
, <) qui est universelle (voir section1.2.2.5). Ceci est établi grâce au codage κ :
(a) Chaque élément de Σ∗ est codé par un et un seul élément de Pf (Σ). L’application
κ est une bijection, ainsi κ(Σ∗) l’image du domaine de S7 est égale à Pf (Σ), qui
est évidemment définissable dans P.
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(b) L’ensemble κ(≺) image du prédicat ≺, est définissable dans P. Soient u, v des
mots de Σ∗ et soient x = κ(u), y = κ(v) leurs codes respectifs. Alors pour que u
soit un préfixe de v, les deux ensembles x et y doivent vérifier les trois conditions
suivantes (voir l’exemple 21) :
i. L’ensemble x est inclus dans y :
x ⊆ y
ii. Le plus petit élément de x est égal au plus petit élément de y. Il existe un
singletonm tel que :
(m ⊆ x) ∧ (m ⊆ y) ∧ (∀z : z < m→ ¬(z ⊆ x) ∧ ¬(z ⊆ y))
iii. Tous les éléments de y qui sont entre le plus petit élément et le plus grand
élément de x doivent être dans x. Pour les singletons y1, y2, y3 ⊆ y on a :
((y1 ≤ y2 ≤ y3) ∧ (y1 ⊆ x) ∧ (y3 ⊆ x))→ (y2 ⊆ x)
(c) Par définition l’ensemble κ(<), image du prédicat<, est définissable dansP rela-
tivement au prédicat < :
a, b ∈ Σ : a < b⇔ κ(a) < κ(b)
(d) Aussi, par définition, l’ensemble κ(dec⋆) image du prédicat dec⋆, est définissable
dans P relativement au prédicat ⊆ :
u, v ∈ Σ∗ : dec⋆(u, v)⇔ κ(u) ⊆ κ(v)
2. La structure universelleP = (Pf (Σ);⊆, <) est FO-interprétable dans la structureS7 =
(Σ∗;≺, <, dec⋆). Ceci est établi grâce au codage κ :
(a) Chaque élément de Pf (Σ) est codé par un et un seul élément de Σ∗. L’application
κ−1 est une bijection, ainsi κ−1(Pf (Σ)) l’image du domaine deP est égal à Σ∗, qui
est évidemment définissable dans S7.
(b) Par définition l’ensemble κ−1(<), image du prédicat <, est définissable dans S7
relativement au prédicat <.
(c) Aussi, par définition, l’ensemble κ−1(⊆) image du prédicat ⊆, est définissable
dans S7 relativement au prédicat dec⋆.
Exemple 21. Pour ⋆ = + et v = [1, 11, 5, 5, 7, 11, 5], on a y = κ(v) = {1, 12, 17, 22, 29, 38, 43} :
u x = κ(u)
[12, 5, 5] {12, 17, 22} x ⊆ y mais u n’est pas un préfixe de v
[1, 21, 5] {1, 22, 29} x ⊆ y etmin(x) = min(y)mais u n’est pas un préfixe de v
[1, 11, 5] {1, 12, 17} x et y vérifient les trois conditions : u est un préfixe de v.
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On a le corollaire suivant.
Corollaire 11. Soit ⋆ une opération interne sur un alphabet infini Σ. Si ⋆ est monotonement in-
versible alors la structure de décomposition S7 = (Σ∗;≺, <, dec⋆) est automatique, sa théorie du
premier ordre est décidable tandis que sa théorie monadique du second ordre ne l’est pas.
Démonstration. C’est une conséquence directe de :
– la double interprétation (lemme 3) entre la structure S7 = (Σ∗;≺, <, dec⋆) et la struc-
ture P = (Pf (Σ);⊆, <),
– la décidabilité de la théorie logique du premier ordre de la structure P,
– l’indécidabilité de la théorie monadique de second ordre de la structure P.
Considérons la structure S8 = (Σ∗;≺, <, dec⋆,∼) obtenue à partir de la structure S7 en
ajoutant le prédicat ∼. Pour des ensembles finis A et B, notons A ≈ B la relation binaire
qui est vraie si, et seulement si, A et B ont même cardinalité. En utilisant le codage κ, il
est évident que des mots u et v ont la même longueur si, et seulement si, les ensembles
κ(u) et κ(v) ont la même cardinalité. Ceci nous permet d’interpréter dans la structure S8
la structure (Pf (Σ);⊆, <,≈) dont la théorie du premier ordre est indécidable [Rob58]. On a
ainsi le corollaire suivant.
Corollaire 12. Soit ⋆ une opération interne sur un alphabet infini Σ. Si ⋆ est monotonement inver-
sible alors la structure de décomposition étendue S8 = (Σ∗;≺, <, dec⋆,∼) a une théorie de premier
ordre (et du second ordre monadique) indécidable. Par conséquent cette structure n’est pas automa-
tique.
2.7 Autres résultats
Nous montrons dans cette section l’indécidabilité de la théorie du premier ordre de la
structure S9 = (Σ∗;≺, clone, lastNew, firstZero,∼,⊖) telle que :
1. Σ∗ est l’ensemble des mots finis sur les entiers.
2. Pour un mot x de Σ∗, le prédicat lastNew(x) est vrai si, et seulement si, x se termine
par une nouvelle lettre.
lastNew(x)⇔ x = a1a2 . . . an avec a1, a2, . . . , an ∈ Σ et ∀i < n an 6= ai
3. Pour un mot x de Σ∗, le prédicat firstZero(x) est vrai si, et seulement si, x débute par
un zéro. firstZero(x)⇔ x = 0u avec u ∈ Σ∗.
4. Pour desmots x, y et z ∈ Σ∗, le prédicat⊖(x, y, z) est vrai si, et seulement si, l’opération
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de soustraction de y par x, lettre par lettre, est égal à z.
⊖(x, y, z)⇔

si |x| > |y|
x = x1 . . . xi . . . xnxn+1 . . . xm et
y = y1 . . . yi . . . yn et
z = (x1 − y1) . . . (xi − yi) . . . (xn − yn)(xn+1 − 0) . . . (xm − 0)
sinon
x = x1 . . . xi . . . xn et
y = y1 . . . yi . . . ynyn+1 . . . ym et
z = (x1 − y1) . . . (xi − yi) . . . (xn − yn)(0− yn+1) . . . (0− ym)
Nous pouvons vérifier que le prédicat diff est définissable dans la théorie de S9. Ce pré-
dicat est vrai pour un mot donné si, et seulement si, le prédicat lastNew est vérifié pour
chaque préfixe de mot donné.
Exemple 22. Soient x, y, z des mots de Σ∗. Pour x = [1, 7, 8, 8, 3, 7], y = [0, 5, 5, 4] et z =
[1, 2, 3, 4, 3, 7] :
1. lastNew(y), firstZero(y) et ⊖(x, y, z) sont vrais.
2. lastNew(x) et firstZero(x) sont faux.
On démontre notre résultat d’indécidabilité par l’interprétation de la structure :
C = (Σ∗;≺, ε, pred, eqLast)
dans S9. L’indécidabilité de la théorie du premier ordre de C été prouvée par Choffrut &
Grigorieff dans [CG09a, CG09b].
Théorème 13. La structure C = (Σ∗;≺, ε, pred, eqLast) est FO-interprétable dans :
S9 = (Σ
∗;≺, clone, lastNew, firstZero,∼,⊖)
Démonstration. Nous établissons l’interprétabilité grâce au codage suivant.
Soit ν : Σ∗ → Σ∗ la fonction qui associe chaque mot x = x1x2x3 . . . xn le mot ν(x) =
(xn)(xn − x1)(xn − x2)(xn − x3) . . . (xn − xn−1). Par convention ν(ε) = ε.
Exemple 23. En continuant le dernier exemple, nous avons :
1. ν(x) = [7, 6, 0,−1,−1, 4],
2. ν(y) = [4,−1,−1],
3. ν(z) = [7, 5, 4, 3, 4].
Afin de simplifier la preuve, nous introduisons le prédicat <∼ qui est vrai pour des mots
x et y de Σ∗ si, et seulement si, x est plus long que y, c’est-à-dire : x <∼ y ⇔ |x| < |y|. Il est
clair que ce prédicat est définissable dans S9 en combinant les prédicats ≺ et ∼.
Nous allons maintenant prouver que ν fournit une interprétation de la structure C dans
S9.
1. La fonction ν est une bijection, ainsi l’image ν(Σ∗) du domaine de C est égal à Σ∗, qui
est évidemment définissable dans S9.
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2. L’image ν(eqLast) du prédicat eqLast, est définissable dans S9 par la formule :
∃z ⊖ (ν(x), ν(y), z) ∧ firstZero(z)
En effet, par définition, le codage ν consiste à déplacer la dernière lettre d’un mot à la
première position donc si deux mots se terminent par la même lettre, la soustraction
des codes respectifs de chaque mot donne zéro à la première position.
3. L’ensemble ν(≺), image du prédicat ≺, est définissable dans S9 par la formule :
(∃w∃z ⊖ (ν(y), ν(x), z) ∧ (w ≺ z) ∧ (ν(x) <∼ w) ∧ (∀p (p ≺ w)⇒ clone(p)))
Pour des mots x et y, si x est un préfixe strict de y alors la soustraction du code de y
depuis le code de x est un mot dont les première (|x|+ 1) lettres sont identiques.
On remarque que ε et pred sont déjà définissables dans C.
Corollaire 13. La théorie du premier ordre de la structure S9 est indécidable.
Démonstration. Cela découle de l’indécidabilité de la théorie du premier ordre de la structure
C = (Σ∗;≺, ε, pred, eqLast) [CG09a, CG09b], et du théorème 13.
2.8 Conclusion
Nous avons prouvé dans ce chapitre l’automaticité et la décidabilité de la théorie de
certaines structures portant sur un alphabet infini dénombrable, en développant des codages
de plus en plus raffinés, qui conservent la décidabilité et l’automaticité de ces structures tout
en ajoutant des prédicats plus complexes et des relations plus expressives.
D’autres questions restent pour l’instant sans réponse comme celui de l’automaticité de
la structure (Σ∗;≺, clone,∼) ou encore la décidabilité de la théorie logique du premier ordre
de la structure (Σ∗;≺, clone, {diffi | i > 2}, diff) et la théorie monadique du seconde ordre
des structures :
– S1 = (Σ∗;≺, clone, less, {modp,q | p, q ∈ N},∼,⊕),
– S3 = (Σ∗;≺, clone, {diffi | i > 2},∼),
– S5 = (Σ∗;≺, clone, diff,∼),
– S6 = (Σ∗;≺, {R⊕fi | i > 0},∼).
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CHAPITRE 3
RÉDUCTION DU NOMBRE DE
TRANSITIONS POUR LES
AUTOMATES FINIS TRIANGULAIRES
NOUS généralisons, dans ce chapitre, le concept de Common Follow Sets [HSW01]d’une expression rationnelle aux automates finis homogènes. En se basant sur cettegénéralisation et en utilisant des arbres binaires particuliers, nous proposons un
algorithme quasi-linéaire pour réduire le nombre de transitions des automates triangulaires,
à savoir les automates reconnaissant le langage L(En) dénoté par l’expression rationnelle
En = (1 + ε) · (2 + ε) · (3 + ε) · · · (n + ε). Nous montrons en effet que l’automate fini non-
déterministe sans ε-transition ainsi produit est asymptotiquement minimal, dans le sens où
son nombre de transitions est équivalent à n(log2 n)
2, qui correspond à la fois à la borne
inférieure et supérieure. Ce travail a été réalisé en collaboration avec DJELLOUL ZIADI de
l’université de Rouen, France.
Ce chapitre est organisé comme suit. Dans un premier temps, dans la section 3.1, nous
montrons comment nous pouvons étendre le concept de CFS aux automates homogènes.
Puis, dans la section 3.2.2, nous introduisons CFSZ, une famille spécifique de systèmes
CFS associés aux langages L(En), et nous mettons en évidence une bijection adéquate avec
l’ensemble des arbres binaires complets à n + 2 feuilles. Ensuite, nous introduisons la no-
tion de Z-arbre qui nous permet de concevoir un algorithme de complexité d’exécution
O(n log2 n) pour engendrer les Z-arbres minimaux ainsi que les automates minimisés asso-
ciés. Dans la section 3.2.6, nous montrons des résultats expérimentaux. Dans la section 3.2.5
nous montrons que le nombre de transitions dans les automates produit par notre méthode
de réduction est asymptotiquement minimal. Dans la section 3.3 on présente une application
particulière des P-arbres permettant d’engendrer la suite des nombres premiers en utilisant
les arbres binaires. Enfin, la section 3.4 conclut le chapitre en discutant une méthode heuris-
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tique possible, qui peut être utilisée pour réduire le nombre de transitions dans un automate
homogène quelconque.
3.1 CFS pour les automates homogènes
Hromkovic˜ et al. [HSW01] ont donné un algorithme basé sur la notion de Common Fol-
low Sets pour convertir une expression rationnelle de taille n en un automate fini non-
déterministe sans ε-transition ayant O(n) états (au plus 2n − 1) et O(n(log2 n)2) transitions
(au plus 4
log2(
3
2
)
n(log2(n))
2). Hromkovicˇ et al. [HSW01] partent d’une expression rationnelle
et non pas d’un automate mais, au cœur de leur construction, il y a l’automate de Glush-
kov [Glu61] qui est un automate homogène (tout automate de Glushkov est homogène mais
pas l’inverse). Montrons dans cette section comment cette notion peut être facilement éten-
due aux automates homogènes.
Soient n ∈ N un entier naturel et Σ = {1, 2, . . . , n} un alphabet de n symboles.
Soit A = (Q,Σ, {q0}, δ, F ) un automate homogène. Afin de distinguer les états finaux de
A, nous introduisons un état artificiel noté# qui n’est pas dansQ. On définit surQ la fonction
follow :
follow(q) =
{
{p | ∃a ∈ Σ tel que (q, a, p) ∈ δ} ∪ {#} si q ∈ F,
{p | ∃a ∈ Σ tel que (q, a, p) ∈ δ} sinon.
On associe à chaque état q ∈ Q de l’automate A un recouvrement de l’ensemble follow(q),
appelé décomposition et noté dec(q) = {Q1, Q2, . . . , Qk} telle que Qi ⊆ follow(q). Dans le cas
où dec(q) est une partition de l’ensemble follow(q), la décomposition dec(q) sera appelée
décomposition de partitions. La figure 3.1 donne des exemples de décompositions.
0 1 2 3
1
2
3
2
3
3
FIGURE 3.1 – On a follow(0) = {1, 2, 3,#}. Voici trois exemples de décompositions
de follow(0), les deux premières sont des décompositions de partitions : (i) dec(0) =
{{1, 2}, {3,#}} (ii) dec(0) = {{1}, {2}, {3,#}} (iii) dec(0) = {{1, 2}, {2, 3,#}}.
En se basant sur les décompositions, nous définissons le système et l’automate de Com-
mon Follow Sets :
Définition 34 (Système de Common Follow Sets). Soit A un automate homogène. Étant don-
née une décomposition de l’ensemble follow de chaque état deA, un système CFS pourA est
défini comme étant S(A) = (dec(q))q∈Q tel que dec(q) est une décomposition de follow(q).
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Définition 35 (Automate de Common Follow Sets). Soient A = (Q,Σ, {q0}, δ, F ) un automate
homogène et S(A) un système de Common Follow Sets qui lui est associé. L’automate de
Common Follow Sets associé à S(A) est défini par CS(A) = (Q′,Σ, I ′, δ′, F ′) tel que :
– Q′ =
⋃
q∈Q
dec(q),
– I ′ = dec(q0),
– F ′ = {Q1 | Q1 ∈ Q′ et# ∈ Q1},
– δ′ = {(Q1, a,Q2) | ∃q ∈ Q1 tel que h(q) = a et Q2 ∈ dec(q)}.
On rappelle que h(q) est la fonction qui retourne l’étiquette des transitions entrantes de
l’état q (voir section 1.2.1.3.4). Les figures 3.2 et 3.3 illustrent la définition par des exemples.
Par définition, la façon dont l’automate CFS est construit permet de retrouver chaque
chemin acceptant de l’automate CS(A) dans l’automate A et inversement. Ainsi on a le théo-
rème suivant.
Théorème 14. SoientA un automate homogène, S(A) un système deCommon Follow Sets qui lui
est associé et CS(A) son automate de Common Follow Sets. Les automates CS(A) etA reconnaissent
le même langage.
Pour évaluer le nombre de transitions dans l’automate CS(A), on définit sur l’ensemble
des états de A deux fonctions :
– a(q) = |dec(q)|, la taille de la décomposition de l’ensemble follow(q),
– b(q) = |{Q1 ∈ Q′ | q ∈ Q1}|, le nombre d’états de Q′ qui contiennent l’état q.
Lemme 5. Le nombre de transitions TCS(A) de CS(A) vérifie TCS(A) ≤
∑
q∈Q
a(q)b(q).
Démonstration. De chaque état Q1 ∈ Q′, contenant l’élément q, sortent des transitions éti-
quetées par h(q) vers les éléments constituant la décomposition de q. Donc on compte
a(q)b(q) transitions pour l’élément q. Le nombre total de transitions est donc majoré par∑
q∈Q
a(q)b(q). Si l’automate homogène initial contient au moins deux états distincts p et q tels
que h(p) = h(q) alors la formule proposée dans le lemme compte deux fois certaines tran-
sitions. Ainsi, on remarque que si on a ∀ p, q ∈ Q \ {q0} : p 6= q ⇒ h(p) 6= h(q) alors on a
l’égalité : TCS(A) =
∑
q∈Q
a(q)b(q).
Les figures 3.2 et 3.3 montrent deux automates CFS associés à l’automate A3.
D’après le lemme 5, nous pouvons voir que le nombre de transitions dans un automate
CFS dépend du système de décomposition. Aussi, en général, une décomposition qui n’est
pas une partition induira plus de transitions qu’une décomposition de partitions. Par consé-
quent, dans ce qui suit, nous nous intéressons principalement à des décompositions de par-
titions. Comme mentionné dans l’introduction, notre étude se concentrera sur les automates
CFS associés à la famille d’automates triangulaires (An)n≥−1, eux-même associés aux lan-
gages L(En).
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{1, 2, 3,#}
{2, 3,#}
{3,#} {#}2
1 2
3
3
3
q a(q) b(q) a(q)b(q) dec(q)
0 1 0 0 {{1, 2, 3,#}}
1 1 1 1 {{2, 3,#}}
2 1 2 2 {{3,#}}
3 1 3 3 {{#}}
TCS(A) = 6
FIGURE 3.2 – Un automate CFS associé à l’automate triangulaire A3 ayant un état initial et 6
transitions.
{3,#}
{1, 2}
{2} {3} {#}1
1
2
2
2
2 3
3
q a(q) b(q) a(q)b(q) dec(q)
0 2 0 0 {{1, 2}, {3,#}}
1 2 1 2 {{2}, {3,#}}
2 2 2 4 {{3}, {#}}
3 1 2 2 {{#}}
TCS(A) = 8
FIGURE 3.3 – Un automate CFS associé à l’automate triangulaireA3 ayant deux états initiaux
et 8 transitions.
3.2 Automates triangulaires An
On introduira dans cette section une classe particulière d’automates, appelés automates
triangulaires.
Soient un entier naturel n ∈ N et un alphabet Σ = {1, 2, . . . , n} de n symboles.
Définition 36. Considérons l’expression rationnelle En = (1 + ε) · (2 + ε) · (3 + ε) · · · (n+ ε)
pour n > 0. On note L(En) le langage triangulaire dénoté par l’expression rationnelle En. Par
convention on note L(E0) = {ε} et L(E−1) = ∅.
Définition 37. Soit n ≥ 1. L’automate triangulaire An = (Q,Σ, I, δ, F ) défini par :
– Σ = {1, 2, . . . , n},
– Q = Σ ∪ {0},
– F = Q,
– I = {0},
– δ = {(p, q, q) ∈ Q× Σ×Q | q > p}.
est l’automate fini déterministe minimal reconnaissant le langage triangulaire L(En). Par
convention on noteA0 etA−1 les automates déterministes minimaux reconnaissant L(E0) et
L(E−1) respectivement.
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0 1 2 31
2
3
2
3
3
0 1 2 3
0 1 2 3
1 2 3
2 3
3
FIGURE 3.4 – L’automate A3 et sa table de transition.
0 1 2 3 41
2
3
4
2
3
4
3
4
4
0 1 2 3 4
0 1 2 3 4
1 2 3 4
2 3 4
3 4
4
FIGURE 3.5 – L’automate A4 et sa table de transition.
Remarquons que la table de transition d’un automate An est une matrice carrée triangu-
laire supérieure.
0 1 2 3 . . . k . . . n
0 1 2 3 . . . k . . . n
1 2 3 . . . k . . . n
2 3 . . . k . . . n
... . . .
...
k-1 k . . . n
k . . . n
...
...
n-1 n
n
FIGURE 3.6 – Table de transition de l’automate triangulaire An.
Dans ce qui suit, nous nous intéressons à la réduction du nombre de transitions de
l’automate triangulaire An. On donnera un algorithme qui calcule des systèmes de CFS
particuliers S(An) fournissant des automates CS(An) ayant n + 1 états avec un nombre de
transitions plus petit.
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3.2.1 Nombre d’états dans l’automate réduit de An
Il est facile de voir que tout automate fini reconnaissant le langage triangulaire L(En)
possède au moins n+ 1 états (pour accepter déjà le mot 1.2.3 . . . n). Nous avons besoin de la
proposition suivante.
Proposition 2. Il existe un automate fini, non-déterministe, sans ε-transition, ayant n + 1 états,
minimal en nombre de transitions qui reconnaît le langage triangulaire L(En).
Démonstration. L’idée est de montrer, qu’à partir de n’importe quel automate minimal en
nombre de transitions reconnaissant le langage triangulaire L(En), nous pouvons obtenir un
automate équivalent minimal en nombre de transitions reconnaissant le langage triangulaire
L(En) et possédant n+1 états. SoitA = (Q,Σ, I, F, δ) un automate fini non-déterministe sans
ε-transition reconnaissant L(En). L’automate A a au moins n + 1 états. Pour un état q ∈ Q,
soit Xq = {i | ∃p ∈ Q tel que (p, i, q) ∈ δ}. Définissons le niveau de q par : level(q) =
max Xq si Xq 6= ∅, et level(q) = 0 sinon. Il est clair que le nombre de niveaux possibles est
n + 1. Nous définissons sur l’ensemble des états de A la relation d’équivalence ∼ définie
par : p ∼ q ⇔ level(p) = level(q). On note [q] la classe d’équivalence de q. Soit A/∼ =
(Q/∼,Σ, I/∼, F/∼, δ/∼) l’automate quotient obtenu à partir de A en fusionnant les états
équivalents :
– Q/∼ = {[q] | q ∈ Q},
– I/∼ = {[q] | q ∈ I},
– F/∼ = {[q] | q ∈ F},
– δ/∼ = {([p], i, [q]) | (p, i, q) ∈ δ}.
Le nombre d’états de A/∼ est n + 1 et chaque chemin dans A correspond à un chemin
dans A/∼. D’autre part, un mot w reconnu par A/∼ est tel que pour chaque facteur i.j de
longueur deux dans w, nous avons i < j (car l’automate triangulaire An reconnaît exacte-
ment l’ensemble de toutes les sous-séquences du mot 1.2.3 . . . n) ce qui caractérise le langage
L(En). Ainsi,A/∼ reconnaît exactement L(En). Maintenant si le nombre de transitions dans
A/∼ est inférieur au nombre de transitions dans A, ceci contredit la minimalité du nombre
de transitions de A, ce qui veut dire que A contenait n+ 1 états. Si le nombre de transitions
dans A/∼ est égal au nombre de transitions dans A alors A/∼ est un automate minimal en
nombre de transition ayant n + 1 états. Enfin, le nombre de transitions de A/∼ ne dépasse
pas le nombre de transitions de A.
3.2.2 CFS pour les automates An
Nous allons définir, pour un entier naturel n fixé, des systèmes de CFS particuliers pour
les automates triangulaires An qu’on note Z(An). On note CFSZ(n) l’ensemble de tous les
Z(An). Chaque système Z(An) ∈ CFSZ(n) donne un automate fini CZ(An) non-déterministe
sans ε-transition ayant n+ 1 états dont un ou plusieurs initiaux.
Sans perte de généralité et dans le but de faciliter les notations et l’écriture des preuves,
dans tout ce qui suit nous associons l’état fictif #, distinguant les états finaux, au nombre
n+ 1.
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Il est facile de voir que le langageL(En) est exactement le langage reconnu par l’automate
ayant n+ 2 états dont un seul initial et un seul final (Q,Σ, I, δ, F ) défini par :
– Σ = {1, 2, . . . , n},
– Q = Σ ∪ {0, n+ 1},
– I = {0},
– F = {n+ 1},
– δ = {(p, q, q) ∈ Q× Σ×Q | q > p}.
0 1 2 31
2
3
2
3
3
0 1 2 3
0 1 2 3
1 2 3
2 3
3
FIGURE 3.7 – L’automate ayant un seul état final équivalent à A2 plus sa table de transition.
0 1 2 3 41
2
3
4
2
3
4
3
4
4
0 1 2 3 4
0 1 2 3 4
1 2 3 4
2 3 4
3 4
4
FIGURE 3.8 – L’automate ayant un seul état final équivalent à A3 plus sa table de transition.
Pour mieux comprendre les systèmes Z(An), nous allons expliquer comment on peut les
obtenir à partir de la table de transition de l’automate ayant un seul état final équivalant
à l’automate triangulaire An. Cette table de transition, notée Mn+2, est une matrice carrée
(n + 2) × (n + 2) triangulaire supérieure dont la première diagonale constitue l’ensemble
{1, 2, . . . , n, n + 1}. La case Mn+2[i, j] correspond à une transition de l’état i vers l’état j
étiquetée par la valeur de cette case. Choisissons d’abord un élément quelconque de la dia-
gonale, disons k. Ce choix divise la matrice en trois parties :
1. Un bloc Bk de surface rectangulaire maximale de (n− k + 2)× k. Il possède l’élément
Mn+2[k − 1, k] comme coin inférieur gauche et Mn+2[0, n + 1] comme coin supérieur
droit. Ce bloc est en fait associé à l’ensemble {k, k + 1, . . . , n, n + 1} qui fera partie de
la décomposition de chaque état q inférieur ou égal k − 1.
2. Une sous-matrice triangulaire supérieureMka de taille k × k.
3. Une sous-matrice triangulaire supérieureMn−k+2b de taille (n− k + 2)× (n− k + 2).
Donc l’idée est de choisir d’abord un élément sur la première diagonale. Ensuite, à partir de
cet élément, on crée un bloc rectangulaire de surface maximale dont le coin inférieure gauche
est l’élément choisi :
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FIGURE 3.9 – Décomposition en trois éléments.
L’étape suivante consiste à réitérer ce découpage 1 sur les deux sous-matrices triangu-
laires en résultant, en choisissant un élément quelconque de la diagonale de chacune de ces
deux sous-matrices. Ainsi, ce processus de décomposition est répété jusqu’à épuisement de
tous les éléments de la diagonale de la matrice initiale (la table de transition). À la fin de ce
procédé, tous les éléments de la table de transition sont regroupés en blocs.
Exemple 24. Dans cet exemple on montre deux exemples de système de partitions CFSZ
associés à deux découpages en blocs de la matrice de transition de l’automate triangulaire
A3 :
dec(0) = { { 1 , 2 , 3 , 4 } }
dec(1) = { { 2 } , { 3 , 4 } }
dec(2) = { { 3 , 4 } }
dec(3) = { { 4 } }
0 : 1 2 3 4
1 : 2 3 4
2 : 3 4
3 : 4
dec(0) = { { 1 } , { 2 , 3 , 4 } }
dec(1) = { { 2 , 3 , 4 } }
dec(2) = { { 3 , 4 } }
dec(3) = { { 4 } }
0 : 1 2 3 4
1 : 2 3 4
2 : 3 4
3 : 4
L’algorithme 2 résume la construction effective d’un système de décomposition CFSZ tel
1. Découpage en trois éléments : un bloc de surface maximale et deux sous-matrices triangulaires.
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FIGURE 3.10 – Voici un exemple plus détaillé qui montre toutes les étapes d’une décomposi-
tion possible en CFSZ pour l’automate triangulaire A6.
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que décrit ci-dessus.
Algorithme 2 : CFSZ _ Itératif(n)
Require: n ∈ N
Ensure: Z(An)
1: Q← {0, 1, 2, 3, 4, . . . , n}
2: for i = 0 to n do
3: follow(i)← {j ∈ Q|j > i} ∪ {n+ 1}
4: dec(i)← φ
5: Qi ← φ
6: end for
7: for i = 0 to n do
8: Choisir j dans Q
9: Q← Q \ {j}
10: Qj ← follow(j)
11: for all k ∈ Q do
12: if (Qj ⊆ follow(k)) then
13: dec(k)← dec(k) ∪ {Qj}
14: follow(k)← follow(k) \Qj
15: end if
16: end for
17: end for
On remarque qu’il s’agit d’un algorithme non-déterministe. En effet, les différentes choix
possibles des valeurs de j sur la ligne 8 de l’algorithme conduisent à des systèmes de parti-
tions CFSZ différents (la ligne 8 correspond au choix d’un élément sur la première diagonale
de la table de transitions).
Notre façon de construire un système de décomposition CFSZ, basée sur un découpage
particulier de la matrice de transition, peut être décrite aussi par un algorithme récursif.
Algorithme 3 : CFSZ _Récursif(n1, n2)
Require: n1, n2 ∈ N
Ensure: Z(An) pour n1 = 0 et n2 = n
1: if n1 ≤ n2 then
2: Choisir un entier j entre n1 et n2, j ∈ {n1, . . . , n2}
3: Qj ← {j + 1, . . . , n2 + 1}
4: for k = n1 to j do
5: dec(k)← dec(k) ∪ {Qj}
6: end for
7: CFSZ _Récursif(n1, j − 1)
8: CFSZ _Récursif(j + 1, n2)
9: end if
L’algorithme 3 est une version récursive de l’algorithme 2. Son premier appel est effectué
parCFSZ _Récursif(0, n) qui correspond au découpage de la totalité de la table de transition.
L’appel CFSZ _Récursif(n1, n2) correspond au découpage de la sous-matrice carrée dont la
première diagonale est [n1 · · ·n2], le segment diagonal qui est entre la caseMn+2[n1 − 1, n1]
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et la caseMn+2[n2 − 1, n2].
Là aussi, on remarque qu’il s’agit d’un algorithme non-déterministe. En effet, les dif-
férentes choix possibles des valeurs de j sur la ligne 2 de l’algorithme conduisent à des
systèmes de partitions CFSZ différents (la ligne 2 correspond au choix d’un élément sur la
première diagonale de la table de transitions).
Il est clair que notre manière de construire un système CFSZ, en particulier celle décrite
par le processus de découpage récursif de l’algorithme 3, peut être représentée par un arbre
binaire. La racine de cet arbre correspond à la table de transition (représentée sous forme
d’une matrice carrée). Le fils gauche et le fils droit de cette racine correspondent aux deux
sous-matrices résultant du découpage (choix d’un élément sur la diagonale). Ceci nous per-
met de donner une définition formelle de nos systèmes CFSZ basée sur les arbres binaires,
et qui permet d’établir une bijection entre CFSZ(n), l’ensemble de tous les systèmes CFSZ
possibles de l’automate triangulaire An, et l’ensemble des arbres binaires complets à n + 2
feuilles.
Un arbre binaire est une structure définie sur un ensemble fini de nœuds qui est soit vide,
soit constitué de trois ensembles disjoints de nœuds :
1. un nœud racine,
2. un arbre binaire appelé le sous-arbre gauche,
3. un arbre binaire appelé le sous-arbre droit.
L’arbre binaire ne contenant aucun nœud est appelé arbre vide. Si le sous-arbre gauche est
non vide, sa racine est appelé fils gauche de la racine de l’arborescence. De même, La racine
du sous-arbre droit est appelé fils droit. Par conséquent, dans un arbre binaire complet chaque
nœud est soit une feuille soit de degré 2. Dans ce qui suit, nous appelons un n-arbre un arbre
binaire complet avec n feuilles. Il y a un unique n-arbre pour n = 0 à 2.
Soit t un n-arbre et soit π un chemin dans t. Le poids gauche (resp. poids droit) aπ (resp.
bπ) est défini comme étant le nombre d’arêtes gauches (resp. droites) dans le chemin π. La
longueur de π, notée lπ = aπ + bπ, est la longueur du chemin π. Notons wπ = aπbπ le poids de
π. Le coût cπ de π est la somme de son poids et sa longueur. Nous avons donc cπ = wπ + lπ.
Soit ν un nœud dans t. On note πν le chemin depuis le nœud ν à la racine de t. On note
νl (resp. νr) le fils gauche de ν (resp. le fils droit de ν). On note fν le père 2 de ν. Si π est un
chemin à partir du nœud ν à la racine de t alors nous noterons fπ le chemin depuis le nœud
fν à la racine de t. Nous associons également aπν , bπν , wπν , lπν et cπν au nœud ν et on les note
respectivement aν , bν , wν , lν et cν . L’ensemble des feuilles d’un arbre t sera noté Lt. Le poids
w(t) de l’arbre t est défini comme la somme des poids de ses feuilles, qui est w(t) =
∑
ν∈Lt
wν .
Définition 38 (Le système CFSZ). Pour le 1-arbre, le système de CFSZ correspondant
consiste en dec(0) = ∅. Pour le 2-arbre, le système de CFSZ correspondant consiste en
dec(0) = {{1}} et dec(1) = ∅. Soit t un (n+2)-arbre avec n > 0 et soient tl et tr les sous-arbres
gauche et droit de t. On numérote les feuilles de t par 0, 1, . . . , n + 1 de gauche à droite. On
définit le paramètre k comme étant le numéro de la feuille la plus à gauche dans le sous-arbre
droit. La translation d’une décomposition dec(i) par k est la décomposition dec(i + k) obte-
nue en ajoutant k à chaque élément dans les sous-ensembles de dec(i). Supposons que les
2. Le premier ancêtre.
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feuilles de 0 à k−1 sont dans tl tandis que les feuilles de k à n+1 sont dans tr. Soient C(tl) et
C(tr) les systèmes CFSZ correspondant aux tl et tr respectivement. Nous ajoutons à chaque
décomposition dans C(tl) le sous-ensemble {k, k + 1, . . . , n, n + 1}. Les décompositions de
C(tr) devraient d’abord être translatées par k, ensuite ajoutées aux décompositions modi-
fiées de C(tl). C’est cette union qui constitue le système CFSZ correspondant à t.
Avant de s’appuyer sur cette dernière définition pour détailler notre algorithme de ré-
duction basé sur les arbres, nous allons d’abord prouver quelques propositions utiles pour
la suite.
Proposition 3. Le nombre de systèmes de partitions Z(An) est égal au (n+1)ième nombre de Catalan
Cn+1 : |CFSZ(n)| = 1n+2
(2n+2
n+1
)
.
Démonstration. L’automate A−1 possède un système CFSZ unique. Même chose pour
l’automate A0. On a |CFSZ(−1)| = 1 = C0 et |CFSZ(0)| = 1 = C1. Supposons que la propo-
sition 3 est vraie pour tout k < n et prouvons que la proposition est vraie pour n. D’après la
définition 38, un système CFSZ de CFSZ(n) est obtenu en reliant deux systèmes CFSZ l’un
de CFSZ(k − 2) et l’autre de CFSZ(n− k) respectivement, pour un certain k, 1 ≤ k ≤ n+ 1.
Donc :
|CFSZ(n)| =
n+1∑
k=1
|CFSZ(k − 2)| × |CFSZ(n− k)|
=
n∑
i=0
|CFSZ(i− 1)| × |CFSZ(n− i− 1)|
=
n∑
i=0
CiCn−i la relation de récurrence du nombre de Catalan
= Cn+1.
Proposition 4. Soit Z(An) un système CFSZ qui correspond à un (n+2)-arbre t donné. Le nombre
de transitions dans l’automate réduit CZ(An) est égal au poids de t, soit : TCZ(An) = w(t).
Démonstration. D’après le lemme 5 nous avons TCZ(An) =
∑
q∈Q
a(q)b(q). Nous avons égale-
ment :
w(t) =
n+1∑
q=0
aνqbνq où νq est la feuille marquée par q dans t
=
n∑
q=0
aνqbνq parce que aνn+1 = 0.
Donc, pour prouver la dernière proposition, il suffit de prouver que :
a(q) = aνq pour 0 ≤ q ≤ n (3.1)
b(q) = bνq pour 0 ≤ q ≤ n (3.2)
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Par construction, d’après la définition 38, nous pouvons vérifier que les égalités (3.1) et
(3.2) sont vraies pour le 1-arbre et le 2-arbre. Supposons maintenant que les égalités (3.1)
et (3.2) sont vraies pour les deux sous-arbres tl et tr. Lorsque nous unissons tl et tr
pour obtenir t, nous ajoutons aux décompositions qui correspondent à tl le sous-ensemble
{k, k + 1, . . . , n, n+ 1}, ce qui signifie que :
1. On incrémente d’un cran le nombre d’arêtes gauches dans chaque chemin de tl et en
même temps, nous ajoutons un nouveau sous-ensemble dans les décompositions cor-
respondantes de tl, ce qui incrémente d’une unité la taille de ces décompositions. Ainsi,
l’égalité (3.1) reste vraie pour t.
2. On incrémente d’un cran le nombre d’arêtes droites dans chaque chemin de tr et en
même temps, on incrémente d’une unité le nombre d’occurrences de chaque q ∈ {k, k+
1, . . . , n, n+1} dans les décompositions correspondantes de tr. Ainsi, l’égalité (3.2) reste
vraie pour t.
ν0
ν1 ν2 ν3 ν4
ν aν bν lν wν cν
ν0 1 0 1 0 1
ν1 2 1 3 2 5
ν2 1 2 3 2 5
ν3 1 2 3 2 5
ν4 0 3 3 0 3
follow(0) : 1 2 3 4
follow(1) : 2 3 4
follow(2) : 3 4
follow(3) : 4
dec(0) = {{1, 2, 3, 4}}
dec(1) = {{2}, {3, 4}}
dec(2) = {{3, 4}}
dec(3) = {{4}}
FIGURE 3.11 – Un 5-arbre binaire complet et un système de partition Z(A3) associé (les arêtes
gauches sont représentées par des lignes en pointillés et les arêtes droites avec des lignes
continues).
Nous avons essayé, dans cette section, de décrire selon divers points de vue nos systèmes
CFSZ qui sont des systèmes de décompositions particuliers, qui peuvent être obtenus à par-
tir du découpage en blocs de la matrice de transition, qui peut être décrit par un algorithme
récursif, itératif ou encore une définition qui met en évidence la correspondance entre nos
décompositions et les arbres binaires complets.
Notre objectif, dans les sections suivantes, est de calculer toutes les décompositions mini-
males en CFSZ(n). Pour ce faire, une approche naïve consiste à engendrer tous les systèmes
CFSZ pour l’automate An qui peut être effectué en un temps factoriel. En effet, le nombre
total des systèmesCFSZ pour l’automateAn est égal àCn+1, le (n+1)ième nombre de Catalan.
Proposition 5. Le calcul de tous les systèmes de partitions minimaux Z(An) dans CFSZ(n) peut
être effectué en temps factoriel O(n!).
66 Chapitre 3. Réduction du nombre de transitions pour les automates finis triangulaires
Démonstration. Cela peut être effectué en appelant l’algorithme non-déterministe 2 ou 3 pour
toutes les exécutions possibles. Par exemple pour l’algorithme 2 il y a n! exécutions possibles
qui correspondent aux différent choix successifs des valeurs de j (ligne 8).
3.2.3 Réduction polynomiale pour les automates An
En utilisant la programmation dynamique, nous pouvons accélérer la recherche en force
brute du temps factoriel O(n!) pour obtenir l’algorithme polynomial 4.
Algorithme 4 : CFSZ _Dynamique(n)
Require: n ∈ N
Ensure: Un tableau tridimensionnel Z
1: {Initialisation}
2: for p = 0 à n do
3: for q = 0 à n do
4: Z[1][p][q]← p ∗ q
5: end for
6: end for
7: {Main}
8: for i = 1 à n do
9: for p = 0 à n do
10: for q = 0 à n do
11: for k = 0 à i do
12: T [k]← Z[k][p+ 1][q] + Z[i− k − 1][p][q + 1]
13: end for
14: Z[i][p][q]← min
k∈{0,...,i}
T [k]
15: end for
16: end for
17: end for
Théorème 15. L’algorithme 4 calcule tous les systèmes de partitions minimauxZ(Ai) dansCFSZ(i)
pour tous les i = 1 à n en temps polynomial O(n4) et en espace cubique O(n3).
Démonstration. Ici nous utilisons la notation de la barre : n = i, j signifie n = i à j.
Dans la suite on détaillera comment l’algorithme 4 a été obtenu à partir de l’algorithme
3 en appliquant les principes de la programmation dynamique sur les algorithmes récursifs.
Principe de base. Soit Mn une matrice triangulaire supérieure n × n. Pour chaque ligne i
deMn, on associe un nombre naturel ai qui représente le nombre de blocs de la ligne i. Pour
chaque colonne j deMn, on associe un nombre naturel bj qui représente le nombre de blocs
dans la colonne j.
L’algorithme de décomposition récursive 3 choisit à chaque étape un bloc Bk de taille
maximale qui possède comme coin inférieur gauche l’élémentMn[k+1, k] etMn[n, 1] comme
coin supérieur droit. Ceci décompose la matriceMn en :
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1. un bloc Bk de taille (n− k)× k,
2. une sous-matrice triangulaire supérieureMka de taille k × k,
3. une sous-matrice triangulaire supérieureM (n−k)b de taille (n− k)× (n− k).
Supposons maintenant que la matrice Mka a une décomposition analogue et que les a
′
i
représentent le nombre de blocs horizontaux relatifs aux lignes de la matrice Mka (respecti-
vement les b′j représentent le nombre de blocs verticaux relatifs aux colonnes de la matrice
Mka ).
De la même manière, supposons que la matrice M (n−k)b a une décomposition analogue
et que les a′′i représentent le nombre de blocs horizontaux relatifs aux lignes de la matrice
M
(n−k)
b (respectivement les b
′′
j représentent le nombre de blocs verticaux relatifs aux colonnes
de la matriceM (n−k)b ).
Dans ce cas, les ai et les bj peuvent être facilement calculés comme suit :
ai =
{
a′i + 1 i = 1, k
a′′i−k i = k + 1, n
bj =
{
b′j j = 1, k
b′′j−k + 1 j = k + 1, n
Pour p, q ∈ N on note T (Mn, p, q) la somme :
T (Mn, p, q) =
n∑
i=1
(ai + p)(bi + q)
et T (Mn, p, q, k) la somme :
T (Mn, p, q, k) =
k∑
i=1
(ai + p)(bi + q) +
n∑
i=k+1
(ai + p)(bi + q)
L’objectif principal est de minimiser la somme
n∑
i=1
aibi représentant le nombre de transi-
tions (voir le lemme 5) :
min
(
n∑
i=1
aibi
)
= minT (Mn, 0, 0)
= min
k=1,n
T (Mn, 0, 0, k)
= min
k=1,n
(
k∑
i=1
aibi +
n∑
i=k+1
aibi
)
= min
k=1,n
(
k∑
i=1
(a′i + 1)b
′
i +
n∑
i=k+1
a′′i−k(b
′′
i−k + 1)
)
= min
k=1,n
(
k∑
i=1
(a′i + 1)b
′
i +
n−k∑
i=1
a′′i (b
′′
i + 1)
)
= min
k=1,n
(
k∑
i=1
(a′i + 1)(b
′
i + 0) +
n−k∑
i=1
(a′′i + 0)(b
′′
i + 1)
)
= min
k=1,n
(
T (Mka , 1, 0) + T (M
(n−k)
b , 0, 1)
)
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Étant donné le choix d’un bloc Bk nous avons :
min
(
n∑
i=1
aibi
)
k
= minT (Mka , 1, 0) + minT (M
(n−k)
b , 0, 1)
= min
k1=1,k
T (Mka , 1, 0, k1) + min
k2=1,n−k
T (M
(n−k)
b , 0, 1, k2)
Donc, pour minimiser T (Mn, 0, 0) par rapport à un entier k fixé, il nous faut trouver indé-
pendamment :
– la décomposition de la matriceMka minimisant T (M
k
a , 1, 0),
– la décomposition de la matriceM (n−k)b minimisant T (M
(n−k)
b , 0, 1).
De même :
min
(
n∑
i=1
(ai + 1)bi
)
= minT (Mn, 1, 0)
= min
k=1,n
T (Mn, 1, 0, k)
= min
k=1,n
(
k∑
i=1
(ai + 1)bi +
n∑
i=k+1
(ai + 1)bi
)
= min
k=1,n
(
k∑
i=1
(a′i + 2)b
′
i +
n∑
i=k+1
(a′′i−k + 1)(b
′′
i−k + 1)
)
= min
k=1,n
(
k∑
i=1
(a′i + 2)b
′
i +
n−k∑
i=1
(a′′i + 1)(b
′′
i + 1)
)
= min
k=1,n
(
k∑
i=1
(a′i + 2)(b
′
i + 0) +
n−k∑
i=1
(a′′i + 1)(b
′′
i + 1)
)
Étant donné le choix d’un bloc Bk, nous avons :
min
(
n∑
i=1
(ai + 1)bi
)
k
= minT (Mka , 2, 0) + minT (M
(n−k)
b , 1, 1)
= min
k1=1,k
T (Mka , 2, 0, k1) + min
k2=1,n−k
T (M
(n−k)
b , 1, 1, k2)
Donc, pour minimiser T (Mn, 1, 0) par rapport à un entier k fixé, il nous faut trouver indé-
pendamment :
– la décomposition de la matriceMka minimisant T (M
k
a , 2, 0),
– la décomposition de la matriceM (n−k)b minimisant T (M
(n−k)
b , 1, 1).
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Et :
min
(
n∑
i=1
ai(bi + 1)
)
= minT (Mn, 0, 1)
= min
k=1,n
T (Mn, 0, 1, k)
= min
k=1,n
(
k∑
i+1
ai(bi + 1) +
n∑
i=k+1
ai(bi + 2)
)
= min
k=1,n
(
k∑
i+1
(a′i + 1)(b
′
i + 1) +
n∑
i=k+1
a′′i−k(b
′′
i−k + 2)
)
= min
k=1,n
(
k∑
i+1
(a′i + 1)(b
′
i + 1) +
n−k∑
i+1
a′′i (b
′′
i + 2)
)
= min
k=1,n
(
k∑
i+1
(a′i + 1)(b
′
i + 1) +
n−k∑
i+1
a′′i (b
′′
i + 2)
)
Étant donné le choix d’un bloc Bk, nous avons :
min
(
n∑
i=1
ai(bi + 1)
)
k
= minT (Mka , 1, 1) + minT (M
(n−k)
b , 0, 2)
= min
k1=1,k
T (Mka , 1, 1, k1) + min
k2=1,n−k
T (M
(n−k)
b , 0, 2, k2)
Donc, pour minimiser T (Mn, 0, 1) par rapport à un entier k fixé, il nous faut trouver indé-
pendamment :
– la décomposition de la matriceMka minimisant T (M
k
a , 1, 1),
– la décomposition de la matriceM (n−k)b minimisant T (M
(n−k)
b , 0, 2).
En général :
min
(
n∑
i=1
(ai + p)(bi + q)
)
= minT (Mn, p, q)
= min
k=1,n
T (Mn, p, q, k)
= min
k=1,n
(
k∑
i=1
(ai + p)(bi + q) +
n∑
i=k+1
(ai + p)(bi + q + 1)
)
= min
k=1,n
(
k∑
i=1
(a′i + p+ 1)(b
′
i + q) +
n∑
i=k+1
(a′′i−k + p)(b
′′
i−k + q + 1)
)
= min
k=1,n
(
k∑
i=1
(a′i + p+ 1)(b
′
i + q) +
n−k∑
i=1
(a′′i + p)(b
′′
i + q + 1)
)
= min
k=1,n
(
k∑
i=1
(a′i + p+ 1)(b
′
i + q) +
n−k∑
i=1
(a′′i + p)(b
′′
i + q + 1)
)
Étant donné le choix d’un bloc Bk nous avons :
min
(
n∑
i=1
(ai + p)(bi + q)
)
k
= minT (Mka , p+ 1, q) + minT (M
(n−k)
b , p, q + 1)
= min
k1=1,k
T (Mka , p+ 1, q, k1) + min
k2=1,n−k
T (M
(n−k)
b , p, q + 1, k2)
(3.3)
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Donc, pour minimiser T (Mn, p, q) par rapport à un entier k fixé, il nous faut trouver indé-
pendamment :
– la décomposition de la matriceMka minimisant T (M
k
a , p+ 1, q),
– la décomposition de la matriceM (n−k)b minimisant T (M
(n−k)
b , p, q + 1).
Enfin, l’optimisation de la somme
n∑
i=1
aibi par rapport à un ordre n nécessite le calcul préa-
lable et l’optimisation de toutes les sommes de la forme :
m∑
i=1
(ai + p)(bi + q)
pour tout ordrem et deux nombres entiers p, q strictement inférieurs à n. Fondamentalement,
ceci est considéré comme un problème d’optimisation à trois paramètres :

m = 1, n− 1
p = 0, n− 1
q = 0, n− 1
Pour traduire ce principe comme algorithme d’optimisation, nous avons besoin d’un tableau
Z[n][n][n] de taille n× n× n :
Z[x][y][z] = minT (Mx, y, z)
n = 1 : Pour cet ordre, la matrice Mn notamment M1 admet une décomposition unique
pour laquelle seuls a1 = 0 et b1 = 0, cependant :
min
(
n∑
i=1
(ai + p)(bi + q)
)
= min
(
1∑
i=1
(ai + p)(bi + q)
)
= min ((a1 + p)(b1 + q))
= min(p× q)
= p× q
Cette valeur de n correspond exactement à l’étape d’initialisation de l’algorithme.
n ≥ 2 : Supposons maintenant que nous avons déjà calculé toutes les sommes de la forme :
m∑
i=1
(ai + p)(bi + q)
pour chaque m et tous p, q strictement inférieurs à n, qui sont stockés dans le tableau Z. On
a seulement besoin d’utiliser ces valeurs et l’équation 3.3 pour compléter les valeurs de Z
pour l’ordre n.
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Listing 3.1 – Code en C++ de l’algorithme dynamique
1 int Z[n][n][n];
2 int T[n];
3 void Init(){
4 for(int p=0;p<n;p++)
5 for(int q=0;q<n;q++)
6 Z[1][p][q]=p*q;
7 }
8 void main(){
9 Init();
10 for(int i=1;i<n;i++)
11 for(int p=0;p<n;p++)
12 for(int q=0;q<n;q++){
13 for(int k=0;k<i;k++) T[k]=Z[k][p+1][q]+Z[i-k-1][p][q+1];
14 int min=T[0];
15 for(int k=0;k<i;k++) if(T[k]<min) min=T[k];
16 Z[i][p][q]=min;
17 }
18 }
Le programme 5.1 est la version en code C++ de l’algorithme 4. Cet algorithme est polyno-
mial en temps d’exécution O(n4) et cubique en espace mémoire O(n3).
Nous allons présenter, dans la section qui suit, notre deuxième algorithme, qui est basé
sur les arbres. Il calcule efficacement des systèmes Z(An)minimaux.
3.2.4 Réduction quasi-linéaire pour les automates An
Nous montrons ici comment un arbre binaire peut être utilisé pour calculer un système
de partitions particulier qui sera utilisé pour construire un automate réduit.
La proposition 4 affirme que chaque système de partitionsZ(An) correspond à un unique
n-arbre t, ce qui correspond à un automate réduit avec w(t) transitions. Donc, trouver un
système de partitions minimal Z(An) se réduit à trouver un n-arbre ayant un poids mini-
mal. Afin de calculer efficacement un système de décomposition minimal de CFSZ(n), nous
allons utiliser les arbres binaires complets correspondants. En effet, le calcul d’un système
Z(An)minimal se réduit à la recherche d’un (n+ 2)-arbre ayant un poids minimal.
Soit Split(t) la fonction qui renvoie l’arbre obtenu à partir de t en substituant une feuille
ayant un coût minimal en t par l’unique 2-arbre.
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t
3 5
3
7 8
5 5 3
Split(t)
3 5
3
7 8
5 5 3
Split(t)
3 5
3
7 8
5 5 3
Split(t)
3 5
3
7 8
5 5 3
FIGURE 3.12 – Un 8-arbre t avec ses Split arbres possibles. Les valeurs dans les nœuds sont
les coûts.
Appelons Z-arbre de rang n un n-arbre de poids minimal.
Proposition 6. La suite des Z-arbres peut être calculée inductivement comme suit :
– le Z-arbre de rang un est le 1-arbre,
– si t est un Z-arbre (de rang i) alors Split(t) est un Z-arbre (de rang i+ 1).
Démonstration. Soit tn un Z-arbre de rang n. Pour obtenir un arbre tn+1 de rang n+1 à partir
de tn nous devons éclater une feuille µ. Le poids de tn+1 est :
w(tn+1) =
∑
ν∈Ltn+1
wν
=
 ∑
ν∈Ltn
wν
− wµ + wfilsGauche(µ) + wfilsDroit(µ)
= w(tn)− aµbµ + (aµ + 1)bµ + aµ(bµ + 1)
= w(tn) + cµ
Si µ est la feuille de tn qui a un coût minimal alors, l’arbre tn+1 aura un poids minimal.
Ainsi, cette construction inductive nous permet d’avoir l’arbre de poids minimal. La dif-
férence de poids entre deux arbres minimaux consécutifs est exactement le coût de la feuille
éclatée. Il est clair que, pour un n donné, il peut exister plusieurs Z-arbres de rang n. Tous
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les Z-arbres de rang inférieur à n peuvent être générés par l’algorithme suivant :
Algorithme 5 :min-Z-arbre(n)
Require: n ∈ N
Ensure: resultat : un ensemble de Z-arbres
1: resultat← ∅
2: t← 1-arbre
3: for i = 1 to n do
4: t← Split(t)
5: ajouter t à resultat
6: end for
Théorème 16. L’algorithme min-Z-arbre calcule un Z-arbre de rang i pour tout i de 1 à n en une
complexité temporelle en O(n log2 n).
Démonstration. À chaque étape de l’algorithme, nous recherchons une feuille ayant un coût
minimal, ensuite nous l’éclatons. Nous pouvons maintenir les coûts des feuilles dans une
structure dynamique qui nous permet, en un temps logarithmique :
– de localiser les feuilles de coût minimal,
– d’insérer les nouvelles feuilles obtenues à partir de la fonction Split.
Afin d’étudier la complexité de la taille des automates réduits (le nombre de transitions),
nous introduisons une sous-classe d’arbres binaires complets (appelé P-arbres), pour les-
quels les Z-arbres sont uniques.
3.2.4.1 Les P-arbres
Le but de cette section est de définir une sous-classe de Z-arbres permettant d’étudier le
nombre de transitions de nos automates minimaux.
On noteMt l’ensemble des feuilles ayant un coût minimal dans t, à savoir :
Mt = arg min
ν∈Lt
cν .
La fonction SplitAll(t) renvoie l’arbre obtenu à partir de t en substituant chaque feuille dans
Mt par l’unique 2-arbre. Voir la figure 3.13.
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t
3 5
3
7 8
5 5 3
SplitAll(t)
3 5
3
7 8
5 5 3
FIGURE 3.13 – Un 8-arbre t avec son SplitAll arbre. Les valeurs dans les nœuds sont les coûts.
Définition 39. La classe (tn)n>0 de P-arbres est définie par induction comme suit :
– t1 est le 1-arbre,
– t(n+1) = SplitAll(tn).
Remarque 2. Notez que si ν ∈ Mtn alors cν = n − 1. Ceci peut être prouvé par induction sur
n. Par conséquent, pour obtenir t(n+1) à partir de tn nous éclatons les feuilles du coût n− 1.
t1 t2 t3 t4 t5
FIGURE 3.14 – Les cinq premiers P-arbres. Les feuilles avec grand cercle ont un coût minimal.
Afin d’évaluer le nombre de transitions de l’automate réduit produit par notre construc-
tion basée sur les systèmes CFSZ, nous aurons besoin d’établir une bijection entre les Z-
arbres et un objet combinatoire appelé triangle d’Ératosthène - Pascal.
3.2.4.2 Triangle d’Ératosthène - Pascal
Le triangle d’Ératosthène - Pascal est construit à partir du triangle arithmétique comme
suit : on entrelace chaque colonne k du triangle arithmétique avec (k − 1) zéros. L’élément
du triangle d’Ératosthène - Pascal à la nième ligne et la kième colonne est noté T kn avec n ≥ 1 et
k ≥ 1.
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1 2 3 4 5 6 7 8 9 10 · · ·
1 1
2 1 1
3 1 0 1
4 1 2 0 1
5 1 0 0 0 1
6 1 3 3 0 0 1
7 1 0 0 0 0 0 1
8 1 4 0 4 0 0 0 1
9 1 0 6 0 0 0 0 0 1
10 1 5 0 0 5 0 0 0 0 1
11 1 0 0 0 0 0 0 0 0 0 1
Soit n un nombre naturel. On note Dn l’ensemble des diviseurs de n.
Proposition 7.
T kn =

(
n
k + k − 2
k − 1
)
si k ∈ Dn
0 sinon.
Démonstration. L’élément du triangle arithmétique à la nième ligne et la jième colonne est
(i−1
j−1
)
.
Cet élément est déplacé dans le triangle d’Ératosthène - Pascal à la ligne r = (i− j+1)j dans
la même colonne j. Nous avons donc :
T j(i−j+1)j =
(
i− 1
j − 1
)
. Ainsi T jr =
(
r
j + j − 2
j − 1
)
.
3.2.4.3 Les P-arbres et le triangle d’Ératosthène - Pascal
Nous allons décrire dans cette section le lien entre le triangle d’Ératosthène - Pascal et
l’ensemble des P-arbres. Soit Sn la somme de la nième ligne du triangle d’Ératosthène - Pascal.
Sn =
n∑
k=1
T kn =
∑
k∈Dn
(
n
k + k − 2
k − 1
)
Théorème 17. La somme des éléments de la nième ligne du triangle d’Ératosthène Pascal, Sn, est
exactement |Mtn |, le nombre de feuilles de coût minimal dans le P-arbre tn.
Pour démontrer ce théorème, nous introduisons une famille Fn qui est en bijection avec
les lignes du triangle d’Ératosthène - Pascal ainsi qu’avec les P-arbres. Nous nous concen-
trons sur la question suivante : Étant donné un entier naturel n, quels sont les chemins possibles
ayant n− 1 comme coût ? Pour répondre à cette question, définissons Fn−1 comme l’ensemble
des chemins de coût n− 1 :
Fn−1 = {π | cπ = n− 1}
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Lemme 6. Pour tout n ≥ 1, on a : |Fn−1| = Sn.
Démonstration. Pour 0 ≤ i ≤ n − 1, soit F in−1 l’ensemble de chemins de Fn−1 ayant exacte-
ment i arêtes gauches. On a Fn−1 =
n−1⋃
i=0
F in−1 tel que :
F in−1 = {π ∈ Fn−1 | aπ = i}
= {π | (aπbπ + aπ + bπ = n− 1) ∧ (aπ = i)}
= {π | (bπ = n
i+ 1
− 1) ∧ (aπ = i)}
Ainsi, nous obtenons |F in−1| =

(
n
i+1 + i− 1
i
)
if (i+ 1) ∈ Dn
0 sinon.
Cela correspond aux différentes manières d’arranger i arêtes gauches dans un chemin de
longueur
n
i+ 1
+ i− 1. Soit k = i+ 1 alors :
|F k−1n−1 | =

(
n
k + k − 2
k − 1
)
si k ∈ Dn
0 sinon.
Ainsi, |F k−1n−1 | = T kn . Et pour 0 ≤ i < n nous obtenons |F in−1| = T i+1n . Finalement :
|Fn−1| =
n−1∑
i=0
|F in−1| =
n−1∑
i=0
T i+1n =
n∑
i=1
T in = Sn
Par conséquent, nous pouvons associer la nième ligne du triangle d’Ératosthène - Pascal à
Fn−1.
(a) (b) (c) (d)
FIGURE 3.15 – Tous les chemins de coût 5. (a) Le chemin unique de coût 5 sans arête gauche,
qui correspond à
(5
0
)
= 1. (b) Les trois chemins de coût 5 avec une seule arête gauche, qui
correspondent à
(3
1
)
= 3. (c) Les trois chemins de coût 5 avec deux arêtes gauches, qui corres-
pondent à
(3
2
)
= 3. (d) Le chemin unique de coût 5 avec cinq arêtes gauches, qui correspond à(5
5
)
= 1. Il n’y a pas de chemin de coût 5 avec trois ou quatre arêtes gauches ce qui correspond
aux zéros dans le 6ième ligne du triangle d’Ératosthène - Pascal.
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Lemme 7. Pour tout n ≥ 1, on a |Fn−1| = |Mtn |.
Démonstration. Nous allons montrer que chaque ensemble Fn est associé au P-arbre tn. Par
induction sur n. Supposons que, pour tout k ≤ n, le P-arbre tn contient tous les chemins de
coût inférieur ou égal à n, c’est-à-dire que, pour tout k ≤ n, Fk est dans le P-arbre tn. À partir
de cette hypothèse, nous devons montrer que t(n+1) = SplitAll(tn) contient tous les chemins
de coût inférieur ou égal à (n + 1). Évidemment t(n+1) contient tous les chemins de coût
inférieur ou égal à n car l’arbre t(n+1) est obtenu à partir de tn. Cependant, est-ce que t(n+1)
contient tous les chemins de coût égal à (n+1) ? Pour répondre à cette question, nous procédons
par l’absurde. Soit π un chemin de coût égal à cπ = (n + 1) qui n’est pas dans t(n+1). Il est
clair que le coût du père de π est :
cfπ =
{
(aπ − 1)bπ + (aπ − 1) + bπ si π est un fils gauche,
aπ(bπ − 1) + aπ + (bπ − 1) si π est un fils droit.
Comme cfπ < cπ alors cfπ ≤ n. On en déduit que lorsque cfπ < n, fπ le père de π a été éclaté
par la fonction SplitAll dans une étape antérieure ou il sera éclaté dans l’arbre courant tn
dans le cas où cfπ = n (voir la remarque 2). Dans les deux cas, le chemin π est nécessairement
dans t(n+1).
À partir des deux derniers lemmes, construisons une bijection entre les P-arbres et les
lignes du triangle d’Ératosthène - Pascal. Nous affirmons le corollaire suivant :
Corollaire 14. Soit tn un P-arbre. Alors |Mtn | = |Fn−1| = Sn.
D’après le corollaire 14, on a Sn =
∑
k|n
(
n
k + k − 2
k − 1
)
.
Proposition 8. Soit tn un P-arbre. Sa taille s(tn) = |Ltn | (le nombre de feuilles), et son poids w(tn)
sont : s(tn) = 1 +
n−1∑
i=1
Si et w(tn) =
n∑
i=2
(i− 2)Si−1.
Démonstration. D’après le corollaire 14 et la remarque 2, la taille de l’arbre tn est la somme
de la taille de l’arbre tn−1 et du nombre de toutes les feuilles minimales éclatées, soit s(tn) =
s(tn−1) + |Mtn−1 |. Nous avons aussi que le poids de l’arbre tn est la somme du poids de
l’arbre tn−1 et des coûts de toutes les feuilles minimales éclatées, soit w(tn) = w(tn−1)+ (n−
2)|Mtn−1 |.
D’après la proposition 4, le P-arbre tn (qui est un Z-arbre) correspond au système de
partitions Z(As(tn)). L’automate CFS associé à Z(As(tn)) possède w(tn) transitions.
3.2.5 Minimalité asymptotique
Nous avons montré dans les sections précédentes qu’un P-arbre d’ordre n est associé à
un automate réduit dont le nombre d’états est donné par s(tn) = 1 +
n−1∑
1
Si et un nombre
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de transitions donné par w(tn) =
n−2∑
i=1
iSi+1. Nous allons montrer, dans cette section, un ré-
sultat d’évaluation asymptotique du nombre de transitions w(tn) par rapport au nombre
d’états s(tn). Nous montrons notamment que le nombre de transitions des automates ré-
duits obtenus par notre algorithme est asymptotiquement équivalent à s(tn)(log2 s(tn))
2. Ce
qui signifie que le nombre de transitions est asymptotiquement minimal dans la mesure où
nous atteignons la borne inférieure de Schnitger [Sch06]. Le théorème suivant, qui affirme ce
résultat, a été obtenu grâce à une collaboration avec EL HOUCEIN EL ABDALAOUI de l’uni-
versité de Rouen, France.
Théorème 18. w(tn) ∼ s(tn)(log2 s(tn))2.
Avant de détailler la démonstration du théorème 18, prolongeons les s(tn) et w(tn) sur la
droite des réels. Par conséquent, pour tout x ≥ 2, nous avons :
s(tx) = 1 +
⌊x⌋−1∑
1
Si et w(tx) =
⌊x⌋−2∑
i=1
iSi+1.
Nous rappelons que la fonction arithmétique classique π(x) désigne le nombre de nombres
premiers inférieurs à x. Nous aurons également besoin de l’identité classique suivant (dûe à
Abel).
Proposition 9 (Par exemple [Apo76]). Pour toute fonction arithmétique a(n) soit :
A(x) =
∑
n≤x
a(n)
tel queA(x) = 0 si x < 1. Supposons qu’une fonction f a une dérivée continue sur l’intervalle [y, x],
avec 0 < y < x. Nous avons alors :
∑
y<n≤x
a(n)f(n) = A(x)f(x)−A(y)f(y)−
∫
x
y
A(u)f ′(u)du. (3.4)
On aura besoin aussi du lemme suivant.
Lemme 8 (Par exemple [FS09]).
(
2n
n
)
∼ 4
n
√
π
√
n
.
On déduit facilement de l’identité d’Abel (proposition 3.4) le lemme suivant.
Lemme 9. Pour tout entier n ≥ 1, nous avons :
w(tn) = (n− 2)s˜(tn)− 3−
∫
n−2
2
s˜(tu)du,
avec s˜(tu) = s(tu)− 1.
Nous avons besoin d’estimer w(tn) par rapport à s(tn). Nous aurons besoin pour cela, de
la forme faible du théorème des nombres premiers (WPNT en abrégé) due à Tchebychev.
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Proposition 10 (Par exemple [Apo76]). Pour tout entier n ≥ 2 nous avons :
1
6
n
ln(n)
< π(n) < 6
n
ln(n)
. (3.5)
On déduit de WPNT la proposition indispensable suivante.
Proposition 11. Pour tout u ≥ 4, nous avons :
s˜(tu) ≥ 1
3
u− 2
ln(u− 2) . (3.6)
Démonstration. On peut montrer que pour tout nombre premier p ≥ 2, nous avons Sp = 2.
Par conséquent :
s˜(tu) =
∑
i≤u
Si ≥ 2π(u− 1).
Par conséquent, et d’après WPNT nous obtenons :
s˜(tu) ≥ 1
3
[u]− 1
ln([u]− 1) .
Mais la fonction x 7→ xln(x) est une fonction croissante sur l’intervalle [3,+∞[. Il en découle
que, pour tout u ≥ 3 :
s˜(tu) ≥ 1
3
u− 2
ln(u− 2) ,
ce qui nous mène à la preuve de la proposition.
Nous sommes maintenant en mesure de formuler notre estimation de w(tn) par rapport
à s(tn) dans la proposition suivante.
Proposition 12. lim sup
( w(tn)
(n− 2)s˜(tn)
) ≤ 1.
Démonstration. Par application du lemme 9, pour tout n ≥ 3, nous avons :
w(tn)
(n− 2)s˜(tn) = 1−
3
(n− 2)s˜(tn) −
1
(n− 2)s˜(tn)
∫
n−2
2
s˜(tu)du.
Par conséquent, pour tout n ≥ 5, nous avons :
w(tn)
(n− 2)s˜(tn) ≤ 1−
3
(n− 2)s˜(tn)
D’après la proposition 11 on en déduit que pour tout n ≥ 5 nous avons :
3
(n− 2)s˜(tn) ≤
1
ln(n− 2)
Par conséquent, quand n tend vers∞ nous obtenons :
3
(n− 2)s˜(tn) −−−−→n→∞ 0.
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Ce qui implique que :
lim sup
( w(tn)
(n− 2)s˜(tn)
) ≤ 1,
ce qui achève la démonstration de la proposition.
Nous aurons besoin dans la suite d’encadrer la valeur de s(tx). Plus précisément, nous
affirmons le résultat suivant.
Proposition 13. Pour un nombre x > 0 suffisamment grand nous avons :
x
3
4
4
√
x−1
√
π
≤ s(tx) ≤ x 34 ln(x)4
√
x−1
√
π
.
Démonstration. Pour x ≥ 2,
s(tx) =
∑
n≤x
∑
d|n
(
n
d + d− 2
d− 1
)
=
∑
dq≤x
(
q + d− 2
d− 1
)
=
⌊x⌋∑
d=1
⌊x
d
⌋∑
q=1
(
q + d− 2
d− 1
)
De cela, nous déduisons que :
s(tx) ≤
⌊x⌋∑
d=1
⌊x
d
⌋
( 2(⌊x⌋ − 1)
⌊x⌋ − 1
)
≤ x ln(x)
( 2(⌊x⌋ − 1)
⌊x⌋ − 1
)
, (3.7)
et :
s(tx) ≥ ⌊x⌋
( 2(⌊x⌋ − 1)
⌊x⌋ − 1
)
, (3.8)
En utilisant la relation ⌊x⌋ = x+O(1) combinée avec (3.7) et (3.8), nous obtenons
x
( 2(⌊x⌋ − 1)
⌊x⌋ − 1
)
≤ s(tx) ≤ x ln(x)
( 2(⌊x⌋ − 1)
⌊x⌋ − 1
)
.
D’après le lemme 8 :
x
3
4
4
√
x−1
√
π
≤ s(tx) ≤ x 34 ln(x)4
√
x−1
√
π
,
ce qui prouve la proposition.
En utilisant la proposition 13, nous pouvons étendre la proposition 12 comme suit.
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Proposition 14. Les suites w(tn) et (n− 2)s(tn) sont équivalentes. Autrement dit :
w(tn)
(n− 2)s(tn) −−−−→n→∞ 1.
Démonstration. D’après le lemme 9 :
w(tn)
(n− 2)s(tn) = 1−
3
(n− 2)s(tn) −
1
(n− 2)s(tn)
∫
n−2
2
s(tx)dx.
Soit ε > 0. Alors, d’après la proposition 13, pour un nombre x suffisamment grand nous
avons :
x
3
4
4
√
x−1
√
π
≤ s(tx) ≤ x 34 ln(x)4
√
x−1
√
π
. (3.9)
Mais : ∫
n−2
2
4
√
xdx
u=
√
x
=
∫ √
n−2
√
2
2 u 4udu
=
[ 2u
ln(4)
4u
]√n−2
√
2
−
[ 2
(ln 4)2(
4u
]√n−2
√
2
=
2
√
n− 2 .4
√
n−2
ln(4)
− 2
√
2 .4
√
2
ln(4)
− 2 .4
√
n−2
(ln 4)2
+
2 .4
√
2
(ln 4)2
.
Comme 1(n−2)s(tn) s’annule à l’infini et s˜(tn) est équivalent à s(tn), on peut supposer que (3.9)
est vraie à partir de 2 et la proposition 13 est valide pour s˜(tn). Par conséquent :
1
(n− 2)s˜(tn)
∫
n−2
2
s˜(tx)dx ≤ 1
(n− 2)(n− 2) 34 4√n
∫
n−2
2
x
3
4 ln(x) 4
√
xdx
≤ (n− 2)
3
4 ln(n− 2)
(n− 2)(n− 2) 34 4√n
∫
n−2
2
4
√
xdx
≤ ln(n− 2)
(n− 2)4√n
∫
n−2
2
4
√
xdx. (3.10)
D’après (3.10) combiné avec (3.10), il en résulte que :
1
(n− 2)s˜(tn)
∫
n−2
2
s˜(tx)dx ≤
2
√
n− 2 .4
√
n−2
ln(4)
× ln(n− 2)
(n− 2)4√n +
2 .4
√
2
(ln 4)2
× ln(n− 2)
(n− 2)4√n −−−−→n→∞ 0.
Nous concluons que :
w(tn)
(n− 2)s˜(tn) −−−−→n→∞ 1.
ce qui prouve la proposition.
82 Chapitre 3. Réduction du nombre de transitions pour les automates finis triangulaires
Maintenant, nous sommes en mesure de donner la preuve du théorème 18.
Preuve du théorème 18. D’après la proposition 14, il suffit de montrer que :
s(tn)(ln s(tn))
2 ∼ (n− 2)s(tn).
Pour cela, observons que nous avons :
s(tn)(ln s(tn))
2
(n− 2)s(tn) =
(ln s(tn))
2
n− 2
Cependant :
ln(s(tn)) ∼ ln(4)
√
n.
D’où :
(ln s(tn))
2 ∼ (ln 4)2 n.
Par conséquent :
(ln s(tn))
2
(n− 2) −−−−→n→∞ (ln 4)
2.
On en déduit que :
w(tn)
s(tn)(ln s(tn))2
−−−−→
n→∞
1
(ln 4)2
< 1.
Ce qui achève la démonstration du théorème.
3.2.6 Résultats expérimentaux
Onmontre expérimentalement que pour les petites valeurs de n les automates minimaux
en nombre de transitions coïncident avec ceux obtenus par notre construction. Avec notre
méthode, l’automate CFS associé au système de partitions Z(An) peut contenir plusieurs
états initiaux. Toutefois, afin de comparer le nombre d’automates minimaux et leur nombre
de transitions avec ceux obtenus par Cox [Cox07] (voir le tableau 3.1), nous devons limiter
notre étude aux systèmes de partitions CFS conduisant à des automates ayant un état initial
unique.
Il est facile de voir qu’un système CFSZ conduit à un automate ayant un unique état
initial si, et seulement si, l’arbre correspondant possède le 1-arbre comme sous-arbre gauche.
En effet, le calcul d’un systèmeZ(An)minimal ayant un unique état initial se réduit à trouver
un (n+ 2)-arbre de poids minimal possédant le 1-arbre comme sous-arbre gauche.
Le n-arbre de poids minimal ayant le 1-arbre comme sous-arbre gauche définira le Z-
arbre de rang n.
Soit Split(t) la fonction qui renvoie l’arbre obtenu à partir de t en remplaçant une feuille
ayant un coût minimal dans le sous-arbre droit du t par l’unique 2-arbre.
La suite des Z-arbres peut être calculée de manière inductive comme suit :
– le Z-arbre de rang deux est le 2-arbre,
– si t est un Z-arbre (de rang i > 1) alors Split(t) est un Z-arbre (de rang i+ 1).
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D’une manière similaire à celle décrite dans la section 3.2.4.1, nous pouvons définir
l’ensemble des P -arbres et vérifier que, pour un P -arbre tn, on a s(tn) = 1 +
n−1∑
i=1
Si+2
2
et
w(tn) =
n∑
i=1
iSi+1
2
.
Remarque 3. Nos expérimentations montrent que, pour les petites valeurs de n, tous les auto-
mates finis minimaux en nombre de transitions, non-déterministes, sans ε-transition, ayant
n+1 états dont un seul initial, reconnaissant le langage L(En) sont exactement ceux produit
par notre construction (voir tableau 3.1).
Remarque 4. En utilisant les fonctions génératrices, nous avons calculé le nombre de transi-
tions de l’automate associé au système de partitions minimal Z(An) pour un nombre d’états
dépassant le milliard (voir figure 3.16). L’étude asymptotique du nombre de transitions pro-
duit par notre construction (détaillée dans la section suivante) montre que ce nombre est
asymptotiquement minimal.
Ces deux dernières remarques nousmènent à conjecturer que tous les automates finis mi-
nimaux en nombre de transitions, non-déterministes, sans ε-transition, ayant n+1 états dont
un seul initial reconnaissant le langage L(En) peuvent être obtenus complètement depuis les
arbres binaires complets d’un poids minimal.
Conjecture 1. La suite d’automates (Ani)i≥1 pour laquelle l’automate équivalent minimisé
non-déterministe, sans ε-transition, ayant ni + 1 états dont un seul initial, est unique, est
donnée par :
ni = 1 +
i−1∑
j=1
Sj+2
2
.
Dans ce cas, le nombre de transitions dans l’automate équivalent minimisé unique est égal à
i∑
j=1
jSj+1
2
.
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14
i 1 3 6 9 13 18 23 ≤ 28 ≤ 34 ≤ 41 ? ? ? ?
ii 1 3 6 9 13 18 23 28 33 39 46 53 60 67
iii 1 1 2 1 1 4 6 ≥ 1 ≥ 1 ≥ 1 ? ? ? ?
iv 1 1 2 1 1 4 6 4 1 1 5 10 10 5
TABLE 3.1 – Tableau de comparaison. (i) Le nombre minimal de transitions estimé par Cox
[Cox07] (ii) Le nombre de transitions dans nos automates réduits (iii) Le nombre d’automates
minimaux estimé par Cox [Cox07] (iv) Le nombre d’automates réduit estimé par notre ap-
proche.
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FIGURE 3.16 – Résultats expérimentaux.
Nous avons montré que les P-arbres peuvent être utilisés pour réduire efficacement le
nombre de transitions d’un automate triangulaire. Dans la section suivante on discute un
résultat indépendant qui concerne une sous-classe de l’ensemble des P-arbres.
3.3 Les arbres premiers
Nous montrons dans cette section une application particulière de la classe des P-arbres
qui permet d’engendrer la suite des nombres premiers en se basant sur ce qu’on a appelé les
arbres premiers. Un P-arbre est dit premier si et seulement s’il ne possède que deux feuilles
de coût minimal.
Définition 40. Un arbre premier t est un P-arbre ayant |Mt| = 2.
Le théorème suivant établit une bijection entre les arbres premiers et les nombres pre-
miers.
Théorème 19. Pour tout n ≥ 1, n est premier si, et seulement si, tn, le P-arbre d’ordre n, est un
arbre premier.
Démonstration. Comme déjà défini dans la section 3.2.4.3, Sn est la somme de la nième ligne du
triangle d’Ératosthène - Pascal. Par définition de ce triangle, un entier naturel n est premier
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si, et seulement si, Sn = 2 :
n éléments︷ ︸︸ ︷
1, 0, 0, ..., 0︸ ︷︷ ︸
zéros
, 1
Or, d’après le théorème 17, établissant une bijection entre les P-arbres et les lignes du tri-
angle d’Ératosthène - Pascal, et d’après le corollaire 14, on conclut qu’un P-arbre est premier
seulement s’il possède exactement deux feuilles de coût minimal.
L’algorithme 6 exploite le théorème 19 pour produire la suite des nombres premiers. Si
nous disposons de l’arbre premier tp associé au nombre premier p, le calcul du prochain
nombre premier peut être réalisé en utilisant l’algorithme suivant.
Algorithme 6 : Successeur(tp)
Require: p un nombre premier
Ensure: tSuccesseur(p)
1: repeat
2: tp ← SplitAll(tp)
3: until |Mtp | = 2
D’un point de vue de performance, l’algorithme tel qu’il est donné n’est pas rapide
(temps d’exécution en O(n)) et il nécessite beaucoup d’espace mémoire (de l’ordre de O(n)),
alors que des algorithmes en O(log(n)) sont bien connus. Cependant l’essentiel de cet algo-
rithme est de montrer une correspondance assez remarquable entre les nombres premiers et
les arbres binaires tout en engendrant la suite des premiers seulement en éclatant des feuilles
de coût minimal et en vérifiant à chaque étape si l’arbre produit est premier ou pas. Notons
que le coût d’une feuille se calcule simplement par la formule ab+a+b, où a et b sont respec-
tivement le nombre d’arêtes gauches et droites dans le chemin reliant la feuille en question
à la racine de l’arbre.
3.4 Conclusion
Nous avons montré dans ce chapitre comment les arbres binaires peuvent être utilisés
pour concevoir un algorithme rapide pour calculer un automate avec un nombre réduit de
transitions 3 reconnaissant le langage L(En). Nous avons bien vérifié que notre algorithme
donne le nombre minimal de transitions pour n = 1 à 7 (voir le tableau 3.1) et nous avons
montré que notre réduction est asymptotiquement une minimisation. C’est pourquoi nous
conjecturons que l’algorithme 5 produit l’automate minimal en nombre de transitions, dans
la mesure où le nombre de transitions est équivalent à n(log2(n))
2, qui correspond, à la fois
à la borne supérieure et à la borne inférieure. Montrer que l’algorithme de réduction, défini
dans ce chapitre, est une minimisation pour les automates triangulaires reste ouvert (conjec-
ture 1).
3. Asymptotiquement minimal.
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FIGURE 3.17 – L’automate réduit (à droite) est obtenu à partir d’une décomposition de la
table de transition (en bas à droite) de l’automate homogène (à gauche). L’automate A(L5)
est la partie de l’automate réduit qui représente le triangle (dans la décomposition de la table
de transition).
La minimisation du nombre de transitions des automates reconnaissant le langage L(En)
pourrait être utilisée pour une heuristique de réduction du nombre de transitions d’un au-
tomate fini non-déterministe homogène quelconque. L’idée serait de décomposer la table
de transition d’un automate donné en blocs de forme rectangulaire et triangulaire. Après
cela, nous utilisons l’algorithme 5 pour calculer l’automate minimal en nombre de transi-
tions de chaque fragment triangulaire. Puis, en appliquant le concept de Common Follow Sets
sur la décomposition en bloc en résultant, nous pouvons construire un automate réduit avec
moins de transitions que l’automate de départ. Cette idée est illustrée sur un exemple sur la
figure 3.17. Une suite possible de cette étude consiste à généraliser le concepts du CFS aux
automates non homogènes, ou encore à trouver d’autres applications pour les P-arbres et les
Z-arbres (voir section 3.3).
Deuxième partie
Partie pratique
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CHAPITRE 4
AUTOMATES À TROUS POUR LES
DICTIONNAIRES DE MOTS
DANS ce chapitre on propose une structure de données particulière, appelée automate àtrous binaire permettant d’engendrer la liste des mots voisins en temps et en espaceexpérimentalement linéaires. Théoriquement, et dans des cas extrêmes (pire des
cas), cette structure peut être lourde en recherche ou grande en volume (voir théorèmes 20
et 21).
Le contexte de ce chapitre est moins théorique. Il est plutôt orienté vers une étude beau-
coup plus pratique avec des tests et des résultats expérimentaux effectués sur des diction-
naires engendrés d’une façon pseudo-aléatoire selon plusieurs critères (nombre de mots,
taille des mots, nombre de symboles de l’alphabet) et des dictionnaires de mots naturels de
plusieurs langues.
4.1 Notations et définitions
Définition 41. Soit Σ un alphabet. On appelle dictionnaire un ensemble fini de mot finis sur
Σ.
Définition 42. Soient Σ un alphabet, d : Σ× Σ→ N une distance sur les couples d’éléments
de Σ , k un entier et w un mot sur Σ. On appelle voisin de w d’ordre k tout mot sur Σ qui est
distant au plus k de w : Vk(w) = {v ∈ Σ∗ | d(v, w) ≤ k}.
La distance de Hamming permet de quantifier la différence entre deux mots. Elle est
utilisée en informatique, en bio-informatique, en traitement du signal et en télécommunica-
tion. Pour deux mots de même longueur, la distance de Hamming retourne le nombre de
positions qui correspondent à deux lettres différents sur les deux mots.
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Définition 43. Soit Σ un alphabet. Soient a = a1a2 · · · an et b = b1b2 · · · bn deux mots sur Σ de
même longueur. On appelle distance de Hamming la distance entre a et b définie comme suit :
d(a, b) = |{i : ai 6= bi}|.
Étant donnés un mot u et un dictionnaire D sur Σ, on veut rechercher le mot u dans
le dictionnaire D d’une manière approchée. En d’autres termes, on veut retrouver les mots
voisins de u dans D selon une distance donnée.
Définition 44. Soit u = a1a2 . . . an un mot de Σ∗ et soit p ∈ N un entier naturel. On définit
pour 1 ≤ p ≤ n l’ensemble des mots
Subp(u) = {a1a2 . . . ap−1aap+1 . . . an | a ∈ Σ}
obtenus par le remplacement de ap, la pième lettre du mot u, par chaque lettre de l’alphabet
Σ. Dans ce cas on définit l’ensemble Sub(u) par
Sub(u) =
⋃
1≤p≤n
Subp(u)
Exemple 25. Pour un alphabet Σ = {a, b, c, i, n, o, p, t, u, z} et pour le mot but on a :
– Sub1(but) = {aut, but, cut, iut, nut, out, put, tut, uut, zut}
– Sub2(but) = {bat, bbt, bct, bit, bnt, bot, bpt, btt, but, bzt}
– Sub3(but) = {bua, bub, buc, bui, bun, buo, bup, but, buu, buz}
– Sub(but) = {aut, bat, bbt, bct, bit, bnt, bot, bpt, btt, bua, bub, buc, bui, bun, buo, bup, but,
buu, buz, bzt, cut, iut, nut, out, put, tut, uut, zut}
Définition 45. Soit u ∈ Σ∗ et k ∈ N. On définit récursivement le voisinage de Hamming d’ordre
k du mot u comme suit :
– H0(u) = {u}
– H1(u) = Sub(u)
– Hk(u) =
⋃
v∈Hk−1(u)
Sub(v) pour k > 1
Le voisinage de Hamming d’ordre k d’un dictionnaire D est :
Hk(D) =
⋃
u∈D
Hk(u)
Exemple 26. Soit D = {in, on, put, but}. On a H0(D) = D et :
H1(D) = {ia, an, aut, bat, bbt, bct, bit, bn, bnt, bot, bpt, btt, bua, bub, buc, bui, bun, buo, bup, but,
buu, buz, bzt, cn, cut, ib, ic, ii, in, io, ip, it, iu, iut, iz, nn, nut, oa, ob, oc, oi, on, oo, op, ot, ou, out,
oz, pat, pbt, pct, pit, pn, pnt, pot, ppt, ptt, pua, pub, puc, pui, pun, puo, pup, put, puu, puz, pzt, tn,
tut, un, uut, zn, zut}.
4.2 Solution naïve du problème de la recherche approchée
Pour un entier k ∈ N, un alphabet fini Σ, un mot w ∈ Σ∗, un langage fini D ⊂ Σ∗ appelé
dictionnaire, et une distance 1 d, la recherche approchée d’ordre k de w dans D consiste à
1. En général on s’intéresse à la distance de Hamming ou à la distance d’édition (distance de Levenstein).
4.3. Automate à trous 91
calculer tous les mots v de D tels que la distance entre chaque v et w est au plus k : {v ∈
D | d(v, w) ≤ k}.
Il y a deux méthodes naïves :
1. La première consiste à construire la liste des voisins d’ordre k de w par rapport à Σ,
ensuite à rechercher les éléments de cette liste dans le dictionnaireD. Cette méthode est
linéaire en espace mais exponentielle en temps de recherche, car le nombre de voisins
d’ordre k de w est de l’ordre de O((|Σ| × |w|)k) pour la distance de Hamming par
exemple.
2. La deuxièmeméthode consiste à pré-construire un deuxième dictionnaireD′ contenant
les mots du dictionnaireD et les voisins d’ordre k de chaque mot deD. Le dictionnaire
D′ doit et peut être organisé d’une façon permettant de retrouver facilement les voisins
d’un mot w par rapport au dictionnaire D. Cette méthode est linéaire en temps de
recherche mais la taille du dictionnaire D′ est exponentielle : O
(∑
v∈D
(|Σ| × |v|)k
)
.
Maintenant, si on fixe un entier k ∈ N, et la mesure de Hamming comme distance, notre re-
cherche approchée consiste à retourner les mots de D qui font partie du voisinage de Ham-
ming de u d’ordre k : Hk(u) ∩D.
4.3 Automate à trous
Soit Σ un alphabet fini. On note • la lettre trou, et # la lettre séparateur, ces deux lettres
n’appartenant pas à l’alphabet : • /∈ Σ et# /∈ Σ.
Définition 46. On appelle mot à trous tout mot de (Σ ∪ {•})∗#Σ∗.
Définition 47. Soit u = a1a2 . . . an unmot à trous de (Σ∪{•})∗ et soit p ∈ N un entier naturel.
On définit pour 1 ≤ p ≤ n le mot à trous :
S˙ubp(u) = a1a2 . . . ap−1 • ap+1 . . . an
obtenu par le remplacement de ap, la pième lettre du mot u, par la lettre •. Dans ce cas on
définit l’ensemble S˙ub(u) par :
S˙ub(u) = {S˙ubp(u) | 1 ≤ p ≤ n}
Exemple 27. Pour le mot but on a :
– S˙ub2(but) = b • t
– S˙ub3(but) = bu•
– S˙ub(but) = {•ut, b • t, bu•}
Définition 48. Soit u ∈ (Σ∪{•})∗ et k ∈ N. On définit récursivement le voisinage de Hamming
à trous d’ordre k du mot u comme suit :
– H˙0(u) = {u}
– H˙1(u) = S˙ub(u)
– H˙k(u) =
⋃
v∈H˙k−1(u)
S˙ub(v) pour k > 1
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Ainsi, l’ensemble H˙k(u) est une version compacte de l’ensemble des voisins du mot u.
Au lieu de remplacer k lettres du mot u par toutes les lettres de l’alphabet, il suffit de les
remplacer par la lettre spécifique trou •.
Dans un but purement technique nous avons rajouté une queue pour chaque mot à trous
dans H˙k(u). Cette queue est en fait le mot lui-même u précédé du symbole #. Ceci nous
permet de retrouver le mot qui était à l’origine de chaque mot à trous. En prenant en consi-
dération cette queue, le voisinage de Hamming à trous d’ordre k d’un dictionnaire D est
défini par :
H˙k(D) =
⋃
u∈D
H˙k(u).{#u}
Exemple 28. Soit D = {in, on, put, but}. On a :
– H˙0(D) = {in#in, on#on, put#put, but#but}
– H˙1(D) = {in#in, on#on, put#put, but#but, •n#in, •n#on, •ut#put,
• ut#but, i •#in, o •#on, p • t#put, b • t#but, pu •#put, bu •#but}
– H˙2(D) = {in#in, on#on, put#put, but#but, •n#in, •n#on, •ut#put,
• ut#but, i •#in, o •#on, p • t#put, b • t#but, pu •#put, bu •#but, • •#in,
• •#on, • • t#put, • • t#but, p • •#put, b • •#but, •u •#put, •u •#but}
Définition 49. Soient D un dictionnaire et k un entier naturel. On appelle automate à trous
d’ordre k pour le dictionnaire D l’automate minimal déterministe reconnaissant H˙k(D).
Exemple 29. L’automate illustré dans la figure 4.1 est l’automate à trous d’ordre 1 pour le
dictionnaire D = {in, on, put, but}.
On remarque que l’automate à trous est acyclique (voir page 15).
Théorème 20. Soit w ∈ Σ∗. L’automate à trous d’ordre k pour un dictionnaire D permet de retrou-
ver tous les voisins v de w dans D en un temps de O(|w|k).
Démonstration. La recherche des voisins d’ordre k dumotw en utilisant l’automate à trous se
résume à un ensemble de lectures particulières non déterministes du mot w dans l’automate
à trous. Une lecture consiste à lire wi la prochaine lettre du mot w ensuite :
1. avancer dans l’automate en lisant la transition étiqueté par wi et continuer une re-
cherche d’ordre k du reste du mot, ou
2. avancer dans l’automate en lisant la transition étiqueté par le trou • et continuer une
recherche d’ordre (k − 1) du reste du mot.
Pendant une lecture, quand on lit k trous, la lecture devient déterministe, ce qui signifie
qu’on ne va plus suivre les transitions étiquetées par le trou. Ainsi, une lecture s’arrête quand
on ne peut plus avancer dans l’automate ou quand on consomme la totalité du mot. Dans
ce cas, si la prochaine transition sur l’automate est le séparateur # alors tous les mots qui
peuvent être lus après cette transition sont des voisins du mot w. Finalement, la recherche
correspond à la lecture des mots à trous voisins de w en nombre maximum de 2|w|k.
Théorème 21. Soit L la longueur du plus long mot du dictionnaire D. Soit w ∈ Σ∗. La taille de
l’automate à trous d’ordre k pour un dictionnaireD est de l’ordre deO
(∑
v∈D
(|v|)k
)
≈ O(|D|×Lk).
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FIGURE 4.1 – Automate à trous.
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Démonstration. L’automate à trous possède le pouvoir de reconnaître le voisinage de Ham-
ming à trous du dictionnaire D. Ce voisinage contient les voisins à trous de chaque mot
du dictionnaire D. Ainsi le nombre de mots dans ce voisinage est au maximum égal à∑
v∈D
(2|v|)k.
Les complexités en temps et en espace énoncées dans les deux derniers théorèmes
laissent penser que l’automate à trous est exponentiel en taille et en temps de recherche.
Avec SAÏD ABDEDDAÏM, de l’université de Rouen, France, nous avions la conviction que
l’automate à trous est pratiquement beaucoup plus petit et permet une recherche beaucoup
plus rapide.
La section suivante montre les résultats expérimentaux obtenus en utilisant l’automate à
trous.
4.4 Résultats expérimentaux
Comme expliqué en introduction, les tests ont été effectués pour des dictionnaires en-
gendrés d’une façon pseudo-aléatoire selon plusieurs critères, comme le nombre de mots, la
taille des mots ou encore le nombre de symboles de l’alphabet, et des dictionnaires de mots
naturels de plusieurs langues.
Critère min max
|D| Nombre de mots 10 1000
L Taille des mots 1 15
|Σ| Nombre de symboles de l’alphabet 3 30
TABLE 4.1 – Plus de 1000 dictionnaires pseudo-aléatoires ont été engendrés selon ces critères.
Langue Taille moyenne des mots Nombre de mots
Afrikaans 9,50 130000
Allemand 11,00 160000
Anglais 9,25 219000
Espagnol 7,75 86000
Français 9,50 336000
Italien 7,50 60000
Polonais 8,00 109000
Turc 7,00 25000
TABLE 4.2 – Dictionnaires de mots naturels de plusieurs langues.
Observation 1. Le nombre de mots à trous du voisinage H˙k(D) est pratiquement (expérimentale-
ment), comme théoriquement, de l’ordre de O(Lk).
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Le graphe de la figure 4.2 montre le rapport |H˙k(D)||D| pour plusieurs petites valeurs de
k. On remarque bien évidemment que le rapport entre le nombre des voisins à trous d’un
dictionnaire D et le nombre de mots du dictionnaire est exponentiel en taille moyenne des
mots, ainsi |H˙k(D)||D| est de l’ordre de L
k. Par conséquent, |H˙k(D)| est bel et bien de l’ordre de
O(Lk).
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FIGURE 4.2 – Taille du voisinage par rapport à la taille du dictionnaire.
Observation 2. Pour les petites valeurs de k, la taille (en nombre d’états ou en nombre de transitions)
de l’automate à trous d’ordre k du dictionnaire D est pratiquement (expérimentalement) proche de la
taille de l’automate minimal reconnaissant D.
Les deux courbes de la figure 4.3 illustrent la taille moyenne de l’automate à trous en
nombre d’états et en nombre de transitions pour plusieurs valeurs de k pour la plupart
des dictionnaires testés. On note que certains dictionnaires n’épousent pas forcement ces
courbes, mais globalement, et en moyenne, la majorité des dictionnaires suivent cette allure.
Mis à part pour k = 1, la taille de l’automate à trous n’est pas exponentielle mais plutôt
du même ordre que l’automate minimal reconnaissant le dictionnaire lui-même. Dans le
but de compacter davantage l’automate à trous, on a introduit l’automate à trous binaire. Ce
dernier reconnaît, exactement, une représentation binaire particulière des mots reconnus par
l’automate à trous défini au départ. Cette représentation binaire consiste à encoder les lettres
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FIGURE 4.3 – Nombre d’états et nombre de transitions de l’automate à trous.
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du voisinage H˙k(u) par un codage de Huffman ; ce dernier s’appuie sur la fréquence d’ap-
parition de chaque lettre. Ainsi on a proposé deux versions pour le calcul de la fréquence
de chaque lettre. Une première version calcule la fréquence des lettres directement à partir
de l’ensemble du voisinage H˙k(u) . La deuxième version calcule ces fréquences à partir des
étiquettes des transitions de l’automate à trous. Le bleu et le rouge servent à différencier
entre les deux versions du calcul des fréquences de Huffman. On remarque qu’il faut bien
coder, préalablement, le mot en entrée w par le même code de Huffman utilisé pour calculer
l’automate binaire.
Observation 3. Pour les petites valeurs de k, l’automate à trous binaire compacte l’automate à trous
avec un facteur de 3. Ce facteur croît quand k croît, ou encore quand le nombre de mots de D croît.
L’histogramme de la figure 4.4 montre le rapport entre la taille (en bits) de l’automate à
trous binaire et de l’automate à trous pour plusieurs valeurs de k. On remarque que pour
les petites valeurs de k, l’automate à trous binaire est cinq fois plus petit que l’automate à
trous. Il est clair que plus k est grand, plus l’automate à trous binaire est compact. Le graphe
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FIGURE 4.4 – Rapport de taille entre l’automate à trous binaire et l’automate à trous selon k.
de la figure 4.5 montre le rapport entre la taille (en bits) de l’automate à trous binaire et de
l’automate à trous pour plusieurs valeurs de |D|. On remarque clairement que plus |D| est
grand, plus l’automate à trous binaire est compacte. L’histogramme de la figure 4.6 montre
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FIGURE 4.5 – Rapport de taille entre l’automate à trous binaire et l’automate à trous selon
|D|.
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le rapport entre la taille (en bits) de l’automate à trous binaire et de l’automate à trous pour
plusieurs dictionnaires de langues.
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FIGURE 4.6 – Rapport de taille entre l’automate à trous binaire et l’automate à trous pour
plusieurs dictionnaires de langues.
Observation 4. Les tailles respectives des deux versions de l’automate à trous binaire sont légère-
ment différentes.
Observation 5. Pour les petites valeurs de k, pratiquement, la taille en bits de l’automate à trous
binaire du dictionnaire D représente moins de 10% de la taille du voisinage H˙k(D).
Observation 6. Pour les petites valeurs de k :
1. Pratiquement, la taille de l’automate à trous binaire est linéaire de l’ordre de |D|×k×L et non
pas |D| × Lk.
2. Le temps de recherche expérimental nécessaire, pour retrouver les voisins d’ordre k d’un mot
w dans un dictionnaire D en utilisant l’automate à trous, est proportionnel à k, le nombre
d’erreurs, et à |w| la longueur du mot, pratiquement, ce temps de recherche est de l’ordre de
|w| × k.
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FIGURE 4.7 – Rapport de taille entre l’automate à trous binaire et le voisinage H˙k(D) pour
plusieurs petites valeurs de k.
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FIGURE 4.8 – Rapport de taille entre l’automate à trous binaire et le voisinage H˙k(D) pour
plusieurs taille du dictionnaire D.
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FIGURE 4.9 – Rapport de taille entre l’automate à trous binaire et le voisinage H˙k(D) pour
plusieurs dictionnaires de langues.
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Les courbes illustrées dans les figures 4.10, 4.11, 4.12, 4.13, 4.14, 4.15 et 4.16 montrent
la dépendance linéaire directe entre la taille de l’automate à trous binaire et les différents
paramètres |D|, L et k, ainsi que le temps de recherche.
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FIGURE 4.10 – Nombre d’états de l’automate à trous binaire pour plusieurs valeurs de k.
4.5 Conclusion
Les expérimentations que nous avons effectuées sur des dictionnaires pseudo-aléatoires
de mots ou encore des dictionnaires issus de différentes langues montrent que la taille de
l’automate à trous (la structure utilisée pour faire la recherche approchée au sein des dic-
tionnaires) est linéaire par rapport au nombre d’erreurs k (k est un facteur multiplicatif).
Contrairement à ce qu’on attend de la complexité théorique exponentielle en k. Nos expé-
rimentations montrent aussi que le temps nécessaire à la recherche d’un motif est lui aussi
linéaires. Le tableau 4.3 récapitule les résultats expérimentaux obtenus en les comparant
avec les complexités théoriques.
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FIGURE 4.11 – Nombre d’états de l’automate à trous binaire pour plusieurs valeurs de |D|.
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FIGURE 4.12 – Nombre d’états de l’automate à trous binaire selon L la longueur moyenne
des mots du D.
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FIGURE 4.13 – La taille de l’automate à trous binaire pour k = 1 est proche de 1.29|D|.
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FIGURE 4.14 – La taille de l’automate à trous binaire pour k = 2 est proche de 2.34|D|.
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FIGURE 4.15 – La taille de l’automate à trous binaire pour k = 3 est proche de 3.66|D|.
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FIGURE 4.16 – La taille de l’automate à trous binaire pour k = 4 est proche de 5.10|D|.
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Espace mémoire Temps de recherche
Complexité théorique O(|D| × Lk) O(|w|k)
Estimation expérimentale cst1 × k × |D| × L cst2 × k × |w|
TABLE 4.3 – Complexités théoriques et estimations pratiques expérimentales.
Dans cette étude, nous n’avons pas considéré le problème de l’optimisation de la
construction de l’automate à trous. La construction naïve de cet automate consiste en :
1. engendrer les voisins à trous de chaque mot du dictionnaire,
2. construire l’automate non déterministe reconnaissant les mots à trous,
3. déterminiser et minimiser l’automate résultant.
La question de trouver un algorithme de construction plus efficace, permettant d’éviter la
génération effective des mots à trous et/ou la phase de détermination, reste à traiter.
CHAPITRE 5
OUTIL GRAPHIQUEWOMB DE
MANIPULATION DES AUTOMATES
FINIS
DANS ce qui suit, nous allons décrire womb, un outil graphique de manipulation desautomates finis, développé pour faciliter les tâches demanipulation et de dessin desautomates pour la rédaction de ce manuscrit de thèse qui a été initialement déve-
loppé dans un but plutôt pédagogique durant mes enseignements. Cet outil a été développé
en C++ et est déjà fonctionnel sur les systèmes Windows.
5.1 Mode d’emploi
L’outil womb propose deux types de manipulation. Une permettant de dessiner un auto-
mate fini et l’autre permettant d’appliquer certaines transformations basiques sur l’automate
dessiné.
Pour dessiner un automate, il suffit de choisir le bouton "état", et ensuite de cliquer sur
l’espace de travail pour placer des états dessus. Ensuite on peut choisir le bouton "transition"
pour lier les différents états tout en spécifiant les étiquettes. À tout moment on a la possibilité
de choisir (sélectionner avec la souris) un sous-ensemble d’états (états colorés en rose) pour :
1. les déplacer sur le plan de travail,
2. les supprimer,
3. les rendre initiaux,
4. les rendre finaux ou
5. les rendre transitoires (ni initiaux ni finaux).
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FIGURE 5.1 – Menu principal.
5.1.1 Menu Fichier
C’est le menu qui permet d’enregistrer l’automate dessiné ou d’ouvrir d’autres auto-
mates. L’outilwomb sauvegarde l’automate dessiné dans un fichier binaire codant l’ensemble
des états avec leur type (initial, final ou transitoire) et la table de transitions.
FIGURE 5.2 – Menu Fichier
5.1.2 Menu Action
C’est le menu regroupant les différents transformations basiques qui peuvent être effec-
tuées par womb :
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1. déterminisation,
2. élimination des transitions spontanées,
3. miroir,
4. compléter,
5. complément,
6. minimisation selon la méthode de Moore ou de Brzozowski.
FIGURE 5.3 – Menu Fichier
5.1.3 Menu Affichage
L’utilisateur peut positionner où il veut les différents états de son automate sur le plan
du travail (la zone d’affichage). De plus womb donne la possibilité de réorganiser les états
selon deux méthodes : circulaire ou spirale (voir figure 5.6). Le sous-menu ToGraphviz de
womb permet d’engendrer le format .dot, qui est un langage de description de graphe dans
un format texte. Ce format peut être facilement utilisé pour engendrer du code LATEX.
FIGURE 5.4 – Menu Affichage
114 Chapitre 5. Outil graphique womb de manipulation des automates finis
5.2 Implémentation
Un automate fini sur un alphabet fini est composé d’un ensemble fini d’états, d’un en-
semble d’états initiaux, d’un ensemble d’états terminaux (finaux) et d’un ensemble de tran-
sitions : des flèches étiquetées entre les différents états. Dans womb, un automate est repré-
senté par un graphe, un tableau d’états qui contient les informations concernant un état
donné, plus une matrice d’adjacence pour décrire les transitions de l’automate (les flèches
du graphe).
Listing 5.1 – Types et déclarations (code en langage C++)
1 const MaxND=10;
2 const MaxD=1024;
3 const Sigma=28;
4 char MotVide=’\$’;
5 int Rn=20;
6 struct TNoeud
7 {
8 float X;
9 float Y;
10 int Initial;
11 int Final;
12 int Id;
13 int Poid;
14 };
15 int cptNoeud;
16 TNoeud N[MaxND];
17 short M_Adj[MaxND][MaxND][Sigma];
Comme la déterminisation d’un automate fini peut provoquer une explosion du nombre
d’états, nous avons définit deux constantes MaxND et MaxD bornant le nombre d’états pos-
sibles dans un automate non déterministe et dans un automate déterministe respectivement.
La constante Sigma, fixée par exemple à 28, précise la taille de l’alphabet sur lequel les auto-
mates seront définis. Le caractère MotVide est une variable permettant de fixer un symbole
particulier pour le mot vide ε, le caractère $ par exemple. L’entier Rn fixe (en pixel) la lon-
gueur du rayon du cercle représentant un état.
La structure de données TNoeud permet de définir un état de l’automate :
1. Un état est représenté sur l’écran par un cercle dont les coordonnés du centre sont
données par les deux variables X et Y .
2. La variable Initial permet de savoir si l’état est initial ou non. Sur le graphe de
l’automate, un état initial est différencié par la lettre I.
3. La variable Final permet de savoir si l’état est terminal ou non. Sur le graphe de
l’automate, un état terminal est discerné par un double cercle.
4. L’entier Id est un identifiant permettant de distinguer chaque état de l’automate.
5. La variable Poid, non utilisée pour cette version de l’outil, définit le poids de l’état
pour une éventuelle extension aux automates à multiplicité.
Voici l’automate A, un exemple d’automate sur lequel on va exécuter les transformations
implémentées.
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FIGURE 5.5 – Exemple d’un automate fini.
Dans womb, on manipule globalement un automate défini par :
1. cptNoeud : une variable qui compte le nombre d’états de l’automate,
2. TNoeud N[MaxND] : un tableau qui comporte l’ensemble des états de l’automate,
3. M_Adj[MaxND][MaxND][Sigma] : une table qui code les transitions de l’automate.
Si, par exemple, la case M_Adj[11][13][7] vaut "un" cela veut dire que l’automate
comporte une transition de l’état S11 vers l’état S13 étiquetée par la lettre a7.
La fonction Initial_state_verif() permet de vérifier si l’automate dessiné par l’utili-
sateur comporte bien au moins un état initial.
Listing 5.2 – Vérification de l’existence d’un état initial
1 bool Initial_state_verif()
2 {
3 for (int j=0;j<cptNoeud;j++)
4 if(N[j].Initial==1) return true;
5 return false;
6 }
5.2.1 Affichage
Dans une application Win32, afin de faire des dessins, on peut passer par un objet de
type Canvas défini dans le module gdi32.dll. Le fichier gdi32.dll est un fichier de
bibliothèque de liaison dynamique valide enregistré pour Microsoft et utilisable pour C++.
Cette bibliothèque contient des fonctions pour le GDI de Windows (Graphics Device Interface,
interface graphique de Windows). Ceci est associé à des applications de dessin et de la ges-
tion des polices, ce qui permet à Windows la création d’objets graphiques simples à deux
dimensions.
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L’affichage d’un automate sous womb est fait sur l’écran dans un objet de type Canvas.
Le dessin dans une instance de cet objet est basé essentiellement sur les quatre méthodes
suivantes :
1. OutText qui permet de dessiner du texte,
2. Ellipse qui permet de dessiner des cercles,
3. lineTo et movTo qui permettent de dessiner des lignes.
Le dessin de l’automate consiste à afficher les transitions de l’automate en utilisant la fonc-
tion AfficheArete(). Ensuite le dessin des états de l’automate.
Listing 5.3 – Dessin des transitions
1 void AfficheArete()
2 {
3 float a1; float b1;
4 for (int i=0;i<cptNoeud;i++)
5 for (int j=0;j<cptNoeud;j++)
6 {
7 //S est l’étiquette qui sera affichée au-dessus
8 //de la flèche représentant la transition.
9 String S="";
10 for (int k=0;k<Sigma;k++) if(M_Adj[i][j][k]==1)S=S+char(k);
11 if(S!="")
12 {
13 if(i!=j)
14 {
15 float x1=N[i].X; float y1=N[i].Y;
16 float x2=N[j].X; float y2=N[j].Y;
17 float R=sqrt((x2-x1)*(x2-x1)+(y2-y1)*(y2-y1));
18 float R1=min(10*r,R/3);
19 a1=x1+(x2-x1)*R1/R; b1=y1+(y2-y1)*R1/R;
20 float R2=R1-r;
21 float a2=x1+(x2-x1)*R2/R;
22 float b2=y1+(y2-y1)*R2/R;
23 float tx1=a2+b1/2-b2/2; float ty1=b2-a1/2+a2/2;
24 float tx2=a2-b1/2+b2/2; float ty2=b2+a1/2-a2/2;
25 Canvas->MoveTo(a1,b1); Canvas->LineTo(tx1,ty1);
26 Canvas->MoveTo(a1,b1); Canvas->LineTo(tx2,ty2);
27 Canvas->MoveTo(N[i].X,N[i].Y); Canvas->LineTo(N[j].X,N[j].Y);
28 Canvas->TextOut(a1,b1,S.c_str());
29 }
30 else
31 {
32 a1=N[i].X;
33 b1=N[i].Y-2*Rn;
34 Canvas->Ellipse(N[i].X-Rn,N[i].Y-2*Rn,N[i].X+Rn,N[i].Y);
35 Canvas->MoveTo(a1,b1);
36 Canvas->LineTo(N[i].X-r,N[i].Y-2*Rn-r/3);
37 Canvas->MoveTo(a1,b1);
38 Canvas->LineTo(N[i].X-r,N[i].Y-2*Rn+2*r/3);
39 Canvas->TextOut(a1,N[i].Y-2*Rn-2*r,S.c_str());
40 }
41 }
42 }
43 }
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La fonction AfficheArete() dessine une flèche droite pour une transition entre deux états
distincts et dessine une flèche bouclée pour une transition sur le même état. Elle prépare
une chaîne de caractères comportant l’étiquette de la transition à dessiner. Ensuite elle fait
quelques calculs géométriques pour déterminer :
1. la position sur laquelle l’étiquette sera dessinée,
2. les coordonnées des points début et fin de la ligne représentant la transition,
3. l’inclinaison de la tête de la flèche représentant la transition.
La fonction AfficheGraphe() affiche la totalité de l’automate en dessinant ses transitions,
et ensuite ses différents états tout en vérifiant le type de chaque état (initial, final, transitoire).
Listing 5.4 – Dessin de l’automate
1 void AfficheGraphe()
2 {
3 AfficheArete();
4 for (int i=0;i<cptNoeud;i++)
5 {
6
7 Canvas->Ellipse(N[i].X-Rn,N[i].Y-Rn,N[i].X+Rn,N[i].Y+Rn);
8
9 if(N[i].Final==1)
10 Canvas->Ellipse(N[i].X-0.80*Rn,N[i].Y-0.80*Rn,
11 N[i].X+0.80*Rn,N[i].Y+0.80*Rn);
12
13 String S;
14 if(N[i].Initial==1)
15 S="I";
16 else
17 S="S";
18 S=S+(i+1);
19 Canvas->TextOut(N[i].X-Rn/2,N[i].Y-Rn/2,S.c_str());
20 }
21 }
L’utilisateur peut positionner différents états de son automate sur le plan du travail (la zone
d’affichage). De plus womb donne la possibilité de réorganiser les états selon deux méthodes
différentes. La première, relativement simple, consiste à disposer uniformément les états tout
autour d’un grand cercle ; cela formera un polygone régulier dont les sommets sont les états
de l’automate.
Listing 5.5 – Réorganisation des états selon la méthode circulaire
1 void Reorganise1Graphe(){
2 if(cptNoeud>0){
3 float Gr=Height/3, tita=0, pas=cptNoeud;
4 pas=6.28/pas;
5 for (int i=0;i<cptNoeud;i++){
6 N[i].X=Gr*cos(tita)+Width/2;
7 N[i].Y=Gr*sin(tita)+Height/2;
8 tita=tita+pas;
9 }
10 }
11 }
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L’autre méthode d’affichage est un peu différente, elle dispose les états tout au long d’une
spirale. Cette méthode de disposition est plus adaptée si le nombre d’états est relativement
grand.
Listing 5.6 – Réorganisation des états selon la méthode spirale
1 void Reorganise2Graphe()
2 {
3 if(cptNoeud>0)
4 {
5 float Gr=Rn;
6 float tita=0;
7 float pas=20;
8 pas=6.28/pas;
9 for (int i=0;i<cptNoeud;i++)
10 {
11 N[i].X=Gr*cos(tita)+Width/2;
12 N[i].Y=Gr*sin(tita)+Height/2;
13 tita=tita+pas;
14 Gr=Height/4+3*(i/20)*Rn;
15 }
16 }
17 }
FIGURE 5.6 – Affichage spiral et circulaire.
5.2.2 Élimination des transitions spontanées
Les automates asynchrones sont une extension des automates finis où on autorise égale-
ment le mot vide comme étiquette de flèche. L’avantage de cette convention est une plus
grande souplesse dans la construction des automates. Elle a en revanche l’inconvénient d’ac-
croître le non déterminisme des automates. Dans womb le mot vide est un caractère préala-
blement prédéfini par la variable MotVide et librement choisi par l’utilisateur, par exemple
le caractère $,&,# ou autre.
L’algorithme d’élimination des ε-transitions est fondé essentiellement sur le calcul de la
fermeture transitive de chaque état sur ε. La ε-fermeture transitive d’un état Si est l’ensemble
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de tous les états qu’on peut atteindre en lisant le mot ε∗. L’élimination des ε-transitions im-
plique l’ajout de quelques transitions : si Sj appartient à la ε-fermeture transitive de Si et si
on a une transition de Sj vers Sk en lisant une lettre aj différente du mot vide alors on doit
ajouter une transition de Si vers Sk par la lecture de aj (voir section 1.2.1.3.2).
FIGURE 5.7 – Le synchrone de A.
La fonction Eliminer_transitions_spontanes() implémente le calcul de la ε -
fermeture transitive pour produire un automate reconnaissant le même langage mais sans
les ε-transitions.
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Listing 5.7 – Élimination des ε-transitions
1 void Eliminer_transitions_spontanes()
2 {
3 short T1[MaxND];
4 short T2[MaxND];
5 int boul=0;
6 for (int i=0;i<cptNoeud;i++)
7 {
8 for (int j=0;j<cptNoeud;j++)
9 {
10 T1[j]=M_Adj[i][j][MotVide];
11 T2[j]=M_Adj[i][j][MotVide];
12 }
13 do
14 {
15 for (int i0=0;i0<cptNoeud;i0++)
16 {
17 if (T1[i0]==1)
18 {
19 for (int j0=0;j0<cptNoeud;j0++)
20 T2[j0]=T2[j0]|M_Adj[i0][j0][MotVide];
21 }
22 }
23 boul=0;
24 for (int k=0;k<cptNoeud;k++) boul=boul+T1[k]^T2[k];
25 for (int k=0;k<cptNoeud;k++) T1[k]=T2[k];
26 }while(boul!=0);
27 for (int i0=0;i0<cptNoeud;i0++)
28 {
29 if (T1[i0]==1)
30 {
31 if (N[i].Initial==1)N[i0].Initial=1;
32 if (N[i0].Final==1)N[i].Final=1;
33 for (int j0=0;j0<cptNoeud;j0++)
34 for (int k=0;k<Sigma;k++)
35 M_Adj[i][j0][k]=M_Adj[i][j0][k]|M_Adj[i0][j0][k];
36 }
37 }
38 }
39 for (int i=0;i<cptNoeud;i++)
40 for (int j=0;j<cptNoeud;j++)
41 M_Adj[i][j][MotVide]=0;
42 }
5.2.3 Complétion
Plusieurs opération effectuées sur les automates finis nécessitent une version complétée
de l’automate. Un automate est complet si, pour chaque état p ∈ Q et pour chaque lettre a de
l’alphabet, il existe aumoins une transition étiquetée par a sortante de q. Si un automate n’est
pas complet, on peut le compléter sans changer le langage reconnu en ajoutant un état puits
s, et en ajoutant les transitions δ(p, a) = s pour tout couple (p, a) tel que δ(p, a) n’est pas dé-
fini. La fonction Completer() permet de compléter un automate fini (voir section 1.2.1.3.1).
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Listing 5.8 – Complétion d’un automate
1 void Completer()
2 {
3 int s[Sigma];
4 int t[Sigma];
5 for(int i=0;i<Sigma;i++)t[i]=0;
6 for (int i=0;i<cptNoeud;i++)
7 for(int j=0;j<cptNoeud;j++)
8 for (int k=0;k<Sigma;k++)
9 if (M_Adj[i][j][k]==1) t[k]=1;
10 bool complet=true;
11 for (int i=0;i<cptNoeud;i++)
12 {
13 bool etatComplet=true;
14 for (int k=0;k<Sigma;k++)
15 {
16 if(t[k]==1)
17 {
18 etatComplet=false;
19 for(int j=0;j<cptNoeud;j++)
20 if (M_Adj[i][j][k]==1) etatComplet=true;
21 }
22 }
23 if(!etatComplet)complet=false;
24 }
25
26 if(!complet)
27 {
28 //ajouter l’état puits
29 N[cptNoeud].X=Canvas->Width/2;
30 N[cptNoeud].Y=Canvas->Height/2;
31 N[cptNoeud].Id=0;
32 N[cptNoeud].Initial=0;
33 N[cptNoeud].Final=0;
34 for (int i=0;i<MaxND;i++)
35 for (int k=0;k<Sigma;k++)
36 {
37 M_Adj[cptNoeud][i][k]=0;
38 M_Adj[i][cptNoeud][k]=0;
39 }
40 cptId++;
41 cptNoeud++;
42
43 for (int i=0;i<cptNoeud;i++)
44 {
45 for(int j=0;j<Sigma;j++)s[j]=0;
46 for (int j=0;j<cptNoeud;j++)
47 {
48 for (int k=0;k<Sigma;k++)
49 if (M_Adj[i][j][k]==1) s[k]=1;
50 }
51 for (int k=0;k<Sigma;k++)
52 if (s[k]==0 && t[k]==1)M_Adj[i][cptNoeud-1][k]=1;
53 }
54 }
55 }
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5.2.4 Déterminisation
Un automate est dit déterministe s’il possède un seul état initial et pour chaque état, il existe
au plus une transition sortante de même étiquette (voir section 1.2.1.3.3). En pratique, pour
déterminiser un automate, on ne construit pas en entier l’automate ensembliste qui est décrit
dans la preuve de la déterminisation, mais on fait plutôt une recherche des descendants
de l’état regroupant les états initiaux de l’automate, en maintenant la liste des états déjà
construits de l’automate résultant plus l’ensemble des transitions qui reste à explorer et qui
sont composées d’un état déjà construit et une lettre de l’alphabet. À chaque étape, on choisit
un couple (état, lettre) et on construit l’état successeur. Si ce dernier n’existe pas dans la liste
des états déjà construits on doit l’ajouter sinon on passe à la transition suivante. Il est clair
qu’on a besoin ici d’une structure de données pratique pour représenter les ensembles car
chaque état résultant est un sous-ensemble d’états de l’automate de départ.
FIGURE 5.8 – Le déterminisé de A.
Dans l’implémentation de womb, les ensembles sont représentés par des vecteurs de bits
pour pouvoir produire rapidement l’union de deux ensembles et ceci grâce à une simple
opération logique, le ou : OR. Cette représentation binaire permet facilement de savoir si
deux ensembles sont égaux ou pas et cela grâce à l’opération logique du ou exclusif : XOR.
La fonction Determiniser() implémente l’algorithme de la déterminisation ensembliste.
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Listing 5.9 – Déterminisation d’un automate
1 void Determiniser(){
2 Eliminer_transitions_spontanes();
3 unsigned __int64 Det[MaxD][Sigma+3];
4 if(Initial_state_verif()){
5 int final=0;
6 for (int i=0;i<MaxD;i++)for (int k=0;k<Sigma+3;k++)Det[i][k]=-1;
7 unsigned __int64 cptCourant=0, cptTotal, T1[MaxND], T2[MaxND], y=0;
8 //Calcul de l’état initial
9 for (int m=0;m<cptNoeud;m++)T1[m]=0;
10 for (int j=0;j<cptNoeud;j++)if(N[j].Initial==1)T1[j]=1;
11 y=T1[0];
12 for (int i0=1;i0<cptNoeud;i0++){
13 unsigned __int64 un=1;
14 unsigned __int64 decalage=i0;
15 y=y+T1[i0]*(unsigned __int64)(un<<decalage);
16 }
17 if(y!=0){
18 Det[cptTotal][Sigma]=y;
19 final=0;
20 for (int i0=0;i0<cptNoeud;i0++)
21 if((N[i0].Final==1)&&T1[i0]==1)final=1;
22 Det[cptTotal][Sigma+1]=final;
23 cptTotal++;
24 //Début de la Déterminisation
25 for (int i=0;i<cptTotal;i++){
26 unsigned __int64 x=Det[i][Sigma];
27 for (int i0=0;i0<cptNoeud;i0++){T1[i0]=x%2; x=x/2;}
28 for (int k=0;k<Sigma;k++){
29 for (int m=0;m<cptNoeud;m++)T2[m]=0;
30 for (int j=0;j<cptNoeud;j++)
31 if(T1[j]==1)
32 for (int m=0;m<cptNoeud;m++)
33 T2[m]=T2[m]|M_Adj[j][m][k];
34 final=0;
35 for (int i0=0;i0<cptNoeud;i0++)
36 if((N[i0].Final==1)&&T2[i0]==1)final=1;
37 unsigned __int64 y=0;
38 y=T2[0];
39 for (int i0=1;i0<cptNoeud;i0++){
40 unsigned __int64 un=1;
41 unsigned __int64 decalage=i0;
42 y=y+T2[i0]*(unsigned __int64)(un<<decalage);
43 }
44 if(y!=0){
45 //Rechercher y dans Det
46 int boul=-1;
47 for (int i0=0;i0<cptTotal;i0++){
48 if(Det[i0][Sigma]==y){
49 boul=i0;
50 break;
51 }
52 }
53 if(boul==-1){
54 Det[i][k]=cptTotal;
55 Det[cptTotal][Sigma]=y;
56 Det[cptTotal][Sigma+1]=final;
57 cptTotal++;
58 }
59 else Det[i][k]=boul;
60 }
61 }
62 }
63 cptNoeud=cptTotal;
64 }
65 }
66 }
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5.2.5 Complémentation
Sur le même alphabet, l’opération de la complémentation d’un automate déterministe
consiste à produire un automate ne reconnaissant que les mots non reconnus par l’automate
initial. Pour ce faire il faut d’abord déterminiser et compléter l’automate initial et ensuite il
suffit de rendre les états finaux en non-finaux et les états non-finaux en finaux. La fonction
Complement() implémente ce procédé.
Listing 5.10 – Complémentation d’un automate
1 void Complement()
2 {
3 Determiniser();
4 Completer();
5 for (int i=0;i<cptNoeud;i++)
6 {
7 if(N[i].Final!=1)N[i].Final=1;
8 else N[i].Final=0;
9 }
10 }
5.2.6 Automate transposé
Pour un automate fini A, on note tr(A) l’automate transposé, qui est défini comme
l’automate fini obtenu en échangeant états initiaux et états finaux et en inversant le sens des
transitions. Le langage reconnu par l’automate tr(A) est le miroir du langage reconnu par
l’automate A. La fonction Miroir() permet de calculer l’automate transposé sous womb.
FIGURE 5.9 – Le transposé de A.
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Listing 5.11 – Automate transposé
1 void Miroir()//transposé
2 {
3 for (int i=0;i<cptNoeud;i++)
4 {
5 if((N[i].Initial==1)&&(N[i].Final!=1))
6 {
7 N[i].Initial=0;
8 N[i].Final=1;
9 }
10 else
11 if((N[i].Initial!=1)&&(N[i].Final==1))
12 {
13 N[i].Initial=1;
14 N[i].Final=0;
15 }
16 }
17 for (int i=0;i<cptNoeud;i++)
18 for (int j=0;j<cptNoeud;j++)
19 for (int k=0;k<Sigma;k++)
20 M_Adj_Tmp[i][j][k]=M_Adj[j][i][k];
21
22 for (int i=0;i<cptNoeud;i++)
23 for (int j=0;j<cptNoeud;j++)
24 for (int k=0;k<Sigma;k++)
25 M_Adj[i][j][k]=M_Adj_Tmp[i][j][k];
26 }
5.2.7 Minimisation
L’ensemble des automates déterministes reconnaissant un langage donné admet un plus
petit élément par le nombre d’états ; ce plus petit automate, appelé automate déterministe mi-
nimal, est unique à un isomophisme près (voir section 1.2.1.3.6). Dans womb le calcul de
l’automate minimal peut se faire soit par la méthode de Moore [Moo56], soit par la méthode
de la double détermination de Brzozowski [Brz64]. La fonction MinimisationMoore()
permet de minimiser l’automate créer par l’utilisateur en se basant sur l’algorithme de
Moore qui consiste principalement à fusionner les états équivalents. La deuxième méthode
de minimisation est celle de la double déterminisation introduite par Brzozowski. Soit B un
automate déterministe, complet et accessible. On peut montrer que det(tr(B)) est minimal,
par conséquent l’automate C = det(tr(det(tr(A)))) est l’automate minimal de L(A).
Listing 5.12 – Minimisation de Brzozowski
1 void MinimisationBrzozowski(){
2 Miroir();
3 Determiniser();
4 Miroir();
5 Determiniser();
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Listing 5.13 – Minimisation de Moore
1 void MinimisationMoore()
2 {
3 short MinimiserMoore[MaxND][MaxND];
4 unsigned __int64 Det[MaxD][Sigma+3];
5 for (int i=0;i<cptNoeud;i++)
6 for (int j=0;j<cptNoeud;j++)
7 {
8 if((N[i].Final==1&&N[j].Final!=1)||(N[i].Final!=1&&N[j].Final==1))
9 MinimiserMoore[i][j]=1;
10 else MinimiserMoore[i][j]=0;
11 }
12 bool mark=false;
13 do
14 {
15 mark=false;
16 for (int i=0;i<cptNoeud;i++)
17 for (int j=0;j<cptNoeud;j++)
18 if(MinimiserMoore[i][j]==0)
19 for (int k=0;k<Sigma;k++)
20 for (int p=0;p<cptNoeud;p++)
21 for (int q=0;q<cptNoeud;q++)
22 if(MinimiserMoore[p][q]==1 && M_Adj[i][p][k]==1
23 && M_Adj[j][q][k]==1)
24 {
25 MinimiserMoore[i][j]=1;
26 mark=true;
27 }
28 }while(mark);
29 int cptMinimiserMoore=cptNoeud;
30 int R[MaxND];
31 for (int i=0;i<cptNoeud;i++)R[i]=-1;
32 int cptNoeudMin=0;
33 for (int i=0;i<cptNoeud;i++)
34 if(R[i]==-1)
35 {
36 R[i]=cptNoeudMin;
37 for (int j=0;j<cptNoeud;j++)
38 if(MinimiserMoore[i][j]!=1)R[j]=cptNoeudMin;
39 cptNoeudMin++;
40 }
41 for (int i=0;i<cptNoeudMin;i++)
42 {
43 unsigned __int64 y=0;
44 for (int j=0;j<cptNoeud;j++)
45 {
46 unsigned __int64 un=1;
47 unsigned __int64 decalage=j;
48 if(R[j]==i)
49 {
50 y=y+(unsigned __int64)(un<<decalage);
51 if(N[j].Final==1)Det[i][Sigma+1]=1;
52 if(N[j].Initial==1)Det[i][Sigma+2]=1;
53 }
54 }
55 Det[i][Sigma]=y;
56 }
57 for (int i=0;i<cptNoeud;i++)
58 for (int j=0;j<cptNoeud;j++)
59 for (int k=0;k<Sigma;k++)
60 if(M_Adj[i][j][k]==1)Det[R[i]][k]=R[j];
61
62 }
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FIGURE 5.10 – Le minimal de A.
5.3 Conclusion
L’outil womb est toujours en évolution. De nouvelles futures versions vont inclure pro-
bablement des implémentations plus efficaces et optimisées des opérations basiques sur
les automates finis et d’autres opérations plus complexes vont être ajoutées. Elles permet-
tront éventuellement la manipulation des automates finis à multiplicité et des transducteurs.
Elles comprendront certainement d’autres formats d’import/export et d’autres modes d’af-
fichage.
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CONCLUSION
DANS ce manuscrit on a détaillé un ensemble de contributions théoriques et quelquesétudes expérimentales portant essentiellement sur la théorie des automates et lalogique mathématique.
Les premières résultats montrent l’automaticité et la décidabilité de la théorie de cer-
taines structures portant sur un alphabet infini dénombrable, en développant des codages
de plus en plus raffinés, qui conservent la décidabilité et l’automaticité de ces structures tout
en ajoutant des prédicats plus complexes et des relations plus expressives, comme la relation
de préfixe, le prédicat clone, qui est vrai lorsqu’unmot se termine par deux lettres identiques,
et le prédicat diff, qui est lui vrai quand toutes les lettres d’un mot sont (deux à deux) dis-
tinctes. D’autre résultats d’indécidabilité, et des résultats de décidabilité pour les théories
monadiques du second ordre, ont été également présentés :
Structure Théorie FO ThéorieMSO
S1 = (Σ
∗;≺, clone, less, {modp,q | p, q ∈ N},∼,⊕) Décidable ?
S2 = (Σ
∗;≺, clone, {diffi | i > 2}) Décidable Décidable
S3 = (Σ
∗;≺, clone, {diffi | i > 2},∼) Décidable ?
S4 = (Σ
∗;≺, clone, diff) Décidable Décidable
S5 = (Σ
∗;≺, clone, diff,∼) Décidable ?
S6 = (Σ
∗;≺, {R⊕fi | i > 0},∼) Décidable ?
S7 = (Σ
∗;≺, <, dec⋆) Décidable Indécidable
S8 = (Σ
∗;≺, <, dec⋆,∼) Indécidable Indécidable
S9 = (Σ
∗;≺, clone, lastNew, firstZero,∼,⊖) Indécidable Indécidable
TABLE 5.1 – Principaux résultats
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D’autres questions restent pour l’instant sans réponse comme celui de l’automaticité de la
structure (Σ∗;≺, clone,∼) ou encore la décidabilité de la théorie logique du premier ordre de
la structure (Σ∗;≺, clone, {diffi | i > 2}, diff) et la théorie monadique du seconde ordre des
structures :
– S1 = (Σ∗;≺, clone, less, {modp,q | p, q ∈ N},∼,⊕),
– S3 = (Σ∗;≺, clone, {diffi | i > 2},∼),
– S5 = (Σ∗;≺, clone, diff,∼),
– S6 = (Σ∗;≺, {R⊕fi | i > 0},∼).
Dans un deuxième temps nous avons montré comment les arbres binaires peuvent être
utilisés pour concevoir un algorithme rapide pour calculer un automate avec un nombre ré-
duit de transitions, asymptotiquement minimal, reconnaissant le langage triangulaire L(En)
dénoté par l’expression rationnelle En = (1 + ε) · (2 + ε) · (3 + ε) · · · (n + ε). Nous avons
bien vérifié que notre algorithme donne le nombre minimal de transitions pour les petites
valeur de n et nous avons montré que notre réduction est asymptotiquement une minimisa-
tion dans la mesure où le nombre de transitions est équivalent à n(log2(n))
2, qui correspond,
à la fois à la borne supérieure et à la borne inférieure. Cependant, montrer que notre al-
gorithme de réduction est une minimisation pour les automates triangulaires reste ouvert
(conjecture 1). Une suite possible de cette étude consiste à généraliser le concepts du CFS au
automates non homogènes, de proposer des heuristiques de réduction pour les automates
homogènes non triangulaires, ou encore de trouver d’autres applications pour les P-arbres
et les Z-arbres (nous avons, par exemple, isolé une sous-classe de la classe des P-arbres qui
est en remarquable bijection avec l’ensemble des nombres premiers (voir section 3.3)).
En plus des problèmes théoriques traités dans la première partie, nous nous somme in-
téressé par le problème pratique de la recherche approximative d’un motif dans un diction-
naire de mots. Nous avons proposé une étude expérimentale d’une structure de données
particulière, appelée automate à trous binaire permettant d’engendrer, à partir d’un diction-
naire de mots, la liste des mots voisins du mot recherché. Théoriquement et dans des cas
extrêmes (pire des cas), cette structure peut être lourde en recherche ou grande en volume.
Notre étude pratique effectuée sur des dictionnaires de langues naturelles et des diction-
naires pseudo-aléatoires montre que l’automate à trous binaire permet une recherche en un
temps et un espace expérimentalement linéaires.
Enfin nous avons décrit womb, un outil graphique de manipulation des automates finis,
développé en C++ et est déjà fonctionnel sur les systèmes Windows, qui a été initialement
développé dans un but pédagogique pour l’enseignement, ensuite utilisé pour faciliter les
tâches de manipulation et de dessin des automates pour la rédaction de ce manuscrit de
thèse.
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Résumé
Les problèmes traités et les résultats obtenus dans ce travail s’inscrivent essentiellement dans le domaine de
la théorie des automates, la logique mathématique et leurs applications.
Dans un premier temps on utilise les automates finis pour démontrer l’automaticité de plusieurs structures
logiques sur des mots finis écrits dans un alphabet infini dénombrable. Ceci nous permet de déduire la décida-
bilité des théories logiques associées à ces structures. On a considéré par exemple la structureS = (Σ∗;≺, clone)
où Σ∗ désigne l’ensemble des mots finis sur l’alphabet infini dénombrable Σ, ≺ désigne la relation de préfixe et
clone désigne le prédicat qui est vrai pour unmot se terminant par deux lettres identiques. On a démontré l’auto-
maticité de la structureS et la décidabilité de sa théorie du premier ordre et de sa théorie monadique du second
ordre. On a aussi considéré des extensions de la structureS obtenues en ajoutant des prédicats comme∼ qui est
vrai pour deux mots de même longueur. Nous avons en particulier démontré la M-automaticité de la structure
T = (Σ∗;≺, clone,∼), d’où la décidabilité de sa théorie du premier ordre. On a par ailleurs étudié des structures
qui comportent le prédicat diff qui est vrai pour un mot dont les lettres sont toutes distinctes. En particulier on a
démontré l’automaticité de la structure S4 = (Σ∗;≺, clone, diff) et la décidabilité de sa théorie du premier ordre
et de sa théorie monadique du second ordre. On a également obtenu, par interprétation logique, des résultats de
décidabilité et des résultats d’indécidabilité pour plusieurs variantes des structures T et S4, ainsi que pour des
familles de structures appelées structure d’applications exclusives et structure de décomposition.
Dans un deuxième temps on s’est intéressé au problème de la réduction du nombre de transitions dans les
automates finis. On a commencé par étendre le concept de Common Follow Sets d’une expression régulière aux
automates finis homogènes. On a montré comment établir une liaison assez directe entre des systèmes de CFS
spécifiques et les arbres binaires complets. Ce lien est prouvé en utilisant un objet combinatoire appelé triangle
d’Ératosthène - Pascal. Cette correspondance permet de transformer la valeur qui nous intéresse (le nombre de
transitions) en une valeur assez naturelle associée aux arbres (le poids d’un arbre). En effet, construire un auto-
mate ayant un minimum de transitions revient à trouver un arbre de poids minimal. On a montré, d’une part,
que ce nombre de transitions est asymptotiquement équivalent à n(log2 n)
2 (la borne inférieure). D’autre part,
les tests expérimentaux montrent que pour les petites valeurs de n, les automates minimaux en nombre de tran-
sitions coïncident (en nombre et en taille) avec ceux obtenus par notre construction. Cela nous mène à suggérer
que notre réduction est finalement une minimisation pour les automates triangulaires.
Dans un dernier temps on a présenté une étude expérimentale concernant l’application des automates à
trous dans le domaine de la recherche approchée de motif dans les dictionnaires de mots. Contrairement aux
complexités théoriques, temps de recherche et espace de stockage exponentiels, nos expérimentations montrent
la linéarité de l’automate à trous.
Abstract
This work deals mainly with automata theory, mathematical logic and their applications.
In the first part, we use finite automata to prove the automaticity of several logical structures over finite words
written in a countable infinite alphabet. These structures involve predicates like ≺, clone and diff, where x ≺ y
holds if x is a strict prefix of y, clone(x) holds when the two last letters of x are equal, and diff(x) holds when
all letters of x are pairwise distinct. The automaticity results allow to deduce the decidability of logical theo-
ries associated with these structures. Other related decidability/undecidability results are obtained by logical
interpretation.
In the second part, we generalize the concept of Common Follow Sets of a regular expression to homogeneous
finite automata. Based on this concept and a particular class of binary trees, we devise an efficient algorithm to
reduce/minimize the number of transitions of triangular automata. On the one hand, we prove that the produ-
ced reduced automaton is asymptotically minimal, in the sense that for an automaton with n states, the number
of transitions in the reduced automaton is equivalent to n(log2 n)
2 , which corresponds at the same time to the
upper and the lower known bounds. On the other hand, experiments reveal that for small values of n, all mini-
mal automata are exactly those obtained by our reduction, which lead us to conjecture that our construction is
not only a reduction but a minimization.
In the last part, we present an experimental study on the use of special automata on partial words for the approxi-
mate pattern matching problem in dictionaries. Despite exponential theoretical time and space upper bounds,
our experiments show that, in many practical cases, these automata have a linear size and allow a linear search
time.
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