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Abstract
A dessin is a 2-cell embedding of a connected bipartite graph into
an orientable closed surface. An automorphism of a dessin is a per-
mutation of the edges of the underlying graph which preserves the
colouring of the vertices and extends to an orientation-preserving self-
homeomorphism of the supporting surface. A dessin is regular if its
automorphism group is transitive on the edges, and a regular dessin is
totally symmetric if it is invariant under all dessin operations. Thus
totally symmetric dessins possesses the highest level of external sym-
metry. In this paper we present a classification of totally symmetric
dessins with a nilpotent automorphism group of class three.
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1 Introduction
By Belyˇı’s theorem [1], a compact Riemann surface S, regarded as an alge-
braic curve, is definable over the field Q¯ of algebraic numbers if and only
if there is a non-constant meromorphic function β from S to the Riemann
sphere with at most three critical values. By composing β with a Möbius
transformation when necessary, these three critical points can be chosen as
{0, 1,∞}. Joining 0 and 1 with a single edge we obtain the trivial bipartite
map on the Riemann sphere, which lifts along β to a bipartite map on S:
The embedded bipartite graph is the preimage β−1[0, 1] of the closed inter-
val [0, 1], and the black and the white vertices are the preimages of 0 and 1
respectively.
The absolute Galois group G := Gal(Q¯/Q) has a natural action on the
coefficients of polynomials and rational functions which define the Riemann
surfaces and Belyˇı functions. In particular, it induces an action of G on the
bipartite maps. Grothendieck showed that this action is faithful [10], so we
have a combinatorial approach to G. Following Grothendieck such bipartite
maps will be called dessins.
A dessin D is regular if the associated Belyˇı function β is a regular
covering, in which case the automorphism group Aut(D) of D, the group
of covering transformations of β, acts transitively on the edges of D. Re-
cently, González-Diez and Jaikin-Zapirain have shown that the action of G
on dessins remains faithful when restricted to regular dessins [9].
An important problem in this field is the classification of regular dessins,
typically imposing certain conditions on the supporting surfaces, the embed-
ded graphs or the underlying automorphism groups [3, 5, 7, 8, 11, 12, 14, 15,
18, 20].
In this paper we investigate regular dessins with nilpotent automorphism
groups, with emphsis on totally symmetric ones, i.e., regular dessins which
are invariant under all dessin operations. As shown by Jones in [15], every
nilpotent regular dessin is covered by a nilpotent totally symmetric dessin.
Totally symmetric dessins with nilpotent automorphism groups of class one
and two have been classified in [11, 12]. The main result of the present paper
is a classification of totally symmetric dessins with nilpotent automorphism
groups of nilpotent class three, see Theorem 15.
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2 Algebraic theory of dessins
In this section we outline the algebraic theory of regular dessin and dessin
operations. For more details the reader is referred to [16] and [15].
Each dessin D on an orientable surface S determines a two-generator
transitive permutation group Mon(D) = 〈ρ, λ〉 on the edge set E of D: The
global orientation of S induces two permutations ρ and λ which cyclically
permute the edges incidenct with each black and each white vertice of D;
since the underlying graph of D is connected, the group Mon(D) = 〈ρ, λ〉 is
transitive. Let
F2 = 〈X, Y | −〉,
i.e., F2 is the free group of rank two. Then we have a transitive permutation
representation of F2 defined by
F2 → Mon(D), X 7→ ρ, Y 7→ λ.
In this representation the black and the white vertices correspond to the
orbits of the subgroups 〈X〉 and 〈Y 〉, respectively, and the faces correspond
to the oribits of 〈XY 〉, with incidence given by non-empty intersection.
The stabilizer N := StabF2(e) in F2 of an edge e is a subgroup of finite
index in F2. This subgroup is uniquely determined up to conjugacy. It will be
called the dessin subgroup associated with D. Moreover, an automorphism σ
of F2 sends N to Nσ, and hence transforms D to a dessin Dσ. In particular
if σ is an inner automorphism of F2, then N is conjugate to Nσ, and hence
D is isomorphic to Dσ. It follows that the outer automorphism group
Ω := Out(F2) = Aut(F2)/Inn(F2)
of F2 acts as the group of dessin operations on the isomorphism classes of
dessins. It is well known that Aut(F2) is genearated by the elementary
Nielsen transformations of the form
τ : X → Y, Y → X, pi1 : X → X, Y → Y
−1, pi : X → X−1, Y → Y,
ζ : X → XY, Y → Y, η : X → X, Y → Y X.
This is not a minimal set of generators. For instance we have
Proposition 1. Aut(F2) = 〈τ, pi, ζ〉 and Ω = 〈ωτ , ωpi, ωζ〉 where ωτ , ωpi, ωζ
are dessin operations induced by the automorphisms τ, pi, ζ of F2.
Proof. Note that pi1 = τpiτ and η = τζτ , we have Aut(F2) = 〈τ, pi, ζ〉, and
hence Ω = 〈ωτ , ωpi, ωζ〉.
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The operation ωτ on dessins transposes the black and white vertices while
preserves the faces and orientation. The operation ωpi reverses the orientation
around the black vertices while preserves it around the white vertices. It is
sometimes called the Petrie operation, since it transposes the faces with the
Petrie polygons (the zig-zag paths). Finally, let ι = pipi1, then the operation
ωι transforms a dessin into its mirror image by reversing the orientation
around the black and white vertices.
The most important dessins are regular dessins, in which both Mon(D)
and Aut(D) are regular permutation groups on E, and the associated dessin
subgroups N are normal in F2. In particular we have
Mon(D) ∼= Aut(D) ∼= F2/N.
In a regular dessin D one may identify D with the underlying set of G :=
Aut(D), and the groups Aut(D) and Mon(D) with the left and right regular
representations of G, respectively. So each regular dessin D gives rise to an
algebraic dessin – a triple (G, x, y) where x and y generate the stabilizers of
a pair of adjacent (black and white) vertices in G, and hence G = 〈x, y〉.
Moreover, for an automorphism σ ∈ Aut(F2)\Inn(F2), if the normal sub-
group N in F2 is σ-invariant, i.e., N = Nσ, then the assoicated regular
dessin D is invariant under the dessin operation ωσ, i.e., D ∼= Dσ. In this
case we say that the regular dessin D posseses the external symmetry σ.
More specifically, a regular dessin D will be called symmetric (resp. self-
Petrie-dual, reflexible) if it is invariant under the operation ωτ (resp. ωpi, ωι).
A regular dessin which is invariant under all dessin operations will be called
totally symmetric. It follows that a regular dessin is totally symmetric if and
only if the associated dessin subgroup N is characteristic in F2, in which case
we have a natural homomorphism Aut(F2) → Aut(G) where G ∼= F2/N . In
particular each of the following assignments extends to an automorphism of
G (By abuse of notation we have retained the Greek letters used above):
τ :x 7→ y, y 7→ x;
pi :x 7→ x−1, y 7→ y;
ζ :x 7→ xy, y 7→ y.
(1)
Define ι = piτpiτ and ν = ιτζτι. Then
ι : x 7→ x−1, y 7→ y−1 and ν : x 7→ x, y 7→ xy.
Lemma 2. Let (G, x, y) be a totally symmetric dessin, then 〈y〉 ∩ G′ =
〈y〉 ∩ 〈x,G′〉.
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Proof. It suffices to prove that 〈y〉∩〈x,G′〉 ⊆ G′. Assume that 〈y〉∩〈x,G′〉 =
〈yp
m
〉 where m is a nonnegative integer. Then
yp
m
= xrp
n
g1, (2)
where r and n are nonnegative integers, gcd(r, p) = 1, and g1 ∈ G′. Applying
τ to (2) we have
xp
m
= τ(yp
m
) = τ(xrp
n
g1) = τ(x
rpn)τ(g1) = y
rpnτ(g1). (3)
So we have yrp
n
= xp
m
τ(g1)
−1 ∈ 〈x,G′〉. By the minimality of m we have
m ≤ n.
If m = n, then applying ν = ιτζτι : x 7→ x, y 7→ xy to (2) we have
(xy)p
m
= ν(yp
m
) = ν(xrp
n
h) = xrp
m
ν(g1).
By Hall-Petrescu formula [2, Theorem A.1.3] (xy)pm = xpmypmg2 where g2 ∈
G′. So xp
m
yp
m
g2 = x
rpmν(g1), and hence x(1−r)p
m
yp
m
= ν(g1)g
−1
2 . It follows
that
xp
m
= x(1−r)p
m
xrp
m (2)
= x(1−r)p
m
yp
m
g−11 = ν(g1)g
−1
2 g
−1
1 ∈ G
′.
Therefore ypm = τ(xpm) = τ(ν(g1)g−12 g
−1
1 ) ∈ G
′.
On the other hand, if m < n, then by (2) and (3) we have
yp
m (2)
= xrp
n
g1 = (x
pm)rp
n−m
g1
(3)
= (yrp
n
τ(g1))
rpn−mg1 = y
r2p2n−mg3,
where g3 ∈ G′. So yp
m(1−r2p2n−2m) = g3 ∈ G′. Since gcd(r, p) = 1 and n > m,
we have gcd(p, 1− r2p2n−2m) = 1. Consequently ypm ∈ G′.
Proposition 3. [15] Let G be a finite two-generator group, then
(i) the setR(G) of isomorphism classes of regular dessinsD with Aut(D) ∼=
G corresponds bijectively to the set N (G) of normal subgroups N of F2
such that F2/N ∼= G.
(ii) The isomorphism classes of regular dessins D with Aut(D) ∼= G are in
one-to-one correspondence with the orbits of the action of Aut(G) on
the generating pairs of G.
Note that the number |R(G)| = |N (G)| is finite. Define
K(G) =
⋂
N∈N (G)
N.
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Then K(G), being the intersection of finitely many normal subgroups of fi-
nite index in F2, is normal of finite index in F2. Let U(G) be the regular
dessin associated with K(G), and G¯ = F2/K(G). Then U(G) is the smallest
regular dessin which covers all regular dessins in R(G). The construction of
U(G) and G¯ implies that U(G) is the unique regular dessin with an automor-
phism group isomorphic to G¯. The uniqueness implies that U(G) is totally
symmetric, and is defined over the field of rational numbers. In particular,
if G is nilpotent of class c, then so is G¯ [15].
Example 4. [15, Example 5.1] Let m,n be positive integers, and m | n. If
G ∼= Cn × Cm, the direct product of two cyclic groups of orders n and m,
then G¯ ∼= Cn×Cn, and U(G) is the nth degree Fermat dessin, corresponding
to the standard embedding of Kn,n [14] into the Fermat curve
xn0 + x
n
1 + x
n
2 = 0.
in P2(C).
For a regular dessin D = (G, x, y), the type of D is the triple (l, m, n)
where
l = o(x), m = o(y), n = o(xy),
the orders of the elements x, y and xy. It has genus g determined by the
Euler-Poincaré formula:
2− 2g = |G|(
1
l
+
1
m
+
1
n
− 1).
3 Nilpotent groups
In this section, we summarise some preliminary results on nilpotent groups
to be used later.
Let G be a group, the commutators of order n are defined recursively by
the rule
[x1, x2] = x
−1
1 x
−1
2 x1x2, [x1, x2, . . . , xn] = [[x1, x2, . . . , xn−1], xn], n > 2
where xi ∈ G. For subgroups H,K of G, the notation [H,K] will mean the
group generated by all [x, y] with x ∈ H and y ∈ K. In particular, [G,G]
is the commutator subgroup of G. We define recursively the nth derived
subgroup of G by the rule
G′ = G(1) = [G,G], G
′′
= G(2) = [G′, G′], G(n) = [G(n−1), G(n−1)], n ≥ 3.
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A group is solvable if the sequence
G ≥ G′ ≥ G
′′
≥ · · ·
terminates at the identity group in a finite number of steps, say G(d) = 1.
The number d is the derived length of G. In particular, G is called metabelian
if G′′ = 1. Moreover, the lower central series of G is
G = G1 ≥ G2 ≥ G3 ≥ · · ·
where G2 = [G,G] and Gi = [Gi−1, G] (i ≥ 3), and the upper central series
of G is
1 = Z0(G) ≤ Z1(G) ≤ Z2(G) ≤ · · ·
where Z1(G) = Z(G), the center of G, and Zi(G)/Zi−1(G) = Z(G/Zi−1(G))
(i ≥ 2). A group is nilpotent if its lower central series terminates at the
identity group in a finite number of steps. This is equivalent to that its upper
central series contains G in a finite steps [13]. If G is a nilpotent, then its
upper central series and lower central series have finite length and both have
the same length c. The number c is called the class of G. In general if G is
nilpotent of class c, then for each j (0 ≤ j ≤ c), Gc+1−j ≤ Zj(G) [23, Lemma
1.7.9]. So if c = 3 and j = 0, then G4 ≤ Z0(G) = 1. Since G(i) ≤ G2i [13,
Theorem III.2.12], we have G′′ = 1. That is, G is a metabelian group.
Lemma 5. [23, Proposition 2.1.5] Let G be a metabelian group, xi ∈ G
(i = 1, 2, . . . , n). If z ∈ G′, then
[z, x1, x2, . . . , xn] = [z, xα(1), xα(2), . . . , xα(n)].
where α is an arbitrary permutation of {1, 2, . . . , n}.
By Lemma 5, for brevity, we may define
[ix, jy] = [x, y, x . . .︸︷︷︸
i−1
x, y . . .︸︷︷︸
j−1
y].
where i and j are positive integers.
Lemma 6. [23, Proposition 2.1.6] Let G be a metabelian group generated by
x and y. Then for any s ≥ 2,
Gs = 〈[ix, (s− i)y], Gs+1 | i = 1, 2, · · · , s− 1〉.
Lemma 7. [23, Proposition 2.1.7] Let G be a metabelian group, x, y ∈ G.
Then for any positive integers m and n
[xm, yn] =
m∏
i=1
n∏
j=1
[ix, jy](
m
i )(
n
j). (4)
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Lemma 8. [23, Proposition 2.1.8] Let G be a metabelian group, x, y ∈ G.
Then for any integer m ≥ 2
(xy−1)m =xm
( ∏
i+j≤m
[ix, jy](
m
i+j)
)
y−m. (5)
Corollary 9. Let G be a nilpotent group of class 3, x, y ∈ G. Then for any
nonnegative integers m and n,
[xm, yn] = [x, y]mn[x, y, x]n(
m
2 )[x, y, y]m(
n
2),
(xy−1)m = xmy−m[x, y](
m
2 )[x, y, x](
m
3 )[x, y, y](
m
3 )−m(
m
2 ),
(xy)m = xmym[x, y]−(
m
2 )[x, y, x]−(
m
3 )[x, y, y](
m
3 )+(1−m)(
m
2 ),
where
(
m
j
)
= 0 if m < j.
Proof. These identities can be easily derived from Lemma 7 and 8.
Corollary 10. Let G be a nilpotent group of class 3, x, y ∈ G. Then for any
nonnegative integers i, j, k, l and m,
(xiyj)m = xmiymi[x, y]−ij(
m
2 )[x, y, x]−j(
i
2)(
m
2 )−i2j(
m
3 )[x, y, y]−i(
j
2)(
m
2 )+ij
2
(
(m3 )+(1−m)(
m
2 )
)
,
[xiyj, xkyl] = [x, y]il−jk[x, y, x]l(
i
2)−j(
k
2)[x, y, y]ijl−kjl+i(
l
2)−k(
j
2).
Proof. By Corollary 9, we have
(xiyj)m =xmiymi[xi, yj]−(
m
2 )[xi, yj, xi]−(
m
3 )[xi, yj, yj](
m
3 )+(1−m)(
m
2 )
=xmiymi
(
[x, y]ij[x, y, x]j(
i
2)[x, y, y]i(
j
2)
)−(m2 )
[
[x, y]ij[x, y, x]j(
i
2)[x, y, y]i(
j
2), xi
]−(m3 )
[
[x, y]ij[x, y, x]j(
i
2)[x, y, y]i(
j
2), yj
](m3 )+(1−m)(m2 )
=xmiymi[x, y]−ij(
m
2 )[x, y, x]−j(
i
2)(
m
2 )[x, y, y]−i(
j
2)(
m
2 )
[x, y, x]−i
2j(m3 )[x, y, y]ij
2
(
(m3 )+(1−m)(
m
2 )
)
=xmiymi[x, y]−ij(
m
2 )[x, y, x]−j(
i
2)(
m
2 )−i2j(
m
3 )
[x, y, y]−i(
j
2)(
m
2 )+ij2
(
(m3 )+(1−m)(
m
2 )
)
.
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[xiyj, xkyl] =[xi, xkyl]y
j
[yj, xkyl]
=[xi, yl]y
j
[yj, xk]y
l
=
(
[x, y]il[x, y, x]l(
i
2)[x, y, y]i(
l
2)
)yj(
[y, x]jk[y, x, y]k(
j
2)[y, x, x]j(
k
2)
)yl
=([x, y]y
j
)il([y, x]y
l
)jk[x, y, x]l(
i
2)−j(
k
2)[x, y, y]i(
l
2)−k(
j
2)
=([x, y][x, y, yj])il([y, x][y, x, yl])jk[x, y, x]l(
i
2)−j(
k
2)[x, y, y]i(
l
2)−k(
j
2)
=[x, y]il−jk[x, y, x]l(
i
2)−j(
k
2)[x, y, y]ijl−kjl+i(
l
2)−k(
j
2).
Lemma 11. [13, Chapter III, Theorem 3.15] Let G be a p-group and Φ(G)
the Frattini subgroup of G. If |G/Φ(G)| = pd, then every minimal generating
set of G contains exactly d elements. In particular, G = 〈xi | i = 1, 2, . . . , d〉
if and only if G/Φ(G) = 〈xiΦ(G) | i = 1, 2, . . . , d〉.
4 Nilpotent totally symmetric dessins of class
three
The rest of the paper is devoted to the classification of totally symmetric
dessins D = (G, x, y) with a nilpotent automorphism group G of class three.
Since each nilpotent group is a direct product of its Sylow subgroups, it
suffices to consider the case when G is a p-group of class three. For simplicity
such a dessin will be called a totally symmetric p-dessin of class three. In
this section we give conventions and prove several lemmas.
Let D = (G, x, y) be a totally symmetric p-dessin of class three. Define
z = [x, y], u = [z, x] = [x, y, x] and v = [z, y] = [x, y, y]
Since D is totally symmetric, by Eq. (1) each of the following assignments
extends to an automorphism of G ∼= F2/N :
τ :x 7→ y, y 7→ x;
pi :x 7→ x−1, y 7→ y;
ζ :x 7→ xy, y 7→ y;
ι :x 7→ x−1, y 7→ y−1;
ξ :x 7→ xy−1, y 7→ y.
where ι = piτpiτ and ξ = ζ−1.
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Lemma 12. Let (G, x, y) be a totally symmetric p-dessin of class three, and
denote z = [x, y], u = [z, x] and v = [z, y]. Then under the automorphisms τ ,
pi, ζ, ι and ξ of G the images of z, u and v are summarised in the following
table.
x y z u v
τ y x z−1 v−1 u−1
pi x−1 y z−1u u v−1
ζ xy y zv uv v
ι x−1 y−1 zu−1v−1 u−1 v−1
ξ xy−1 y zv−1 uv−1 v
Proof. Since xτ = y and yτ = x, we have
zτ = [x, y]τ = [xτ , yτ ] = [y, x] = z−1,
uτ = [z, x]τ = [zτ , xτ ] = [z−1, y] = [z, y]−1 = v−1,
vτ = [z, y]τ = [zτ , yτ ] = [z−1, x] = [z, x]−1 = u−1.
The proof for other cases is similar and is left to the reader.
Now assume that
o(x) = pa, o(z) = pb and o(u) = pc,
where a, b, c are nonnegative integers. By Lemma 6, G3 = 〈u, v〉 and G2 =
G′ = 〈z, G3〉. Define H = 〈G′, x〉. Then G = 〈H, y〉 and H E G. Assume
that
〈x〉 ∩G′ = 〈xp
d
〉 and 〈y〉 ∩H = 〈yp
e
〉
where d, e are nonnegative integers. In other words, d and e are the smallest
nonnegative integers i and j such that xpi ∈ G′ and ypj ∈ H . Note that
〈y〉 ∩G′ = τ(〈x〉 ∩G′) = τ(〈xp
d
〉) = 〈τ(xp
d
)〉 = 〈yp
d
〉
By Lemma 2 〈y〉 ∩H = 〈y〉 ∩G′, we have d = e. Assume that
xp
d
= zlumvn, (6)
where l, m, n are nonnegative integers such that 0 ≤ l < pb and 0 ≤ m,n < pc.
Then
yp
d
= τ(xp
d
) = τ(zlumvn) = z−lv−mu−n. (7)
Lemma 13. Let (G, x, y) be a totally symmetric p-dessin of class three. Then
with the above notation the following statements hold true:
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(i) o(y) = o(x) and o(u) = o(v);
(ii) 〈u〉 ∩ 〈v〉 = 〈z〉 ∩G3 = 〈x〉 ∩ 〈v〉 = 〈y〉 ∩ 〈u〉 = 1;
(iii) 1 ≤ c ≤ b ≤ d ≤ a;
(iv) n = 0.
Proof. (i) By Lemma 12, the automorphism τ of G transposes x and y, and
u and v−1. So o(y) = o(τ(y)) = o(x) and o(u) = o(τ(u)) = o(v−1) = o(v).
(ii) Assume that 〈u〉 ∩ 〈v〉 = 〈vh〉. Since o(u) = o(v), we have uh = vhf
for some f coprime to p. Applying the automorphism ζ to the relation we
obtain that ζ(uh) = ζ(vhf). By Lemma 12 ζ(uh) = ζ(u)h = (uv)h = uhvh
and ζ(vhf) = vhf = uh. It follows that uhvh = uh, and hence vh = 1. This
proves that 〈u〉 ∩ 〈v〉 = 1.
Moreover, assume that 〈z〉 ∩ 〈u, v〉 = 〈zk〉. Then zk = uivj for some
integers i and j. Applying τ to the relation we get τ(zk) = τ(uivj). By
Lemma 12 we have τ(zk) = τ(z)k = z−k = u−iv−j and τ(uivj) = τ(u)iτ(v)j =
u−jv−i. It follows that ui−j = vi−j . Recall that o(u) = o(v) = pc and
〈u〉 ∩ 〈v〉 = 1. So we have i ≡ j (mod pc), and hence
zk = uivi.
Applying ζ to the relation we get ζ(zk) = ζ(uivi). By Lemma 12 we have
ζ(zk) = ζ(z)k = (zv)k = zkvk and ζ(uivi) = ζ(u)iζ(v)i = uiv2i. So we obtain
that zk = uiv2i−k. Comparing this with previous relation we get vi−k = 1.
So i ≡ k (mod pc). On the other hand, applying ι to the relation zk = uivi
we deduce that zk = uk−ivk−i. Since i ≡ k (mod pc) and o(u) = o(v) = pc,
we obtain that zk = 1. Consequently 〈z〉 ∩ 〈u, v〉 = 1.
Finally, assume that 〈x〉 ∩ 〈v〉 = 〈xi〉 where i ≥ 0. Then xi = vj for some
integer j. Applying τ to the relation we have yi = τ(xi) = τ(vj) = u−j. By
Lemma 9 and Lemma 12 we have
vj = ξ(vj) = ξ(xi) = (xy−1)i = xiy−iz(
i
2)u(
i
3)v(
i
3)−i(
i
2) = z(
i
2)uj+(
i
3)vj+(
i
3)−i(
i
2),
which is equivalent to
z−(
i
2) = uj+(
i
3)v(
i
3)−i(
i
2).
Recall that 〈u〉 ∩ 〈v〉 = 〈z〉 ∩ 〈u, v〉 = 1, so we have(
i
2
)
≡ 0 (mod pb), (8)(
i
3
)
≡ −j (mod pc), (9)(
i
3
)
≡ i
(
i
2
)
(mod pc). (10)
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By induction we deduce that up
b
= [z, x]p
b
= [zp
b
, x] = 1. Recall that
o(u) = pc. So we get c ≤ b. So by (8) we have
(
i
2
)
≡ 0 (mod pc). Hence
(10) is reduced to
(
i
3
)
≡ 0 (mod pc). Consequently, (9) is reduced to j ≡ 0
(mod pc). Therefore by the assumption 〈x〉 ∩ 〈v〉 = 1. Applying τ we also
have 〈y〉 ∩ 〈u〉 = τ(〈x〉 ∩ 〈v〉) = 1.
(iii) Since G has class 3, G4 = 1 and G3 > 1. Recall that G3 = 〈u, v〉
and o(u) = o(v) = pc. So we have c ≥ 1. In the proof of (ii) we have already
shown c ≤ b. Moreover, by Corollary 9 we have [x, yp
d
] = zp
d
v(
pd
2 ). By (7)
we also have
[x, yp
d
] = [x, z−lv−mu−n] = [x, z−l] = [x, z]−l = ul.
It follows that zp
d
v(
pd
2 ) = ul, which implies that zp
d
= ulv−(
pd
2 ). By Lemma 13,
〈z〉 ∩ 〈u, v〉 = 〈u〉 ∩ 〈v〉 = 1. So the above relation implies that zp
d
= 1. Con-
sequently b ≤ d.
(iv) Applying pi to (6) and by Lemma 12 we have
x−p
d
= pi(xp
d
) = pi(zlumvn) = z−lul+mv−n
Combining this with (6) we deduce that z−lul+mv−n = z−lu−mv−n, or equiv-
alently, ul+2m = 1. Hence
l + 2m ≡ 0 (mod pc). (11)
On the other hand, applying ξ to (6) we have
zlumv−l−m+n = ξ(zlumvn) = ξ(xp
d
) = (xy−1)p
d
= xp
d
y−p
d
z(
pd
2 )u(
pd
3 )v(
pd
3 )−p
d(p
d
2 )
= (zlumvn)(zlunvm)z(
pd
2 )u(
pd
3 )v(
pd
3 )−pd(
pd
2 )
= z2l+(
pd
2 )um+n+(
pd
3 )vm+n+(
pd
3 )−pd(
pd
2 ).
Hence
z−l−(
pd
2 ) = un+(
pd
3 )vl+2m+(
pd
3 )−p
d(p
d
2 ).
By (ii), 〈z〉 ∩ 〈u, v〉 = 〈u〉 ∩ 〈v〉 = 1. It follows that
l +
(
pd
2
)
≡ 0 (mod pb), (12)
n+
(
pd
3
)
≡ 0 (mod pc), (13)
l + 2m+
(
pd
3
)
− pd
(
pd
2
)
≡ 0 (mod pc). (14)
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By (iii), c ≤ d. so pd
(
pd
2
)
≡ 0 (mod pc). Combining this with (11) the
congruence (14) is reduced to
(
pd
3
)
≡ 0 (mod pc). (15)
Hence (13) is reduced to n ≡ 0 (mod pc).
Corollary 14. The values of numberical parameters l, m, n and a, b, c, d de-
fined above bolong to one of the following cases:
(A) p is odd,
(i) p > 3 and l = m = n = 0 and 1 ≤ c ≤ b ≤ d = a;
(ii) p = 3 and l = m = n = 0 and either 1 ≤ c < b = d = a or
1 ≤ c ≤ b < d = a;
(B) p = 2,
(iii) l = m = n = 0 and 1 ≤ c ≤ b < d = a,
(iv) l = n = 0 and m = 2c−1 and 1 ≤ c ≤ b ≤ d− 1 = a− 2,
(v) l = 2b−1 and m = n = 0 and 1 ≤ c ≤ b− 1 and b = d = a− 1,
(vi) l = 2b−1, m = q = 2c−1, n = 0 and 1 ≤ c ≤ b−1 and b = d = a−1.
Proof. By Lemma 13(iv), n = 0, so Eqs. (6) and (7) are reduced to
xp
d
= zlum and yp
d
= z−lv−m. (16)
Applying ι to the first relation we have
zlu−l−mv−l = ι(zlum) = ι(xp
d
) = x−p
d
= z−lu−m,
so we obtain z2l = ulvl. Since 〈z〉∩〈u, v〉 = 〈u〉∩〈v〉 = 1 (see Lemma 13(ii)),
we get
2l ≡ 0 (mod pb), (17)
l ≡ 0 (mod pc). (18)
Combining (18) with (11) we obtain that
2m ≡ 0 (mod pc). (19)
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Case (A). If p is odd, by (17) and (19) we have l = m = 0. Hence by the
first relation in (16) we have xpd = 1. Therefore d = a. Combining this with
Lemma 13(iii) we thus obtain 1 ≤ c ≤ b ≤ d = a. Eq. (15) motivates us to
distinguish two subcases.
Subcase (i). p > 3.
In this case, (15) is automatically satisfied.
Subcase (ii). p = 3.
Since 3d−1||
(
pd
3
)
, by (15), we have c < d. So either 1 ≤ c < b = d = a or
1 ≤ c ≤ b < d = a.
Case (B). If p = 2, then by (17) and (19) we have one of the following four
subcases: (iii) l = m = 0; (iv) l = 0 and m = 2c−1; (v) l = 2b−1 and m = 0;
(vi) l = 2b−1 and m = 2c−1.
Subcase (iii). l = m = 0.
In this case, Eq. (12) is reduced to
(
2d
2
)
≡ 0 (mod 2b), so b ≤ d− 1; The
first relation in (16) is reduced to xp
d
= 1, so d = a. Combining these the
inequality in Lemma 13(iii), we get 1 ≤ c ≤ b ≤ d− 1 = a− 1.
Subcase (iv). l = 0 and m = 2c−1.
In this case, Eq. (12) is also reduced to
(
2d
2
)
≡ 0 (mod 2b), so b ≤ d− 1;
the first relation in (16) is reduced to xp
d
= u2
c−1
, so d = a − 1. Combining
these with the inequalities in Lemma 13(iii)-(iv) we thus obtain 1 ≤ c ≤ b ≤
d− 1 = a− 2.
Subcase (v). l = 2b−1 and m = 0.
In this case, Eq. (12) is reduced to 2b−1 +
(
2d
2
)
≡ 0 (mod 2b). By (18) we
have 2b−1 ≡ 0 (mod 2c). So c ≤ b− 1 and b = d. Note that the first relation
in (16) is reduced to xp
d
= z2
b−1
, so d = a − 1. Combining these with the
inequalities in Lemma 13(iii)-(iv) we thus obtain 1 ≤ c ≤ b = d = a− 1
Subcase (vi). l = 2b−1 and m = 2c−1.
In this case, Eq. (12) is reduced to 2b−1 +
(
2d
2
)
≡ 0 (mod 2b). By (18) we
have 2b−1 ≡ 0 (mod 2c). So c ≤ b− 1 and b = d. Note that the first relation
in (16) is reduced to xp
d
= z2
b−1
u2
c−1
, so d = a − 1. Combining these with
the inequalities in Lemma 13(iii)-(iv) we thus obtain 1 ≤ c ≤ b = d = a− 1
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5 Classification
The following theorem is the main result of the paper.
Theorem 15. Let D = (G, x, y) be a totall symmetric dessin. If G is a
p-group of class three, then G is isomorphic to one of the following groups:
(A) p is odd,
(i) p > 3 and 1 ≤ c ≤ b ≤ a,
G = 〈x, y|xp
a
= yp
a
= zp
b
= up
c
= vp
c
= [x, u] = [x, v] =
[y, u] = [y, v] = 1, z := [x, y], u := [z, x], v := [z, y]〉.
(ii) p = 3 and 1 ≤ c < b = a or 1 ≤ c ≤ b ≤ a− 1,
G = 〈x, y|x3
a
= y3
a
= z3
b
= u3
c
= v3
c
= [x, u] = [x, v] =
[y, u] = [y, v] = 1, z := [x, y], u := [z, x], v := [z, y]〉.
(B) p = 2,
(iii) 1 ≤ c ≤ b ≤ a− 1,
G = 〈x, y|x2
a
= y2
a
= z2
b
= u2
c
= v2
c
= [x, u] = [x, v] = [y, u] = [y, v] = 1,
z := [x, y], u := [z, x], v := [z, y]〉.
(iv) 1 ≤ c ≤ b ≤ a− 2,
G = 〈x, y|x2
a
= y2
a
= z2
b
= u2
c
= v2
c
= [x, u] = [x, v] = [y, u] = [y, v] = 1,
x2
a−1
= u2
c−1
, y2
a−1
= v2
c−1
, z := [x, y], u := [z, x], v := [z, y]〉.
(v) 1 ≤ c ≤ a− 2,
G = 〈x, y|x2
a
= y2
a
= z2
a−1
= u2
c
= v2
c
= [x, u] = [x, v] = [y, u] = [y, v] = 1,
x2
a−1
= z2
a−2
, y2
a−1
= z2
a−2
, z := [x, y], u := [z, x], v := [z, y]〉.
(vi) 1 ≤ c ≤ a− 2,
G = 〈x, y|x2
a
= y2
a
= z2
a−1
= u2
c
= v2
c
= [x, u] = [x, v] = [y, u] = [y, v] = 1,
x2
a−1
= z2
a−2
u2
c−1
, y2
a−1
= z2
a−2
v2
c−1
, z := [x, y], u := [z, x], v := [z, y]〉.
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Moreover, each of the above groups underlies a unique regular desssin, and
the groups from distinct families, or from the same family but with distinct
parameters, are not isomorphic.
Proof. By the assumption we have G = 〈x, y〉. Define z = [x, y], u = [z, x]
and v = [z, y]. Since G is of class three, G is metabelan. So by Lemma 13(i),
o(x) = o(y) and o(u) = o(v). Define o(x) = pa, o(z) = pb and o(u) = pc.
By Lemma 6, G3 = 〈u, v〉 and G2 = 〈z, u, v〉. Let H = 〈x, z, u, v〉. Then we
obtain a series of normal subgroups of G:
1 ≤ G3 ≤ G2 ≤ H ≤ G,
where G2/G3 = 〈zG3〉, H/G2 = 〈xG2〉 and G/H = 〈yH〉 are all cyclic
groups. Assume that 〈x〉 ∩ G2 = 〈xp
d
〉 where d is a nonnegative integer.
Then xpd = zlumvn where l, m, n are nonnegative integers such that
0 ≤ l < pb and 0 ≤ m,n < pc.
By Lemma 2, 〈y〉 ∩H = 〈y〉 ∩G2. Since 〈y〉 ∩G2 = τ(〈x〉 ∩G2), we have
〈y〉 ∩H = τ(〈x〉 ∩G2) = τ(〈x
pd〉) = 〈yp
d
〉.
We have ypd = τ(xpd) = τ(zlumvn) = z−lv−mu−n. By Lemma 13(iv), n = 0.
Therefore, by Lemma 13(ii) the group G has a presentation
G = 〈x, y | xp
a
= yp
a
= zp
b
= up
c
= vp
c
= [x, u] = [x, v] = [y, u] = [y, v] = 1,
xp
d
= zlum, yp
d
= z−lv−m, z := [x, y], u := [z, x], v := [z, y]〉,
By filling the numerical conditions proved in Corollary 14 the presentation
is simplified to the stated forms.
To show that the group G underlies a unique regular dessin, by Proposi-
tion 3(ii) it is sufficient to show that Aut(G) is transitive on the generating
pairs of G. By Burnside’s Basis Theorem each generating pair (x1, y1) of G
can be written as the form
(x1, y1) = (x
i1yi2zi3ui4vi5, xj1yj2zj3uj4vj5)
where
i1j2 − i2j1 6≡ 0 (mod p). (20)
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So it suffices to verify that the assignment x 7→ x1, y 7→ y1 extends to a group
automorphism of G. Define z1 = [x1, y1], u1 = [z1, x1] and v1 = [z1, y1]. Then
z1 =[x1, y1] = [x
i1yi2zi3ui4vi5 , xj1yj2zj3uj4vj5]
=[xi1yi2zi3 , xj1yj2zj3 ]
=[xi1yi2, xj1yj2zj3 ][zi3 , xj1yj2zj3 ]
=[xi1yi2, xj1yj2][xi1yi2, zj3][zi3 , xj1yj2]
=zi1j2−i2j1uj2(
i1
2 )−i2(
j1
2 )vi1i2j2−j1i2j2+i1(
j2
2 )−j1(
i2
2 )
[xi1 , zj3][yi2, zj3 ][zi3 , yj2][zi3 , xj1]
=zLuMvN ,
where
L =i1j2 − i2j1, (21)
M =j2
(
i1
2
)
− i2
(
j1
2
)
− i1j3 + i3j1, (22)
N =i1i2j2 − j1i2j2 + i1
(
j2
2
)
− j1
(
i2
2
)
− i2j3 + i3j2. (23)
We also have
u1 =[z1, x1] = [z
LuMvN , xi1yi2zi3ui4vi5] = [zL, xi1yi2zi3 ]
=[zL, xi1yi2] = [zL, yi2][zL, xi1 ] = uLi1vLi2 ,
and
v1 :=[z1, y1] = [z
LuMvN , xj1yj2zj3uj4vj5] = [zL, xj1yj2zj3 ]
=[zL, xj1yj2] = [zL, yj2][zL, xj1] = uLj1vLj2.
Clearly, in each case
zp
b
1 = u
pc
1 = v
pc
1 = [x1, u1] = [x1, v1] = [y1, u1] = [y1, v1] = 1.
In what follows we verify that x1 and y1 fulfil the remaining defining relations
case by case.
Case (i). p > 3, 1 ≤ c ≤ b ≤ d = a.
In this case we need to show that xp
a
1 = 1 and y
pa
1 = 1. By Corollary 9
and Corollary 10 we have
xp
a
1 =(x
i1yi2zi3ui4vi5)p
a
=
(
(xi1yi2)zi3
)pa
ui4p
a
vi5p
a
=(xi1yi2)p
a
zi3p
a
[xi1yi2, z]−i3(
pa
2 )ui4p
a
vi5p
a
=xi1p
a
yi2p
a
zRuSvT = zRuSvT ,
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where
R =i3p
a − i1i2
(
pa
2
)
, (24)
S =− i2
(
i1
2
)(
pa
2
)
− i21i2
(
pa
3
)
+ i1i3
(
pa
2
)
+ i4p
a, (25)
T =− i1
(
i2
2
)(
pa
2
)
+ i1i
2
2
((pa
3
)
+ (1− pa)
(
pa
2
))
+ i2i3
(
pa
2
)
+ i5p
a. (26)
Recall that p > 3 is odd, so pa|
(
pa
2
)
and pa|
(
pa
3
)
. So pa | R, pa | S and pa | T ,
and hence xp
a
1 = 1. Similarly, y
pa
1 = 1.
Case (ii). p = 3 and 1 ≤ c < b = d = a or 1 ≤ c ≤ b < e = d = a.
Note that 3a|
(
3a
2
)
and 3a−1|
(
3a
3
)
. Using similar arguements as in (i) it is
straightforward to verify that x3
a
1 = 1 and y
3a
1 = 1.
Case (iii). p = 2 and 1 ≤ c ≤ b ≤ d− 1 = a− 1.
Note that 2a−1|
(
2a
2
)
and 2a|
(
2a
3
)
. Using similar arguements as in (i) it is
straightforward to verify that x2
a
1 = 1 and y
2a
1 = 1.
Case (iv). p = 2 and 1 ≤ c ≤ b ≤ e− 1 = a− 2.
Using similar arguements as in (i) it is easy to prove that x2a1 = y
2a
1 = 1.
Since 2a−2|
(
2a−1
2
)
and 2a−1|
(
2a−1
3
)
, we have
x2
a−1
1 = x
i12a−1yi22
a−1
= ui12
c−1
vi22
c−1
and
u2
c−1
1 = u
Li12c−1vLi22
c−1
= ui12
c−1
vi22
c−1
.
So x2a−11 = u
2c−1
1 . Similarly, y
2a−1
1 = v
2c−1
1 .
Case (v). p = 2 and 1 ≤ c ≤ b− 1 = d− 1 = a− 2.
Using similar arguements as in (i) it is easy to prove that x2
a
1 = y
2a
1 = 1.
Since 2a−2|
(
2a−1
2
)
and 2a−1|
(
2a−1
3
)
, we have
x2
a−1
1 = x
i12a−1yi22
a−1
z−i1i22
a−2(2a−1−1)
= z(i1+i2−i1i2(2
a−1−1))2a−2 = z2
a−2
and
z2
a−2
1 = z
(i1j2−i2j1)2a−2 = z2
a−2
.
Hence x2a−11 = z
2a−2
1 . Similarly, y
2a−1
1 = z
2a−2
1 .
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Case (vi). p = 2 and 1 ≤ c ≤ b− 1 = d− 1 = a− 2.
Using similar arguements as in (i) it is easy to prove that x2a1 = y
2a
1 = 1.
Since 2a−2|
(
2a−1
2
)
and 2a−1|
(
2a−1
3
)
, we have
x2
a−1
1 = x
i12a−1yi22
a−1
z−i1i22
a−2(2a−1−1) = z(i1+i2−i1i2(2
a−1−1))2a−2ui12
c−1
vi22
c−1
= z2
a−2
ui12
c−1
vi22
c−1
and
z2
a−2
1 u
2c−1
1 = z
(i1j2−i2j1)2a−2uLi12
c−1
vLi22
c−1
= z2
a−2
ui12
c−1
vi22
c−1
.
Hence x2
a−1
1 = z
2a−2
1 u
2c−1
1 . Similarly, y
2a−1
1 = z
2a−2
1 v
2c−1
1 .
Finally, to prove the isomorphism relations between the groups we sum-
marize the invariant types of G′ and Gab = G/G′ as follows.
Case G′ Gab Condition
(i) Cpc × Cpc × Cpb Cpa × Cpa 1 ≤ c ≤ b ≤ a
(ii) C3c × C3c × C3b C3a × C3a 1 ≤ c < b ≤ a or 1 ≤ c ≤ b ≤ a− 1
(iii) C2c × C2c × C2b C2a × C2a 1 ≤ c ≤ b ≤ a− 1
(iv) C2c × C2c × C2b C2a−1 × C2a−1 1 ≤ c ≤ b ≤ a− 2
(v) C2c × C2c × C2a−1 C2a−1 × C2a−1 1 ≤ c ≤ a− 2
(vi) C2c × C2c × C2a−1 C2a−1 × C2a−1 1 ≤ c ≤ a− 2
It is clear that the groups are pairwise non-isomorphic, except possibly the
groups from (v) and (vi). But each of the groups has a unique presentation,
so by comparing the presentations we find that every group from (v) is not
isomorphic to any group from (vi), as claimed.
Corollary 16. Let G be a group from Theorem 15. Then the size of the
group G and its automorphism group Aut(G), and the type and genus of the
associated totally symmetric dessin D with Aut(D) ∼= G are summarized as
follows.
G |G| |Aut(G)| Type of D Genus of D
(i) p2(a+c)+b p4a+2b+4c−3(p+ 1)(p− 1)2 (pa, pa, pa) pa+b+2c(pa − 3)/2 + 1
(ii) 32(a+c)+b 24 · 34a+2b+4c−3 (3a, 3a, 3a) 3a+b+2c+1(3a−1 − 1)/2 + 1
(iii) 22(a+c)+b 3 · 24a+2b+4c−3 (2a, 2a, 2a) 2a+b+2c−1(2a − 3) + 1
(iv) 22(a+c)+b−2 3 · 24a+2b+4c−7 (2a, 2a, 2a) 2a+b+2c−3(2a − 3) + 1
(v) 23a+2c−3 3 · 26a+4c−9 (2a, 2a, 2a) 22a+2c−4(2a − 3) + 1
(vi) 23a+2c−3 3 · 26a+4c−9 (2a, 2a, 2a) 22a+2c−4(2a − 3) + 1
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Remark 1. In [2, Research problems and themes I 35(a)], Berkovich and
Janko posed a problem of studying p-group G with |G : Φ(G)| = pd satisfying
|Aut(G)| = (pd − 1)(pd − p) . . . (pd − pd−1)|Φ(G)|d,
that is, G is a d-generator p-group whose automorphism group Aut(G) acts
transitively on its generating d-tuples. Theorem 15 and Corollary 16 is an
answer to this problem for d = 2 and c(G) = 3.
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