Abstract
offline experiments, the RPs for the prediction of a forthcoming self-paced movement 119 66.6±121 ms and 167±68 ms before the action onset with an average maximum true 120 positive rate (TPR) of 82.5±7.8 and 0.76±0.07, respectively. More recently, Xu et al. 121 showed the online detection of MRCPs with a TPR up to 0.79 [17] . However, the peak 122 of decoding performance is achieved about 300 ms after the movement onset, unlike 123 our approach for the prediction of movement intention that works before the movement 124 onset.
125
Following the main goal of this study, we recorded EEG signals from 18 healthy VDrift software on the screen (experimental setup can be seen in Figure 1 .a). The 147 participants were asked to drive the virtual car along a highway with soft turns, at a 148 speed of 100 Km/h, using the steering wheel, accelerate/brake pedals. There was no 149 other car on the virtual road. Visual cues were provided to the subjects at random shown on a projection screen for six of the subjects (see Figure 1 .a: the size of the 152 screen was 100 inch and placed approximately 1.5 meter from the subject's seat). For 153 the remaining participants we used three 27 inch 3D monitors.
154
During the task one or more warning stimuli predicted the imperative stimulus
155
(see Figure 1 .b and c). This design allowed us to test the difference between predictable an action (No-go), and imperative ones (Go). At a random time point during driving, 158 a visual cue appeared at the center of the screen showing a count-down from '4' to 159 '1', in seconds, followed by a text cue 'Stop'. Upon this cue subjects were instructed 160 to immediately push the brake pedal. After a given period, a similar count-down of 4 161 seconds appeared, but this time it was followed by a 'Start' cue. Upon the onset of 162 this cue subjects had to push the acceleration pedal briskly. The interval between two 163 count-downs was drawn from a uniform distribution in the range of [10 20] s (mean and 164 standard deviation of 15 ± 2.87). In this paradigm, cues with numbers ('4', '3', '2', 165 '1') corresponded to the warning stimuli, predicting the appearance of the imperative 166 stimulus ('Start'/'Stop'). The size of stimulus (0.1 rad) in the driver's visual field was 167 similar for both setups (i.e. using the projection screen and the 3D monitors).
168
As can be seen in Figure 1 .c, we defined two types of trials in our experiment: 
175
'Start/Stop' cue, in which subjects were supposed to perform an action, is defined as a
176
Go epoch.
177
Each subject performed one experimental session composed of four runs of 15 178 minutes, each with resting periods of 5-10 min in between. Each session contained 179 an average of 91 ± 9.5 and 86 ± 9.5 trials for Drive and Brake trials, respectively.
180
During the Drive trials the car was stopped, and during the Brake trials, the car was 181 moving and subjects were continuously pressing the gas pedal fully. Therefore, the visual 182 information flow was richer in the Brake trials than in the Drive trials. Moreover, the 183 Brake trials required a different movement, switching from the gas pedal to the brake 184 pedal, while for Drive trials the subject only had to press the gas pedal. To reduce 185 EEG contamination due to movement artifacts , the subjects were instructed to fixate 186 a cross (size is around 0.02 rad) on the center of the screen to minimize facial or eye 187 movements during the appearance of the stimuli.
188
For 10 (out of 18) subjects we also provided their Reaction-time (RT) after the 189 Brake trials as a behavioral feedback. We hypothesized this feedback can help subjects 190 to better synchronize their actions (pressing the brake pedal) with the onset of the 191 imperative cue ('Stop'). To summarize, we defined two sets of recordings, Group1
192
and Group2. Group1 included the recordings of subjects S1-S9, in which no feedback 193 was provided to the subjects (S1-S6 with flat screen, S7-S9 with 3D screens). Group2 194 contained the recordings of subjects S10-S18, where the subjects received RT feedback 195 for the Brake trials (all subjects worked with 3D screens). 
Data acquisition and preprocessing

197
The EEG was acquired using 64 electrodes arranged in the modified 10-20 international The EEG data were spatially filtered by a common average reference (CAR) [18] . (w1), 300 ms (w2), 400 ms (w3), and 500 ms (w4), respectively before the onset of the 253 cues '3', '2', '1', and 'Start'/'Stop' (see Figure 2 ). Noting that, even though a smaller 254 window has been used for this study, we still kept the same number of features; 4 equally 255 spaced time points, in which the last one is the last time point of the window.
256
We tested the performance of these models using a sliding window with step of Go epochs, we generate a set of 'random classifiers' to estimate the 'chance level'. For 265 that, we shuffle the training labels and perform 1000 times the 4-fold cross validation.
266
Therefore, the Null hypothesis is that the results of the original classification can be 267 drawn from a distribution generated by a set of random classifiers. If the classification 268 performance is out of the 95% of the distribution, we reject the Null hypothesis. Training windows for the movement detection classifier. Four different models were built using the features extracted from a window of size 500 ms that ended at 200 ms (w1), 300 ms (w2), 400 ms (w3), and 500 ms (w4), respectively before the onset of the cues ('3', '2', '1', 'Start'/'Stop'). The segments that appeared before the warning stimulus were No-go epochs, whereas those appeared just before the imperative stimulus ('Start'/'Stop') were Go epochs. For testing (bottom trace), a similar window (500 ms) is used for extracting the features. Unlike the training phase, these windows were not time-locked but shifted with a step of 62.5 ms continuously.
the distribution of the timing of EMG onset for the Drive and Brake trials. This classifier trained with single electrode data is sufficient for the single trial classification.
327
This can potentially be due to the pre-processing using the WAVG spatial filter, which Figure 4. Individual classification performance for Brake trials. Subjects S1-S9, Group 1, did not receive RT feedback (S1-S6 with projection screen, S7-S9 with 3D screens), whereas subjects S10-S18, Group 2, with 3D screen and received RT feedback for the Brake trials. ROC curves and mean AUC values for all subjects (4-fold cross-validation). The dotted red line represents random performance and solid lines represents the ROC curves for each of the 4 folds. The mean AUC values are shown at the bottom of each ROC curve. Figure 5. Individual classification performance for Drive trials. Subjects S1-S9, Group 1, did not receive RT feedback (S1-S6 with projection screen, S7-S9 used 3D screens), whereas subjects S10-S18, Group 2, used 3D screen and received RT feedback for the Brake trials. ROC curves and mean AUC values for all subjects (4-fold cross-validation). The dotted red line represents random performance and solid lines represent the ROC curves for each of the 4 folds. The mean AUC values are shown at the bottom of each ROC curve. the 'Go' signal with the foot already placed on the gas pedal and just needs to push 387 it, whereas, for the Brake trials the subject has to first release the gas pedal, move the 388 foot to the brake pedal and then push it.
389
Thirdly, movement detection using the moving window shows that these 390 anticipatory potentials can be detected as early as 320±200 ms before the imperative . Performance of classifiers trained on different windows: on the left, the peak detection rates are indicated and on the right, the timing of the peak detection rates for various training windows (w1: 200 ms, w2: 300 ms, w3: 400 ms, w4: 500 ms). No statistical differences in the peak GDR were found across all training windows, what it is not the case for the latency. The earlier the training window, the earlier the GDR peak is detected.
Conclusions and Future works
398
This study presents and demonstrates the possibility of discriminating the anticipation- intentions. Predicting the driver's will can be beneficial as the driving assistance system 414 will be aligned with the driver's intention. Thus, in the scenario of the traffic lights 415 described in this paper, the driving assistance system can exploit the BCI output to 416 provide support as follows. In the case that the driver is not aware of the traffic light 417 changing colors, no anticipatory brain potentials are generated and the BCI detects no 418 intention to execute a movement. The driving assistant could then provide a warning an emergency brake at the last moment that may cause him a negative surprise. On the other hand, detecting the planned action before its execution also brings advantages as 422 it enhances the driver's experience: it will ensure a seamless interaction between the car 423 and the driver, promoting the car to behave as a truly extension of driver's body. 
