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Abstract: We study three-dimensional Yang-Mills-Higgs theories with and without a
Chern-Simons interaction. We find that these theories admit a rich spectrum of vortex
solitons carrying both a topological charge and a global flavour charge. We further
derive a low-energy description of the vortex dynamics from a gauged linear sigma
model on the vortex worldline.
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1. Introduction
The discovery of vortices carrying genuine non-Abelian flux [1, 2] has led to a series of
studies aimed at developing an understanding of the dynamics of these objects. Much
of this work has focused on the role of vortex strings in d = 3 + 1 dimensions, with
the associated Higgs phases and the issue of dual confinement being of special interest.
It has also been suggested that non-Abelian vortices might have relevance for hot or
dense QCD. For reviews, see [3, 4, 5, 6].
In this paper, we consider non-Abelian vortices in d = 2 + 1 dimensional planar
theories. We are motivated by the possiblity that these solitons could be realised in
condensed matter systems. Studying theories both with and without a Chern-Simons
interaction [7], we uncover a rich spectrum of vortices carrying both a topological charge
and a global flavour charge. We find that the dynamics of these dyonic objects depends
intricately on the balance between the charges and the Chern-Simons coefficient.
The plan of this paper is as follows. In section 2 we introduce the model of interest,
then find the Bogomolnyi bound on the energy of vortex configurations and show that
the dyonic vortex mass is different in the cases with and without a Chern-Simons
interaction. In section 3, we review how motion on the vortex moduli space is affected
by massive matter and Chern-Simons interactions, and we rederive our vortex mass
results from the perspective of a d = 0 + 1 gauged linear sigma model. Finally, in
section 4, we look at the implications of our results in the case of a single vortex
in a U(2) gauge theory. We find that there is a variety of possible BPS and non-BPS
solutions for the moduli space motion, including circular orbits and more exotic looping
trajectories.
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2. Dyonic Vortices in d = 2 + 1
We will begin by introducing the theory we are interested in, and highlighting some
related models. Then we will write down the energy functional for our theory and show
that it is subject to a Bogomolnyi bound. This bound gives the mass of a vortex. We
will see that the mass depends both on the topological charge and on a Noether charge
associated with the global flavour symmetry of the theory. The form of this dependence
is different in the cases with and without a Chern-Simons interaction.
We will work with a U(N) Yang-Mills-Chern-Simons theory in d = 2+1 dimensions,
with a real adjoint scalar φ and Nf fundamental scalars qi with real masses mi, i =
1, . . . , Nf . If the theory also has the appropriate fermions then it exhibits N = 2
supersymmetry (i.e. 4 supercharges), which determines the bosonic Lagrangian:
L = −
1
2e2
TrFµνF
µν −
κ
4π
Tr ǫµνρ
(
Aµ∂νAρ −
2i
3
AµAνAρ
)
+
1
e2
Tr (Dµφ)
2
+|Dµqi|
2 −
∑
i
qi
†(φ−mi)
2qi −
e2
4
Tr
(
qiqi
† −
κφ
2π
− v2
)2
. (2.1)
For N ≥ 2, the Chern-Simons coefficient κ must be an integer so that the partition
function is invariant under large gauge transformations. For the Abelian N = 1 theory,
there is no such constraint. Generically, the masses mi break the flavour symmetry of
the model from SU(Nf ) to U(1)
Nf−1.
This model is part of a large family of theories admitting vortex solutions. We can
obtain various related theories by taking limits of the above Lagrangian.
• When κ = 0 and mi = 0, we have a Yang-Mills theory with massless fundamental
scalar fields. This theory admits non-Abelian vortices. These were originally
introduced in [1, 2], and have since been studied in some detail (for reviews, see
[3, 4, 5]).
• When κ = 0 but mi 6= 0, we have a Yang-Mills theory with massive fundamental
scalar fields. The vortices of the d = 3 + 1 version of this theory were discussed
in [8, 9].
• When κ 6= 0 but mi = 0, we have a Yang-Mills-Chern-Simons-Higgs theory like
those studied in [10, 11]. This reduces to the Maxwell-Chern-Simons-Higgs theory
of [12, 13] in the N = 1 case.
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• When κ 6= 0, mi = 0 and e2 → ∞, the Yang-Mills term vanishes, and we can
integrate out φ to get the Chern-Simons-Higgs theory with sixth order potential.
The Abelian version of this theory was first introduced in [14, 15, 16] and its
non-Abelian generalisation has been studied more recently in [17, 18].
The review [19] covers many of the Chern-Simons models mentioned above. Vortices in
Yang-Mills-Chern-Simons theories with several Higgs fields and no fundamental matter
fields have been previously studied in [20, 21, 22].
Our theory has vacua featuring different amounts of symmetry breaking. We will
work with the Higgs phase, which admits topologically stable vortices. This phase
exists only when Nf ≥ N ; for simplicity, we set Nf = N from here on. In the Higgs
phase, the vacuum expectation values of the fields are:
〈φ〉 = diag (m1, . . . , mN) , 〈q
a
i 〉 = δ
a
i
√
v2 +
κ
2π
mi, (2.2)
where a = 1, . . . , N is the colour index. The flavour and gauge symmetries of the
theory are each fully broken in this vacuum, but a subgroup of their product sur-
vives: U(N)gauge × U(1)
N−1
flavour → U(1)
N−1
diag . Note that we can always shift the vacuum
expectation values to set
∑
imi = 0.
By a novel application of the Bogomolnyi procedure [23, 24, 12], we will now find a
lower bound on the energy of the field configurations of the theory. Requiring that this
bound should be saturated will give us a set of first order differential equations whose
solutions are vortices.
We first write down the energy functional H of the theory. This is the Noether charge
associated with a combination of a time translation and a gauge transformation. The
gauge transformation is chosen so that the infinitesimal variation of any field under the
combination is proportional to that field’s covariant time derivative.
H =
∫
d2x
[
1
e2
Tr
(
E2α +B
2
)
+
1
e2
Tr
(
(D0φ)
2 + (Dαφ)
2
)
+|D0qi|
2 + |Dαqi|
2 +
∑
i
qi
†(φ−mi)
2qi +
e2
4
Tr
(
qiqi
† −
κφ
2π
− v2
)2]
. (2.3)
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Note that we define Eα = F0α and B = F12. We now follow the usual Bogomolnyi
procedure, and complete the square.
H =
∫
d2x
[
|D±qi|
2 + Tr
(
1
e
B ± 1
2
e
(
qiqi
† − 1
2pi
κφ− v2
))2
+ 1
e2
Tr (D0φ)
2 + 1
e2
Tr (Eα ∓Dαφ)
2 +
∑
i
|D0qi ∓ i (φ−mi) qi|
2
∓Tr
[
2φ
(
− 1
4pi
κB + i
2
[
(D0qi) qi
† − qi (D0qi)
†
]
+ 1
e2
DαEα +
i
e2
[D0φ, φ]
)]
± (TrB) v2 ± i
∑
i
[(
qi
† (D0qi)− (D0qi)
† qi
)
mi
] ]
. (2.4)
In this expression we have used the notation D± = D1 ± iD2.
If κ and mi are chosen to be zero then we may set φ ≡ 0, so the third line in (2.4)
disappears. However, if either κ or mi is nonzero and we have nontrivial fields qi, Aα,
then the equation of motion for φ includes source terms, so we cannot set φ ≡ 0. Thus
for the third line in (2.4) to disappear, we must invoke Gauss’ law:
−
κB
4π
+
i
2
[
(D0qi) qi
† − qi (D0qi)
†
]
+
1
e2
DαEα +
i
e2
[D0φ, φ] = 0. (2.5)
Of the two terms in the last line of (2.4), the first integrates to ±2πkv2, where k is
the topological charge. The integral of the second term can be written as ±
∑
iQimi,
where we define
Qi ≡ i
∫
d2x
(
qi
† (D0qi)− (D0qi)
† qi
)
. (2.6)
The Qi are conserved Noether charges associated with the U(1)
N−1 flavour symmetry
of the theory. If we take the trace of Gauss’ law (2.5) and then integrate over space,
we find that
∑
iQi = κk.
All of the terms in the first two lines of (2.4) are non-negative squares, so we see
that the energy H of our configuration is subject to a Bogomolnyi bound, which we
interpret as the vortex mass.
H ≥
∣∣∣∣∣2πkv2 +
∑
i
Qimi
∣∣∣∣∣ ≡Mvortex. (2.7)
This result is remarkable because it means that sometimes increasing the value of
|
∑
iQimi| may decrease the vortex mass. This is an unusual property: typically,
increasing the size of a charge on a soliton will increase the soliton’s mass.
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To saturate the bound (2.7), a configuration must obey Gauss’ law (2.5) and solve
the first order Bogomolnyi equations that arise from setting the squared terms to zero
in (2.4). Given a configuration that satisfies these constraints, it is straightforward
to show that the quantity 2πkv2 +
∑
iQimi is strictly positive if k > 0 and strictly
negative if k < 0. For the case k = 1, we will show in the next section that the
minimum possible value of Mvortex for given mi is 2πv
2 +mpκ, where mp is the most
negative of the mi values if κ > 0 or the most positive of the mi values if κ < 0.
In the special case κ = 0, the Bogomolnyi process works slightly differently. The
absence of the κB term in Gauss’ law means that in (2.4) we can make one sign choice
for the first line and the topological charge term, and a separate choice for the second
and third lines and the flavour charge term. As a result, we have a stricter Bogomolnyi
bound:
H ≥
∣∣2πkv2∣∣+
∣∣∣∣∣
∑
i
Qimi
∣∣∣∣∣ ≡Mvortex. (2.8)
Once again, the bound is saturated if and only if Gauss’ law and the Bogomolnyi
equations hold.
We call the vortices in this theory dyonic because Mvortex has contributions from
two types of charge, the topological charge k and the Noether charge
∑
iQimi. The
significance of the difference between the bounds (2.7) and (2.8) is that increasing
|
∑
iQimi| always increases the vortex mass in the κ = 0 case, but may either increase
or decrease the vortex mass in the κ 6= 0 case.
The dyonic vortices we have considered in d = 2+1 dimensions are related to several
other kinds of dyonic solitons in different numbers of dimensions. These include dyonic
instantons in d = 4 + 1 [25], the original dyonic monopoles in d = 3 + 1 [26, 27, 28],
semilocal vortices in d = 2 + 1 [30]1 and the dyonic domain walls known as Q-kinks
in d = 1 + 1 [33]. A wide variety of soliton states, including vortices and their dyonic
extensions, were considered in [34, 35, 36, 37].
It is interesting to compare the dyonic vortex masses we have calculated with the
masses of other types of dyons. For dyonic monopoles and Q-kinks, the mass can be
1Semilocal vortices can arise in Abelian gauge theories with multiple flavours of matter, and are
related to sigma model Q-lumps. The moduli space of semilocal vortices suffers from non-normalizable
zero modes corresponding to the scale parameters of the vortices [31, 32]. Our non-Abelian model
avoids this problem because it contains equal numbers of colours and flavours: it hence has no vortex
scale parameters, so the vortex moduli space is free of non-normalizable zero modes.
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written schematically asM =
√
Q2a +Q
2
b , where Qa and Qb are the two types of charge
that make these solitons dyonic [29, 33]. We can therefore regard dyonic monopoles
and Q-kinks as bound states, each containing two distinct objects with masses Qa and
Qb. For dyonic instantons and semilocal vortices, the mass is schematically closer to
M = Qa +Qb [25, 30], so it seems these objects are only threshold bound states.
The dyonic vortices in our study, meanwhile, can be regarded as true bound states of
two different types of object. The first object is a vortex with a topological charge but
no flavour charges; this has mass 2π|k|v2. The second object has flavour charges but no
topological charge, so it is made up of excitations of the squark fields qai . Excitations
of the qai about the vacuum have masses
√
e2〈qai 〉
2/2 + (ma −mi)2. The dyonic vortex
mass Mvortex is smaller than the sum of the masses of the constituent objects, since
the 〈qai 〉 part of the squark excitation masses does not contribute to Mvortex. Hence the
dyonic vortex is a classically stable bound state.
3. The Dyonic Vortex Worldline Theory
The moduli space approximation is a useful tool for understanding the low-energy
dynamics of vortices [38]. For the theory given by (2.1), with κ and mi set to zero, slow
motion on the vortex moduli space is described by a nonlinear sigma model. In this
section, we will review how this motion is modified when we reintroduce nonzero mi
and κ. We will then reformulate our description of the motion as a gauged linear sigma
model, and see how from this perspective we can rederive the results of the preceding
section by applying the Bogomolnyi procedure to the d = 0 + 1 energy functional.
In the theory (2.1) with mi = 0 and κ = 0, the set of static physical solutions of the
Bogomolnyi equations with topological charge k forms a moduli space M. This has
collective co-ordinatesXp and Ka¨hler metric gpq, where p, q = 1, . . . , 2N |k|. Low-energy
vortex dynamics is described by geodesic motion on M:
L = 1
2
gpq(X)X˙
pX˙q. (3.1)
The metric has an SU(N) isometry arising from the unbroken SU(N)diag remnant of
the gauge and flavour symmetries of the theory. We can find a set of N Killing vectors
Ki associated with the isometry such that
∑
iKi = 0.
If we allow mi 6= 0 but keep κ = 0, then a potential is induced on the moduli space.
This potential can be written in terms of the Killing vectors Ki [8, 9, 39]:
Vm =
N∑
i,j=1
(miK
p
i )
(
mjK
q
j
)†
gpq. (3.2)
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If we instead allow κ 6= 0 but keep mi = 0, then a magnetic field F ∈ Ω2 (M) is induced
on the moduli space. Writing this locally as F = dA and working to leading order in
κe/v, we find the dynamics on M is modified by an extra term in the Lagrangian
[10, 13]:
Lκ = −κAp(X)X˙
p. (3.3)
If we allow both mi 6= 0 and κ 6= 0, then the Lagrangian for motion on M includes
both the Chern-Simons term (3.3) and a potential similar to (3.2). We might expect
that the potential (3.2) is modified by terms of order miκ; we have not calculated this
from the nonlinear sigma model, but in the next subsection we will check that it is
true, at least for k = 1, by using a gauged linear sigma model.
The Gauged Linear Sigma Model For One Vortex
For an alternative description of motion on the one-vortex moduli space, and to clarify
what happens when κ and mi are both nonzero, we now assemble a standard d = 0+1
gauged linear sigma model, with a U(1) gauge field and N = (0, 2) supersymmetry.
This ‘worldline theory’ for a non-Abelian vortex is straightforward to solve, but it is
more interesting than the corresponding theory for an Abelian vortex because non-
Abelian vortices have an internal orientation as well as a spatial position. If we ignore
the spatial position of our non-Abelian vortex and set mi = 0, then the moduli space
of vortex configurations is M = CPN−1, with homogeneous co-ordinates ϕi ∈ C, i =
1, . . . , N . These co-ordinates give N fundamental scalar fields in the worldline theory,
and roughly speaking they correspond to the orientation of the vortex in the U(N)
gauge group of the parent theory. The fields ϕi are subject to the D-term constraint
D ≡
N∑
i=1
ϕiϕi
† − r = 0, (3.4)
where r is a constant which is determined to be 2π/e2 [1, 2, 40]. In the case mi = 0,
κ = 0, the Lagrangian (3.1) is L = |Dtϕi|
2, where Dtϕi = ∂tϕi − iAϕi and A is the
gauge field for the U(1) worldline gauge symmetry. The scalars ϕi enjoy an SU(N)
flavour symmetry corresponding to the SU(N) isometry of the metric on M.
If we introduce nonzero masses mi for the qi of the parent theory, then the gauged
linear sigma model is deformed by the introduction of masses mi for the ϕi [8]:
L = |Dtϕi|
2 −
∑
i
ϕi
† (σ −mi)
2 ϕi. (3.5)
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Here, σ is an adjoint scalar field in the N = (0, 2) gauge multiplet. The deformation
(3.5) is consistent with the N = (0, 2) supersymmetry of the theory, but for generic
mi it breaks the flavour symmetry from SU(N) to U(1)
N−1. When we integrate out σ
and A in (3.5), we recover the moduli space potential (3.2).
If we now introduce a Chern-Simons interaction into the parent theory, then a cor-
responding term is induced in the gauged linear sigma model [10]:
L = |Dtϕi|
2 −
∑
i
ϕi
† (σ −mi)
2 ϕi − κ (A+ σ) . (3.6)
Note that we can again integrate out σ and A to find the potential on M:
V =
1
r
∑
i<j
(mi −mj)
2|ϕi|
2|ϕj|
2 +
κ
r
∑
i
mi|ϕi|
2. (3.7)
The first term is independent of κ, and matches the potential in [8]. The second term
is the promised order miκ modification. Note that the first term is non-negative, so V
can be minimised (subject to the constraint (3.4)) by choosing p ∈ 1, . . . , N such that
mpκ ≤ miκ ∀i, then setting
|ϕi| =
{
r if i = p
0 otherwise.
(3.8)
From the Lagrangian (3.6), we can compute Gauss’ law,
i
N∑
i=1
(
(Dtϕi)ϕi
† − ϕi (Dtϕi)
†
)
= κ (3.9)
⇒
∑
i
Qi = κ , where Qi ≡ i
(
(Dtϕi)ϕi
† − ϕi (Dtϕi)
†
)
. (3.10)
The Qi are conserved Noether charges corresponding to the U(1)N−1 flavour symmetry
of the worldline theory. As we will see soon, they are related to the Noether charges
Qi (2.6) of the parent theory.
The Dyonic Vortex Mass
We are now ready to apply the Bogomolnyi procedure to rederive the results of section
2. As in the d = 2 + 1 case, we can find the energy functional for the theory as the
Noether charge associated with a combined time translation and gauge transformation.
H1d = |Dtϕi|
2 +
∑
i
ϕi
† (σ −mi)
2 ϕi + κσ. (3.11)
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When we complete the square, we get
H1d = |Dtϕi − i(σ −mi)ϕi|
2
+Tr
[
σ
(
κ− i
∑
i
(
(Dtϕi)ϕi
† − ϕi (Dtϕi)
†
))]
+
∑
i
Qimi. (3.12)
Imposing Gauss’ law (3.9) gives the lower bound H1d ≥
∑
iQimi. Note that if mi = 0,
then the vortex has mass 2πv2. The energy H1d gives corrections to this mass which
arise from the fields on the worldline, so we can write
Mvortex = 2πv
2 +
∑
i
Qimi. (3.13)
This formula is remarkable because it shows from the worldline perspective that appro-
priately chosen values for the charges Qi can give a negative contribution to the mass
of the vortex. This is an unusual property for a soliton, but it matches what we found
in the parent theory in section 2.
By eliminating the auxiliary fields σ and A from (3.11), we can see that the minimal
possible value of Mvortex for given mi is achieved by setting ϕ˙i = 0 and then choosing
ϕi to satisfy (3.8), so that V is minimised. We then have Mvortex = 2πv
2+mpκ, where
mp is the most negative of the mi values if κ > 0 or the most positive of the mi values
if κ < 0. This minimal value of Mvortex is guaranteed to be strictly positive by the
fact that the vacuum expectation value 〈qpp〉 given in (2.2) must be strictly positive to
permit the winding of the vortex to lie in the pth flavour, as demanded by (3.8).
In the special case κ = 0, the Bogomolnyi process works slightly differently, just as
in three dimensions. In particular, we have a choice of signs when we complete the
square:
H1d = |Dtϕi ± i(σ −mi)ϕi|
2
±Tr
[
σ
(
i
∑
i
(
(Dtϕi)ϕi
† − ϕi (Dtϕi)
†
))]
∓
∑
i
Qimi. (3.14)
This gives us a stricter bound on the energy once we apply Gauss’ law.
H1d ≥
∣∣∣∣∣
∑
i
Qimi
∣∣∣∣∣⇒Mvortex =
∣∣2πkv2∣∣+
∣∣∣∣∣
∑
i
Qimi
∣∣∣∣∣ . (3.15)
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Our results (3.13), (3.15) match the k = 1 versions of the corresponding results
(2.7), (2.8) from the parent theory if we make the identification Qi = Qi. Note that
under this identification, there is agreement between the constraints
∑
iQi = κk and∑
iQi = κ, and the right hand side of (3.13) is necessarily positive. Just as we saw in
section 2, increasing |
∑
iQimi| always increases the vortex mass in the κ = 0 case, but
may either increase or decrease the vortex mass in the κ 6= 0 case.
If we are interested in a multi-vortex system, it is again possible to provide a gauged
linear sigma model for the dynamics, this time by using a brane construction [1].
However, the metric induced on the moduli space when we quotient the gauged linear
sigma model by the action of the gauge group no longer matches the metric gpq of the
nonlinear sigma model. Consequently, the k-vortex gauged linear sigma model does
not give a strictly accurate description of k-vortex moduli space dynamics, although it
may still be useful for finding qualitative properties of the motion.
4. Example: A Single U(2) Vortex
In this section, we will apply our results to the case of a single vortex in a U(2) Yang-
Mills-Chern-Simons theory including two flavours of matter with masses m and −m.
We will obtain the effective potential on the moduli space of vortices, and use it to
study some features of the dynamics. In particular, we will find that the gauged linear
sigma model perspective makes it straightforward to find BPS and non-BPS solutions
corresponding to several different types of moduli space motion.
If m = 0, the moduli space M is S2 ∼= CP1. When we switch on the mass m, a
potential given by (3.7) is induced onM. Using co-ordinates θ ∈ [0, π] and φ ∈ [0, 2π)
on S2, we have
L =
r
4
[
θ˙2 + sin2 θ φ˙2
]
+
κ
2
(cos θ − 1) φ˙− rm2 sin2 θ − κm cos θ. (4.1)
The first term describes a standard sigma model on S2. The second term is the Dirac
monopole connection, as was explained in [10], and the final two terms give the potential
induced by m. Changing the sign of m corresponds to changing which pole we identify
as north. Changing the sign of κ corresponds to performing a parity transformation
θ → π − θ. In what follows, we choose both m and κ to be non-negative without loss
of generality.
The theory described by (4.1) has a conserved angular momentum:
J = rφ˙ sin2 θ + κ cos θ = Q1 −Q2. (4.2)
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There is also a conserved Hamiltonian which we can write as
H = r
4
θ˙2 + Veff(θ), where Veff(θ) =
(J − κ cos θ)2
4r sin2 θ
+ rm2 sin2 θ +mκ cos θ. (4.3)
The shape of the effective potential Veff determines the dynamics of the system. Writing
c = cos θ, s = sin θ, we find
V ′eff(θ) = 2rm
2s−3
(
c2 −
κ
2mr
c+
J
2mr
− 1
)(
c3 − c
(
J
2mr
+ 1
)
+
κ
2mr
)
. (4.4)
The Shape Of Veff When κ = 0 And m 6= 0
When J = 0, Veff has a maximum at θ = π/2 and two minima at θ = 0, π. When
|J | > 0, Veff → ∞ as θ → 0 or π. For 0 < |J | < 2mr, Veff has a maximum at θ = π/2
and two minima at the values of θ given by sin θ =
√
|J |/(2mr), as shown in figure 1.
For |J | ≥ 2mr, Veff has a single minimum at θ = π/2.
The energy of a solution sitting at a minimum of Veff is given by
H1d =
{
2rm2 |J/(2mr)| for |J | ≤ 2mr
rm2 [(J/(2mr))2 + 1] for |J | > 2mr.
(4.5)
To understand this, we turn to the Bo-
0 Π4 
Π
2 
3 Π
4 Π
Θ
VeffHΘL
Figure 1: A sketch of the effective poten-
tial when κ = 0 and 0 < |J | < 2mr.
gomolnyi equations that arise from (3.14).
These are satisfied by setting θ˙ = 0 along
with either θ = 0, θ = π or φ˙ = 2m sign(mJ).
For |J | ≤ 2mr, solutions to the Bogomol-
nyi equations are precisely the configurations
that sit at minima of Veff ; these saturate the
Bogomolnyi boundH1d ≥ |
∑
iQimi| = |mJ |.
For |J | > 2mr, the Bogomolnyi equations
cannot be solved, and the energy exceeds the
Bogomolnyi bound even at the minimum of
Veff .
The Shape Of Veff When κ > 0
For nonzero κ, Veff can take on a rich variety of different shapes. We find different
patterns of behaviour in the cases 0 < κ < mr/2, mr/2 < κ < 4mr and 4mr < κ, and
in this section we will consider each of these cases in turn.
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In every case, we have Veff → ∞ as θ → 0 or π, except where stated otherwise.
The Bogomolnyi equations arising from (3.12) are solved by setting θ˙ = 0 and either
θ = 0, θ = π or φ˙ = 2m; note that by (4.2), φ˙ is a function of θ. To satisfy θ˙ = 0, a
configuration must sit at an extremum of Veff . We will refer to a minimum of Veff as
‘BPS’ if it is located at a value of θ such that θ = 0, θ = π or φ˙ = 2m. Otherwise,
we will say the minimum is ‘non-BPS’. At BPS minima, the Bogomolnyi bound is
saturated, so Veff = mJ . At non-BPS minima, Veff > mJ . We will see that minima of
Veff often occur at θ = f±, where we define
f±(κ, J) = cos
−1
(
1
2
(
κ
2mr
±
√( κ
2mr
)2
− 4
(
J
2mr
− 1
)))
.
We first describe the shape of Veff in the
0 Π4 
Π
2 
3 Π
4 Π
Θ
VeffHΘL
Figure 2: A sketch of the effective poten-
tial when 0 < κ < mr/2 and |J | < κ.
case 0 < κ < mr/2 for different values of J .
When |J | < κ, Veff has a non-BPS minimum
and a maximum at values of θ less than π/2,
and a BPS minimum at θ = f−. A sketch
is given in figure 2. When κ ≤ J < 2mr +
κ2/(8mr), Veff has two BPS minima at θ =
f±, with a maximum in between. A sketch
of Veff would then look like figure 1, but with
the positions of the extrema shifted sideways;
an exception is the special case J = κ, when
one of the minima is actually at θ = 0. When
J > 2mr + κ2/(8mr), Veff has a single non-
BPS minimum at a value of θ in (0, π/2).
Now suppose we decrease J until it is negative. When J = −κ, Veff has a BPS
minimum at θ = π, and a non-BPS minimum and a maximum at values of θ in (0, π/2).
For 2mr(3[κ/(4mr)]2/3 − 1) < J < −κ, Veff has a non-BPS minimum at a value of θ
in (π/2, π), and a non-BPS minimum and a maximum at values of θ in (0, π/2). A
sketch of Veff would look similar to figure 2. Finally, when J < 2mr(3[κ/(4mr)]
2/3−1),
Veff has a single non-BPS minimum at a value of θ in (π/2, π). This concludes our
description of possible shapes of Veff when 0 < κ < mr/2.
The pattern of possible shapes is slightly different if we choose mr/2 < κ < 4mr
because now −κ < 2mr(3[κ/(4mr)]2/3 − 1). For −κ ≤ J ≤ 2mr(3[κ/(4mr)]2/3 − 1),
Veff has a single BPS minimum at θ = f−; note that f− = π for J = −κ. For
J < −κ or J > 2mr(3[κ/(4mr)]2/3 − 1), the behaviour matches what we had in the
case 0 < κ < mr/2 for J < 2mr(3[κ/(4mr)]2/3 − 1) or J > −κ respectively.
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In the case κ > 4mr, Veff always has a single minimum. For |J | ≤ κ, the minimum
is BPS and is located at θ = f−. In particular, the minimum is at θ = 0 when J = κ
and at θ = π when J = −κ. For J < −κ, the minimum is non-BPS and is at a
value of θ in (0, π/2); for J > κ, the minimum is non-BPS and is at a value of θ in
(π/2, π). Note that the results of this paragraph still apply in the special case m = 0
if we redefine f− = cos
−1(J/κ).
Possible Types Of Motion
Figure 3: Possible moduli space paths
with nonzero κ and m.
Each minimum of Veff gives a stable solution of
the equations of motion of the system. Usually,
such a solution is a circular orbit around S2 with
fixed nonzero φ˙ at a fixed value of θ. However, if
the minimum occurs at θ = 0 or π, then it gives
a static solution sitting at a pole of S2. Also,
for m = 0 and |J | < κ, the BPS minimum of
Veff corresponds to a static solution with φ˙ = 0
sitting at a value of θ in (0, π): at this value of
θ, the effects of J and κ effectively cancel one
another out.
If we give the system an energy greater than
that required to sit at a given minimum of Veff ,
then θ oscillates around that minimum and the
motion on S2 can take two distinct forms, as shown in figure 3. For |J | > κ, the sign of
φ˙ always matches that of J . We then have motion similar to the lower, wave-like path
in figure 3. Things are more interesting for |J | < κ. Then
sign
(
φ˙
)
= sign
(
θ − cos−1
(
J
κ
))
.
If the minimum of Veff that we are oscillating around is at the critical value θ =
cos−1(J/κ) then we always have motion similar to the upper, looping path in figure 3.
If the minimum of Veff that we are oscillating around is not at the critical value of θ,
then we can have a wave-like path or a looping path depending on whether there is
enough energy for θ to cross the critical value as it oscillates.
Acknowledgement
I would like to thank Nick Dorey, Nick Manton and David Tong for many useful dis-
cussions. I am supported by an STFC studentship.
13
References
[1] A. Hanany and D. Tong, “Vortices, instantons and branes,” JHEP 0307, 037 (2003)
[arXiv:hep-th/0306150].
[2] R. Auzzi, S. Bolognesi, J. Evslin, K. Konishi and A. Yung, “Nonabelian
superconductors: Vortices and confinement in N = 2 SQCD,” Nucl. Phys. B 673, 187
(2003) [arXiv:hep-th/0307287].
[3] M. Eto, Y. Isozumi, M. Nitta, K. Ohashi and N. Sakai, “Solitons in the Higgs phase:
The moduli matrix approach,” J. Phys. A 39, R315 (2006) [arXiv:hep-th/0602170].
[4] D. Tong, “TASI lectures on solitons,” arXiv:hep-th/0509216.
[5] M. Shifman and A. Yung, “Supersymmetric Solitons and How They Help Us
Understand Non-Abelian Gauge Theories,” Rev. Mod. Phys. 79, 1139 (2007)
[arXiv:hep-th/0703267].
[6] E. Nakano, M. Nitta and T. Matsuura, “Non-Abelian Strings in Hot or Dense QCD,”
arXiv:0805.4539 [hep-ph].
[7] S. Deser, R. Jackiw and S. Templeton, “Topologically massive gauge theories,” Annals
Phys. 140, 372 (1982) [Erratum-ibid. 185, 406.1988 APNYA,281,409 (1988
APNYA,281,409-449.2000)].
[8] A. Hanany and D. Tong, “Vortex strings and four-dimensional gauge dynamics,” JHEP
0404 (2004) 066 [arXiv:hep-th/0403158].
[9] D. Tong, “Monopoles in the Higgs phase,” Phys. Rev. D 69 (2004) 065003
[arXiv:hep-th/0307302].
[10] B. Collie and D. Tong, “The Dynamics of Chern-Simons Vortices,” arXiv:0805.0602
[hep-th].
[11] H. C. Kao, “Selfdual Yang-Mills Chern-Simons Higgs systems with an N=3 extended
supersymmetry,” Phys. Rev. D 50, 2881 (1994).
[12] C. k. Lee, K. M. Lee and H. Min, “Selfdual Maxwell Chern-Simons solitons,” Phys.
Lett. B 252 (1990) 79.
[13] Y. Kim and K. M. Lee, “First and second order vortex dynamics,” Phys. Rev. D 66,
045016 (2002) [arXiv:hep-th/0204111].
[14] J. Hong, Y. Kim and P. Y. Pac, “On The Multivortex Solutions Of The Abelian
Chern-Simons-Higgs Theory,” Phys. Rev. Lett. 64, 2230 (1990).
[15] R. Jackiw, K. M. Lee and E. J. Weinberg, “Selfdual Chern-Simons solitons,” Phys.
Rev. D 42, 3488 (1990).
[16] R. Jackiw and E. J. Weinberg, “Selfdual Chern-Simons Vortices,” Phys. Rev. Lett. 64,
2234 (1990).
14
[17] K. M. Lee, “Selfdual nonabelian Chern-Simons solitons,” Phys. Rev. Lett. 66, 553
(1991); “Relativistic nonAbelian selfdual Chern-Simons systems,” Phys. Lett. B 255,
381 (1991).
[18] L. G. Aldrovandi and F. A. Schaposnik, “Non-Abelian vortices in Chern-Simons
theories and their induced effective theory,” Phys. Rev. D 76, 045010 (2007)
[arXiv:hep-th/0702209].
[19] G. V. Dunne, “Aspects of Chern-Simons theory,” arXiv:hep-th/9902115.
[20] H. J. de Vega and F. A. Schaposnik, “Electrically Charged Vortices In Nonabelian
Gauge Theories With Chern-Simons Term,” Phys. Rev. Lett. 56 (1986) 2564.
[21] H. J. de Vega and F. A. Schaposnik, “Vortices and electrically charged vortices in
nonAbelian gauge theories,” Phys. Rev. D 34 (1986) 3206.
[22] L. F. Cugliandolo, G. Lozano, M. V. Manias and F. A. Schaposnik, “Bogomolny
equations for nonAbelian Chern-Simons Higgs theories,” Mod. Phys. Lett. A 6, 479
(1991).
[23] E. B. Bogomolny, “Stability Of Classical Solutions,” Sov. J. Nucl. Phys. 24 (1976) 449
[Yad. Fiz. 24 (1976) 861]. Reprinted in C. Rebbi (ed.) and G. Soliani (ed.), Solitons
and Particles (World Scientific 1984).
[24] A. A. Belavin, A. M. Polyakov, A. S. Shvarts and Yu. S. Tyupkin, “Pseudoparticle
solutions of the Yang-Mills equations,” Phys. Lett. B 59 (1975) 85.
[25] N. D. Lambert and D. Tong, “Dyonic instantons in five-dimensional gauge theories,”
Phys. Lett. B 462, 89 (1999) [arXiv:hep-th/9907014].
[26] J. S. Schwinger, “A Magnetic model of matter,” Science 165 (1969) 757.
[27] B. Julia and A. Zee, “Poles With Both Magnetic And Electric Charges In Nonabelian
Gauge Theory,” Phys. Rev. D 11 (1975) 2227.
[28] E. Witten, “Dyons Of Charge eθ/2pi,” Phys. Lett. B 86 (1979) 283.
[29] S. R. Coleman, S. J. Parke, A. Neveu and C. M. Sommerfield, “Can One Dent a
Dyon?,” Phys. Rev. D 15 (1977) 544.
[30] E. Abraham, “Charged semilocal vortices,” Nucl. Phys. B 399, 197 (1993).
[31] R. A. Leese and T. M. Samols, “Interaction of semilocal vortices,” Nucl. Phys. B 396,
639 (1993).
[32] R. S. Ward, “Slowly Moving Lumps In The Cp**1 Model In (2+1)-Dimensions,” Phys.
Lett. B 158, 424 (1985).
[33] E. R. C. Abraham and P. K. Townsend, “Q kinks,” Phys. Lett. B 291, 85 (1992); “More
On Q Kinks: A (1+1)-Dimensional Analog Of Dyons,” Phys. Lett. B 295, 225 (1992).
15
[34] M. Eto, Y. Isozumi, M. Nitta and K. Ohashi, “1/2, 1/4 and 1/8 BPS equations in
SUSY Yang-Mills-Higgs systems: Field theoretical brane configurations,” Nucl. Phys. B
752 (2006) 140 [arXiv:hep-th/0506257].
[35] K. M. Lee and H. U. Yee, “New BPS objects in N = 2 supersymmetric gauge theories,”
Phys. Rev. D 72 (2005) 065023 [arXiv:hep-th/0506256].
[36] M. Eto, T. Fujimori, T. Nagashima, M. Nitta, K. Ohashi and N. Sakai, “Dynamics of
Domain Wall Networks,” Phys. Rev. D 76, 125025 (2007) [arXiv:0707.3267 [hep-th]].
[37] M. Eto, T. Fujimori, M. Nitta, K. Ohashi and N. Sakai, “Domain Walls with
Non-Abelian Clouds,” Phys. Rev. D 77, 125008 (2008) [arXiv:0802.3135 [hep-th]].
[38] N. S. Manton, “A Remark On The Scattering Of BPS Monopoles,” Phys. Lett. B 110,
54 (1982).
[39] L. Alvarez-Gaume and D. Z. Freedman, “Potentials For The Supersymmetric Nonlinear
Sigma Model,” Commun. Math. Phys. 91 (1983) 87.
[40] A. Gorsky, M. Shifman and A. Yung, “Non-Abelian Meissner effect in Yang-Mills
theories at weak coupling,” Phys. Rev. D 71, 045010 (2005) [arXiv:hep-th/0412082].
16
