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Computational methods for the description of chemical events in biological structures have to
take into account the key features of bio-molecular molecules, their high degree of structural
flexibility and the long-range nature of electrostatic forces. In the last decade, a multitude of
approaches have been developed to combine computational methods that span different length-
and time-scales. These multiscale approaches incorporate a quantum mechanical description of
the actives site in combination with an empirical force field method for the immediate protein
environment and a continuum treatment of the regions further away. To study reactive events,
efficient sampling techniques have to be applied, which can become computationally intense
and therefore requires effective quantum methods. In this contribution, we describe the various
options to combine different methods, where the specific combination depends very much on
the nature of the problem in hand.
1 Introduction
The simulation of structure and dynamics of biological systems can nowadays be rou-
tinely performed using empirical force fields, which have become robust and reliable tools
over the last decades1, 2. These Molecular Mechanics (MM) force fields3, 4 model chem-
ical bonds by harmonic springs, i.e. they describe the energy of a chemical bond using
harmonic (or Fourier) potentials for the bond length, bond angle and dihedral angle. In ad-
dition to these bonded terms, the force fields contain non-bonded contributions, modeled
by the interaction of fixed atomic point charges and van der Waals interactions, usually de-
scribed by the 12-6 Lennard-Jones potential. Polarizable force fields5 that allow the partial
charges to vary depending on their environment have also been developed, although their
applications have been much more limited due to the higher computational expense.
Biological structures host a multitude of chemical events like chemical reactions (bio-
catalysis), photochemical processes, long range proton transfers (e.g., in bioenergetics),
electron and energy (excitation) transfers, which can only be described using quantum me-
chanical (QM) techniques and not with MM. The description of these processes is very
challenging for computational chemistry due to the large size of biological systems and
the presence of multiple time-scales. Indeed, biological structures take the middle ground
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between solids and more disordered materials like polymers. On the one hand, they have
a highly ordered structure from a functional perspective; e.g., specific functional amino
acids with pre-organized orientations are found in the immediate vicinity of the active site,
which is one important reason that chemical events in the enzyme active site are more ef-
ficient than the corresponding processes in solution6. On the other hand, biomolecules are
highly flexible and entropic contributions to the reaction free energy can be as important as
potential energy contributions. Therefore, to model chemical events in biological systems
requires both accurate potential functions and access to sufficient conformational sampling
and long time-scales.
None of the existing methods alone is up to the task in general. For example, standard
QM methods like Hartree-Fock (HF), Density-Functional (DFT) or Semi-Empirical (SE)
Theory alone can not handle several thousands of atoms with sufficient sampling. As a
consequence, many studies in the past focused only on small parts of the system, such as
the active site of the protein where the reaction occurs. This however, has been shown to be
insufficient due to the long range nature of the electrostatic forces and steric interactions
of the active site with the environment6–8. The development of linear scaling methods
extended the applicability of QM significantly. However, their application to large systems
is still costly, not viable for many interesting systems with 10,000-100,000 atoms and not
helpful when dynamical or thermodynamical properties are required, which is the case in
many biological applications. Evidently, methods from different computational levels have
to be combined effectively, which has been explored for the past few decades.
In the quantum chemistry community, efforts have largely been focussed on the combi-
nation of QM methods with continuum electrostatic theories, starting from Born & Onsager
theories that aimed at computing the solvation free energy of charges in a polar environ-
ment. These methods have been refined over the years and can now give a reasonable
description of solvation properties in an isotropic and homogeneous medium9, 10. In this
context, MM force field methods have also been combined with continuum electrostatics
methods11, 12 since the number of water that has to be included in explicit solvent simula-
tions with the periodic boundary condition often far exceeds the number of atoms in the
biological molecule itself. Most of these methods are based on the Poisson-Boltzmann
theory13 and the Generalized Born model14, although more sophisticated integral equation
and density functional theories13 have also been explored for small biomolecules.
These continuum models (CM), however, are by no means appropriate to represent
the electrostatic and steric interactions of the structured environment with the active site.
Therefore, Warshel and Levitt15 proposed in 1976 to combine QM methods for the active
site with MM methods for the remainder of the system. An appropriate QM-MM coupling
term describes the polarization of the QM region by the charges on the MM atoms and
mediate the steric interactions via covalent bonds and van der Waals contacts. Up to now,
such QM/MM methods have been developed to combine many QM methods (post-HF, HF,
DFT, SE) with various force fields (e.g., CHARMM, AMBER, GROMOS, ...) and have
become a powerful tool for analyzing chemical events in biomolecules.
It has long been envisioned that a multiscale model can be developed for complex
molecular systems in which QM/MM methods are further augmented by a continuum
electrostatic model. Indeed, although efficient Ewald summation has been implemented
with QM/MM potential function16, 17, the high cost and sampling challenge associated
with explicit solvent simulations also becomes more transparent for QM/MM simula-
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tions, especially those using high level QM methods. Practical implementations that in-
tegrate QM/MM potential with continuum electrostatics models, however, only have be-
come available in recent years18–20. The major focus of this review is to summarize the key
components of such QM/MM/CM models and to discuss a few relevant examples that best
illustrate their value and limitations.
2 QM/MM Methods
The development of QM/MM methods in recent years has turned them into powerful pre-
dictive tool and many research groups are involved in the process; most of the recent devel-
opments have been nicely summarized in a comprehensive review21 (see the contribution
of W. Thiel). There is not one single QM/MM method, and the multitude of different
implementations can be characterized by several main distinctions:
• Additive and subtractive methods: Subtractive models22 apply the QM method to
the active site and the MM method to the entire system, also including the active site.
Since the active site region is treated by both methods, the MM contribution for the
active site has to be subtracted out:
E = EtotMM + E
active site
QM − E
active site
MM (1)
The advantage of this method is that it allows in a simple way to also combine two
different QM methods in a QM/QM’ scheme or multiple methods in a QM/QM’/MM
scheme, where high (e.g., DFT) and low level (SE) QM methods are combined23, 24.
The disadvantage is that the MM has to treat also the active site, which may not be
straightforward when the active site has complex electronic structure (e.g., transi-
tion metal centers). The additive scheme25, by contrast, only applies the MM to the
environment of the active site, and the two regions are then coupled by a QM/MM
coupling term:
E = Eactive siteQM + E
environement
MM + EQM/MM (2)
Here, no force field parameters are needed for the active site, but the description of
the boundary is conceptionally more involved.
• The treatment of the QM/MM boundary: In many applications, this boundary dis-
sects a covalent bond. In the simplest link atom approach25, the dangling bond of
the QM region is saturated by an additional hydrogen. Other approaches avoid the
introduction of this artificial hydrogen. The pseudoatom/bond approach26 treats the
frontier functional group as a pseudo-atom with an effective one-electron potential.
In most cases, a C-C single bond has to be cut and the CH2 at the QM boundary is
then substituted by a parametrized (using a pseudo-potential) pseudo-Fluorine, which
models the properties of the C-C bond. The hybrid-orbital approach27 does not sub-
stitute the boundary CH2 group but freezes the occupation of the orbital, which rep-
resents the dangling bond. These are the most common approaches to deal with the
QM/MM boundary and various variants have also been proposed28. Systematic stud-
ies indicate that most schemes give comparable results as far as the charges at the
QM/MM boundary are carefully treated29–31.
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• Mechanical, electrostatic and polarizable embedding: This concerns the QM/MM
coupling term and the nature of the force field. In the mechanical embedding22, 23,
the MM point charges are not allowed to polarize the QM region. The interaction of
the QM and MM regions is simply given by the Coulomb and van der Waals inter-
actions32 between the QM and MM subsystems and the interactions at the boundary,
thus the QM density is not perturbed by the MM charges. Since biological systems
are often highly charged, this method should not be used for biological applications.
The electrostatic embedding25 includes the MM charges as external point charges in
the determination of the QM charge density, i.e., the QM region is polarized by the
MM charges. This sounds conceptually simple, but can be an intricate matter in prac-
tice. First of all, the QM density can become too delocalized due to interactions with
the point charges, which is referred to as the “spill out problem”, in particular when
large basis sets of plane wave bases are used. This problem can be alleviated by
using a modification of the 1/r interaction at short distances33. Further, large point
charges close to the QM region can overpolarize the QM density due to the artificial
concentration of the MM charge at one point. Here, a charge smearing scheme can be
used28. Finally, in the polarizable embedding scheme a polarizable force field instead
of the fixed point charge model is used. In some cases, polarization effects from the
environment can have a significant impact on the result as shown, for example, by the
calculation of excitation energies in retinal proteins34, 35 (see below).
3 Sampling Reactive Events
For chemical reactions, the calculation of free energy changes and activation free energies
is of ultimate interest and is still a challenge. There are several categories of techniques
available.
• Direct MD The most straightforward way is to perform MD simulations by integrat-
ing Newton’s equation of motion with either the microcanonical or canonical ensem-
bles.36. The common computational technology and algorithms, however, put severe
limitations in the accessible time scales. As a rule of thumb, HF and DFT methods
allow to perform MD simulations in the ps regime (≈ 10-50ps for ‘small’ QM regions
of 10-50 atoms), while SE methods allow for simulation times roughly three orders
of magnitude longer (≈ 10-100ns for ‘small’ QM regions). Therefore, direct MD
simulations only allow overcoming small free energy barriers of several kBT , such
as sampling of various conformers of very short peptides in water (see below). Many
chemical reactions of interest have barriers on the order of 10-25 kcal/mol, and can
not be meaningfully addressed with direct MD simulations, even with SE methods.
Direct MD simulations, therefore, are mostly useful for equilibrating configurations
of protein active sites and qualitative exploration of the structural features relevant to
chemistry, such as water distributions along potential proton transfer pathways.
• Reaction path techniques These methods determine the Minimum Energy Path
(MEP)37 between a reactant and product state, in particular they locate the transition
state (saddle point on the potential energy surface). For enthalpy driven processes,
this path contains most relevant information for describing the chemical reaction of
interest, in particular the relative energies of reactant, product and transition state. As
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a starting point, reactant and product states have to be available. For simple reactions,
an approximate MEP can be determined by the adiabatic mapping procedure38, when
a reaction coordinate is chosen and partial optimizations are carried out with the re-
action coordinate set to a number of values; e.g., consider a proton transfer from an
oxygen atom to a nitrogen, denote the O-H distance by d1, the H-N distance by d2, a
reaction coordinate d = d1 − d2 can then be used to describe the reaction. For more
complex reaction processes that actively involve many degrees of freedom, however,
more sophisticated techniques are required. One technique available in CHARMM is
called the Conjugate Peak Refinement (CPR,39), which starts by a straight line inter-
polation between reactant and product. At the line search maximum, all degrees of
freedom perpendicular (‘conjugate’) to the initial search direction are optimized, until
a minimum is found. This minimum is then connected to the reactant and product and
the optimization process is iterated. A popular alternative is the Nudged elastic band
method (NEB40), where images of the system are distributed along the search line be-
tween reactant and product and are connected by springs; the related dimer method41
is also widely used, though more in solid state and surface physics communities.
For enthalpy driven processes, MEP based techniques can provide valuable mecha-
nistic information. The limitations of the methods, however, are also obvious. First,
the straight line interpolation does not assure to find the pathway with lowest en-
ergy a. Therefore, chemical intuition is necessary to include various different inter-
mediate states, as illustrated in our study of the first proton transfer event in Bacteri-
orhodopsin42 (see below). Moreover, entropic contributions are completely neglected.
For example, Kla¨hn et al.43 showed for the reaction of a phosphate ion in the Ras-
GAP complex that the total energies of reactant and product fluctuate on the order of
30 kcal/mole and the reaction barrier on the order of 6 kcal/mol, when using different
protein conformations generated by classical MD simulations. In other words, the
thermal motion of the protein environment makes the use of total energies in the MEP
framework meaningless, which highlights the point that pursuing a high accuracy in
the QM method may not be the bottleneck for meaningful QM/MM studies of many
biological problems.
• Free energy computations along reaction path One approach for improving upon
MEP results is to calculate the free energy (potential of mean force) along the MEP.
For example, the MM free energy contribution along the MEP can be estimated using
free energy perturbation calculations in which the QM region is frozen (or treated in
a harmonic fashion) while the MM region samples the proper thermal distribution or-
thogonal to the MEP44. In the more elaborate scheme developed recently45, the path
itself can be refined based on the derivatives of the potential of mean force, which
ultimately converges to a minimum free energy path. The cost of such calculations,
however, can be rather high especially if high-level QM methods are used; one prac-
tical approximation is to replace the QM region by effective (or even polarizable)
charges when sampling the MM degrees of freedom46.
• Umbrella sampling and meta-dynamics When the reaction can be described by a
aImagine connecting Munich and Milano by a rope, which will arrange along the valleys connecting Munich and
Milano: however, depending on the initial placement of the rope, different pathways can be found.
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number of pre-chosen “reaction coordinates”, umbrella sampling techniques47 can be
used to generate the relevant potential of mean force curve/surface. The most basic
technique is to add harmonic umbrella potentials at a discrete set of reaction coordi-
nate values to overcome barriers on the potential energy surface, and various schemes
have been proposed to make the process automated (adaptive) and converge quickly.
For example, meta-dynamics methods48 are adaptive umbrella sampling methods
where successive Gaussians are added to avoid revisiting configurations during the
sampling and therefore speeds up the convergence; the width and height of the added
Gaussian functions as well as the frequency of adding the Gaussian functions can be
optimized for optimal convergence49–51. Finally, energy can be used as a collective
reaction coordinate to enhance sampling when it is difficult to determine a priori a set
of geometrical parameters that describe the reaction52–54.
• Other advanced techniques Finally, there are transition path sampling (TPS) tech-
niques that aim to directly sample the reactive trajectory ensembles55. These are in
principle the most rigorous framework for understanding reaction mechanisms in the
condensed phase and generally do not require specifying a priori the reaction coor-
dinates; it is well known that environmental degrees of freedom can be essential part
of the kinetic bottleneck for many reactions in solution and biological systems. TPS
has been applied in several studies of enzyme reactions56, 57, and the cost of such cal-
culations highlights the importance of developing accurate SE methods. It should be
noted that the TPS techniques in principle can also suffer from sampling issues in the
path space and therefore can also benefit from using different initial guesses.
4 Semi-Empirical Methods
While the adiabatic mapping calculations can be readily applied in conjunction with HF
and DFT methods, more elaborate reaction path techniques and most free energy and TPS
techniques overstretch the possibilities of ab initio methods and are mostly applied using
SE methods. The great promise of DFT methods on the one hand and the lower accu-
racy and limited transferability of the SE type methods, like MNDO, AM1 or PM3 on the
other hand, seemed to devalue the latter type of methods; in the late 1990’s they were to
become obsolete in the eyes of many quantum chemist’s. However, the limitations and
quite involved empirical parametrization process of modern DFT methods changed also
the view onto the SE methods58. The desire to study increasingly complex (bio)molecules
and the importance of entropic contribution and sampling in studying soft matter brought
a renewed interest into SE methods, especially if they can be made more robust and trans-
ferable.
Most SE methods are derived from the Hartree-Fock theory by applying various ap-
proximations resulting in, for example, the Neglect of Differential Diatomic Overlap
(NDDO) type of methods; the most well-known ones being the MNDO, AM1 and PM3
models59. In these methods certain integrals are omitted and the remaining are treated as
parameters, which are either pre-calculated from first principles or fitted to experimental
data. SE methods usually have an overall accuracy lower than DFT, although this can
be reversed for specific systems. In the so called specific reaction parametrization (SRP)
scheme60, a SE method (e.g., PM3) is specifically re-parametrized for the particular sys-
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tem under study, which may provide a very accurate description for the reaction of inter-
est at a level even unmatched by popular DFT methods. However, parameterization of a
SRP that works well for condensed phase simulations is not as straightforward as for gas-
phase applications and a large number of carefully constructed benchmark calculations are
needed61–63. Therefore, it remains an interesting challenge to develop generally robust SE
methods that properly balance computational efficiency and accuracy. Some of the more
recent models include the inclusion of orthogonalization corrections in the OMx model59,
the PDDG/PM3 model64, and the NO-MNDO model, which all generated encouraging
improvements over traditional NDDO methods.
SE methods can also be derived from DFT, a development that we have focussed on
over the last decade. The so called Self-Consistent Charge Density Functional Tight Bind-
ing (SCC-DFTB) method65, 66 is derived by expanding the DFT total energy functional up
to second order with respect to the charge density fluctuations δρ around the reference
density ρ066 (ρ′0 = ρ0(~r′),
∫
′
=
∫
d~r′ ):
E =
occ∑
i
〈Φi|Hˆ
0|Φi〉+
1
2
∫∫
′
(
1
|~r − ~r ′|
+
δ2Exc
δρ δρ′
∣∣∣∣
ρ0
)
δρ δρ′
−
1
2
∫∫
′ ρ′0ρ0
|~r − ~r ′|
+ Exc[ρ0]−
∫
Vxc[ρ0]ρ0 + Ecc (3)
Hˆ0 = Hˆ[ρ0] is the effective Kohn-Sham Hamiltonian evaluated at the reference density ρ0
and the Φi are Kohn-Sham orbitals. Exc and Vxc are the exchange-correlation energy and
potential, respectively, and Ecc is the core-core repulsion energy (an extension up to third
order has been presented recently67, 68).
The (artificial) reference density ρ0 is chosen as a superposition of densities ρα0 of the
neutral atoms α constituting the molecular system,
ρ0 =
∑
α
ρα0 (4)
and a density fluctuation δρ, also built up from atomic contributions
δρ =
∑
α
δρα, (5)
in order to represent the ground state density
ρ = ρ0 + δρ. (6)
Approximations to the three energy contributions in eq. 3 result in the final expression
of the SCC-DFTB model66:
E =
occ∑
iµν
ciµc
i
ν < ηµ|Hˆ
0|ην > +
1
2
∑
α,β
Uαβ(Rαβ) +
1
2
∑
αβ
∆qα∆qβγαβ (7)
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SCC-DFTB has been tested in detail for atomization energies, geometries and vibra-
tional frequencies using a large set of molecules69–71. In terms of atomization energies,
the modern NDDO type methods like PDDG/PM2 or OM2 have bee shown to be superior
to SCC-DFTB, while SCC-DFTB is excellent in reproducing geometries and also predicts
reasonable vibrational frequencies. It is worth emphasizing again that the SE methods are
likely less accurate than modern DFT-functionals on average, although this situation can
be reversed in specific cases.b Moreover, as discussed above, the errors introduce by ne-
glecting the effects of dynamics and entropy can become larger than the intrinsic error of
the respective electronic structure method. Nanoseconds of MD simulations are readily
feasible with SE methods, while impossible with HF and DFT. Therefore, SE methods can
be used in various ways to improve the quality of the computational model: (i) They can
be applied as the main QM method for the initial exploration of possible reaction mecha-
nisms after careful testing/refinement for relevant model systems; (ii) they can be used to
estimate the entropic contributions of a particular mechanism while the accurate potential
energy is evaluated at a higher level method77; (iii) they can be used as the lower level QM
in either an ONIOM type multi-level23, 24 scheme or to guide the sampling in a multi-level
free energy calculations.
5 The Continuum Component
While continuum approaches applied in computational materials science mostly model
mechanical properties, those applied in biological simulations mainly model the dielectric
response of the environment to the charge distribution of the moleculec. Most popular con-
tinuum electrostatics models in the biological context are based on the Poisson-Boltzmann
framework.11, 13. The Poisson equation allows to compute the electrostatic potential and
electrostatic free energy for the charge distribution of the solute in the presence of a dielec-
tric continuum (representing the dielectric response from the solvent molecules). The PB
equation further includes the mobile charge distribution originating from the surrounding
ions, which respond to and modulate the electrostatic potentials of the solute charges:
−∇ǫ(x)∇φ(x) −
N∑
k=1
ckqke
−qkφ(x)−Vk(x) =
4πe2
kT
ρ(x) (8)
ρ(x) describes the solute charge distribution, qk the charge of the mobile ion species
k, Vk(x) the steric interaction of the solute with the mobile ion species k, ǫ(x) the space-
dependent dielectric function and φ(x) the resulting electrostatic potential. As discussed
extensively in the literature13, the correlation between the mobile ions is ignored in the
PB approach, thus PB is most reliable for monovalent ions, which fortunately fits most
biological applications.
bEven well established methods like the hybrid DFT method B3LYP show deficiencies, which may not be widely
recognized, e.g., problems with the description of extended electronic pi systems72,73 , dispersion interactions74
or electronically excited states with significant charge-separation75,76 . These examples show that careful testing
are obligatory before application to new systems, even for DFT methods.
cGenerally, the work for cavity formation and the van der Waals interactions at the surface, the ‘apolar’ compo-
nents of the solute-solvent interaction, need to be included as well, see78 .
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In the most straightforward conceptual scheme, the QM/MM/CM treats the active site
with QM, the entire biomolecule with MM and the solvent with CM. In many practical
applications, however, it is sufficient to treat atoms very close to the active site (e.g., within
20 A˚) with discrete MM degree of freedom that are fully flexible during the simulation;
this would include explicit solvent molecules in or near the active site, which helps allevi-
ate some of the limitations of continuum electrostatics models at the solute/solvent inter-
face. To properly and efficiently deal with protein atoms in the continuum region, we have
adapted the Generalized Solvent Boundary Condition (GSBP) scheme developed by Roux
and co-workers for classical simulations79. Briefly, if we refer the discrete QM/MM region
as the inner region while the continuum as the outer regions, the total effective potential
(potential of mean force) of the system can be written as,
WGSBP = U
(ii) + U
(io)
int + U
(io)
LJ +∆Wnp +∆W
(io)
elec +∆W
(ii)
elec, (9)
whereU (ii) is the complete inner-inner potential energy,U (io)int andU
(io)
LJ are the inner-outer
internal (bonds, angles, and dihedrals) and Lennard-Jones potential energies, respectively,
and ∆Wnp is the non-polar confining potential. The last two terms in Eq.9 are the core
of GSBP, representing the long-range electrostatic interaction between the outer and inner
regions. The contribution from distant protein charges (screened by the bulk solvent) in the
outer region, ∆W (io)elec , is represented in terms of the corresponding electrostatic potential
in the inner region, φ(o)s (rα),
∆W
(io)
elec =
∑
α∈inner
qαφ
(o)
s (rα) (10)
The dielectric effect on the interactions among inner region atoms is represented through a
reaction field term,
∆W
(ii)
elec =
1
2
∑
mn
QmMmnQn (11)
where M and Q are the generalized reaction field matrix and generalized multipole mo-
ments, respectively, in a basis set expansion.79
The advantage of the GSBP method lies in its ability to include these contributions
explicitly while sampling configurational space of the reaction region during a simulation
at minimal additional cost. The static field potential, φ(o)s (r), and the generalized reaction
field matrix M are computed only once based on PB calculations and stored for subsequent
simulations. The only quantities that need to be updated during the simulation are the
generalized multipole moments, Qn,
Qn =
∑
α∈inner
qαbn(rα) (12)
where bn(rα) is the nth basis function at nuclear position rα.
As described in Ref.18, the implementation of GSBP into a combined QM/MM frame-
work is straightforward, and involves the QM-QM and QM-MM reaction field, and the
QM-static field terms. For the GSBP combined with SCC-DFTB, these terms take on a
simple form because ρQM (r) is expressed in terms of Mulliken charges.66 Although the
formulation of GSBP is self-consistent, the validity of the approach depends on many fac-
tors especially the size of the inner region and the choice of the dielectric “constant” for
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the outer region. Therefore, for any specific application, the simulation protocol has to be
carefully tested using relevant benchmarks such as pKa of key residues17, 80.
An economic alternative to the GSBP approach is the charge-scaling protocol, where
the partial charges for charged-residues in the MM region are scaled down based on the
electrostatic potentials calculated (with PB) when the biomolecule is in vacuum vs. solu-
tion; the scaled partial charges are then used in the QM/MM simulations with the system
in vacuum. In the end, PB calculations are carried out with scaled and full partial charges
to complete the thermodynamic cycle. The charge-scaling approach has been successfully
used in several QM/MM studies7, 81, 82, although several numerical issues (e.g., treatment
of residues very close to the QM region and cancellation of large contributions) render the
protocol less robust than GSBP.
6 Polarizable Force Field Models
Continuum electrostatic approaches take into account a majority of the dielectric responses
of the solute. The electronic polarization of the environment to changes in the QM density
during chemical reaction, however, is missing when non-polarizable force fields are used
as MM. This electronic polarization may give significant contributions when electrons or
ions are transported over long distances and for excitation energies, where the dipole mo-
ment of the QM region changes significantly upon excitation. In the last decade, many
research groups have been actively developing polarizable force fields, for which several
good overviews are available (see a thematic issue that follows J. Chem. Theory Comput.
2007, 3, 1877).
Common approaches to describe electronic polarization effects use models based on
atomic polarizabilities, a method that we have implemented to estimate the protein polar-
ization effects on electronic excitation energies35. Here, the Coulomb interaction is de-
scribed using atomic charges qA and atomic polarizabilities αA, where the induced atomic
dipoles µA can be calculated as:
µA = αA
(∑
B
TABqB +
∑
C
TACµC
)
(13)
The first term contains the Coulomb interaction with the fixed atomic point charges,
which lead to the induced dipoles. The second term describes the interaction between
the induced dipoles. Note that the induced dipole moments appear on both sides of the
equation. For small systems, these equations can be solved by matrix inversion techniques,
for large systems they are usually solved iteratively. The tensors T contain a damped
Coulomb interaction since for small distances the bare Coulomb 1/r and 1/r3 terms for the
charge-charge and charge-dipole interactions would lead to over-polarization. Effectively,
this damping is induced by smearing out the charges, i.e., by describing the atomic charge
with an exponential charge distribution. A new parameter, the width ‘a’ of this charge
distribution is therefore introduced and has to be determined during the fitting procedure.
Atomic polarizabilities can be calculated or taken from experiment; we have used val-
ues from the literature35, where typical parameters are around 0.5 A˚−3 for H and about 0.8-
1.5 A˚−3 for first row atoms C, N and O. However, to gain high accuracy atomic parameters
have been taken to be dependent on the atomic hybridization state, e.g., the parameters for
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sp2 and sp3 carbon differ by about 0.5 A˚−3. This allows to account for the different po-
larizabilities of sp3 carbon structures, like alkanes compared to aromatic molecules, like
polyenes or benzene.
Common force charge models are parametrized in order to account for the effects of
solvation implicitly. This can be done by fitting the charges to experimental data, or by cal-
culating them using HF/6-31G*, which is known to overestimate the magnitude of charges,
thereby implicitly taking the effect of solvent polarization into account. Therefore, as a first
step a new charge model has to be developed in order to be consistent with an explicit treat-
ment of polarization. We computed ‘polarization free’ charges by performing B3LYP/6-
311G(2d,2p) calculations and fitting the charges to produce the electrostatic potential at
certain points at the molecular boundary (RESP)35. d These ‘polarization free charges’ are
computed for certain molecular fragments in gas phase, i.e. for certain chemical groups
like amino acid side chains. The charges therefore already contain the mutual polarization
within these fragments. Therefore, the polarization model is also restricted interactions
between these fragments and not applied within one region to avoid double counting.
Critical tests include the calculation of polarizability tensors of amino acid side chains
in comparison with DFT and MP2 data, and the evaluation of the polarization energy of
such side chains due to a probe charge in the vicinity. The polarization model is able to re-
produce the QM data with high precision35, allowing therefore for meaningful calculations
on larger systems like entire proteins.
7 Applications
In this section, we discuss three applications, to illustrate the various methodologies dis-
cussed above.
7.1 Direct QM/MM MD with periodic boundary conditions: Dynamics of peptides
and proteins
The conformation of peptides and proteins depend sensitively on the proper inclusion of
solvent. The conformations of small peptides in the gas phase are very different from
those in solution and it is challenging to use a QM description of the peptide augmented
with an implicit solvent model to model those properly. One possible approach is to in-
clude the first solvation shell explicitly83, although finite temperature effects still need to
be included, which can be problematic with a small “microsolvation” model. A physically
more transparent model is to surround the peptide, treated with QM, by a box of MM water
molecules and to apply periodic boundary conditions84. The main degrees of freedom in
these peptides are the backbone torsions (φ, ψ) , which exhibit rotational barriers of a few
kcal/mol (Fig.1). To sample the energy landscape of such systems, MD simulations in the
order of 10-100 nano-seconds have to be performed, which is clearly only possible using
SE methods. This also illustrates the limits of direct MD simulations, which can handle
only systems with small barriers of a few kcal/mol. Linear scaling methods in combination
with SE methods allow to simulate the dynamics of small proteins over several 100 ps85.
dDiffuse basis functions should be avoided, since those would allow the charge density into regions far away
from the molecule, which are not accessible in the condensed phase due to the environment.
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However, this is still quite costly and there are not too many applications where a QM
treatment of the entire protein is necessary and the dynamics on these short time-scales are
the quantities of key interest.
Figure 1. The lowest energy conformation Ceq
7
of the alanine dipetide model in the gas phase. The main degrees
of freedom consist of the phi and psi dihedral angles, i.e., rotations around the central C-C and C-N single bonds.
7.2 Proton transfer
Proton transfer reactions are involved in many key biological problems, most notably in
acid-base catalysis and bioenergetics processes. The breaking and formation of many
chemical bonds in these problems and the significant reorganization of the environment in
response to the transport of charges pose great challenges to theoretical studies. Although
more specialized techniques such as MS-EVB can be extremely valuable in the study of
certain proton transfer problems86, a QM/MM framework is required to introduce more
flexibility in the potential energy surface, especially when the reaction involves species of
complex electronic structures (e.g., transition metal ion). The diversity of proton transfer
reactions also makes them ideal for illustrating the value and limitation of various QM/MM
techniques.
7.2.1 Bacteriorhodopsin (bR): MEP results
For relatively localized proton transfers, for which the entropic contribution is likely small,
reaction path methods can be applied. An example is the first proton transfer step in bacte-
riorhodopsin, where the active site involves well connected hydrogen bonding network as
shown in Fig.2. It is known from experiment that entropy does not contribute to this step,
therefore, we have simulated the process using SCC-DFTB QM/MM in combination with
the CPR approach discussed above42, 87. The computed barriers of 11.5-13.6 kcal/mol for
different low-energy pathways are in good agreement with the experimental value of 13
kcal/mol. However, to understand this properly one has to be aware of the intrinsic error
compensation in these calculations: as discussed in detail in Ref.88, popular DFT methods
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tend to underestimate proton transfer barriers by 1-4 kcal/mole. On the other hand, the
inclusion of nuclear quantum effects like zero point energies would lower proton transfer
barriers by roughly this amount, therefore, these two effects tend to cancel each other for a
wide range of proton transfer systems.
Figure 2. The active site of bacteriorhodopsin in its ground state. The first proton transfer occurs between the
retinal Schiff base and the side chain Asp85.
7.2.2 Carbonic Anhydrase II : MEP vs. PMF
For many long-range proton transfers in biomolecules, however, the MEP results are likely
very sensitive to the protein structure used in the calculation. More severely, the collective
structural response in the protein is likely missing in the MEP calculations, which may
lead to qualitatively incorrect mechanistic conclusions. A useful example in this context is
the long-range proton transfer in carbonic anhydrase II (CAII), where the rate-limiting step
of the catalytic cycle is a proton transfer between a zinc-bound water/hydroxide and the
neutral/protonated His64 residue close to the protein/solvent interface. Since this proton
transfer spans at least 8-10 A˚, the transfer is believed to be mediated by the water molecules
in the active site89 (see Fig.3). Since there are multiple water wires of different length in the
active site that connect the donor/acceptor groups (zinc-bound water, His 64), a question of
interest is whether specific length of water wire dominates the proton transfer or all wires
have comparable contributions.
First, a large number of MEPs have been collected starting from different snapshots
collected from equilibrium MD simulations at the SCC-DFTB/MM level. Since essentially
a positive charge is transferred over a long-distance, it was expected that the MEP energet-
ics depend sensitively on the starting structure, which was indeed observed. For example,
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when the starting structure came from a CHOH (zinc-bound water, neutral His64) trajec-
tory, the proton transfer from the zinc-water to His64 is largely endothermic (on average
by as much as∼ 13 kcal/mol). By contrast, when the starting structure came from a COHH
(zinc-bound hydroxide, protonated His64) trajectory, the same proton transfer reaction was
found largely exothermic. As an attempt to capture the “intrinsic barrier” for the proton
transfer reaction, which is known to be close to be thermoneutral experimentally,90 we
generated configurations from equilibrium MD simulations in which protons along a spe-
cific type of water wire were restrained to be equal distance from nearby heavy atoms (e.g.,
oxygen in water or Nǫ in His 64). In this way, the charge distribution associated with the
reactive components is midway between the CHOH and COHH states, thus the active-site
configuration was expected to facilitate a thermoneutral proton transfer process, which was
indeed confirmed by MEP calculations using such generated configurations as the starting
structure. An interesting observation is that the barriers in such “TS-reorganized” MEPs
showed a steep dependence on the length of the water wire; it was small (∼ 6.8±2.2 kcal/-
mol) with short wires but substantially higher than the experimental value (∼ 10 kcal/mol)
with longer water wires (e.g., 17.4±2.0 kcal/mol for four-water wires).
Figure 3. The active site of CAII rendered from the crystal structure (PDB ID: 2CBA89). All dotted lines cor-
respond to hydrogen-bonding interactions with distances ≤3.5 A˚. The proton acceptor, His64, is resolved to
partially occupy both the “in” and “out” rotameric states.
This steep wire-length dependence is in striking contrast with the more rigorous PMF
calculations.91, 92 In the PMF calculations, a collective coordinate93 was used to monitor
the progress of the proton transfer without enforcing specific sequence of events involving
individual protons along the wire; the use of a collective coordinate is important because
this allows averaging over different water wire configurations, which is proper since the
life-time of various water wires is on the pico-second time scale,18, 20 much faster than
the time scale of the proton transfer (µs).90 In the PMF calculations, the wire-length de-
pendence was examined by comparing results with different His 64 orientations (“in” and
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“out”, which is about 8 and 11 A˚ from the zinc, respectively); both configurations were
found to involve multiple lengths of water wires but different relative populations. The
two sets of PMF calculations produced barriers of very similar values, which suggested
that the length of the water wire (or orientation of the acceptor group) is unlikely essential
to the proton transfer rate. Further analysis of the configurations sampled in the MEP sim-
ulations suggested that the MEP results artificially favored the concerted proton transfers,
which correlate to significant distance dependence. As discussed above, to generate the
“TS-reorganized” configurations, all transferring protons along the wire were constrained
to be half-way between the neighboring heavy atoms; therefore, such sampled protein/-
solvent configurations would favor a concerted over step-wise proton transfers. Although
all atoms in the inner region are allowed to move in the MEP searches, the local nature of
MEPs does not allow collective reorganization of the active site residues/solvent molecules
thus the “memory” of the sampling procedure is not erased.
Therefore, the CAII example clearly illustrates that care must be exercised when us-
ing MEP to probe the mechanism of chemical reactions in biomolecules, especially when
collective rearrangements in the environment are expected (e.g., reactions involving charge
transport). Along the same line, the GSBP based QM/MM/CM framework was found to be
particularly attractive in the CAII studies for maintaining the proper solvent configurations
and sidechain orientations in the active site, as compared to Ewald based SCC-DFTB/MM
simulations18, 80, at a faction of the computational cost. Ignoring the bulk solvation effect,
for example, was found to lead to unphysical orientations of the functionally important
His64 residue.
7.2.3 Membrane proteins
A particularly exciting area for which the multiscale QM/MM/CM approach is suited con-
cerns proton translocation across membrane proteins, where a proper and efficient treat-
ment of the heterogeneous protein/solvent/membrane environment is particularly impor-
tant, such as in bacteriorhodopsin and cytochrome c oxidase. The GSBP framework also
allows one to incorporate the effect of membrane potential94, which plays a major role
in bioenergetics, in a numerically efficient manner. Using the SCC-DFTB/MM/GSBP
protocol with a relatively small inner region (∼ 30A˚×30A˚×50A˚) and dielectric mem-
brane model93, we were able to reproduce the water wire configurations in the interior of
aquaporin in good agreement with the much more elaborate MD simulations using four
copies of aquaporin embedded in an explicit lipid bilayer. Ignoring the GSBP contribu-
tions, however, led to very different water distributions, which highlights the importance
and reliability of the multiscale framework. In a recent study95, the same framework was
also found semi-quantitatively successful in predicting pKa of titritable groups in the inte-
rior of bacteriorhodopsin and cytochrome c oxidase, which are extremely challenging and
relevant benchmark for studying proton transfer systems in general96. Finally, the SCC-
DFTB/MM/GSBP studies of the proton release group (PRG) in bacteriorhodopsin97 led to
the key insight that the PRG is not a protonated water cluster as proposed in a series of
recent IR studies98, 99; rather, the PRG is a pair of conserved Glutamate bonded together
with a delocalized proton (see Fig.4), and it is the delocalization of this “intermolecular
proton bond” that leads to the unusual IR signature found in experiments98, 99.
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Figure 4. SCC-DFTB/MM-GSBP simulations indicate that the stored proton in the proton pump bacteri-
orhodopsin is delocalized (green spheres) between a pair of conserved glutamate residues rather than among
the active site water molecules.
7.3 Excited states properties
The accurate determination of excited states properties is a challenging task for quantum
chemical methods in general. This holds true in particular for the chromophore in retinal
proteins (like bR), a polyene chain linked via a Schiff-base (NH) group to the protein back-
bone76, 73, 100 (see Fig.5). Due to its extended and highly-correlatedπ-electron system, reti-
nal is highly polarizable and undergoes a large change in dipole moment upon excitation,
therefore, protein polarization effects may become important for an accurate description of
excited state properties.
Standard QM/MM calculations using only an electrostatic embedding scheme do not
take the (electronic) polarization response of the protein environment into account, which
is different for ground and excited states due to the change of the dipole moment upon
excitation. e In the case of retinal, the dipole in the excited state is about 10 Debye larger
than in the ground state, therefore, MM polarization stabilizes the excited state more than
the ground state, leading to an effective red-shift in excitation energies.
Indeed, QM/MM electrostatic embedding calculations tend to overestimate the excita-
tion energy. While the experimental absorption maximum is at 2.18 eV, MRCI QM/MM
calculations estimate it to be 2.34 eV, other methods predict even more blue shifted val-
ues73. There are many factors that contribute to the computational uncertainty, one of
which being the intrinsic accuracy of the applied QM method. Other factors are related
to the QM/MM coupling and the electrostatic treatment of the environment. For example,
eThey of course can take the ‘ionic’ response into account, i.e., the relaxation of the protein structure, which also
leads to a change in the electrostatic field from the MM environment.
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different force field models (like AMBER and CHARMM) use different point charge mod-
els, which can lead to differences in the excitation energies on the order of 0.05 eV35. In
many applications, only the protein is included in the MM treatment, the larger environ-
ment including membrane and bulk water is neglected. This effect can be estimated with a
linearized version of the Poisson Boltzmann equation 8 in the charge scaling81 approach as
discussed above. Estimating excitation energies with and without charges scaling results
again in differences of about 0.05 eV.
Figure 5. The retinal chromophore in the all-trans conformation, as in the bR ground state. The blue color
indicates the Schiff base (NH) group, from which the proton is transferred in the first step to Asp85.
Using a polarizable model, the ground state charge distribution in the MM region is
determined using eq. 13. The resulting charges may be different from those in the regular
force field models, because they are computed in response to the actual electrostatic field
of the protein with retinal in the ground state. This charge distribution leads to vertical
excitation energies about 0.07 eV red-shifted compared to those from the CHARMM force
field35. In the same way, a different set of MM charges can be determined for the case
where retinal is in its excited state. This change in the electrostatic environment leads to a
further red shit of 0.07 eV, which is due to the different MM polarization in the ground and
excited states. The total red-shift with respect to the CHARMM charges is 0.14eV, showing
that protein polarization can have a significant impact on excitation energies in those cases,
where the dipole moment of the chromophore changes significantly upon excitation.
A different approach to estimate the effect of polarization is to use a low level QM
method instead of the polarizable MM region. We have used such a QM/QM’/MM ap-
proach, applying charge scaling, a MRCI method for the QM region containing the retinal
chromophore and a DFT methods for 300 atoms around the chromophore in the QM’
region to benchmark the polarizable MM model34. This study showed that the well-
calibrated polarizable MM model gives nearly the same results as the QM’ region. How-
ever, the 300 atom QM’ region leads only to roughly 50% of the red-shift, showing that a
large MM region contributes to the polarization effect.
8 Summary
In the last decade, many variants of multiscale methods have been developed to study
chemical events in complex environments in materials science, chemistry and biology.
The specific design of such methods depends very much on the properties of the investi-
gated system and the problem in hand. Biological systems are characterized by their high
degree of structural flexibility and the long-range nature of the electrostatic forces, which
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are essential to the understanding of biological functions. Therefore, the main emphasis
in methods development in the biological context lies in the accurate representation of
electrostatics and algorithms to tackle the sampling problem. In this article, we have dis-
cussed QM/MM algorithms embedded into an implicit electrostatic environment, which is
modeled based on the Poisson-Boltzmann equation. For many applications, the representa-
tion of the MM environment by fixed point charges may be appropriate, however, in cases
where the electrostatic properties in the QM region change significantly, a polarizable MM
representation is likely required. Thermal fluctuations, on the other hand, can lead to a
significant contribution to the free energies that characterize the chemical reaction. Ac-
cordingly, expensive QM methods often have to be substituted by more efficient, although
less accurate ones. We have described applications using various approximations for the
QM region. For the determination of excitation energies, high level QM methods have
to be applied, while for the study of proton transfer events, DFT and approximate SCC-
DFTB can lead to a balanced treatment allowing to draw meaningful conclusions about
the reaction mechanism and energetics. In some cases, the neglect of thermal fluctuations
would even lead to much larger errors than the use of lower accuracy QM methods. There-
fore, studying biological systems requires applying a multitude of methods and calculating
multiple experimental observables to reach reliable mechanistic conclusions.
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