Abstract-Geometrical changes of blood vessels, called aneurysm, occur often in humans with possible catastrophic outcome. Then, the blood flow is enormously affected, as well as the blood hemodynamic interaction forces acting on the arterial wall. These forces are the cause of the wall rupture. A mechanical quantity characteristic for the blood-wall interaction is the wall shear stress, which also has direct physiological effects on the endothelial cell behavior. Therefore, it is very important to have an insight into the blood flow and shear stress distribution when an aneurysm is developed in order to help correlating the mechanical conditions with the pathogenesis of pathological changes on the blood vessels. This insight can further help in improving the prevention of cardiovascular diseases evolution. Computational fluid dynamics (CFD) has been used in general as a tool to generate results for the mechanical conditions within blood vessels with and without aneurysms. However, aneurysms are very patient specific and reliable results from CFD analyses can be obtained by a cumbersome and time-consuming process of the computational model generation followed by huge computations. In order to make the CFD analyses efficient and suitable for future everyday clinical practice, we have here employed data mining (DM) techniques. The focus was to combine the CFD and DM methods for the estimation of the wall shear stresses in an abdominal aorta aneurysm (AAA) underprescribed geometrical changes. Additionally, computing on the grid infrastructure was performed to improve efficiency, since thousands of CFD runs were needed for creating machine learning data. We used several DM techniques and found that our DM models provide good prediction of the shear stress at the AAA in comparison with full CFD model results on real patient data. 
I. INTRODUCTION C ARDIOVASCULAR diseases are the most common and deadly diseases in the developed world. Among them, the stenosis process that can lead to a stroke and aneurysm development is the most serious disease and often present in patients [1] , [2] . In this study, we focus on the important parameters for the abdominal aorta aneurysm (AAA) development that may cause rupture and fatal outcome.
In general, an aneurysm is a localized abnormal berry-like or gradual dilatation of any blood vessel, usually at or near a branch, which is caused by a localized damage or weakness of the vessel wall [see Fig. 1(a) ]. A consensus definition of an aneurysm was established in 1991 by the Society of Vascular Surgery and the International Society for Cardiovascular Surgery as a permanent localized dilatation of an artery having at least 50% increase in diameter compared with the expected normal diameter of the artery, or of the diameter of the segment proximal to the dilatation [3] .
In an effort to predict the AAA rupture, patient-specific studies have demonstrated that maximum stress within the vessel wall was more appropriate criterion than maximum diameter [4] . On the other hand, it was found that the shear stress on the aneurysm wall, as a frictional force produced by blood flow, affects biology and structure of the wall [5] . The shear stress distribution can be obtained by computational fluid dynamics (CFD) simulations, which require very time-consuming model preparations to incorporate precisely defined arterial geometry and also severe computational effort [6] [7] [8] . Accurate geometry specification is particularly challenging because geometric uncertainty is present in patients and it is difficult to characterize geometric variability using a small number of recorded parameters. To resolve this difficulty, a statistical assessment to identify the relationship between flow patterns and geometric attributes would be beneficial. An idea could be to construct probabilistic models for the input parameter uncertainties that give a reliable output of interest very quickly, without classical CFD calculations. An example of this idea is reported by Kolachalama [9] who used Bayesian-Gaussian process emulator to generate a relationship between geometric parameters and maximal wall shear stress (MWSS), and to identify geometries having maximum and minimum of the wall shear stress (WSS).
Another approach is to use statistical analysis, as the Monte Carlo simulation technique, where the computer model is run repeatedly for randomly generated values of inputs, and subsequently, the resulting data are postprocessed to estimate the output statistics [10] . However, due to the CPU requirement for a large sample size, this approach becomes computationally prohibitive, particularly when high-fidelity models are used.
The aim of this paper is to introduce a data mining (DM) system that can be used to avoid CFD simulations. The DM model employs our Discovery Bus software where the input is the aneurysm shape, determined by several independent geometric parameters, while the output parameters are the MWSS over the aneurysm for peak systolic flow, and MWSS over full heart cycle. Also, the shear stress averaged over the aneurysm region and over the heart cycle can show which aneurysms are likely to rupture so that the risk can be properly quantified [11] .
II. MATERIALS AND METHODS
The basic task in our approach was first to feed the DM system with necessary data acquired from the CFD simulations, and then to perform machine learning. We ran a number of various aneurysm models in order to "teach" the DM system for producing the most accurate predictions. As in any CFD modeling task, there are a number of issues to be considered: geometry, boundary conditions, initial conditions, mesh generation, etc. Our CFD finite element (FE) models differ only in geometry and rely on random values of ten parameters.
A. CFD Model of an Aneurysm
In order to simplify this study, we considered the AAA only, among various kinds of artery aneurisms. The shape of the AAA is defined by two splines with half-circle extrusions between them, as shown in Fig. 2 . We divide geometric parameters into three groups. 1) aneurysm length, A, B, C-variable parameters; 
2) upleft, up, upright, downleft, down, downright-
quantifying the curvature in the Bezier description fashion, variable parameters; 3) length, aorta diameter-parameters considered constant, taken from the literature for typical AAA, thus giving ten independent parameters to be varied within typical ranges given in Table I .
The next step in the prebuilding models for the CFD analysis is specification of boundary conditions. The identical boundary conditions are prescribed for all combinations of the variable input parameter values. Fig. 3 shows a typical waveform prescribed at the aneurysm inlet [12] , where Q is the volumetric influx, and t/T is the relative time with respect to the cycle period T. We used an equivalent length at the aneurysm outlet to model the resistance to the blood flow. Other relevant quantities with fixed values are blood density ρ = 1.05 g/cm 3 , kinematic viscosity ν = 0.035 cm 2 /s, length = 24 cm, and aorta diameter D = 2 cm. For the sake of completeness, we here notify the governing equations used in our CFD analysis. The fundamental equations for flow of a viscous incompressible fluid (such as blood) are the Navier-Stokes equations [12] . For the 3-D model of blood flow, eight-node finite element is used with linear interpolation of velocities from all nodes, while the pressure, taken to be constant over the element, is eliminated by a penalty parameter [13] . The incremental iterative form of the FE equilibrium equations is
where the matrices and vectors are defined in a standard FE manner (see [12] - [14] ).
As an illustration of the CFD solution, the velocity field (left panel) and pressure distribution (right panel) for the peak systole t/T = 0.16 of an AAA with D/d = 2/75 (D is aneurism diameter), d = 12.7 mm, are shown in Fig. 4 .
After initializing input parameters (see Fig. 5 ) and creating appropriate FE mesh, a specialized CFD FE analysis module performs hemodynamic simulation and lists result values of various hemodynamic quantities at specified mesh points. Among these quantities, the DM system only considers the wall shear stress values.
A total number of models (and therefore FE meshes) constructed using random parameter values and automatic mesh generator were 6000. Since a huge number of CFD finite element analyses had to be executed (for 6000 different geometries based on ten variable parameters), computations on a grid plat- form for distributed computing were our logical choice [15] . Our task was highly parallelizable due to a huge number of independent jobs, so the computing time was reduced by orders of magnitude by porting the task to the grid.
The infrastructure used in this work has been developed under EGEE project with gLite middleware [16] . Since each CFD run takes around 20 min on a typical personal computer, simple computational time estimation gives around 80 days to run on a single CPU. Equivalent run on a grid platform took 5 h only, while the infrastructure utilization peak during that run was around 600 CPUs at a time. In order to avoid large data transfers over the network, a simple postprocessing script was developed in order to return only the shear stress averaged over AAA surface and heart cycle time.
B. DM Approach
At the moment when maximum shear stress data obtained from a number of FE runs based on various geometries were ready, the machine learning process could begin. The software employed for that purpose was the Discovery Bus. The Discovery Bus is an implementation of the Competitive Workflow [17] software architecture and it has been used in drug discovery projects [18] . We have used the Discovery Bus as an automated tool for finding the best regression model for τ systolic (maximum shear stress for the systolic phase) and τ max (maximum shear stress value for the entire cycle domain). Fig. 6 shows how the Discovery Bus builds and tests the regression models. The first step is to create additional transformations to the dependent variables, in our case τ systolic and τ max . Sometimes, it is easier to create a regression if the dependent variable Y is first transformed as log(Y) or 1/Y. Therefore, in addition to building models for Y, the Bus automatically builds models for log(Y) and 1/Y. The second step is to sort the dependent variable in the ascending order and take every tenth out for testing. This means that the Discovery Bus leaves 10% for testing and creates models on 90% of the dataset.
The third step is to perform variable selection. Here, the CFS method of Hall [19] , [20] is used, to which we have added several variations. As a result, it produces up to five different subsets of features, including a solution where all variables are selected.
The fourth step is to build regression models and to cross validate them. We have used the following model building techniques to solve the regression problem: 1) multilinear regression (LIN); 2) partial least-squares regression (PLS); 3) recursive partitioning and regression trees (RPART); and 4) feedforward neural networks (NNET). All regression models are at the end cross-validated (tenfold) and the following statistics is calculated. 1) Tenfold cross-validated RMSE-root mean square error after tenfold cross validation. It is computed using the following formula:
where y i ith observed value in the training dataset; y i ith predicted value in the training dataset; N tr number of compounds in the training dataset. 2) Tenfold cross-validated Q 2 -coefficient of determination after tenfold cross validation. It is computed using the following formula:
where y i ith observed value in training dataset; y i ith predicted value in training dataset; y tr mean of the observed values in training dataset. 3) Tenfold cross-validated RelSE-relative squared error after tenfold cross validation. It is computed using the following formula:
where y i ith observed value in training dataset; y i ith predicted value in training dataset; y tr mean of the observed values in training dataset. 4) Size of the training dataset (N tr ) The last step is to apply all regression models to the test set and following statistics are calculated.
1) RMSE-root mean square error, computed using the following formula:
where y i ith observed value in testing dataset; y i ith predicted value in testing dataset; N te number of compounds in testing dataset.
2) R
2 -coefficient of determination, computed using the following formula:
where y i ith observed value in testing dataset; y i ith predicted value in testing dataset; y te mean of the observed values in testing dataset. 3) RelSE-relative squared error, computed as
where y i ith observed value in testing dataset; y i ith predicted value in testing dataset; y te mean of the observed values in testing dataset. 4) Size of the test dataset (N test ). In our opinion, the best model is the one with the lowest error values on the test set. However, we also looked for stability in our models and preferred models with similar error values on the training and test dataset, thus avoiding the problem of overfitting [21] .
III. RESULTS
The Discovery Bus software generated 85 models for property τ systolic and the best model was found for τ −1 systolic . It is a feedforward neural network model that uses all ten input variables. In Tables II and III , model performance metrics for the training and test sets are presented.
The Discovery Bus generated 82 models for property τ max and the best model was found for τ −1 max . It is a feedforward neural network model that uses all ten input variables. The model performance metrics for the training and test sets are presented in Tables IV and V. TABLE V  MODEL PERFORMANCE METRICS FOR THE TESTING In our opinion, the aforementioned models show similar and very low error statistics on the test and training sets. Therefore, we can say that values for τ systolic and τ max can be predicted with high accuracy using neural network models (see Fig. 7 ).
In order to better quantify the DM method, we also analyzed an AAA model based on the patient-specific clinical data (see Fig. 8 The results in Table VI show relatively good agreement with a CFD model based on the cross-sectional data of patient's AAA. It can be observed that all relative errors are below 10%, with significant computing time reduction in favor of the DM model. [17] , [18] software as an automated tool for finding the best regression model. The methodology was applied to a hemodynamic problem of an AAA, in which the effects of geometric parameters on the wall shear stress in the human aorta were analyzed. The CFD calculations were performed using the FE method and the shear stress was evaluated. A grid platform was employed to make the process of machine learning faster. Several building techniques for the regression problem were used: 1) multilinear regression (LIN); 2) partial least-squares regression (PLS); 3) recursive partitioning and regression trees (RPART); and 4) feedforward neural networks (NNET). We found that values for τ systolic and τ max can be predicted efficiently with high accuracy using the neural network models. Also, we developed a CFD model based on patient's AAA cross-sectional data and compared results with those obtained by the FE parametric model and DM approach. The clear benefit in the computing time of the DM method (with the error inside 10%) was shown: 114 min using cross-sectional CFD versus 0.1 min using DM. From these results, it can be stated that a new direction for reducing computational time for patient-specific AAA modeling is suggested. Also, this approach of coupling the computer modeling and DM methods can further facilitate the development of predictive diagnostic system for clinical practice.
