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ABSTRACT 
In this paper a convergence class is characterized for series associated with Gelfond’s interpolation 
problem (a generalization of the Abel-Goncharov problem) when the interpolation nodes are 
equidistantly distributed within the interval [0, 11. The expansion in this series of the exponential 
function is applied to obtain the relationship between the Hellinger integrals and distances. 
1. INTRODUCTION 
In this paper we treat the following interpolation problem concerning a func- 
tion f of an argument x E [0, 11. Consider the sequence of functionals 
Ao,Ai,... that act onf as follows 
(1.1) Anf = zkco W)n-k(;)(k14. 
For instance Aof=f(O), Aif=f(l) -f(O), Azf = 21f(l) - 2f($+ f(O)], 
etc. Let the first n + 1 of these numbers be given. The problem consists of con- 
structing the interpolation polynomial pn (e; f) of degree n so that 
(14 dkp, =Akf for k=O,l,..., n. 
The solution to this problem will be presented in section 3.2, Proposition 3.2, in 
terms of the sequence of certain basic polynomials CO E 1, cl, ~2,. . . that are 
introduced and characterized in section 3.1. The main task of the present paper 
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is to show the consistency of the interpolation polynomial as n + cc, i.e. to 
show that for a functionf in question the remainder term 
(1.3) m(.; f) = f(.) -Pn(.; f) 
converges absolutely to zero, pointwise as evaluated at a certain point x E [0, l] 
or even uniformly within this interval, see sections 3.2 and 3.3. The result can be 
applied for example to the exponential function f : x H eax where a is a certain 
fixed number, a E [w. At each x E [0, l] we get the following expansion 
(1.4) eax = 1 + nE, $ cn(x)(@ - 1)” 
where CO, cl, . . . are the basic polynomials mentioned above. 
Our problem is related in a certain way to the classical Abel-Goncharovpro- 
blem that requires the interpolation polynomials subject to the following con- 
ditions 
(1.5) (4 pn (xk;f) =f@)(xk) for k=O, I,..., n, 
wheref(“) stands for the nrh derivative off (see e.g. the books [l], [5], [6] or [17], 
as well as [9], section 5, and the references therein). To describe this relationship 
we consider first the general interpolation problem posed in Gelfond’s book [6]. 
In section 1.5 of this book a triangular array of interpolation nodes is con- 
sidered 
x00 
x10 x11 
--ho x,1 ..’ &VI 
. . . 
that determines for each n = 0, 1, . . . the divided difference [x,0 x,1 9 . . xnn]f of 
a certain analytic function f of a complex variable z E @. It is required to con- 
struct for each n = 0, 1, . . . a polynomial p,, ( .; f) of degree n so that 
(1.6) [xkoxki . ..Xk&n=[xkOxki . ..Xkk]ffork=O.l,...,n. 
Recall that for a set of arguments {xk}k,O,i,.,.,n the divided deference is a func- 
tional, denoted usually by [x0 xi . . . xn], that acts on a function f as follows: 
[x,J f = f (xn) for n 2 0 and 
(1.7) [x0x, . . . Xn]f = 
[x0x1 ... xn-llf - [XlX2...Xn]f 
x0 - & 
for 12 2 1, 
see e.g. [6], section 1.1, [14], section 2.11, or [13], chapter I. Iff is assumed to be 
an analytic function on C and if C is a closed rectifiable contour in the complex 
plane which contains all the points x0,. . . , x,, than we have the following con- 
tour integral representation: 
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(1.8) [x0x1 *.* &If =-_s f Wz 
2Li c (z - x0) . . . (Z - Xn) ’ 
see [6], section 1.4.3, or [13], section 1.7. 
It will be shown next that with two different choices of the triangular array of 
interpolation nodes the conditions (1.6) can be reduced to (1.1) as well as to 
(1.5), so Gelfond’s class includes both our problem and the Abel-Goncharov 
problem. First, let each row in the above triangular scheme consist of the nodes 
spread equidistantly over the interval [O,l], i.e. in the nth row let 
{x,k = k]k=O,l ..., n. Then th e corresponding nth divided difference is [0 A . - . 11. 
According to the lemma 2.1 below this is exactly A,, defined by (l.l), thus the 
conditions (1.6) indeed reduce to (1.1). Now, let each row consist of equal en- 
tries x, say, i.e. in the nth row let {xnk = ~,,}~,~,i,,,,,~. Then the conditions (1.6) 
turn into (1.5) by applying the integral representation (1.8) and Cauchy’s 
integral formula (see [14], vol. I, chapter 14). In this special case we thus deal 
with the Abel -Goncharov interpolation problem. 
As a side remark we note that in fact Gelfond’s class includes also the genu- 
ine interpolation problem of constructing a polynomial pn (.; f) that coincides 
with the function f at certain fixed interpolation nodes, say x0,. . . , x,, (with the 
well-known solutions by Lagrange, Newton or Hermite: see, e.g. [6], section 1.1, 
[14], vol. II, section 2.11, or [13], chapter I). To see this take into consideration 
the recurrent definition of the divided differences and form the triangular array 
by starting from x00 = x0 and by adding at each consecutive row a new node to 
the previous nodes, say x,, in the nrh row. The latter row then consists of the 
entries {&k = xk)k,o,l ,,.., n and in (1.6) we simply have [xm xkl . . . xkk] f = 
f (xk). 
In Gelfond’s book [6], sections 1.5.2 and 1.53, two different results are ob- 
tained about consistency of the general interpolation polynomials subject to 
(1.6). These are direct extensions of Goncharov’s original results, see e.g. [l], 
theorem 9.11.1, and [17], theorem 7, respectively. Only the first of these results 
can be applied to the case of our interest, i.e. to the case of equidistant nodes. 
This approach has been pursued in [3], see also [9], chapter 5. It has been shown 
that the series (1.4) converge provided ]a] < log 2, and that the method does not 
admit any significant improvement upon this bound. Therefore, in the present 
paper we will pursue a different, direct approach to obtain first theorem 3.3 on 
expansion (3.8) for any analytic function f of an exponential type (cf condition 
(3.10)) and then to deduce (1.4) for every a E I% It is perhaps worth mentioning 
that this improvement is achieved by sharper estimation of the basic poly- 
nomials. The earlier result ]cn(x) 1 5 n!(log 2)-” obtained in [3] by Goncharov’s 
method (see also [9], proposition 5.22) is replaced in proposition 3.1 by 
I44I I P/2) W21 for x E [0, 11. 
The paper is organized as follows. All auxiliary results and technical argu- 
ments are gathered in the concluding section 5. In the next section 2 we give 
further characterization of the divided differences, especially in the case of 
equidistant nodes. Some concrete examples can be found in section 2.2. In ex- 
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ample 3, for instance, the link to the theory of Stirling numbers is featured. 
Section 3 contains main results. It begins with introducing in section 3.1 the 
basic polynomials {c,}, = ,,i ,,,,. In section 3.2 sufficient conditions are provided 
for pointwise convergence of our interpolation series (3.8) and in section 3.3 it 
is shown that this convergence is in fact uniform within the interval [OJ]. Sec- 
tion 4 makes use of the expansion (1.4) in order to relate so-called Helfinger 
distances and integrals, the notions common in the statistical iterature, see e.g. 
[12], section 3.2, or [16], chapter 1. 
2. DIVIDED DIFFERENCES 
2.1. Application to polynomials 
In the sequel we will need to apply the functional [xg xi f . . x,,] to polynomials 
of various degree. If pk is a certain manic polynomial of degree k 5 n, i.e. a 
polynomial with unit leading coefficient, then 
(2.1) [XfJXi ... X&k = &k. 
This is easily seen due to the following mean value representation 
f @) (0 [x0x, .*.xJf= - 
n! 
where < is a certain point from the smallest segment covering all the points 
x0,x1,..., x,, see [6], section 1.4.1, or [13], p 6. Take now a polynomial of degree 
exceeding n, say a manic polynomial 
PkYO, . . . ,Yn+m) = (z - vo) . . . (z - Yn+m> 
of degree n + m + 1, where m > 0. Then the nrh divided difference may be cal- 
culated by means of the following formula: 
This formula is easily obtained by induction, using repeatedly the identity 
s Pk Yo, * * * ,Yn+m) P(z;Yl,. . . rYn+m) 
c P(? x0,. . .7 xn) 
d~=hwo);c p(z.xo 
I 
x > dz 
,a.., n 
+s 
PkYl,. . ’ ,.Yn+m) dz 
c P(z;xl,..*,&z) . 
Since the forthcoming sections are restricted to the particular case of the equi- 
distant nodes &/n]k,s,i ,..,, n, it will be convenient o use throughout the special 
notationy,+i(.) -p(.;O,l/n,..., 1) for the manic polynomial with zeros at the 
nodes {k/n]k,O,i ,.,., n, that is 
(2.3) ^I~+~(z) =B (z-z). 
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2.2. Equidistant nodes 
The following lemma has been already mentioned in the introduction. Asser- 
tion (i) is an easy consequence of the following explicit expression for the nfh 
divided difference: 
(2.4) [xgx, ... 
f (xk) 
fi (kk -&,) 
m=O 
mfk 
(see [6], section 1.4.2, or [lo], section 1.9). Assertion (ii) gives yet another ex- 
pression (2.5) for A, f. 
Lemma 2.1. 
(i) In the special case of the equidistant nodes {k/n},,,,,,,,,,, the divided dif 
ferences take the form (1.1). 
(ii) Put uo E 0 and for n 2 1 let un = (u,,l + . . . + u,,)/n be the arithmetic 
mean of independent random variables u,~, . . . ,unn, which are untformly dis- 
tributed in the interval [0, 11. Zff or some n E N the function f possesses an inte- 
grable nth derivative, denoted by f @), then 
(2.5) A,f = _!_ lEf’“‘(u,,). n. I 
Proof (i) Note that in the present special case the product in the denominator 
on the right hand side of (2.4) equals to 
;mGo (k-m) = (-I)“-“: (:)-I 
m#k 
so that (2.4) reduces to 
10; ... llf =skgo (W(;)f(;). 
In view of (1.1) the proof of assertion (i) is complete. 
(ii) Clearly the desired equality (2.5) is true for n = 0. For n > 1, it may be 
written in the following integral form 
A,f =$ . ..bf(~)(X1+‘“+X”)dx....dx”, 
But this is equivalent o 
I I L 
A,f = 2 [ ‘:s:; . . “-j+” f'"'(t,Jdt, . . .& 
&I 
which we get from (1.1) by the Newton-Leibniz formula, see [15], p. 165. 0 
Let us consider several applications 
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Example 1 
Letf be the exponential functionf : x H eax, with a certain constant a, cf (1.4). 
Obviously, Aof = 1. As m > 0, apply (1.1) to get 
(2.6) A,f = 5 (calm - 1)“. 
Example 2 
Consider the kernel f : XI+ l/(a - x), (a] > 1. Obviously, Aof = l/a and for 
m>O 
(2.7) anJ =Th; ~&jdz=~ m 
with TV+ 1 given by (2.3). This is easily obtained from the integral representa- 
tion (1.8) by applying Cauchy’s integral formula, see [14], vol. I, chapter 14. 
Example 3 
For a nonnegative integer n, let e,, denote a monomial, i.e. a special function 
e, : x H x”. In this section a relationship will be discussed between the numbers 
(2.8) dnm = &e, 
and the Stirling numbers of the second kind. As is well-known (see for example 
[lo], p 175-176) these Stirling numbers S,, are usually defined either by the 
generating function 
(2.9) 5 (et - l)m = E S,, $ 
Pl=111 
or 
(2’10) (1 _t)(l -ii...,1 -mtjXnEm Snmt”’ 
In order to obtain the generating function for the numbers (2.8), apply the 
functional A, to two absolutely convergent Taylor series (of the same functions 
of x E [0, l] as in the previous examples) 
with a parameter a E lR in the first case and Ial > 1 in the second case. The ab- 
solute convergence allows for the term by term application of A,, so that in the 
first case we get for m > 0 
(2.11) 
by using (1.2), and in the second case 
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by using (2.7). Compare (2.9) with (2.11) and (2.10) with (2.12). It is seen that 
S,,, = mnpmd,,,, (see [9], sections 5.2 and 5.3, for more details concerning the 
numbers (2.8)). We only mention here the following simple estimate: 
(2.13) d,,,, 5 (I) as m 5 n, 
which is easily obtained by applying lemma 2.1, assertion (ii), to the monomial 
and by taking into consideration definition (2.8). Indeed, we get 
which in turn yields (2.13), since the arithmetic means u,, are confined to [0, 11. 
Clearly, dnm = 0 as m > n due to (2.1). 
Example 4 
Let {ml,= 1,2,... be the sequence of the manic polynomials ^ ln of degree n defined 
in (2.3). Put ^ fo E 1, for completeness. We associate with this sequence of poly- 
nomials a triangular scheme of numbers {bnk}k=O,l,,,.,n with the entries 
b,k = Aky,, in the nrh row, n = 0, 1, . . ., given by 
cf (1.8). Obviously, bnO = m(O) = 6,0 and b,l = m(l) - m(O) = &I. Moreover, 
examining the entries diagonally we observe l’s on the main diagonal 
{b,,}n,o,l,,,, (apply (2.1) that also allows us to view our triangular scheme as a 
lower triangular matrix, if needed) and O’s on the first diagonal {b,+ I~}~=~,,,,,,. 
The latter is directly seen from (2.2) which gives at once bkn+ ln = 0 for 
k = 1,2,. . . . Furthermore, for an integer m > 0 consider the m + lfh diagonal 
with the entries {b,+,+ ln }, =o,1,,,, and apply again (2.2). Along with b, + 10 = 0 
and b, + 2 i = 0, we obtain for n > 1 that 
where y is a function of m + 1 variables given by 
(2.16) Y(Zo,. ..,Zm)= fi Zj-' 
j=O ( > m ’ 
Note that y(z, . . . ,z) = +y,,,+ I(Z), cf (2.3). So, in case n = 2, for instance, the 
right hand side of (2.15) consists of a single term that yields 
b 
(this is not hard to see by evaluating the gamma function as in [ll], formula 
(1.2.6), but we do not enter into details). 
We will show in proposition 2.2 that all the odd diagonals consist of O’s, not 
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only the first one as above. As for the even diagonals, their entries will be 
estimated by the inequality (2.17), that is all we need for the present purposes. 
For comparison, however, observe that the sum on the right hand side of (2.15) 
is an approximation to the following integral Zm+ 1(z) = mm+ ’ Jl Jo’” . . . Ji’ 
Y(Zo,. . . , zm)dzo . . . dz, evaluated at z = 1. For example Z2( 1) = - l/4!, Z4( 1) = 
-327/8!, 16(l) = -52 11 13 15/12!, and the exact values of {b,+,,},=2,4,6 
may be obtained from b n+mn = Zm(l) nyzi (1 - cmj/n(n + m - 1)) with c2r = 2, 
{c41,~42,c43} = {18,4, -2) and (~61,. . . ,c65} = {200/13,50,6, -4, -6). 
Proposition 2.2. Let {bnk}k=O ,,,..,, n with n = b, 1, . . . be the triangular scheme 
defined by (2.14). Then for m = 1,3, . . . we have 
6) b ,,+,,,,, = 0, i.e. alltheodddiagonalsconsistofO’s; 
(ii) the estimates to the entries in the even diagonals are provided by the in- 
equality 
(2.17) Ibn+m+lnl 5 
The proof of this proposition is rather technical. Therefore we postpone it until 
section 5.2. 
3. MAIN RESULTS 
3.1. Basic polynomials 
The basis for the solution to our interpolation problem (to be formulated below 
in proposition 3.2) is provided by a sequence of certain manic polynomials 
{c~}~,~,~,,,, thatwill be described next. 
ForeachmE{O,l,..., n} define a polynomial c, of degree m, subject to the 
following conditions: 
(3.1) &,,, = 
0 ifk#m 
1 if k=m. 
It is easily verified that in this manner polynomials {c,},,~,,,.,, are uniquely 
defined and may be presented in the following form: 
doe 0 e0 
(3.2) c, = d,iIo .‘. 
. . . d-In-1 en-l 
d no ... d,,-1 en 
where the notations are used of example 3 in section 2.2. Indeed, apply the lin- 
ear functionals { Ak}k=o,I ,,,,, n to both sides of (3.2) by taking into consideration 
that on the right we have a linear combination of the monomials {ek}k=o,r,,,,,n. 
Then (2.8) yields (3.1). Equally easy to verify that for all nonnegative integers n 
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(3.3) e, = 2 d,,c,,,. 
m=O 
Thus starting from CO s 1, we have the following recurrence relationship 
n-1 
cn = en - C dnmcm 
m=O 
since d,, = 1. Note that the polynomial c,, is manic. For more details on these 
polynomials we refer to [3], or [9], section 5. 
Obviously, the monomials in (3.2) may be substituted by any other manic 
polynomials of equal degree. For instance, with the notations of example 4 in 
section 2.2 
(3.4) c, = 
boo 0 70 
b,_,. ... bn-ln-1 bin--I 
b no ... bnn-1 “an 
so that analogously to (3.3) we have “yo = co, yi = ci and 
nn = 2 
n 
b2 2 c n m 2m, ~2n+1 = C b2n+l2m+1c2m+1 
m=l m=l 
asn= 1,2,... (since certain coefficients vanish according to proposition 2.2, 
assertion (i)). 
As is seen in [3] or [9], section 5, the first few polynomials c, are of simple 
form due to easily localized zeros. Apart from CO E 1, first few instances are 
Cl(X) =x 
Q(X) = x(x - 1) 
Q(X) = x(x - 4)(x - 1) 
Q(X) = x(x - $)2(x - 1) 
Q(X) = x(x - f)(x - $(x - 3)(x - 1) 
ca(x) = x(x - i)(x - $2(x - f)(x - 1). 
But after awhile they take on quite complicated form and their estimation be- 
comes a complicated task. For instance 
c7(x) = c5(x)(x2 -x+&) 
c*(x) =c~(x)(x2-x+&) 
Q(X) = cs(x)(x4 - 2x3 + %x2 - $$x + $#) 
CirJ(X) = cs(x)(x4 - 2x3 + 3x2 - 3x + #$). 
Note the symmetry: for all n 2 2 
(3.5) CJX) = (-l)“cJl -x), 
see [9], proposition 5.6. In [9], proposition 5.22, a uniform (over x E [0, 11) up- 
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per bound for c, has been obtained and in the concluding section 5.12 the pos- 
sibilities for further refinement have been discussed; cf [3], section 8. In the next 
proposition an improvement upon this bound is provided. 
Proposition 3.1. For a positive integer n 
The proof is provided in section 5.4. As usual [ ] denotes the integral part so 
that [n/2] = n/2 if n is even and [n/2] = (n - 1)/2 if n is odd. 
3.2. Convergence of the interpolation series 
Consider the interpolation problem formulated at the very beginning of this 
paper. The corresponding interpolation polynomialsp,(q f) are constructed as 
follows: 
Proposition 3.2. For each fixed integer n polynomial of degree n 
(3.7) ~4.; f) = & c,(.)A,f 
with the basic polynomials {c,,,},,,,~,~,,.,,~ introduced in section 3.1, satisfies the 
conditions (1.2). 
Proof. Apply the linear functional Ak to both sides of (3.7) by taking into 
consideration (3.1). Cl 
Evaluate (3.7) at a certain point x E [0, l] and let n --+ 00. In the next theorem a 
convergence class of functions is characterized, i.e. a class of functions f for 
which the remainder term (1.3) evaluated at a certain point x E [0, 11, vanishes 
as n + co and the following expansion holds 
(3.8) f(x) = ngO c,(x) A,f. 
Theorem 3.3. Let f be an analytic function whose power series expansion at 
x E IO,11 
(3.9) f(x) = E a,x” 
n=O 
is such thatfor a certain integer ko E N the coeficients atisfy the inequality 
(3.10) IanI 5 $ if n 2 ko, 
where A > 0 is a certain positive constant. Then f can be developed in series (3.8). 
Proof. Since the power series (3.9) converges absolutely, we can apply the 
functional A,,, term by term. By (2.8) we get 
(3.11) A,,,f = E a, d,,. 
n=m 
Now, substitute (3.3) in (3.9) and interchange the summation order to get 
f = n$ZO a, m.$0 A, cm = 5 cm 5 a,&,, 
m=O lz=m 
which by (3.11) implies the desired expansion (3.8). This interchange is justified, 
provided 
It remains thus to prove (3.12). In view of the inequalities ]c,] 5 (1)” and 
d,, 5 (i) (cf (3.6) and (2.13)), it suffices to show that 
But under the present conditions the latter inequality is certainly true due to 
inequality (3.10). For instance 
The proof is complete. 0 
3.3. Remarks 
The convergence in (3.8) is in fact uniform in the sense that under the condi- 
tions of theorem 3.3 
(3.13) sup ]m(x,f)] + 0 as n + 00, 
xEP,ll 
cf (1.3). Indeed, in view of theorem 3.3 the nrh remainder evaluated at fixed 
x E [0, l] may be written in the form 
m(x,f) = E cm(x)&J = E Cm(x) E Qkdkm 
m=n+l rn=n+l k=m+l 
by (3.11). Hence if n is sufficiently large, exceeding k.0 of condition (lo), then 
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which yields (3.13). 
As was mentioned in the introduction, in the special case of section 2.2, ex- 
ample I, the conditions of theorem 3.3 are satisfied and the expansion (1.4) is 
valid for each a E R’. But the case of example 2 is not covered, hence the ques- 
tion remains open whether the corresponding nrh remainder term evaluated at 
x E [0, l] so that 
1 
m(x,f) = -- e-- 
cm (x) 
a-x m=O ^ ~m+l(a) 
(cf (1.3) and (2.7)) vanishes as 12 -+ 00. Cf [9], section 5.5 (where only a certain 
‘weak convergence’ is established for an appropriate range of the parameter a). 
4. HELLINGER INTEGRALS 
In this section we use (1.4) to obtain expansion (4.17) of the Hellinger integrals 
(4.14). The latter notions are expressed in terms of two positive probability 
density functions on R, say f and g as follows: for x E [0, l] the Hellinger in- 
tegral of order x is defined by 
(4.14) H,(f ,g) = 7 f (t)“g(t)l-Xdt. 
-03 
Further, for n E IN+ define 
(4.15) h,(f,g) = 7 (m- W)Q. 
--05 
In case n is even vm is called the Hellinger distance of order n between f 
and g. By Newton’s binomial formula 
(4.16) hnCf,g) = ,$, (-Y(;)H,jn(f?g). 
By using expansion (1.4) we now show that the following relation (inverse to 
(4.16)) holds 
(4.17) HAf ,g) = 1+ $, $m(x)hm(f >g). 
Theorem 4.1. For two positive probability density functions f and g the nth re- 
mainder term in expansion (4.17) 
R,(X) = H,(f ,g) - I’-- me, 5 Cm(x)hm(f ,g) 
vanishes as n -+ 00, in the sense that sup,.. [o,l~ I&(x) 1 --) 0. 
Proof. Substitute a = logf (t) - logg(t) in (1.4) to conclude by uniform con- 
vergence of this series (cf section 3.3) that 
(4.18) 
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with u(t, 4 = Lf(~>ldt>l" and u,,(t,x) = 1 + Ck=r (nf”/m!> cm(x) (qm 
-1)“. This yields the desired result, since by (4.15) and (4.14) 
sup I&(X)I = sup I B [n(V) - un(L41 &T(f) 4 
x E PJI XE [O,l] --oo 
does not exceed the left hand side of (4.18) and thus tends to 0. q 
The expansion (4.17) might be useful in the setup of [4] or [8]. The expansion up 
to the second term, for instance, plays a central role in proving the important 
functional central limit theorem in [8], p 554. 
5. SOME ESTIMATES 
5.1. Basic lemma 
The proof of proposition 2.2 to be presented in section 5.2 is based on the fol- 
lowing lemma concerning an absolute upper bound for the summands in (2.15). 
Lemma 5.1. For a positive integer m, let y be a function of m + 1 variables given 
by (2.16). Then 
(5.1) O<ro?$,,<I IY(ZO,. . . >GJl 5 &. 
Proof. For a notational convenience, let the interval [O,l] be divided into m 
subintervals Lt , . . . , L, of equal width, that is Lk = [(k - l)/m,k/m]. Fix a 
particular distribution of successive points 0 < zo 5 . . . 5 z, < 1 over these 
subintervals that is determined in the following manner. Select non-empty 
subintervals, say Li,, . . . , Lit with il < . . . < ie, C _< m, and assume each in- 
dividual subinterval Li, to cover Vk of the points. Clearly ~1 + . . a + ye = m + 1. 
The points thus covered by L, satisfy 
(5.2) 
ik - 1 
m < znk_, I ... I z,+, <$ 
whereno=Oandnk=vl+...+VkforO<kLIsothatne=m+l.Inorder 
to estimate 
(5.3) lY(Zo, * 
we first obtain the inequality 
(5.4) 
mm+‘h(zO,. ..,%I)1 I fr n {(j-ik+l)l{iklj] 
k= 1 “k-, <j<nk 
+ cik -j)‘{ik>j}) 
by taking into consideration that due to the inequalities (5.2) the inner product 
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on the right hand side of (5.3) (over the set of points {Zj E Lik}, i.e. over the set 
of integers E [LQ _ 1, nk)) satisfies 
muk n (Zj-A\ 5 n {(j-ik+l)Z{ik<j}(ik-j)z{ik>j}}. 
nk-l <j<nk nk-lcj<nk 
We either have {ik < )23( _ 1) or {nk_ 1 5 ik < nk} or {ik 2 nk}. Consider all 
these three cases separately. In the first case the product on the right hand side 
of the latter inequality equals Vk!(.*izh), in the second case Vk!/(,,“!,$ in the third 
case Vk! (I* -;; ~1). Thus, the inequality (5.4) reduces to 
(5.5) 5 IY(Z0, . . ,z,)~ 5 v ,i,...i, “, “‘“! 
with 
Compare this with the desired inequality (5.1). As is easily seen, it remains to 
prove that the product on the right hand side of (5.5) is less then 1, i.e. 
(5.6) 
17’1 “‘it < m! =- 
As is shown below, the equality in (5.6) is attained only in the special case of 
! = 1, when all the ~1 = m + 1 points are covered by the subinterval Li, with 
some il E {l,... ,m}, i.e. (il - 1)/m < zo 5 . . . 5 zm < h/m. In this case 
“2 = l/(7;) and inequality (5.6) is equivalent to (-;I) 2 m + 1. Clearly, this 
holdsforallii ~{l,... ,m}, with the equality only when il = 1 or il = m. 
To make our arguments transparent, we treat in details the next special case 
e = 2 when all the points are distributed over two subintervals Li, and Li, with 
someir < izfrom{l,. . . , m} and It2 = m + 1. In this case 17; $z is the product of 
{r, <V,l/(V1~,,) + (Z,)Z{i, kV,l and (nlii2)Z{i2 <V,}Z{V, <i2}/(aY?,z)y hence it takes on three 
iossible values: either (-+;-I>)/(;;) as ~1 > i2, or l/c;)(,>;,,) as il < VI < i2, or 
(;,)/(,,:,,) as ~1 5 il. Note the symmetry Di $* = n$$ with jr = m + 1 - il and 
j2 = m + 1 - i2, which means that on looking for an upper bound of fl;iv:. one 
has to take into account only the first possibility (for the third possibility would 
give the same result and the second one is irrelevant as the value taken on is 
always less then 1). In the present case the desired inequality 
(cf (5.6)) is thus proved by verifying that if v1 > i2, then the ratio 
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with (.), the falling r-factorial, cf [lo], $16. We hence see that in (5.7) the equality 
is excluded and the ratio is largest for flk: = 1 - l/m < 1. 
The arguments used above extend beyond the cases C = 1,2 as follows. Fix a 
certain C E (3,. . . , m}. Firstly, it suffices to deal only with the situation in which 
i2 < nl, i3 < n2,. . . , ie < ne- 1, and the product ‘T: :::i:, takes on the value 
Secondly, it is verified that this value satisfies the inequality 
(5.10) n;:::;e <-JJki2 (;) =‘( m+l ) 
m+ 1 Vi...Ve 
(cf (5.6)). To this end, we follow the same arguments as in (5.8): taking the ratio 
of the right hand sides in (5.9) and (5.10) we get the inequality 
Finally, note that the ratio is largest for {il, iz, . . . , it} = { 1,2,. . . , !} and 
{Vi, v2, . . * , IQ} ={m+2-&I,..., 1}, when the inequality (5.10) reduces to 
nt: ::::e = (m f 1 - C)e-l/m + 2 - e < (m)e_2. 
We have thus seen that the inequality (5.6) holds for all e E { 1, . . . , m}. The 
proof is complete. q 
5.2. Proof of proposition 2.2. 
Proof of assertion (i). By definition (2.14), the case m = 1 is trivial. For 
m = 3,5,. . . the assertion is verified by taking into consideration that 
y(z(), . . . ,zm) = (-l)m+‘y(l - z,, . . . ) 1 - zs). 
Indeed, on the right hand side of (2.15) the sum consists of an equal number of 
positive and negative terms cancelling each other. Notice that the number of 
non-zero terms is always even, while the total number equals to (n;~;‘). This is 
calculated as follows: 
(5.11) c 
O<ko<-<k,<n 
by applying repeatedly the combinatorial identity 
(5.12) 2 
k=O (“:“) = (?r:‘) 
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Proof of assertion (ii). Taking into consideration the number (5.11) of terms on 
the right hand side of (2.15) we get by lemma 5.1 that 
which is equivalent o (2.17). •i 
5.3. Estimation of the polynomials (2.3) 
We conclude this section by the assertion that the right hand side of (5.1) may 
serve as an upper bound for “(m + 1, as well. 
Lemma 5.2. For a positive integer m, let ym + 1 be the manic polynomial of degree 
m + 1 defined in (2.3). Then 
sup I-Ym+l(~)l L &. 
ZE PJI 
Proof. It is directly verified that 
SUP I"im+l(Z)I = sup zfi J-z <---$. 
ZE IO,;1 (. > ZE[O,Aj j=1 m 
Thus it suffices to show that the supremum we are looking for is located in [0, A]. 
But this follows from the fact that for any z E [0, A] and any k E { 1, . . . , [m/2]} 
The proof is complete. Cl 
5.4. Proof of proposition 3.1 
For 2n > 0 formula (3.4) yields 
(5.13) C2n = 5 (-v%vn~2m 
m=l 
with the coefficients 
b2(m+i)2m b2(m+i)2(m+i) 0 
(5.14) fInrn = i : . . . 
b(n - I) 2m b2+1)2(m+1) ... b2(n-l)2(n-q 
b2n2m b2n2(m+l) ... b2n2(n - 1) 
which are estimated as follows: 
Lemma 5.3. For positive integers n and m, the determinant (5.14) is estimated as 
follows: 
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Proof. By developing the determinant (5.14) along the lowest row we get 
(5.16) 2 (-l)kb2n2kPkm = 0. 
k=m 
For each fixed n > 0 we have &, = 1 and @,,+ 1 n = bqn+ 1) h. Further, (5.16) 
yields for any m > 1 
(5.17) (-l)m-lb+mn = 62(n+m)h~~~ (-l)kb2(n+m)2(n+k)Pn+kn. 
For instance, substitute m = 2 to get 
P n+2n = 42(n+2)2n + b2(n+2)2(n+l) b2(n+lpn. 
We may use (5.17) iteratively so that for m > 2 the first step yields 
(-l)m-‘Pn+mn = 
m-l 
b 2(n+m)2_n - C b2(nm)2(n+k)bz(n+k)h 
k=l 
m-l k2-1 
- *Ic2 ,Ic, Nk’ b 2(n+m)Z(n+k2)b2(n+k2)2(n+kl)Pn+k,n. 
2 I 
For any m > 1, the final result of this procedure may be written in the following 
form: 
(5.18) 
+ O<F<m (-l)j 
i 
c n bz(n+ki+t)z(n+ki) 
ko<.,.<kj+l i=O 
where ko = 0 and kj+ 1 = 
times, first Ci: 1 i , 
m so that the summation in CkO < <kj+, is taken j 
then Et: 1: and so on, at last CcLJ . The number of sum- 
mands equals 
(5.1% c 
ko<...<k,+l 
which is calculated by applying repeatedly the combinatorial identity (5.12). 
Due to (5.19) and the inequality 
tbz(n+ki+,)z(n+kj)I 5 1 
(cf (2.17)), we obtain from (5.18) that 
By the binomial formula the right hand side equals to that of (5.15). Cl 
Proof of (3.6). 
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Proof. Consider the case of an even index in (3.6). For 2n > 0 we have (5.13) 
with the coefficients Pnrn that satisfy the inequalities (5.15). Besides, J’Y~~[ I 1 
according to lemma 5.2. So, (5.13) implies 
n-l 
lC2nl 5 12x (2)” 5 (;)n. 
k=O 
The case of odd indices in (3.6) is handled analogously. El 
REFERENCES 
1. 
2. 
Boas, R.F. - Entire Functions. Academic Press, New York (1954). 
Bullen, P.S. D.S. Mitrinovic and P.M. VasiE - Means and their Inequalities. D. Reidel Publish- 
ing Co., Dordrecht (1988). 
3. Dzhaparidze, K. and R.H.P. Janssen - A stochastic approach to an interpolation problem. 
CWI Quarterly 7,245-258 (1994). 
4. 
5. 
6. 
Dzhaparidze, K. and E. Valkeila - On the Hellinger type distances for filtered experiments. 
Probab. Th. Rel. Fields 85,105-117 (1990). 
Evgrafov, M.A. -The Abel-Goncharov Interpolation Problem. Moscow (1954) (in Russian). 
Gelfond, A.O. - Calculus of Finite Differences. Hindustan Publishing Corporation, Delhi 
(1967). 
I. G.H. Hardy, J.E. Littlewood and G. Polya - Inequalities. Cambridge University Press, London 
(1934). 
8. Jacod, J. and A.N. Shiryaev - Limit Theorems for Stochastic Processes. Springer, New York 
(1987). 
9. 
10. 
11. 
12. 
13. 
Janssen, R.H.P. - Construction of Orthogonal Polynomials Associated with Time Series and 
Random Fields. Ph.D. Thesis, CWI, Amsterdam (1995). 
C. Jordan - Calculus of Finite Differences. Chelsea Publishing Co., New York (1947). 
Lebedev, N.N. - Special Functions and their Applications. Dover, New York (1972). 
Le Cam, L. and G. LoYang - Asymptotics in Statistics. Springer, New York (1990). 
Milne-Thomson, L.M. - The Calculus of Finite Differences. MacMillan and Co., London 
(1951). 
14. Markushevich, AI. - Theory of Functions of a Complex Variable. Prentice-Hall, Englewood 
Cliffs, New Jersey (1965). 
15. Rudin, W. - Real and Complex Analysis. McGraw-Hill, New York (1966). 
16. Strasser, H. - Mathematical Theory of Statistics. de Gruyter, Berlin (1985). 
17. Whittaker, J.M. - Interpolatory FunctionTheory. Cambridge University Press, London (1935). 
(Received September 2000) 
72 
