Quantitative genetics has evolved dramatically in the past century, and the proliferation of genetic data enables the characterization of complex interactions beyond the scope of its theoretical foundations. In this paper, we lay the foundations of an alternative formulation of quantitative genetics based on information theory. Information theory can provide sensitive measures of statistical dependencies among variables, and provides a natural mathematical language for an alternative view of quantitative genetics. In previous work we examined the information content of discrete functions and applied this formalism to the analysis of genetic data. We present here a set of relationships that both unifies the information measures for the set of discrete functions, and uses them to express key quantitative genetic relationships. Information theory measures of variable interdependency are used to identify significant interactions, and a general approach is described for inferring functional relationships within genotype and phenotype data. We present information-based measures of the genetic quantities: penetrance, heritability and degrees of statistical epistasis. Our scope here includes the consideration of three variable dependencies and independently segregating variants, which captures two locus effects, genetic interactions, and two phenotype pleiotropy. However, this formalism and general theory naturally applies to multi-variable interactions and higherorder complex dependencies, and can be adapted to account for population structure, linkage and nonrandomly segregating markers. This paper therefore lays the initial groundwork for a full formulation of quantitative genetics based in information theory.
Introduction
The critical questions for understanding a genetic system, its functions, structure and complexity, lie in the actual dependencies among the system's variables, both the phenotypes and genotypes as well as external factors. Of course, the phenotypes can range from highly specific cell or molecular measures to broader, organismal level phenotypes. The information architecture of the genetic system's variables is at the heart of the dependency problem, and the difficulty of determining this architecture from data is significant for truly complex systems, which well describes many genetic problems. These problems are inherent in the challenges of the past concerning the genetic explanation of complex traits, the notion of missing heritability and the effects of gene interaction. Quantitative genetics has evolved substantially over the 100 years since Fisher and Wright laid its foundations, in these papers [1, 2] , for example. It has been pointed out repeatedly, however, that while their methods were powerful and innovative, there are some problems with the general approach. It is not that the methods are not correct and powerful, but rather that the proliferation of data types calls for additional approaches and mathematical descriptions. Nelson, Petterson and Carlborg, for example, have argued effectively that the Fisherian paradigm has reached its limits in the ability to deal with complex traits and modern genetic data [3] . Their summary, "… many of the current tools are adaptations of methods designed during the early days of quantitative genetics. The present analysis paradigm in quantitative genetics is at its limits in regard to unraveling complex traits and it is necessary to reevaluate the direction that genetic research is taking for the field to realize its full potential," is a clear call for new quantitative approaches. It is also true that, in spite of their innovative statistical approach in 1918, the Fisherian methods have often been misused in present quantitative genetics.
Huang and MacKay have clearly made the case, for example, that the genetic architecture of quantitative traits cannot be inferred from variance component analysis as it has been applied in many studies over the years [4] . It is clear that genetic interactions, called epistasis in one use of this term, have been implicated as components essential for understanding complex traits [5] [6] [7] [8] [9] , though it has also been challenged as being unimportant in evolution [10] . Recent results have strongly supported the importance of interactions in understanding complex traits [7, [24] [25] [26] [27] , including those in humans. In addition, quantitative inference of interacting loci will likely be important for polygenic risk scores which are currently being generated using non-interacting models.
Here we propose that information theory can provide the foundations of a new approach to quantitative genetics which is different and exhibits useful properties, and we begin the process of building that foundation with this paper. It is not our position that present methods are faulty, but rather that it is likely that establishing a new approach and formulation will reveal new insights and provide methodologies because of the fundamentally different viewpoint. For example, the ability to detect two locus dependencies without significant single locus dependence extends the analysis power beyond the GWAS method. This extension is a natural feature of the information theory formulation.
Information theory, while originally directed at the problem of understanding communications quantitatively, has been very effective outside of this original domain and has been applied widely to physical, biological, and chemical problems, and to other fields [13] . In almost all scientific domains the problem of inferring the quantitative dependencies among measurable variables, and even causal relationships, is the central problem, and the information measures, functionals of probability distributions, have been shown to be important tools in these problems of inference.
We have previously shown how information theory methods can be used to analyze complex data, and also shown how genetic data is amenable to some such applications [11] [12] [13] . Here we extend both the formulation of the relationships and methods and their interpretation, and recast the theory into a more comprehensive description of quantitative genetics. While we take only the first few steps here towards a full information theory of complex genetics, we show how this approach forms a fruitful way to describe the complex genetic architecture of a system. Specifically, we describe familiar concepts like gene interaction, pleiotropy, penetrance, degree of epistasis and heritability in terms of information theory.
Our concept of the information architecture of a system derives primarily from the idea of using information measures to define the levels of dependencies among variables. Information theory, being model-free, is broadly applied to extracting statistical properties from the data, which are in turn determined by the joint probability distributions of the variables. The measures have the advantage of being completely agnostic of any models or prior assumptions affecting dependencies, and this allows the data to fully drive the conclusions, and reduces the sensitivity of the measures to small variations in the data, and to limitations of samples numbers. Thus, we argue that the application of information theory to genetics can provide a powerful approach to deciphering the structure of complex systems and to extracting their information architecture, which is distinct from the genetic, or model architecture. This paper advances our previous work in which we defined an information landscape [11] , and illustrated the use of discrete functions and noise on this landscape to analyze genetic data. Here we focus on specifically elucidating the relationships of three variable dependencies, and complete this picture by providing a way to extract the specific functional nature of dependencies for variables whose dependency has been detected and measured.
There is always "noise" in the data, deriving both from unknown variables and from stochastic processes inherent to the biology and data acquisition processes. We enclose the word in quotes here to emphasize the composite nature of these several factors in determining "noise". This quantity can only be inferred from data when we explicitly define the character and degree of the dependencies we are including. For example, if we only consider direct, pairwise effects from each of two loci on a phenotype, then the interaction between these loci affecting a phenotype (what we will call a three-way dependency) as well as any other more complex interactions will contribute to the "noise". Likewise, if we only include the effects of the genetic variants that we have ascertained, the loci not included will contribute "noise". All unknown genetic variants and other unknown factors potentially contribute to the "noise". In this way we both more tightly define the quantitative nature of genetic penetrance and provide a well-defined method for a data driven estimate of the quantities. We envision two fundamental steps in a general method for the inference of the relevant dependencies: first, the detection of levels of dependencies using the information theory measures, followed by the inference of the functional nature of dependence and the "noise" level.
General as it is, the application of information theory to any specific area carries with it certain assumptions and premises which need be made explicit. The idea that the statistical inferences from the data reflect the subtle features of variable dependency assumes that the sampling issues and density of data represent these features in sufficient detail for information methods to make reliable estimates. In actual use this is often a rough approximation only and the approximation must be explicitly quantitated and its meaning acknowledged. We discuss this question later in the paper and for the purpose of explication initially assume simply that the data set is large enough to be fully reflective of the underlying relationships. It is also clear that by its nature information theory is inadequate to fully represent some distinctions among certain distributions. There are distinct distributions with identical information measures. The mapping of probability distributions of variables into information measures is decidedly many-to-one. There are therefore many models and architectures that have the same sets of measures. In addition, the question of how many variables participate in synergistic dependencies in a complex system must be truncated in any practical application because of statistical and computational limits [14] . While the method is entirely general we limit ourselves here to two and three variable dependencies. Nonetheless, the power of the three variable method is amply demonstrated.
The symmetries of the relationships among the information functionals are surprisingly simple, but also subtle. The multiple measures of information theory have strikingly symmetric relations [15] [16] [17] , and have a number of symmetries that we have previously reported [18] . The symmetries all derive from the fact that all information measures are specific linear combinations of joint entropies, organized by lattices whose partial order is determined by inclusion of variable subsets.
In addition, there are a number of problems that can be fully analyzed for discrete functions, which are the most common manifestations of the variables we deal with in data analysis. By this we mean that the dependent variables in a complex system can be viewed as functions of one another, and the discrete values of the data can therefore be viewed as reflecting these discrete functions.
While real genetic data has various levels of probabilistic determinants and "noise", much of the character of the dependency can be represented by multi-valued discrete functions, which are mixed with various levels of "noise" to describe the realistic intervariable dependencies. This gives us a distinct mathematical advantage since, in principle, we can characterize the properties of all possible discrete functions with finite alphabets. We examine here the properties of discrete functions and their information architecture and relationships, show in detail how functions can be classified, and examine the extension of this analysis to include probability density functions that result from adding "noise" or subtracting determinism from the discrete functions.
Overview of Formalism
The complexity of genetics arises not only from the interactive functions encoded in the genome, and the range and complexity of phenotypes, but also from the structures of study populations and inheritance patterns in complex pedigrees. In this paper, while recognizing the important effects of population structures on quantitative genetics measures, we defer addressing these important issues. They will be considered in a later paper, and we restrict our considerations here to large, randomly mating populations, described as panmictic, recognizing that no natural population is fully panmictic, and few artificial, experimental populations in practice.
The basic components of the formalism presented here are summarized in these five points:
1. The information measure we call the symmetric delta, symmetrized conditional interaction information [13] , is used to detect the dependence of subsets of loci with phenotypes in the data. In this paper, we consider pairwise and three-way dependencies.
The general relation between genetic loci and phenotypes is embodied in discrete valued
loci-phenotype tensors: ( 1 , 2 , … ), where { } is the set of n genetic loci and the function determines the phenotype. This is identical in two dimensions to what geneticists often embody in a matrix connecting three variables, called a "gene-phenotype table". We limit ourselves to one or two genetic variables (loci) here. Without loss of generality we could include multiple phenotype variables as well.
3. The essential "noise" distributions, when added to these tensors, form the genotypephenotype tensors (GPT) which describe the phenotype in terms of loci, noise and penetrance
where is a "noise" function, and (1-p) is the noise level (p is the penetrance.) The noise can be assumed to follow a particular structure (e.g., uniform random noise).
4.
The tensor functions f and G for tuples of variables with significant dependence are inferred from the data using relatively simple algorithms.
5.
These tensors are then used to calculate penetrance, heritability, gene interactions and pleiotropy.
This paper is organized as follows. We first present the basic discrete function expression of genetics, gene-phenotype tables which assumes full genetic dependence (no "noise"), then review the basics of the information measures previously introduced [11] [12] [13] [14] . We then describe some specifics of three variable dependencies and the symmetries their information measures exhibit [18] . We review the information landscape notion previously proposed [11] and extend it to a more general form. Introducing a formal tensor structure for extending the information landscape allows us to systematically handle all probability distributions, which are essential for the introduction of "noise," for arbitrary size alphabets. This formulation shows that the information content of the discrete functions is strongly dependent on both the alphabet size and the symmetries of the functions. This rich area is only partially explored here, but provides us some initial insights and a flexible set of theoretical tools with which to characterize complex genetic systems. We then define a set of transformations that maps the three variable functions into a two-variable function space, and allows us to greatly simplify the identification of the functional structure of the inferred dependencies.
We discuss the implications of these results and tools for the analysis of genetic data using information-based methods, and describe, in addition to penetrance, the genetic notions of gene interaction, pleiotropy, and heritability in terms of information theory measures. Finally, we apply our methods to some real yeast data and discuss the analysis of complex genetic data [23] .
Discrete functions and genetics
The classic genotype-phenotype table for two loci can be usefully considered as a discrete function where the phenotype variable, Z, is expressed as a function of the two genotype variables, X and Y. Diploid binary variants for X and Y are, of course, three-valued, haploid binary variants are two-valued, while the phenotype alphabet can be any size, in principle. The alphabet can certainly be expanded to include more than binary allele variants, but we do not consider these in this paper.
Often a two-valued phenotype is sufficient to effectively describe a phenotype, but quantitative phenotypes require a larger alphabet. These tables are similar to the Punnett squares in classical genetics. Consider the discrete functions where all three variables, X, Y, and Z are 3-valued, and Z = f(X,Y), with X and Y independent. Each of the functional relationships can be represented by a 3-by-3 table. Table 1 , for example, shows three functions that can be seen as tables for logical AND, logical XOR, and equality (EQ) functions, extended to three variables. In these tables the genotypes are encoded as: 0 = homozygous major alleles, 1 = heterozygote, and 2 = homozygous minor allele. Table 1 . Examples of extended (3-by-3) tables defining 3-valued versions of genetic functions. From left to right these correspond to: logical AND, XOR, and EQ functions. These functions can also be represented in a linear notation, as 000011012, 012120201, and 000111222, respectively.
The EQ function is a degenerate case for which Z is only a function of X. This general scheme
can also be thought of as implementing a three-valued logic. We call the function defined by the leftmost in the table an extended AND, because the lower value of the two arguments dominates, as in the binary version. These discrete functions describe the phenotype as a function of the two genetic loci. Since there may be phenotype determinants other than these two loci, as described above, we will generally need a more complex function to describe the phenotype in a population. A three-variable tensor, which we consider in detail later, can embody this complexity. The discrete function is modified by the random effects of both unknown and stochastic effects, the "noise" represented by a random function, and the penetrance, the degree of determination of the phenotype by the genetic variables.
The diploid case is, of course, most commonly encountered in genetics of mammals, but the haploid case is not unknown in genetic data, for example in the case of recombinant inbred populations. We apply our methods to an example of a haploid case in data from Saccharomyces cerevisiae. In the case of haploid genetics the alphabet of values for the genetic variables is binary so that the genotype-phenotype table is 2x2. This simplification can be very useful in practical calculations, as we discuss later.
Elements of the Theory

Genetic Dependence
We begin by reviewing some definitions and previous results, and then introduce extensions of these relations. The first important point is that mutual information, an inherently pair-wise measure, is unable by itself to capture the full information in dependencies. Full representation requires many variable subsets, but even for three variable tuples considered here mutual information is insufficient, and require additional measures to fully characterize the dependence among three variables. As has been pointed out before, a clear example is the exclusive OR relationship (XOR) for any size of alphabet [11] . For the binary alphabet, three-variable case it is evident that the mutual informations between all pairs of variables for this function vanish. We have demonstrated that the ternary XOR-like functions with larger alphabets ( Table 1 ) also exhibit this property [11] . It is also true for any size alphabet and is reflective of the symmetry of the dependencies.
Even the interdependency of two variables has a surprising level of complexity in the ways it can be expressed. Mutual information has several equivalent mathematical expressions. The most common form is as a difference of entropies
In terms of the conditional entropies we also have these symmetric expressions for mutual information. ( , ) = ( ) − ( | ) or ( , ) = ( ) − ( | ) .
An important information measure is a generalization of mutual information for multiple variables, called the interaction information, or co-information [16, 17] . For n variables this is defined by the recursion relation
This measure is also given by the sum with the Möbius function for the lattice of subsets, , of the full set of variables = { 1 , … }:
For three-variables the differential information is simply expressed in terms of the entropies.
We define the differential interaction information as the change in the interaction information that occurs when we add another variable to the set. We have in general, where ∉ and ∪ = , the differential interaction information defined as
The general measure of the fully collective dependence among all variables, the symmetric Delta, ∆ ̅ , is defined as the product
This is the measure we have proposed and used for measuring collective dependence of a set of variables. For three variables the differential interaction informations (the "deltas") are obtained by permutation of the variables. 
If we want to focus on the dependence of one class of variables on another, as we do in genetics, we can limit the symmetric product to two factors. If X and Y are genetic variants and Z is a phenotype, for example, our interest lies in the variants-phenotype dependence, not on the variant-variant dependence, which is actually linkage disequilibrium. Thus, for these three 
While we do not make use of this further in this paper, this dependence measure will allow us to factor out a strong linkage disequilibrium effect that can otherwise amplify weak dependencies and distort genetic dependencies. We can also usefully expand the n variable joint entropy ( 1 , … ) into a sum of terms each of which depends on the number of variables, using the Möbius inversion [14] . This gives us an expression for the entropy as a sum over interactioninformations over all possible subsets of variables. Truncation at a specific limit to the number of variables that simultaneously depend on each other generates consistent approximations, based on the degree of dependencies considered. This approach generates a series of approximations in the number of variables considered, and represents a systematic way forward in generalizing the genetic formalism practically for more than three total variables, in that it provides the appropriate approximation for each limiting assumption. We will make use of this in future work.
Multi-information as Total Dependence
Another important information measure that we will use in several ways is the multi-information for n variables (originally defined and called "total correlation", by Watanabe [19] and discussed by others [20, 21] ). It is defined as
the difference between the sum of entropies of each variable separately and the joint entropy of all the variables together. The multi-information is the collective measure of all dependencies among the n variables; that is, the sum of all possible subset dependencies. It is zero only when all the variables are independent. This stands in contrast to the symmetric delta, which is the measure of the full, synergistic dependency of all the n variables together. It is zero when any one of the variables is independent of the others. Since the multi-information deals with dependence of all possible subsets, while the symmetric delta deals with dependence of the entire set, they are bookends of the dependency measures. As shown in the next section the multi-information is a key element in the quantitative relationships we use in this formalism.
Three-Variable Dependencies
While the restriction to pairwise dependency analysis is equivalent to classical association studies in genetics, which are sufficient for some problems, the use of even three-variable dependencies can add much to the power of the analysis and is essential for any genetic system that involves pleiotropy or gene interaction. We focus in this section on understanding systems at the threevariable level. The relations among the three variable information measures are simple, but subtle, and illustrate the strong symmetries inherent to the information measures. Furthermore, it is useful to examine carefully the bounds on their values. First, a few more preliminaries.
From here on we will use a further simplified notation, where the three variables are labeled by integers: → 1, → 2, → 3. Wherever the meaning is clear, we will abbreviate using these labels within a subscript; for example, Ω(X, Y, Z) → Ω 123 . The relations between the mutual informations and the multi-information, and the deltas (where we define Δ 1 ≡ (2,3|1), Δ 2 ≡
(1,3|2), Δ 3 ≡ (1,2|3)) are related by these equations:
For two variables only, of course, Ω = , the mutual information. It can easily be seen that these equations are symmetric in the variables, and the only asymmetry arises from the differences among these terms.
For genetic data, where X and Y are independently segregating genetic loci ( Z is the phenotype variable here), the three mutual informations in (9a) become two since ( , ) = 12 = 0 [11] .
The assumption of independently segregating variants is essentially equivalent to assuming linkage equilibrium. In this case there are only three relevant measures in the set of relations (9a), Ω 123 , 13 , and 23 , and the relationship is significantly simplified.
We can normalize the Equations 9b by dividing through by  as long as there is some dependency so that Ω > 0 We get the normalized delta coordinates (only for the case of 12 = 0) which were the coordinates used in [11] to define the geometry of the information landscape.
The coordinates of the information landscape then are these:
where the δ′s are the normalized Δ′s, and the ′ are the normalized mutual informations.
We can rearrange the above equations into a simple relation for δ 3 as a function of δ 1 and δ 2 :
The condition for δ 3 to be non-zero then is δ 1 + δ 2 > 1. This is one side of the line defined by δ 1 + δ 2 = 1 . Let us look more closely at the constraints on δ 1 and δ 2 imposed by 12 = 0. If we look at the 3-D space defined by the three 's, which is what we call the information landscape, we can see that we have three coordinates and one linear constraint that thereby defines a two-dimensional plane. One natural question is whether negative coordinates are
possible. The answer is that they are not.
Proposition 1: Ω 123 ≥ 13 , Ω 123 ≥ 12 and Ω 123 ≥ 23 (12) Proof:
We first prove that Ω 123 ≥ 13 .
Ω 123 = 1 + 2 + 3 − 123 13 = 1 + 3 − 13 Subtract the lower from the upper, to get Ω 123 − 13 = 2 − 123 + 13 . Since Ω 123 ≥ 0 , and H ≥ 0 , and since the sum of the entropies of any subset of variables is greater than or equal to the joint entropy, it is clear that 2 + 13 ≥ 123 , and the proposition is proven. Starting with
Proposition 2:
If Ω 123 is the multi-information for three variables, then Ω 123 ≥ 13 + 23 , Ω 123 ≥ 12 + 23 , Ω 123 ≥ 13 + 12 (13) This result is intuitive and elementary, but still not entirely obvious. For completeness we provide a proof in Appendix A.
The interaction information, 123 , is defined [16, 17] in terms of the entropies as 123 = 1 + 2 + 3 − 12 − 13 − 23 + 123 and by the definitions of mutual information we have Ω 123 = 12 + 13 + 23 − 123 (14) Notice that if 12 = 0, by proposition 2 this expression implies that 123 ≤ 0.
A few more points about dependencies among genetic variables are in order here. Equation 9b
applies when 12 is strictly zero, however 12 may as well be nonzero in real data, because of disequilibrium or noise in the data, including sampling induced fluctuations. We will deal with the linkage disequilibrium (LD) issue in a future paper, but it is important to note that even in the presence of LD the symmetric delta represents the full interaction score for any triplet, including the contribution due to LD. A significant problem to be dealt with in a future publication is that it is more difficult in this case to extract the quantitative score for the strictly three-way component (we call this the epistatic component). The potential entanglement of epistasis and linkage disequilibrium, often overlooked, is at the heart of this issue. There are many ways of expressing the set of relationships described above for three variables.
For example, Equation 9 leads directly to the expression for the multi-information as in Equation 14 .
Since it is clear that if the dependencies are pairwise, and 12 = 0 , then the mutual informations contain all the dependence, in which case Ω = 13 + 23 . Thus, we can ascribe the three-way or epistatic component to the value of − 123 if 12 = 0 (the minus sign comes from our sign convention above). This is a useful way to decompose the multi-information. This relation for the triplet dependencies is illustrated in Figure 1 . Note that the epistatic component is − 123
only when 12 = 0 . In the general case − 123 is equal to the epistatic component minus the information shared by 1 and 2 affecting 3, which we denote as S. The above equations allow us to define several important limiting conditions. This is further illustrated in Figure 2 . We summarize these conditions and their implications in Table 2 .
Constraint Consequence
= 0
Independent segregation of loci, implies no linkage disequilibrium
Pairwise dependencies only, Ω = 13 + 23 ; Δ 1 = 23 ; Δ 2 = 13 13 = 23 = 0 Three-way dependence only, Δ 3 = Ω; Δ 1 = Δ 2 = Ω Table 2 . Several limiting constraints on the information relations, with their interpretations or consequences. Keep in mind that these rules apply strictly only to the discrete functions without noise. 
Genetic Dependencies
The genetic architecture of a phenotype is determined by the dependencies among the genetic variables and the phenotype variable. The application of the information formalism can, however, be rather subtle. In this section we define the problem in a bit more detail and make the specific argued and provided evidence that gene-gene interactions are rather common [9] . The most common way to deal with these interactions quantitatively, however, has been to use regression methods [30] , and more recently other machine learning tools. In these cases, however, the starting loci are most often those identified by GWAS or some pairwise method, which will then miss those loci invisible to pairwise methods.
Quantitating "gene interaction", that is, measuring the amount of the phenotype that depends on the combined markers, can be done naturally with the measures defined here. We need to be precise, however, in defining what we mean by gene interaction, and we need to distinguish additive effects from epistatic interactions, the former being strictly pairwise, the latter not including any pairwise effects. Again, we are here assuming independently segregating variants and 12 = 0. This simplifies the problem considerably, but deviations from this constraint are important and will be considered elsewhere.
If the genetic variant variables are X and Y, and the phenotype variable is Z, we consider all possible three variable dependencies, as in Figure 1 . In this general, three-variable case we can quantitate the information contribution of X and Y to the determination of Z by the mutual information between Z and the joint X,Y variables, ( , ( , )). Using the mutual information chain rule ( , ( , )) = ( , ) + ( , | ) (15) and identifying ( , | ) = Δ and using Equation 12a we have simply
In the case of independent segregation of markers, where ( , ) = 12 = 0 this becomes ( , ( , )) = Ω, as expected since in the absence of shared information between X and Y the mutual information ( , ( , )) describes the full extant dependence. As shown in the previous section the decomposition of the information contributions becomes simple in this case. In Figure   2 we illustrate the nature of the dependencies. We wish to emphasize that the relationships present here permit the decomposition of the 
If the genetic variables are 1 and 2, and the phenotype is 3, then these fractions represent the pairwise additive contributions of 1 & 2 to the phenotype, , and the non-additive, epistatic contribution, .
The Equations 14 and 15 apply in this case and the separation of the additive and non-additive, or epistatic effects is clear. 1 We will address the case of non-zero linkage disequilibrium and similar effects in a future paper.
The epistatic interaction in the case of no disequilibrium is measured entirely by Δ 3 . This is also
intuitive since the multi-information, Ω 123 , quantitates the total dependence and the mutual information quantitates the pairwise, non-redundant pairwise dependencies between each variant and the phenotype. Thus, their difference measures epistatic gene interaction.
There is another three-variable dependence that is important in genetics. A single locus affecting two phenotypes, which is called pleiotropy, can be described by the general equations, but the limiting constraint of independent segregation which makes the mutual information vanish does not apply in this case. In this case, as for gene interaction in linkage disequilibrium, the independence assumptions do not apply. The intuition here is simply that, unlike for two genetic variables, we cannot decompose the information contributions of one genetic variant and another phenotype on a phenotypic variable. The potential complexities are significant and will be considered in future work. 1 If 12 ≠ 0 the situation is more complex, and distinctions need to be made between the redundant information provided by X and Y, the unique information provided, and the synergistic information and the quantities indicated in figure 2 do not apply. It is worth noting that the negative co-information in Equation 14 , − 123 , is actually the difference between the synergistic and the shared information. These are respectively the epistatic interaction information and the dependence information between the markers (as caused by linkage equilibrium.) This is essentially the information decomposition problem, which has no universally accepted method of computation [29] .
Information theoretic relations and properties
When two loci (X ,Y) are involved in determining a phenotype, Z, we can represent the relation as a genotype-phenotype matrix. These three-variable matrices have discrete values and thus are discrete functions of two variables, Z(X,Y). We have shown that the three-dimensional information landscape, defined by the three normalized deltas from Equation 9, defines a plane when 12 = 0, and under this condition all discrete functions lie on this plane.
Discrete Functions
There are several possible ways of defining the information content of discrete functions, and since alphabets. The addition of "noise" to the discrete functions, then generates an infinite range of distributions. As we will see this is a key consideration in quantitative genetics. The "noise" determines the penetrance of the genetic dependence on the discrete function.
As shown in [11] , we can map all the discrete functions onto the information plane (for example, there are 19,683 functions on this plane for the 3x3 case). When the information measures are calculated for the 3x3 functions and plotted in the plane they form simple rectilinear patterns for each value of . The positions of all function families (those functions with identical normalized delta coordinates) are shown in Figure 3a . In Figure 3b the families are shown according to whether they contain functions with the possible values of , total dependence. Even though all functions in a family have the same delta coordinates, not all of the functions in a family need have the same value of  Notice the symmetry in the triangular plane that results from the exchange of X and Y.
In the case of haploid genetics the information plane for three variables shows a similar geometric symmetry, but with many fewer functions. Many published yeast genetic data sets are haploid, including the data we have analyzed here to demonstrate our methods [22] . Haploid genetic state variants are binary and since there are 4 discrete functions, where N is the alphabet size for the phenotype, Z, this can lead to a significant simplification of the information landscape for binary phenotypes. For N = 2 there are only 16 functions in all, but as N increases from 3 to 5 the number of functions grows rapidly, and there are 8 families of functions, each family having identical information coordinates. Surprisingly, as N increases past 5 the number of families stays the same even as the number of functions grows rapidly. In Figure 4 the information plane and the families are shown. 
Analysis of Data and the Role of "Noise"
Probabilistic Tensor Formalism
The discrete functions of three variables, interpreted as distributions are illustrated in the above landscapes (see Figures 3 and 4) , where the information measures are calculated from these functions. Since any phenotype is not fully determined by genetic functions, "noise" is recognized as an important factor in quantitative genetics, as we emphasized above. What we mean specifically by noise, however, includes unknown sources of effect, as well as truly stochastic factors, both biological and technical. The mathematical noise function we use here, , thus arises from several sources, particularly including these six: The "noise" as defined here, of course, is actually not noise in the usual sense of the word, but the composite of all unknown influences as well as truly stochastic inputs.
The discrete functions represent a vanishingly small fraction of all possible information functions.
However, they can be used to describe real genetic effects, and generalized, by adding a noise function that modifies the probability of occurrence of each possible alphabet value of the phenotype. This allows us to flexibly represent general distributions for any specific alphabet size, and thereby defines the "noise" in our functions as described above. It is clear that the locations of these general functions on the information landscape are continuously distributed, as illustrated in [11] where we introduced random noise into the discrete functions. Here we introduce a systematic formulation, combining discrete functions with noise, by defining tensor functions.
In general terms, the relation between genetic loci and phenotypes is embodied in this formalism in discrete valued loci-phenotype tensors: ( 1 , 2 , … ; ), where { } is the set of n genetic loci and is the phenotype. For two genetic loci this is identical to a "gene-phenotype table".
When we take account of "noise" distributions we add a uniform distribution to these tensors and form the genotype-phenotype tensors (GPT). The relation between these for n variables is simply
where is a uniform random "noise" function, and (1-p) is the "noise" level. The parameter p is the penetrance.
Since in the three-letter alphabet the discrete functions determine a third variable as a function of two others, the functions can be represented by 3x3x3 tensors, Gijk where the indices i and j specify the genetic variables, and the index k specifies the alphabet of the phenotype. The entries in the tensor for a specific function defines the probability for a position to have a given letter of the alphabet. Let us define Gijk such that Gijk= 1 when fij = k, for the indices ranging over the alphabet, which are considered as non-negative integers here. Using this representation we can add noise to functions by entering probability values in the tensor that are other than 0 or 1. We use the uniform distribution, for which all letters are equally likely, as it is the only entirely unbiased representation of the "noise" component of the tensor.
For the genotype-phenotype tensor the fractional balance between the "noise" and the discrete function is a variable factor we call penetrance, in keeping with the usual use in genetics. If the penetrance is 1 there is no confounding noise, and if is small the genetic function plays that correspondingly small role in determining the phenotype. Note that if the penetrance is small the significance of the genetic effect is also small. Thus, there is a clear relation between penetrance and the p-value of the effect. This relation will be explicated further elsewhere.
We assume here that a full penetrance effect can be described by a single discrete function. It is possible that some linear combinations of discrete functions could be useful in some cases. We do not consider this more complex extension further in this paper.
It is important to see what happens to the coordinates as the penetrance decreases ("noise" increases). To see what the delta coordinates in the information landscape for tensor functions with low penetrance we examine the limiting ratios of the information functions. Since we cannot calculate deltas for the uniform distribution consider distributions infinitesimally close to the uniform distribution or to zero penetrance.
[P ijk rand ] = 
and calculate the delta coordinates in the limit → 0. The delta-coordinates can be calculated from these entropies. The first delta-coordinate is
However, both the numerator and denominator of this expression go to zero in the limit when → 0, so we take the limit using L'Hospital's rule. The first derivatives are also each zero, but the second derivatives yield the limit:
This is in agreement with previous numerical results [11] . This location, (
), on the information plane has very particular properties that need to be carefully considered. When the tensor becomes entirely uniform the "noise" completely swamps out the information content of the functions, and the genetic information has no effect on the phenotype. This point corresponds to a value of the penetrance, p, of zero. It is the location on the information plane that we called the "black hole" previously [11] . As noise increases the functions all move on the landscape, eventually converging on this spot.
Algorithm for inferring Genotype-Phenotype Tensors
Since the relation between genetic loci and phenotypes is described by discrete valued lociphenotype tensors, (see Equation 19 ), once we have used the information measures to determine that there is a significant dependence for a given set of variables, we need to infer the function itself. However, since the tensor is not described by a discrete function alone, we also need to infer the level of the essential "noise" distribution. As described above, together these components, the discrete function and the "noise" level, or penetrance, form the genotypephenotype tensors (GPT), where the function is a uniform random "noise" function, and (1-p) is the noise level, and the parameter p is the penetrance. We will henceforth write the tensors using indices that range over the variables and the alphabets. Thus ( 1 , 2 , 3 … , ) is written as
, where the { 1 } are genetic variant indices, and k is an alphabet index.
( 1 , 2 , … ; ) = 1 2 3 … + (1 − )
Given a data set and a significant tuple of variables (the dependence) there is a simple way to infer the function and p. where all variables range over three-letter alphabets. This frequency tensor is defined to be normalized so that the sum of all components is 1.
Let us assume for the moment that the allele frequencies are equal. We will modify the resulting simple algorithm for non-equal allele frequencies later (note that this is moot for the haploid case we analyze in the last section). A greedy algorithm for finding the most likely function, fijk , simply identifies the maximum for each letter of the alphabet k, and assigns a probability of one to that k and zeros to the other two for all i and j:
The estimate of p is then the average frequency of the tensor elements not assigned a value of 1 in fijk. If the expectation is taken over all tensor elements then since there are 9 non-zero entries for , we can write the expression for the penetrance, p, as
The algorithm yields the genotype-phenotype tensor
Measuring how well the data is described by such an inferred tensor function, there are many ways of characterizing the resulting fit. In the spirit of the current formalism we can calculate the Kullback-Leibler divergence between and , but a chi-squared test also works. These tensors are normalized so that they can treated directly as distributions.
Simplification: Transformations of 3-functions into 2-functions
Each of the discrete functions of two variables, Z(X,Y), can be specifically transformed into a pairwise function without loss of dependency information. By this we mean expressing it as a function of a single variable that maps to values of the pair X and Y. For example, the 3x3 function we call an XNOR-like function is represented by this matrix that defines Z values (the columns are X, the rows are Y). The next question then, is how can this paradigm be implemented?
Inferring the Function and Penetrance in Simulated Data
To test the effectiveness of the simple algorithm described in the previous section we simulated a data set of 100 subjects. As an example, we used a specific discrete function and a uniform "noise" function. The discrete function of three variables chosen in the case described here is shown in Figure 5 , which exhibits both pairwise and three-way dependence.
We generated the genotypes randomly, making the simplifying assumption of equal allele frequencies, and used this function to determine the phenotypes, then added uniform noise to the tensor using the relation of Equation 19 to generate the data set for specific values for the penetrance. Correction for allele frequencies is a simple linear transformation. The algorithm was used to infer the discrete function, and estimate the penetrance. The results, both for this function and others not shown, showed that the algorithm works well to infer the exactly correct discrete function for all values of the penetrance greater than about 0.24. Penetrance levels less than this value lead to some incorrect entries, as shown in Figure 5 It is clear that the simple algorithm provides a reasonably robust method for inferring a complex discrete function from data as well as estimating the penetrance. For larger data sets, of course, the thresholds for inference errors will be smaller than seen here (p = 0.24).
Genetic Heritability
The quantitation of heritability has been an important, long-standing problem in quantitative genetics. The ideas of broad and narrow sense heritability have their roots in the Fisher paradigm [1, 2] . In the classical model the components of the trait value (phenotype) are commonly the population mean, the genetic effect and the "error term," that determine the population mean. The assumption of normally distributed components, with no covariance means that the variances add.
The broad sense heritability is simply defined as the ratio of the genetic variance to the population average. Genomic heritability is the fraction of the genetic variance that can be explained by regression on the markers, and will only be quantitatively accurate when all causal variants are genotyped. See [22] for a nice discussion of heritability for panmictic populations.
When there is a way to determine the additive component of the genetic variance (requiring separate experimental data) the ratio of additive component to the population average is the "narrow sense" heritability. Classical methods use analysis of variance of full and half-sibling families, and using maximum-likelihood methods for relatives with different degrees of relatedness.
In the information theory formalism heritability can be reduced to a single quantity and is actually rather simple to state. Since the total dependence of a set of loci and a phenotype can be quantitated by the multi-information, we can use this quantity effectively to define heritability. For a given phenotype then we propose to define the heritability as the ratio of the total of all multiinformations over all subsets of dependent variables affecting the phenotype, divided by the "maximum possible" dependence for this set of loci. The maximum possible dependence is defined as the multi-information if there were full penetrance for all dependencies, no effective "noise". Therefore the heritability, ℋ can be given by the expression
where is any subset of variables containing the phenotype variable; that is, subsets of the set of all genetic loci and the specific phenotype, . The sum is over all possible such subsets, . If the penetrance is full for all determinants of the phenotype the heritability becomes one. This would mean that there are no environmental effects or other sources of "noise". One might think that since the sum over dependent tuples may not be disjoint, having some overlaps, that the dependency could be overcounted. This is not the case, however, since the measures are weighted by the penetrance and normalized by the total sum, including any possible overlaps. Note that in this definition we need not assume linkage equilibrium. In fact, Equation 24a is completely general.
Practically we must limit the sum to those subsets of variables whose dependencies are significant, so the criteria for significance enters the determination of heritability. This is because the calculation of can only be accurate if the dependence is significant. This definition is different from the classical form then in another way. We are calculating the heritability of all of trait based on all the variants considered in the analysis, while the variance form purports to includes all genetic effects. If the dependencies for a phenotype were all single locus then the heritability would be a function of the mutual informations between these loci and the phenotype, :
where ( , ) is the mutual information between the loci and the phenotype .
In this paper we also restrict the sum to triplets, subsets of three variables, two loci and the phenotype of interest, although Equation 24a is certainly valid for any size of subset , and any number of genetic loci. Since the composition of dependence for each triplet can be clearly separated into the components due to single locus and two loci dependence, as long as the two loci are independently segregating ( ( , ) = 0 ) we can also then separate the heritability into two components by separating the sum in the numerator into two parts, the pairwise or additive effect and the three-way effect. 
where indicates all triple dependencies. This formulation provides a rigorous and complete description of heritability given the division between the genetic determinants and the unknowns, the "noise". It also provides a practical way to calculate the heritability under specific assumptions. Contrast this with Fisher's heritability, in the broad sense, which is the ratio of the variances of phenotype to genotype in the population. Narrow sense heritability is more important in the sense that it quantitates the proportion of the phenotypic variation that is transmitted from parents to offspring [22] . The argument for this interpretation that ignores epistatic effects, which are frequently disrupted by segregation, is plausible, but incomplete.
Protective Alleles
The interaction of two loci, of course, means that each locus may modify the effect of the other in some way. To make this more precise, and illustrate this kind of interaction in our formalism, we look at a specific, concrete case and examine the instance of protective alleles. The hallmark of protective effects is easily described in terms of the genotype-phenotype table. For simplicity let us consider a binary phenotype where 1 is a negative phenotype, a disease state, and 0 is normal.
The notion of a protective allele then simply means that one variant of gene A has the effect of reversing the disease effect of gene B and making the phenotype normal. An example of a model that shows protective effects is illustrated in Table 3 . The minor allele of gene B causes the pathology except in the presence of the minor allele of gene A, the protective allele. There are, of course other functions that exhibit such effects. In order to illustrate the systematic effect in a simple case we consider the haploid genetics case with binary phenotype, where there are only 16 possible genetic models ( Figure 6 ). Only four of the 16 possible 2x2 genetic models exhibit protective effects.
Analyzing a Yeast Genetic Data set
To illustrate the application of the information theory approach to quantitative genetics we analyze a data set of haploid data from a large yeast cross generated by Kruglyak and colleagues [23] .
The data consist of 4,390 haploid strains resulting from the cross of a wild, vineyard strain, and a widely used laboratory strain of Saccharomyces cerevisiae. This is an F2 cross, so that the recombinations between the two parental chromosomes occur in a single meiosis event for each of the resulting strains. The resulting haploid strains are essentially the gametes from the hybrid F1 strains. The data includes genotypes of all 4,390 strains, at 28,820 SNP positions, and 20
phenotypes, average growth rates under different conditions and in the presence of different compounds. We have restricted our use of the data to those phenotypes that showed a relatively high reproducibility in replicates. We used only those phenotypes whose replicates exhibited highly consistent correlation coefficients. This criteria, a replicate correlation coefficient above [23] . We report the analysis of two of these four phenotypes: growth in the presence of Neomycin (correlation coefficient 0.86), and
Copper sulfate (0.82).
We calculated the pairwise effects, mutual information, between single genetic variants and the phenotype, and the measure of three-way effects, using a representative set of 100 variant markers across the genome. To calculate the three-way interactions accurately we wanted independently segregating markers, so we selected a set of 100 markers that were isolated by iteratively eliminating one of each pair of markers that had a mutual information of more than 0.05. The The two panels in Figure 7 show the pairwise peaks resulting from plotting the mutual information for the entire set of 28,820 genetic markers for each of the four phenotypes. The tables at the right of each panel show the location of the highpoint of each peak, the standard deviation and the width.
The width of the peak is defined by the outermost boundary of the peak determined by the locations of the last significant marker by mutual information on each side of the peak. These are the same peaks indicated. The peak widths in this case are due to the co-segregation of contiguous blocks in the F2 meiosis. 
c. d.
In supplementary Tables S5a and S5b we indicate the quantitative results for the interchromosomal interactions shown in Figure 8 . We have focused on these interactions because in this cross, with only one meiotic recombination the correlated blocks of markers are significant and even the widely spaced markers used here have some residual correlation. The interchromosomal pairs have no systematic correlations and the epistatic effect calculations are most accurate for these, as explained above. The fractions of the interactions that are attributed to epistatic and additive effects are indicated in the final two columns. There are variable levels of epistasis, but they are all below 10% of the effect.
The well-known metallothionein gene, CUP1, which is in the peak on chromosome 8, participates in several interactions. Note for all the interactions described here that since the markers used for this analysis have relatively low resolution, two neighboring markers may well indicate the same epistatic interaction. This is particularly likely when these markers are within the same mutual information peak, but we do not separate these effects here. Bloom et al. [23] reported that the Zeocin phenotype exhibited the most non-additive interactions, which is also consistent with our results (not shown here). To see an example of the detected epistatic interactions in the data, we analyzed the tuple which had the largest detected multi-information, Ω , with the Neomycin phenotype: loci chrI_319136 and chrXIV_371336. As shown in Table S5a , this tuple has a multi-information of Ω = 0.1116, and an epistatic fraction of only 0.062 (i.e., an additive fraction of 0.938). The phenotype distribution for samples of each unique genotype is shown in Figure 10 . Even with this large additive fraction, it is clear from the phenotype distributions that we cannot consider this interaction to be entirely additive. Genotype 10 has the highest median phenotype at 0.624.
Flipping either locus to 00 or 11 results in medians of 0.157 and 0.234, respectively (decreases of 0.467 and 0.39). If these effects simply added, we would expect a decrease of about 0.86.
Genotype 01, however, has its median decreased by nearly 1.4, well beyond that expected from an additive effect. This is corroborated by a qualitative assessment of each distribution: the distribution of genotype 01 is markedly different from that of any other genotype, implying that even the relatively small epistatic interactions which we detect have a real and noticeable consequence.
Discussion
With the formulation presented here we have begun to build a structure based on information theory for describing and making calculations in quantitative genetics. The advantages of an information theory approach to quantitative genetics are multiple and include these: a model-free, agnostic approach to multivariable dependence, the simplicity of the formalism, and the fundamental separation of dependence detection from the ascertainment of the functional nature of the dependency. These differences permit us to formulate the basic quantities in a direct, simple and calculable way. This contrasts with the classical formulation which focuses on the variances of phenotypes and genetic variance, and the, sometimes tacit, dependence on Gaussian assumptions and regression. As Huang and MacKay [4] have pointed out: "The crux of the problem is the undesirable features of the classical model as well as the alternative parameterizations that there is not a one-to-one correspondence between gene action at underlying quantitative trait loci and the partitioning of variance components except under very specific and restrictive circumstances". Many researchers have pointed to the need for an alternative approach to the classical model [3, 4] and this paper begins the construction of such a formulation using information theory. We recognize that the formulation of this paper, limited to panmictic populations provides only the first steps and that more development, which we plan for future publications, is needed. It has been remarked that no natural population is panmictic, and that linkage disequilibrium, relatedness and population structure must be described in the information theory formulation. These situations are amenable to information formulation, albeit somewhat more complex, and will be treated in a future publication.
Since the formulation presented here uses discrete functions extensively it is important to understand the advantages and limitations of this underlying structure. While there are a finite number of discrete functions for any finite number of variables and alphabets, there are an infinite number of possible distributions for any finite number of variables and alphabets. For example, there are 3 9 =19,683 3x3 discrete functions, (3 variables and three-letter alphabets). This obvious distinction is important, and clear that the function-to-distribution mapping is not one-to-onethere are vastly more distributions than discrete functions. Since we have assumed no linkage disequilibrium in this paper the "information landscape" for two variants was confined to a plane.
When the genetic variants are not independent variables, and linkage is present, the "information landscape" is no longer a plane.
It is clear that the addition of "noise" to the discrete functions (see [11] and section 4.6) generates distributions around the discrete functions at varying distances in the information landscape. The point where the uniform noise distribution fully dominates and masks all information content, the "black hole" of information [11] , represents the single distribution with uniform probabilitiesit has maximal entropies. It may seem extraordinary, however, that this point has finite and distinct coordinates in the information landscape, as we describe in section 4.6. This points to the fact that the landscape includes functions with a wide range of penetrance and heritability, and that they are not at all distributed continuously on the landscape.
What is important here is to clearly define the distinctions and classifications that information theory can provide, and what these measures do and do not distinguish. This is an important specific question. One striking example is that the distribution of the "black hole" [11] and the discrete function that is XOR-like (with no non-zero pairwise measures) have distinct and unique coordinates in the information space for three variables, but as the alphabet size increases without bound (allowing more and more precise definitions of the variable values) they converge in the normalized space coordinates.
The application of this information-based formalism to genetics brings forward a number of interesting and important relations. The quantitation of the penetrance, for example, is simple and direct, but depends on a very clear division between what variables are being included to make the inferences and what is being ignored and considered to contribute to the "noise". We characterize the non-included variables with the "noise," even if they include more complex genetic interaction effects that are ignored. This is obvious and commonplace, but our formulation forces it to be explicit. Likewise, the information theory expression for heritability is both direct and intuitive, but also depends, as it must, on the precise assumptions made. Here we have ignored any variant interactions among more than two genetic loci, and effects that involve three or more loci can therefore contribute noise directly to the penetrance and heritability calculations. We are forced to be explicit about what is meant by genetic background effects, which also include any effects of variants not considered as variables in the analysis.
Since the yeast two-strain cross involves only a single meiosis per strain to produce the collection analyzed, individual marker segregation within chromosomes is not a good assumption since blocks of markers will necessarily segregate together, while individual chromosome segregation, on the other hand, is generally an excellent assumption, and is supported by the data. In future work we will consider the more complex case, as in human data, where the possibility of nonindependent segregation, and non-uniform population structures, which can have similar effects, are included. This extension will be an important part of the full formalism.
Bloom et al. [23] argue that the additive effects are much greater than the epistatic effects on the quantitative traits they measured using the variance component method, estimating a 9% overall interaction effect. We agree with this qualitative conclusion, but we calculate the interactions specifically for each pair of inter-chromosomal markers, and found that the levels of significant interactions among variants are highly variable, but in this general range. Huang and MacKay [4] specifically point out that these authors did not use the variance calculations correctly, and in fact, the variance method cannot be used to make this estimate. It is therefore not surprising to find quantitative disagreement with our results. Results in similar crosses in mice also show small epistatic effects as expected [29] . These authors use logistic regression methods to look at both pleiotropic and epistatic effects of pairwise identified loci.
We argue that the ability to quantitate the pairwise, additive and epistatic effects is definitely a significant step forward, and provides a distinctly different and practical alternative to the classical model. Comparison of our specific results with those of Bloom et al., show close agreement for the pairwise effects, but there is no way to make the full comparison for multi-loci effects effect for the overall estimate of additivity. The major difference with [23] is that we accurately calculate the specific fraction of additive and epistatic effects for each pair of loci.
The present contribution, a first step towards a full information theory of quantitative genetics, leaves a number of important problems unaddressed. These include the characterization of population structure, relatedness and linkage disequilibrium, and their incorporation into the formalism, so they are accounted for in the genetic inferences. Genes with significant linkage may also interact and the information theory formalism method must be extended to treat these cases accurately. While large data set sizes are required to accurately assess more interacting loci this situation can also be addressed in the formalism, and may be important in future as data sets of genetic information grow rapidly. Future work will focus on addressing all these issues and incorporating extensions into a formalism that will provide a broadly applicable set of descriptive and analytic tools.
All of the components of these vectors are non-negative, and for the moment we are not assuming that 12 = 0 , so this holds for the general case. Then we have a matrix relation, 
