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Kernel Density Estimation of Reliability with Applications to
Extreme Value Distribution
Branko Miladinovic
Abstract
In the present study, we investigate kernel density estimation (KDE) and its appli-
cation to the Gumbel probability distribution. We introduce the basic concepts of
reliability analysis and estimation in ordinary and Bayesian settings. The robustness
of top three kernels used in KDE with respect to three different optimal bandwidths
is presented. The parametric, Bayesian, and empirical Bayes estimates of the reli-
ability, failure rate, and cumulative failure rate functions under the Gumbel failure
model are derived and compared with the kernel density estimates. We also introduce
the concept of target time subject to obtaining a specified reliability. A comparison
of the Bayes estimates of the Gumbel reliability function under six different priors,
including kernel density prior, is performed. A comparison of the maximum likeli-
hood (ML) and Bayes estimates of the target time under desired reliability using the
Jeffrey’s non-informative prior and square error loss function is studied. In order
to determine which of the two different loss functions provides a better estimate of
the location parameter for the Gumbel probability distribution, we study the perfor-
mance of four criteria, including the non-parametric kernel density criterion. Finally,
we apply both KDE and the Gumbel probability distribution in modeling the annual
extreme stream flow of the Hillsborough River, FL. We use the jackknife procedure
to improve ML parameter estimates. We model quantile and return period functions
both parametrically and using KDE, and show that KDE provides a better fit in the
tails.
ix
1 Introduction
In the present study, we will investigate non-parametric kernel density estimation
and its application to an extreme value distribution, namely the Gumbel probability
distribution. The primary objective is to introduce non-parametric kernel density
methodology, in order to estimate the probability density function of given data
when we cannot identify a classical probability density function. The subject non-
parametric kernel density is a function of two important quantities, namely the kernel
function and the optimal bandwidth. We will evaluate seven most commonly used
kernels and rank the top three with respect to their effectiveness, which will be mea-
sured by the size of the mean square error (MSE), in conjuction with a selected
optimal bandwidth. This methodology will be applied to reliability analysis when we
cannot identify the failure probability density function of a given system. We will
show that this non-parametric statistical procedure is quite effective when compared
to parametric analysis. We proceed to introduce some preliminary definitions and
procedures that will be used in the present study.
1.1 Basic Properties of the Reliability Function
Let T1 , T2 ,...,Tn be a random sample of size n taken from a population of interest,
where T1 , T2 ,...,Tn are independent and identically distributed. A complete charac-
terization of the random variable being observed is given only if we can specify exactly
its probability distribution function. A function with values f(t), defined over the set
of all real numbers, is called a probability density function (PDF) of the continuous
1
random variable T if and only if
P (a ≤ T ≤ b) =
∫ b
a
f(t)dt (1.1.1)
for any real constants a and b with a≤b. A function can serve as a probability density
of a continuous random variable T if its values, f(t), satisfy the conditions
f(t) ≥ 0, −∞ ≤ t ≤ +∞ (1.1.2)
and ∫ +∞
−∞
f(t)dt = 1 (1.1.3)
The function F(t) = P(T ≤ t) is called the cumulative distribution function (CDF)
of the random variable T. If T denotes the time to failure of a particular system from
time 0 to time t, then the reliability function R(t) is the probability that a system
will be operable up to time t and is defined as
R(t) = P (T > t) = 1− F (t) =
∫ ∞
t
f(x)dx (1.1.4)
where f(t) is the probability density function of the random variable T. The values
R(t) of the reliability function of a random variable T satisfy the conditions:
R(0) = 1 and R(+∞) = 0 (1.1.5)
and
if a < b, then R(a) ≥ R(b) (1.1.6)
for any real numbers a and b. In reliability analysis, one is interested in estimating
the time at which a given system will fail. By solving for the quantile tα for which
R(tα) = (1− α)% (1.1.7)
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we obtain the expression which for a given system represents the ”target time” to
failure tα with at least (1 - α )100% confidence. Also related to reliability are the
failure rate and cumulative failure rate functions. The failure rate function, h(t), is
the probability that a given system will fail for the first time after time t, given that
it has operated up to time t. Under the reliability function R(t), the definitions of
the failure rate function h(t) and cumulative failure rate function, H(t), are given
respectively by
h(t) =
−∂R(t)
∂t
R(t)
(1.1.8)
and
H(t) = −ln(R(t)) (1.1.9)
When engaged in reliability analysis, given T1 , T2 ,...,Tn failure times, we first proceed
through goodness-of-fit tests and possibly filtering methods to identify parameters of
a classical well defined probability density function that probabilistically character-
izes the behavior of failure times. Only if we are not able to identify such a density
function, we proceed non-parametrically. The problems of reliability for a specified
probability distribution have received a great deal of attention in the past years. It
has been of particular interest to obtain a minimum variance unbiased (MVU) esti-
mator of reliability due to considerable cumulative effects of bias in complex systems.
For instance, Pugh (1964) obtained MVU estimates of reliability for the exponen-
tial failure model. Tate (1959) and Basu (1964) derived MVU estimators of the
scale parameter and the reliability function for the exponential, Weibull, and Gamma
probability distribution functions. Glasser (1962) derived MVU estimators for the
Poisson probability distribution. The MVU estimators were derived by using func-
tions of complete and sufficient statistics, as shall we in our study. Our main focus
will be on the Gumbel failure model in ordinary and Bayesian settings, so we proceed
to discuss Bayesian methodology next.
3
1.2 Justification for Bayesian Analysis
Bayesian inference procedures have gained wide spread popularity in recent years;
however, justification is seldom given when such procedures are used by scientists
and engineers. Bayesian analysis rests on the idea that if a scientist performs an
experiment, new statistical inferences can be built upon earlier understanding of a
phenomenon under study. It also provides a methodology to formally combine that
earlier understanding with currently measured data, so that it updates the degree
of belief (subjective probability) of the experimenter. The earlier understanding is
called the ”prior belief,” which is the understanding held prior to observing the cur-
rent set of data, available from the experimenter or other sources. The new belief,
which results from updating the prior information, is called the ”posterior belief.”
This is the new updated understanding held after having observed the current data,
examined in light of how well they conform with preconceived notions. If we feel con-
fident that the prior information derived from earlier experiments may improve our
reliability estimates when performing reliability analysis, then Bayesian methodology
is more appropriate. If we assume that parameters within failure models behave as
random variables individually or jointly following certain distributions, we may use
Bayesian analysis, which exploits a suitable prior information and the choice of a loss
function in association with Bayes’ Theorem. The theorem shows us that to find
subjective probability for some event or unknown quantity, we need to multiply our
prior beliefs about the event by an appropriate summary of the observational data.
This assumption may well be justified. Through experimentation we may notice that
due to the complexity of electronic and structural systems, undetected component
interactions resulting in unpredictable fluctuations of the parameters are present. To
a reliability engineer this approach would seem to be appealing because it provides for
the formulation of a distributional form for an unknown parameter based on the prior
convictions or available information, especially as reliability prediction techniques are
based on pooled and organized experience of countless individuals and organization.
Another type of Bayesian analysis, introduced by Robbins (1980), involves estimating
4
a parameter of a data distribution without knowing or assessing the parameters of the
subjective prior probability distribution. This analysis, called empirical Bayes, esti-
mates the prior distribution of a parameter directly from the data. In our study we will
engage in both classical and empirical Bayes analysis. Crelin (1972), Drake (1966),
and Evans (1969) give excellent philosophical justifications for the use of Bayesian
methodologies in reliability analysis. Tsokos (1972) gave an excellent review of the
Bayesian approach to reliability and clearly expressed the usefulness of Monte Carlo
simulation. Cavanos and Tsokos (1970) introduced the concept of empirical Bayes
approach to reliability for the Weibull failure model. Cavanos and Tsokos (1971)
derived classical and empirical Bayes estimates for the parameter and reliability for
the Gamma failure model, along with Monte Carlo numerical study to illustrate the
sensitivity of the estimates. Because the philosophy behind empirical Bayes estima-
tion rests on the assumption that the existence of a prior distribution is known, but
its form is unknown, our study will involve both classical Bayes and empirical Bayes
methodologies, as well as Monte Carlo simulation, to illustrate the usefulness of our
estimates. In our study the main focus will be on the Gumbel failure model, which
we discuss next.
1.3 The Gumbel Failure Model
From probability theory, for the largest number of n independent identically dis-
tributed random variables Y1, Y2, ..., Yn , i.e.,
X := max(Y1, Y2, ..., Yn)
the probability distribution function is given by
Mn(x) = [F (x)]
n
where F(x) = P(Yi ≤ x) is the common probability distribution function of each
of Yi . F(x) is commonly referred to as a parent probability distribution. If n is
5
not constant but rather can be regarded as a realization of a random variable with
Poisson probability distribution with mean ν , then the distribution of X becomes
(e.g. Todorovic and Zelenhasic, 1970; Rossi et al., 1984),
M ′ν(x) = exp{−ν(1− F (x))}
Since ln [F (x)]n ≈ −n(1−F (x)) , it follows that for large n or large F(x), Mn(x) ≈
M ′n (x). Gumbel (1958), following the pioneering works by Frchet (1927), Fisher and
Tippet (1928) and Gnedenco (1941), developed a comprehensive theory of extreme
value distributions. That is, as n tends to infinity, Mn(x) converges to one of three
possible asymptotic distributions, depending on the mathematical form of F(x). Ob-
viously, the same limiting distributions may also result from Mν (x) as ν tends to
infinity. All three asymptotic distributions can be described by a single mathematical
expression introduced by Jenkinson (1955, 1969) known as the Generalized Extreme
Value (GEV) probability distribution function. This expression is given by
M(x) = exp{−(1 + k(x− µ)
σ
)−1/k}, kx ≥ kµ − σ (1.3.1)
where µ , σ > 0 and k are location, scale and shape parameters, respectively. When
k = 0, the type I probability distribution of maxima (EV1 or Gumbel distribution) is
obtained as a special case of the GEV distribution. Using simple calculus it is found
that in this case, the cumulative distribution function takes the form
M(x) = exp(−exp(−x− µ
σ
)) (1.3.2)
which is unbounded from both left and right. Therefore, for a sample of n random iid
failure times, T1 , T2 ,...,Tn , the reliability function under the Gumbel failure model
is given by
R(t) = 1− exp(−exp(−t− µ
σ
)) (1.3.3)
t > 0, −∞ < µ <∞, σ > 0
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Incidentally, when k > 0, M(x) represents the extreme value probability distribution
of maxima of type II (EV2). In this case the variable is bounded from the left and
unbounded from the right (µ -σ /k = x < ∞ ). A special case is obtained when the
left bound becomes zero (σ = kµ). This special two-parameter distribution has been
known as the Frchet distribution and has the simplified form
M(x) = exp(−(µ
x
)1/k), x ≥ 0
with µ becoming a scale parameter. Since the GEV probability distribution involves
three parameters, it always provides better estimates than the Gumbel probability
distribution; however, practically, it is also more difficult to work with due to the ana-
lytic constraints involved in three versus two parameter estimation, as two parameters
are more accurately estimated than three. Due to its simplicity and generality, the
Gumbel probability has been introduced as a failure model for reliability studies. A
recent book by Kotz and Nadarajah (2000) lists over 50 application ranging from
accelerated life testing through to earthquakes, floods, horse racing, rainfall, queues
in supermarkets, sea currents, wind speeds, and track race records. In particular, the
Gumbel probability distribution has been used to characterize real world problems for
several reasons. Most types of parent probability distributions functions that are used
in reliability, such as exponential, Gamma, Weibull, normal, lognormal (Kottegoda
and Rosso (1997)) belong to the domain of attraction of the Gumbel distribution. In
contrast, the domain of attraction of the GEV distribution includes less commonly
met parent probability distributions like Pareto, Cauchy, and log-gamma. Developed
in the 1950’s, goodness-of-fit probability plots are the most common tools used by
practitioners and engineers to choose an appropriate distribution function. EV1 offers
a linear Gumbel probability plot, which is estimated in terms of plotting positions,
i.e. sample estimates of probability of non-failure. In contrast, a linear probability
plot for the three-parameter GEV is not possible to construct. This may be regarded
as a primary reason of choosing EV1 against the three-parameter GEV in practice,
assuming that two parameters produce results almost as good as three. For the for-
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mer case, mean and standard deviation (or second L-moment) suffice, whereas in the
latter case the skewness is also required and its estimation is extremely uncertain for
typical small-size reliability samples. However, EV1 has one disadvantage, which is
very important from the engineering point of view: for small probabilities of failure
or exceedence it yields the smallest possible quantiles in comparison to those of the
three-parameter GEV for any (positive) value of the shape parameter k. This means
that EV1 results in the highest possible risk for engineering structures (Farquharson
et al. (1992), Turcotte (1994), Turcotte and Malamud (2003)). We will establish in
chapter 7 that kernel density estimation provides an alternate and relatively easy way
to remedy this potential drawback of the Gumbel probability distribution. As stated
earlier, if we are not able to identify the underlying probability density function for
a given data set parametrically, we may do so non-parametrically. We proceed to
introduce non-parametric kernel density estimation as a powerful alternative.
1.4 The Nonparametric Kernel Density Estimate of Reliability
The main problem with the parametric approach is that existing classical probability
distribution families are limited in the face of a multitude of data structures. A wrong
assumption concerning the underlying distribution model for the data may lead to
misleading interpretations. In situations such as these, non-parametric methods may
be more suitable. The nonparametric methods impose only mild assumptions, such
as smoothness, on the underlying probability distribution and so avoid the risk of
specifying the wrong model for the data. There are several different methods in
nonparametric probability density estimation, such as kernel and orthogonal series
estimates (Silverman (1986)), maximum penalized likelihood estimates (Tapia and
Thompson (1974)), smoothing splines (Gu (1993)), wavelet estimates (Donoho et. al.
(1996)), and other. Among these, kernel estimates are most widely used and easiest
to implement. Our study will concentrate on estimating the reliability function using
the kernel approach. Kernel density estimation has been applied to such diverse fields
as Economics, Ecology, Neurocomputing, Wildlife Management, Neural Networks and
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Population research. For the benefit of the reader, over fifty major and most recent
publications in the field of kernel density estimation are listed chronologically in
Appendix I.
Let T1 , T2 ,...,Tn be i.i.d. random variables having a common PDF f(t). The kernel
density estimate (KDE) of the probability density function f(t) is given by:
fˆn(t) =
1
nh
n∑
i=1
K(
t− Ti
h
) (1.4.1)
where K(u) is the kernel function and h is the bandwidth. The kernel function K is
usually required to be a symmetric probability density function, which means that K
satisfies the following conditions
∫ +∞
−∞
K(u)du = 1,
∫ +∞
−∞
uK(u)du = 0 and
∫ +∞
−∞
u2K(u)du > 0. (1.4.2)
Properties of kernel function K determine the properties of the resulting kernel esti-
mates, such as continuity and differentiability. Traditionally, seven kernel functions
have been used in non-parametric kernel density estimation and are given in table
1.1. In our study, we will evaluate the effectiveness of the kernels, provide a ranking
Kernel Form
Epanechnikov 34(1− u2)I(| u |≤ 1)
Cosine π4 cos(
πu
2 )I(| u |≤ 1)
Biweight 1516(1− u2)2I(| u |≤ 1)
Triweight 3532(1− u2)3I(| u |≤ 1)
Gaussian 1√
2π
e−0.5u2
Triangle (1− | u |)I(| u |≤ 1)
Uniform 0.5I(| u |≤ 1)
Table 1.1: Most Commonly Used Kernels
different from the one commonly accepted, and apply our results in reliability mod-
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eling. For T1 , T2 ,...,Tn i.i.d. random variables having a common probability density
function f(t), the kernel density estimate of reliability is defined by
Rˆn(t) = 1− 1
nh
n∑
i=1
∫ t
−∞
K(
y − Ti
h
)dy (1.4.3)
By solving for the quantile tα for which
1
nh
n∑
i=1
∫ t
−∞
K(
y − Ti
h
)dy = α (1.4.4)
we get the nonparametric estimate of ”target time” to specified reliability (1-α )100%,
where α is very small. Likewise, the nonparametric estimate of the failure rate and
cumulative failure rate functions are given by:
hˆn(t) =
−∂Rˆn(t)
∂t
Rˆn(t)
(1.4.5)
and
Hˆn(t) = −ln(Rˆn(t)) (1.4.6)
Since the kernel density estimate was introduced by Rosenblatt (1956), many ap-
proaches to bandwidth selection have been proposed (see Bean and Tsokos (1980),
Marron (1989), Silverman (1986), Simonoff (1996), Wand and Jones (1995)). Broadly
speaking, data based optimal bandwidth selection proposals can be divided into ”first
generation” (see Marron (1989) and ”second generation” (see Jones et.all (1995)).
Most ”first generation” methods were developed prior to 1990 and include ”Rules
of Thumb,” ”Least Squares Cross-Validation”, ”Biased Cross-Validation.” ”Second
generation” methods such as ”solve and plug in method,” and ”smoothed bootstrap
method” have been proposed for their superior performance over the ”first generation”
methods, which was shown by Jones et.al(1995) by asymptotic analysis, simulation,
and real data study. However, all of these approaches have centered on the kernel
density estimation of the probability density function and not enough on kernel den-
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sity estimates of the cumulative density or reliability function. Some work has been
done regarding consistency of kernel CDF estimates (see Nadaraya (1964), Winter
(1973), and Yamato (1973)) and selection of bandwidth from the theoretical point
of view (Sarda (1990)), but very little regarding practical implementation based on
the difference between optimal bandwidth for PDF and CDF (see Liu and Tsokos
(2002)). In this study, we will use some of the results of Liu and Tsokos (2002) to
study the choice of kernel with respect to the choice of optimal bandwidth and sample
size. We will propose a new ranking of kernels based on their efficiencies in chapter
2 and apply our results to the study of the Gumbel model in subsequent chapters.
1.5 Contents of the Present Study
In this section we list the contributions of our study and a summary of our results.
In chapter 2 we discuss the selection of optimal bandwidth for reliability under ker-
nel density estimation. Our extensive numerical simulation shows a different ranking
of kernel efficiency than commonly accepted (Silverman (1986)). We show that the
top three kernels are robust with respect to the optimal bandwidth and sample size.
In chapter 3 we modify the classic Gumbel or double exponential distribution and
derive estimates of reliability parametrically in ordinary, Bayes and empirical Bayes
settings (Miladinovic and Tsokos (2008)). Using numerical simulation, we compare
the parametric estimates of Gumbel reliability with their non-parametric kernel den-
sity counterparts, which are derived using the methodology from chapter 2. We show
that kernel density estimates perform as well as the parametric ones. Chapter 4
presents a study of robustness of Gumbel reliability under different priors, including
our own kernel density prior. We derive and numerically compare the Gumbel relia-
bility estimates under different priors and show that they are robust. In chapter 5 we
derive Bayesian estimates of the target time subject to a specified reliability for the
Gumbel failure model and show that it provides closer estimates than the method of
maximum likelihood (Miladinovic and Tsokos (2008)). Several criteria for the choice
of the loss function in Bayesian analysis are compared with our own kernel density
11
criterion in chapter 6. We show that our criterion is most consistent in comparing
Bayesian estimates. In chapter 7, we apply both the Gumbel distribution and KDE
to the modeling of flood data and show that the KDE provides a better fit in the tails,
which makes it more appropriate in modeling the very extreme occurrences than the
Gumbel model. Finally, in chapter 8 we present plans for future research.
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2 The Kernels: An Evaluation
2.1 Introduction
Kernel density estimation (KDE) plays an important role in the probabilistic char-
acterization of phenomena when we are unable to identify a well-defined probability
density function (PDF) in the parametric sense. Some key references are Chen (1999),
DiNardo and Tobias (2001), Goutis (1997), Padget (1988), Powell and Seaman (1996),
Qiao and Tsokos (1992). In studying reliability of a given system, an engineer may
not be able to identify a well defined probability distribution function and rely on
kernel density estimation as an alternative. Finding the best kernel density estimate
of reliability would involve the most important aspect of kernel density estimation,
which are the choice of the appropriate kernel and the corresponding optimal band-
width. Silverman (1986) evaluated and ranked seven major kernels based on a specific
(optimal) bandwidth. The objective of the present study is to evaluate the subject
kernels by using a more flexible bandwidth and also by varying the sample size n.
We will show that our ranking is better than Silverman’s. More specifically, we will
accomplish the following:
(i) In section 2.2, discuss the properties of the seven major kernels.
(ii) In section 2.3, discuss how to measure the effectiveness of kernel estimates using
the asymptotic mean integrated square error (AMISE). We will use the rate of
decrease of AMISE to rank the kernels as a function of the sample size n and
discuss Silverman’s ranking of the kernel functions and the choice of bandwidth.
(iii) In section 2.4, present a new ranking of the top three kernels based on a new,
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more flexible choice of bandwidth and our extensive numerical study of the
Gumbel failure model. We will also suggest the usage of different kernels based
on the sample size n.
(iv) In section 2.5, study how robust the change of bandwidth is with respect to the
choice of a specific kernel. We provide an extensive numerical study to evaluate
the change in AMISE for each kernel, as the optimal bandwidth is varied in equal
intervals from the optimal value. We conclude that the top three kernels are
robust with respect to significant percent change from the optimal bandwidth.
(v) In Section 2.6, present concluding remarks.
2.2 Kernels and Their Properties
Recall that if X1 ,...Xn are i.i.d. random variables having a common PDF f(x), the
kernel estimate of f(x) is defined by
fˆn(x) =
1
nh
n∑
i=1
K(
x−Xi
h
) (2.2.1)
where h is the bandwidth and K(u) is the kernel function. The kernel estimate of
the cumulative distribution function (CDF) F(x) and reliability function R(x) are
respectively given by
Fˆn(x) =
1
nh
n∑
i=1
∫ x
−∞
K(
y −Xi
h
)dy (2.2.2)
and
Rˆn(x) = 1− Fˆn(x) (2.2.3)
For the rest of the study we shall assume that K(u) is a symmetric function. There
are seven commonly used kernels functions. Their analytic expression are given in
equations (2.2.4)-(2.2.10) with the corresponding graphs given in Figures 1-7.
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Epanechnikov Kernel
3
4
(1− u2)I(| u |≤ 1) (2.2.4)
1
0.8
0.6
0.4
0.2
0
10.50-0.5-1
Epanechnikov Kernel     
Figure 2.1: Epanechnikov Kernel
Cosine Kernel
π
4
cos(
πu
2
)I(| u |≤ 1) (2.2.5)
1
0.8
0.6
0.4
0.2
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10.50-0.5-1
Cosine Kernel           
Figure 2.2: Cosine Kernel
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Biweight Kernel
15
16
(1− u2)2I(| u |≤ 1) (2.2.6)
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Biweight Kernel         
Figure 2.3: Biweight Kernel
Triweight Kernel
35
32
(1− u2)3I(| u |≤ 1) (2.2.7)
10.50-0.5-1
1.4
1.2
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Triweight Kernel        
Figure 2.4: Triweight Kernel
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Gaussian Kernel
1√
2π
e−0.5u
2
(2.2.8)
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420-2-4
Gaussian Kernel         
Figure 2.5: Gaussian Kernel
Triangle Kernel
(1− | u |)I(| u |≤ 1) (2.2.9)
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10.50-0.5-1
Triangle Kernel         
Figure 2.6: Triangle Kernel
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Uniform Kernel
0.5I(| u |≤ 1) (2.2.10)
The subject kernel K(u) must satisfy the following properties:
1
0.8
0.6
0.4
0.2
0
10.50-0.5-1
Uniform Kernel          
Figure 2.7: Uniform Kernel
∫ +∞
−∞
K(u)du = 1,
∫ +∞
−∞
uK(u)du = 0 and k2 =
∫ +∞
−∞
u2K(u)du > 0. (2.2.11)
Properties of the kernel function K(u) partially determine the properties of the kernel
density estimates, such as differentiability and continuity. For example, if K(u) is a
proper density function, that is if it is non-negative and it integrates to one, then
the kernel density estimate is also a proper density function. If K(u) is n times
differentiable, so is fˆn . Epanechnikov suggested the first kernel to be used in the
context of density estimation in 1956. The graph is given in figure 2.1. Before
Epanechnikov and in a different context, Hodges and Lehmann (1956) showed that the
kernel optimizes the expression used in finding the optimal bandwidth, thus making
it the most efficient kernel. Historically, after the introduction of the Epanechnikov
kernel in density estimation, the non-smooth Uniform and Triangle kernels were also
introduced as alternatives. The search for smooth and less inefficient kernels produced
the remaining four, the Cosine kernel being added last. The most popular kernel in
practice has been the Gaussian kernel due to its analytic tractability.
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2.3 Evaluation of Kernel Effectiveness in Density Estimation
Silverman (1986) evaluated subject kernels K(u) by comparing them with the Epanech-
nikov kernel and the optimal bandwidth given by
hoptimal = [
C(K)
k22R(f
′′)
]
1
5n−
1
5 (2.3.1)
where C(K) =
∫
K(u)2du , k2 =
∫ +∞
−∞ u
2K(u)du > 0, and f(x) is the density function
to be estimated. He derived the formula for the optimal bandwidth by utilizing the
measure of discrepancy of the density estimator ˆf(x) at a single point called the
mean square error (MSE), which is defined by:
MSE(fˆ(x)) = E(fˆ (x)− f(x))2 = (Efˆ(x)− f(x))2 + varfˆ(x). (2.3.2)
where (Efˆ (x)− f(x)) is also referred to as the bias of fˆ (x) . If h → 0 and nh → ∞
and the underlying density f ′′ is sufficiently smooth and absolutely continuous and
f ′′′ square integrable, then it can be shown that
bias(fˆ(x)) =
h2k2f
′′(x)
2
+ o(h2) (2.3.3)
var(fˆ(x)) =
f(x)C(K)
nh
+ o(
1
nh
) (2.3.4)
where C(K) =
∫
K(u)2du and k2 =
∫ +∞
−∞ u
2K(u)du > 0. From expressions (2.3.3)
and (2.3.4) we can infer that if the bandwidth decreases, the bias of the kernel esti-
mate also decreases but the variance increases, resulting in a rough and unacceptable
estimate of the kernel density. Conversely, if the bandwidth increases, the variance
of the kernel estimate decreases but the bias increases. This means that there is sig-
nificant smoothing and the underlying characteristics of the probability density are
smoothed out. Combining expressions (2.3.3) and (2.3.4) and integrating over the
entire real line gives us an estimate of the global accuracy of fˆ(x) , the asymptotic
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mean integrated square error (AMISE):
AMISE( ˆf(x)) =
h4k22R(f
′′)
4
+
C(K)
nh
(2.3.5)
Thus, we can conclude that AMISE depends on four quantities: the bandwidth h, the
sample size n, kernel function K and the target density f(x). The target function and
the sample size are out of our control, however we can minimize AMISE by choosing
the appropriate kernel and the bandwidth. If we fix the kernel function K(u) and
minimize AMISE with respect to the bandwidth we obtain:
hoptimal = [
C(K)
k22R(f
′′)
]
1
5n−
1
5 (2.3.6)
and
AMISEoptimal =
5
4
(
√
k2C(K))
4
5C(f ′′)
1
5n−
4
5 (2.3.7)
To calculate the optimal kernel function, we minimize AMISEoptimal with respect
to K. This means minimizing
√
k2C(K) without knowing f(x). The optimal kernel
function was derived by Epanecnikov (1969) and is given by
K(u) =
3
4
(1− u2)I(| u |≤ 1)
The value of
√
k2C(K) for the Epanechnikov kernel is
3
5
√
5
, so that the ratio
√
125k2C(K)
3
provides a measure of inefficiency for other kernels. Silverman’s ranking of all kernels
according to their inefficiences which is based on the optimal bandwidth is given in
table 2.1. We have studied the AMISEoptimal as a function of n for all seven kernels
and ranked them according to the value of AMISE for each kernel. Our results
indicate that AMISE converges to zero approximately uniformly for all seven kernels.
The size of AMISE for each kernel is given in table 2.2. We obtain the same ranking
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Kernel Form k2 Inefficiency
Epanechnikov 34(1− u2)I(| u |≤ 1) 0.2 1.0000
Cosine π4 cos(
πu
2 )I(| u |≤ 1) 0.1894 1.0005
Biweight 1516(1− u2)2I(| u |≤ 1) 0.1429 1.0061
Triweight 3532(1− u2)3I(| u |≤ 1) 0.1111 1.0135
Gaussian 1√
2π
e−0.5u2 1.0000 1.0513
Triangle (1− | u |)I(| u |≤ 1) 0.1667 1.0143
Uniform 0.5I(| u |≤ 1) 0.3333 1.0758
Table 2.1: Kernels and Their Inefficiencies
if we order the kernels according to their inefficiencies as we do when we order them
according to the rate of decrease of AMISE as a function of sample size n. Silverman’s
Kernel n=50 n=100 n=150 n =200 n=500
Epanechnikov 0.0191 0.0109 0.0079 0.0063 0.0030
Cosine 0.0191 0.0110 0.0079 0.0063 0.0030
Biweight 0.0192 0.0110 0.0080 0.0063 0.0030
Triweight 0.0193 0.0111 0.0081 0.0064 0.0031
Gaussian 0.0199 0.0114 0.0082 0.0066 0.0031
Triangle 0.0193 0.0111 0.0080 0.0064 0.0030
Uniform 0.0202 0.0116 0.0084 0.0067 0.0032
Table 2.2: Rate of Decrease of AMISE For All Seven Kernels as a Function of Sample Size
ranking is subject to several objections. First, how does the sample size affect each
kernel’s performance? Second, how do these kernels rank if we need to estimate the
cumulative density and reliability functions. Consistent with the objective of this
chapter we will proceed to evaluate these kernels with a new bandwidth developed by
Liu and Tsokos (2002), and with respect to small, medium and large sample size n.
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2.4 New Ranking Based on Differences in Optimal Bandwidth for PDF,
CDF, and Reliability Functions
In this section we turn our attention to the KDE of the cumulative distribution
function F(x). The properties of the KDE of F(x) will help us study the KDE of the
reliability function R(x), the failure function h(x) and the cumulative failure function
H(x) defined in Chapter 1. The following theorem, derived in Liu and Tsokos (2002),
will help us show that the optimal bandwidth for PDF is not optimal for CDF. This
result will be important in Chapter 3 when we examine the reliability function of the
Gumbel distribution and the concept of target time under desired reliability.
Theorem 2.4.1. Let F(x) be the cdf of f(x) and assume f(x) possesses the second
derivative. Then
AMISE( ˆF (x)) =
1
4
h4k22
∫ +∞
−∞
f ′2(x)dx+
1
n
∫ +∞
−∞
F (x)(1− F (x))dx
Proof. Integrating the expression for the bias of ˆf(x) given by (2.3.4) we obtain
bias( ˆF (x)) = E ˆF (x)− F (x) = 1
2
h2k2f
′(x). (2.4.1)
Also Nadaraya (1964) derived
V ar ˆF (x) =
1
n
F (x)(1− F (x)) + o( 1
n
) (2.4.2)
Combining the two expressions above and integrating over the real line we get the
expression for AMISE( ˆF (x))
Since the kernel density estimate of the reliability function is given by
Rˆ(x) = 1 − Fˆ (x)
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we may make the following inference about the bias and variance of Rˆ(x) :
bias( ˆR(x)) = E ˆR(x) −R(x) = −1
2
h2k2f
′(x). (2.4.3)
and
V ar ˆR(x) =
1
n
R(x)(1−R(x)) + o( 1
n
) (2.4.4)
Recall that the optimal bandwidth estimate for PDF is given by
hoptimal = [
C(K)
k22C(f
′′)
]
1
5n−
1
5
Since AMISE(Fˆ(x)) can be written as
AMISE(Fˆ (x)) =
1
4
h4k22
∫ +∞
−∞
f ′2(x)dx+
1
n
∫ +∞
−∞
F (x)(1− F (x))dx
upon closer study of the expression for AMISE( ˆF (x)) we may conclude the following:
(i) When h is chosen so that n
1
4 → ∞ , the bias part dominates, that is
AMISE( ˆF (x)) =
1
4
h4k22
∫ +∞
−∞
f ′2(x)dx
and nAMISE( ˆF (x)) → ∞ .
(ii) When the bandwidth h is small so that hn
1
4 → 0, the variance part dominates,
thus
AMISE( ˆF (x)) =
1
n
∫ +∞
−∞
F (x)(1− F (x))dx
Also, if we let h = an−
1
4 ,
AMISE( ˆF (x)) =
1
n
∫ +∞
−∞
F (x)(1− F (x))dx+ m
n
, m > 0
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so AMISE( ˆF (x)) attains its minimum value
1
n
∫ +∞
−∞
F (x)(1− F (x))dx
when h = o(n−
1
4 )
(iii) It was shown earlier that for the kernel density estimate ˆf(x)) , the optimal
bandwidth is
hoptimal = [
C(K)
k22C(f
′′)
]
1
5n−
1
5
It is obvious that hoptimal does not satisfy the condition hoptimaln
1
4 → 0,
so hoptimal is no longer optimal for the kernel cdf estimate Fˆ (x) . The same
argument can be extended to conclude that hoptimal is no longer optimal for the
kernel estimate of the reliability function Rˆ(x)
Visual Inspection Procedure to Determine Optimal Bandwidth for CDF
and Reliability Functions
The following four step procedure was proposed by Liu and Tsokos (2002) as a visual
inspection method to arrive at the optimal value of the bandwidth h for a given kernel
estimate of cdf. This an important procedure that is relevant to the kernel density
estimation of the cumulative distribution function F(x) and the reliability function
R(x) We will test its effectiveness on the estimates of the cumulative distribution
function and the reliability function for the Gumbel distribution presented in the
next chapter.
(i) Choose a positive number h1 and an integer k.
(ii) For h = ih1
k
, i = 1, 2, ... k calculate the corresponding Rˆn and display their
graphs.
(iii) If these k graphs look almost the same, choose a bigger h1 and go back to step
1.
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(iv) Find i∗ such that the graphs before i∗ look very similar and the graphs after
i∗ look quite different from before.
(v) Choose any h = ih1
k
, i < i∗ and compute Rˆn .
The rationale for the above procedure lies in the fact that the change of AMISE( Fˆn )
follows a distinctive changing pattern of Fˆn as h increases from 0. When h is small
so that h = o(n−
1
4 ) , the variance term in AMISE( Fˆn ) dominates and so
AMISE( ˆF (x)) =
1
n
∫ +∞
−∞
F (x)(1− F (x))dx
As h becomes larger such that hn
1
4 → c 6= 0, both the squared-bias and the variance
terms in AMISE( Fˆn ) dominate equally, that is
AMISE( ˆF (x)) =
1
n
∫ +∞
−∞
F (x)(1− F (x))dx+ m
n
, m > 0
As h increases even further so that hn
1
4 → ∞ , the bias term dominates and we have
AMISE( ˆF (x)) =
1
4
h4k22
∫ +∞
−∞
f ′2(x)dx
so that nAMISE( ˆF (x)) → ∞ and the minimum is attained for h = o(n− 14 ) . This
means that when h varies from 0 toward the positive direction, AMISE( Fˆn ) stays
almost the same at the value of O(n−1 ). So, during this stage the estimates Fˆn will
look very similar. After h exceeds a certain value, AMISE( Fˆn ) will increase rapidly
at a rate of O(h4 ) and the new estimates of Fˆn will deviate from the true F(x) quite
significantly. In terms of how the pilot bandwidth estimate should be chosen, the
optimal bandwidth for PDF is a natural choice since it is always higher than the
optimal bandwidth for cdf. The most intuitive choice for the pilot bandwidth under
the assumption of normality, is
hpilot = 1.06min(σˆ,
ˆIQR
1.34
)n−1/5
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where σˆ is the estimate of the sample standard deviation and ˆIQR is the interquartile
range (Silverman 1986). In case of long tailed distribution and possible outliers, a
robust estimate of σˆ is more preferable and is usually taken to be
σˆ =
median(| xi − mˆ |)
0.6745
where mˆ denotes the sample median (Hogg 1979) In order to study how Silverman’s
ranking of kernels may have changed under the new optimal bandwidth, we performed
an extensive numerical study using the Gumbel probability distribution. The study
was conducted in the following manner:
(i) We simulated m (m = 50, 100, 200) Gumbel distribution location parameters µ
from the uniform distribution.
(ii) In order to see what effects the increase of variance has on our estimates, we let
the scale parameter of the Gumbel distribution σ equal to 1, 2 and 4 respectively.
(iii) Using the obtained m pairs of µ and σ , we generated n (n = 15, 30, 50,
100, 200) observations from the Gumbel PDF and obtained reliability estimates
under Silverman’s and Liu’s optimal bandwidths and all seven kernels.
(iv) For comparison purposes, we calculated AMISE between the true reliability
and the corresponding Silverman’s and Liu’s estimates, and ranked the kernels
according to its size.
The schematic diagram of our numerical study is presented in figure 2.8. The results
in tables 2.3-2.5 represent the average AMISE across all samples of size n and for
varying values of σ for the average values of the pilot bandwidth hpilot , Silverman’s
bandwidth hopt , and Liu-Tsokos optimal bandwidth h
∗ . Specifically, we calculated
the estimated AMISE across all samples n where
AMISE(Rn(t), R(t)) =
N∑
i=1
∫
(Rn(t)−R(t))2dt
N
,
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Figure 2.8: Numerical Study of Kernel Ranking
across all failure times t for the reliability function R(t), with N being the number
of simulations. With respect to the evaluation of two selected optimal bandwidths,
namely Silverman’s hopt and Liu-Tsokos’s h
∗ , as a function of the selected kernels,
the Liu-Tsokos optimal bandwidth results in a smaller mean integrated square er-
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ror. Using Liu-Tsokos bandwidth the effectiveness of all kernels was evaluated, with
the top three kernels being the Epanechnikov, Cosine and Gaussian. Tables 2.3-2.5
suggest that for sample size n > 100 we obtain approximately the same probability
density function subject to the same bandwidth. Since the Gaussian kernel offers
several analytic advantages we conclude that Gaussian kernel should be used. Fur-
thermore, the Gaussian kernel seems to be more stable as we increase the variance.
For sample size n < 100 we have found that Epanechnikov kernel density function
in conjuction with optimal bandwidth will give the best estimates. The increase in
variance σ had no effect on the ranking of our kernels. Next we proceed to study
Kernel n hopt hpilot h
∗ MISE(hopt) MISE(hpilot) MISE(h∗)
Epanechn. 15 1.00 0.5762 0.95 0.0026 0.0068 0.0026
Cosine 15 1.028 0.576 0.95 0.0027 0.0072 0.0027
Gaussian 15 0.4517 0.5762 0.95 0.0029 0.009 0.008
Epanechn. 30 0.8706 0.3519 0.75 0.013 0.026 0.015
Cosine 30 0.8946 0.3519 0.75 0.013 0.026 0.014
Gaussian 30 0.3932 0.3519 0.75 0.014 0.029 0.019
Epanechn. 50 0.786 0.4121 1.5 0.0025 0.003 0.002
Cosine 50 0.8077 0.4121 1.5 0.0025 0.003 0.0019
Gaussian 50 0.355 0.4121 1.5 0.0025 0.0018 0.0020
Epanechn. 100 0.786 0.4121 1.5 0.0013 0.003 0.002
Cosine 100 0.8077 0.4121 1.5 0.0013 0.003 0.0019
Gaussian 100 0.355 0.4121 1.5 0.0012 0.0018 0.001
Epanechn. 200 0.786 0.4121 1.5 0.0013 0.003 0.002
Cosine 200 0.8077 0.4121 1.5 0.0013 0.003 0.0019
Gaussian 200 0.355 0.4121 1.5 0.0012 0.008 0.0018
Table 2.3: Mean Integrated Square Error (MISE) for the Top Three Bandwidths for Data
From Gumbel (n=15, 30, 50, 100, 200, σ = 1)
bandwidth robustness for the optimal bandwidth h∗ under Liu’s five step procedure.
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Kernel n hopt hpilot h
∗ MISE(hopt) MISE(hpilot) MISE(h∗)
Epanechn. 15 1.00 0.9062 1.15 0.0522 0.06 0.053
Cosine 15 1.028 0.9062 1.15 0.052 0.06 0.053
Gaussian 15 0.4517 0.9062 1.15 0.090 0.110 0.081
Epanechn. 30 0.8706 0.789 1 0.1046 0.1061 0.102
Cosine 30 0.8946 0.789 1 0.105 0.1263 0.114
Gaussian 30 0.3932 0.789 1 0.1178 0.1282 0.141
Epanechn. 50 0.786 0.9179 1.35 0.0031 0.0028 0.0024
Cosine 50 0.786 0.9179 1.35 0.0032 0.0029 0.0024
Gaussian 50 0.786 0.9179 1.35 0.1407 0.1641 0.1311
Epanechn. 100 0.786 0.4121 1.5 0.0020 0.003 0.002
Cosine 100 0.8077 0.4121 1.5 0.0020 0.004 0.0019
Gaussian 100 0.355 0.4121 1.5 0.0042 0.0048 0.001
Epanechn. 200 0.786 0.4121 1.5 0.0013 0.004 0.002
Cosine 200 0.8077 0.4121 1.5 0.0013 0.003 0.0019
Gaussian 200 0.355 0.4121 1.5 0.0019 0.008 0.0005
Table 2.4: Mean Integrated Square Error (MISE) for the Top Three Bandwidths for Data
From Gumbel (n=15, 30, 50, 100, 200, σ = 2)
2.5 Bandwidth Robustness
Now we wish to take a look at how AMISE changes as we incrementally decrease
and increase hoptimal under Liu’s five-step procedure for each kernel, that is wish to
study how robust the optimal bandwidth for each kernel is by observing the rate of
change of AMISE as the optimal bandwidth for each kernel uniformly decreases or
increases. In order to do this we have used the same numerical procedure represented
by figure 2.8 except that we studied how sensitive the change in bandwidth selection
is with respect to change in AMISE for a fixed bandwidth for each of the three kernels.
To study the rate of increase of AMISE we have used the ratio of two consecutive
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Kernel n hopt hpilot h
∗ MISE(hopt) MISE(hpilot) MISE(h∗)
Epanechn. 15 1.00 1.5892 1.75 0.148 0.139 0.121
Cosine 15 1.028 1.5892 1.75 0.148 0.15 0.13
Gaussian 15 0.4517 1.5892 1.75 0.16 0.19 0.17
Epanechn. 30 0.8706 1.554 1.5 0.058 0.065 0.044
Cosine 30 0.8946 1.554 1.5 0.057 0.066 0.042
Gaussian 30 0.3932 1.554 1.5 0.069 0.071 0.058
Epanechn. 50 0.786 1.995 2.25 0.012 0.018 0.009
Cosine 50 0.786 1.995 2.25 0.0011 0.0018 0.009
Gaussian 50 0.786 1.995 2.25 0.0011 0.018 0.011
Epanechn. 100 0.786 0.4121 1.5 0.0028 0.003 0.002
Cosine 100 0.8077 0.4121 1.5 0.0028 0.003 0.0019
Gaussian 100 0.355 0.4121 1.5 0.0032 0.0038 0.0018
Epanechn. 200 0.786 0.4121 1.5 0.0009 0.0011 0.0008
Cosine 200 0.8077 0.4121 1.5 0.0008 0.0002 0.0009
Gaussian 200 0.355 0.4121 1.5 0.001 0.0014 0.0007
Table 2.5: Mean Integrated Square Error (MISE) for the Top Three Bandwidths for Data
From Gumbel (n=15, 30, 50, 100, 200, σ = 4)
AMISE’s defined as
AMISErate =
AMISEi
AMISEi−1
, i = 1, ..., l (2.5.1)
where the subscript indicates an i-percent of the bandwidth increase or decrease in
bandwidth. The results are presented in Tables 2.6-2.8.We fixed the top three kernels,
namely Epanechnikov, Cosine and Gaussian, and studied the behavior of AMISE
under the same numerical study as given by figure 2.6. The optimal bandwidth h∗
was varied in both directions by a certain percentage and sample size n= 20, 50, and
100. The results are given in tables 2.6-2.8 and indicate that the smallest increases in
AMISE were present under the Gaussian Kernel as we fixed the kernel and increased
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the sample size. This suggests that the Gaussian kernel is more stable as we increase
the sample size. Under the optimal bandwidth for each kernel we have found that the
Bandwidth %Change Epanechnikov Cosine Gaussian
h∗-99% 1.831 1.9121 1.781
h∗-90% 0.38860 0.40 0.2309
h∗-50% 0.1325 0.1358 0.0696
h∗ 0.072 0.073 0.08
h∗+50% 0.0550 0.056 0.09
h∗+100% 0.0441 0.045 0.099
h∗+200% 0.029 0.03 0.0134
h∗+500% 0.0133 0.0136 0.023
h∗+1000% 0.0205 0.018 0.044
Table 2.6: AMISE Rate of Change for h∗ , n = 20
Bandwidth %Change Epanechnikov Cosine Gaussian
h∗-99% 2.328 2.786 0.9097
h∗-90% 0.1415 0.1656 0.0652
h∗-50% 0.025 0.0305 0.009
h∗ 0.0097 0.012 0.004
h∗+ 50% 0.0058 0.007 0.0039
h∗+ 100% 0.0043 0.0496 0.0052
h∗+ 200% 0.0037 0.0037 0.0098
h∗+ 500% 0.0088 0.0066 0.0277
h∗+ 1000% 0.0252 0.0195 0.049
Table 2.7: AMISE Rate of Change for h∗ , n = 50
rate of increase in AMISE for the top three kernels is virtually identical, which leads
to conclude that an increase in h∗ for a given kernel will produce roughly the same
percentage increase in AMISE and that the optimal bandwidth for a particular kernel
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is robust with respect to the choice of kernel. As expected as n increases, AMISE
decreases. We also notice that AMISE is higher if we choose a much lower value
for h∗ rather than a higher value, so the penalty of overestimating the bandwidth is
lower than the penalty for underestimating. Also, AMISE does not increase much as
we increase the bandwidth. From table 2.5 we see that if we increase h∗ ten fold,
AMISE is ”only” 0.0415 for Epanecnikov, 0.0399 for Cosine and 0.048 for the Gaussian
kernel. We know that if the bandwidth increases we run the risk of oversmoothing
which may hide important features of the data, such as bimodality, and cause us to
draw wrong conclusions. It should be noted that our simulation has indicated that
lim
i→∞
AMISErate = 1.
Bandwidth %Change Epanechnikov Cosine Gaussian
h∗-99% 0.5234 0.5411 0.381
h∗-90% 0.0404 0.042 0.031
h∗- 50% 0.0073 0.0076 0.0042
h∗ 0.0021 0.0022 0.0022
h∗+ 50% 0.0023 0.0023 0.0031
h∗+ 100% 0.0029 0.0029 0.0047
h∗+ 200% 0.0056 0.0053 0.0095
h∗+ 500% 0.0198 0.0187 0.027
h∗+ 1000% 0.0415 0.0399 0.048
Table 2.8: AMISE Rate of Change for h∗ , n = 100
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2.6 Conclusion
In this chapter we studied all seven symmetric kernels used in kernel density esti-
mation and applied the asymptotic mean square error to rank the top three kernels
different from Silverman (1986). Our ranking places the Gaussian kernel third, after
Epanechnikov and Cosine kernels. This was done under a simple visual procedure
introduced by Liu and Tsokos (2002), which produces an optimal cdf and reliability
kernel density estimates and is to be used in the rest of our study. We showed that
sample size n is important in selecting the appropriate kernel function. Generally,
the Epanechnikov kernel performs better for sample size n < 100, while all three
are roughly the same for n ≥ 100. Since the Gaussian kernel offers analytic and
numeric simplicity, we recommend the Gaussian kernel be used for n ≥ 100. We also
showed that hoptimal for the top three kernels is robust with respect to the choice of
the kernel, as well as the sample size n. The findings in our present chapter will be
utilized in reliability and the modeling of floods.
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3 Ordinary, Bayes, Empirical Bayes, and Kernel Density Reliability
Estimates for the Gumbel Failure Model
3.1 Introduction
Extreme value probability distributions have been used effectively to model various
problems in engineering, environment, business, etc. Some key references are Burton
and Markopoulos (1985), Naess (1998), Osella et. al. (1992), Ramachandran (1982)
Rao et al. (1997), Sastry and Pi (1991), Silbergleit (1996), Suzuki and Ozaha (1994),
Tsokos (1999), and Yue (2000). A recent book by Kotz and Nadarajah (2000) lists
over fifty applications, ranging from accelerated life testing to earthquakes, floods,
horse racing, rainfall, queues in supermarkets, sea currents, wind speeds, and race
track records. Tsokos (1999) analyzed a modified extreme value distribution and
derived the minimum variance unbiased (MVU) and Bayesian estimates of the reli-
ability function under the general uniform, exponential, and inverted gamma priors,
and the mean square error loss function. Using his work as a foundation, the objective
of this study is to modify the classical Gumbel, or double exponential, probability
distribution to characterize the failure times of a given system. The modification is
necessary in order to obtain analytically tractable estimates of the desired functions
and to ensure that time to failure can be considered modified to reliability analysis.
We are interested in obtaining ordinary and Bayesian estimates of the Gumbel reli-
ability, failure rate, and cumulative failure rate functions. In addition to obtaining
maximum likelihood (ML) and MVU estimates, we have developed the subject model
in Bayes and empirical Bayes settings. We are also interested in obtaining ordinary,
Bayes, and empirical Bayes estimates of the target time t c subject to a desired and
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specified reliability. That is, we want to know what the time to failure t c is with
at least (1 - c )100% assurance. For example, we want to be at least 95% certain
that the system will be operable to time t 0.05 . In the Bayesian setting, we use the
natural conjugate prior under the mean square error loss function. Lindley’s approx-
imation procedure is used to obtain numerical results that illustrate the usefulness of
the study. Finally, we assume the failure data does not fit the Gumbel probability
distribution, and consistent with our results in chapter 2, obtain the kernel density
estimates for the Gumbel reliability. In addition to analytical results, we have con-
ducted an extensive numerical simulation in order to illustrate the usefulness of the
inference procedures discussed. In summary, after introducing the modified Gumbel
failure model in section 3.2, we aim to accomplish the following:
(i) In section 3.3, present the ML and MVU estimates of reliability, failure rate,
cumulative failure rate functions, and the target time subject to a specified
reliability tc .
(ii) In section 3.4, derive the Bayesian and empirical Bayes estimates of reliability,
failure rate, cumulative failure rate functions, and the target time tc , under the
natural conjugate prior and a square error loss function.
(iii) In section 3.5, present the non-parametric kernel density estimates of the func-
tions under study.
(iv) In section 3.6, perform an extensive numerical analysis to compare the estimates
and illustrate the usefulness of the methodology. In this section, we will use the
five step procedure introduced in chapter 2 to obtain the optimal kernel density
estimates of reliability, failure rate, cumulative failure rate, and target time tc
to ascertain how well the kernel density estimates perform when compared with
their parametric counterparts in both ordinary and Bayesian settings.
(v) In section 3.7, present concluding remarks and recommendations.
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3.2 The Gumbel Failure Model
For the Gumbel failure model, the probability distribution function (PDF) and the
cumulative distribution function (CDF) of the failure time at time t are given, re-
spectively, by
f(t;µ, σ) =
1
σ
e−
t−µ
σ
−e− t−µσ ,−∞ < t, µ <∞, σ > 0 (3.2.1)
and
F (t;µ, σ) = Pr(X ≤ t) = e−e−
t−µ
σ , (3.2.2)
where µ and σ are the location and scale parameters. The likelihood function L(µ ,
σ ), is given by
L(t;µ, σ) = σ−nexp{−
n∑
i=1
ti − µ
σ
−
n∑
i=1
exp(−ti − µ
σ
)}. (3.2.3)
The Gumbel failure model has been used in fire protection, insurance problems, pre-
diction of earthquake magnitudes, carbon dioxide levels in the atmosphere, and high
return levels of wind speeds in the design of structures among others. Based on record
values, Ahsanullah (1990, 1991) obtained the maximum likelihood (ML), best linear
invariant (BLI) and minimum variance unbiased (MVU) estimators of the Gumbel
location and scale parameters, and Ali Mousa et al. (2001) obtained the Bayesian
estimators of the same under Jeffrey’s non-informative prior. In the present study,
we shall modify the subject model and apply it in reliability in ordinary, Bayesian
and empirical Bayes settings. In the next section, we consider the ordinary estima-
tors, namely the maximum likelihood (ML) and minimum variance unbiased (MVU)
estimators. To our knowledge, the MVU estimators have not been derived, so the
derivation is presented.
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3.3 Reliability Modeling
Let t1 , t2 , ... , tn be the failure times that follow the Gumbel PDF given by (3.2.1).
The reliability at time t of a system whose life follows the probability law f(x; θ ) is
given by
R(t; θ) =
∫ ∞
t
f(x; θ)dx = 1− F (t) (3.3.1)
Under the same reliability function R(t; θ) , the failure rate and cumulative failure
rate functions are given by
h(t) =
−∂R(t;θ)
∂t
R(t; θ)
(3.3.2)
and
H(t) = −ln(R(t; θ)). (3.3.3)
The failure rate function can be interpreted as the probability, per unit of time, that
the item will fail after time t, given that the item has operated up to time t. In other
words, the failure rate function can be interpreted as the probability of instantaneous
failure, given that the item has operated up to time t.
If we let
g(t; σ) = e−e
−
t
σ
and
θ = e
µ
σ ,
then the CDF and reliability functions of the classical Gumbel failure model can be
written as
F (t; θ) = [g(t)]θ (3.3.4)
and
R(t; θ) = 1− [g(t)]θ. (3.3.5)
Note that g(t) is monotone increasing and R(t; θ) is bounded from above and below.
In addition to parameter the scale σ > 0, the new parameter θ is also positive.
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Since failure times are positive quantities, this will allow for better consistency of pa-
rameters. Using the new parameterization, the probability density and the likelihood
functions can be written as
f(t; θ) =
∂F (t; θ)
∂θ
= [g(t)](θ−1)[g(t)]′ (3.3.6)
and
L(t; θ) = θnΠg′(ti)[g(ti)]θ−1. (3.3.7)
The failure rate and cumulative failure rate functions are respectively given by
h(t, θ) =
θg′(t)[g(t)]θ
g(t)(1− g(t)θ) (3.3.8)
and
H(t, θ) = −ln(1− [g(t)]θ). (3.3.9)
By taking the natural logarithm of both sides of equation (3.3.4) and solving for t, we
obtain the expression for the target time tc under the desired reliability (1 - c )100%
given by
tc = (ln(− θ
ln(c)
))σ. (3.3.10)
The maximum likelihood estimates (MLE) for σ and θ can be derived from equations
(3.2.3) and (3.3.7) by solving ∂lnL
∂σ
= 0 and ∂lnL
∂θ
= 0, from which we obtain the ML
estimates
σˆML +
Σtie
−ti/σˆ
Σe−ti/σˆ
= t¯ (3.3.11)
and
θˆML =
n
G
, (3.3.12)
where
G = −
n∑
i=1
lng(ti). (3.3.13)
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Equations (3.3.11) and (3.3.12) are not analytically tractable and must be solved
numerically to obtain approximate MLE’s of σ and θ . By the invariance property
of the MLE’s, we can obtain the ML estimates of the subject functions by replacing
parameters σ and θ with their ML estimates σˆ and θˆ .
In complex systems, the cumulative effect of bias might be quite considerable and a
system might prove unsatisfactory during operation time. For this reason, we derive
the minimum variance unbiased (MVU) estimators of the functions for the modified
Gumbel failure model and apply them to reliability analysis. In order to derive the
MVU estimators, we need to find a sufficient and complete statistic for θ and find
its distribution. Given a sample of size n of failure times, t1 , t2 , ... , tn , and the
cumulative distribution function in (3.3.4) by the Neymann factorization theorem and
using the likelihood function given by (3.3.7), it is easily shown that the quantity G
= -
∑n
i=1 lng(ti) is sufficient and complete for θ . To find the distribution of G, we use
the characteristic function argument. If we let p(t) = -ln(g(t)), then the characteristic
function of p(t) is
φ(w) = E(eitp(t)) =
∫ ∞
0
ewp(t)θg′(t)g(t)θ−1ds
or
φ(w) =
∫ ∞
0
ewsθe−θsds =
θ
θ − w,
which is the characteristic function for the exponential random variable. Using the
property that the Gamma probability distribution represents the sum of n exponen-
tially distributed random variables, we conclude that G is distributed as a Gamma
random variable with parameters α = n and β = θ . Its probability density function
is given by
f(G;n, θ) =
Gn−1
Γ(n)
θne−θG, −lng(t) < G < ∞. (3.3.14)
By the Rao-Blackwell and Lehman-Scheffe theorems, we conclude that the MVU
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estimate of the reliability function R(t) is given by
RˆMVU (t) = 1− (1 + lng(t)
G
)n−1, −lng(t) < G < ∞. (3.3.15)
This result follows by noting that G is a complete sufficient statistic, and that the
expected value of the MVU reliability estimate equals the true reliability estimate,
that is
ERˆMVU (t) = 1−
∫ ∞
−lng(t)
(1 +
lng(t)
G
)n−1
Gn−1
Γ(n)
θne−θGdG
ERˆMVU(t) = 1−
∫ ∞
0
un−1
Γ(n)
θneθ(u−lng(t))du = 1− g(t)θ,
so that
ERˆMVU (t) = R(t)
Likewise, the MVU estimators for the failure rate and cumulative failure rate func-
tions, and target time subject to a specified reliability are given by:
hˆMVU(t) =
∂RˆMVU (t)
∂t
RˆMVU (t)
(3.3.16)
HˆMVU (t) = −ln(RˆMVU (t)) (3.3.17)
and
tˆMVU (α) = −σln(G−Gα
1
n−1 ). (3.3.18)
In the following section, we proceed to derive the Bayesian estimates for the modified
Gumbel failure model.
3.4 Bayes Estimators of Reliability
In this section, we consider a Bayesian analysis of reliability for the modified Gumbel
failure model under the influence of square error loss and the natural conjugate prior.
We also derive the empirical Bayes estimates for the modified Gumbel failure model.
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Recall that given a sample of size n of failure times, t1 , t2 , ... , tn , the modified
Gumbel reliability function is given by
R(t; θ) = 1− [g(t)]θ
where
g(t; σ) = e−e
−
t
σ
and
θ(µ, σ) = e
µ
σ .
We assume that the parameter σ is fixed and that the parameter θ behaves as a
random variable. This implies that the location parameter µ of the classical Gumbel
probability distribution behaves as a random variable. In the previous section, we
showed that statistic
G = −
n∑
i=1
lng(ti)
is sufficient and complete for θ and is distributed as a Gamma random variable.
Therefore, we are justified in assuming that the natural conjugate prior of parameter
θ follows the Gamma probability distribution with parameters α and β , so that the
natural conjugate prior has the form
g(θ;α, β) =
βα
Γ(α)
θα−1e−βθ.
The joint PDF of t1 ,..., tn is given by
L(t; θ) =
∫
f(t | θ)g(θ;α, β)dθ
L(t; θ) =
∫ ∞
0
βα
Γ(α)
θn+α−1e−βθΠg′(ti)[g(ti)]θ−1dθ,
which gives
L(t; θ) =
βαΓ(n + α)
Γ(α)(β +G)n+α
Π
g′(t)
g(t)
. (3.4.1)
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Similarly, the posterior distribution of θ is given by
f(θ | t) = L(t, θ)g(θ)∫
L(t, θ)g(θ)dθ
or
f(θ | t) = (β +G)
n+α
Γ(n+ α)
θn+α−1e−θ(β+G) (3.4.2)
Therefore, the Bayesian estimates of R(t), h(t), H(t), and tc under the square error
loss are:
RˆB(t) = 1−
∫ ∞
0
[g(t)]θ
(β +G)n+α
Γ(n + α)
θn+α−1e−θ(β+G)dθ
or
RˆB(t) = 1− ( β +G
β +G− lng(t))
n+α (3.4.3)
hˆB(t) =
g′(t)
g(t)
∫ ∞
0
θ[g(t)]θ
g(t)(1− g(t)θ)
(β +G)n+α
Γ(n+ α)
θn+α−1e−θ(β+G)dθ
hˆB(t) =
∫∞
0
u(θ)e−θ(β+G)+(n+α−1)lnθdθ∫∞
0
e−θ(β+G)+(n+α−1)lnθdθ
(3.4.4)
for
u(θ) =
θg′(t)[g(t)]θ
g(t)(1− g(t)θ)
HˆB(t) = −ln(RˆB(t)) (3.4.5)
tˆB = σ
∫ ∞
0
(lnθ − ln(−ln(c))(β +G)
n+α
Γ(n+ α)
θn+α−1e−θ(β+G)dθ
tˆB = σ(Ψ(n+ α) − ln(β +G)− ln(−ln(α))), (3.4.6)
where
Ψ(x) =
dlnΓ(x)
dx
is the di-gamma function. The Bayesian estimate hˆB has to be approximated using
the Lindley approximation method. We shall briefly outline the method and discuss
its usefulness in the present study.
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Lindley Approximation of hˆB(t)
When the Bayesian estimates are not in closed form, the Lindley approximation
method allows for evaluation of the ratio of integrals of the form
I(x1...xn) =
∫
u(θ)eL(θ)+ρ(θ)dθ∫
eL(θ)+ρ(θ)dθ
(3.4.7)
where
L(θ) = logΠl(x | θ)
denotes the log of likelihood function, and
ρ(θ) = log(g(θ))
denotes the log of the prior density and u(θ) is an arbitrary function of θ . The
approximation is based on the result that for a sufficiently large n, so that L(θ ) defined
above concentrates around a unique maximum likelihood estimator θˆ = θˆ(x1...xn) ,
I(.) can be expressed approximately as
I(.) ≃ u(θ) + 0.5
p∑
i=1
p∑
j=1
{∂
2u(θ)
∂θi∂θj
+ 2
∂u(θ)
∂θi
∂ρ(θ)
∂θj
}σˆij
+0.5
p∑
i=1
p∑
j=1
p∑
k=1
p∑
l=1
{ ∂
3L(θ)
∂θi∂θj∂θl
∂u(θ)
∂θk
}σˆijσˆkl
for θpx1 , where σij denotes the (i,j) element Σˆ
−1 = Γˆ = λˆij and
λˆij = −∂
2L(θ)
∂θiθj
,
all evaluated at the maximum likelihood estimator θ = θˆ . The above formulation of
the Lindley approximation is for estimating the posterior distribution of u(θ) given
the likelihood function L(θ) and prior g(θ) . Our application of the Lindley approx-
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imation will vary slightly since we know the posterior distribution of θ . Let
q(θ) = −θ(β +G) + (n+ α − 1)lnθ
Since we are using Lindley approximation to calculate the Bayesian estimate of the
failure rate function hˆB given by (3.4.4), for p = 1 we get
I(.) ≃ u(θˆ)− 0.5 1
∂2q/∂θ2
(
∂2u
∂θ2
− (∂u/∂θ)(∂
3q/∂θ3)
∂2q/∂θ2
) (3.4.8)
evaluated at
θ =
n+ α − 1
β +G
and the solution of
∂q
∂θ
= 0
In order to derive an expression for the Lindley Approximation of hˆB , recall that
h(t) = u(θ) =
θg′(t)[g(t)]θ
g(t)(1− g(t)θ) .
Also it can be shown that
∂u
∂θ
= u(θ)c(θ), c(θ) =
1
θ
+
lng(t)
1− g(t)θ
and
∂2u
∂θ2
= u(θ)c2(θ)− u(θ)
θ2
+ u(θ)g(t)θ[
lng(t)
1− g(t)θ ]
2.
The expression for hˆB is
hˆB(t) ≃ h(t) + h(t) θ
n+ α− 1(
1
θ
+ 3
lng(t)
1− g(t)θ + θ[
lng(t)
1− g(t)θ ]
2(1 + g(t)θ) (3.4.9)
evaluated at
θˆ =
n+ α − 1
β +G
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Next, we proceed to derive the empirical Bayes reliability estimates.
Empirical Bayes Estimates
Empirical Bayes estimation was introduced by Robbins (1980). It parallels the
Bayesian estimation philosophy except that the prior probability distribution is un-
known and not assumed. It assumes that the realizations of the underlying failure
model parameter have been estimated several times before. Therefore, the estimates
based on past information help us construct the prior probability distribution em-
pirically. Consider the situation where we have k independent random failure times
T1, T2, ..., Tk with the same probability density function dF (t | θ) , and each of them
having n realizations:
T1 : t11, t21, ... , tn1
T2 : t12, t22, ... , tn2
.
.
Tk : t1k, t2k, ... , tnk
We showed in the previous section that the natural conjugate prior of parameter θ
was the Gamma probability distribution function with parameters α and β
g(θ;α, β) =
βα
Γ(α)
θα−1e−βθ
In this study, the empirical Bayes estimates will consist of estimating α and β for
the natural conjugate prior from k past samples. To this end, we assume that we
have k past samples of failure times of size n and a current sample also of size n. If
we define
Gj = −Σlng(tj)
for j = 1...k+1, that is for each of the k+1 samples, then it follows that mj =
n
Gj
follows the inverted gamma probability distribution since G follows the Gamma
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probability distribution. More specifically, the posterior distribution of θ is given by
f(m | θ) = (nθ)
ne−
nθ
m
Γ(n)mn+1
. (3.4.10)
Therefore the marginal distribution of m is
f(m) =
∫
f(m | θ)g(θ;α, β)dθ = β
αnnmα−1
B(α, n)(n+ βm)n+α
(3.4.11)
where B(α , n) is the Beta function defined as
B(t;α, n) =
∫ ∞
0
tα−1(1 + t)−α−ndt
From the above we can show that the moments of m are given by:
E(mj) =
nα
(n − 1)β (3.4.12)
and
E(m2j ) =
n2α(α + 1)
(n− 1)(n − 2)β2 (3.4.13)
Using the method of moments it follows that the estimates of α and β are
αˆ =
P 2
Q− P 2 (3.4.14)
βˆ =
P
Q− P 2 (3.4.15)
where
P =
n− 1
kn
Σkj=1mj and Q =
(n − 1)(n − 2)
kn2
Σkj=1m
2
j
We obtain the corresponding Empirical Bayes estimates by plugging in αˆ , βˆ and
θ∗ =
n+ αˆ− 1
βˆ +Gk+1
for the Bayesian estimates RˆB(t) , hˆB(t) , HˆB(t) and tˆB . In the following brief
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section we outline the steps that are used to calculate non-parametric kernel density
estimates of reliability.
3.5 Non-parametric Kernel Density Estimates of Reliability
For t1 , t2 ,..., tn i.i.d. random variables having a common probability density function
f(t), the kernel density estimate of reliability is defined by
Rˆn(t) = 1− 1
nh
n∑
i=1
∫ t
−∞
K(
y − Ti
h
)dy. (3.5.1)
By solving for the quantile tα for which
1
nh
n∑
i=1
∫ t
−∞
K(
y − Ti
h
)dy = α, (3.5.2)
we get the nonparametric estimate of ”target time” to specified reliability (1-α )100%.
Likewise, the nonparametric estimate of the failure rate and cumulative failure rate
functions are given by:
hˆn(t) =
−∂Rˆn(t)
∂t
Rˆn(t)
(3.5.3)
and
Hˆn(t) = −ln(Rˆn(t)). (3.5.4)
It should be emphasized again that the non-parametric approach should not be uti-
lized unless we are unable to identify a well defined parametric probability distribution
function to model given data. Non-parametric kernel density estimates of reliability,
failure rate, cumulative failure rate, and target time subject to specified reliability
are calculated using the five step procedure from chapter 2, which gives us the value
of the optimal bandwidth hopt :
(i) Choose a positive number h1 and an integer k.
(ii) For h = ih1
k
, i = 1, 2, ... k calculate the corresponding Rˆn and display their
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graphs.
(iii) If these k graphs look almost the same, choose a bigger h1 and go back to step
1.
(iv) Find i∗ such that the graphs before i∗ look very similar and the graphs after
i∗ look quite different from before.
(v) Choose any h = ih1
k
, i < i∗ and compute Rˆn .
Consistent with the results from chapter 2, for sample size n <100, the Epanechnikov
kernel should be used, while for n≥100 the Gaussian kernel should be used. In the
following section, we present a numerical analysis to illustrate the usefulness of the
presented methodology.
3.6 Numerical Results
By means of an extensive Monte Carlo simulation, we compared the various estimates
we have obtained in the present study. In this section we present numerical estimates
of reliability function, failure rate function, cumulative failure rate function, and
target time under specified reliability, for the modified Gumbel failure model. These
are the maximum likelihood (ML), minimum variance unbiased (MVU), Bayes under
natural conjugate prior, empirical Bayes and kernel density estimates. Following
the discussion from chapter 2, we use the five-step procedure to find the optimal
bandwidth for the kernel density reliability estimates. We shall use mean integrated
square error (MISE) as the measure of performance of each estimate, when compared
to the true values of each function. Given a function φ(t) and its estimate φˆn(t) ,
MISE is defined as
MISE(φ(t), φˆn(t)) =
N∑
i=1
∫
(φ(t)− φˆn(t))2dt
N
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where N is the number of simulations and n sample size. The extensive numerical
simulation was conducted in the following manner:
(i) Under the assumption that the natural conjugate prior for parameter θ is the
Gamma probability distribution and in order to ascertain the influence the vari-
ance and sample size of the conjugate prior have on the modified Gumbel re-
liability estimates, we generated k = 5, 10, 15 values of θ from the Gamma
probability distribution with (α = 5, β = 0.5) for small variance, (α = 5, β
= 1) for medium variance, and (α = 5, β = 2) for large variance. The values
are given in tables 3.1-3.3 and the graphs of the three distributions are given
respectively by Figures 3.1-3.3.
1.702538 3.944660 1.173485 1.122669 2.984586
1.199388 4.556971 3.248614 2.566356 3.817823
2.327332 3.447440 4.679420 2.073639 5.699439
Table 3.1: Generated θ Values Under the Gamma Prior With α = 5, β = 0.5
11.780646 4.026650 3.027582 4.544242 11.630842
8.064418 9.020463 10.746460 3.146756 4.677712
3.656309 5.042761 3.412835 4.841834 7.024123
Table 3.2: Generated θ Values Under the Gamma Prior With α = 5, β = 1
10.178833 23.524719 11.276882 6.016636 25.579815
10.967756 29.885688 52.856968 22.986660 31.397815
9.508822 21.666094 37.301717 22.154025 13.828831
Table 3.3: Generated θ Values Under the Gamma Prior With α = 5, β = 4
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Figure 3.1: Gamma Prior for α = 5, β = 0.5
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Figure 3.2: Gamma Prior for α = 5, β = 1
(ii) To ascertain the influence of sample size on our estimates, we generated samples
of size n (n = 20, 50, 100, 200) from the Gumbel probability distribution with
k parameters θ from the previous step and scale parameter σ = 1 for small
variance, σ = 2 for medium variance, and σ = 4 for large variance, in order to
establish what influence the Gumbel variance has on the reliability estimates.
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Figure 3.3: Gamma Prior for α = 5, β = 4
(iii) For each sample of size n (n = 20, 50, 100, 200), kernel density estimates were
derived for each function using the five step procedure from chapter 2. Consis-
tent with the results from chapter 2, for n < 100 we used the Epanechnikov
kernel and for n ≥ 100 the Gaussian kernel. Here we illustrate the process of
finding the optimal Reliability estimate using the five-step procedure for n =
50:
(a) hpilot = 1.5 and choose integer k = 7.
(b) For h = ih1
k
, i = 1, 2, ... 7 calculate the corresponding Rˆn and display
their graphs.
(c) If these k graphs look almost the same, choose a bigger h1 and go back to
step 1.
(d) For i∗ = 2 and i∗ = 4 the graphs look quite different (Figure 3)
(e) Choose any h = ih1
k
, i < i∗ = 2 and compute Rˆn .
Figure 3.4 shows the difference between the reliability function under the optimal
bandwidth h = 0.4286 when i = 2, and the graph under the bandwidth for i =
4.
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Figure 3.4: Optimal Reliability for h=0.4286
(iv) Each of the maximum likelihood, minimum variance unbiased, Bayes, Empirical
Bayes and Kernel Density estimates were obtained for the functions under study
and using Integrated Mean Square Error compared with the values of the true
functions.
A schematic diagram of the complete step by step process of the numerical analysis
is presented in Figure 3.5.
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Figure 3.5: Numerical Study of Gumbel Reliability
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Tables 3.4-3.7 summarize the values of MISE between the simulated true reliabil-
ity, true failure rate, true cumulative failure rate and true target time functions on
one side and their maximum likelihood (ML), minimum variance unbiased (MVU),
Bayes, empirical Bayes (EB), and kernel density (KD) estimates on the other, for
the scale parameter values σ = 1 (small variance), σ = 2 (medium variance) and
σ = 4 (large variance) and n = 20, 50, 100, 200. As we can see from tables 3.4-3.7,
the consistent closest estimates were Bayes, followed by empirical Bayes, minimum
variance unbiased, maximum likelihood and kernel density. As the sample size n
increased, the values of MISE approached zero for all the estimates, indicating that
they were asymptotically efficient. The kernel density estimates did not perform well
when compared with their parametric counterparts for large values of Gumbel vari-
ance. We have also found that the increase in variance in the prior did not have
any influence on the ranking of our reliability estimates; however, the increase in the
Gumbel variance decreased the effectiveness of the KDE’s.
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n, σ = 1 20 50 100 200
MISE(R(t), RˆML) 0.1795 0.007 0.0106 0.0113
MISE(R(t), RˆMVU) 0.024 0.0002 0.023 0.0111
MISE(R(t), RˆBayes(t)) 0.0024 0.0002 0.0044 0.0004
MISE(R(t), RˆEB(t)) 0.0027 0.0014 0.0234 0.0011
MISE(R(t), RˆKD(t)) 0.153 0.022 0.0084 0.001
n, σ = 2 20 50 100 200
MISE(R(t), RˆML) 0.09 0.007 0.09 0.011
MISE(R(t), RˆMVU) 0.025 0.0002 0.04 0.001
MISE(R(t), RˆBayes(t)) 0.0021 0.001 0.001 0.0003
MISE(R(t), RˆEB(t)) 0.013 0.0014 0.008 0.001
MISE(R(t), RˆKD(t)) 0.132 0.022 0.012 0.01
n, σ = 4 20 50 100 200
MISE(R(t), RˆML) 0.12 0.0296 0.0142 0.001
MISE(R(t), RˆMVU) 0.02 0.0048 0.0038 0.0022
MISE(R(t), RˆBayes(t)) 0.0075 0.0022 0.001 0.0003
MISE(R(t), RˆEB(t)) 0.01 0.0046 0.0043 0.0019
MISE(R(t), RˆKD(t)) 0.194 0.132 0.099 0.0896
Table 3.4: MISE for the Reliability Estimates
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n, σ = 1 20 50 100 200
MISE(h(t),hˆML) 0.0043 0.0007 0.0006 0.0001
MISE(h(t),hˆMVU) 0.00584 0.0013 0.0004 0.0003
MISE(h(t),hˆBayes(t)) 0.0014 0.0001 0.00001 0.0000009
MISE(h(t),hˆEB(t)) 0.004 0.0008 0.00009 0.000007
MISE(h(t),hˆKD(t)) 0.05 0.003 0.001 0.00009
n, σ = 2 20 50 100 200
MISE(h(t),hˆML) 0.022 0.0055 0.001 0.0001
MISE(h(t),hˆMVU) 0.0046 0.0041 0.0009 0.00003
MISE(h(t),hˆBayes(t)) 0.0025 0.00015 0.0001 0.000003
MISE(h(t),hˆEB(t)) 0.0039 0.0022 0.0009 0.000009
MISE(h(t),hˆKD(t)) 0.09 0.078 0.055 0.001
n, σ = 4 20 50 100 200
MISE(h(t),hˆML) 0.024 0.011 0.008 0.0001
MISE(h(t),hˆMVU) 0.011 0.009 0.0004 0.0001
MISE(h(t),hˆBayes(t)) 0.0033 0.0001 0.00004 0.00001
MISE(h(t),hˆEB(t)) 0.009 0.0009 0.0001 0.00003
MISE(h(t),hˆKD(t)) 0.1 0.07 0.06 0.06
Table 3.5: MISE for the Failure Rate Function Estimates
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n, σ = 1 20 50 100 200
MISE(H(t),HˆML) 0.133 0.032 0.021 0.0035
MISE(H(t),HˆMVU) 0.222 0.044 0.019 0.001
MISE(H(t),HˆBayes(t)) 0.057 0.034 0.002 0.00019
MISE(H(t),HˆEB(t)) 0.25 0.03 0.019 0.00025
MISE(H(t),HˆKD(t)) 0.32 0.099 0.058 0.0059
n, σ = 2 20 50 100 200
MISE(H(t),HˆML) 0.45 0.23 0.09 0.055
MISE(H(t),HˆMVU) 0.25 0.11 0.087 0.0018
MISE(H(t),HˆBayes(t)) 0.061 0.041 0.008 0.0006
MISE(H(t),HˆEB(t)) 0.18 0.08 0.055 0.001
MISE(H(t),HˆKD(t)) 0.5 0.4 0.16 0.1
n, σ = 4 20 50 100 200
MISE(H(t),HˆML) 0.44 0.27 0.15 0.09
MISE(H(t),HˆMVU) 0.29 0.11 0.099 0.033
MISE(H(t),HˆBayes(t)) 0.12 0.087 0.055 0.009
MISE(H(t),HˆEB(t)) 0.22 0.10 0.084 0.018
MISE(H(t),HˆKD(t)) 0.64 0.53 0.44 0.18
Table 3.6: MISE for the Cumulative Failure Function Estimates
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n, σ = 1 20 50 100 200
MISE(tc,tˆML) 0.244 0.048 0.012 0.0023
MISE(tc,tˆMVU) 0.16 0.055 0.008 0.0009
MISE(tc,tˆBayes) 0.093 0.034 0.0001 0.00001
MISE(tc,tˆEB) 0.10 0.045 0.006 0.0002
MISE(tc,tˆKD) 0.26 0.12 0.033 0.009
n, σ = 2 20 50 100 200
MISE(tc,tˆML) 0.25 0.16 0.09 0.0088
MISE(tc,tˆMVU) 0.16 0.099 0.0001 0.00002
MISE(tc,tˆBayes) 0.099 0.054 0.0001 0.00006
MISE(tc,tˆEB) 0.12 0.091 0.004 0.0003
MISE(tc,tˆKD) 0.37 0.30 0.21 0.08
n, σ = 4 20 50 100 200
MISE(tc,tˆML) 0.227 0.176 0.153 0.0023
MISE(tc,tˆMVU) 0.134 0.099 0.09 0.00001
MISE(tc,tˆBayes) 0.11 0.083 0.003 0.00001
MISE(tc,tˆEB) 0.123 0.097 0.006 0.00002
MISE(tc,tˆKD) 0.36 0.261 0.21 0.15
Table 3.7: MISE for the Target Time tc
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3.7 Conclusion
In this chapter we analytically derived and numerically studied the effectivness of
the maximum likelihood, minimum variance unbiased, Bayes, empirical Bayes, and
kernel density estimates of Reliability for a modified Gumbel failure model. Kernel
density methodology was applied under the assumption that the modified Gumbel
probability distribution did not fit the failure data. Based on our work we conclude
the following:
(i) As expected, the numerical simulation indicates that the Bayes estimate under
the natural conjugate prior and empirical Bayes estimate are closer to the true
estimates of reliability than their ordinary counterparts. The increase in prior
variance had no effect on the ranking of our estimates.
(ii) The five-step procedure introduced in chapter 2 produced close kernel density
estimates. The kernel density estimates of reliability simulated from the subject
failure model and using Liu-Tsokos optimal bandwidth give as good estimates as
the parametric models without any analytic assumptions. It is an effective and
relatively simple alternative to parametric estimation. However, the increase in
posterior variance slightly decreased the closeness of our estimate based on the
value of MISE.
(iii) The most effective estimates of reliability, failure rate, cumulative failure rate,
and target time were the Bayes and empirical Bayes, followed by the MVU, ML,
and kernel density and estimates. The increase in sample size gave us closer
estimates, but did not change the ranking of the estimate effectiveness.
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4 Sensitivity Behavior of Bayesian Reliability for the Gumbel
Failure Model for Different Priors
4.1 Introduction
In chapter 3 we derived the Bayesian reliability estimates for the modified Gumbel fail-
ure model under the natural conjugate prior and squared error loss function. Tsokos
(1999) analyzed the modified extreme value distribution and derived the Bayesian
estimates of the reliability function under the influence of the squared error loss func-
tion and three different priors: general uniform, exponential, and inverted Gamma
prior density functions. However, no sensitivity analysis under the three priors was
performed. Our aim is to investigate the robustness of reliability for the modified
Gumbel failure model in the Bayesian setting subject to the inverse Gaussian, in-
verted gamma, Gamma, general uniform, diffuse, and non-parametric kernel density
prior. When an engineer or a scientist performs reliability analysis of a given system
and is unable to identify a well defined probability distribution function for the prior
density, the non-parametric kernel density estimate of the prior provides for a good
alternative. We introduce the kernel density estimate as a prior to characterize the
behavior of the modified Gumbel location parameter and ascertain its effectiveness
when compared to other five parametric priors. We will show that the non-parametric
kernel density prior performs as well as the parametric priors. The main difference
between the non-parametric kernel density and parametric priors is that the kernel
density prior is distribution free and most flexible in modeling the probabilistic struc-
ture of prior information. In addition to the analytic framework, we have performed
an extensive numerical analysis to compare the Bayes analytic reliability estimates
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under the subject priors. After deriving the expression for each reliability estimate,
we will perform a numerical study to establish its effectiveness. A general comparison
between the reliability estimates under the kernel density and all other priors will be
conducted in the numerical analysis section. We will show that the kernel density
prior performs as well as the parametric ones. This chapter is set out as follows. In
section 4.2 we describe the priors under investigation. Section 4.3 presents the relia-
bility estimates under each prior and numerical study comparing each with the true
reliability function. The pairwise comparison of the effectiveness for each parametric
prior and the kernel density prior is presented in section 4.4. Conclusions are given
in section 4.5.
4.2 The Priors
The probability density and reliability functions of the modified Gumbel distribution
under consideration are:
f(t; θ) = θ[g(t)](θ−1)[g(t)]′, θ > 0, t > 0 (4.2.1)
and
R(t; θ) = 1− [g(t)]θ, (4.2.2)
where
g(t; σ) = e−e
−
t
σ , θ(µ, σ) = e
µ
σ
The sensitivity analysis we will engage in will use six different priors characterizing
respectively the probabilistic behavior of the parameter θ in the failure model. They
are the inverted gamma, the inverse Gaussian, Gamma, the general uniform, the
diffuse, and our kernel density prior. To our knowledge, the performance of the non-
parametric kernel density estimates of the prior distribution has not been performed
and is introduced here for the first time. We have already shown in chapter 3 that
the Gamma probability distribution is the natural conjugate prior for parameter
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θ . The Bayesian reliability estimates will be derived using the squared error loss
function because of its analytic tractability. Given true reliability function R(t) and
its estimate Rˆ(t) , the squared error loss function for reliability is defined as
LSE(Rˆn(t), R(t)) = (Rˆn(t)− R(t))2.
The priors are respectively given below:
(i) The inverse Gaussian prior with parameters µ and λ is given by
g1(θ;µ, λ) = (
λ
2πθ3
)
1
2 e
−λ(θ−µ)2
2µ2θ , θ > 0, µ, λ > 0. (4.2.3)
(ii) The inverted gamma probability distribution is defined as follows:
g2(θ;α, β) =
1
αΓ(β)
(
α
θ
)β+1e−
α
θ , θ > 0, α, β > 0. (4.2.4)
(iii) The Gamma probability distribution is defined as
g3(θ;α, β) =
βα
Γ(α)
θα−1e−βθ. (4.2.5)
(iv) The general uniform probability distribution is given by
g4(θ;α, β, b) =
(b− 1)(αβ)b−1
θb(βb−1 − αb−1) , 0 ≤ α ≤ θ ≤ β. (4.2.6)
The diffuse distribution is obtained from the general uniform distribution by
setting b = 0 and letting α → 0 and β → ∞ .
(v) The kernel density prior for sample size n and bandwidth h is given by
g5(θ;n, h) =
1
nh
n∑
i=1
K(
θ − θi
h
). (4.2.7)
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For the kernel function we shall use the Gaussian kernel, given by
K(u) =
1√
2π
e−0.5u
2
, −∞ < u <∞
due to its analytic properties. We will use the optimal bandwidth discussed in
chapter 2 (Silverman (1986)).
We note that the choice of the general uniform density of θ is surely a realistic choice,
if one considers the possibility of some prior information concerning the range of the
parameter. The Gamma prior will give rise to a posterior density, which is also a
Gamma density; thus the property of closure under sampling is realized. The most
flexible prior is the kernel density, as it does not assume any underlying probability
structure.
For each of the Bayesian reliability estimates for the Gumbel failure model, we perform
a numerical study to ascertain how effective each prior density is when applied to
Bayesian reliability estimation. Our numerical study is conducted in the following
manner:
(i) Assuming the values of parameter θ follow each of the priors under study,
we generate k = 30 values of θ from the inverse Gaussian distribution with
parameters µ = 10 and λ = 3, the inverted gamma distribution with parameters
α = 10 and β = 5, Gamma probability distribution with parameters α = 3
and β = 1, the general uniform prior with α=β=20 and b = 1, the diffuse
prior. The kernel density prior is calculated for each of the k samples using the
Gaussian kernel and the optimal bandwidth given by Silverman (1986).
(ii) Samples of size n = 30, 50, and 100 are generated from the Gumbel distribution
with parameters θ from the previous step. Scale parameters σ = 1 (small
variance), σ = 2 (medium variance) and σ = 4 (large variance) are used to
calculate reliability estimates under each of the priors in step (i). The kernel
density reliability estimate was calculated using the Gaussian kernel and optimal
bandwidth given by the five-step procedure from chapter 2.
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(iii) For comparison purposes we calculate the mean integrated square error (MISE)
between the true modified Gumbel reliability and the corresponding Bayes coun-
terparts under five different priors. We calculate the estimated MISE across all
samples n where
MISE(R(t), Rˆn(t)) =
N∑
i=1
∫
(Rˆn(t)− R(t))2dt
N
across all failure times t, for the reliability function R(t), reliability function
estimate Rˆn(t) , and N the number of simulations performed.
A schematic diagram of the complete step by step process of the numerical analysis
is presented in Figure 4.1.
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Figure 4.1: Numerical Study of Priors
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4.3 Main Results
Let t1 ,..., tn denote lifetimes of n systems from a population whose lifetimes are
subject to a life test terminated after n systems have failed. The joint probability of
observing n independent failures at times t1 ,..., tn is given by
f(t | θ) = L(t, θ) = θn
n∏
i=1
g′(ti)[g(ti)]θ−1. (4.3.1)
Upon simplification, we obtain
f(t | θ) = L(t, θ) = θn
n∏
i=1
g′(ti)
g(ti)
θne−θG, (4.3.2)
where
G = −
n∑
i=1
lng(ti)
.
Reliability Under the Inverse Gaussian Prior
The posterior probability distribution for the inverse Gaussian prior is given by
hIGS(θ | t) = L(t, θ)g1(θ;µ, λ)∫ ∞
0
L(t, θ)g1(θ;µ, λ)dθ
hIGS(θ | t) =
( λ
2πθ3
)
1
2θne
−θG−λ(θ−µ)2
2µ2θ
0.798(2Gµ2 + λ)0.25−0.5nµ−0.5+nλ0.25+0.5ne
λ
µ
(BK(n−0.5,
√
2Gµ2 + λ
√
λ
µ
))−1
hIGS(θ | t) = 0.5θ−1.5+ne−0.5
2θ2Gµ2+λθ2+λµ2
µ2θ (2Gµ2 + λ)−0.25+0.5nµ0.5−nλ0.25−0.5n
(BK(n− 0.5,
√
2Gµ2 + λ
√
λ
µ
))−1 (4.3.3)
BK(m, n) represents the second order Bessel function that satisfies the differential
equation
n2y′′ + ny′ − (n2 +m2)y = 0, y ≥ 0
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The Bayesian reliability estimate corresponding to the inverse Gaussian prior with
the square error loss function is given by
RˆIGS(t) = 1−
∫ ∞
0
g(t)θhIGS(θ | t)dθ
RˆIGS(t) = 1−(2Gµ2+λ−2lng(t)µ2)0.25−0.5n(2Gµ2+λ)−0.25+0.5n BK(t;n, µ, λ) (4.3.4)
where
BK(t;n, µ, λ) =
BK(n− 0.5,
√
2Gµ2+λ−2lng(t)µ2√λ
µ
)
BK(n− 0.5,
√
2Gµ2+λ
√
λ
µ
)
Table 4.1 lists MISE between the true reliability and Bayesian reliability estimate
under the inverse Gaussian prior and square error loss function, for n = 30, 50, and
100.
Error RˆIGS, σ = 1 RˆIGS, σ = 2 RˆIGS , σ = 4
MISE(n=30) 0.0022 0.012 0.01
MISE(n=50) 0.0002 0.009 0.005
MISE(n=100) 0.0002 0.001 0.001
Table 4.1: MISE Under Inverse Gaussian Prior
Reliability Under the Inverted Gamma Prior
Similarly, for the inverted gamma prior the posterior density is given by
hIGM (θ | t) =
0.5θn(α
θ
)β+1e−θG−
α
θ
αn+1(αG)
β−n
2 BK(n− β, 2
√
αG)
, (4.3.5)
and the Bayesian reliability estimate by
RˆIGM (t) = 1− G
0.5n−0.5β(G− lng(t))−0.5n+0.5βBK(n− β, 2√α(G− lng(t)))
BK(n− β, 2√αG) .
(4.3.6)
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Table 4.2 lists MISE between the true reliability and Bayesian reliability estimate
under the inverted gamma prior and square error loss function.
Error RˆIGM , σ = 1 RˆIGM , σ = 2 RˆIGM , σ = 4
MISE(n=30) 0.0023 0.014 0.012
MISE(n=50) 0.0002 0.01 0.008
MISE(n=100) 0.0002 0.01 0.002
Table 4.2: MISE Under Inverted Gamma Prior
Reliability Under the Gamma Prior
For the Gamma prior, the posterior density given by
hGM (θ | t) = (β +G)
n+α
Γ(n+ α)
θn+α−1e−θ(β+G), (4.3.7)
the Bayesian reliability estimate is
RˆGM (t) = 1− ( β +G
β +G− lng(t))
n+α. (4.3.8)
The Gamma family of prior densities of θ is also the natural conjugate family for the
modified Gumbel distribution. Table 4.3 lists MISE between the true reliability and
Bayesian reliability estimate under the Gamma prior and square error loss function.
Error RˆGM , σ = 1 RˆGM , σ = 2 RˆGM , σ = 4
MISE(n=30) 0.0021 0.017 0.08
MISE(n=50) 0.0002 0.02 0.07
MISE(n=100) 0.0002 0.014 0.004
Table 4.3: MISE Under Gamma Prior
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Reliability Under the General Uniform and Diffuse Priors
For the general uniform prior the posterior density is given by
hGU (θ | t) = e
−θG
θb−n
(
∫ β
α
e−θGθn−bdθ)−1, (4.3.9)
and the Bayesian reliability estimate by
RˆGU (t) = 1−
∫ β
α
g(t)θe−θGθn−bdθ∫ β
α
e−θGθn−bdθ
. (4.3.10)
The general uniform PDF restricts the domain of the parameter θ to an interval
[α ,β ]. If we lack knowledge to define α and β we may let b = 0 and [α ,β ] → [0,
∞ ) in the general uniform density. Parameter θ then has a diffuse prior over the
nonnegative real line, and the Bayesian estimate of reliability becomes
RˆD(t) = 1− ( G
G− lng(t))
n+1 (4.3.11)
Tables 4.4 and 4.5 list MISE between the true reliability and Bayesian reliability esti-
mate under the general uniform prior and diffuse prior and square error loss function,
respectively Considering the priors we have introduced so far and MISE values in
Error RˆGU , σ = 1 RˆGU , σ = 2 RˆGU , σ = 4
MISE(n=30) 0.004 0.02 0.04
MISE(n=50) 0.005 0.032 0.0031
MISE(n=100) 0.0002 0.06 0.0026
Table 4.4: MISE Under General Uniform Prior
tables 4.1-4.5, as the sample size increases, the value of MISE decreases. The natural
conjugate Gamma prior does not always produce the closest estimates. The increase
in variance in Gumbel variance σ does seem to slightly increase the value of MISE.
69
Error RˆD, σ = 1 RˆD, σ = 2 RˆD, σ = 4
MISE(n=30) 0.212 0.12 0.12
MISE(n=50) 0.005 0.1 0.11
MISE(n=100) 0.003 0.09 0.086
Table 4.5: MISE Under Diffuse Prior
Reliability Under Kernel Density Prior
For the kernel density prior, the posterior distribution is given by
hK(θ | t) =
L(t, θ) 1
nh
n∑
i=1
K(
θ − θi
h
)
∫ ∞
0
L(t, θ)
1
nh
n∑
i=1
K(
θ − θi
h
)dθ
(4.3.12)
and the Bayesian reliability estimate by
RˆK(t) = 1−
∫ ∞
0
g(t)θhK(θ | t)dθ. (4.3.13)
The Bayes reliability estimate given by 4.3.13 does not have an analytic form and must
be evaluated numerically, under the optimal bandwidth selection method (Silverman
(1986)). The kernel density prior is empirical in nature and so it does not assume
any particular distribution for the parameter θ . In the next section, for each of
the simulated samples under parametric priors, we will calculate Bayes estimates of
reliability under the kernel density prior. We will perform a pairwise comparison of
the reliability estimates under the kernel density and parametric priors by comparing
the values of MISE.
Properties of Reliability
Here we show that the Bayesian reliability estimates satisfy the basic properties of
the reliability function
limt→∞Rˆ(t) = 0
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and
limt→0Rˆ(t) = 1.
If BK(m, n) represents the second order Bessel function that satisfies the differential
equation
n2y′′ + ny′ − (n2 +m2)y = 0, y ≥ 0
then it satisfies the following properties:
limn→∞BK(m,n) = 0 (4.3.14)
and
limn→0BK(m,n) =∞ (4.3.15)
Since also
limt→∞lnt = 0
limt→0lnt = −∞
it is apparent that all of our Bayesian reliability estimates satisfy the two basic asymp-
totic properties of reliability. In the next section we present a numerical study to
pairwise compare the effectiveness of the five different priors and the kernel density
prior in estimating the reliability function.
4.4 Numerical Comparison of Priors
In this section we present pairwise comparison between the reliability estimates un-
der the kernel density and other five prior distribution functions used. The re-
sults are summarized in tables 4.6-4.8. For sample size n (n = 30, 50, 100), and
σ = 1 (small variance), σ = 2 (medium variance) and σ = 4 (large variance),
each table presents the mean integrated square error between the parametric es-
timate and true reliability paired with the corresponding integrated mean square
value between the non-parametric kernel density estimate and true reliability. Note
that RˆIGS , RˆIGM , RˆGM , RˆGU , RˆD , RˆK correspond to the Bayesian reliability esti-
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mates when the priors are respectively the inverse Gaussian, the inverted gamma,
Gamma, the general uniform, the diffuse, and the kernel density prior density func-
tions. As we can see from each table, the increase in sample size n produces estimates
that are closer to the true Gumbel reliability, irrespective of the size of σ . The kernel
density prior produced closer estimates than the diffuse and general uniform priors.
It is clear that for all n tested kernel density prior gives us good results without any
assumptions. However, the increase in σ decreased its effectiveness. The assumed
natural conjugate prior does not always produce the closest estimates.
Error RˆIGS, RˆK RˆIGM , RˆK RˆGM , RˆK RˆGU , RˆK RˆD, RˆK
MISE(n=30) 0.0022, 0.02 0.0023, 0.03 0.0021, 0.06 0.004, 0.06 0.212, 0.08
MISE(n=50) 0.0002, 0.008 0.0002, 0.009 0.0002, 0.009 0.005, 0.04 0.005, 0.004
MISE (n=100) 0.0002, 0.001 0.0002, 0.001 0.0002, 0.005 0.0002, 0.01 0.003, 0.004
Table 4.6: Average Integrated Mean Square Errors for σ = 1
Error RˆIGS, RˆK RˆIGM , RˆK RˆGM , RˆK RˆGU , RˆK RˆD, RˆK
MISE(n=30) 0.012, 0.15 0.014, 0.017 0.017, 0.029 0.02, 0.02 0.12, 0.1
MISE(n=50) 0.009, 0.01 0.01, 0.011 0.02, 0.025 0.032, 0.03 0.1, 0.07
MISE(n=100) 0.001, 0.01 0.01, 0.01 0.014, 0.02 0.06, 0.06 0.09, 0.08
Table 4.7: Average Integrated Mean Square Errors for σ = 2
Error RˆIGS , RˆK RˆIGM , RˆK RˆGM , RˆK RˆGU , RˆK RˆD, RˆK
MISE(n=30) 0.01, 0.01 0.012, 0.09 0.08, 0.08 0.04, 0.06 0.12, 0.06
MISE(n=50) 0.005, 0.05 0.008, 0.01 0.07, 0.06 0.0031, 0.07 0.11, 0.01
MISE(n=100) 0.001, 0.03 0.002, 0.07 0.004, 0.003 0.0026, 0.009 0.086, 0.09
Table 4.8: Average Integrated Mean Square Errors for σ = 4
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4.5 Conclusion
In this chapter we obtained Bayesian reliability estimates with the square error loss
and the modified Gumbel failure model, whose parameter is characterized by the
inverse Gaussian, inverted gamma, Gamma, general uniform, and diffuse priors. Ad-
ditionally, we assume a prior structure based on kernel density estimation. We also
performed an extensive numerical simulation. Based on our analytical developments
and computer simulation, we conclude the following:
(i) Bayesian reliability estimates are sensitive to the choice of the prior distribu-
tion. The natural conjugate prior, the Gamma probability distribution, does
not always lead to the closest estimates of reliability.
(ii) The inverse Gaussian, inverted gamma and Gamma priors produce almost iden-
tical estimates of Bayesian reliability and are asymptotically efficient. The gen-
eral uniform and diffuse priors produce reliability estimates that are not as close
to the true Reliability, but they do provide more flexibility if we are uncertain
about the prior choice.
(iii) The kernel density prior performed very well when compared with its parametric
counterparts. It generally performed better than the general uniform and diffuse
priors for n = 30 and n = 50 and thus we recommend the kernel density prior be
used over the general uniform and diffuse priors. The mean integrated square
error (MISE) corresponding to it was either better for small samples (n = 30) or
approximately the same as the inverse Gaussian, inverted Gamma and Gamma
priors. We noticed a slight increase in MISE as the value of σ was increased
from 1 to 2 to 4.
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5 Bayesian Modeling of Target Time for the Gumbel Failure
Model: Random Location and Scale Parameters
5.1 Introduction
The object of the present study is to use the classical Gumbel or double exponential
probability distribution to characterize the failure times of a given system, both in the
ordinary and Bayesian settings. In the Bayesian setting, we assume that the prior
probability density function is the Jeffrey’s non-informative prior under the mean
square error loss function. We are interested in obtaining ordinary and Bayesian
estimates of a target time tα , subject to a desired and specified reliability. That
is, for a given system what is the time to failure, tα , with at least (1 - α )100%
assurance. For example, we want to be at least 95% certain that the system will be
operable to time t0.05 . We develop both ordinary and Bayesian estimates of tα and
introduce Lindley’s approximation procedure that is used to obtain numerical results
that illustrate the usefulness of the study.
5.2 The Gumbel Model
For the Gumbel model, the probability distribution function (PDF) and the cumula-
tive distribution function (CDF) of the failure time T are given, respectively, by
f(t) =
1
σ
e−
t−µ
σ
−e− t−µσ , −∞ < t, µ <∞, σ > 0 (5.2.1)
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and
F (t) = exp{−exp{(−(t− µ)
σ
}} (5.2.2)
where µ and σ are the location and scale parameters, respectively. This model has
been used in fire protection, insurance problems, prediction of earthquake magnitudes,
carbon dioxide levels in the atmosphere, high return levels of wind speeds in the design
of structures among others. In the present study, we shall apply the subject model
in reliability analysis and, more specifically, Bayesian reliability modeling.
5.3 Reliability Modeling
Let t1 , t2 , t3 ,..., tn be the failure times that follow the Gumbel PDF given by (5.2.1).
The likelihood function L(µ , σ ), is given by
L(µ, σ) = σ−nexp{−
n∑
i=1
ti − µ
σ
−
n∑
i=1
exp(−ti − µ
σ
)}
and its logarithmic form is
LogL = −nlnσ −
n∑
i=1
(
ti − µ
σ
)−
n∑
i=1
e−(
ti−µ
σ
) (5.3.1)
The maximum likelihood estimates (MLE) for µ and σ can be obtained from the
likelihood functions by solving the following equations
σˆ +
Σtie
−ti/σˆ
Σe−ti/σˆ
= t¯ (5.3.2)
and
µˆ = −σˆln{1
n
Σe−ti/σˆ} (5.3.3)
Equations (5.3.2) and (5.3.3) are not analytically tractable and must be solved nu-
merically to obtain approximate MLE’s of µ and σ , that is µˆ and σˆ . By taking the
natural logarithm of both sides of equation (5.2.2) and solving for t we obtain the
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expression for the target time tα under the desired reliability 1 - α given by
tα = µ− σ(ln(−ln(α)) (5.3.4)
Thus, by the invariance property of the MLE’s we can obtain the MLE of the target
time tα
tˆα = µˆ− σˆ(ln(−ln(α)) (5.3.5)
Classical estimates and confidence intervals for tα can be obtained using the method
of maximum likelihood and the normal approximation for different extreme value
models. In the present study, we shall examine the estimation of tα for an extreme
value model in a Bayesian setting under a specified prior and mean square error loss
function.
5.4 Bayesian Approach to the Gumbel Model
In the Bayesian approach we regard µ and σ behaving as random variables with
a joint PDF π(µ, σ) . We shall investigate the point estimator of tα for Jeffrey’s
non-informative prior.
Jeffrey’s Non-informative Prior
Jeffrey’s non-informative prior chooses the prior π(µ, σ) to be proportional to
√
detI(θ) ,
where I(θ ) is the expected Fisher information matrix. That is,
I(µˆ, σˆ) = −E
∣∣∣∣∣∣
∂2
∂µ2
lnL ∂
2 lnL
∂µ∂σ2
∂2 lnL
∂µ∂σ2
∂2
∂σ2
lnL
∣∣∣∣∣∣ .
Using logL as given in (5.3.1), we obtain I(θ ) as
I(θ) =
∣∣∣∣∣∣
n
σ2
− n
σ2
(1− γ)
−n
σ2
(1− γ) n
σ2
{γ2 − 2γ + 2 + η(2, 2)}
∣∣∣∣∣∣ . (5.4.1)
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where γ is the Euler’s constant and
η(p, q) =
1
Γ(p)
∞∫
0
tp−1e−qt
1− e−t dt.
Hence,
det(I(θ)) =
K
σ4
implying that the Jeffrey’s non-informative prior is given by
π(µ, σ) =
1
σ2
(5.4.2)
We remark that π is an improper prior PDF. Consistent with the aim of the present
study in identifying the target time tα , we proceed to obtain its analytical form.
Posterior Distribution
The posterior probability density function of (µ, σ) given the failure times t1, ..., tn
is given by
π(µ, σ | t1, t2, ..., tn) = L(µ, σ | t1, ..., tn)π(µ, σ)∫∞
0
∫∞
−∞ L(µ, σ | t1, t2, ..., tn)π(µ, σ)dµdσ
where L(µ, σ | t1, ..., tn) is given by (5.3.1). We shall first compute the marginal
probability density function, that is,
∫ ∞
0
∫ ∞
−∞
L(µ, σ | t1, ..., tn)π(µ, σ) dµ dσ.
Using the prior π(µ, σ) = 1
σ2
, σ > 0 and letting x =
n∑
i=1
ti , we obtain
∫ ∞
0
∫ ∞
−∞
L(µ, σ | t1, ..., tn)π(µ, σ)dµdσ
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=∫ ∞
0
σ−n−2
∫ +∞
−∞
e−x/σe(nµ/σ)e−e
(µ/θ)
∑n
i=1 e
−ti/σdµdσ. (5.4.3)
Let u = e , and a =
∑n
l=1 e
−(t1/σ) , the expression (5.4.3) can be written as
∫ ∞
0
∫ ∞
−∞
L(µ, σ | t1, ..., tn)π(µ, σ)dµdσ (5.4.4)
=
∞∫
0
σ−n−1e−x/σ
∫ ∞
0
un−1e−aududσ
= Γ(n)
∫ ∞
0
σ−n−1e−x/σa−ndσ
= Γ(n)
∫ ∞
0
vn−1e−xv(
n∑
l=1
e−tiv)ndv
= Γ(n)
∫ ∞
0
vn−1(
n∑
l=1
e−v(ti+t¯))ndv
where x =
n∑
l=1
ti = nt¯ .
Bayesian Estimation of tα for Jeffrey’s Prior
The Bayes estimate of
tα = µ − σ ln(− ln(α))
for squared error loss is given by
tˆB = E(tα | t1, t2, ..., tn) =
∫ ∞
0
∫ ∞
−∞
[µ− σ ln(− ln(α)]L(µ, σ | t1, t2, ..., tn)π(µ, σ)dµdσ
or
tˆB =
∫∞
0
∫∞
−∞[µ− σ ln(− lnα)]L(µ, σ | t1, t2, ..., tn)π(µ, σ) dµdσ
Γ(n)
∫∞
0
vn−1(
∑
e−(ti+t¯)v)ndv
(5.4.5)
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Proceeding as we did before for obtaining the marginal probability distribution we
can write
E(µ | ~t) =
∫ ∞
0
vn−2e−xv
∫ ∞
0
(lnu)un−1eaududv (5.4.6)
where
a =
n∑
l=1
e−tiv,
and
E(σ | ~t) = Γ(n)
∫ ∞
0
vn−2(
n∑
l=1
e−v(ti+t¯))ndv. (5.4.7)
Hence,
E(tˆα | t1, ..., tn) =
∫∞
0
vn−2e−xv
∫∞
0
(lnu)un−1e−aududv
Γ(n)
∫∞
0
vn−1[
∑n
l=1 e
−v(ti+t¯)]ndv
+(−σ ln(− lnα))
∫∞
0
vn−2[
∑
e−v(ti+t¯)]ndv∫∞
0
vn−1[
∑n
l=1 e
−v(ti+t¯)]ndv
where
a =
n∑
l=1
e−tiv
and
t¯ =
n∑
l=1
ti
n
.
To evaluate the above expression to obtain approximate Bayesian estimates of tα , we
shall use Lindley’s approximation method.
The Lindley Approximation
Let
I =
∫
u(θ)v(θ)eL(θ)dθ∫
v(θ)eL(θ)dθ
where θ = (θ1, θ2, ..., θk) , a vector of parameters. Also, let
L = Log(likelihood function)
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Note that I is the posterior expectation of u(~θ) given the failure data, for a prior
v(θ) . Denote by
u1 =
∂u
∂θ1
u2 =
∂u
∂θ2
u11 =
∂2u
∂θ21
u22 =
∂2u
∂θ22
p = π(θ1, θ2)
p1 =
∂p
∂θ1
; p2 =
∂p
∂θ2
L20 =
∂2L
∂θ21
; L02 =
∂2L
∂θ22
L30 =
∂3L
∂θ31
; L03 =
∂3L
∂θ32
and
σ11 = (−L20)−1 and σ22 = (−L02)−1
Furthermore,
E(u(θ) | ~t) = u(θˆ1, θˆ2) + 1
2
(u11σ11 + u22σ22) + P1u1σ11 + P2u2σ22
+
1
2
(L30u1σ
2
11 + L03u2σ
2
22 + L21u2σ11σ22 + L12u1σ22σ11)
evaluated at (θˆ1, θˆ2) , where θˆ1 and θˆ2 are the MLEs of θ1 and θ2 . The target time
for the Gumbel model given by
tB = µ− bσ = u(µ, σ),
where θ1 = µ and θ2 = σ . Also, u1 = 1 and u2 = −b where b = ln(− lnα) where
u11 = 0 and u22 = 0. Thus, we can write
P (θ1, θ2) = π(µ, σ) =
1
σ2
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and
P1 = 0 and P2 = − 2
σ3
.
Let µˆ and σˆ be the classical MLEs for µ and σ , respectively. Furthermore, we have
L = σ−n exp
{
−
n∑
i=1
(
ti − µ
σ
)−
n∑
i=1
exp(−ti − µ
σ
)
}
or
lnL = −n lnσ −
n∑
i=1
(
ti − µ
σ
)−
n∑
i=1
e−
ti−µ
σ .
Thus,
∂ lnL
∂µ
=
n
σ
− 1
σ
n∑
i=1
e−
ti−µ
σ
and
L2,0 =
∂2 lnL
∂µ2
= − 1
σ2
n∑
i=1
e−
ti−µ
σ .
Also,
∂ lnL
∂σ
= −n
σ
+
n∑
i=1
(ti − µ)
σ2
− 1
σ2
n∑
i=1
e
−( ti−µ
σ) (ti − µ)
and
L0,2 =
∂2 lnL
∂σ2
=
n
σ2
− 2[
n∑
i=1
(ti−µ)] 1
σ3
+
2
σ3
n∑
i=1
e
ti−µ
σ (ti−µ)− 1
σ4
n∑
i=1
e−(
ti−µ
σ
)(ti−µ)2
which can be expressed as
n
σ2
− (
n∑
i=1
(ti − µ)) 1
σ3
+ (
n∑
l=1
e
ti−µ
σ )
(ti − µ)
σ3
− 1
σ4
n∑
i=1
e−
ti−µ
σ (ti − µ)2
or
n
σ2
− [
n∑
l=1
2(ti − µ)[1− e−
(ti−µ)
σ ]]
1
σ3
+ (
n∑
i=1
e−(
ti−µ
σ
)(ti − µ)2) 1
σ4
.
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We proceed to find L3,0 and L0,3 , that is
L3,0 =
∂3 lnL
∂µ3
= − 1
σ3
n∑
i=1
e−
ti−µ
σ
and
L0,3 =
∂3 lnL
∂σ3
=
−2n
σ3
+ 6[
n∑
i=1
(ti − µ)[1− e−
(ti−µ)
σ ]]
1
σ4
+6[
n∑
i=1
e−
(ti−µ)
σ (ti − µ)2] 1
σ5
− 1[
n∑
i=1
e−
(ti−µ)
σ (ti − µ)3] 1
σ6
.
Also,
L21 =
∂
∂σ
(
∂2 lnL
∂µ2
) = [
n∑
i=1
e−(
ti−µ
σ
)]
2
σ3
− [
n∑
i=1
e−(
ti−µ
σ
)(ti−µ)]
1
σ4
and
L12 =
∂
∂µ
(
∂2 lnL
∂σ2
)
or
L12 =
2
σ3
(n−
n∑
i=1
e
ti−µ
σ ) +
4
σ4
∑
(ti − µ)e−
ti−µ
σ − 1
σ5
n∑
i=1
(ti − µ)2e−
ti−µ
σ
Thus, a Bayesian approximate estimate for tα is given by
tˆB = tˆα(MLE) + P2u2σ22 +
1
2
(L30σ
2
11 + L03u2σ
2
22 + L21u2σ11σ22 + L12σ22σ11) (5.4.8)
evaluated at the MLE of µ and σ , µˆ and σˆ .
5.5 Numerical Analysis
In this section we present a numerical study in order to compare the maximum like-
lihood and Bayes estimates for determining the target time of the Gumbel failure
model subject to specified reliability. Our numerical simulation was conducted in the
following manner:
(i) Under the assumption that the location parameter µ and the scale parameter
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σ behave randomly and independently, we simulated m (m = 50, 100, 200)
location parameters from the normal distribution. In order to study the effects
of the prior variance on our estimates, we simulated location parameters from the
normal distribution with mean 25 and variances equal to 1, 4, and 9 respectively.
(ii) We assumed the scale parameter follows the uniform distribution. However, in
order to see what effects the increase of variance has on our estimates, we let σ
equal to 1, 2 and 4 respectively.
(iii) Using the obtained m pairs of µ and σ , we generated n (n = 50, 100, 200)
observations from the Gumbel PDF and calculated both the maximum likelihood
and Bayes estimates of the target time.
(iv) For comparison purposes, we calculated the absolute value of the difference
between the true target time and the corresponding ML and Bayes estimates
for 99% reliability.
A schematic diagram of the complete step-by-step process of the numerical analysis
is presented in figure 5.1.
Due to the size of our simulation some of the numerical results are given in tables
5.1-5.3 under 99% reliability. In each table we present the size of the prior sample m
used to calculate the Bayes estimate µB , while µˆ and σˆ are the ML estimates of the
location and scale parameters. | tα− tˆα | and | tα− tˆB | represent the absolute value
of the difference between the true target time, and maximum likelihood and Bayes
target time estimates respectively. As we can see from table 5.1, by keeping the prior
sample size m = 50 and prior variance fixed and varying the sample size of the failure
model from n = 50 to n = 200, the absolute value of the difference | tα − tˆα | and
| tα− tˆB | decreases. This behavior is consistent as we increase σ and n, except that
we notice a significant improvement in the ML estimate. In table 5.2 and table 5.3
we increase the prior sample size m to 100 and 200 and prior variance to 4 and 9
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Figure 5.1: Numerical Study of the Gumbel Failure Time
m n µB, µˆ σB , σˆ | tα − tˆα | | tα − tˆB |
50 50 25.0526, 25.2053 1, 0.9683 0.2011 0.0938
50 100 25.0526, 25.1542 1, 0.8594 0.3165 0.2548
50 200 25.0526, 24.999 1, 0.9608 0.008 0.01
50 50 25.0526, 25.2433 2, 1.9397 0.2827 0.1485
50 100 25.0526,25.1688 2, 1.9276 0.2267 0.1607
50 200 25.0526, 25.1454 2, 1.9591 0.1552 0.1214
50 50 25.0526, 25.455 4, 4.047 0.3312 0.0362
50 100 25.0526, 25.0701 4, 4.043 0.2167 0.0805
50 200 25.0526, 25.0342 4, 3,951 0.1543 0.0726
Table 5.1: Comparison Between ML and Bayesian Estimates of Reliability Time: µ ∼
N(25, 1), σ = 1,2,4, α = 0.01
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m n µB , µˆ σB, σˆ | tα − tˆα | | tα − tˆB |
100 50 25.0701, 25.1942 1, 0.9796 0.1552 0.0611
100 100 25.0701, 25.1968 1, 0.9696 0.1416 0.1226
100 200 25.0701, 25.1252 1, 0.9584 0.1185 0.0921
100 50 25.0701, 25.145 2, 1.771 0.4792 0.3587
100 100 25.0701, 25.145 2, 1.8397 0.3195 0.2566
100 200 25.0701, 25.06 2, 1.774 0.2195 0.1956
100 50 25.0701, 25.42 4, 4.05 0.2167 0.1805
100 100 25.0701, 24.92 4, 3.904 0.07 0.069
100 200 25.0701, 24.77 4, 3.85 0.01 0.01
Table 5.2: Comparison Between ML and Bayesian Estimates of Reliability Time: µ ∼
N(25, 2), σ = 1,2,4, α = 0.01
m n µB , µˆ σB , σˆ | tα − tˆα | | tα − tˆB |
200 50 21.982, 21.964 1, 0.8696 0.1805 0.0921
200 100 21.982, 22.01 1, 0.9562 0.0904 0.0372
200 200 21.982, 21.03 1, 0.999 0.0472 0.0214
200 50 21.982,21.991 2, 1.8243 0.278 0.148
200 100 21.982, 22.011 2, 2.151 0.203 0.21
200 200 21.982, 21.845 2, 2.1965 0.1303 0.130
200 50 21.982, 22.1561 4,3.7306 0.2834 0.291
200 100 21.982, 22.201 4, 3.8402 0.1625 0.159
200 200 21.982, 21.756 4, 3.6615 0.091 0.101
Table 5.3: Comparison Between ML and Bayesian Estimates of Reliability Time: µ ∼
N(25, 3), σ = 1,2,4, α = 0.01
respectively and also observe that the absolute value of the difference | tα− tˆα | and
| tα− tˆB | decreases. The increase in the prior variance has no effect on the behavior
of our estimates. This is consistent as we increase σ and n, and we again notice a
significant improvement in the ML estimate. In almost every case the Bayes estimate
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is closer to the true target time than its maximum likelihood counterpart.
5.6 Conclusion
As expected, the Monte Carlo simulation indicates that the Bayes estimate under the
non-informative prior is closer to the true reliability time than its maximum likelihood
counterpart. However, the following findings are in order:
(i) An increase in the prior sample size for the location parameter has no effect on
the behavior of the estimates.
(ii) An increase in the sample size of the simulated Gumbel data results in the
improvement of both the maximum likelihood and Bayesian estimates.
(iii) When we increase the variance of the prior distribution from 1 to 4 to 9 and the
variance of the simulated Gumbel data from 1 to 2 to 4, we notice a significant
improvement in the maximum likelihood estimate. We therefore conclude that
for large sample size and high variance there is very little difference between
the maximum likelihood and the Bayes estimates of the target time subject to
specified reliability.
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6 The Choice of the Loss Function Under Bayesian Parameter
Estimation
6.1 Introduction
One of the central issues in Bayesian analysis is the choice of the loss function. In the
Bayesian framework, the loss function measures the consequence of a decision different
from the one that would yield the best possible result. The objective in decision
problems is to choose the action that minimizes the expected value of the loss function
with respect to the posterior distribution. Extensive amount of research has led to
the formulation of several criteria for the choice of one loss function over another (see
Berger, 1985; Makov, 1994). The aim of the present chapter is to introduce the non-
parametric kernel density method as a simple and effective criterion, and compare its
performance with three other commonly used criteria, namely the Minimax criterion,
the Makov criterion, and the goodness of fit criterion. We will use results from chapter
2 and the five step procedure to derive the best kernel density estimate, and show
that the kernel density estimate is uniform in picking the correct loss function. After
introducing the four criteria, we will derive the Bayesian estimate for the Gumbel
failure model, with the location parameter behaving as a random variable under a
family of loss functions and natural conjugate prior. We will use the concept of
efficiency when comparing Bayesian estimates. In the numerical study section we will
show that our kernel density criterion is superior to the other three criteria.
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6.2 Loss Function Selection Criteria
Let L = {L0, L2} be a family of loss functions and θˆB0 and θˆB2 the Bayesian
estimates of the parameter θ obtained using the loss functions L0 and L2 . The
following four criteria may be used to test which estimate of the parameter θ is
better:
Criterion 1: Minimax Criterion Using Posterior Risks
The Bayesian estimate θˆB0 is ”better” than the Bayesian estimate θˆB2 if
max(ρL0(θˆB0), ρL2(θˆB0)) < max(ρL0(θˆB2), ρL2(θˆB2)),
where ρL0 and ρL1 correspond to the posterior risks obtained with the loss functions
L0 and L2 , and
ρl(θˆ) =
∫
l(θˆ, θ)f(θ | t)dθ
represents the expected loss under the loss function l(θˆ, θ) . The criterion above can
be expressed in terms of efficiency: θˆB0 is ”better” than θˆB2 if
EffMM =
ρL0(θˆB2)
ρL2(θˆB0)
> 1. (6.2.1)
Note that the Bayesian estimates θˆB0 and θˆB2 are equally efficient if the efficiency
EffMM is approximately equal to one.
Criterion 2: Makov’s Criterion
The Bayesian estimate θˆB0 is ”better” than the Bayesian estimate θˆB2 if
sup | ∂
∂t
ρL0(θ, θˆB0) |= infLiǫLsup |
∂
∂t
infθˆρL(θ, θˆ) | . (6.2.2)
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Criterion 3: Goodness of Fit Criterion
Given an underlying failure PDF f(t | θ) , the Bayesian estimate θˆB0 is ”better” than
the Bayesian estimate θˆB2 if f(t | θˆB0) is a better fit to the given data than f(t | θˆB2) .
This criterion can be expressed differently using the Kolmogorov-Smirnov statistic
for the goodness of fit test. Let t1 ... tn be a sample from a cumulative distribution
function F, and let F ∗ be a corresponding empirical probability distribution function.
The statistic
D = sup | F ∗(t)− F (t) |
is called the two sided Kolmogorov-Smirnov statistic. Thus, θˆB0 is ”better” than θˆB2
if the Kolmogorov-Smirnov Statistic DθˆB0 corresponding to the cumulative distribu-
tion F (t | θˆB0) is smaller than DθˆB2 corresponding to the cumulative distribution
function F (t | θˆB2) .
Criterion 4: Probability Density Criterion
Given an underlying cumulative distribution function F (t; θ) and its non-parametric
kernel density estimate Fˆ (t; θ) , the Bayesian estimate θˆB0 is ”better” than the
Bayesian estimate θˆB2 if the density estimate Fˆ (t; θˆB0) produces a smaller inte-
grated mean square error when compared with Fˆ (t; θ) than the kernel density es-
timate Fˆ (t; θˆB2) . The integrated square error (ISE) of an estimate Fˆ (t) is defined
as
ISE(Fˆ (t), F (t)) =
∫
(Fˆ (t)− F (t))2dt (6.2.3)
The criterion can be stated in terms of relative efficiency. The relative efficiency of
Fˆ (t; θˆB0) with respect to another Fˆ (t; θˆB2) we define as the ratio of the ISE of the
estimate Fˆ (t; θˆB0) to that of Fˆ (t; θˆB2) , that is
EffDensity =
ISE(Fˆ (t; θˆB2), Fˆ (t; θ))
ISE(Fˆ (t; θˆB0), Fˆ (t; θ))
(6.2.4)
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The Bayesian estimate θˆB0 will be less or more efficient than θˆB02 if the relative
efficiency is smaller or greater than one, respectively. If the relative efficiency is
approximately one, then we shall consider them equally efficient.
Next we proceed to apply the four criteria to a Gumbel failure model, under
the assumption that the location parameter behaves as a random variable under the
natural conjugate prior and a family of loss functions.
6.3 Main Results
In order to implement and compare the above criteria, the following family of loss
function shall be considered:
Li(θ, θˆ) =
(θ − θˆ)2
θi
, i = 0, 2. (6.3.1)
The failure model under consideration is the modified Gumbel model. Given failure
times t1 ,..., tn the probability density function is given by
f(t; θ) = θ[g(t)](θ−1)[g(t)]′, θ > 0,
where
g(t; σ) = e−e
−
t
σ , θ(µ, σ) = e
µ
σ
and µ and σ are the location and scale parameters respectively. The Likelihood
function is given by
f(t | θ) = L(t, θ) = e−GθθnE(ti),
where
E(ti) = Πg′(ti)[g(ti)]−1 and G = −
n∑
i=1
ln(g(ti))
We assume that the parameter θ behaves as a random variable that is probabilis-
tically characterized by its natural conjugate prior, namely the Gamma probability
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distribution given by
g(θ;α, β) =
βα
Γ(α)
θα−1e−βθ, θ > 0. (6.3.2)
Therefore, the posterior density function under the natural conjugate prior is
f(θ | t) = (β +G)
n+α
Γ(n+ α)
θn+α−1e−θ(β+G). (6.3.3)
The Bayesian estimate of θ corresponding to the squared error loss function L0 is
given by
θˆB0 =
∫ ∞
0
θf(θ | t)dθ.
θˆB0 =
∫ ∞
0
θ
(β +G)n+α
Γ(n + α)
θn+α−1e−θ(β+G)dθ =
Γ(n + α+ 1)
(β +G)Γ(n + α)
θˆB0 =
n+ α
β +G
(6.3.4)
The Bayesian estimate of θ corresponding to the loss function L2 is given by
θˆB2 =
∫∞
0
f(θ|t)
θ
dθ∫∞
0
f(θ|t)
θ2
dθ
or
θˆB2 =
∫ ∞
0
(β +G)n+α
Γ(n + α)
θn+α−2e−θ(β+G)dθ∫ ∞
0
(β +G)n+α
Γ(n + α)
θn+α−3e−θ(β+G)dθ
=
(β +G)Γ(n + α − 1)Γ(n + α)
(β +G)2Γ(n+ α)Γ(n + α − 2) ,
which produces
θˆB2 =
n+ α − 2
β +G
(6.3.5)
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As the Strong Law of large numbers gives
lim
n→∞
n
G
= θ, a.s.
because n
G
is minimum variance unbiased estimator of θ , the Bayesian estimates of
the parameter θ given by (6.3.4) and (6.3.5) converge almost surely to θ as n→∞ .
Criterion 1: Minimax Criterion Using Posterior Risks
The posterior risk of L0 evaluated at θˆB2 is given by:
ρL0(θ, θˆB2) =
∫ ∞
0
(θ − θˆB2)2f(θ | t)dθ
ρL0(θ, θˆB2) =
∫ ∞
0
(θ − θˆB2)2 (β +G)
n+α
Γ(n + α)
θn+α−1e−θ(β+G)dθ
ρL0(θ, θˆB2) =
Γ(2 + n+ α) + (−2n− 2α + 4)Γ(1 + n+ α) + (n + α− 2)2Γ(n + α)
(β +G)2Γ(n + α)
,
which simplifies to
ρL0(θ, θˆB2) =
(n+ α + 4)
(β +G)
2 . (6.3.6)
Similarly, the posterior risk of L2 evaluated at θˆB0 is given by
ρL2(θ, θˆB0) =
∫ ∞
0
(
θ − θˆB0
θ
)2f(θ | t)dθ
ρL2(θ, θˆB0) =
Γ (n+ α)
Γ (n+ α)
+
(−2n− 2α) Γ (n+ α − 1)
Γ (n+ α)
+
(n+ α)2 Γ (n+ α − 2)
Γ (n + α)
,
which gives
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ρL2(θ, θˆB0) =
n+ α + 2
(n+ α− 1)(n + α− 2) . (6.3.7)
Equations (6.3.6) and (6.3.7) yield the following expression for efficiency:
EffMM =
ρL0(θ, θˆB2)
ρL2(θ, θˆB0)
.
EffMM =
(n+ α + 4) (n+ α − 2) (n+ α − 1)
(β +G)2 (2 + n+ α)
(6.3.8)
Criterion 2: Makov’s Criterion
Equations (6.3.4) and (6.3.5) can be combined into the following form of the Bayesian
estimate of θ
θˆBi =
n+ α− i
β +G
, i = 0, 2. (6.3.9)
Thus we get
ρLi(θ, θˆBi) =
∫ ∞
0
(
θ − θˆBi
θi
)2
(β +G)n+α
Γ(n+ α)
θn+α−1e−θ(β+G)dθ,
or
ρLi(θ, θˆBi) =
(β +G)i−2Γ(1− i+ n+ α)
Γ(n + α)
. (6.3.10)
For k =1,...,n, we obtain
∂
∂tk
ρLi(θ, θˆBi) =
(i− 2)(β +G)i−3Γ(1− i+ n+ α)
Γ(n + α)
∂
∂tk
G (6.3.11)
Equation (6.3.11) shows that Makov’s criterion is satisfied for i = 2, which implies
that L2 will be chosen over L0 . According to this criterion, the Bayesian estimate
θˆB2 is ”better” than θˆB0 , irrespective of the sample size n.
The following two criteria require no theoretical calculations and implement very
simple procedures to compare the effectiveness of the two Bayesian parameter esti-
mates θB0 and θB2 .
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Criterion 3: Goodness of Fit Criterion
A Kolmogorov-Smirnov goodness of fit test is conducted to compare probability den-
sity functions f(t | θˆB0) and f(t | θˆB2) and ascertain which provides a better fit for
the observations ti . A schematic diagram of the complete step by step process under
this criterion is presented in Figure 6.1.
Criterion 4: Probability Density Criterion
The kernel density estimate Fˆ (t) of the cumulative distribution function F (t) is
constructed using the four step procedure from chapter one. Using the Bayesian
parameter estimates θB0 and θB2 , parametric estimates of the cumulative den-
sity functions Fˆ (t; θˆB0) and Fˆ (t; θˆB2) are constructed. Integrated square errors
ISE( Fˆ (t) , Fˆ (t; θˆB0) ) and ISE( Fˆ (t) , Fˆ (t; θˆB0) ) are calculated to in order to calculate
the efficiency estimate. A schematic diagram of the complete step by step process
under this criterion presented in Figure 6.2.
In the following section we present a numerical study in order to ascertain the
effectiveness of each of the criteria in choosing the correct loss function.
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Figure 6.1: Goodness of Fit Criterion Implementation Chart
6.4 Criteria Comparison
Our numerical simulation was conducted in the following manner:
(i) In order to study the effects of the size of prior parameters α and β , under the
assumption that parameter θ behaves randomly under the Gamma prior, we
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Figure 6.2: Kernel Density Criterion Implementation Chart
generated m = 30 parameters θ from the Gamma distribution for each of the
pairs of prior parameters given in table 6.1.
(ii) Using the obtained m values of parameter θ , n (n = 20, 50, 100, 200) samples
from the Gumbel distribution were generated under the assumption that σ =
1.
(iii) Under each of the samples the Bayesian estimates θˆB0 and θˆB0 of the parameter
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αˆ βˆ
0.8 1.2
4.3 6.1
8 3.2
0.5 2.5
25 20
2 2.0001
6.3 12.1
30 0.5
Table 6.1: Prior Parameter Values
θ were calculated corresponding to the loss functions L0 and L2 .
(iv) Makov’s criterion chooses the loss function L2 over L0 , and so considers θˆB2
to be a better estimate of θ over θˆB0 regardless of sample size n. The Minimax
Efficiency EffMM , the Kolmogorov-Smirnov statistics D0 and D2 correspond-
ing to the cumulative distributions F (t | θˆB0) and F (t | θˆB2) , and the Density
Efficiency EffDensity were calculated to compare the criteria above.
Table 6.2 presents the percentage corresponding to the number of times a criterion
is successful in picking the loss function that yields the best Bayesian estimate of the
parameter θ . It indicates that the Kernel Density criterion is the most successful,
followed by the goodness of fit, Makov’s and Minimax criteria. Makov’s criterion does
not depend on the sample size n.
Minimax Post. Risk Crit. Makov’s Crit. Goodness of Fit Crit. Density Crit.
39% 42% 78% 88%
Table 6.2: Percentage of Success of the Different Criteria
Due to the size of our numerical simulation, some of our results are presented in
table 6.3. The table contains the values of the prior parameters α and β , Bayesian
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estimates θˆB0 and θˆB2 corresponding to the loss functions L2 and L2 , Kolmogorov-
Smirnov statistics D0 and D2 , and Minimax and Density efficiency estimates EffMM
and EffDensity . As we can see from table 6.3, as sample size n increases, the efficiency
of the Minimax criterion does not always uniformly approach one.
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α,β n θˆB0 θˆB2 EffMM D0 D2 EffDensity
0.8, 1.2 20 0.869 0.786 0.7068 0.1752 0.1844 0.6787
50 0.408 0.3921 0.1627 0.101 0.0872 1.4304
100 0.4741 0.4647 0.2224 0.0734 0.0691 1.8931
200 0.6106 0.6046 0.3710 0.0411 0.0375 0.903
4.3, 6.1 20 0.8428 0.773 0.6725 0.4612 0.4314 0.7074
50 0.4197 0.404 0.1724 0.1583 0.1661 1.471
100 0.4795 0.4703 0.2275 0.0745 0.0813 2.136
200 0.6122 0.606 0.3792 0.069 0.0656 0.906
8, 3.2 20 1.079 1.003 1.1134 0.3993 0.3733 0.1
50 0.4585 0.4428 0.2062 0.1215 0.1325 1.262
100 0.5032 0.4939 0.2507 0.0903 0.0851 1.360
200 0.6288 0.6227 0.3934 0.1025 0.099 0.8763
0.5, 2.5 20 0.9086 0.8199 0.7716 0.1418 0.1715 4.266
50 0.8732 0.8386 0.7452 0.1349 0.1434 1.682
100 1.0412 1.0204 1.0724 0.0717 0.0791 0.2523
200 0.9699 0.9602 0.9358 0.0415 0.0452 1.764
25, 20 20 1.123 10.733 1.23 0.2008 0.194 0.371
50 0.9956 0.9691 0.9767 0.1056 0.1156 51.36
100 1.0962 1.0787 1.19 0.0667 0.623 0.6802
200 1.0035 0.995 1.003 0.0413 0.038 2.48
2, 2.0001 20 0.9971 0.9064 0.9347 0.0931 0.0826 1176.35
50 0.907 0.8722 0.804 0.1362 0.1234 1.9625
100 1.0622 1.0414 0.1165 0.0992 0.0946 0.452
200 0.9795 0.9698 0.9545 0.0934 0.0959 2.193
6.3, 12.1 20 1.7305 1.599 2.849 0.5796 0.5973 1.071
50 2.930 2.82 8.413 0.3478 0.3602 1.062
100 4.691 4.603 21.78 0.3117 0.318 1.069
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200 5.396 5.344 28.97 0.1557 0.1592 1.049
6.3, 12.1 20 2.043 1.887 3.9709 0.7829 0.7946 1.032
50 3.85 3.71 14.498 0.5914 0.6009 1.029
100 6.172 6.05 37.703 0.4221 0.4288 1.025
200 9.356 9.266 87.099 0.2956 0.2989 1.023
30, 0.5 20 39.219 37.65 1502.8 0.1813 0.1687 0.889
50 26.34 25.688 684.644 0.2218 0.2171 0.826
100 23.114 22.758 529.9 0.1039 0.0984 0.798
200 22.01 21.82 482.3 0.0646 0.0625 0.826
Table 6.3: Numerical Comparison of the Different Criteria Used for the Choice of the Loss
Function
6.5 Conclusion
In this chapter, we compared several criteria that are used in the selection process of
the loss function leading to the best Bayesian estimate of the Gumbel Failure model
parameter θ defined in Chapter 3. Our Monte Carlo simulation leads to the following
conclusion:
(i) The four criteria used in selecting the loss function that gives the best Bayesian
estimate of the parameter θ are not all equivalent. The Minimax criterion using
posterior risks and the Makov’s criterion are approximately equivalent. A major
drawback of the Makov’s criterion is that it picks the best estimate irrespective
of the sample size n.
(ii) The effectiveness of the four criteria remains constant regardless of the value of
the prior parameters or sample size.
(iii) Among all four criteria, the most consistent is the Kernel Density criterion. It is
computationally intensive, easy to apply in practice and requires no analytical
calculations. The concept of efficiency, along with the notion of integrated mean
square error gives very consistent results with respect to the choice of the loss
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function leading to the best Bayesian estimate of the parameter θ . The kernel
density criterion is the only for which the efficiency uniformly approaches one
as the sample size is increased.
(iv) An advantage of the Kernel Density criterion is that it tells us how close the
Bayesian estimate is to the true state of nature. The closer the integrated square
error is to zero, the more likely the corresponding Bayesian estimate is closer to
the true state of nature.
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7 Kernel Density Estimation as an Alternative to the Gumbel
Distribution in Modeling Quantiles and Return Periods for Flood
Prevention
7.1 Introduction
Extreme value probability distributions have been effectively applied in the modeling
of flood data. Some important references are Benson (1968), Kirby (1969), North
(1980), Katz et al. (2002), Morrison and Smith (2001), Northrop (2004), and Yue
(2005). A flood is usually caused by a river that has overflowed its banks during
periods of high runoff and may be predicted by studying the annual maximum river
stream flow. Among the most common probability distribution used in modeling hy-
drological extremes is the Gumbel probability distribution. However, several recent
studies have shown that floods seem to have heavier tails than a Gumbel probabil-
ity distribution, which may yield the smallest quantiles possible (see Farquharson et
al. (1992), Turcotte (1994), Turcotte and Malamud (2003)). Other studies (Wilks
(1993) and Koutsoyiannis and Baloutsos (2000)) have extended the scepticism for the
Gumbel probability distribution by showing that it underestimates the largest rainfall
amounts. In the present study, the problem of estimation of flood quantiles and return
levels is studied in parametric and non-parametric settings. We provide an extensive
analysis of the annual maximum river stream flow of the Hillsborough River, Florida,
dating from 1940 to 2006, by applying the analytic findings and methodology from
the previous chapters. The motivation behind our study is that a flood caused by
the Hillsborough River would have a major impact on the economy and population
of the Tampa Bay area. Using three goodness of fit tests, namely the Kolmogorov-
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Smirnov, Pearson Chi-square, and Anderson-Darling, we intend to show that the
Gumbel probability distribution provides a good overall fit to the Hillsborough River
annual maxima, but fails to provide a good fit in the tails. Using the results from the
previous chapters, we will show that the non-parametric kernel density estimation
procedure solves the problem by providing closer estimates in the tails. Paramet-
rically, our estimation will be performed in ordinary and Bayesian settings. Some
Bayesian analysis has been applied to flood data estimation (see Fortin et al.(1997)
and Van Nortwijk (2001)). The present study is organized as follows. In section 7.2,
we introduce the annual maxima stream flow data set, and using the frequency factor
analysis, show that the maximum stream flow may be modeled using the Gumbel
probability distribution. In section 7.3, we present six different models that can be
used to estimate the quantile and return period functions. Model 1 estimates the pa-
rameters of the Gumbel probability distribution using the maximum likelihood (ML)
method. We test whether maximum annual stream flow exhibits trends with respect
to time under models 2 and 3. Jackknife is a computationally intensive procedure
that has been shown to reduce standard error of parameter estimates, so following the
work of Pfanzagel and Wefelmeyer (1978) and Hahn, Kuersteiner and Newey (2002),
we use the jackknife procedure under model 4 to reduce the standard error of ML
parameters. We conduct the Bayesian analysis in model 5 by assuming that both
the location and scale parameters behave randomly under Jeffrey’s non-informative
prior and square error loss function. Lastly, under model 6 we assume that none of
the parametric models the data, and use the five step procedure from chapter 2 to
find the optimal non-parametric kernel density quantile and return period estimates.
We show that although non-parametric model is inferior overall to the parametric
models, it provides a better fit in the right tail of the annual maxima stream flow,
and is therefore more accurate in predicting return periods of floods. In section 7.4,
we compare the six models and present our recommendations. Concluding remarks
are given in section 7.5.
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7.2 Preliminary Exploration of the Extreme Stream Flow Data
Floods occur when the water height, commonly measured by a stream gauge, passes
some predetermined level, which is usually taken as the bank-full stage. When the
stream channel can no longer accommodate the increased discharge, it overflows its
banks. Discharge, or stream flow is the volume of water that passes a specific location
in a given period of time, and is measured by combining measurements of a river’s
water flow velocity and cross-sectional area. The units used are cubic feet per second
(cfs). Floods are related to extreme stream flow and have a major impact on the local
population and economy. In this study, we are interested in modeling the extreme
flow of the Hillsborough River by analyzing its annual peak discharge in cubic feet
per second (cfs) near Zephyrhills, Hillsborough County, Florida. In our study, the
four different flood stages and the corresponding stream flows are given below:
• Action stage = 1507 cfs
• Flood stage = 2431 cfs
• Moderate flood stage = 4982 cfs
• Major flood stage = 6329 cfs
The peak annual stream flow data are available for years 1940-2006 in table 7.7 and
were provided by the U.S. Geological Survey. The table presents the exact date on
which the peak annual stream flow was recorded, along with the water level gauge
height and maximum stream flow. As one can see from the table, between 1940 and
2006 there have been five annual peak events corresponding to floods at the moderate
level and two at the major level. Figure 7.1 shows how the annual maximum stream
flow has varied from 1940 to 2006.
In order to ascertain how well the Gumbel probability distribution fits the data, we
employ the method of frequency factor analysis (Castillo and Hadi (2005)). This
method is an exploratory tool that provides a probability plot of the observed versus
expected values for a particular probability distribution. If the data follow a particular
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Figure 7.1: Annual Maxima Stream Flow for the Hillsborough River 1940-2006
probability distribution, we would expect the data points to follow a straight line.
The frequency factor analysis for the Gumbel probability distribution consists of the
following steps:
(i) Rank the observed data i = 1,..., n in descending order.
(ii) Assign probabilities p (plotting positions) to each data point Tp using
pi =
n+ 12
i− 0.44
(iii) Calculate the expected stream flow values using
SFestim = SFmean +KTSFstdev
where
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SFmean = Mean peak annual Stream flow
SFstdev = Standard deviation of the peak annual Stream flow
KT = Frequency factor defined as
KT = −
√
6
π
(0.5772 + ln(ln(
Tp
Tp − 1)))
(iv) Plot the observed peak stream flow and the expected stream flow values as a
function of KT .
(v) For n degrees of freedom plot the upper and lower confidence bands given by
SFestim ± tα
√
1 + 1.14KT + 1.1K2T
n
SFstdev
Using the five steps outlined above, we obtained the frequency factor plot and the
95% confidence bands displayed by figure 7.2, where the observed values are showed
as circles. As we can see, they follow a linear trend, so we suspect the Gumbel
probability distribution to be a good fit. However, we also notice some discrepancies
in the lower and upper tails, especially the extreme value of annual stream flow of
12600, which was recorded in 1960.
Next, we proceed to model quantile and return period functions for the Hillsborough
River annual maximum stream flow. We do so parametrically by applying the Gumbel
probability distribution, and non-parametrically using kernel density estimation. We
intend to show that the kernel density method provides closer extreme right tail
estimates of quantiles and return periods than the parametric models.
7.3 Peak Stream Flow Quantile and Return Period Modeling
Let x1, ..., xn denote the annual peak stream flow for n years from a given location.
In modeling extreme events in hydrology, two functions are of particular interest: the
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Figure 7.2: Ninety-five Percent Confidence Band Frequency Factor Plot for the Annual
Peak Stream Flow
quantile function q in (0, 1), defined as
F−1(q) = inf(x ǫ R : q ≤ F (x)), (7.3.1)
where F(x) is the cumulative distribution function, and the return period defined as
RP (x) =
1
1− F (x). (7.3.2)
If X is the annual maximum peak stream flow, then the quantile function Q(F) is the
value we expect X to exceed with probability (1 - F) during the year of interest. That
is, there is (1 - F)% chance that X will exceed Q(F). The return period, also called the
recurrence interval, is defined as the average period of return of the extreme event. In
other words, it is the reciprocal of the probability of exceedance in one year, 1
1−F (x) .
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It is the expected time between excedances of size Q(F). Peak stream flow exceedance
has been estimated using two approaches, the frequentist and non-frequentist. The
conventional frequentist approach assumes that the stream flow follows a particular
distribution and estimates the parameters of that distribution using the method of
maximum likelihood. The aim of the non-frequentist estimation is that there is no
”correct” functional form that generates random outcomes and it is non-parametric
in nature. The probability density, cumulative density, quantile, and return period
functions for the Gumbel probability distribution model are respectively given by:
f(x) =
1
σ
e−
x−µ
σ
−e− x−µσ ,−∞ < x, µ <∞, σ > 0 (7.3.3)
F (x) = e−e
−
x−µ
σ
(7.3.4)
Q(F ) = µ − σln(−ln(F )) (7.3.5)
and
RP (x) =
1
1− e−e−x−µσ
(7.3.6)
where µ and σ are the location and scale parameters, respectively.
Next, we proceed to develop six candidate models, in order to provide the best fit
to the annual peak stream flow data. In assessing how well the model fit the data,
we shall use three goodness of fit tests. The popular χ2 goodness of fit test is a non-
parametric test that divides the abscissa of the CDF and calculates the probability
pi for each of the intervals. The number of observations expected to fall in the ith
interval is npi and ni is the observed number. The following Pearson χ
2 statistic is
used to calculate the p-value
χ2 =
n∑
i=1
(npi − ni)2
npi
The Kolmogorov-Smirnov (KS) test uses as a statistic the largest absolute difference
between the empirical distribution function Fˆe(x) , and the specified theoretical CDF
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F(x). The statistic used to calculate the p-value is distribution free and is given by
D = supx | Fˆe(x)− F (x) |
The Anderson-Darling test is a modification of the Kolmogorov-Smirnov test that
gives more weight to the tails. However, unlike the KS test which is distribution free,
it makes use of the specific distribution being tested and allows for a more sensitive
test. The p-value is obtained using the test statistic
A2 = −n− 1
n
n∑
i=1
(2i − 1)(ln(F (xi)) + ln(1− F (xn−i+1)))
where F(x) is the CDF of the specified distribution and xi are the ordered data. This
test is useful in detecting the extent of lack of fit in the tails of a proposed model.
The proposed six different candidate models, which may be used in modeling the
maximum annual stream flow are as follows:
Model 1: The Maximum Likelihood Model
The first model we consider is developed by estimating parameters µ and σ using
the maximum likelihood method. Assuming independence of the data, the likelihood
L(µ, σ) is the product of the densities of equation 7.3.3 for the observations x1, ..., xn .
Mathematically,
L(µ, σ) = −nlnσ −
n∑
i=1
xi − µ
σ
−
n∑
i=1
e−
xi−µ
σ (7.3.7)
The maximum likelihood estimates of µ and σ , µˆ and σˆ , are taken to be those values
which maximize the likelihood L(µ, σ) and are calculated by solving the following
equations
σˆ +
Σxie
−xi/σˆ
Σe−xi/σˆ
= x¯
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and
µˆ = −σˆln{1
n
Σe−xi/σˆ}
The above equations are not analytically tractable and must be solved numerically to
obtain approximate MLE’s of µ and σ . The corresponding (1 - α )100% confidence
intervals for µ and σ for large sample size n are given by
µˆ ± z1−α/2
√
V ar(µˆ) (7.3.8)
σˆ ± z1−α/2
√
V ar(σˆ) (7.3.9)
where
V ar(µˆ) =
σ2(γ2 − 2γ + 2 + η(2, 2))
n((1 + η(2, 2))
and
V ar(σˆ) =
σ2
n(1 + η(2, 2))
Then, ML estimate of the quantile function, Qˆ , and the corresponding (1-α )100%
confidence interval are given by
Qˆ = µˆ− σˆln(−ln(F )) (7.3.10)
and
Qˆ± zα
2
√
V ar(Qˆ) (7.3.11)
for
V ar(Qˆ) =
σˆ2(γ2 − 2γ + 2 + η(2, 2))
n((1 + η(2, 2))
+(−ln(−ln(F )))2 σˆ
2
n(1 + η(2, 2))
− 2ln(−ln(F )) σˆ
2(1− γ)
n(1 + η(2, 2))
where γ = 0.57722 is the Euler’s constant and
η(p, q) =
1
Γ(p)
∞∫
0
tp−1e−qt
1− e−t dt.
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The ML estimate of the return period function is given by:
RˆP =
1
1− e−e−
x−µˆ
σˆ
(7.3.12)
Table 7.1 gives the maximum likelihood estimates of the location and shape param-
eters, along with the corresponding 95% confidence intervals and the goodness of fit
p-values. The p-values indicate that the ML model provides a very good fit. How-
ever, the significant drop in the p-value under the tail sensitive Anderson-Darling test
suggests the goodness of fit may not be so great in both left and right tails. Figures
7.3 and 7.4 present the quantile and return period functions under the method of
maximum likelihood.
µˆ, 95%CI σˆ, 95%CI K-S χ2 A-D
1764.454, (1428.3, 2101.5) 1314.909, (1065.7, 1564.2) 0.4212 0.4339 0.1 < p < 0.2
Table 7.1: ML Estimates of the Location and Shape Parameter Estimates and Goodness of
Fit
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Figure 7.3: Stream Flow Quantile Function Under the ML Estimates with 95% Confidence
Bands
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Figure 7.4: Stream Flow Return Period Function Under ML
Models 2 and 3: Time Dependent Location Parameter
Figure 7.1 suggests that extreme stream flow could possibly exhibit trends with re-
spect to time. To investigate this, the following variations of the ML model were also
fitted:
Model 2: µ(t) = a + b(Y ear− t0 + 1), σ = constant (7.3.13)
a three parameter model with µ allowed to vary linearly with respect to time;
Model 3: µ(t) = a+ b(Y ear − t0 + 1) + c(Y ear− t0 + 1)2, σ = constant (7.3.14)
a four parameter model with µ allowed to vary quadratically with respect to time
(where t0 denotes the year the records started). Higher order polynomials are often
better at describing a data set, but their projections into the future tend to fluctuate
too wildly, and in the case of variability, they shrink or expand too quickly. This was
often found to be the case with fitting cubic or higher order polynomials; thus those
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models were not considered. The standard likelihood ratio test was used to determine
whether the trends described my models 2 and 3 were significant. Since the ML model
is a submodel of both equations (7.3.13) and (7.3.14), a standard way of determining
the best fit model is the likelihood ratio test. If L2 is the maximum likelihood for the
three parameter model 1 and L1 is the maximum likelihood for the two parameter
model, then under the simpler model the test statistic λ = -2log(L1 /L2 ) would be
assumed to be distributed as a Chi-square variable with 1 degree of freedom (since
the number of parameters differ by 1). In hypothesis testing that problems this would
be asymptotically true as the number of data tends to infinity. Thus, at 95% level
of significance, the simpler parameter model would be prefered if -2log(L1 /L2 ) <
χ21,0.95 = 3.841. In practice, because of the lack of complete independence of the
annual maxima, this would probably have to be interpreted conservatively. Using the
likelihood ratio test, we tested to see whether models two and three provided better
fit than the ML estimates. Table 7.2 summarizes the parameter estimates, along
with the values of log likelihood. As we can see from the table, since -2log(L1 /L2)
= 1146.77 - 1145.21 = 1.56 < 3.841 = χ21,0.95 , it follows by the standard likelihood
ratio test that model 1 should be preferred and we see no evidence of linear trend
in the location parameter with respect to time. Since -2log(L1 /L3) = 1146.77 -
1145.07 = 1.7 < 5.991 = χ22,0.95 it follows by the standard likelihood ratio test that
model 1 should be preferred and we see no evidence of quadratic trend in the location
parameter with respect to time. Since there is no linear or quadratic trend in the
location parameter µ with respect to time, we conclude that model one is superior
to models two and three.
Model Parameter Estimates -2LogL
Max.Lik µˆ = 1764.454, σˆ = 1314.909 1146.77
Lin. Trend aˆ = 2147.69, bˆ= -11.14, σˆ 1145.21
Quad.Trend aˆ = 2276.37, bˆ= -23.42,cˆ = 0.19, σˆ 1145.07
Table 7.2: Log-likelihood Estimates for ML Linear and Quadratic Trend Models
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Model 4: The Jackknife Model
In this model, the jackknife method is used to decrease the standard error of the max-
imum likelihood estimates of the location and scale parameters. The method derives
its name from the way it is implemented and was first introduced by M. H. Que-
nouille (1949), and further developed by J. Tukey (1958). The decrease in standard
error is achieved by constructing additional sample sets based on the observed data
values, without any assumptions as to the estimate’s distribution. Recently, Hahn et
al. (2002) have shown that jackknife bias corrected ML estimates are higher order
efficient. If we let θˆ be the ML estimator of parameter θ from a sample of size n,
the procedure consists of the following steps:
(i) Calculate n estimators θˆi , where for each i from 1 to n, θˆi is obtained using
the expression defining θˆ eliminating the i-th observation so that each θˆi is
calculated with a sample size n-1 (for this reason the method is also called the
leave-one-out method)
(ii) Let θˆ∗ be the mean of these n observations, i.e,
θˆ∗ =
n∑
i=1
θˆi
n
then the jackknife estimate of θ is
θˆJK = nθˆ − (n− 1)θˆ∗
(iii) The jackknife estimate of the variance of θˆ is given by
V ar(θˆJK) =
n − 1
n
n∑
i=1
(θˆi − θˆ∗)2
and the corresponding (1-α )100% confidence interval for θ and sufficiently large
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n is approximately given by
θˆJK ± zα/2
√
V ar(θˆJK). (7.3.15)
Then, jackknife estimate of the quantile function, QˆJK is given by
QˆJK = µˆJK − σˆJK ln(−ln(F )) (7.3.16)
and the jackknife estimate of the return period function given by
RˆP JK =
1
1− e−e−
x−µˆJK
σˆJK
. (7.3.17)
Table 7.3 lists the location and shape parameter estimates under the jackknife model,
along with the corresponding 95% confidence intervals and goodness of fit p-values.
From table 7.3 we can see that the jackknife location and scale parameter estimates
are slightly different from their ML counterparts. From table 7.3 we may conclude
that the jackknife methodology gives higher p-values and improves the goodness of
fit of the maximum likelihood method. As expected, the 95% confidence intervals
for the jackknife parameter estimates are considerably tighter than the corresponding
ML confidence intervals, which indicates that the standard errors of the jackknife
estimates are much lower than those of ML estimates. Figures 7.5 and 7.6 present
the quantile and return period functions for the jackknife model.
µˆjk, 95%CI σˆJK , 95%CI K-S χ
2 A-D
1757.11, (1730.8, 1783.5) 1322.76, (1296.8, 1348.8) 0.4891 0.5977 0.1 < p < 0.2
Table 7.3: Location and Shape Parameter Estimates Under the Jackknife Model and Good-
ness of Fit
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Figure 7.5: Stream Flow Quantile Function Under Jackknife
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Figure 7.6: Stream Flow Return Period Function Under the Jackknife Model
Model 5: A Bayesian Model
An alternative way to take statistical uncertainties into account is to regard the
location and scale parameters as being random quantities rather than deterministic
quantities. On the basis of the observed annual maximum stream flow levels, the
prior density of these random quantities can be updated to the posterior density by
using Bayes’ theorem. In order to describe the apriori ’lack of knowledge,’ we use
the non-informative Jeffreys prior for the location and scale parameters of the two
parameter Gumbel distribution given by equation (7.3.3), because for the purpose of
flood prediction, we would like the observations to speak for themselves, especially in
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comparison to the prior information. This means that the prior distribution should
describe a certain ’lack of knowledge,’ or in other words, should be as vague as
possible. The derivation of the expression for the quantile function under the Gumbel
distribution was performed in chapter 5 under Lindley’s approximation procedure.
Assuming that the location and scale parameters µ and σ behave as random variables
with a joint PDF π(µ, σ) , the Bayes quantile function estimate QˆB for a desired
quantile q under Jeffreys non-informative prior and square error loss given by:
QˆB = Qˆ+ P2u2σ22 +
1
2
(L30σ
2
11 + L03u2σ
2
22 + L21u2σ11σ22 + L12σ22σ11), (7.3.18)
evaluated at the MLE of Q, µ and σ ( Qˆ , µˆ and σˆ ), where
L2,0 = − 1
σ2
n∑
i=1
e−
xi−µ
σ .
L0,2 =
n
σ2
− [
n∑
l=1
2(xi − µ)[1− e−
(xi−µ)
σ ]]
1
σ3
+ (
n∑
i=1
e−(
xi−µ
σ
)(xi − µ)2) 1
σ4
.
L3,0 = − 1
σ3
n∑
i=1
e−
xi−µ
σ .
L0,3 =
−2n
σ3
+ 6[
n∑
i=1
(xi − µ)[1− e−
(xi−µ)
σ ]]
1
σ4
+6[
n∑
i=1
e−
(xi−µ)
σ (xi − µ)2] 1
σ5
− 1[
n∑
i=1
e−
(xi−µ)
σ (xi − µ)3] 1
σ6
.
L21 =
n∑
i=1
e−(
xi−µ
σ
)]
2
σ3
− [
n∑
i=1
e−(
xi−µ
σ
)(xi−µ)]
1
σ4
.
L12 =
2
σ3
(n−
n∑
i=1
e
xi−µ
σ ) +
4
σ4
∑
(xi − µ)e−
xi−µ
σ − 1
σ5
n∑
i=1
(xi − µ)2e−
xi−µ
σ .
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and
σ11 = (−L20)−1 and σ22 = (−L02)−1
P1 = 0 P2 = − 2
σ3
and u2 = − ln(− ln(1− q)).
Figure 7.7 presents the quantile functions under the jackknife and Bayes models. The
graphs are almost identical. Our analysis from chapter 5 concluded that, as expected,
the Bayes estimate under Jeffrey’s non-informative prior is always ”closer” to the true
state of nature than its ML counterpart, so we will assume that it is the model that
provides the closest fit.
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Figure 7.7: Stream Flow Quantile function Under Jackknife and Bayes Models
Model 6: The Non-parametric Kernel Density Model
Following the results from chapter 2, we estimate the kernel density cumulative den-
sity function using the five step procedure. This analysis is based on the assumption
that no parametric model can be found to model our data. In order to make our
non-parametric analysis more accurate, we performed the log transformation of the
data. The five step procedure is given as follows:
(i) Choose a positive number h1 and an integer k.
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(ii) For h = ih1
k
, i = 1, 2, ... k calculate the corresponding Fˆn and display their
graphs.
(iii) If these k graphs look almost the same, choose a bigger h1 and go back to step
1.
(iv) Find i∗ such that the graphs before i∗ look very similar and the graphs after
i∗ look quite different from before.
(v) Choose any h = ih1
k
, i < i∗ and compute Fˆn .
Following our results from chapter 2, we derived the kernel density estimate of the
quantile function under the optimal bandwidth using the top for the sample of this
size, namely the Epanechnikov kernel given by
K(u) =
3
4
(1− u2)I(| u |≤ 1).
The kernel density estimate of the quantile function, QˆKD and return period function
is found by solving for x in the kernel density estimate of the cumulative distribution
function Fˆn
Fˆn =
1
nhopt
n∑
i=1
∫ x
−∞
K(
y −Xi
hopt
)dy (7.3.19)
under the optimal bandwidth hopt and kernel function K(u). We performed the non-
parametric kernel density analysis using the top kernel and the five step procedure
for finding the optimal bandwidth. Due to the large spacing between the data points,
the search for the optimal bandwidth was quite lengthy. In order to make our non-
parametric analysis more accurate, we performed the log transformation of the data.
The optimal bandwidth for the log transformed data of hopt = 0.85 was derived by us-
ing h1 = 0.31, k = 4 and choosing a series of bigger h1 until we reached the desired i
∗ .
The goodness of fit p-values under the Epanechnikov kernel and optimal bandwidth
are given in table 7.4. They indicate that the non-parametric kernel density estimates
are overall not as good as their parametric counterparts. The Anderson-Darling p-
value calculation is not possible for the non-parametric kernel density. However,
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figure 7.8 illustrates that the kernel density estimates of the return period function
are higher than the parametric ones for the stream flow higher than 6,000 cfs. Since
the Anderson-Darling test indicated that the parametric models were not as close in
the right tail as desirable, we tested for evidence that the kernel density estimates
of the return period function provide more realistic values in the right tail of the
distribution, by comparing each with the Empirical distribution function of the data
Fˆe . Table 7.5 lists the difference between the Empirical cumulative density function
values for the top 5 values and each of the model’s cumulative distribution functions.
As the differences in table 7.5 indicate, the kernel density model overestimates the
quantiles and is the closest to the Empirical CDF at the same time, suggesting a
heavier right tail in the distribution than the Gumbel probability distribution models
can handle.
Kernel Optimal Bandwidth Kolmogorov-Smirnov χ2
Epanechnikov 0.85 p = 0.18 p = 0.2
Table 7.4: Goodness of Fit P-values for the Kernel Density Method for the Top Kernel and
Optimal Bandwidth
12000100008000
500
6000
400
4000
300
200
2000
100
0
0
Bayes Return Period     
Jackknife Return Period
Kernel Return Period    
Figure 7.8: Return Period Function Under Jackknife, Bayes, and Kernel Density Models
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Value Fˆe − Fˆjk Fˆe − FˆB Fˆe − Fˆn
12600 -0.00275 -0.0026 0.0012
7750 -0.0051 -0.0055 0.0034
6410 -0.0025 -0.0024 0.0020
5920 -0.0050 -0.0049 0.0044
5890 -0.002 -0.0019 0.0008
5330 -0.0014 -0.0011 0.013
5130 -0.02 -0.02 0.017
4880 -0.03 -0.028 0.09
Table 7.5: Differences Between the Empirical, and Jackknife, Bayes, and Kernel Density
CDF Estimates for the Top Eight Tail Values
7.4 Model Comparison and Recommendation
The primary objective of an extreme value analysis is often prediction, i.e. given the
history of annual maxima stream flow (and other possible external information), the
main interest is in estimating the extremal characteristics over some future period
of time. The return period function is defined as the average period of return of
the extreme event and it can indicate how long it will take for the recurrence of a
particular stream flow of interest. So, among the six models, which should be used
to make a prediction as to how often a particular stream flow will return? Figure 7.8
suggests that kernel density model over estimates the return period when compared
to both the jackknife and Bayesian models around the major flood stage levels. As
table 7.5 suggests, this overestimation provides for better modeling in the tails for
data values larger than or equal to 4880 cfs, even though the jackknife and Bayes
models performed better overall. This is further emphasized by table 7.6, which
lists the values of the major quantiles for the top five models considered and the
corresponding return levels. Since the return period is given by RP = 1
1−F , we can
use table 7.6 to make predictions. For example, since 1
1−0.995 = 200, we may think of
the stream flow levels represented by Qˆ(0.995) as the levels we expect to occur every
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200 years. From table 7.6 we can see that the kernel density quantiles are significantly
lower than the lower quantiles and significantly higher than the upper quantiles of
both the jackknife and Bayes quantile estimates. The return period and quantile
functions under the jackknife and Bayesian models should be preferred overall, but
the kernel density model should be used to predict return periods that correspond to
flood levels.
Method Qˆ(0.1) Qˆ(0.3) Qˆ(0.5) Qˆ(0.9) Qˆ(0.95) Qˆ(0.99) Qˆ(0.995) Qˆ(0.999)
Max.Lik 667.78 1520.37 2246.38 4723.48 5669.99 7813.23 8727.96 10846
Jackknife 653.89 1511.57 2241.92 4733.81 5685.97 7842 8762.2 10893.75
Bayes 606.31 1488.76 2240.14 4803.79 5783.37 8001.5 8948.2 11141.13
Kernel 621.7 1332.61 2043.49 5146.24 6172.66 8561.3 10290.13 12914
Table 7.6: Major Quantiles for the Annual Peak Stream Flow Under the Top Four Models
7.5 Conclusion
In the present study, we conducted both a parametric and non-parametric estimation
of the quantile and return period functions for the annual maximum stream flow of the
Hillsborough River. The quantile and return period functions are useful in hydrology,
as they can be used to make predictions about the future recurrence of potentially
flood causing stream flow. After examining six different models, based on the good-
ness of fit tests, and results from previous chapters, we found that jackknife and Bayes
methods provided estimates of best fit. Under the method of maximum likelihood
we found no evidence of linear or quadratic trend for the location parameter. We
implemented the jackknife procedure and showed that it reduced the standard error
and provided a tighter confidence interval for the parameters than the maximum like-
lihood method. Since the choice of the underlying distribution function, in our case
the Gumbel probability distribution, has an inherent arbitrariness associated with it,
we employed the method of nonparametric kernel density estimation to derive the
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estimates of quantile and return period functions under the five step procedure. The
use of nonparametric densities eliminates the need for selecting a particular distribu-
tion and the potential bias associated with a wrong choice. Non-parametrically we
used the five-step procedure to estimate the optimal bandwidth and find the most ac-
curate estimates. However, we observed that kernel density estimates of the quantile
and period functions provided a better fit in the extreme right tail of the distribution.
We recommend that kernel density estimation under optimal bandwidth be used to
remedy underestimation in extreme tails, which may be present when applying the
Gumbel probability distribution model.
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Water Year Date Gauge Height (ft) Peak Annual Stream Flow(cfs)
1940 1940-02-18 4.84 724
1941 1941-04-04 12.65 4230
1942 1942-03-03 8.72 1760
1943 1943-08-31 10.23 2350
1944 1944-08-15 6.8 1200
1945 1945-07-26 13.3 5330
1946 1946-08-02 9.4 2010
1947 1947-09-19 13.71 5920
1948 1948-01-25 12.02 3600
1949 1949-08-28 12.9 4620
1950 1950-09-07 13.8 5890
1951 1951-09-19 6.18 1060
1952 1952-03-27 7.6 1420
1953 1953-09-28 12.66 4310
1954 1954-07-27 9.08 1890
1955 1955-09-10 6.93 1240
1956 1956-09-09 6.1 1040
1957 1957-08-07 9.55 2070
1958 1958-02-27 10 2260
1959 1959-03-20 13.1 4880
1960 1960-03-18 15.33 12600
1961 1961-10-11 6.3 1210
1962 1962-08-25 11.2 2940
1963 1963-08-22 6.34 1220
1964 1964-09-11 11.9 3500
1965 1965-08-09 11.85 3460
1966 1966-08-08 8.99 1980
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Water Year Date Gauge Height(ft) Stream-flow(cfs)
1967 1967-08-17 10.98 2380
1968 1968-07-09 10.12 2360
1969 1969-03-18 8.35 1780
1970 1970-10-04 10.97 2800
1971 1971-09-13 4.37 700
1972 1972-08-17 4.79 789
1973 1973-09-10 6.25 1190
1974 1974-06-27 9.95 2200
1975 1975-08-19 8.84 1920
1976 1976-10-05 9.1 2000
1977 1977-09-19 4.86 802
1978 1978-02-19 8.35 1760
1979 1979-09-30 12.25 3850
1980 1980-08-19 4.84 792
1981 1981-09-18 3.44 453
1982 1982-09-26 6.96 1350
1983 1983-03-18 8.47 1800
1984 1984-12-30 6.57 1240
1985 1985-09-07 11.82 3440
1986 1986-03-16 5.74 1020
1987 1987-03-31 12.41 4060
1988 1988-09-09 13.17 5130
1989 1989-11-24 9.96 2330
1990 1990-07-26 2.93 387
1991 1991-07-15 8.08 1550
1992 1992-09-05 4.4 675
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Water Year Date Gauge Height(ft) Stream-flow(cfs)
1993 1993-10-04 6.72 1180
1994 1994-09-17 11.24 2990
1995 1995-09-13 11.31 3040
1996 1996-10-11 8.01 1500
1997 1997-09-28 12.61 4300
1998 1998-12-28 14.22 7750
1999 1999-08-25 3.07 393
2000 2000-09-18 2.43 289
2001 2001-09-15 11.76 3390
2002 2002-09-25 5.28 826
2003 2003-01-02 12.21 3830
2004 2004-09-07 13.93 6410
2005 2005-07-16 6.61 1140
2006 2006-10-25 3.98 557
Table 7.7: Hillsborough River Annual Peak Stream Flow Near Zephyrhills, FL.
Hillsborough County, Florida. Hydrologic Unit Code 03100205. Latitude 2808’59”, Lon-
gitude 8213’57” NAD27. Drainage area 220.00 square miles. Contributing drainage area
220.00 square miles. Gage datum 33.28 feet above sea level NGVD29.
126
8 Future Research
In the present chapter we propose future investigations of areas where our results can
be implemented and compared to the ones we have obtained so far. In chapter 2 we
provided a new kernel ranking different from Silverman (1986) based on the selection
of the optimal bandwidth for the reliability function. An inherent problem in density
estimation for failure data is the spillover at the origin, which can be addressed using
non-symmetric kernels. Recent efforts have been made to choose asymptotically opti-
mal bandwidths using Bayesian methodology and asymmetric kernels, like the inverse
Gaussian kernel (see Kulasekera and Padgett (2006)). We plan to extend the simple
five step procedure to compare our optimal bandwidth with the new Bayes selected
bandwidth. We also plan to investigate how data filtering affects the ranking of ker-
nels in kernel density estimation. These are the new directions that warrant further
investigations. In chapter 3 we derived and compared the ordinary (ML and MVU),
Bayes and Empirical Bayes estimates for the Gumbel reliability function with their
nonparametric kernel density estimates and found them to be close. There has been
a significant attention on the bivariate (and multivariate) extreme value distributions
in recent years, in particular the Gumbel mixed model, as for example when multiple
episodic failure events have correlated maximum peaks and total failure times per
testing phase. Our univariate results will be extended to bivariate cases. Chapter
4 focused on deriving and comparing Bayes Gumbel reliability estimates, under six
different priors, including our own kernel density prior, and a fixed loss function,
namely the square error loss. Since a loss function provides measure of the financial
consequences arising from a wrong estimate of an unknown quantity, its choice does
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not depend on the type of estimation being used. The estimation itself is optimal
based on the type of loss function being chosen. We, as most other authors, chose
to use the square error loss function because it produced the posterior mean as the
Bayes estimator and was algebraically easy to calculate. In practice, however, an
overestimation of the reliability function is usually much more serious than underes-
timation. Also, an underestimate of the failure rate function is more serious than its
overestimate, so in addition to studying robustness of the Gumbel reliability func-
tion under different symmetric loss functions, we need to consider asymmetric loss
functions such as LINEX as well. In chapter 5 we derived the Bayes estimate of
target time subject to specified reliability under Jeffrey’s non-informative prior and
square error loss and compared its performance with its ordinary (ML) counterpart.
Using numerical study, we found the Bayesian estimate to be more effective. Further
research will compare the Bayes estimates under other priors, and extend our results
to other extreme value distributions such as Frechet, Pareto, or Weibull. In chapter
6 we introduced a kernel density procedure in order to study the effectiveness of loss
functions in producing close Bayes parameter estimates and showed it was superior
to other three commonly used methods. We intend to apply this procedure in the
future when studying the robustness of loss functions. Finally, in chapter 7 we used
the Gumbel probability distribution to model the maximum annual stream flow of
the Hillsborough river. We considered six different models. We used kernel density
estimation to improve the fit in the extreme tails, therefore producing closer extreme
quantile and return period estimates. Our future efforts will focus on using KDE
to consider the improved nonparametric estimates of other commonly used extreme
value distributions.
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