Abstract. This article considers proximal planar shapes in terms of the proximity of shape nerves and shape nerve complexes. A shape nerve is collection of 2-simplexes with nonempty intersection on a triangulated shape space. A planar shape is a shape nerve complex, which is a collection of shape nerves that have nonempty intersection. A main result in this paper is the homotopy equivalence of a planar shape nerve complex and the union of its nerve sub-complexes.
Introduction
This article introduces shapes that are collections of nerve complexes restricted to the Euclidean plane. A shape A (denoted by shA) is a finite region of the Euclidean plane bounded by a simple closed curve with a nonempty interior. A shape satisfies the Jordan curve theorem. Recall that a closed curve is simple, provided the curve has no self-intersections (loops).
Theorem 1. [Jordan Curve Theorem [16]].
A simple closed curve lying on the plane divides the plane into two regions and forms their common boundary.
Proof. For the first complete proof, see O. Veblen [39] . For a simplified proof via the Brouwer Fixed Point Theorem, see R. Maehara [20] . For an elaborate proof, see J.R. Mundres [22, §63, [390] [391] Theorem 63.4] . Example 1. A shape divides the plane into two regions, providing a common boundary for the two regions 1 . For example, the kangaroo in Fig. 1 is a shape shA that includes a point p in its interior.
Including both the interior and boundary in a shape reflects the view of shapes by P. Alexandroff and H. Hopf [6, §VII.3, p. 311] , who called attention to the importance of both the interior and exterior properties of a shape.
Figure 2. shA ⊂ {△}
In this paper, a proximal computational topology approach to shapes is introduced. Computational topology combines geometry, topology and algorithms in the study of topological structures, introduced by H. Edelsbrunner and J.L. Harer [11] . K. Borsuk was one of the first to suggest studying sequences of plane shapes in his theory of shapes [8] . Borsuk also observed that every polytope can be decomposed into a finite sum of elementary simplexes. A polytope is the intersection of finitely many closed half spaces [41] . This leads to a simplicial complex K (denoted by cxK) covered by 2-simplexes ∆ 1 , . . . , ∆ n (filled triangles) such that the nerve of the decomposition is the same as K [7] . Briefly, a geometric simplicial complex (denoted by ∆(S) or simply by ∆) is the convex hull of a set of vertices S, i.e., the smallest convex set containing S. Geometric simplexes in this paper are restricted to vertices (0-simplexes), line segments (1-simplexes) and filled triangles (2-simplexes) in the Euclidean plane, since our main interest is in the extraction of features of simplexes superimposed on planar digital images.
A collection X of simplexes that cover a planar bounded region is called a simplicial complex (briefly, complex ). The decomposition of a finite bounded plane surface region into triangles (surface triangulation) is a covering of the surface region with the vertices, edges and interiors of non-overlapping filled triangles.
Example 2. A partial triangulation of a kangaroo shape shA is given in Fig. 2 , forming a shape complex in which shA ⊂ {△} (set of triangles in triangulation). A more complete triangulation of this shape would include more of the boundary and interior points as triangle vertices.
Decomposition triangles are non-overlapping, provided the interiors of the triangles are disjoint, i.e., the intersection of the triangle interiors is empty [21] . Let X be a finite plane surface region, T a set of filled triangles. Surface X is covered by T , provided X ⊆ T . In other words, a triangulation of a surface is decomposition of the surface. Each triangulation of a surface region results in a finite system of triangles called a geometrical complex (briefly, complex ) [5, §14]. A 2-dimensional complex is a finite collection of filled triangles that cover a finite plane surface region.
An important form of simplicial complex is a collection of simplexes called a nerve (see, e.g., Fig. 3) . A planar complex K is a nerve, provided the simplexes in K have nonempty intersection equal to a vertex (called the nucleus of the nerve). A nerve of a complex K (denoted by NrvK) is a collection of 2-simplexes △ in the triangulation of a plane region, defined by Let K(p) ⊂ K denote a collection of 2-simplexes that includes a vertex p. The nucleus p of a nerve complex (denoted by NrvK(p)) is a vertex p common to the 2-simplexes in K(p). For simplicity, we also write NrvK (omitting the nucleus p).
Example 3. The collection of filled triangles in Fig. 4 is an example of a nerve complex NrvK(p) with a nucleus p. That is, NrvK(p) is a collection of filled triangles that have vertex p in common. In effect, for vertex p in shape shA, a shape nerve NrvK(p) is defined by
A sample shape nerve NrvK(p) is shown in Fig. 3 .
Triangulation of point clouds in the plane provides a straightforward basis for the study of shapes covered by nerve complexes.
Example 4. Sample overlapping nerve complexes on a kangaroo shape are shown the highlighted regions in Fig. 3 . For simplicity, only a partial triangulation of the kangaroo shape is shown. Some vertices lie outside the shape, reflect the common occurrence of shapes that lie in the interior a bounded plane region. The nerve complexes in Fig. 3 are maximal, since each one has the highest number of triangles, compared with all other nerve complexes in the triangulation, forming a shape complex. A more complete triangulation of this shape would include all of the boundary and interior vertices.
The study of nerves was introduced by P. Alexandroff [5, §33, p. 39], [4] , elaborated by P. Alexandroff and H. Hopf [6, §2.1], K. Borsuk [7] , J. Leray [17] , and a number of others such as M. Adamaszek et al. [1] , E.C. de Verdière et al. [10] , H. Edelsbrunner and J.L. Harer [11] , and more recently by M. Adamaszek, H. Adams, F. Frick, C. Peterson and C. Previte-Johnson [2] . In this paper, a shape nervebased extension of the Edelsbrunner-Harer Nerve Theorem [11, §III.2, p. 59] is given (see Theorem 10) . A shape nerve complex Nrv(NrvK(p), p ∈ shA) is a collection of shape nerves with nonempty intersection defined by
Example 5. Sample Shape Nerve Complex. A pair of overlapping shape nerves Nrv 1 K(p), Nrv 2 K(q) with nuclei p, p ′ ∈ shA on a shape shA are shown in Fig. 5 . In this case, the shape nerve complex (denoted by shA (cxNrv) in Fig. 5 ) equals Theorem 2. If shA is a nerve complex in the Euclidean plane, shA is homotopy equivalent to the union of its nerve sub-complexes.
A practical application of shape complexes is the study of the characteristics of surface shapes. Such shapes can be quite complex when they are found in digital images. By covering an image object shape with nerve complexes, we simplify the problem of describing object shapes, thanks to a knowledge of geometric features of nerve complexes. The problem of classifying shapes is simplified by extracting regional feature values from the nerves complexes that cover each shape. This is essentially a point-free geometry approach introduced by [32] .
Preliminaries
This section briefly introduces three basic types of proximities, namely, traditional spatial proximity δ and the more recent strong proximity ∧ ∧ δ and descriptive proximity ∧ ∧ δ Φ in the study of computational proximity [30] . Let A be a nonempty set of vertices, p ∈ A in a finite, bounded region X of the Euclidean plane. An open ball B r (p) with radius r is defined by B r (p) = {q ∈ X : p − q < r} (Open ball with center p, radius r).
The closure of A (denoted by clA) is defined by clA = {q ∈ X : B r (q) ⊂ A for some r} (Closure of set A).
The boundary of A (denoted by bdyA) is defined by
Of great interest in the study of shapes is the interior of a shape, found by subtracting the boundary of a shape from its closure. In general, the interior of a nonempty set A ⊂ X (denoted by intA) defined by intA = clA − bdyA (Interior of set A).
Example 6. The interior of a planar shape is the shape without its boundary points. For example, the gray region minus the contour of the kangaroo shape shA shown in Fig. 1 . In this case, p ∈ int(shA).
Proximities are nearness relations. In other words, a proximity between nonempty sets is a closeness relation between the sets. A proximity space results from endowing a nonempty set with one or more proximities. Typically, a proximity space is endowed with a proximity fromCech [38] , Efremovic [12] , Lodato [18] , Wallman [40] , Naimpally and Warrack [25] , Naimpally [23] and the more recent descriptive proximity [26] , [9] .
2.1. Spatial Proximity. A pair of nonempty sets in a proximity space are spatially near (close to each other ), provided the sets have one or more points in common or each set contains one or more points that are sufficiently close to each other. Let X be a nonempty set, A, B, C ⊂ X. E.Cech [38] introduced axioms for the simplest form of proximity δ, which satisfies
Overloading the symbol δ, the Lodato proximity δ [18] satisfies theCech proximity axioms and axiom (P5).
(P5): A δ B and {b} δ C for each b ∈ B ⇒ A δ C. We can associate a topology with the space (X, δ) by considering as closed sets those sets that coincide with their own closure.
Let X be a proximity space, A, B, C ⊂ X and x ∈ X. The relation ∧ ∧ δ on the family of subsets 2 X is a strong proximity, provided it satisfies the following axioms.
(snN3): If {B i } i∈I is an arbitrary family of subsets of X and A
When we write A ∧ ∧ δ B, we read A is strongly near B (A strongly contacts B). For each strong proximity (strong contact ), we assume the following relations:
By definition, a planar shape is a nonempty sets of points in the Euclidean plane, since each shape is bounded by a simple closed curve with nonempty interior. Let shA, shB be planar shapes, which are nonempty sets in a triangulated finite planar region endowed with the strong proximity
δ shB implies that shape shA and shape shB overlap. That is, the finite region of the Euclidean plane represented by shA overlaps with the finite planar region represented by shB, provided the pair of shapes have members in common. Remark 1. Nerve shape. Let NrvA denote a planar nerve, which is a collection of filled triangles △s with a common vertex denoted by v NrvA (called the nerve nucleus). A simple, closed, polygonal curve C is defined by the sequence of connected △ vertices opposite v NrvA . A pair of vertices v, v ′ are connected, provided there is a sequence of edges that defines a path between v and v. C is closed, since one can start at any vertex v in C and traverse C to reach v. Also, C has a nonempty interior, since each of the △s in NrvA is filled. Hence, C defines a polygonal nerve shape (briefly, nerve shape, denoted by shA). A sample planar nerve shape is NrvK(p) in Fig. 3 .
These observations lead to Proposition 1. 
Descriptive Proximity.
In the run-up to a close look at extracting features from shape complexes, we first consider descriptive proximities introduced in [26] , fully covered in [9] and briefly introduced, here. There are two basic types of object features, namely, object characteristic and object location. For example, an object characteristic of a picture point is colour. Descriptive proximities resulted from the introduction of the descriptive intersection pairs of nonempty sets [26] , [24, §4.3, p. 84] .
(Φ): Φ(A) = {Φ(x) ∈ R n : x ∈ A}, set of feature vectors.
Let Φ(x) be a feature vector for x ∈ X, a nonempty set of points. A δ Φ B reads A is descriptively near B, provided Φ(x) = Φ(y) for at least one pair of elements, x ∈ A, y ∈ B.
Remark 2. Descriptive Intersection of Nerve Complexes. Let NrvA, NrvB be a pair of nerve complexes, which are intersecting nerves. Each nerve is a collection triangles △ with a common vertex. A description of the nerve complex NrvA is defined by
For example, the description of △ ∈ NrvA (denoted by Φ(△)) is defined in terms of a single feature of △, namely, the area of △. The description of NrvB is defined similarly. Hence, the description of a a nerve complex is a set of descriptions of its member triangles. The descriptive intersection of NrvA, NrvB is defined by
The pair of nerve complexes NrvA, NrvB have nonempty descriptive intersection, provided there is a △ ∈ NrvA and a △ ′ ∈ NrvB such that Φ(△) = Φ(△ ′ ), i.e., the triangles have matching descriptions.
The proximity δ in theCech, Efremovic, and Wallman proximities is replaced by δ Φ . Then swapping out δ with δ Φ in each of the Lodato axioms defines a descriptive Lodato proximity [28, §4. 15 .2] that satisfies the following axioms. δ NrvB. Consequently, ∆E is common to NrvA, NrvB. Then there is a ∆ ∈ NrvA with the same description as a triangle ∆ ∈ NrvB. Let Φ(∆E) be a description of ∆E. Then, Φ(∆E) ∈ Φ(NrvA)& ∈ Φ(∆E) ∈ Φ(NrvB), since ∆E ∈ NrvA ∩ NrvB. Hence, ∆E ∈ NrvA ∩ Φ NrvB (from Remark 2). 
If {B i } i∈I is an arbitrary family of subsets of X and A
When we write A ∧ ∧ δ Φ B, we read A is descriptively strongly near B. For each descriptive strong proximity, we assume the following relations: single feature description of a shape nerve. The term wiring can be interpreted in different ways. For example, shape nerves both with nuclei on a shape boundary or overlapping shape nerves with at least one common △. For example, the highlighted nerve complexes in Fig. 5 satisfy both of these wiring conditions. Let
have at least one common △. Hence, from Lemma 1,
An easy next step is to consider shape complexes that are descriptively near and descriptively strongly near. Let shA, shB be a pair of shape complexes and let NrvK ∈ shA, NrvK ′ ∈ shB. Then shA δ Φ shB, provided NrvK ∩
Taking this a step further, whenever a region in interior of shA has a description that matches the description of a region in the interior of shB, the pair of shapes are descriptively strongly near. Let NrvK ∈ shA, NrvK ′ ∈ shB. Then 
Main Results
Recall that the nucleus of a nerve complex is a vertex that is common to the filled triangles in the nerve.
Lemma 2. Every vertex of a planar complex with three or more vertices is the nucleus of a nerve.
Proof. Let cxK be a planar complex with 2k+1, k ≥ 1 vertices P . We consider only the case where k = 2. Let p ∈ P and connect p to q, one of its neighbouring vertices. The line seqment pq is on the boundary of a half plane. Repeat this, connecting straight edges from p to each of the remaining vertices in P . Next, connect each q to each of its neighbouring vertices in cxK \ p to form triangles. Orient the resulting half planes with borders containing the constructed line segments to obtain a collection of filled triangles (denoted by NrvA). The vertex p is common to the triangles in NrvA. Hence, p is the nucleus of the complex NrvA.
Example 8. The collection of filled triangles in Fig. 4 is an example of a nerve complex with a nucleus p (denoted by NrvA(p)). That is, NrvA(p) is a collection of filled triangles that have vertex p in common.
Let NrvK(p), K(p) ⊂ K, p ∈ shA denote a nerve complex with nucleus p in a shape shA covered by a complex K.
Theorem 7. Let V be a nonempty set of nuclei in a triangulated shape shA in a complex cxK with at least one pair of vertices q, r ∈ K \ shA for triangles △ that have at least one vertex in shA. Then
In other words, the nerve complexes of a shape cover the shape.
Proof. If we allow one or more the vertices q in △ ∈ shA to be in K \ shA, the result follows from Lemma 2, since a straight edge pq ∈ △ ∈ shA for at least one straight nerve complex in shape shA. Proof. From Lemma 2, every vertex of a triangle △ in a shape nerve NrvK(p) on shape shA is the nucleus of a nerve. Consequently, NrvK(p) will have a triangle in common with other shape nerves on shA (cxNrv). Hence, the desired result follows.
be a proximal relator space containing
Proof.
(1): NrvK(p)
Consequently, NrvK(p)
(2): We consider only p in the description Φ(NrvK(p)) of a shape nerve NrvK(p).
Shape nerves NrvK(p), NrvK(p ′ )have a vertex p in common, since NrvK(p)
This gives the desired result.
Let F be a finite collection of sets. Lemma 5. Let shape shA be a nerve Nrv (N rvK(p) : p ∈ shA, r > 0) defined by the nonempty intersection of a finite collection of shape nerves NrvK(p), p ∈ shA, which is a finite collection of closed, convex sets in Euclidean space. Then shape shA and the union of the nerves in shA have the same homotopy type.
Proof. From Theorem 10, we have that the union of the shape nerves NrvK(p) ∈ shA, p ∈ shA and shA have the same homotopy type.
Remark 3.
Every finite, bounded, planar shape shA is a nerve complex Nrv (NrvK(p)) , p ∈ shA covered with overlapping shape nerves in Nrv (NrvK(p)). The vertex p can either be on the boundary bdy(shA) or in the interior int(shA) of shape shA. By considering all such collections that cover a shape shA, we obtain the main result of this paper, namely, Theorem 2 as a straightforward corollary of Lemma 5. The results presented in this paper reflect ongoing work on shape theory [33, 3] and a direct outcome of a seminar on proximal nerve complexes on planar shapes at the University of Salerno during the summer of 2017 [27].
Remark 4. Open Problems.
An open problem in shape theory is covering a planar shape with a curved boundary so that the 2-simplexes in the triangulation conform to the shape curvature. The rectilinear triangulation approach presented in this paper does not work well for curved shapes such as the kangaroo shape in Fig. 1 . A step toward the solution of this problem is the introduction of curvilinear triangulation, leading to delta complexes introduced in [3] . A second open problem in shape theory is the construction of nerve complexes with extensions called spokes that cover a space more effectively than an Alexandroff nerve complex, called a nerve of a system of sets that have nonempty intersection [5, §33, p. 39]. A step toward the solution of the nerve spoke problem is the result of recent advances in nerve complexes that are collections of spoke complexes with nonempty intersection, given in [3] .
A third open problem in shape theory is the triangulation of space curves (also called twisted curves), intensively studied by D. Hilbert and S. Cohn-Vossen [15, §27] . An important related problem is the detection of δ-thin geodesic triangles in nerve complexes in triangulated shapes on either planar or hyperbolic surfaces. A geodetic triangle is δ-thin, provided each of its sides is contained in the δ-neighbourhood of the union of the remaining two sides [13, §2, p. 70] .
A fourth open problem in shape theory is the detection of nerve complexes in rectilinear and curvilinear triangulation of object shapes in digital images. Steps toward the solution to this problem are given in [33, 3] .
A fifth open problem in shape theory is the detection of nerve complexes and their graph geodesic in rectilinear and curvilinear triangulation of waveforms such as radar wide band signal co-channel interference (see, e.g., [19] ) and brain signals. Recent work on brain activity is step towards the solution of this problem in neuroscience (see, e.g., [37, 36] ).
