At present there are many companies that take the most advanced Deep Neural Networks (DNNs) to classify and analyze photos we upload to social networks or the cloud. In order to prevent users privacy from leakage, the attack characteristics of the adversarial example can be exploited to make these models misjudged. In this paper, we take advantage of reversible image transformation to construct reversible adversarial example, which is still an adversarial example to DNNs. It not only allows DNNs to extract the wrong information, but also can be recovered to its original image without any distortion. Experimental results show that reversible adversarial examples obtained by our method have higher attack success rates while ensuring that the reversible image quality is still high. Moreover, the proposed method is easy to operate, suitable for practical applications.
Introduction
With the rapid development of the Internet and the popularity of smart devices, there emerge a large amount of multimedia data, which is presented in the form of images, videos and others in everyday life. More and more people like to share multimedia data, especially images, to social networks or back up to the cloud. However, these personal data has become the most precious commodity in the digital age, and some powerful companies use it to conduct large-scale transactions. In 2014, many private photos of Hollywood actresses on iCloud were leaked. In 2018, Facebook was exposed to the largest data breach in history, and Cambridge data analysis agency involved was related to Trump's investigation. Cambridge analysis was alleged to use the personal data of 50 million users obtained on Facebook to create files without the user's consent, and to target them during the 2016 presidential election. It can be clearly seen that personal privacy disclosure rises a significant impact on individuals and society.
Deep Neural Networks (DNNs) have achieved extraordinary success in different fields, ranging from image classification [9] [5], text analysis [2] to speech recognition [3] . However, recent works show that DNNs are extremely vulnerable to adversarial examples generated by imposing subtle perturbations to inputs that lead a model to predict incorrect outputs. The existence of adversarial examples poses a great danger to the deployment of security-related applications [18] [11] . However, we can employ adversarial examples to protect the privacy of the image content. Many companies take some state-of-the-art algorithms to classify images and analyze user information. At present, the most advanced algorithms are based on deep neural networks. In order to protect the privacy of users, we can take advantage of the attack characteristic of adversarial examples. Specifically, we can use attack algorithms to generate adversarial example images, then share them to the social platform or back up to the cloud. It will allow the illegal organizations to misclassify the images and extract wrong information for protecting our privacy.
There is a problem with this method. In order to save storage space, local images are usually deleted after the users upload adversarial examples to the cloud. However, at the same time we will be unable to get original images. Therefore, people hope to develop a kind of adversarial example which can fool DNNs like its adversarial example, and the created adversarial examples can be controlled by the users [7] , i.e, the original image can be recovered from it. Reversibility is an ideal feature of cyber weapons, Liu et al. first proposed reversible adversarial example to solve this problem [12] . It mainly uses the reversible data hiding (RDH) [16] to hide the adversarial perturbation image as secret information into its adversarial example to obtain the reversible adversarial example. This method will be specifically introduced in related work. However, due to the limited embedding amount of RDH, it will be difficult to fully embed the perturbation image into adversarial example or the image quality will be poor when the adversarial perturbation is slightly enhanced. And this method has many operation steps and the implementation of this method is complex.
Based on this, we hope that there is a way to hide the original image directly into the adversarial example so that the original image can be recovered without distortion from the reversible adversarial example. Reversible image transformation [6] is a special data hiding algorithm with super large payload, which can hide the original image into the same size adversarial image so that the original image can be reversibly recovered. Therefore, we can take advantage of Reversible Image Transformation (RIT) to construct reversible adversarial examples. Specifically, we utilize reversible image transformation to disguise original image as its adversarial example to obtain the reversible adversarial example. The original image can be recovered without distortion from the reversible adversarial example by RIT recovery algorithm.
The experimental results show that the visual quality of the reversible adversarial examples obtained by our method is better in the same situation, and the attack success rates on IFGSM [10] and C&W L2 [1] can reach 99.24% and 94.74%, respectively. Moreover, the operation process of our proposed scheme is simpler, can be applied to many practical scenarios, such as military images, image privacy protection for social platform and the cloud.
Related work
In this section, we first briefly summarize several classification methods of the adversarial attacks as well as the existing adversarial attack algorithms, and then describe the reversible adversarial example framework proposed by Liu et al. Finally, we introduce reversible image transformation algorithm used in our proposed scheme.
Adversarial Example
Attack classification -Based on the adversarial goal, attacks can be classified into two categories:
targeted and non-target attacks [15] . The target attack is to change the input so that the classifier produces a specific output that is different from its true label. The non-target attack is to create an arbitrary output that is different from its true label by modifying the input. -Based on the adversarial capabilities, these attacks can be categorized as white-box and black-box attacks [15] . The white-box attack has a priori knowledge of the target model, such as the network structure, parameters, hyperparameters, training methods and training data. The black-box attack has limited knowledge of the model (for example, its training process or architecture), but the model parameters are never known. -Based on the calculation methods of generating adversarial disturbances, the distortion can be calculated by three measures: (L 0 , L 2 , L∞) [1] . The L 0 distance measures the number of pixels changed in the image instead of perturbing the whole image to fool the classifier. The L 2 distance measures the standard Euclidean distance of the changed pixel. The L 2 distance can keep small when there are many small changes to many pixels. The L∞ measures the maximum change to any pixels, there is no limit to the number of pixels to be modified. In this work, we focus on the white-box setting to generate adversarial examples to verify the attack effect of reversible adversarial examples. As shown in Table 1 , we show several kinds of the most advanced attack methods. In the following paragraph, we will specifically introduce the principles of these attack methods.
Attack methods -Fast Gradient Sign Method(FGSM) [4] Goodfellow believes that even a small disturbance in a linear high-dimensional space can have a very large impact on the output. The original image x, perturbed η, adversarial example:
x adv = x + η, when there is a small enough negligible ε that satisfies the condition: η ∞ < ε, we expect the classifier to agree on the classification results of the two samples, but now consider adding the weight vector ω, then there is a formula:
When the dimension of ω is high, the adversarial disturbances affect the activation function by ω T η so that the classification result is wrong. Based on the proposed linearization of the classifier, Goodfellow proposed a very simple method to generate adversarial example called FGSM. For an input image, the model was misclassified by adding adversarial disturbances in the direction that the DNNs gradient changed the most. The calculation formula for the disturbance η in (1) as follows:
where J(x, y) denotes the cross entropy cost function. In short, the loss function of the model is first derived, then the sign function is taken, and the amplitude of the disturbance is multiplied to obtain the adversarial example. -IFGSM [10] IFGSM was proposed as an iterative version of FGSM. It applies FGSM multiple times with small disturbance instead of adding a large disturbance. The pixels are appropriately clipped after each iteration to ensure that the results remain in the neighborhood of the input image x.
-Carlini and Wagner(C&W) [1] Carlini and Wagner proposed a stronger iterative attack method called C&W. It is an optimization-based attack that makes perturbations undetectable by limiting the L 0 , L 2 , L∞ norms. The advantage of this method is that the generated perturbations are small, and the disadvantage is that it takes a long time to generate an adversarial example. C&W L2 algorithm obtains adversarial examples by solving the following optimization problems:
Where κ controls the confidence that the image is misunderstood by the model, i.e., the confidence gap between the sample category and the real category. Z(x ) κ is the logical output of the category κ .
Reversible Adversarial Example
The framework of the algorithm proposed by liu et al. is shown in Fig. 1 , which mainly uses the concept: an adversarial example is formed by adding a slight adversarial perturbation to the original image. Firstly, perturbation image is obtained by making the pixel difference between adversarial example and original image, and then Recursive Histogram Modification (RHM) [16] embedding algorithm is used to hide the perturbation image as secret information into adversarial example to obtain reversible adversarial example. Next, RHM extraction algorithm is executed to extract the embedded information and restore it to the perturbation image. Finally, the original image is obtained by making a difference between the corresponding pixel value of adversarial example and perturbation image. 
Reversible Image Transformation
Reversible image transformation reversibly transforms an original image to an arbitrarily-chosen target image with the same size and gets a camouflage image similar to the target image, which is a new type of data hiding method with a super large payload. As shown in Fig. 2 , it includes two stages: In the transformation phase, image visual transformation operation is first performed, and then embedding image visual transformation information into the transformed image to get the camouflage image. In recovery phase, the reversible data hiding algorithm is used to extract the image visual transformation information from the camouflage image, and the transformation information can be used to recover the original image without distortion. Hou et al. first proposed the concept of reversible image transformation [8] . Before image transformation, they make use of the non-uniform clustering algorithm to match the original blocks and the target blocks, which greatly reduces the amount of auxiliary information (AAI) for recording the indexes of original blocks. Not only does the visual quality of camouflage images can keep good, but also the original image can be recovered without loss. This method has been applied to reversible data hiding in encrypted image (RDH-EI) [17] . In [6] , Hou et al. raise a new reversible image transformation technique for color images. By exploring and utilizing the correlation between the three channels of the color image and compressing the transformation parameters, the AAI for restoring the original image is greatly reduced, and original images and target images can be divided into smaller blocks so that the visual quality of the camouflaged images is further improved.
Reversible Adversarial Examples based on Reversible Image Transformation
In this paper, we take advantage of reversible image transformation algorithm to hide the original image into adversarial example to get reversible adversarial example. The architecture of the proposed scheme described in Fig. 3, and The whole procedures of reversible adversarial example to protect image privacy are as follows. Firstly, we use the current attack algorithm to attack the original image to generate the adversarial example. Then, in order to obtain a reversible adversarial example, we regard its adversarial example as the target image and disguise the original image into the adversarial example with reversible image transformation algorithm. The reversible adversarial example is reversible because its image is embedded with image transformation information, which is the auxiliary information used to recover the original image. Finally, we can upload the reversible adversarial example to social platform or the cloud to fool deep neural networks while ensuring that human eyes can correctly extract the semantic information. Since reversible adversarial example is embedded with auxiliary information, we can extract it to recover the original image Losslessly with RIT recovery algorithm. Model Use the Inception v3 model on ImageNet [14] .
Evaluation and Analysis
Attack Methods Here we generate adversarial examples as target images in the two white-box methods: IFGSM, C&W [13] .
Reversible Image Transformation We use the method in [6] . The block size is set to be 1*1 with the best visual quality.
Performance Evaluation
In this section, in order to evaluate the performance of the generated RAEs, we test attack success rates of the RAEs on ImageNet.
On ImageNet dataset, we choose 1000 images that can be correctly classified by the model, use two attack algorithms to generate adversarial examples. Then, we select the samples that can successfully attack the model, use reversible image transformation algorithm to transform original images into target adversarial images to get reversible adversarial examples. Finally, we use the generated reversible adversarial images to attack the model to get its attack success rates. From Table 2 , we can see the final attack success rate is up to 99.24% on IFGSM, 94.74% on C&W L2, attack effect is better than Liu et al. At the same time, we can see from the experimental results that the attack effect on IFGSM is relatively better than C&W L2. As shown in Fig. 4 , the reversible adversarial examples generated by the proposed method can still keep good visual quality, while there is basically no visual difference between the reversible adversarial example and its adversarial example. Table 3 . From Table 3 and Fig. 4 we can see that the visual quality of the reversible adversarial examples obtained by our method is better than that of Liu et al. From the third column of Table 3 , we can know that the difference between the reversible adversarial examples and the original images is difficult to detect by the human eyes on CW L2 by our method, and can be perceived subtlely by the human eye on IFGSM. From the fourth column, we can see that Table 2 , we can see that the larger the perturbation is used to generate adversarial examples by our method, the better the attack effect of the reversible adversarial examples will be obtained. This is because the amount of auxiliary information embedded in the reversible adversarial example used to restore the original image has nothing to do with the magnitude of the perturbation in the adversarial example. We know that the adversarial example obtained by the IFGSM attack ( Fig. 4 (b) ) algorithm has a larger perturbation than C&W L2 ( Fig. 4 (f) ), so the auxiliary information embedded in the reversible adversarial example by IFGSM has less interference with its perturbation structure, leading to its attack effect is still good.
During the experiment we found that the attack effect is affected to some extent by the difference in the amount of auxiliary information used to recover the original image and the block size of reversible image transformation. In our experiment, we set the block size to be 1*1. In this case, the visual difference between the reversible adversarial examples and its adversarial examples is minimal, the generated reversible adversarial examples have the best attack effect. In general, the addition of adversarial disturbances has more effect on the image quality than the embedding of auxiliary information. We can reduce the influence of embedding on the reversible adversarial examples by increasing the amount of disturbance, i.e., it can be said that we can enhance the attack success rate of the generated reversible adversarial examples by increasing the disturbance amounts when generating the adversarial images.
Conclusion
In this paper, we propose an efficient image privacy protection scheme for social platform and the cloud. We take advantage of reversible image transformation to construct reversible adversarial examples, which aims to fool deep neural networks that are used to analyze user-uploaded image content. In this work, we regard adversarial example as the target image, original image will be disguised as its adversarial example to get reversible adversarial example. And the original image can be recovered from the reversible adversarial example without distortion. The experimental results show that the reversible adversarial example can provide an excellent attack efficiency to achieve desired privacy protection goals while ensuring that the image quality is still good. Our further work includes reducing the amount of auxiliary information embedding and improving RDH methods to enhance reversible image transformation algorithm so that the attack success rate of reversible adversarial examples is further improved.
