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This paper deals with a generalization of L’Hôspital-type rules for monotonicity. The
result is then used to establish a class of two-sided bounding inequalities for higher-
order differentiable functions. As consequences, some refined upper and lower bounds
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1. Introduction
Recently, Anderson et al. [1] have presented the following L’Hôspital-type rules for monotonicity.
Theorem A. Let f , g : [a, b) → R be two continuous functions which are differentiable on (a, b). Suppose also that g ′ 6= 0
on (a, b) . If (f ′/g ′) is increasing (or decreasing) on (a, b), then the function
f (x)− f (a)
g (x)− g (a)
is also increasing (or decreasing) on (a, b).
More recently, Pinelis [2] gave a variation of L’Hôspital-type rules for monotonicity asserted by Theorem B.
Theorem B. Let f and g be differentiable functions on (a, b). Suppose that either g ′ > 0 everywhere on (a, b) or g ′ < 0 on
(a, b). Suppose also that f (a+) = g(a+) = 0 or f (b−) = g(b−) = 0. If (f ′/g ′) is increasing (or decreasing) on (a, b), then
(f /g) is also increasing (or decreasing) on (a, b).
In recent years, considerable attention has been given to the above mentioned L’Hôspital-type rules (see [3–20]) for the
following good reasons. First, these rules can be used as tools for determining monotonicity of the ratio of two functions.
Second, these rules have many important applications in mathematical analysis.
In this paper, we generalize Theorems A and B in a unified form. As applications, the result is used to establish a class of
two-sided bounding inequalities for the functions whose nth derivatives are monotonic in a given interval. It is shown that
these two-sided bounding inequalities provide an approach of approximate computation based on two-sided polynomial
approximation for certain analytic functions such as exponential function, logarithmic function, trigonometric functions and
hyperbolic functions.
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2. Main results
Our main result is stated in the following theorem.
Theorem 1. Let f and g be differentiable functions on (a, b). Suppose that either g ′ > 0 everywhere on (a, b) or g ′ < 0 on
(a, b).
If (f ′/g ′) is increasing (or decreasing) on (a, b) with f (a+) and g(a+) exist, then the function
f (x)− f (a+)
g (x)− g (a+)
is also increasing (or decreasing) on (a, b).
If (f ′/g ′) is increasing (or decreasing) on (a, b) with f (b−) and g(b−) exist, then the function
f (x)− f (b−)
g (x)− g (b−)
is also increasing (or decreasing) on (a, b).
Proof. In view of the hypothesis that f (a+) and g(a+) exist, we define the following functions:
F(x) =
{
f (x), a < x < b,
f (a+), x = a.
G(x) =
{
g(x), a < x < b,
g(a+), x = a.
H(x) = F (x)− F (a)
G (x)− G (a) , x ∈ (a, b).
Differentiating with respect to x gives
H ′(x) = G
′(x)
G (x)− G (a)
[
F ′(x)
G′(x)
− F (x)− F (a)
G (x)− G (a)
]
.
For an arbitrary real number x ∈ (a, b). It is easy to see that F and G are continuous on [a, x], and they are differentiable
on (a, x).
It follows from the mean value theorem that there exist real numbers ξ1, ξ2 ∈ (a, x) such that
G (x)− G (a) = G′(ξ1)(x− a), F (x)− F (a)G (x)− G (a) =
F ′ (ξ2)
G′ (ξ2)
.
Hence, we have
H ′(x) = G
′(x)
G′(ξ1)(x− a)
[
F ′(x)
G′(x)
− F
′ (ξ2)
G′ (ξ2)
]
, where ξ1, ξ2 ∈ (a, x). (1)
By the hypothesis of Theorem 1 as given below:
g ′(x) > 0 for all x ∈ (a, b) (or g ′(x) < 0 for all x ∈ (a, b)),
we deduce that
G′(x)
G′(ξ1)(x− a) =
g ′(x)
g ′(ξ1)(x− a) > 0 (a < ξ1 < x < b) . (2)
We now consider the following two cases.
Case I. If ( f ′/g ′) is increasing on (a, b). Then
F ′(x)
G′(x)
− F
′ (ξ2)
G′ (ξ2)
= f
′(x)
g ′(x)
− f
′ (ξ2)
g ′ (ξ2)
> 0 (a < ξ2 < x < b) . (3)
Combining (1)–(3) yields
H ′(x) > 0 (x ∈ (a, b)),
which implies that H(x) is increasing on (a, b). Further, we conclude that the function
f (x)− f (a+)
g (x)− g (a+)
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is increasing on (a, b), since
f (x)− f (a+)
g (x)− g (a+) ≡
F (x)− F (a)
G (x)− G (a) , H(x) (x ∈ (a, b)). (4)
Case II. If ( f ′/g ′) is decreasing on (a, b). Then
F ′(x)
G′(x)
− F
′ (ξ2)
G′ (ξ2)
= f
′(x)
g ′(x)
− f
′ (ξ2)
g ′ (ξ2)
< 0 (a < ξ2 < x < b) . (5)
Combining (1), (2) and (5) gives
H ′(x) < 0 (x ∈ (a, b)),
which implies that H(x) is decreasing on (a, b). We thus deduce via (4) that the function
f (x)− f (a+)
g (x)− g (a+)
is decreasing on (a, b).
The second part of assertion in Theorem 1 can be proved in a same way as above. The proof of Theorem 1 is complete.

Remark 1. It is obvious that Theorems A and B are direct consequences of Theorem 1. Moreover, from Theorem 1, we can
get the following corollary as an addendum to Theorem A.
Corollary 1. Let f , g : (a, b] → R be two continuous functions which are differentiable on (a, b). Suppose also that g ′ 6= 0
on (a, b) . If (f ′/g ′) is increasing (or decreasing) on (a, b), then the function
f (x)− f (b)
g (x)− g (b)
is also increasing (or decreasing) on (a, b).
3. Some applications
As an application of Theorem 1, we establish the following two-sided bounding inequalities for higher-order
differentiable functions.
Theorem 2. Suppose f is a real function on (a, b), n is a positive integer such that
f (k)(a+), f (k)(b−) (k ∈ {0, 1, 2, . . . , n})
exist and (−1)nf (n)(x) is increasing on (a, b), then for all x ∈ (a, b) the following inequality holds:
n−1∑
k=0
f (k)(b−)
k! (x− b)
k + 1
(a− b)n
(
f (a+)−
n−1∑
k=0
(a− b)kf (k)(b−)
k!
)
(x− b)n < f (x) <
n∑
k=0
f (k)(b−)
k! (x− b)
k. (6)
Furthermore, if (−1)nf (n)(x) is decreasing on (a, b), then the reversed inequality of (6) holds.
Suppose f (n)(x) is increasing on (a, b), then for all x ∈ (a, b) the following inequality holds also:
n−1∑
k=0
f (k)(a+)
k! (x− a)
k + 1
(b− a)n
(
f (b−)−
n−1∑
k=0
(b− a)kf (k)(a+)
k!
)
(x− a)n > f (x) >
n∑
k=0
f (k)(a+)
k! (x− a)
k. (7)
Furthermore, if f (n)(x) is decreasing on (a, b), then the reversed inequality of (7) holds.
Proof. Define the following functions:
h(x) = f (x)−
n−1∑
k=0
f (k)(b−)
k! (x− b)
k,
g(x) = (b− x)n (x ∈ (a, b)).
It is easy to verify that
h(k)(b−) = 0 and g(k)(b−) = 0 for k = 0, 1, 2, . . . , n− 1. (8)
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We thus have the following functional relationships:
h(x)
g(x)
= h(x)− h(b−)
g(x)− g(b−) ,
h′(x)
g ′(x)
= h
′(x)− h′(b−)
g ′(x)− g ′(b−) ,
h′′(x)
g ′′(x)
= h
′′(x)− h′′(b−)
g ′′(x)− g ′′(b−) ,
and, in general,
h(n−1)(x)
g(n−1)(x)
= h
(n−1)(x)− h(n−1)(b−)
g(n−1)(x)− g(n−1)(b−)
and
h(n)(x)
g(n)(x)
= (−1)
nf (n)(x)
n! . (9)
If (−1)nf (n)(x) is increasing on (a, b), then h(n)(x)/g(n)(x) is increasing on (a, b). Further, by Theorem 1 and such
functional relationships as those associated with (9), we deduce that each of the following functions:
h(n)(x)
g(n)(x)
,
h(n−1)(x)
g(n−1)(x)
, . . . ,
h′(x)
g ′(x)
,
h(x)
g(x)
is increasing on (a, b).
We note that
lim
x→a+
h(x)
g(x)
= 1
(b− a)n
(
f (a+)−
n−1∑
k=0
(a− b)kf (k)(b−)
k!
)
and
lim
x→b−
h(x)
g(x)
= lim
x→b−
h′(x)
g ′(x)
= · · · = lim
x→b−
h(n)(x)
g(n)(x)
= (−1)
nf (n)(b−)
n! .
We thus obtain
1
(b− a)n
(
f (a+)−
n−1∑
k=0
(a− b)kf (k)(b−)
k!
)
<
h(x)
g(x)
<
(−1)nf (n)(b−)
n! (x ∈ (a, b)).
This leads to the desired inequality (6).
If (−1)nf (n)(x) is decreasing on (a, b), we can prove that the reversed inequality of (6) holds by the same way as above.
In order to prove the validity of inequality (7), we define the following functions:
h(x) = f (x)−
n−1∑
k=0
f (k)(a+)
k! (x− a)
k,
g(x) = (x− a)n (x ∈ (a, b)).
It is easy to see that
h(k)(a+) = 0 and g(k)(a+) = 0 for k = 0, 1, 2, . . . , n− 1. (10)
Thus, we have
h(x)
g(x)
= h(x)− h(a+)
g(x)− g(a+) ,
h′(x)
g ′(x)
= h
′(x)− h′(a+)
g ′(x)− g ′(a+) ,
h′′(x)
g ′′(x)
= h
′′(x)− h′′(a+)
g ′′(x)− g ′′(a+) ,
· · · · · ·
h(n−1)(x)
g(n−1)(x)
= h
(n−1)(x)− h(n−1)(a+)
g(n−1)(x)− g(n−1)(a+) ,
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h(n)(x)
g(n)(x)
= f
(n)(x)
n! . (11)
If f (n)(x) is increasing on (a, b), then h(n)(x)/g(n)(x) is increasing on (a, b). From Theorem 1 and the functional
relationships listed in (11), we deduce that each of the following functions:
h(n)(x)
g(n)(x)
,
h(n−1)(x)
g(n−1)(x)
, . . . ,
h′(x)
g ′(x)
,
h(x)
g(x)
is increasing on (a, b).
Note that
lim
x→a+
h(x)
g(x)
= lim
x→a+
h′(x)
g ′(x)
= · · · = lim
x→a+
h(n)(x)
g(n)(x)
= f
(n)(a+)
n!
and
lim
x→b−
h(x)
g(x)
= 1
(b− a)n
(
f (b−)−
n−1∑
k=0
(b− a)kf (k)(a+)
k!
)
We thus obtain
f (n)(a+)
n! <
h(x)
g(x)
<
1
(b− a)n
(
f (b−)−
n−1∑
k=0
(b− a)kf (k)(a+)
k!
)
(x ∈ (a, b)).
The inequality (7) follows immediately from the above inequality.
Using an argument similar to the above, we can prove that the reversed inequality of (7) is valid under the assumption
that f (n)(x) is decreasing on (a, b). This completes the proof of Theorem 2. 
Remark 2. The results of Theorem 2 provide an approach of approximate computation based on two-sided polynomial
approximation for certain functions whose nth derivatives are monotonic in a given interval. Moreover, this approximation
may be made rather tight, if the value assigned to the parameter n is sufficiently large.
As consequences of Theorem 2, we show some refined upper and lower bounds for the functions ex, ln x, sin x, cos x, sinh x
and cosh x based on two-sided polynomial approximation.
Proposition 1. Let a, b be real numbers. Then for a ≤ x ≤ b and any natural numbers n, the following inequality holds
n−1∑
k=0
ea
k! (x− a)
k + 1
(b− a)n
(
eb −
n−1∑
k=0
ea(b− a)k
k!
)
(x− a)n ≥ ex ≥
n∑
k=0
ea
k! (x− a)
k. (12)
Equalities hold in (12) if and only if x = a or x = b.
Proof. Let f (x) = ex, x ∈ (−∞,+∞), then f (n)(x) = ex. The inequality (12) follows immediately from Theorem 2 and the
fact that f (n) is increasing on (a, b) for any natural numbers n. 
Proposition 2. Let 0 < a < b. Then for a ≤ x ≤ b and any positive even numbers n, the following inequality holds
n−1∑
k=0
(−1)k−1
kak
(x− a)k + 1
(b− a)n
(
ln b−
n−1∑
k=0
(−1)k−1(b− a)k
kak
)
(x− a)n ≥ ln x ≥
n∑
k=0
(−1)k−1
kak
(x− a)k. (13)
Equalities hold in (13) if and only if x = a or x = b. Further, if n is a positive odd numbers, then the reversed inequality of
(13) also holds.
Proof. Let f (x) = ln x, 0 < a ≤ x ≤ b, then f (n)(x) = (−1)n−1(n− 1)!x−n. It is easy to see that f (n) increasing on (a, b) for
any positive even numbers n, and f (n) is decreasing on (a, b) for any positive odd numbers n. Further, by applying Theorem 2,
we get the desired inequalities asserted by Proposition 2. 
Proposition 3. Let 0 ≤ a < b ≤ pi/2. Then for a ≤ x ≤ b and n = 4j + 1, 4j + 2 (j = 0, 1, 2, . . .), the following inequality
holds
n−1∑
k=0
sin(a+ kpi2 )
k! (x− a)
k + 1
(b− a)n
(
sin b−
n−1∑
k=0
(b− a)k sin(a+ kpi2 )
k!
)
(x− a)n
≤ sin x ≤
n∑
k=0
sin(a+ kpi2 )
k! (x− a)
k. (14)
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Equalities hold in (14) if and only if x = a or x = b. Further, the inequality (14) is reversed for a ≤ x ≤ b and
n = 4j+ 3, 4j+ 4 (j = 0, 1, 2, . . .).
Proof. Consider the function f (x) = sin x, 0 ≤ a ≤ x ≤ b ≤ pi/2. Direct calculation gives
f (n)(x) = sin
(
x+ npi
2
)
=

cos x, n = 4j+ 1
− sin x, n = 4j+ 2
− cos x, n = 4j+ 3
sin x, n = 4j+ 4.
It is easy to see that f (n) is decreasing on (a, b) for n = 4j + 1 or n = 4j + 2 (j = 0, 1, 2, . . .), and f (n) is increasing on
(a, b) for n = 4j + 3 or n = 4j + 4 (j = 0, 1, 2, . . .). Now, by using Theorem 2 together with the monotonicity of f (n), we
obtain the inequality (14) and the reversed inequality of (14), respectively.
The inequality for the cosine function would follow in the same way as in the proof of Proposition 3, which is stated in
the Proposition 4. 
Proposition 4. Let 0 ≤ a < b ≤ pi/2. Then for a ≤ x ≤ b and n = 4j + 1, 4j + 4 (j = 0, 1, 2, . . .), the following inequality
holds
n−1∑
k=0
cos(a+ kpi2 )
k! (x− a)
k + 1
(b− a)n
(
cos b−
n−1∑
k=0
(b− a)k cos(a+ kpi2 )
k!
)
(x− a)n ≤ cos x
≤
n∑
k=0
cos(a+ kpi2 )
k! (x− a)
k. (15)
Equalities hold in (15) if and only if x = a or x = b. Further, the inequality (15) is reversed for a ≤ x ≤ b and
n = 4j+ 2, 4j+ 3 (j = 0, 1, 2, . . .).
Proposition 5. Let 0 ≤ a < b. Then for a ≤ x ≤ b and any natural numbers n, the following inequalities hold
n−1∑
k=0
e2a − (−1)k
2eak! (x− a)
k + 1
(b− a)n
(
sinh b−
n−1∑
k=0
(b− a)k(e2a − (−1)k)
2eak!
)
(x− a)n ≥ sinh x
≥
n∑
k=0
e2a − (−1)k
2eak! (x− a)
k, (16)
n−1∑
k=0
e2a + (−1)k
2eak! (x− a)
k + 1
(b− a)n
(
cosh b−
n−1∑
k=0
(b− a)k(e2a + (−1)k)
2eak!
)
(x− a)n ≥ cosh x
≥
n∑
k=0
e2a + (−1)k
2eak! (x− a)
k. (17)
Equalities hold in (16) and (17) if and only if x = a or x = b.
Proof. Consider the functions f (x) = sinh x, g(x) = cosh x, 0 ≤ a ≤ x ≤ b. A simple calculation yields
f (n)(x) = e
x − (−1)ne−x
2
=
{
cosh x, n = 1, 3, . . .
sinh x, n = 2, 4, . . .
and
g(n)(x) = e
x + (−1)ne−x
2
=
{
sinh x, n = 1, 3, . . .
cosh x, n = 2, 4, . . . .
It is easy to verify that f (n) and g(n) are increasing on (a, b) for any natural numbers n. Using Theorem 2 leads to the
desired inequalities (16) and (17). 
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