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Résumé
On conçoit intuitivement le climat
comme la moyenne (ou plus générale-
ment la statistique) spatiale et tempo-
relle des variables météorologiques.
En pratique, pour étudier le climat,
on utilise généralement un modèle
numérique pour intégrer un système
d’équations, relativement proches de
celles de la météorologie, avant d'é-
ventuellement calculer la statistique
de ce signal temporel. Il pourrait être
intéressant, numériquement et
conceptuellement, de disposer d’ou-
tils permettant d’avoir accès directe-
ment aux grandeurs statistiques, sans
passer par la résolution des équations
de la dynamique. On présente ici
deux tentatives dans ce sens.
Abstract
Can we know the climate without
knowing the weather?
The climate is usually thought of as
the statistics of the meteorological
fields, both in time and space. In
practice, to study the climate, one
generally uses a numerical model to
integrate a set of equations, which are
relatively close to those of meteoro-
logy, and eventually computes the sta-
tistics of the time series thus
obtained. For both numerical perfor-
mance and theoretical reasons, it
would be highly beneficial to design
tools which treat directly the statisti-
cal quantities, without going through
the numerical integration of the
dynamical equations. In this paper,
we introduce two attempts in this
direction.
L e climat et la météorologie traitenten grande partie des mêmes gran-deurs physiques : champs de tem-
pérature, de vitesse, etc. L’évolution de
ces variables est déterminée par les
différentes composantes du système
Terre : l’atmosphère et l’océan, mais
aussi la cryosphère, la biosphère, etc.
(figure 1).
Ces différentes composantes interagis-
sent de manière complexe, sur des
échelles de temps et d’espace variées
(Choisnel, 1996). Ainsi, le temps de
réponse de l’atmosphère à une perturba-
tion extérieure est plus court que celui
de l’océan de surface, lui-même plus
rapide que l’océan profond ou les calot-
tes polaires. Une façon assez naturelle
de distinguer la météorologie du climat
est de voir la première comme l’évolu-
tion d’un certain ensemble de variables
physiques en un endroit précis (ici) et à
une échelle de temps courte (tout à
l’heure, demain ou dans quelques
jours), tandis que le second concerne
les mêmes variables, moyennées sur des
zones assez grandes et sur des temps
assez longs. Il n’est toutefois pas évi-
dent de savoir a priori comment choisir
sur quelles échelles spatiales et tempo-
relles calculer ces moyennes ; ni trop
petites, pour que la statistique garde un
sens, ni trop grandes, sans quoi on ne
Figure 1. Les différentes composantes du système climatique et leurs interactions, d’après Le Treut et
al. (2007).
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considérant que les autres composantes
du système n’ont pas le temps de varier
sur les échelles de temps considérées, et
donc que les variables correspondantes
(par exemple, la composition de l’at-
mosphère) sont fixées et constantes
dans le temps. Pour des questions de
changements climatiques, au contraire,
il conviendra de tenir compte de l’évo-
lution de ces grandeurs, mais les com-
posantes plus rapides sont aussi
susceptibles de jouer un rôle. Les fron-
tières du système étudié vont donc
dépendre des échelles de temps consi-
dérées : plus celles-ci sont longues et
plus il y aura de variables dynamiques.
Une fois les contours du système
d’étude (c’est-à-dire les variables phy-
siques étudiées) définis, il convient
d’écrire un ensemble d’équations décri-
vant leur évolution. Ce n’est pas une
tâche facile : certaines composantes
du système Terre nécessitent d’être
modélisées, ce qui implique nécessaire-
ment un certain degré d’arbitraire. Pour
les composantes les plus proches des
lois fondamentales de la physique,
comme par exemple l’atmosphère et
l’océan, les équations régissant le
système sont bien connues mais
complexes. Ainsi, toute prédiction
quantitative ne peut reposer que sur une
approche numérique. Une hiérarchie de
modèles numériques de complexités
variables a donc été développée au
cours du temps, allant de modèles qui
intègrent des équations décrivant le plus
fidèlement possible le système réel avec
une résolution spatiale aussi fine que
possible et un pas de temps aussi petit
que possible, comme les modèles de
circulation générale, jusqu’aux modèles
conceptuels, qui ne représentent expli-
citement qu’un petit nombre de varia-
bles et utilisent des paramétrisations
empiriques pour les phénomènes non
résolus. Même dans le cas des modèles
de circulation générale, on ne peut
résoudre toutes les échelles spatiales
explicitement et il est nécessaire d’avoir
recours à des « paramétrisations sous-
maille » ; ces modèles restent donc au
mieux une approxi-mation du système
réel.
On peut résumer les difficultés men-
tionnées plus haut dans un cadre
abstrait. Représentons les variables
d’intérêt par un seul symbole, disons X,
qui décrit l’état du système entier.
L’ensemble des valeurs possibles pour X
forme un espace que l’on appelle
espace des phases, représenté par un
plan bleu sur la figure 3. Les lois (réel-
les ou modélisées) qui régissent l’évolu-
tion de ces variables s’écrivent
symboliquement
.
X = F(X,t). Connais-
sant l’état initial du système, c’est-à-
dire sa position dans l’espace des
phases à l’instant t = 0, on peut en prin-
cipe calculer sa position à un instant
t = T futur quelconque en intégrant les
équations du mouvement ; c’est l’idée
fondamentale du calcul différentiel
fondé par Newton et Leibniz, à la base
de la mécanique classique.
En pratique, dans le cas qui nous inté-
resse ici, cette tâche est extrêmement
difficile à accomplir (et très coûteuse
en temps de calcul), pour plusieurs rai-
sons. D’abord, on ne connaît jamais
parfaitement l’état initial du système,
qui correspond en fait à un très grand
nombre de variables – l’espace des
phases est de très grande dimension.
Ensuite, on ne dispose en pratique que
d’une approximation des lois d’évolu-
tion (c’est-à-dire de F). Enfin, qu’il
s’agisse du système réel ou d’un
modèle, les lois d’évolution sont chao-
tiques. Cela signif ie en particulier
qu’une erreur inf initésimale sur la
condition initiale va croître exponen-
tiellement dans le temps, limitant dra-
matiquement notre capacité à prédire
l’état futur du système : c’est la
fameuse image du battement d’ailes de
Figure 2. Spectre temporel de différents indicateurs du climat, pour les hautes latitudes (courbes du
haut) et pour les basses latitudes (courbes du bas). Figure extraite de l’article de Huybers et Curry
(2006).
peut plus discuter de « variations » du
climat dans l’espace et dans le temps
(Paillard, 2009).
La figure 2 montre une reconstruction
du spectre temporel du système Terre
basée sur différents indicateurs clima-
tiques. À droite du spectre, les pics
associés au forçage solaire, avec une
périodicité d’un an, et ses harmoniques
sont une caractéristique évidente de
ce spectre. À gauche de la f igure,
on observe également la trace des
cycles de Milankovitch, avec des pério-
dicités d’environ 100 000, 40 000 et
20 000 ans. Entre ces deux gammes de
fréquences, le spectre est continu : il y a
de la variabilité à toutes les fréquences.
Néanmoins, la pente du spectre change
aux alentours de l’échelle du siècle :
cela donne un début de justification
physique à la définition habituelle et
anthropocentrique du climat comme
une moyenne sur une trentaine d’année,
soit grosso modo une génération
humaine. Mais, en pratique, il n’est
pas évident de séparer quelles compo-
santes du système relèvent de la météo-
rologie et quelles composantes relèvent
du climat. Bien sûr, pour prévoir la
météorologie, on peut se concentrer sur
l’atmosphère et l’océan de surface, en
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X˙ = F (X, t )
X 0
X (T )
t
t = 0 t = T
P (X, 0) P (X, T )
∂ tP (X, t ) =?
papillon1. Pour ces raisons, le calcul
d’une trajectoire dans l’espace des pha-
ses est très difficile pour les systèmes
qui nous intéressent ; pourtant, si l’on
souhaite prévoir avec précision le temps
qu’il fera dans quelques heures, dans
quelques jours ou même quelques
semaines, ce calcul semble inévitable.
C’est l’objet de la météorologie. La dis-
cipline a fait de grands progrès à partir
du moment où il a été possible de mieux
contraindre la connaissance de l’état
initial du système – X0 – grâce à des
observations recueillies par des satelli-
tes et par un meilleur réseau de stations
au sol. De plus, la difficulté à suivre une
trajectoire dans l’espace des phases a
été partiellement atténuée grâce aux
techniques d’assimilation de données,
qui s’appuient encore une fois sur des
observations et qui permettent de guider
la trajectoire calculée en la corrigeant
dès lors qu’elle s’écarte trop de la tra-
jectoire observée.
Dès lors que l’on se pose des questions
impliquant des échelles plus longues,
comme par exemple des problèmes de
paléoclimat, on ne dispose plus d’autant
d’observations, ce qui rend les métho-
des décrites plus haut caduques. On
peut se demander si le problème n’est
pas plus profond qu’une question tech-
nique de calcul de trajectoire. En effet,
même si l’on était capable de calculer
facilement les trajectoires microsco-
piques, ces trajectoires sont complexes.
Peut-être que pour décrire le comporte-
ment des mêmes variables, mais d’un
point de vue plus orienté climat (par
exemple, en moyennant les variables
dans le temps et dans l’espace), il
convient de changer fondamentalement
de description du système ; au lieu de
chercher à connaître l’état microsco-
pique du système, c’est-à-dire la posi-
tion exacte d’un point dans un espace
des phases très grand, il pourrait être
pertinent de chercher à décrire directe-
ment le système en termes macrosco-
piques, en adoptant une description
probabiliste. Au lieu de calculer une
trajectoire pour une condition initiale
donnée, on pourrait s’intéresser à l’évo-
lution d’une distribution de probabi-
lité dans l’espace des phases (figure 3,
en bas). À partir d’une telle distribution
de probabilité, on peut obtenir des
informations statistiques sur n’importe
quelle observable, définie ici comme
une fonction des variables micro-
scopiques. Pour un système avec un
aussi grand nombre de degrés de
liberté, les grandeurs macroscopiques
ne semblent pas souffrir du problème
de prédictibilité (l’effet papillon) qui
affecte les grandeurs microscopiques
(Robert, 2001).
Certaines approches existantes s’ins-
crivent plus ou moins dans cette
démarche ; par exemple, puisque la
condition initiale est mal connue, on
peut calculer plusieurs trajectoires
microscopiques correspondant à des
conditions initiales différentes et faire
la moyenne des résultats : ce sont les
méthodes d’ensemble (Palmer et al.,
2002). De manière similaire, on peut
calculer plusieurs trajectoires avec plu-
sieurs modèles différents (c’est-à-dire
plusieurs F) et faire la moyenne des
résultats : ce sont les méthodes multi-
modèles. Néanmoins, il n’est pas évi-
dent a priori de savoir comment
choisir ces différentes trajectoires et
comment pondérer leurs différentes
contributions (Rivière, 2004). Par
ailleurs, cela implique de réaliser plu-
sieurs fois le calcul difficile et coûteux
de la trajectoire microscopique. Il
serait donc intéressant de développer
des outils permettant de travailler
directement sur des grandeurs d’ordre
statistique, qui caractérisent le niveau
macroscopique du système et qui sont
peut-être plus pertinentes pour l’étude
du climat.
Pour illustrer cette idée, on peut consi-
dérer un exemple très simple.
Construisons une série temporelle en
tirant aléatoirement 100 nombres,
répartis uniformément entre 0 et 1,
puis 100 nombres, répartis uniformé-
ment entre 0,2 et 1,2. Un tel tirage est
représenté sur la figure 4 par la courbe
bleue. Celle-ci pourrait correspondre à
une trajectoire microscopique pour une
seule variable du système. On peut éli-
miner la variabilité rapide en calculant
une moyenne glissante sur un nombre
fixe d’échantillons, par exemple 30
(courbe noire). Si l’on interprète la
courbe bleue comme la météorologie,
cette moyenne glissante constitue une
déf inition possible du climat. Une
définition alternative est de considérer
l’espérance mathématique de la distri-
bution de probabilité sous-jacente au
tirage aléatoire (courbe rouge). Peut-
on étudier cette courbe rouge, dans le
cas de modèles de climat, plutôt que
d’étudier la courbe noire, qui nécessite
le calcul de la courbe bleue ? C’est en
substance la question à laquelle je me
suis attaché au cours de ma thèse.
Figure 3. En haut : représentation schématique du calcul d’une trajectoire dans l’espace des phases,
représenté par un plan bleu. Étant donnée une condition initiale X0, on cherche à calculer la trajectoire
microscopique du système, pour prédire son état X(T) à un instant futur arbitraire. En bas : à la place
d’une description déterministe microscopique, on introduit une description macroscopique probabiliste :
comment évolue dans le temps une distribution de probabilité sur l’espace des phases (en rouge sur le
schéma : plus la région est claire, plus la probabilité que le système s’y trouve est grande) ?
1. Bien que le chaos ait été étudié mathématique-
ment par exemple par Hadamard ou Poincaré, le
premier à avoir perçu que la nature chaotique de
l'atmosphère et de l'océan se traduisait directe-
ment en terme de prédictibilité, même pour des
modèles très simples, est sans doute Edward
Lorenz (1963). Pour en savoir plus sur ce sujet,
on pourra lire l'article d'Etienne Ghys (2010) ou
regarder l'excellent film « Chaos », réalisé par
Jos Leys, Étienne Ghys et Aurélien Alvarez :
http://www.chaos-math.org.
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Transport d’énergie
par l’atmosphère et l’océan
Une façon très pragmatique de considé-
rer le problème décrit dans le paragra-
phe précédent est la suivante. Ima-
ginons un modèle très simple de climat,
où l’on s’intéresse seulement à une dis-
tribution de température proche de la
surface. Cette distribution de tempéra-
ture évolue selon les lois de la thermo-
dynamique, lorsque de l’énergie interne
est échangée entre la parcelle de fluide
considérée et l’environnement. Ces
échanges peuvent se faire sous plu-
sieurs formes : travail de la force de
pression ou chauffage diabatique, par
exemple dû au rayonnement ou aux
changements de phase de l’eau. Enfin,
les parcelles de fluide sont advectées
par le champ de vitesse : l’atmosphère
et l’océan transportent de l’énergie.
L’équation thermodynamique qui
résume ces effets fait intervenir de
nombreuses variables autres que la tem-
pérature elle-même. Essayons de la
simplifier. Pour commencer, on peut
supposer que la seule source d’échange
d’énergie sans transport de matière est
le rayonnement. Supposons de plus que
l’on peut connaître la quantité d’énergie
échangée par le rayonnement, en fonc-
tion seulement du profil de température
et de paramètres extérieurs, comme la
constante solaire, l’albédo de surface, la
composition de l’atmosphère. Faisons
l’hypothèse supplémentaire que ces
paramètres extérieurs sont constants
dans le temps, de façon à ce que le sys-
tème puisse atteindre un état station-
naire dont on présumera qu’il peut
correspondre à une sorte de moyenne.
Un état stationnaire de l’équation
thermodynamique ne prenant en
compte que les effets radiatifs s’appelle
un équilibre radiatif. Étant donné un
modèle de rayonnement, on peut calcu-
ler assez facilement les états d’équilibre
radiatif et comparer leurs variations
spatiales avec les observations. La dis-
tribution de température observée n’est
proche de l’équilibre radiatif ni sur la
verticale ni sur l’horizontale : la raison
en est simplement que les mouvements
de l’atmosphère et de l’océan contri-
buent de façon significative aux échan-
ges d’énergie. Malheureusement,
incorporer leurs effets nécessite en prin-
cipe de résoudre simultanément l’équa-
tion qui décrit l’évolution du champ de
vitesse, ce qui est une tâche difficile
comme expliqué en introduction. Peut-
on connaître le transport d’énergie hori-
zontal et vertical dû à l’atmosphère et à
l’océan sans résoudre explicitement
leur dynamique ?
Une façon de traiter ce problème est de
paramétrer le transport d’énergie. Cela
signifie remplacer le terme d’advection
dans l’équation thermodynamique par
une fonction donnée du champ de tem-
pérature. Par exemple, un choix clas-
sique dans les modèles de bilan
d’énergie revient à remplacer le terme
d’advection par un terme de diffusion
du champ de température, avec un coef-
ficient de diffusion choisi empirique-
ment. Une alternative à cette approche
empirique a été proposée au milieu des
années 1970 par Garth Paltridge : une
façon de fermer un modèle de bilan d’é-
nergie est de calculer des flux de
transport d’énergie à partir d’un prin-
cipe variationnel. Plus précisément, on
fait l’hypothèse que ces flux (et donc le
champ de température) s’ajustent de
façon à maximiser une fonction
thermodynamique globale, qui cor-
respond à l’entropie créée par le sys-
tème par unité de temps. Pour résoudre
le modèle, au lieu d’intégrer dans le
temps une équation différentielle, on va
donc chercher le maximum d’une fonc-
tion de plusieurs variables. Ce principe
est appelé maximum de production
d’entropie, abrégé en MEP en anglais.
Modèle de Paltridge
et climat pré-industriel
Paltridge a mis en œuvre ce principe
dans un modèle très simple et en a
déduit une distribution latitudinale de
température, de couverture nuageuse et
de flux méridional d’énergie remarqua-
blement proche des observations
(Paltridge, 1975). Néanmoins, on peut
émettre l’objection que la partie radia-
tive du modèle est formulée de façon ad
hoc et contient de nombreux paramètres
ajustables, alors même que l’on cherche
à éviter de paramétrer le transport
d’énergie. De plus, il n’est pas évident
qu’il ne s’agisse pas d’une simple coïn-
cidence ; l’accord subsiste-t-il pour des
climats différents par exemple ? Pour
répondre à ces objections, on peut refor-
muler la partie radiative du modèle
(Herbert et al., 2011b), de façon à ce
que seuls des coefficients avec un sens
physique bien identifié apparaissent,
comme par exemple la composition de
l’atmosphère ou l’albédo de surface.
Pour évaluer les performances de ce
modèle, on peut comparer ses résultats
à ceux obtenus par un modèle de circu-
lation générale, beaucoup plus com-
plexe, qui résout explicitement la
dynamique de l’atmosphère et de
l’océan, comme par exemple le modèle
de l’IPSL (Dufresne et al., 2006). Sans
entrer dans les détails de la comparai-
son (Herbert et al., 2011b), on constate
que si l’on s’en tient à une version sans
paramètres ajustables du modèle MEP
(en particulier, sans effet radiatif
des nuages), l’accord entre les deux
modèles n’est pas aussi bon que ce que
pouvaient faire penser les résultats de
Figure 4. Trajectoire microscopique et information macroscopique. On construit une série temporelle
en réalisant un tirage aléatoire de 100 nombres distribués uniformément entre 0 et 1, puis 100 nom-
bres distribués uniformément entre 0,2 et 1,2 (courbe bleue). La courbe noire représente la moyenne
glissante sur 30 échantillons de ce signal, et la courbe rouge l’espérance mathématique de la loi de
probabilité sous-jacente.
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Paltridge : en moyenne globale, la tem-
pérature de surface calculée par les
deux modèles diffère d’environ 7 K. Si
l’on introduit une représentation très
simpliste des nuages et des effets de
topo-graphie, l’écart se réduit à environ
1 K, c’est-à-dire de l’ordre de la marge
d’erreur liée à la représentation de la
vapeur d’eau dans le modèle. La distri-
bution spatiale de la différence entre les
deux modèles est représentée sur la
figure 5 (à gauche). On peut également
représenter le transport méridional d’é-
nergie (intégré zonalement) pour les
deux modèles (figure 5, à droite) ; l’ac-
cord est assez bon dans l’hémisphère
Nord, tandis que le transport dans l’hé-
misphère Sud est légèrement sous-
estimé par le modèle MEP. Compte tenu
de la simplicité de ce modèle, ces résul-
tats sont relativement satisfaisants et
semblent indiquer que le principe varia-
tionnel MEP fournit une approximation
raisonnable des flux d’énergie dans
l’atmosphère et l’océan, du moins sur
l’horizontale.
Le dernier maximum glaciaire
Toutefois, on peut toujours se demander
comment ces résultats évoluent pour
des climats différents. En effet, un inté-
rêt majeur de disposer d’un modèle tel
que celui décrit ci-dessus est qu’il ne
nécessite pas d’ajustement de para-
mètres empiriques à partir de données.
De plus, il est extrêmement rapide. De
tels atouts semblent particulièrement
attrayants pour l’étude de paléoclimats.
Je me suis donc intéressé à un exemple
bien documenté : le dernier maximum
glaciaire (DMG). Au cours du Pleis-
tocène, la Terre a subi des périodes de
glaciation et de déglaciation à peu près
périodiques (tous les 100 000 ans envi-
ron). Le dernier maximum glaciaire
désigne la période où le volume de
glace dans les calottes polaires était
maximal, lors de la dernière glaciation.
On estime qu’il a eu lieu il y a environ
20 000 ans. Des reconstructions basées
sur le rebond isostatique des continents
permettent de disposer d’estimations
de l’étendue et du volume des calottes :
une de ces reconstructions est repré-
sentée sur la figure 6.
Dans le modèle MEP, le seul paramètre
qui est influencé par la présence de ces
calottes est l’albédo de surface (en
réalité la topographie est également
différente, ainsi que les interactions sol-
atmosphère, etc.). Pour que la compa-
raison avec le modèle de circulation
générale ait un sens, il convient de réa-
liser avec ce dernier une simulation
qui ne prend en compte que l’effet
d’albédo dû à la présence des calottes.
Les résultats de cette comparaison sont
représentés sur la figure 7.
En moyenne globale, le modèle MEP
prédit un climat lors du DMG plus
froid que la période pré-industrielle
d’environ 2 K, alors que le modèle de
l’IPSL donne une différence de 2,5 K.
L’accord est raisonnable, toutefois des
limites apparaissent quand on regarde
la distribution spatiale de l’anomalie
de température : pour le modèle MEP,
elle est concentrée au-dessus des calot-
tes (c'est-à-dire là où l’albédo de sur-
face a changé), alors que pour le
modèle de l’IPSL, elle est beaucoup
plus étalée zonalement. Cela met en
évidence le manque de représentation
de la dynamique dans le modèle MEP.
Figure 5. À gauche : différence de température de surface (en K) pour le climat pré-industriel entre le modèle MEP et le modèle de l’IPSL. À droite :
transport méridional d’énergie obtenu par le modèle MEP (courbe rouge) et par le modèle de l’IPSL (courbe noire pointillée) pour le climat pré-industriel.
Une valeur positive du transport correspond à un transport vers le nord et inversement.
Figure 6. Lors du dernier maximum glaciaire (à droite), d’imposantes calottes de glace recouvraient
l’essentiel de l’Amérique du Nord et de l’Europe du Nord, alors que ces zones sont aujourd’hui libres
de glace (à gauche).
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Profils verticaux et CO2
Les résultats présentés jusqu’ici se
concentrent sur le transport horizontal
(et essentiellement méridional) dans
l’atmosphère et dans l’océan. Le
modèle MEP décrit ci-dessus utilise une
approximation particulièrement gros-
sière de la dimension verticale : il y est
supposé que l’atmosphère est iso-
therme. Il est possible de raffiner en
introduisant une discrétisation de la ver-
ticale en un nombre arbitraire de
niveaux ; il convient seulement de pou-
voir calculer le bilan radiatif à chaque
niveau grâce à une version plus géné-
rale du code radiatif utilisé précédem-
ment. Il faut également calculer le
transport vertical d’énergie dans
l’atmosphère (convection) : en fait, ces
flux sont automatiquement inclus dans
le principe variationnel MEP et il n’y a
pas de difficulté nouvelle. Dès lors, on
dispose d’un modèle MEP réellement
3D, sans que cette version soit plus
complexe que la précédente : seul le
code radiatif change. On peut s’intéres-
ser au cas particulier d’une colonne
d’atmosphère et calculer des profils
verticaux de température obtenus par le
modèle MEP. De tels profils sont calcu-
lés et décrits par Herbert et al. (2013).
Ici, le principe MEP permet d’éviter
d’avoir recours à une paramétrisation de
la convection, comme par exemple un
ajustement convectif.
Disposer d’une représentation réaliste
de la dimension verticale est une condi-
tion sine qua non pour étudier les effets
d’une variation de la composition
de l’atmosphère, comme un change-
ment de concentration en dioxyde de
carbone. En effet, pour une
atmosphère isotherme, l’effet de serre
dû au CO2 est très mal représenté, car
l’absorption est saturée : il convient de
prendre en compte la notion d’altitude
d’émission et le gradient vertical de
température (Dufresne et Treiner,
2011). Une question intéressante est
donc d’étudier l’effet d’un changement
de concentration en CO2 dans l’at-
mosphère sur le champ de température
obtenu par le modèle MEP. Un premier
test simple consiste à réaliser une
expérience de sensibilité climatique
pour des profils verticaux standard :
comment la température au sol
change-t-elle quand on double la
concentration en CO2 ? Les valeurs
obtenues, de l’ordre de 0,5 K, sont en
accord satisfaisant avec les estimations
classiques. De manière semblable, on
peut estimer grossièrement le rôle du
CO2 dans le climat du DMG : on sait
qu’au DMG, la concentration en CO2
atmosphérique était inférieure d’envi-
ron 100 ppm au climat pré-industriel.
Dans le modèle MEP, une telle diminu-
tion correspond à une différence de
température d’environ −0,5 K.
Dans les deux cas, l’effet de la varia-
tion de concentration en CO2 atmo-
sphérique sur la température est
calculé sans tenir compte des rétro-
actions climatiques : en effet, de nom-
breuses boucles de rétroaction vont
amplifier cet effet. Inclure ces boucles
de rétroaction dans le modèle MEP est
donc essentiel. En principe, rien ne
s’y oppose, comme on l’a montré dans
le cas des rétroactions de l’albédo
ou de la vapeur d’eau (Herbert et al.,
2011a).
Mécanique
statistique à l’équilibre
Idée fondamentale :
les distributions de
probabilité d’équilibre
Dans la section précédente, nous avons
présenté une approche concrète permet-
tant de calculer des flux d’énergie à
l’état stationnaire dans l’atmosphère et
l’océan sans résoudre explicitement
leur dynamique. Le principe variation-
nel sous-jacent est essentiellement
phénoménologique et on ne comprend
pas parfaitement l’interprétation proba-
biliste à donner aux résultats de ce
modèle : s’agit-il de valeurs moyennes ?
Pour quelle distribution de probabilité ?
Une façon plus fondamentale de mettre
en œuvre la démarche esquissée en
introduction est de partir des équations
de la dynamique et de construire une
distribution de probabilité sur l’espace
des phases de façon cohérente avec la
dynamique. En fait, ce programme est
exactement celui qu’ont introduit
Maxwell, Boltzmann et Gibbs au
XIXe siècle, en posant les bases de la
mécanique statistique (voir par exemple
Lebowitz, 1993).
Expliquons les idées fondamentales
dans le cas d’un exemple simple : le gaz
parfait. Considérons simplement l’air à
l’intérieur d’une pièce : pour simplifier,
supposons que toutes les molécules de
gaz sont identiques, qu’elles sont ponc-
tuelles et qu’elles n’interagissent pas.
Les molécules se déplacent donc en
Figure 7. À gauche : différence de température de surface (en K) entre le dernier maximum glaciaire et la période pré-industrielle, calculée par le modèle
MEP. Moyenne globale : −2 K. À droite : différence de température de surface entre le dernier maximum glaciaire et la période pré-industrielle, calculée
par le modèle de l’IPSL. Moyenne globale : −2,5 K.
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ligne droite entre deux chocs avec d’au-
tres molécules ou avec les parois de
la pièce. Un gaz satisfaisant ces hypo-
thèses idéales est appelé gaz parfait.
Mathématiquement, sa dynamique est
simple : il s’agit d’un système hamilto-
nien dont le hamiltonien est bien connu
– à savoir l’énergie cinétique. Les lois
de la dynamique sont donc connues et
simples. L’espace des phases est l’en-
semble des positions et vitesses possi-
bles pour chaque molécule de gaz. En
principe, étant donnée une condition
initiale – c’est-à-dire la position et la
vitesse de chaque molécule de gaz à
l’instant initial –, on pourrait calculer
l’état du système – la position et la
vitesse de chaque molécule de gaz – à
tout instant futur. En pratique, c’est
impossible parce que l’espace des pha-
ses est beaucoup trop grand : le nombre
de molécules de gaz atteint aisément
plusieurs ordres de grandeur au-delà du
nombre d’Avogadro, soit typiquement
de l'ordre de 1028 degrés de liberté !
Même s’il était possible de réaliser ce
calcul (cela viendra peut-être un jour),
cela n’aurait peut-être pas tant d’inté-
rêt : en tant qu’êtres humains, il nous
importe peu de connaître la position et
la vitesse de chaque molécule de gaz
dans la pièce : ce sont des informations
microscopiques, alors que nous som-
mes plus concernés par des grandeurs
macroscopiques, comme la température
et la pression du gaz dans la pièce.
En fait, beaucoup d’états microsco-
piques du système correspondent au
même état macroscopique. Prenons par
exemple tous les états microscopiques
correspondant à une énergie donnée. On
peut faire l’hypothèse que, pour une
condition initiale de même énergie, la
dynamique va visiter tous ces états de
façon à peu près uniforme. On appelle
cela l'hypothèse ergodique (Lebowitz et
Penrose, 1973). Dès lors, imaginons que
l’on souhaite calculer la valeur d’une
fonction qui dépend de la position dans
l’espace des phases (c’est-à-dire l’état
microscopique), comme par exemple la
moyenne des carrés des vitesses de tou-
tes les molécules (vitesse quadratique
moyenne). Si on résout explicitement la
dynamique du système pour une condi-
tion initiale donnée, on peut calculer
exactement la vitesse quadratique
moyenne à chaque instant. On peut
ensuite faire la moyenne temporelle du
signal obtenu. Mais sous réserve de vali-
dité de l’hypothèse ergodique, il y a une
autre façon de calculer la vitesse quadra-
tique moyenne : comme tous les états de
même énergie devraient être visités
aussi souvent, on peut calculer la vitesse
quadratique moyenne pour chacun
d’entre eux et faire la moyenne des
contributions ainsi obtenues. Dans ce
calcul, il n’est pas nécessaire de résou-
dre la dynamique, et on a remplacé une
moyenne temporelle par une moyenne
dans l’espace des phases. Il se trouve
que pour un système assez grand, les
deux calculs coïncident. À partir de la
vitesse quadratique moyenne, on définit
aisément les grandeurs macroscopiques
comme la température et la pression.
L’exemple précédent illustre le fait qu’il
suffit de disposer d’une distribution de
probabilité sur l’espace des phases bien
choisie pour calculer les grandeurs
macroscopiques d’intérêt. En l’occur-
rence, on a simplement attribué une
probabilité uniforme à tous les états
microscopiques d’énergie donnée et
une probabilité nulle à tous les états
microscopiques d’énergie différente.
On parle de distribution microcano-
nique. D’autres choix sont possibles :
par exemple, la distribution canonique,
qui décroît exponentiellement avec
l’énergie. Pour de nombreux exemples,
en particulier pour le gaz parfait, ce
choix importe peu, et pour un système
assez grand, les prédictions coïncident
(mais ce n’est pas toujours le cas).
Toutes ces distributions de probabilité,
dites d’équilibre, ne dépendent que
d’informations très simples sur la dyna-
mique : en l’occurrence, elles ne dépen-
dent que de l’énergie du système, qui
est conservée par la dynamique. On
peut généraliser cette construction :
connaissant les grandeurs laissées inva-
riantes par la dynamique, on peut cons-
truire les distributions de probabilité
d’équilibre.
Peut-on procéder de la même façon
pour l’équation décrivant la dynamique
de l’atmosphère et de l’océan ?
Mécanique statistique
des écoulements quasi
géostrophiques
Pour simplifier, on va considérer un
modèle de la dynamique atmosphérique
et océanique relativement simple : la
dynamique quasi géostrophique, qui
décrit bien les grandes échelles des écou-
lements géophysiques. Dans un premier
temps, on va même considérer que
l’écoulement est barotrope et donc qu’il
ne dépend pas de la coordonnée verti-
cale. Cela revient en quelque sorte à
considérer un modèle quasi géostro-
phique à un seul niveau. Cette dyna-
mique est très proche de celle d’un fluide
incompressible à deux dimensions. La
dynamique prend la forme simple d’une
équation d’advection pour une quantité
appelée vorticité potentielle, notée q,
liée au champ de vitesse par une rela-
tion simple. Ici, l’espace des phases est
donc constitué par l’ensemble des
champs de vorticité potentielle q(x). En
particulier, il est de dimension infinie.
Comme pour le gaz parfait (à quelques
détails techniques près), en l’absence de
viscosité moléculaire, la dynamique a
une structure hamiltonienne. En parti-
culier, l’énergie cinétique E de l’écoule-
ment est invariante. Mais une nouveauté
est qu’il existe une infinité d’autres
invariants : parmi eux, l’enstrophie
potentielle joue un rôle privilégié. Il
s’agit d’une mesure du caractère tour-
billonnaire de l’écoulement2.
Connaissant les invariants, on souhaite
construire les distributions de probabi-
lité d’équilibre sur l’espace des phases.
Deux difficultés techniques apparais-
sent par rapport à l’explication précé-
dente : l’espace des phases est de
dimension infinie et il y a une infinité
de quantités conservées. Pour simpli-
fier, on peut commencer par considérer,
comme le fit Kraichnan (1967), une
approximation du système sur un
espace des phases de dimension finie
(un nombre fini de modes de Fourier
par exemple), en ne gardant qu’un nom-
bre f ini d’invariants, par exemple
l’énergie et l’enstrophie. Dans ce cas, il
est aisé de construire la distribution de
probabilité à l’équilibre, par exemple la
distribution canonique. Dès lors, on
peut calculer la valeur moyenne du
spectre d’énergie. Une chose intéres-
sante se produit : pour des valeurs de
l’enstrophie moyenne suffisamment
faibles, l'énergie s'accumule aux gran-
des échelles. Ceci est le fruit d’un pro-
cessus de transfert turbulent appelé
cascade inverse. À cause de la présence
d’un deuxième invariant quadratique,
l’enstrophie, en plus de l’énergie, les
écoulements bidimensionnels et quasi
géostrophiques ne se comportent pas
comme les écoulements tridimension-
nels homogènes isotropes : l’enstrophie
est transférée vers les petites échelles
tandis que l’énergie est transférée vers
les grandes échelles. Au contraire,
l’énergie est transférée vers les petites
2. L'enstrophie potentielle est simplement l'inté-
grale du carré de la vorticité potentielle : ∫ q2.
De façon plus générale, l'intégrale de n'importe
quelle fonction de la vorticité potentielle est
conservée. L'énergie cinétique s'exprime de
façon différente, c'est l'intégrale du produit de
la vorticité potentielle avec la fonction courant :
∫ q ψ. La fonction courant est reliée à la vorti-
cité potentielle par un opérateur laplacien :
q = –∆ψ.
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échelles dans un écoulement tridimen-
sionnel. En d’autres termes, alors que la
tendance naturelle d’un tourbillon tridi-
mensionnel est de se casser en tour-
billons plus petits, qui eux-mêmes se
brisent en tourbillons encore plus petits
et ainsi de suite jusqu’à ce que la dissi-
pation moléculaire intervienne, la ten-
dance naturelle pour des tourbil-
lons bidimensionnels ou quasi géo-
strophiques est de s’agréger en un
tourbillon plus grand, jusqu’à atteindre
éventuellement la taille du domaine. Le
transfert d’enstrophie vers les petites
échelles correspond au fait que les
contours des tourbillons deviennent de
plus en plus filamentaires.
Le processus de cascade inverse résulte
donc en l’accumulation d’énergie aux
grandes échelles. Ce que les simula-
tions numériques et les expériences
indiquent est que, de plus, des relations
de phase s’établissent, correspondant à
l’apparition de structures cohérentes
persistantes à grande échelle, et pas seu-
lement de fluctuations incohérentes.
L’apparition de telles structures est éga-
lement observée dans l’atmosphère et
dans l’océan, à l’échelle planétaire ou à
la méso-échelle. Peut-on comprendre et
prédire l’apparition de ces structures à
l’aide de la mécanique statistique ?
Pour ce faire, on s’appuie sur la théorie
développée par Miller (1990) et Robert
et Sommeria (1991). Il convient de
définir un champ de vorticité poten-
tielle grossier qui ne contiendra que les
structures à grande échelle et pas le
détail des petites échelles : en chaque
point du domaine, on définit une distri-
bution de probabilité pour la valeur
prise par le champ de vorticité poten-
tielle. En calculant la valeur moyenne
de la distribution de probabilité en
chaque point, on obtient le champ de
vorticité potentielle grossier q̄(x). La
distribution de probabilité pour la vorti-
cité potentielle microscopique est sélec-
tionnée par un principe variationnel :
elle maximise une entropie statistique
sous contrainte de conservation des
invariants de la dynamique. Une fois
résolu ce problème variationnel, on peut
obtenir une équation caractérisant sa
valeur moyenne : il s’agit d’une relation
de la forme q̄ = F(
_
ψ), où
_
ψ est la fonc-
tion courant associée. De manière géné-
rale, les états stationnaires de la dyna-
mique quasi géostrophique sont carac-
térisés par une relation de cette forme.
La différence est qu’ici la fonction F
reliant vorticité potentielle et fonction
courant est f ixée par des quantités
macroscopiques, les invariants de la
dynamique, et pas par des quantités
microscopiques, comme la condi-
tion initiale. On a donc déf ini une
sous-classe des états stationnaires de la
dynamique quasi géostrophique, qu’on
appelle les états d’équilibre.
Il reste à résoudre l’équation q̄ = F(
_
ψ)
pour calculer les états d’équilibre du
système. En général, ce n’est pas une
tâche aisée. Une limite dans laquelle
des calculs analytiques sont possibles
est celle d’une fonction F linéaire. Dans
ce cas, on obtient des structures cohé-
rentes où toute l’énergie est condensée
dans le mode le plus grave du domaine.
Par exemple, pour un domaine rectan-
gulaire sans rotation, on obtient ou
bien un monopôle ou bien un dipôle,
selon le rapport d’aspect (Chavanis et
Sommeria, 1996). En ajoutant un effet
β, on obtient l’écoulement de Fofonoff,
bien connu en océanographie (Naso et
al., 2011). Sur une sphère en rotation, il
y a une subtilité liée au mouvement de
précession du moment angulaire
(Herbert, 2013). L’équilibre statistique
général est la somme de deux compo-
santes : un écoulement stationnaire qui
prend la forme d’un mélange de qua-
drupôle (deux maxima et deux minima
de vorticité potentielle), d’une compo-
sante zonale cisaillée (vitesses opposées
dans les deux hémisphères) et de rota-
tion solide (on peut ajouter une cons-
tante à la vitesse angulaire ; cette
composante est fixée par la projection
verticale du moment angulaire) et une
composante qui dépend du temps, sous
la forme d’une onde de Rossby de nom-
bre d’onde unité (cela correspond à un
dipôle – un maximum et un minimum
de vorticité potentielle diamétralement
opposés – qui se déplace sur un cercle
de latitude). Des cas particuliers d’équi-
libres statistiques stationnaires sont
donc le quadrupôle, l’écoulement zonal
cisaillé et la rotation solide. Ces solu-
tions sont représentées sur la figure 8.
La mécanique statistique fournit donc
une explication à l’apparition de struc-
tures cohérentes à grande échelle dans
des écoulements quasi géostrophiques
qui décrivent bien les grandes échelles
de l’atmosphère et de l’océan. Ces
structures résultent du processus de
mélange turbulent de la vorticité poten-
tielle. La mécanique statistique permet
de prédire quelles structures vont domi-
ner l’écoulement si l’on attend assez
longtemps, sous réserve de la validité
de l’hypothèse d’ergodicité, étant don-
nées seulement quelques grandeurs
macroscopiques, à savoir les invariants
de la dynamique. Ces prédictions sont
en bon accord avec des simulations
numériques, et les structures obtenues
correspondent à des observations dans
l’atmosphère et l’océan, comme
par exemple l’apparition de jets ou
Figure 8. Équilibres statistiques pour la dynamique quasi géostrophique sur une sphère en rotation :
rotation solide (en haut, à gauche), dipôle (en haut, à droite), écoulement zonal cisaillé (en bas, à
gauche) et quadrupôle (en bas, à droite) (Herbert, 2013 ; Herbert et al., 2012). En fait, la composante
dipôle n’est pas stationnaire : en raison de la précession du moment angulaire, le maximum de vorti-
cité se déplace sur son cercle de latitude, comme une onde de Rossby de nombre d’onde unité.
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d’anneaux dans les méso-échelles de
l’océan (Bouchet et Venaille, 2012).
On s’est restreint jusqu’ici à des écoule-
ments quasi bidimensionnels, essentiel-
lement pour des raisons techniques. En
fait, la dynamique quasi géostrophique
générale satisfait le même genre de pro-
priétés que dans le cas barotrope. Sans
entrer dans le détail, des calculs dans le
cadre d’un modèle à deux niveaux, ou
avec une stratification continue, mon-
trent que sur l’horizontale on attend une
organisation en structures à grande
échelle semblable au cas barotrope, tan-
dis que sur la verticale l’énergie se
répartit à l’équilibre statistique entre
mode barotrope et modes baroclines.
Conclusion
La motivation de ce travail était de ten-
ter de comprendre ce que l’on peut dire
au niveau macroscopique (le climat) sur
le système atmosphère-océan sans
résoudre explicitement la dynamique
microscopique (la météorologie). Nous
avons abordé cette question sous deux
angles différents. D’abord, un point de
vue très pragmatique est de chercher à
formuler un principe phénoménolo-
gique pour calculer le transport d’éner-
gie dans l’atmosphère et dans l’océan
sans calculer le détail de leurs mouve-
ments. En pratique, cela permet de
fermer des modèles très simples de
climat, comme les modèles de bilan
d’énergie. Si cette approche permet
d’obtenir rapidement des résultats très
concrets, on maîtrise assez mal les fon-
dations théoriques qui pourraient justi-
fier le principe variationnel sous-jacent.
Une façon plus rigoureuse de procéder
est donc d’introduire une description
probabiliste de la partie du système
qu’on ne souhaite pas résoudre explici-
tement (ici la dynamique de l’atmo-
sphère et/ou de l’océan). La manière la
plus simple est sans doute de construire
les distributions de probabilité dites
d’équilibre, qui s’appuient uniquement
sur les invariants de la dynamique du
système sans viscosité. De la sorte, on
peut comprendre comment l’énergie
s’organise en structures cohérentes à
grande échelle dans des écoulements
quasi géostrophiques, et calculer les
états d’équilibre, qui correspondent à la
dynamique de grande échelle attendue.
Un point commun à ces deux approches
est que, dans les deux cas, on a directe-
ment accès aux échelles d’espace et de
temps qui nous intéressent : on calcule
directement des états stationnaires en
temps, et les petites échelles spatiales,
habituellement représentées via des
paramétrisations sous-maille, sont pri-
ses en compte de façon implicite. Sur
un plan plus technique, les deux appro-
ches prennent la forme de problèmes
variationnels sous contraintes, ce qui
établit des connexions entre elles liées
aux méthodes de résolution. Dans les
deux cas, les modèles développés sont
relativement peu sophistiqués, dans le
sens où ils ne tentent pas de résoudre
tous les phénomènes à toutes les échel-
les d’espace et de temps : ceci les rend
complémentaires de méthodes existan-
tes comme les modèles de circulation
générale, qui résolvent de plus en plus
de phénomènes avec des résolutions de
plus en plus fines. En effet, pour pro-
gresser dans la compréhension d’un
système aussi complexe, nous avons
sans doute besoin à la fois de simula-
tions qui visent à reproduire au plus
proche le comportement du système
réel tout en ayant la possibilité d’explo-
rer le rôle de différents paramètres, que
de modèles conceptuels, qui cherchent
avant tout à comprendre quels mécanis-
mes jouent un rôle crucial dans tel ou
tel phénomène, et quels autres peuvent
être négligés ou représentés de façon
approchée.
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