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Preface
Nature provides countless examples in which complex collective behavior emerges
spontaneously from the interactions among a large number of relatively simple indi-
vidual, basic units. Many of the emergent phenomena resulting from such collective
behaviors share features like scale–invariance, where different scales make contribu-
tions of equal importance. A remarkable example of this is provided by the critical
points of continuous phase transitions, at which all the scales, from the microscopic
to the macroscopic one, are all alike. Many features at the critical points are largely
independent of small–scale details giving rise to universality in the large–scale be-
havior. The development of the scaling hypothesis and the renormalization–group
theory tied everything together, providing a theoretical framework within which
universality is understood in terms of attractive fixed points and, moreover, offering
a method to calculate experimentally accessible quantities like critical exponents.
This thesis focuses on the universal aspects which characterize the collective
behavior of many–particle classical systems along two main lines of research: In
the first part of the manuscript, we study the universal properties of statistical–
mechanics models characterized by discrete symmetry groups. In particular, in
chapter 1 we consider the case of the permutation group of q elements. In chap-
ter 2, the attention is devoted to the symmetry group of the regular polytopes. In the
second part of the manuscript, instead, we study the collective properties of active
matter, namely systems composed of individual units which convert energy to di-
rect their motion. In particular, in chapter 3 we study a statistical–mechanics model
that describes active particles interacting via a long–range force called chemotaxis.
Each of the two parts is composed of an invitation to the reading of the chapters
there contained. Each chapter is provided with a brief invitation that sets the context
of the forthcoming introduction and sections. Conclusions are provided at the end
of each chapter.
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Part I
Discrete Symmetry Groups
5
Invitation to Part I
The aesthetic notion of symmetry has always been a constant source of fascina-
tion and inspiration in Arts and Sciences. Geometric ornamentation, for example,
may have reached a pinnacle in the Islamic world: Mosques, minarets, and palaces
are decorated with beautiful and complex patterns displaying highly ordered and
symmetric tessellations. Essential to this unique style were the contributions made
by Islamic mathematicians, astronomers, and other scientists, whose ideas and tech-
nical advances are indirectly reflected in the artistic tradition. Interestingly, a mathe-
matical classification of planar repetitive patterns reveals that only 17 types of them
are actually possible, almost all of which can be found in the Islamic decorative
tessellations [1]. The mathematical aspects of symmetry undoubtedly played a fun-
damental role in Science, and even if the aesthetic side of symmetry may not be
considered a guiding principle in Physics, if one is working from the point of view of
getting beauty into one’s equation, . . . one is on a sure line of progress [2].
The breakthrough in the use of symmetry in Science, however, came with the in-
troduction of the concept of group and with the ensuing development of the techni-
cal apparatus of group theory. Within group theory, in fact, the concept of symmetry
is considered as the invariance with respect to a specified group of transformations,
which make it suitable to be applied not only to spatial figures, but also to abstract
objects such asmathematical expressions and, more generally, physical theories. The
mathematical form a physical theory may assume is indeed severely restricted by
the requirement of invariance with respect to a set of fundamental transformations.
General covariance, namely the invariance of the laws of nature under local changes
of the space–time coordinates, is an example of how symmetry intervened in shap-
ing Einstein’s theory of general relativity. The invariance with respect to local Gauge
transformations has assumed an essential role in the fundamental theories of Na-
ture, as they provide the basis for the pivotal standard model, i.e. the theory of
the fundamental non–gravitational forces, namely the electromagnetic, weak and
strong interactions. In quantum theory, the selection rules that govern the atomic
spectra are consequences of rotational symmetry, while the symmetry with respect
to the exchange of identical particles led to the classification of elementary particles
in bosons and fermions. These are just a few examples which give a glimpse of the
importance of symmetry requirements in deducing many of the most fundamental
results of modern physics. An exhaustive discussion that encompasses other fun-
damental results is, on the other hand, beyond the scope of this brief invitation and
we remind the reader to excellent articles reviewing some of these topics to different
extent [3, 4].
Many of the macroscopic manifestations of matter, and more generally much
of the texture of the world, can be characterized as having (spontaneously) broken
symmetries. Crystals, magnetism, the structure of the unified electro–weak theory
and superconductivity are just a few examples. In particular, the latter, namely
superconductivity, played a special role in the formulation of what today we call
Ginzburg–Landau theory of (continuous) phase transitions. To be more specific, in
Landau’s theory, the thermodynamic phase of a system undergoing a continuous
phase transition from a high–temperature (symmetric) to a low–temperature (or-
dered) phase in which some symmetry is broken, is controlled by a coarse–grained
local order parameter y. Thermodynamic quantities, on the other hand, can be de-
rived by the free energy functional F [y] called the Ginzburg–Landau free energy
which, though it can be a complicated non–linear and non–local function of the field
y, it no longer involves the microscopic details of the system under study. It only
reflects some general features of the order parameter such as the i) dimensionality
of the space, ii) the number of components of the field y and iii) the symmetry of
the ordered state, indeed. This formulation already achieved a certain level of uni-
versality since, different physical systems, with different microscopic Hamiltonians,
will lead to the same Ginzburg–Landau free energy, provided they share the three
basic ingredients listed above. Landau’s phenomenological theory, only describes
the universal behavior of a system undergoing a second–order phase transition and
it gives no clues on non–universal numbers like the critical temperature at which
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the phase transition occurs. On the other hand, Landau provided a unique formu-
lation that could embrace at once all the critical phenomena with a given symmetry
content, identifying one of the key features behind the surprising universal behavior
many different phase transitions share.
However, it was understood that Landau’smean–field description of phase tran-
sitions was quantitatively inaccurate as only short–range fluctuations were consid-
ered. At the critical point at which the transition occurs, fluctuations of the order
parameter occur on all scales and make non–negligible contributions which must
be accounted for in determining the correct quantitative critical behavior. This con-
sideration has been the turning point which led to the most powerful theoretical de-
scription of thermodynamic phases in terms of successive coarsening operations, the
Wilson renormalization group [5, 6], in which short–scale fluctuations are progres-
sively eliminated. The coarsening operation is then represented by a trajectory in the
abstract theory space, namely the space characterized by different system Hamilto-
nians, whose endpoint or fixed point describes the system properties at the longest
scales and thus serves to characterize the thermodynamic phase. Distinct renormal-
ization group fixed points represent different phases of matter as well as distinct
universality classes at the transition point between them: different physical systems
flowing to the same fixed point belong to the same universality class.
A remarkably important conclusion emerged from the modern theory of contin-
uous phase transitions: Different symmetries of the order parameter could lead to
different fixed points of the renormalization group flow. The classification of fixed
points, on the other hand, is tantamount to the classification of all possible continu-
ous phase transitions that can occur in Nature.
In light of all this, it is therefore not surprising that one of the major problems of
statistical field theory has been the classification of universality classes in arbitrary
dimension and for a general symmetry group, encoded in the functional form of the
Ginzburg–Landau free energy. Despite the centrality of the subject and the many
decades passed since Wilson’s original works, the classification is to date largely un-
solved. Among the rich realm of possible different symmetry groups, in this thesis,
we have been mainly interested in discrete global symmetries, which are character-
ized by a finite number of symmetry operations. Discrete groups have found numer-
ous applications in statistical Physics and a more detailed – though not complete–
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list of them is provided in the Chapter 1. Worth to mention in this respect is the
central role played by the Z2 discrete symmetry group in the celebrated Ising uni-
versality class [7], which provided a superb example of classification. The smallest
finite group, in fact, in the simplest case in which the order parameter field has a
single component, culminated in Kac’s classification of the infinite family of unitary
universality classes provided by the conformal minimal models [8, 9]. Interestingly,
by renormalization group means, the unitary minimal models have been shown to
be in correspondence with the critical Ginzburg–Landau theory of an even poly-
nomial interaction, of which they provide their exact solution at the multicritical
points [10]. This connection has been of particular inspiration in our approach to the
classification of universalities.
More general discrete symmetries, however, have received much less attention
and the general properties of their theory spaces are still largely unexplored. Among
finite groups, the permutation group Sq of q elements plays a major role, since by
Cayley’s theorem every group of finite order q is isomorphic to a subgroup of the
permutation group Sq. Due to its major role in group theory as well as in statisti-
cal mechanics, the permutation group has been our first interest in the direction of
the classification of ‘discrete’ universalities; the analysis of the critical behavior of
the q-states Potts model [11], also called random cluster model, in its correspond-
ing field–theoretical formulation is addressed in Chapter 1. Even more intriguing
from a physical perspective is the rich set of subgroups of the permutation group.
Inheriting the geometrical perspective on the construction of invariant polynomi-
als introduced in Chapter 1, we considered the class of scalar field theories, dubbed
Platonic Field Theories, characterized by the symmetry groups of regular polytopes.
The motivation is quite simple: Among discrete symmetry groups, it was mainly
the Potts models and the cubic models to receive larger attention. From a geometric
point of view, these models are represented by the symmetries of hyper–tetrahedra
and hyper–cubes which both belong to the larger family of regular polytopes and to
the purposes of the classification it seemed quite natural to consider them all. Their
analysis is addressed in Chapter 2.
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Chapter 1
The Potts model
Originally introduced to be a natural generalization of the Ising model [7], the so–
called Potts model [11] is a statistical model where at each site of a lattice there is a
variable si that assumes q discrete values (colors). In absence of magnetic field, the
interaction only distinguishes whether nearest neighbor sites have an equal or dif-
ferent color so that the corresponding Hamiltonian is invariant under the group Sq
of permutation of the q colors. The Potts model has been a strong surge of interest
along the years and its critical behavior turned out to be richer and more general
than that of the Ising model, a property that nowadays we understand in terms of
its larger symmetry group. Worth to mention in this respect, are two apparently un-
related physical problems: That of determining the typical large–scale properties of
connected clusters in the percolation through a porous medium [12] and that of the
macroscopic properties of an electrical network in terms of its local structure [13].
What do Potts model, percolation and electrical networks have in common and how
they are related to the permutation group of q objects is an interesting question.
These problems remained indeed fairly distinct until Fortuin and Kasteleyn [14, 15]
discovered that, in a certain way, they are all part of a family of probability measures
of edge models, which were introduced as models for phase transitions and other
phenomena in lattice systems, or more generally in systems with a graph structure,
later termed random clustermodels. In thesemodels, Fortuin andKasteleyn showed
that formal use of the symmetry unambiguously leads to final expressions contain-
ing q as a parameter which could be varied continuously. The obvious question of
the meaning of Sq symmetry for a non–integer q arises spontaneously and it should
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be understood as an analytical continuation from the corresponding model of dis-
crete variables. Interestingly, in terms of the random cluster model, the percolation
problem was shown to correspond to the case q = 1 while the theory of electrical
networks turned out to be related to q! 0 limit.
Even if the phase transition of the Potts model was considered primarily of the-
oretical interest, experimental realizations of the various Potts models were later
identified [16]. The underlying principle in the experimental realization of a spin
system is the principle of universality from which one is led to seek for real sys-
tems belonging to the same universality class as the spin model in question. One is
usually guided by the corresponding Ginzburg–Landau action which, for the q 2 R
Potts models, was first introduced by Zia, Wallace and Amit [17, 18]. In construct-
ing proper invariant polynomials, Zia and Wallace adopted a geometrical approach
taking advantage of an isomorphism between the symmetry group Sq and the sym-
metry group which maps the (q  1)–dimensional hyper–tetrahedra on themselves.
This method has the virtue to link two of the three main ingredients defining a uni-
versality class, namely the number (q   1) of components of the order parameter
and the symmetry content carried by q. Interested in generalizing and extending
such a constructive method for invariant polynomials, we devote an initial discus-
sion of the present Chapter (see Section 1.2) to set up the Potts field theory, with
particular attention to the construction and enumeration of (non–derivative) invari-
ants. We then move to study the critical behavior of these (random cluster) theories
for general real parameter q and in arbitrary spatial dimension d. This is particularly
advantageous in the functional renormalization group formalism ( fRG) where the
dimension d enters as a real parameter which can be varied continuously [19, 20].
We, therefore, focused our attention on the adaptation of fRG methods to the field
theory of a (q   1)–component scalar field with the underlying global Sq symme-
try of the Potts model. Such a description constitutes the main goal of the present
chapter. Even though our analysis is completely general, we have been particularly
interested in the universal aspects of the original problems of percolation (q = 1) and
electrical networks (q = 0). In these two cases, the numerical estimates obtained for
the correlation length critical exponent n and the correction–to–scaling exponent w
turned out to be in quite satisfactory agreement with Monte Carlo simulations and
high order #–expansion results, showing that fRG methods are indeed very effec-
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tive also in the case of Sq symmetry. Apart from these first results and applications,
our study serves as groundwork for future investigations of the q–states Potts model
universality classes within the functional renormalization group technique.
Reference: Journal of Statistical Mechanics (2018) 013206
1.1 Introduction
Since its introduction in 1952 [11], the Pottsmodel has attracted an increasing amount
of attention, stimulating both theoretical and experimental research: Despite a sim-
ple definition, the model exhibits a complex and varied structure reflecting a very
different class of physical situations. The three–states version of the model can de-
scribe the transition of a liquid crystal from its nematic to its isotropic phase [21, 22],
the transition of a cubic crystal into a tetragonal phase [23], as well as the deconfine-
ment phase transition in QCD at finite temperature [24–28]. The two–states version
is the Ising model. As anticipated, the Potts model with a single state can describe
the critical behavior of bond percolation [14, 15, 29], while the limit of zero states is
related to the electrical resistor network and the relative spanning forest problem
[30, 31]. The Potts model has also been a territory of controversy and debate: Ac-
cording to Landau’s phenomenological theory, the presence of the non–zero third–
order term in the corresponding effective Hamiltonian implies that it undergoes a
first–order phase transition in any dimension [32, 33]. This opened the long and en-
tangled problem of the nature of the phase transition in the Potts model. Baxter [30]
proved rigorously in 1973 that in two spatial dimensions it undergoes a second–
order phase transition for q  4 and a first–order one for q > 4 and still is the
only case known exactly. A satisfactory picture is still missing for the critical value
qc of q which marks the passage from a second–order to a first–order transition in
d > 2. However, numerical simulations performed mainly in the 70s [34–39] and
renormalization group analysis [17, 18, 32, 40–44] suggest for example that in three
spatial dimensions, 2 < qc < 3 and therefore in d = 3, the three–states Potts model is
believed to undergo a first–order phase transition. (The existence of a critical value
qc of q should correspond to a collapse of fixed points in the RG formalism [42]).
The main open problems concerning the q–states Potts models (from here on
12
called Pottsq1) family are the precise quantitative determination of the critical prop-
erties of Potts1 (percolation) and Potts0 (spanning forest) in d   3 and the deter-
mination of the critical value qc of q in d > 2 at which the phase transition ceases
to be continuous. In this work we will address mainly the first of the above prob-
lems by giving estimates for the critical exponents for Percolation and Spanning
Forest in d = 4 and d = 5 (and preliminary results in d = 3). We postpone to a fu-
ture work the question related to the critical value qc separating discontinuous from
continuous phase transitions. In this respect, however, we do the preparatory work
obtaining the flow equation for the effective potential in the so–called improved lo-
cal potential approximation (LPA’) concerning the Potts3 case. The corresponding
renormalization group flow can, in principle, be used to determine the location of a
first–order phase transition as a function of d.
In section 1.2 we review and generalize the construction of the Potts field theory,
i.e., the field theory for a (q  1)–component scalar field with discrete global sym-
metry Sq. In section 1.3 we implement the construction of the exact functional RG
equation for the Potts field theory. One major technical difficulty has been the devel-
opment of the necessary trace machinery to reduce the traces present in the expansion
of the r.h.s. of the exact RG flow equation, unlocking in this way the computation
of the renormalization group functions (beta functions) of power interactions for ar-
bitrary q. As an alternative approach, we derive the LPA’ explicitly for the q = 2
and q = 3 cases and explain how to do it for arbitrary integer q > 1. In section 1.4
we use the beta functions so–derived to study the critical properties of the Pottsq
universality classes. After a preliminary study that allows us to establishes a con-
nection with known results from the #–expansion perturbative RG formalism, we
push our approach to obtain accurate estimates for the critical exponents in d = 4
and d = 5. Within the truncation scheme employed, we are able to achieve converg-
ing estimates of the critical exponents in d = 4 and d = 5, while in d = 3 we obtain
only preliminary results.
1We use typewriter font to indicate universality classes.
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1.2 Potts field theory
1.2.1 Potts Model
As anticipated at the beginning of the chapter, the Potts model is a statistical model
where at each site of a lattice there is a variable si that assumes q discrete values (col-
ors). In the absence of a magnetic field, the interaction energy is given by g d(si, sj),
where d(si, sj) = 0 for i 6= j and 1 otherwise. The model is ferromagnetic when
g > 0 and anti–ferromagnetic when g < 0, and the corresponding Hamiltonian
reads
H =  g Â
hi ji
d(si, sj) . (1.2.1)
The model can be alternatively formulated to reflect its global Sq symmetry in a
n ⌘ q  1 dimensional space [16, 17]. This is achieved by rewriting
d(a, b) =
1
q
h
1+ ea · eb
i
, (1.2.2)
where ea are the q vectors pointing along the q symmetric directions of a hyper–
tetrahedron in n dimensions. 2 The formal rewriting of the interaction energy given
by Eq. (1.2.2) holds since, for a n–simplex, the angle subtended by any two vertices
is given by arccos( 1). 3 Geometrically the symmetries of the q–states Potts model
are therefore those of an n-simplex (see Figure 1.1).
1.2.2 Universality classes
The q–states Potts model can describe the universality classes associated with the
spontaneous breaking of the permutation symmetry of q colors. Baxter [45] proved
that in two dimensions the transition is continuous for q  4. Near two spatial di-
mensions the critical value qc(d) belowwhich the transition is continuous, decreases
rapidly as a function of d. It is known from a variational RG analysis [32] that qc is
already smaller than three in d ' 2.32 and therefore the 3–states Potts model un-
dergoes a first–order phase transition in d = 3. For q < 2, instead, the transition is
2In geometry, a simplex (hyper–tetrahedron) is the generalization of a triangle or tetrahedron to
arbitrary dimensions.
3Notice that the vectors ea are normalized such that ea · ea = n.
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Figure 1.1: The discrete symmetries characterizing the q–states Potts model are those
of the n-simplex shown here, for n = 1, 2, 3.
continuous in all the critical range 2  d  6. The following is a summary of the
present knowledge about the universality classes characterized by Sq symmetry.
• Pottsq. In their seminal paper, Fortuin and Kasteleyn showed that the Potts
partition function Z = Â{s} e H, where H is given by Eq. (1.2.1), can be writ-
ten, up to a consequential constant, as
Z = Â
G✓L
pnb(1  p)n¯bqNc , (1.2.3)
where G is a graph obtained placing nb bonds on the edges of the lattice L,
each one with probability p = 1  e g 2 [0, 1] and n¯b represents the number of
edges without a bond. Nc is the number of clusters in G, with a cluster being
a set of connected bonds. The configurations of the random cluster model are
therefore obtained placing bonds with probability p and each of the resulting
clusters can take q different colors. We notice that the probability measure in
Eq. (1.2.3) is well defined for any q 2 R. In the thermodynamic limit, there ex-
ists a critical value pc(q) of the edge parameter p, separating the phase with no
infinite cluster from the phase with one or more infinite clusters. By specifying
the values of q to 0, 1, 2, 3, . . . the model is able to capture at once the phase
transition of well–known statistical models, the most important of which are
listed below.
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• Potts0 = Spanning Forest. In graph theory, a subset F of the edge set E is
called a forest of G if it contains no circuit; it is called a spanning tree if it is also
connected. The electrical currents which flow in an electrical network may be
expressed in terms of counts of spanning trees. Fortuin and Kasteleyn realized
that the electrical network theory of a graph G is related to the limit q ! 0 of
the random-cluster model of Eq. (1.2.3), when p is given by p = pq/(1+pq).
In combinatorics, the generating function of spanning trees is called multivari-
ate Tutte polynomial [46] and, in terms of relatively simple transformations, it
can be shown to be equivalent to the random cluster model in the aforemen-
tioned limit [15, 47].
• Potts1 = Percolation. In the limit q ! 1, the weight pnb(1  p)n¯b of a bond
configuration coincides with that of the (bond) percolation problem, in which
edges are randomly occupied with probability p and color plays no role. This
formulation has been revisited and extended to site percolation by Wu [48].
• Potts2 = Ising thanks to the group isomorphism Z2 ⇠= S2.
• Potts3. It is related to the Z3 model since S3 ⇠= Z3 ⇥Z2 and in d = 2 it has
the same central charge (c = 4/5) as the Tricritical universality class. The
three–states version of the model has various connections from the nematic to
isotropic phase transitions in liquid crystals [21, 33] to the deconfinment phase
transition of mesons and baryons in QCD in two dimensions [24–28].
• Potts4. The 4–states Potts model can describe the deconfinement of baryons
and mesons as in the case q = 3 as well as tetra–quark confined states which
are allowed for q = 4 only. Even if Z4 6= S4, the Z4–symmetric Ashkin–Teller
model, at a particular point in the space of the couplings, can be described by
a 4–states Potts model [49].
In the next section, we are going to introduce the field theoretical formulation of
the Potts model (Potts field theory) which describes the scaling limit of the random
cluster model for q 2 R, as well as that of the Potts ferromagnet for q integer. This
theory has the Potts spin fields as fundamental fields (the Fortuin–Kasteleyn map-
ping relates the spin correlators in the Potts model to connectivities of clusters in the
random cluster model) characterized by Sq invariance.
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1.2.3 Action and invariants
As it was shown by Golner [40] and Zia and Wallace [17], the critical behavior of
the (n+ 1)–states Potts model in d spatial dimensions can be studied by an n–comp.
bosonic field fi (i = 1, ..., n) carrying a representation of the Sn+1–symmetry. This
representation involves the set of the (n + 1) vectors eai (a = 1, ..., n + 1) pointing
to the vertices of a n-simplex, which have been introduced in section 1.2.1. The un-
derlying symmetry of the model, arising from the equivalence of its (n+ 1) states,
is therefore reflected in the geometric regularity of simplexes. In fact, the indices
a, b,g, . . . , identifying the vertices of the n–simplex via the vectors ea, can be per-
muted against each other leaving the simplex unaltered. The corresponding ac-
tion is therefore symmetric under the discrete group which maps the n–dimensional
hyper–tetrahedron on itself and this group isomorphic to Sn+1 [18, 43, 50].
Properties of simplexes
In geometry, a simplex is a generalization of the notion of a triangle or a tetrahedron
to arbitrary dimensions. For example, a 2–simplex is a triangle, a 3–simplex is a
tetrahedron, and so on (see Figure 1.1). We can embed the regular n–dimensional
simplex in Rn by writing directly its cartesian components. This can be achieved
with the help of the following two properties:
1. All the vertices of a n–simplex are at the same distance from the center of it ,
2. the angle subtended by any two vertices is arccos( 1) .
These properties allow the explicit construction of the vectors eai of section 1.2.1, that
we will use in the definition of the Sn+1 polynomial invariants. Explicit manipula-
tions of expressions involving eai can be performed using the following relations:
n
Â
i=1
eai e
b
i = (n+ 1)d
ab   1 ,
n+1
Â
a=1
eai = 0 ,
n+1
Â
a=1
eai e
a
j = (n+ 1)dij . (1.2.4)
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Figure 1.2: Relation between the fields fi and ya in the n = 2 casewhich corresponds
to the symmetry group S3 of an equilateral triangle in the plane.
Note that in terms of the rules specified by Eqs. (1.2.4), the vectors ea are normalised
such that ea · ea = n. This choice turns out to be useful in order to be able to take
the limit n ! 0 later on. We anticipate that the set of rules in Eqs. (1.2.4) are the
basic relations that we employ in section 1.3 to reduce the traces involved in the
computation of the beta functions.
Invariant polynomials
A simple way to understand how to construct invariant polynomials with respect
to the permutation group of n+ 1 colors, is to approach the problem geometrically.
Any symmetric polynomial, can be expressed in terms of the so–called power sum
symmetric polynomials. Consider, to this purpose, an n–comp. scalar fi in Rn as our
fluctuating field and construct its projections ya, along the vectors ea defining the
n+ 1 vertices of the hyper–tetrahedron, i.e., ya ⌘ eai · fi. To help the intuition, see
Figure 1.2 in the case of a 2–component field f 2 R2 along with the corresponding
2–simplex. The power sum symmetric polynomial Pk of degree k in n+ 1 variables
is expressed as
Pk =
n+1
Â
a=1
(ya)k , (1.2.5)
which makes clear the symmetry with respect to any permutation of the indices a.
Note that the first rule in Eqs. (1.2.4), i.e., Âa eai = 0, implies that P1 = Âa y
a = 0,
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which reflects the fact that not all the fields ya are independent. Hence, any sym-
metric polynomial in the field variables y1, ...,yn+1, can be expressed in terms of the
power sum symmetric polynomials Pk, which therefore constitute the basic invariant
polynomials of the Potts field theory.
As a consequence of the first rule in Eqs. (1.2.4), the number N(p) of invariant
polynomials of degree p corresponds to the number of partitions of p objects which
do not contain 1 as a part: N(p) = P(p)  P(p  1), where by P(p), we intend the
partition of p objects. Starting from p = 2, the number of invariants is then given by
the sequence N(p) = 1, 1, 2, 2, 4, 4, 7, 8, 12, 14, . . . For example, for p = 2 and p = 3
the only power sum symmetric polynomials are respectively P2 and P3; for p = 4
we expect two symmetric polynomials, which, in fact, are P4 and P22 ; for p = 5 the
invariants are P5 and P2P3; while for p = 6 there are four possibilities: P6, P23 , P2P4
and P32 ; and so on.
The basic power sum symmetric polynomial Pp, can then be re–expressed in
terms of the original fluctuating fields fi. For example
P2 =Â
a
(ya)2 =Â
a
eai e
a
j fifj = (n+ 1)dij fifj ,
where we used the last rules in Eqs. (1.2.4) and similarly
P3 =Â
a
(ya)3 =Â
a
eai e
a
j e
a
k fifjfk .
In general, the k–th order power sum symmetric polynomial, is expressed as
Pk =Â
a
eai1 . . . e
a
ik fi1 · · · fik , (1.2.6)
which motivates the introduction of the following two basic tensors 4
T(k,1)i1...ik ⌘Â
a
eai1 . . . e
a
ik k   3 , (1.2.7)
T(2,1)i1i2 ⌘ di1i2 k = 2 . (1.2.8)
The second superscript m in the definition of the basic tensor in Eq. 1.2.7, refers to
4An inessential factor n+ 1 is disregarded in Eq. (1.2.8)
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the tensor structure: When the superscript is m = 1, it means that we refer to the
basic tensor introduced in Eq. 1.2.7, while when m   2 we refer to composite tensors
of increasing order of complexity, see Table 1.1. When an invariant polynomial is
expressed as the product of two or more power sum symmetric polynomials, in fact,
it can be reduced to a product of the tensors defined in Eqs. (1.2.7) and (1.2.8). For
example
P2P4 = Â
a
(ya)2Â
b
(yb)4 =Â
a
eai1e
a
i2Â
b
ebi3e
b
i4
ebi5e
b
i6 fi1 · · · fi6
= (n+ 1)di1i2Â
b
ebi3e
b
i4
ebi5e
b
i6 fi1 · · · fi6 = (n+ 1)
n
T(2,1)i1i2 T
(4,1)
i2i3i4i5
o
fi1 · · · fi6 ,
or
P23 = Â
a
(ya)3Â
b
(yb)3 =
 
Â
a
eai1e
a
i2e
a
i3
! 
Â
b
ebi4e
b
i5e
b
i6
!
fi1 · · · fi6
=
n
T(3,1)i1i2i3T
(3,1)
i4i5i6
o
fi1 · · · fi6 ,
and similarly for all other possible cases. 5 We finally conclude that: At any order
p we can define N(p) tensors T(p,m)i1...ip with m = 1, ...,N(p) as shown in Table 1.1.
When these tensors are contracted with p fields fi, they constitute a basis for non–
derivative invariants.
Ginzburg–Landau action
We can now express a generic action in terms of the tensors T(p)i1...ip which, by con-
struction, would result invariant under the permutation group of n+ 1 colors and
in which only non–derivative interactions are considered. Indicating by T(p)i1...ip the
tensor coupling p fields, we can compactly write
S[f] =
Z
x
⇢
1
2
∂µfi∂µfi +
1
2
T(2)i1i2fi1fi2 +
1
3!
T(3)i1i2i3fi1fi2fi3+
+
1
4!
T(4)i1i2i3i4fi1fi2fi3fi4 +
1
5!
T(5)i1i2i3i4i5fi1fi2fi3fi4fi5 + . . .
 
, (1.2.9)
5Symmetrization over all indexes is understood when needed.
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T(p,m) m = 1 m = 2 m = 3 m = 4 N(p)
p = 2 d 1
p = 3 Â eee 1
p = 4 Â eeee dd 2
p = 5 Â eeeee dÂ eee 2
p = 6 Â eeeeee Â eeeÂ eee dÂ eeee ddd 4
Table 1.1: Tensor invariants T(p,m) defined in the text with their relative number
N(p). The index structure of the invariants follows the general structure of Eq.
(1.2.7). We dropped the indices from eai and di j for brevity.
which implicitly defines the dimensionful couplings l¯p,m (one for each invariant of
Table 1.1, according to the counting rule established in the previous section), in terms
of the possible inviariant interactions
T(3)i1i2i3 = l¯3T
(3,1)
i1i2i3
,
T(4)i1i2i3i4 = l¯4,1T
(4,1)
i1i2i3i4
+ l¯4,2T
(4,2)
i1i2i3i4
,
T(5)i1i2i3i4i5 = l¯5,1T
(5,1)
i1i2i3i4i5
+ l¯5,2T
(5,2)
i1i2i3i4i5
,
T(6)i1i2i3i4i5i6 = l¯6,1T
(6,1)
i1i2i3i4i5i6
+l¯6,2T
(6,2)
i1i2i3i4i5i6
+l¯6,3T
(6,3)
i1i2i3i4i5i6
+l¯6,4T
(6,4)
i1i2i3i4i5i6
.(1.2.10)
Finally, we can introduce a shorthand notation defining the following invariants
through contraction with the fields, namely
Ip,m ⌘ T(p,m)i1···ip fi1 · · · fip , (1.2.11)
which are clearly related to the invariants Pk of the preceding subsection, in terms of
which one can re–write the action in Eq. (1.2.9) as
S[f] =
Z
x
⇢
1
2
∂µfi∂µfi +V(f1, .., fn)
 
, (1.2.12)
n = 1 n = 2 n = 3
I2 j21 j21 + j22 j21 + j22 + j23
I3 0 3p2j2(j
2
2   3j21) 4p3
⇣p
2j1(j21   3j22)  3(j21 + j22)j3 + 2j33
⌘
I4,1 2I22
9
2 I
2
2 8
⇣
j41+j
4
2+
7
6 j
4
3+j
2
1(j
2
3  2
p
2
3 j1j3)+2j
2
2(j
2
1+
p
2j1j3+ 12 j
2
3)
⌘
I4,2 I22 I
2
2 I
2
2
I5,1 0 52 I2 I3
10
3 I2 I3
I5,2 0 I2 I3 I2 I3
I6,1 2I32
27
4 I
3
2 + I
2
3
1
3 I
2
3 + 3I2 I4,1   8I32
I6,2 2I32
9
2 I
3
2 I2 I4,1
I6,3 I32 I
3
2 I
3
2
I6,4 0 I23 I
2
3
Table 1.2: Explicit form of the invariants of Sn+1 for n = 1, 2, 3. The first n invariants
constitute a basis with rational coefficients, in terms of which, all other invariants
defined in Eq. (1.2.11) can be expressed.
where the GL potential is constructed from the invariants in Eq. (1.2.11) as follows
V(f1, .., fn) =
•
Â
p=2
1
p!
N(p)
Â
m=1
l¯p,mIp,m =
1
2
l¯2 I2 +
1
3!
l¯3 I3 +
1
4!
(l¯4,1 I4,1 + l¯4,2 I4,2) + ...
(1.2.13)
However, as expected, only the first n invariants are independent, as it can be seen
from the explicit construction reported in Table 1.2 in the cases n = 1, 2, 3. The exam-
ples of Table 1.2, exemplify the fact that rational coefficients are needed to express
the dependent invariants in terms of the independent ones. To facilitate the under-
standing we give an explicit construction of the Potts field theory in the S3 case in
Appendix A.1.
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1.3 Functional RG for Potts
1.3.1 Flow equation
The functional renormalization group ( fRG) approach to quantum and statistical
field theory is based on the exact flow equation satisfied by the scale–dependent ef-
fective action Gk (for a general review see e.g. Ref. [51]; while for a self–contained
introduction focused on statistical physics see Ref. [52]). This is a scale–dependent
functional which includes fluctuations between a given microscopic UV scale L
down to a running scale k < L. The effective action interpolates smoothly between
the bare UV action S = Gk=L and the full effective action, or free energy, G = Gk=0
for k ! 0 so that all fluctuations are summed over. The scale dependence of the
effective action Gk on the RG ‘time’ t ⌘ log k is governed by the exact flow equation
[19, 20], which for a n-comp. scalar ji ⌘ hfii reads
∂tGk[j] =
1
2
Tr
 
d2Gk[j]
djidjj
+ Rk,ij
! 1
∂tRk,ji . (1.3.1)
Here Rk is a proper infrared regulator function which suppresses the propagation
of the infrared modes (of momentum smaller than k) by directly modifying the bare
propagator of the theory. The so–called Wetterich equation (1.3.1) is the starting
point of all our subsequent analysis.
Local potential approximation
Despite its simplicity, the Wetterich equation (1.3.1) is difficult to solve and one
should rely on approximations based on non–perturbative truncations, which amounts
to project the RG flow on a subset of suitable functionals. One of these truncations
is called improved local potential approximation (LPA’) and consist in considering
the following ansatz for the effective action
Gk[j] =
Z
x
⇢
1
2
Zk∂µji∂µji +Vk(j1, ..., jn)
 
, (1.3.2)
where the whole theory space is projected into the infinite–dimensional functional
space of the effective potentialsVk. At the first order in the derivative expansion, also
called local potential approximation (LPA), one neglects the running and the field
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dependence of the wave–function renormalization Zk, i.e., Zk ⌘ 1. In the improved
local potential approximation (LPA’) we consider throughout, Zk is a non–vanishing
field–independent but scale–dependent runningwave–function renormalization con-
stant, directly related to the anomalous dimension of the fields by hk =  ∂t logZk.
We can obtain a flow equation for the effective potential by inserting the ansatz
(1.3.2) in the Wetterich equation (1.3.1). The first thing to do is to compute the Hes-
sian which, dropping for the moment Zk, reads
d2Gk
djidjj
=  ∂2dij + d
2Vk
djidjj
=:  ∂2(I)ij + (V)ij , (1.3.3)
where we introduced a matrix notation for compactness. When Eq. (1.3.3) is inserted
in the flow equation (1.3.1), with the choice Rk,ij = dijRk for the matrix structure of
the cutoff, we find
∂tGk =
1
2
Tr
∂tRk( ∂2)
( ∂2 + Rk( ∂2))I+V . (1.3.4)
After choosing a constant field configuration, so that ∂tGk = (
R
ddx) ∂tVk and by
performing the angular integrations, we obtain the following expression for the flow
of the effective potential
∂tVk =
1
2
1
(4p)
d
2G( d2 )
Z •
0
dz z
d
2 1 tr ∂tRk(z)
(z+ Rk(z)) I+V
. (1.3.5)
We will adopt now the linear cutoff Rk(z) = (k2   z)q(k2   z), where q is the Heavi-
side step function, that allows a simple explicit evaluation of the integral in Eq. (1.3.5).
With this choice we find the following form for the flow equation of the effective po-
tential
∂tVk = cdkd+2 tr
1
k2I+V
, (1.3.6)
where we defined the constant c 1d ⌘ (4p)
d
2G( d2 + 1). This expression is the general
form for the LPA of an n–comp. scalar in d spatial dimensions and as such, it is
the generating function of the beta functions of the couplings l¯p,m concerning the
non-derivative interactions of Eq. (1.2.13).
Unfortunately, for general n, it is not possible to obtain a closed form for the
inverse of the matrix k2I +V. Therefore, since our main interest is the study of
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the limits n ! 0 (Percolation) and n !  1 (Spanning Forest) (which we recall
are the only non–trivial cases apart Ising in d > 2), we are forced to truncate the
effective potential in Eq. (1.2.13). This amounts at converting Eq. (1.3.6) into a set of
coupled beta functions (explicitly n–dependent) for a finite set of coupling constants,
by expanding the r.h.s. of Eq. (1.3.6) in powers of V. In this way, the problem is
reduced to the evaluation of traces of these powers. This approach is presented in
section 1.3.2, where the appropriate “trace machinery” will be developed and where
we report the truncation up to j6. A different approach is based on the fact that
the inversion of the matrix in Eq. (1.3.6) is instead possible whenever n is a given,
conceivably small, positive integer (and thus not applicable in the Percolation and
Spanning Forest cases) and in this case we are able to write the explicit form of the
LPA’. This is presented in section 1.3.4 for n = 1 and n = 2.
1.3.2 Beta functions for generic n
The aim of this section is to provide a general framework to extract beta functions
for any real value of n 2 R. Defining V = l¯2I +M we proceed by expanding the
inverse propagator as
tr
1
k2I+V
= tr
k 2
(1+ l2)I+M/k2
=
•
Â
m=0
( 1)m k
 2 2m
(1+ l2)m+1
trMm , (1.3.7)
where from now onwe absorb the factor cd in the definitions of the effective potential
and of the field by setting Vk ! cdVk and ji ! c1/2d ji. Inserting Eq. (1.3.7) into the
flow equation of the effective potential (1.3.6) gives
∂tVk =
•
Â
m=0
( 1)m k
d 2m
(1+ l2)m+1
trMm . (1.3.8)
Any field dependence on the r.h.s. of equation (1.3.8) is encoded in trMm since,
explicitly, we have
(M)ab = T
(3)
abi1
ji1 +
1
2
T(4)abi1i2ji1ji2 +
1
3!
T(5)abi1i2i3ji1ji2ji3 + . . . (1.3.9)
Once the traces trMm are computed with the help of rules (1.2.4) and expressed in
terms of the basic power sum symmetric polynomial invariants of Eq. (1.2.11), the
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r.h.s. of the flow equation (1.3.6) assumes the following form:
∂tVk =
1
2
b¯2 I2+
1
3!
b¯3 I3+
1
4!
(b¯4,1 I4,1+ b¯4,2 I4,2)+
1
5!
(b¯5,1 I5,1+ b¯5,2 I5,2)+ . . . . (1.3.10)
From this equation, we can extract the beta functions of all the couplings included
in the truncation of the potential in Eq. (1.2.13). An example of how this general
procedure works in practice is given in Appendix A.2 where the simple j3 cubic
example is shown.
Explicit beta functions
From the example given in AppendixA.2, it is clear that the computation of the gen-
eral trace trMm rapidly becomes unfeasible by hand. For a given truncation order
p in the expansion (1.2.13), we need to expand the inverse propagator up to trMp
and keep all contributions up to order p. In order to tackle the ”trace machinery” in-
volved in the general computation, we have used symbolic manipulation software
(the xTensor package for Mathematica [53]) for which we have written an explicit
code.
Here we consider the expansion (1.2.13) up to order j6, which corresponds to a
total of Â6p=2 N(p) = 10 dimensionless couplings:
{l2,l3,l4,1,l4,2,l5,1,l5,2,l6,1,l6,2,l6,3,l6,4} .
The beta functions of these couplings can be written in terms of the dimension–full
ones as 6
bm,i =

m
✓
d
2
  1+ h
2
◆
  d
 
lm,i + km(
d
2 1+ h2 ) d b¯m,i , (1.3.11)
and their explicit form can be extracted once the reduction of the traces up to trM6
has been performed. The final result is the following set of ten beta functions, valid
for arbitrary d and n, and it is the main result of the present chapter.
b2 = ( 2+ h)l2 + 2(n  1)(n+ 1)
2l23
(1+ l2)3
 n(n+ 1)l4,1 +
1
3 (n+ 2)l4,2
(1+ l2)2
, (1.3.12)
6We just differentiate both sides of lm,i = km(d/2 1+h/2) dl¯m,i.
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b3 =
1
2
(d+ 3h   6)l3 + 6
  2
3l4,2 + (n  1)(n+ 1)l4,1
 
l3
(1+ l2)3
 nl5,1 +
1
10 (n+ 6)l5,2
(1+ l2)2
  6(n  2)(n+ 1)
2l33
(1+ l2)4
, (1.3.13)
b4,1 = (d+ 2h   4)l4,1 +
6
⇣
4
3l4,2l4,1 + (n
2   1)l24,1
⌘
(1+ l2)3
+
6 415 (n+ 1)(3l5,2 + 5(n  1)l5,1)l3
(1+ l2)3
 24
  3
2 (n  2)(n+ 1)2l4,1 + (n+ 1)l4,2
 
l23
(1+ l2)4
 15nl6,1 + (n+ 8)l6,3 + 9(n+ 1)l6,2
15(1+ l2)2
+
24(n  3)(n+ 1)3l43
(1+ l2)5
, (1.3.14)
b4,2 = (d+ 2h   4)l4,2   24
  3
2 (n+ 1)
3l4,1 +
1
2 (n  3)(n+ 1)2l4,2
 
l23
(1+ l2)4
+
6(n+ 1)2l24,1 + 6
2
3n(n+ 1)l4,1l4,2 + 6
1
9 (n+ 8)l
2
4,2
(1+ l2)3
+
12
5 (n  3)(n+ 1)2l3l5,2
(1+ l2)3
+
3(n+ 1)2l6,2   2n(n+ 1)l6,3   (n+ 4)l6,4
5(1+ l2)2
+
48(n+ 1)4l43
(1+ l2)5
, (1.3.15)
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b5,1 =
1
2
(3d+ 5h   10)l5,1 + 80(n+ 1)
2(3(n+ 1)(n  3)l4,1 + 2l4,2)l33
(1+ l2)5
 
6(n+ 1)
⇣
15(n+ 1)(n  2)l24,1 + 20l4,1l4,2
⌘
l3
(1+ l2)4
 12(n+ 1)
2(5(n  2)l5,1 + 3l5,2)l23
(1+ l2)4
+
4
3 (10l4,2l5,1 + 9(n+ 1)l4,1l5,2 + 15(n+ 1)(n  1)l4,1l5,1)
(1+ l2)3
+
2
3 (n+ 1)(8l6,3 + 15(n  1)l6,1 + 9(n+ 1)l6,2)l3
(1+ l2)3
 120(n  4)(n+ 1)
4l53
(1+ l2)6
, (1.3.16)
b5,2 =
1
2
(3d+ 5h   10)l5,2  
20
⇣
9(n+ 1)2l24,1 + 3
 
n2   2n  3  l4,2l4,1 + 4l24,2⌘l3
(1+ l2)4
 6(n+ 1)
2 (10l5,1 + (4n  19)l5,2)l23
(1+ l2)4
+
4
3
 
6l6,4 +
 
3n2   4n  7  l6,3 + 3(n  4)(n+ 1)2l6,2 l3
(1+ l2)3
+
2(n+ 1) (10l5,1 + (4n  9)l5,2) l4,1 + (26l5,2 + n (10l5,1 + l5,2)) l4,2
(1+ l2)3
+
80(n+ 1)2 (9(n+ 1)l4,1 + (n  6)l4,2)l33
(1+ l2)5
  600(n+ 1)
4l53
(1+ l2)6
, (1.3.17)
28
b6,1 = (2d+ 3h   6) l6,1   600(n+ 1)
3  3  n2   3n  4  l4,1 + 2l4,2 l43
(1+ l2)6
+
24(n+ 1)2
⇣
60l4,1l4,2 + 45
 
n2   2n  3  l24,1⌘l23
(1+ l2)5
+
96(n+ 1)3 (5(n  3)l5,1 + 3l5,2)l33
(1+ l2)5
 24(n+ 1) (3(n+ 1) (5(n  2)l5,1 + 3l5,2) l4,1 + 10l4,2l5,1)l3
(1+ l2)4
 90(n+ 1)
  
n2   n  2  l4,1 + 2l4,2 l24,1
(1+ l2)4
 6(n+ 1)
2 (15(n  2)l6,1 + 8l6,3 + 9(n+ 1)l6,2)l23
(1+ l2)4
+
20l4,2l6,1 + 4(n+ 1)l5,1 (5(n  1)l5,1 + 6l5,2)
(1+ l2)3
+
2(n+ 1) (15(n  1)l6,1 + 8l6,3 + 9(n+ 1)l6,2)l4,1
(1+ l2)3
+
720(n  5)(n+ 1)5l63
(1+ l2)7
, (1.3.18)
b6,2 = (2d+ 3h   6) l6,2 + 20
 
5l4,2l6,2 + l4,1
  4l6,3 + 3  n2   1  l6,2  
5(1+ l2)3
+
100l25,1 + 20nl5,1l5,2 + (n+ 30)l
2
5,2
5(1+ l2)3
 1200(n+ 1)
2 (3(n+ 1)l4,1   l4,2)l43
(1+ l2)6
+
48(n+ 1)2 (10l5,1 + (n  8)l5,2) l33
(1+ l2)5
+
16
⇣
15(n+ 1) (3(n+ 1)l4,1   4l4,2) l4,1 + 5
⇣
9(n+ 1)2l24,1 + 2l
2
4,2
⌘⌘
l23
(1+ l2)5
 
6
⇣
 30l24,1l4,2 + 6(n+ 1) (10l5,1 + (n  4)l5,2)l3l4,1
⌘
(1+ l2)4
 6
 
3(n+ 1)2(2n  7)l3l6,2   8 ((n+ 1)l3l6,3   2l4,2l5,2)
 
l3
(1+ l2)4
+
2160(n+ 1)4l63
(1+ l2)7
, (1.3.19)
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b6,3 = (2d+ 3h   6) l6,3 + 16(n+ 1)
 
60(n+ 1)2l5,1   63l5,2
 
l33
(1+ l2)5
+
16(n+ 1)
 
9n3   45n2   117n l33l5,2
(1+ l2)5
+
16(n+ 1)
⇣
180(n+ 1)2l24,1 + 15
 
3n2   11n  14  l4,1l4,2 + 50l24,2⌘l23
(1+ l2)5
 6(n+ 1)
 
7
 
n2   2n  3  l6,3   18(n+ 1)2l6,2 l23
(1+ l2)4
 18(n+ 1) (5(n+ 1)l6,1 + 4l6,4)l
2
3
(1+ l2)4
 
30
⇣
9(n+ 1)2l24,1 + 3
 
n2   1  l4,2l4,1 + 8l24,2⌘l4,1
(1+ l2)4
 12(n+ 1) (2 (5(n  3)l5,1 + 9l5,2) l4,2 + 3(n+ 1) (10l5,1 + 3(n  5)l5,2) l4,1)l3
(1+ l2)4
+
18(n+ 1) (10(n  3)l5,1 + 9l5,2) l5,2
15(1+ l2)3
+
10 (15nl6,1 + (n+ 38)l6,3 + 9(n+ 1)l6,2)l4,2
15(1+ l2)3
+
30
 
15(n+ 1)l6,1 +
 
7n2 + n  6  l6,3 + 12l6,4   18(n+ 1)2l6,2 l4,1
15(1+ l2)3
 600(n+ 1)
3 (12(n+ 1)l4,1 + (n  7)l4,2)l43
(1+ l2)6
+
4320(n+ 1)5l63
(1+ l2)7
, (1.3.20)
30
b6,4 = (2d+ 3h   6) l6,4 + 600(n+ 1)
4 (3(n+ 1)l4,1   4l4,2)l43
(1+ l2)6
+
8(n+ 1)2
⇣
 90(n+ 1)2l24,1 + 72(n+ 1)2l3l5,2
⌘
l23
(1+ l2)5
+
8(n+ 1)2
⇣
150(n+ 1)l4,1l4,2 + 5(3n  23)l24,2
⌘
l23
(1+ l2)5
 108(n+ 1)
2 (6(n+ 1)l4,1 + (n  7)l4,2) l3l5,2
3(1+ l2)4
 54(n+ 1)
2  2(n+ 1)l6,3 + (n  5)l6,4 + 3(n+ 1)2l6,2 l23
3(1+ l2)4
 
10
⇣
 27(n+ 1)3l34,1 + 27(n+ 1)2l24,1l4,2 + 9n(n+ 1)l4,1l24,2 + (n+ 26)l34,2
⌘
3(1+ l2)4
+
2
 
6(n+ 1)2l4,1l6,3 + 9(n+ 1)3l4,1l6,2 + 14l4,2l6,4
 
(1+ l2)3
+
2
 
3n(n+ 1)l4,1l6,4 + 2n(n+ 1)l4,2l6,3 + nl4,2l6,4   3(n+ 1)2l4,2l6,2
 
(1+ l2)3
+
9(n  7)(n+ 1)2l25,2
5(1+ l2)3
  1440(n+ 1)
6l63
(1+ l2)7
. (1.3.21)
This system of beta functions, in the truncation scheme considered, encode the
critical properties of the random cluster model for arbitrary n and d. The anomalous
dimension h entering these expressions will be computed in the next subsection.
While the beta functions (1.3.12)–(1.3.21) are written using the linear cutoff, it is
easy to generalize them to a general cutoff function Rk(z) by the substitution 7
1
(1+ l2)m
! k2m 2 d d
4
Z •
0
dz zd/2 1Gmk (z)∂tRk(z) .
The generalization to arbitrary cutoffs, on the other hand, is crucial for the study
of the cutoff dependence and for the optimization of convergence of the numerical
results [54]. We leave this task to a future study, since, as we will show in section
1.4.2, within the p = 6 truncation, convergence of the critical exponents is fully
achieved only in d = 5. This indicates that higher order truncations in the expansion
7For a definition of Gk(z), see Eq. (1.3.24).
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(1.2.13) are needed in d = 4 and in d = 3.
1.3.3 Anomalous dimension
The computation of the anomalous dimension hk requires the computation of the
flow of the wave–function renormalization Zk since hk =  ∂t logZk. It is clear from
Eq. (1.3.2) that Zk corresponds to the term in Gk which is quadratic in the fields and
in the momentum. Accordingly,
∂tZk dij = lim
p2!0
d2
dp2
d2
dji(p)djj( p)∂tGk[j]
     
j=0
. (1.3.22)
The flow of Zk is therefore related to that of the two-point function whose flow equa-
tion reads
[∂tG
(2)
k (p
2)]ij =  12
Z
q
[G(4)k (q, p, p, q)]aijaG2k (q2)∂tRk(q2)
+
Z
q
[G(3)k (q, p, q  p)]aibGk((q+ p)2)[G(3)k (q+ p, p, q)]bjaG2k (q2)∂tRk(q2) ,
(1.3.23)
where we introduced the regularized propagator (at j = 0), namely
[Gk(q2)] 1 = G
(2)
k (q
2) + Rk(q2) = Zkq2 + l¯2 + Rk(q2) . (1.3.24)
Equation (1.3.23) depends on the three– and four–point functions, but the only con-
tribution proportional to p2 comes from the integral involving the first. Hence with-
out loss of generality, we can consider the effective action (1.3.2) where the potential
(1.2.13) is truncated at order p = 3, obtaining
∂tZkdij = l¯23 T
(3)
aib T
(3)
ajb
Z
q
Gk((q+ p)2)G2k (q
2)∂tRk(q2)
    
p2
. (1.3.25)
By employing the linear cutoff (including the wave–function renormalization Zk)
Rk(z) = Zk(k2   z)q(k2   z), we obtain
Z
q
Gk((q+ p)2)G2k (q
2)∂tRk(q2)
    
p2
=  Z2k cd
✓
1  hk
d+ 2
◆
kd+2
(Zkk2 + l¯2)4
. (1.3.26)
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At this point we are left with the task of computing the trace T(3)aib T
(3)
ajb , which has
been computed in AppendixA.2. Equation (1.3.25) then becomes
∂tZk =  Z2k cd
✓
1  hk
d+ 2
◆
kd+2
(Zkk2 + l¯2)4
(n  1)(n+ 1)2 l¯23 .
Finally, switching to dimensionless variables l¯m = Zm/2k k
d m(d/2 1)lm and after re–
absorbing the factor cd in a field redefinition as before, we find the following simple
expression for the anomalous dimension
hk = (n  1)(n+ 1)2 l
2
3
(1+ l2)4
✓
1  hk
d+ 2
◆
. (1.3.27)
The anomalous dimension term on the r.h.s of this equation originates from the non–
perturbative part of the flow equation. We will omit it in the following, since its
contributions turns out to be negligible in d = 4 and d = 5, provided that the cor-
rection due to the anomalous dimension h is small in that range of dimensions. We
remark here that, in the LPA’ approximation scheme, the anomalous dimension re-
ceives contributions only from the three–point function at j = 0, i.e., from the tri-
linear coupling l3, irrespectively of the number of LPA’ couplings considered. We
therefore expect no further corrections to Eq. (1.3.27) when the potential (1.2.13) is
truncated at higher orders. Beyond the LPA’ approximation scheme instead, the ex-
pression for the anomalous dimension would receive additional contributions, but
this will not be considered in this work.
1.3.4 LPA’ at fixed n
The flow equation (1.3.6) can be expressed exactly using the Cayley–Hamilton theo-
rem to compute (k2I+V) 1. In linear algebra, the Caley–Hamilton theorem asserts
that, for a general m⇥ m invertible matrix A, i.e. with non–zero determinant, A 1
can be expressed as a (m  1)–polynomial expression in A. The theorem amounts at
the following identity
Am + cm 1Am 1 + · · ·+ c1A+ ( 1)m det(A) Im = 0 . (1.3.28)
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The coefficientes ci are given by the elementary symmetric polynomials of the eigen-
values of A, which can then be expressed in terms of power sum symmetric poly-
nomials. By multiplying both sides of Equation (1.3.28) by A 1, one is led to an
expression for the inverse of A, namely
A 1 = ( 1)
m 1
det(A)
⇣
Am 1 + cm 1Am 2 + · · ·+ c1Im
⌘
. (1.3.29)
By applying the Caley–Hamilton theorem for n = 1, 2, 3, we find the following ex-
plicit forms
∂tVk = kd+2
1
k2 + trV
n = 1 , (1.3.30)
∂tVk = kd+2
2k2 + trV
k4 + k2trV+ detV
n = 2 , (1.3.31)
∂tVk = kd+2
3k4 + 2k2trV  12
 
tr(V2)  (trV)2 
k6 + k4trV  12k2 (tr(V2)  (trV)2) + detV
n = 3 . (1.3.32)
These are just the flow equations for an n–component scalar ji since the symmetry
has not been considered yet. The information on the discrete symmetry Sn+1, enters
via the form of the invariants which the potential depends on. In general, the LPA’
for Sn+1 depends on n independent invariants, as can be seen explicitly for the n =
1, 2, 3 cases in Table 1.2. In what follows any k dependence is understood.
In the Ising case n = 1 the only invariant is r = j21 so we define U(r) ⌘ V(j1).
Since by change of variables, the second functional derivative V11 of the effective
potential w.r.t. j1 reads V11 = 2Ur + 4rUrr, the LPA’ Eq. (1.3.30) takes the well–
known form
∂tU =
kd+2
k2 + 2Ur + 4rUrr
. (1.3.33)
Standard Ising beta functions are retrieved once we consider, for example, the fol-
lowing j6 truncation
U(r) =
1
2
g¯2r+
1
4!
g¯4r2 +
1
6!
g¯6r3 .
By inserting this expression into equation (1.3.33) and by switching to dimensionless
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variables we can compare equal powers of the fields. The result reads:
b2 = ( 2+ h)g2   g4(1+ g2)2 ,
b4 = (d+ 2h   4)g4 + 6g
2
4
(1+ g2)3
  g6
(1+ g2)2
,
b6 = (2d+ 3h   6)g6   90g
3
4
(1+ g2)4
+
30g6g4
(1+ g2)3
. (1.3.34)
We can compare these beta functions with the general beta functions of section 1.3.2
for n = 1 [55]. Having in mind the result of Table 1.2 we find the following mapping
between the two representations
g2 = l2 g4 = 2l4,1 + l4,2 g6 = 2l6,1 + 2l6,3 + l6,4 . (1.3.35)
If we now take the corresponding linear combinations of the general beta functions
of section 1.3.2 and set n = 1, we find that they are correctly expressed only in terms
of the couplings g1, g2, g3 as indicated in Eq. (1.3.34). We remark that this is a non–
trivial check of the formalism introduced in previous sections.
In the same fashion we turn to the n = 2 case, which is characterized by the
following two invariants (see Table 1.2)
r = j21 + j
2
2 , t =
3p
2
j2(j
2
2   3j21) , (1.3.36)
and, accordingly, the effective potential can be expressed asU(r, t) ⌘ V(j1, j2). We
can therefore express the flow equation for a two–component scalar field in terms of
the S3 invariants (r, t). The derivatives needed to evaluate Eq. (1.3.31) are
V11 = 2Ur + 4Urrj21   9j2
hp
2Ut + 2j21
⇣
2
p
2Urt   9Uttj2
⌘i
,
V22 = 2Ur +
81
2
h⇣
j21   j22
⌘
2Utt + j2
⇣
4j2Urr   18
p
2
⇣
j21   j22
⌘⌘
Urt + 9
p
2Ut
i
,
and
V12 = V21 =  j1j2
h
81
⇣
j22   j21
⌘
Utt   4Urr
i
  9p2j1
⇣
j21 + j
2
2
⌘
Urt + 9
p
2Ut .
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Note that these relations are not yet expressed solely in terms of the invariants r and
t, as only the matrix invariants trV and detV are. In fact, we can write
trV = V11 +V22 =
81r2Utt
2
+ 4rUrr + 4Ur + 12tUrt ,
detV = V11V22   (V12)2
= 4U2r +Ur
⇣
81r2Utt + 8rUrr + 24tUrt
⌘
  6Urr
h
3
⇣
2t2   9r3
⌘
Utt + 4tUt
i
 18
⇣
9r3   2t2
⌘
U2rt   324r2UrtUt   81rUt (3tUtt + 2Ut) .
We can now insert these expressions into the flow equation (1.3.31) for V(j1, j2) to
get the flow equation for U(r, t)
∂tUk =
⇢
2k2+4Ur+4rUrr+12tUrt+
81
2
r2Utt
 ⇢
k4+k2
✓
4Ur+4rUrr+12tUrt+
81
2
r2Utt
◆
+4U2r+Ur
⇣
8rUrr+24tUrt+81r2Utt
⌘
 18
⇣
9r3 2t2
⌘⇣
U2rt UttUrr
⌘
 162rU2t 3Ut
⇣
8tUrr+108r2Urt+81rtUtt
⌘o 1
. (1.3.37)
This is the explicit form of the LPA’ with n = 2. As an application we can take
advantage of the flow equation in this form to extract the beta functions of the cor-
responding S3–symmetric potential. Considering the following j6 truncation
U(r, t) =
1
2!
g¯2r+
1
3!
g¯3t +
1
4!
g¯4r2 +
1
5!
g¯5rt +
1
6!
(g¯6,1r3 + g¯6,2t2) , (1.3.38)
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we obtain the following system of dimensionless beta functions
b2 = ( 2+ h)g2 + 18g
2
3
(1+ g2)3
  4g4
3(1+ g2)2
,
b3 =
1
2
(d+ 3h   6)g3 + 4g3g4(1+ g2)3  
4g5
5(1+ g2)2
,
b4 = (d+ 2h   4)g4 + 972g
4
3
(1+ g2)5
  216g
2
3g4
(1+ g2)4
+
648g3g5 + 100g24
15(1+ g2)3
 12g6,1 + 27g6,2
10(1+ g2)2
,
b5 =
1
2
(3d+ 5h   10)g5 + 720g
3
3g4
(1+ g2)5
  216g
2
3g5
(1+ g2)4
+
56g4g5   240g3g24 + 24g3g6,1 + 189g3g6,2
3(1+ g2)3
,
b6,1 = (2d+ 3h   6)g6,1 + 131220g
6
3
(1+ g2)7
  48600g
4
3g4
(1+ g2)6
+
4680g23g
2
4 + 11664g
3
3g5
(1+ g2)5
 729g
2
3(4g6,1 + 9g6,2)  560g34   7776g3g4g5
6(1+ g2)4
+
5g4(32g6,1 + 27g6,2) + 324g25
5(1+ g2)3
,
b6,2 = (2d+ 3h   6)g6,2 + 160g
2
3g
2
4
(1+ g2)5
  96g3g5g4
(1+ g2)4
+
100g4g6,2 + 32g25
5(1+ g2)3
. (1.3.39)
We can compare this result with the general beta functions of section 1.3.2, now
evaluated for n = 2. Having in mind the results of Table 1.2 in the case n = 2, we get
the following mapping between couplings
g2 = l2 g3 = l3 g4 =
9
2
l4,1 + l4,2
g5 =
5
2
l5,1 + l5,2 g6,1 =
27
4
l6,1 +
9
2
l6,3 + l6,4 g6,2 =
1
3
l6,1 + l6,2 .
The matching between the beta functions of section 1.3.2 for n = 2 with those of
Eqs. (1.3.39) is a non–trivial check. Finally, it is clear that for any integer n it is possi-
ble to find corresponding expressions for the relative LPA’, but these flow equations
become extremely complicated as n increases.
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1.4 Applications
1.4.1 Cubic interaction
As a first application of the so–developed fRG formalism to the study of the critical
behavior of Sn+1–symmetric theories, we consider the simplest case where only a
mass term (i.e., quadratic term) and the trilinear coupling are present.
Referring to the general system of dimensionless beta functions of section 1.3.2,
we switch off all couplings but l2 and l3 so that the corresponding dimensionless
beta functions of Eqs. (1.3.12) and (1.3.13) is reduced to:
b2 =  2l2 + hl2 + 2(n  1)(n+ 1)
2
(1+ l2)3
l23 ,
b3 =
1
2
l3(d  6+ 3h)  6(n  2)(n+ 1)
2
(1+ l2)4
l33 .
Fixed point solutions bi = 0 describe the critical behavior of such theories in the cor-
responding theory space. Apart from the trivial Gaussian fixed point (l⇤2 = 0, l⇤3 =
0) we find the following non-trivial fixed point
l⇤2 =  
(d  6)(n  1)
d(n  1)  18n+ 30 , l
⇤
3 = ±
24
p
3
p
(d  6)(n  2)(n  2)p
(n+ 1)2(d(n  1)  18n+ 30)4 ,
(1.4.1)
which, as expected, reduce to the Gaussian one in d = 6. Note that in d < 6 and
n > 2 the fixed point is imaginary and, as a consequence, the theory is non–unitary,
as in the case of the Lee-Yang universality class [56]. But for n < 2 the fixed point is
real and so it is the corresponding Landau–Ginzburg action.
We can now linearize the RG flow around the non–trivial fixed given above to
acquire a qualitative understanding of the flow and to extract the critical exponents.
The stability matrix Mij =
∂bi
∂lj
   ⇤ around the fixed point has the following compo-
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nents,
M11 =   [d(n  1)  8] [12(n  3) + d(n  1)](3n  7) [d  (d  24)n  48] ,
M12 =
2(6  d)3/2 [d  (d  24)n  48]
3 [d(n  1)  12n+ 20]p21  9n(n+ 1) ,
M21 =
24
p
3 [d(n  1)  12n+ 20]p(d  6)(3n  7)  n2   1 
[d  (d  24)n  48]2 ,
M22 = 6  d ,
with corresponding eigenvalues
q± =
1
2
✓
M11 + M22  
q
M211   2M22M11 + M222 + 4M12M21
◆
.
At this point one can obtain analytical expressions for the critical exponents simply
considering that the correlation length critical exponent n is related to the inverse of
the negative eigenvalue n =  q 1  while the correction–to–scaling critical exponent
w can be obtained as the first positive eigenvalue of the stability matrix which in this
case is w = q+. The anomalous dimension instead is obtained once the fixed point
values (1.4.1) are substituted into equation (1.3.27), obtaining
h =
(d  6)(n  1)
3(7  3n) . (1.4.2)
The critical exponents obtained in this approximation provide the blue curves re-
ported in Figure 1.3 in the next subsection, where they are plotted as functions of
the dimension d in the relevant cases of Percolation and Spanning forest.
We conclude this section specializing the analysis to d = 6  e dimensions to
make contact with the known results from the perturbative renormalization group
calculations in the #-expansion [43]. Expanding to first order in e our results we find
n =
1
2
+
5(n  1)
12(3n  7)e+O(e
2) h =
n  1
3(7  3n)e+O(e
2) (1.4.3)
and w = e+O(e2) independently of n [57]. Notice that setting n = 1 here, renders
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the Ising mean–field critical exponents, consistently with the fact that Ising is de-
scribed at least by a quartic interaction termwhich, on the other hand, sets the upper
critical dimension dc to dc = 4. The explicit results for the Percolation are [44, 58]
n =
1
2
+
5
84
e+O(e2) , h =   e
21
+O(e2) , (1.4.4)
while for the Spanning Forest universality class we obtain [59]
n =
1
2
+
1
12
e+O(e2) , h =   e
15
+O(e2) . (1.4.5)
Notice that, for n   2 we find n < nMF where one expects, on the other hand, that the
phase transition is first–order. Finally, we remark that the Ising #-expansion results,
can be recovered upon expanding the beta functions (1.3.34) around dc = 4  e.
1.4.2 General Analysis
The full set of beta functions presented in section 1.3.2 can be studied only numeri-
cally. As anticipated, we focus on the non–trivial universality classes in d > 2 which,
apart from Ising, are Percolation and Spanning Forest. The numerical analysis
proceeds in various steps: For all values 3  p  6 we first solve numerically the
algebraic system bi,m = 0 with i = 2, ..., p and m = 1, ...,N(p) to extract the fixed–
point coordinates; we compute the stability matrix Mij =
∂bi
∂lj
symbolically and then
we evaluate it at the numerical fixed–point; finally we extract their eigenvalues. At
each truncation order we find just one negative eigenvalue q  from which we can
extract the correlation–length critical exponent n =  q 1  ; the first positive eigen-
value q+ gives, instead, the correction–to–scaling exponent w = q+; the anomalous
dimension is computed from Eq. (1.3.27). At every order of the truncation p, we
repeated the procedure for any 3  d  6. The results for the critical exponents
n(d),w(d), h(d) as functions of the dimensionality d up to truncation order p = 6
are shown in Figure 1.3 for the relevant cases of Percolation and Spanning Forest
cases.
It is immediately clear from the plots that, as the order of the truncation p in-
creases, the curves for the critical exponents converge non–uniformly: For values
d closer to the upper critical dimension dc = 6, few orders suffice to obtain a sta-
ble estimate (which is intended to be when the curves, at different truncation or-
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Figure 1.3: Percolation (upper plots) and Spanning Forest (lower plots) critical
exponents n (left), w (right) and h (inset) as a function of the dimensionality d for
increasing order of the truncation. For both universality classes, convergence is evi-
dent down to d = 5. In lower dimensions, e.g., in d = 4 and d = 3, convergence is
expected only at higher–orders in the truncation.
ders, overlap each other). For the critical exponent n, in d = 5, the truncation order
p = 4 already gives good estimates with respect to the known results indicated in
Tables 1.3, 1.4 and 1.5; in d = 4, instead, the maximum order available p = 6 is
not enough to see convergence; in d = 3 dimension, convergence is still far from
being reached: This suggest that an improvement of the truncation is needed 8. In
Table 1.3 we report the precise numerical values for the correlation length critical
8As a first guess one can interpolate the curves using the converging parts; the result is consistent
with the estimates for n even in d = 3. This gives us a reason to expect that higher–order truncations
can deal also with this case.
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Figure 1.4: The correlation length critical exponent n as a function of n for d = 3, 4, 5
in the j6 truncation. Curves interpolate smoothly between Spanning Forest and
Ising: In d = 4 and d = 5 the critical exponent converges to n = 1/2 for n = 1 since
above dc = 4, Ising is correctly described by mean–field theory; in d = 3 instead the
curve approaches n = 0.593 which is the Ising estimate for the correlation–length
critical exponent at order j6 in the LPA’.
exponent. For the critical exponent w, the convergence is, as expected, slower than
for n and the numerical estimates are reported in Table 1.4, while the results for the
anomalous dimension can be found in Table 1.5. The estimates for n are quite satis-
factory and testify the success of polynomial truncations in the determination of this
exponent. A satisfactory determination of the exponent w, would require an im-
provement of the truncation, while the significant departure of the numerical value
of the exponent h from known results, is a general trend in LPA’–like approxima-
tions. In particular, it is difficult to see how the anomalous dimension can change in
sign in lower dimensions, as expected from d = 3 estimates and the exact results in
d = 2, thus questioning the validity of Eq. (1.3.27) below four dimensions.
In Figure 1.4 and Figure 1.5 we explore the n–dependence of the correlation–
length critical exponent. In the first figure we plot n(n) for d = 3, 4, 5 in the range
 1  n  1; in the second picture we plot n(d) for values of n between  1  n  1.
As shown in section 1.2, the number of couplings grows rapidly with the or-
der p of the truncation. Even if the general analysis presented above indicates that
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Figure 1.5: Critical exponent n as a function of d for various values of n in the j6
truncation. As n increases, the critical exponent in the d > 4 region flattens toward
the n = 1 mean field value n = 12 (Ising).
higher–order truncations have the strength to fully determine the spectrum down to
three dimensions, an explicit derivation of beta functions beyond those reported in
section 1.3.2 demands a significant amount of further work. Finally, while in d = 5
a study of scheme dependence is possible already at p = 6 since convergence has
been achieved, we postpone this study to a future work when also convergence in
the other two physically relevant dimensions d = 3 and d = 4 is obtained.
1.5 Conclusions and perspectives
In this chapter we have been mainly interested in the adaption of the functional RG
( fRG) methods to the field theory of an n–comp. scalar with the underlying global
Sn+1 symmetry of the Potts model. Approaching this problem requires an in–depth
understanding of the underlying representation theory of the permutation group.
Zia and Wallace [17] paved the way showing that invariant polynomials can be con-
structed geometrically, in terms of the isomorphism connecting the group Sn+1 to
the symmetry group which maps the n–hyper–tetrahedra on themselves. We gener-
alized this construction to invariant polynomials of arbitrary power interactions in
order to develop an algorithm able to compute the beta functions for the couplings
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dim. n j3 j4 j5 j6 best ref.
5  1 0.5481 0.6059 0.6071 0.6085 0.59 [59]
0 0.5358 0.5777 0.5820 0.5810 0.575 [60]
4  1 0.5551 0.6492 0.7476 0.8087 0.80 [59]
0 0.5415 0.6083 0.6698 0.7084 0.692 [60]
3  1 0.5468 0.6238 0.7151 0.8170 1.28 [59]
0 0.5357 0.5927 0.6537 0.7148 0.897 [60]
Table 1.3: Correlation length critical exponent n for Percolation (n = 0) and
Spanning Forest (n =  1) in d = 5, 4, 3. Estimates obtained in the various trun-
cations considered are presented and convergent digits are denoted in blue. Com-
parison is made with available Monte Carlo simulations or re-summed high order
e-expansion estimates.
dim. n j3 j4 j5 j6 best ref.
5 -1 1.157 0.8413 0.603 0.639
0 1.116 0.842 0.627 0.645 0.718 [60]
4 -1 2.466 2.500 1.969 1.368
0 2.346 2.295 1.922 1.587 1.2198 [60]
Table 1.4: Critical exponent w for Percolation (n = 0) and Spanning Forest
(n =  1) in d = 5, 4. Estimates obtained in the various truncations considered
are presented and convergent digits (in the LPA’) are denoted in blue. Comparison
is made with available re-summed high order e-expansion estimates in the n = 0
case. No estimates have been found in the literature for n =  1.
appearing in the effective potential. We applied the formalism to perform explicit
computations up to order j6, from which we obtained a system of coupled ordinary
differential equations describing the RG flow of the ten couplings present at this
order, for arbitrary d and n.
A characterizing property of the Sn+1–symmetry is that the LPA’ is a partial
differential equation of (n+ 1)–variables, since n independent invariants can be built
out of the field multiplet, even without introducing derivatives. In this respect, the
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dim n j3 j4 j5 j6 best ref
5 -1 -0.055 -0.145? -0.145? -0.1458 -0.08 [59]
0 -0.041 -0.099 -0.104 -0.102 -0.0565 [60]
4 -1 -0.110 -0.382 -0.590 -0.678 -0.16 [59]
0 -0.0833 -0.250 -0.363 -0.406 -0.0954 [60]
Table 1.5: Anomalous dimension h for Percolation (n = 0) and Spanning Forest
(n =  1) in d = 5, 4. Estimates obtained in the various truncations considered
are presented and convergent digits (in the LPA’) are denoted in blue. Compar-
ison is made with available Monte Carlo simulations or re-summed high order
e-expansion. As generally happens with LPA’ truncations, the estimates for the
anomalous dimension are much poorer that those for n or w.
generalization of a single componentZ2–scalar to a multi–component scalar is more
involved in the Sn+1 case than, for example, in the O(n) case. In this respect what is
still missing is the fRG improved local potential approximation (LPA’) for arbitrary
n: this would unlock a fully functional analysis of the physically interesting limits
of Percolation and Spanning-Forest. A large–n limit will also become available.
Higher–order truncations, as well as the use of the principle of minimal sensi-
tivity (PMS) [61], proved to be crucial in the optimization of numerical results as
obtained from the fRG [54]. In this respect, it would be interesting to improve our
results in order to see full numerical convergence in d = 3 where we reported pre-
liminary estimates.
A physically relevant question that attracted lot of attention, is the disputed
critical value dc of d at which the phase transition of the three–states Potts model
ceases to be continuous and becomes of the first–order type. We suggest that in order
to tackle such a problem, one needs to study the two variables partial differential
equation (1.3.31) which encodes the RG flow in the LPA’ approximation scheme for
n = 2. Since no expansion around a particular upper critical dimension is needed,
we consider the fRG a preferred computational framework to answer this question.
Recently, the authors in Ref. [62] studied the multi–critical phases of the Pottsq
models by means conformal field theory and functional perturbative renormaliza-
tion group methods.
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Appendix A
A.1 Explicit construction of the invariants in the n = 2 case
In the following, we give an explicit construction of the Potts field theory in the S3
case. The coordinates of the vertices of a regular triangle in the plane, as shown in
Figure 1.2, are
e1 =
p
2
0B@ 0
1
1CA , e2 = p2
0B@ p3/2
 1/2
1CA , e3 = p2
0B@ p3/2
 1/2
1CA . (A.1.1)
The matrix representation of the |S3| = 3! = 6 elements of S3, which leave invariant
the triangle, are
I =
0B@ 1 0
0 1
1CA , R =
0B@  1/2  p3/2
+
p
3/2  1/2
1CA , R 1 =
0B@  1/2 p3/2
 p3/2  1/2
1CA ,
µ1 =
0B@ 1 0
0 1
1CA , µ2 =
0B@ +1/2 +p3/2
+
p
3/2  1/2
1CA , µ3 =
0B@ +1/2  p3/2
 p3/2  1/2
1CA . (A.1.2)
Clearly I is the identity, R the (counter–clockwise) rotation of 2p/3 and R 1 its in-
verse, while µi for i = 1, 2, 3 are the reflections along the axis passing through the
i-th vertex of the triangle. The two n = 2 invariants are, from Table 1.2, the following
r ⌘ I2 = 3(j21 + j22) , t ⌘ I3 =
3p
2
j2(j
2
2   3j21) .
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We can check explicitly r and t are indeed invariant under the transformations
(A.1.2). Consider, for example, the rotation R:0B@ j1
j2
1CA 7 !
0B@ j˜1
j˜2
1CA = R
0B@ j1
j2
1CA =
0B@  12j1  
p
3
2 j2
p
3
2 j1   12j2
1CA .
Its easy to check the invariance of r and t
r˜ = 3(j˜21 + j˜
2
2)
=
3
4
j21 +
9
4
j22 +
3
p
3
2
j1j2 +
3
4
j22 +
9
4
j21  
3
p
3
2
j1j2
= 3(j21 + j
2
2) = r ,
t˜ =
3p
2
j˜2(j˜
2
2   3j˜21)
=
3p
2
 p
3
2
j1   12j2
!24 p3
2
j1   12j2
!2
  3
 
 1
2
j1  
p
3
2
j2
!235
=
3p
2
j2(j
2
2   3j21) = t .
Similarly one can check all the other transformations in Eqs. (A.1.2). We therefore
showed explicitly that the field theory characterized by the potential in Eq. (1.2.13)
V(j1, j2) =
l¯2
2
3
⇣
j21 + j
2
2
⌘
+
l¯3
3!
3p
2
j2(j
2
2   3j21) + ... (A.1.3)
is invariant under the action of the elements of S3.
A.2 Trace machinery: Cubic example
When we truncate the expansion (1.2.13) at order p = 3, only the trilinear coupling
and the quadratic terms are present in the corresponding effective action Gk. Ac-
cordingly, the non–diagonal part of the Hessian is justM = l¯3T
(3)
abi ji and therefore
we have to consider the contributions trM, trM2, trM3. Contributions of the type
trMm for m   4 are beyond the truncation with p = 3 and can be disregarded. In
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order to show explicitly how the computation of these traces works, we use a colour
code for the rules (1.2.4) in order to highlight when they play a role in the evaluation
Â
a
eai = 0 , e
a
i e
b
i = (n+ 1)d
ab   1 , eai eaj = (n+ 1)dij . (A.2.1)
The first contribution, namely trM, vanishes identically since
trM = l¯3 T
(3)
aai ji = l¯3Â
a
eaae
a
ae
a
i ji = n l¯3 Â
a
eai = 0 . (A.2.2)
Non–trivial contributions come from the trace of the square
trM2 = T(3,1)aji1 ji1T
(3,1)
jai2 ji2
= l¯23
"
Â
ab
eaae
a
j e
a
i1e
b
j e
b
ae
b
i2
#
ji1ji2
= l¯23
"
(n+ 1)Â
a
eaj e
a
i1e
a
j e
a
i2  Â
ab
eaj e
a
i1e
b
j e
b
i2
#
ji1ji2
= l¯23
"
n(n+ 1)2di1i2   (n+ 1)Â
a
eai1e
a
i2  Â
a
eai1Â
b
ebi2
#
ji1ji2
= l¯23(n+ 1)
2(n  1)I2 , (A.2.3)
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and from the trace of the cube
trM3 = T(3,1)abi1 ji1T
(3,1)
bci2
ji2T
(3,1)
cai3 ji3
= l¯33 Â
abg
eaae
a
be
a
i1e
b
be
b
c e
b
i2e
g
c e
g
a e
g
i3ji1ji2ji3
= l¯33
"
(n+ 1)Â
ab
eabe
a
i1e
b
be
b
c e
b
i2e
a
ce
a
i3   Â
abg
eabe
a
i1e
b
be
b
c e
b
i2e
g
c e
g
i3
#
ji1ji2ji3
= l¯33
"
(n+ 1)2Â
a
eai1e
a
ce
a
i2e
a
ce
a
i3   (n+ 1)Â
ab
eai1e
b
c e
b
i2e
a
ce
a
i3
 (n+ 1)Â
ag
eai1e
a
ce
a
i2e
g
c e
g
i3 + Â
abg
eai1e
b
c e
b
i2e
g
c e
g
i3
#
ji1ji2ji3
= l¯33
"
n(n+ 1)2Â
a
eai1e
a
i2e
a
i3   (n+ 1)2Â
a
eai1e
a
i2e
a
i3+
+(n+ 1)Â
ab
eai1e
b
i2e
a
i3   (n+ 1)2Â
a
eai1e
a
i2e
a
i3 + (n+ 1)Â
abg
eai1e
a
i2e
g
i3
#
ji1ji2ji3
= l¯33
"
n(n+ 1)2Â
a
eai1e
a
i2e
a
i3   2(n+ 1)2Â
a
eai1e
a
i2e
a
i3
#
ji1ji2ji3
= l¯33(n+ 1)
2(n  2)I3 . (A.2.4)
Inserting these traces into Eq. (1.3.8), and comparing the result with the flow equa-
tion in the form (1.3.10), we can immediately read off the (dimensionful) beta func-
tions
b¯2 = kd 4
2(n  1)(n+ 1)2
(1+ l2)3
l¯23 , b¯3 =  kd 6
6(n  2)(n+ 1)2
(1+ l2)4
l¯33 .
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Chapter 2
Platonic field theories
In this Chapter we study the scalar field theories endowed with the discrete symme-
try groups of the regular polytopes, i.e., the generalization of the regular polygons
and the regular polyhedra to an arbitrary number of spatial dimensions. Because of
their extremely symmetric nature, these geometrical structures have an outstanding
history of study, unmatched by almost any other geometric object. The breakthrough
in the mathematical study of regular polytopes, came only with group theory, in
terms of which the early approaches to the study of regular polytopes were con-
solidated and the foundations were laid for a unified approach to the regularity of
figures [63]. In particular, even if the symmetry groups G characterizing the regular
polytopes in arbitrary dimension were identified and classified [64], the determina-
tion of all the possible invariant polynomials under representations of the discrete
groups G is, in general, a very non–trivial task.
Inheriting the geometrical perspective introduced in chapter 1,, in the context
of hyper–tetrahedra, in section 2.2 we propose a constructive method to determine
basic G–invariant polynomials: These constitutes the building blocks in terms of
which one expresses the corresponding G–invariant Ginzburg–Landau (GL) actions
of what we dub Platonic Field Theories (PFTs). Typically, it emerges that the so–
obtained invariant polynomials, are characterized by having (relatively) high poly-
nomial degree. In this respect, we recall that, an interaction term characterized by a
polynomial of degree m, is marginal at the upper critical dimension dc = 2mm 2 with
m   2, and a brief inspection reveals that, mostly, upper critical dimensions are ra-
tional (fractional). Above dc, fluctuations of the order parameter are weak and the
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theory is essentially captured by the Gaussian mean–field theory; below the upper
critical dimension dc, instead, fluctuations of the order parameter are strong and
they change the scaling properties of the theory. This change in behavior at dc is
captured by the renormalization group, whose fixed points govern the universal,
scale–invariant properties at a phase transition.
As it was originally proposed by K. Wilson [5] in the framework of the so–called
#–expansion, the universal properties can be obtained as a Taylor series in the pa-
rameter 0 < # ⌘ dc  d⌧ 1; this led to the identification of the well–knownWilson–
Fisher fixed point in d = 3. By the argument above concerning the upper critical
dimension for high–order invariant polynomials, this entails, in general, that the
renormalization procedure has to be carried out in fractional critical dimensions. In
Wilson’s spirit, field theories which are marginal at a fractional dc, could in principle
provide accurate predictions for physical phase transitions when analytically con-
tinued to an integer spacetime dimension. However, the renormalization of scalar
field theories in rational spacetime dimensions has not been systematically analyzed
until recently [65–68], since, in general, it requires the computation of high–order
loop Feynman diagrams, which are typically quite complicated. Such a systematic
approach can be achieved once the functional perspective typical of the fRG is en-
coded in the perturbative expansion: This leads to a functional reformulation of the
perturbative renormalization group ( f pRG). We briefly review the salient features
of this technique in Appendix B.3.
What emerged from the application of the f pRG is that, already for the case in
which the order parameter is a single–component field, the functional constraints
are very efficient in re–organizing the information contained in the standard pertur-
bative RG. The functional constraints, in fact, allow the direct computation of renor-
malization group functions for any fractional critical dimension [65, 66]. A second
key feature of the f pRG is that it gives access to some of the conformal field theory
(CFT) universal data, like the operator product expansion (OPE) coefficients[69]. Fi-
nally, one of the most remarkable consequences of the functional constraints is the
following: The renormalization group functions for a multi–component field the-
ory (i.e., a field theory whose order parameter is a multi–component field), can be
obtained from their single–component counterparts without performing any addi-
tional computation. (Additional arguments are provided in Appendix B.3).
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This crucial fact unlocks the access to the renormalization group functions of the
marginal couplings appearing in the effective potential of the PFTs. The analysis
of the corresponding critical behavior is contained in Table 2.3 and Table 2.4, which
constitute the atlas of the universality classes spanned by the symmetry groups of the
regular polytopes. A surprising result of our general analysis is the identification of
a new fixed point, and therefore a new candidate universality class, in d = 3, based
on the dihedral symmetry groupD5 of the Pentagon.
Reference: Journal of High Energy Physics (2019)152.
2.1 Introduction
In recent years the #–expansion has been reconsidered [66, 70, 71] since it provides
a simple method to approach the general classification of universality classes in ar-
bitrary dimension and for a general symmetry group, as exotic and complex as it
may be. As anticipated, the analysis of the single–component scalar field theories
with fk interactions reveals which are the possible upper critical dimensions dc(k)
around which the #–expansion can be performed. The standard cases f3, f4 and
f6 corresponding, respectively, to integer dc = 6, 4, 3 and have been extensively
studied [43, 44, 60, 65, 72–77]. However, since in the case of rational upper critical
dimensions, the universal leading order (LO) and next–to–leading order (NLO) con-
tributions appear in the perturbative expansion at loop orders higher than one, they
have attracted attention only recently [65–68]. In the f pRG formalism, the multi–
component beta functionals describing the renormalization group flow of the effec-
tive potential V and that of a wave–function renormalization functional Z, can be
obtained straightforwardly, in any dc, from their single–component counterparts.
No additional loop computations are needed to obtain the LO beta functions rele-
vant for the analysis of the critical behavior. This important fact, for a long time
unnoticed, paves the way for the general analysis of the multi–component univer-
sality classes in dimension greater than two.
One of the typical approaches to the classification of universality classes, is to
fix the number of components N of the field f, without assuming any symmetry
for the models considered. The analysis at fixed N > 1 is a non–trivial algebraic
problem in
  k+N 1
k
 
variables (number of marginal couplings), and can be carried
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out in a fully analytical way only in the N = 2 case (see [70] for the cases dc = 6, 4, 3
and [78] for the new case dc = 10/3). A higher number of components have been
considered under the trace condition in dc = 4 for N = 3, 4, 6 [79–83], while the
general problem in the absence of this condition becomes rapidly algebraically in-
tractable. A complementary approach, that is the one adopted in this chapter, is a
“symmetry perspective” where one explores scalar field theories characterized by
a given family of symmetry groups Gs, with the appropriate N–comp. representa-
tions, and considering the upper critical dimensions implied by the functional form
of the corresponding Gs–invariant GL Lagrangians.
Among the simplest families that exist for arbitrary N and that have been the
main object of study for decades, we recall the O(N) symmetric theories in dc = 4,
the Potts SN+1 families in dc = 6 and the CubicN ones in dc = 4 (see [70] for a recent
review and [84] for the state of the art). From a geometrical point of view, these sym-
metry groups correspond respectively to the (N  1)–sphere, the N–simplex and the
N–cube. While the first is the simplest among continuous groups, the other two be-
long to the discrete group family of the regular polytopes and they are the only
two which are present in any N–dimension1. All the other regular polytopes can be
constructed only in two (polygons), three (Platonic solids) and four (hyper–Platonic
solids) N–dimensions. In particular, N = 2 regular polytopes are the polygons and
they are infinitely many. In N = 3 we have only three cases up to duality: the Tetra-
hedron, the dual Octahedron/Cube pair, and the dual Icosahedron/Dodecahedron
pair. Finally, in N = 4 there are four cases: the 5-cell (hyper–Tetrahedron), the dual
8-cell/16-cell pair (hyper–Cube/hyper–Octahedron), the 24–Cell and the dual 600–
cell/120–cell pair (hyper–Icosahedron/hyper–Dodecahedron).
In this chapter, we perform a systematic study of scalar field theories charac-
terized by the symmetry groups of these geometrical objects by using the f pRG
formalism. Depending on the N–dimension considered, the related PFTs have order
parameter with N = 2, 3, 4 components and show up many possible upper critical
dimensions; the ones we examined are dc = 6, 4, 10/3, 3, 14/5, 8/3, 5/2, 12/5.
The chapter is organized as follows. In Section 2.2 we introduce the Platonic
1We refer to N-dimension as the dimension of the geometrical object considered ruling the internal
symmetry of our theory, which is not to be confused with the physical space dimension d.
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Field Theories and the relative method to construct G–invariant polynomials. We
then determine the set of all possible upper critical dimensions dc the correspond-
ing PFTs entail. In Section 2.3 we explain how to derive the beta functions for
the marginal couplings generalizing the single–component beta functionals to their
multi–component version. The known cases of dc = 6, 4, 10/3, 3 are reviewed and we
give the new beta functionals for the cases dc = 8/3, 14/5, 5/2, 12/5 (the last two cases
are given in Appendix B.2). In Section 2.4 we report a detailed analysis of all the
fixed points and universality classes found (all the analytical details are contained
in Appendix B.1). This section should be intended as a guide map to Table 2.3 and
Table 2.4 which constitute the main results of our work and contain the relevant in-
formation regarding the critical behavior of each polytope, namely for any admissi-
ble upper critical dimension, the corresponding fixed points, and critical exponents.
Concluding remarks and further perspectives are provided in Section 2.5.
2.2 Platonic Field Theories
The N = 2 Platonic solids are nothing else than the regular polygons; a n-gonal
regular polygon is represented by Schla¨fli symbol {n}. N = 3 Platonic solids are
regular convex polyhedra: their faces are polygons {p}, q surrounding each vertex
and they are denoted by Schla¨fli symbol {p, q}. The possible values of p and q can be
enumerated and can have any other values than {3, 3}, {3, 4}, {4, 3}, {3, 5}, {5, 3},
which identify the five Platonic solids in three dimensions. Platonic solids in N = 4
(4–polytopes) are the analogs of the regular polyhedra in three dimensions and the
regular polygons in two dimensions. The corresponding Schla¨fli symbol {p, q, r}
identifies a solid with {p} faces and {q, r} vertex figures. The Schla¨fli’s criterion
[63] for the existence of a regular figure corresponding to a symbol {p, q, r} selects
the only 6 admissible 4–polytopes to be {3, 3, 3}, {3, 3, 4}, {4, 3, 3}, {3, 4, 3}, {3, 3, 5}
and {5, 3, 3}. The symmetry groups G of the polytopes P considered are listed in
Table 2.1.
In the RG approach to critical phenomena, the critical behavior of PFTs can be
described in terms of an N–comp. scalar field fi which carries an irreducible repre-
sentation of a given polytope’s symmetry group G. Accordingly, the corresponding
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Polytope Schla¨fli G Molien Series M(t)
N = 2 n-Polygon {n} Dn [(1  t2)(1  tn)] 1
N = 3
Tetrahedron {3, 3} S4 [(1  t2)(1  t3)(1  t4)] 1
Octahedron {3, 4} S4 ⇥Z2
[(1  t2)(1  t4)(1  t6)] 1
Cube {4, 3} S4 ⇥Z2
Icosahedron {3, 5} A5 ⇥Z2
[(1  t2)(1  t6)(1  t10)] 1
Dodecahedron {5, 3} A5 ⇥Z2
N = 4
5-cell {3, 3, 3} S5 [(1  t2)(1  t3)(1  t4)(1  t5)] 1
16-cell {3, 3, 4} (Z2)4o S4
[(1  t2)(1  t4)(1  t6)(1  t8)] 1
8-cell {4, 3, 3} (Z2)4o S4
24-cell {3, 4, 3} F4 [(1  t2)(1  t6)(1  t8)(1  t12)] 1
120-cell {3, 3, 5} H4
[(1  t2)(1  t12)(1  t20)(1  t30)] 1
600-cell {5, 3, 3} H4
Table 2.1: Polytopes symmetry groups G along with the corresponding Molien se-
ries. The groups F4 and H4 are named according to the Coxeter notation.
field theory will be described by a GL action
S =
Z
ddx
⇢
1
2
∂fi∂fi +V(fi)
 
, (2.2.1)
where the GL potential V(fi) will be eventually expressed as a G–invariant poly-
nomial in the components fi. Basic G–invariant polynomials of degree k, namely
I(k)(fi), can be constructed geometrically taking advantage of the strong symmetry
of regular polytopes. To this purpose, let’s consider the set of versors {ea} defining
the n vertices of a given polytope P . In terms of these versors, as in chapter 1, we
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construct the kth order invariant polynomial as 2
I(k 2)(fi) =
n
Â
a=1
eaa1 . . . e
a
ak fa1 . . . fak , (2.2.2)
where summation over repeated indices is intended and we have chosen the versors
to be normalized to one. In general the explicit forms of the invariant polynomials
I(k) depend on the choice of the (cartesian) coordinates which identify the vertices of
P , however, polynomials which are transformed into each other by a mere change
of reference frame in the space of the fi components are physically equivalent and
should not be distinguished.
Not all the invariants I(k) are independent, as can be inferred from Table 2.2. For
each polytope, we identify the basic N independent ones by increasing the polyno-
mial degree k. To this purpose, it is useful to consider the Molien series which, for
a given symmetry group G, counts the number of homogeneous polynomials of a
given degree k that are invariants w.r.t. G itself [85]. It is defined as:
M(t) =
1
|G| Âg2G
1
det[I  t r(g)] , (2.2.3)
where r is a linear representation of the group G on the underlying N dimensional
vector space. Once the series is expanded, the coefficient of the monomial tm gives
the number of linearly independent homogeneous invariants of degreem; theMolien
series furthermore suggests which is the polynomial degree of the basic N inde-
pendent invariant polynomials, as it can be understood cross–checking Tables 2.1
and 2.2. We always find only one quadratic independent invariant3 which we call
r := I(2), while, independently of the order at which they first appear, we call t
the second and, when present, s and w respectively the third and the fourth ones
(see Table 2.2). Let’s call BP the set given by the basic N independent invariants of
a given polytope P . In terms of the elements of BP we can consider P(k)(r, t, s,w)
as the most general homogeneous G–invariant polynomial of degree k; in general it
2A regular polytope is easily seen to have a centre from which all the vertices are at the same
distance and therefore by construction it is always true that I(1) = 0. See Eqs (1.2.4).
3A single quadratic invariant guarantees that the underlying fundamental representation ofO(N)
remains irreducible under G and that we have only one phase transition.
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I(k) {3} {4} {5} {6} {7} {8}
I(2) r = (B.1.1) r = (B.1.6) r = (B.1.12) r = (B.1.17) r = (B.1.23) r = (B.1.28)
I(3) t = (B.1.2) 0 0 0 0 0
I(4) t = (B.1.7) 3r
2
10
r2
4
3r2
14
3r2
16
I(5) t = (B.1.13) 0 0 0
I(6) t = (B.1.18) 5r
3
98
5r3
128
I(7) t = (B.1.24) 0
I(8) t = (B.1.29)
I(k) {3, 3} {3, 4} {3, 5} {3, 3, 3} {3, 3, 4} {3, 4, 3}
I(2) r = (B.1.34) r = (B.1.44) r = (B.1.56) r = (B.1.67) r = (B.1.82) r = (B.1.103)
I(3) t = (B.1.35) 0 0 t = (B.1.68) 0 0
I(4) s = (B.1.36) t = (B.1.45) 3r
2
20 s = (B.1.69) t = (B.1.83)
r2
12
I(5) 0 0 w = (B.1.70) 0 0
I(6) s = (B.1.46) t = (B.1.57) s = (B.1.84) t = (B.1.104)
I(7) 0 0 0
I(8)   7r4960+ 7rt15 w = (B.1.85) s = (B.1.105)
I(9) 0 0
I(10) s = (B.1.58) 7r
5
41472  7r
2t
144 +
3rs
8
I(11) 0
I(12) w = (B.1.106)
Table 2.2: For each polytope P , we give the basic G-invariant polynomials I(k), ex-
pressed in terms of the elements of the relative BP , making reference to the corre-
sponding equation in the main text. The Table makes clear the order at which the
independent invariants appear. For any case related by duality, we give only the
ones treated in the text and for simplicity we omit the 600-cell case.
can be expressed as
P(k)(r, t, s,w) =
r
Â
µ=1
gµ M
(k)
µ (r, t, s,w) , (2.2.4)
where M(k)µ (r, t, s,w) are monomials given by powers and products of elements of
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BP such that their overall polynomial degree is k, gµ are some real coefficients [82]
and the number r of homogeneous polynomials of degree k that are invariant under
GP , is provided by the Molien series as explained above. In the framework of the
#–expansion we are going to renormalize PFTs in d = dc  #, where the upper critical
dimension dc is uniquely determined by the degree of the homogeneous polynomi-
als P(k). In fact, we can express the GL G–invariant potential V(fi) ⌘ U(r, t, s,w)
simply as
U(r, t, s,w) = Â
k=2
1
k!
P(k)(r, t, s,w) , (2.2.5)
and we understand that the coefficients gµ play the role of coupling constants. By
imposing the GL potential U to be marginal (remember that f has dimensions d 22
as it can be gleaned out inspecting the kinetic part of the action (2.2.1)) we obtain the
upper critical dimensions as
dc(k) =
2k
k  2 . (2.2.6)
In this chapter, for any polytope P , we considered all the possible upper critical
dimensions dc corresponding to the allowed P(kkmax), where kmax is the degree of
the highest order polynomial in BP . 4 We exclude from the analysis, those dc related
to polynomials P(k) which are expressed as powers of r only, since they will simply
describe the corresponding O(N) symmetric theory.
Let us make all this more concrete and give an example for the Square polygon
{4}. First we construct the basic D4–symmetric invariant polynomials I(k). To this
purpose, we fix the versors {ea} choosing the four vertices of the Square to be the
permutations of the coordinates (±1/p2,±1/p2). We then proceed performing the
sum in Eq. (2.2.2) which, in this case, extends up to N = 2 field components and to
n = 4 basic vertices. Starting from k = 2 we find
I(2) = 2
⇣
f21 + f
2
2
⌘
, (2.2.7)
I(3) = 0 , (2.2.8)
I(4) = f41 + 6f
2
2f
2
1 + f
4
2 , (2.2.9)
and therefore the two elements of B{4} are r{4} ⌘ I(2) and t{4} ⌘ I(4). Since the
4We identify P by its Schla¨fli symbol, see Table 2.1.
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Square interaction term is represented by the invariant polynomial t{4} of degree
k = 4, the only interesting upper critical dimension in this case is dc = 4. The
Molien Series for the Square groupD4 is given by
M(t) = [(1  t2)(1  t4)] 1 = 1+ t2 + 2t4 + 2t6 +O(t8) , (2.2.10)
from which we understand that the r = 2 monomials of degree 4 are M(4)1 = r
2 and
M(4)2 = t, so that the corresponding marginal potential U(r, t) is finally given by
U(r, t) =
1
4!
P4(r, t) =
1
4!
⇣
X r2{4} +Y t{4}
⌘
, (2.2.11)
where we named the coupling constants g1 = X and g2 = Y.
As a further example, consider the case of the dual pair {3, 4}, {4, 3} namely the
Octahedron and the Cube. We fix the versors {ea} choosing the eight Cube vertices
as the permutations of the coordinates
p
4/3(±1,±1,±1) so that, once we perform
the sum in Eq. (2.2.2) which now extends up to N = 3 and n = 8, we find that the
three elements of B{4,3} in the Cube basis are
r{4,3} ⌘ I(2) = 83
⇣
f21 + f
2
2 + f
2
3
⌘
, (2.2.12)
t{4,3} ⌘ I(4) = 89
⇣
f41 + 6
⇣
f22 + f
2
3
⌘
f21 + f
4
2 + f
4
3 + 6f
2
2f
2
3
⌘
, (2.2.13)
s{4,3} ⌘ I(6) = 827
⇣
f61 + 15
⇣
f22 + f
2
3
⌘
f41 + 15
⇣
f42 + 6f
2
3f
2
2 + f
4
3
⌘
f21 + f
6
2
+f63 + 15f
2
2f
4
3 + 15f
4
2f
2
3
⌘
. (2.2.14)
In the Octahedron basis the independent invariants are given in Appendix B.1. The
duality between the two Platonic solids is expressed as amap between the invariants
(r, t, s) in the two representations which, in the case of the Octahedron/Cube reads
r{4,3} =
4
3
r{3,4} ,
t{4,3} =
2
3
r2{3,4}  
8
9
t2{3,4} ,
s{4,3} =
5
6
r3{3,4}  
20
9
r{3,4}t{3,4} +
64
27
s{3,4} . (2.2.15)
59
Themap between invariants translates in a smoothmap between couplings and thus
their RG properties are trivially the same.
Due to their interest in statistical physics [86–88], we notice, as a final remark,
that Zn–symmetric models may be described, in the continuum limit, in terms of a
complex order parameter (f, f¯) and mapped into a Lagrangian whose interaction
term in general can be written as (lfn + l¯f¯n). Imposing the reality of this inter-
action, formally amounts at enlarging the Zn group to the corresponding dihedral
one Dn and the Zn invariants are nothing but the corresponding polygon ones. As
an example consider the Z5 theory described by (lf5 + l¯f¯5); requiring l = l¯ and
changing representation to f = f1 + i f2, gives exactly the D5 Pentagon invariant
considered in Eq. (B.1.13).
2.3 Multicomponent beta functionals
In order to study the RG flow of PFTs, as presented in the previous section, we adopt
the f pRG formalism [66, 70]. In particular we use minimal subtraction scheme (MS)
in d = dc   # where, for each PFT, the upper critical dimensions dc are uniquely
identified by Eq. (2.2.6) and specify the dimensions where to expect non–trivial
universality classes. For each polytope the upper critical dimensions considered
are listed in Table 2.3. The beta functions of the couplings appearing in the marginal
potentialV(f) can be extracted from the beta functional bV while the flow of bZ fixes
the anomalous dimension h, where by Z(f) we denote a field–dependent wave–
function (we refer to Ref. [66] and to Appendix B.3 for more details).
For even potentials, namely when k = 2m with integer m > 1, the upper critical
dimensions dc in Eq. (2.2.6) read dc = 2mm 1 and the corresponding single component
LO and NLO contributions are known in general [65]. LO beta functionals in the
even case have been given recently for general N in [76]. While for dc = 4 and
dc = 3 the NLO corrections are well known5 [70], there are no general expressions
for the NLOmulti–component beta functionals for arbitrarym. But it is here that the
functional constraints come to help. In fact, by analyzing the form of the N = 1 beta
functionals given in [65], one realizes that there is only one way to enhance them to
the multicomponent case.
5In dc = 4 higher loop corrections are also known, but they are not universal and we do not
consider them in the present paper.
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For example let’s consider the dc = 4 case. The knowledge of the single com-
ponent beta functionals bV = 1/2(V(2))2   1/2V(2)(V(3))2 and bZ =  1/6(V(4))2,
leads directly to their multi–component version since there is only way to “pro-
mote” the monomials to the N > 1 case: (V(2))2 ! Va1a2Va1a2 and V(2)(V(3))2 !
Va1a2Va1a3a4Va2a3a4 ; similarly, taking care of the uncontracted indexes for bZ, (V
(4))2 !
Va1a2a3a4Va1a2a3a4 . We finally obtain
dc = 4
bV =
1
2
Va1a2Va1a2  
1
2
Va1a2Va1a3a4Va2a3a4
(bZ)a1a2 =  
1
6
Va1a3a4a5Va2a3a4a5 ,
(2.3.1)
where we reported the corresponding perturbative diagrams using hereafter,
as a color code, grey for bV’s and blue for bZ’s. Similarly, in the dc = 3 case
one can avoid performing a direct multi–component computation simply gener-
alizing the bV = 13(V
(3))2 + 16V
(2)(V(5))2   43V(3)V(4)V(5)   p
2
12 (V
(4))3 as well as
bZ =   145(V(6))2 to the multi–component cases, namely
dc = 3
bV =
1
3
Va1a2a3Va1a2a3 +
1
6
Va1a2Va1a3a4a5a6Va2a3a4a5a6
  4
3
Va1a2a3Va3a4a5a6Va1a2a4a5a6  
p2
12
Va1a2a3a4Va3a4a5a6Va1a2a5a6
(bZ)a1a2 =  
1
45
Va1a3a4a5a6a7Va2a3a4a5a6a7 .
(2.3.2)
We are now in the position to infer the beta functionals for the even potential’s
upper critical dimensionswe are interested in, namely dc = 8/3, 5/2, 12/5, generalizing
61
the single component ones given in [65]. The result for dc = 8/3 is given in Eq. (2.3.3),
while the cases dc = 5/2 and dc = 12/5 are given respectively in Eq. (B.2.1) and Eq.
(B.2.2).
dc =
8
3
bV =
1
8
Va1a2a3a4Va1a2a3a4 +
1
160
Va1a2Va1a3a4a5a6a7a8Va2a3a4a5a6a7a8
+
9
80
Va1a2a3Va3a4a5a6a7a8Va1a2a4a5a6a7a8
  3
8
Va1a2a3a4Va2a3a4a5a6a7a8Va1a5a6a7a8
  G(1/3)
3
24
Va1a2a3a4a5a6Va1a2a3a7a8Va4a5a6a7a8
+
3
64
hp
3p   3(2+ log 3)
i
Va1a2a3a4Va1a2a5a6a7a8Va3a4a5a6a7a8
(bZ)a1a2 =  
1
1120
Va1a3a4a5a6a7a8a9Va2a3a4a5a6a7a8a9 .
(2.3.3)
We underline two interesting aspects about these expressions: First, as it can be
noted from the diagrams above, they are of relatively high–loop order since the LO
contribution bV arises from a (m  1)–loop computation while the NLO functionals
bV and bZ appear at 2(m  1)–loops; second all the coefficients reported are univer-
sal, i.e. independent of the specific RG scheme adopted [89]. Even if it is not difficult
to write down the beta functionals for general m and N, their expressions become
rapidly cumbersome and we won’t report them here. In any case, we have checked
that the general LO contributions agree with those recently derived by CFTmethods
in [76] generalizing to the multicomponent case the results of [62].
In the odd case where k = 2m + 1 with integer m   1 and the upper critical
dimensions read dc = 2+ 42m 1 , we consider only the leading contributions for two
reasons: First, as reported in [66] we have a general formula for the beta functionals
only at LO; second, the enhancement from the single to the multicomponent case
works only at LO for even theories, since the presence of higher powers of V(2)
62
in the NLO beta functionals makes the N = 1 case degenerate with respect to the
multi–component case.
The dc = 6 case is well known and the NLO contributions can be found in
[43, 70]. We report here the LO contributions, which are those that can be inferred
from the single–component case
dc = 6
bV =  16Va1a2Va2a3Va3a1
(bZ)a1a2 =  
1
6
Va1a3a4Va2a3a4 .
(2.3.4)
The dc = 10/3 single component case has been reported recently in [67]. The
generalization to its multi–component version is straightforward and reads6
dc =
10
3
bV =
3
4
Va1a2Va1a3a4a5Va2a3a4a5  
27
8
Va1a2a3Va1a4a5Va2a3a4a5
(bZ)a1a2 =  
3
40
Va1a3a4a5a6Va2a3a4a5a6 .
(2.3.5)
Finally we analysed the m = 3 case obtaining, as a new result, the beta functionals
referring to the upper critical dimension dc = 14/5; the result is as follows
6We use a different normalization with respect to [67, 78]
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dc =
14
5
bV =  12572 Va1a2a3a4a5a6Va1a2a3a7Va4a5a6a7 +
5
144
Va1a2Va1a3a4a5a6a7Va2a3a4a5a6a7
+
125
144
Va1a2a3Va1a4a5a6a7Va2a3a4a5a6a7
  125(
p
5  1)G(3/10)G(6/5)
96 22/5
p
p
Va1a2a3a4Va1a2a5a6a7Va3a4a5a6a7
(bZ)a1a2 =  
5
1008
Va1a3a4a5a6a7a8Va2a3a4a5a6a7a8 .
(2.3.6)
As an example we show how to extract the beta functions in the case of the Square
polygon {4}. Since the upper critical dimension in this case is dc = 4, we then refer
to the beta functional in Eq. (2.3.1) to obtain the couplings’ beta functions. To this
purpose, consider the Square potential, as expressed in Eq. (2.2.11), in terms of which
we can define straightforwardly
bV =
1
4!
⇣
bX r
2
{4} + bY t{4}
⌘
. (2.3.7)
We then proceed computing the r.h.s of Eq. (2.3.1), which reads 7
1
2
Va1a2Va1a2  
1
2
Va1a2Va1a3a4Va2a3a4 = 
1
54
r2 X
⇣
256X2 + 6X(24Y  5) + 9Y(2Y  1)
⌘
  1
36
t Y(8X+ 3Y)(32X+ 12Y  3) . (2.3.8)
One then inserts (2.3.7) and (2.3.8), respectively, on the l.h.s. and r.h.s. of Eq. (2.3.1)
and equates equal powers of the invariants on both sides to read off the correspond-
ing dimension–full beta functions. Switching to dimensionless variables is straight-
forward 8 and the resulting system of beta functions is given in Eqs. (B.1.9), (B.1.10).
7Note that functional derivatives are first taken w.r.t. the fields {fi} and then the result is re-
expressed in the natural basis of the invariants {r, t}.
8With abuse of notation we use the same symbols for dimensionless and dimensional couplings.
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2.4 Universality Classes
The result of our analysis is reported in Table 2.3, which together with Table 2.4,
constitute themain results of this work. This Section should be intended as the guide
to these two Tables which the reader should have at hand. Table 2.3 is basically
composed of three columns: the first lists the polytopes; the second one reports
the upper critical dimensions examined, which we remember are those where the
relative PFT homogeneous invariant polynomials P(k) (interactions) are marginal
(see Section 2.2); the third one lists all the real FPs found, i.e. all the real zeros of the
corresponding system of beta functions, whose solutions are labeled with the name
of the universality class to which they correspond. Table 2.4 instead reports the
critical exponents h and n for all those universality classes for which we were able
to compute both of them.
We start our analysis considering the polygons, namely the N = 2 case. Since
there are an infinite number of polygons, we limited our analysis up to the Octagon,
which is enough to show the general critical pattern emerging from the two families
of even and odd n-gons. The Triangle in dc = 6 is the well known Potts3 [17, 18, 40,
41, 43] which has a real FP [but note the unusual fact: n < nMF = 1/2 as in Eq.(1.4.1)
for n = 2]. It is well known that Potts3 is not present in d = 3 [90], and this is
an indication that even near d = 6 it doesn’t have a clear status (one can construct
an argument using the NLO beta functions to claim the same [18, 41]). The Square
FPs in dc = 4 are the O(2) and two copies of Ising. Particular to the N = 2 case
is a mapping in terms of which it is true that Cubic2=Ising [70, 84] and therefore
the cubic FP is not present in this case. Cubic FPs emerge instead in the N = 3
and N = 4 cases as we shall see below. The first surprise among polygons is the
Pentagon universality class. The upper critical dimension in this case is dc = 10/3
and therefore it is a candidate to give a non–trivial critical behavior in d = 3. The
corresponding critical exponents are reported in Table 2.4. It is reassuring to see that
n > nMF contrary to what found in the single field case [67] for this upper critical
dimension. Note also that the anomalous dimension is quite large in d = 3 where it
assumes the value h = 1/5; it is natural therefore to consider this universality class
in three dimensions where the #-expansion may have well behaved convergence
properties since, we just have to set # = 1/3. The next polygon is the Hexagon which
is analysed in dc = 3. In this case only a FP which identifies the tri-critical version of
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the O(2), namely the Tri-O(2), is present. The corresponding anomalous dimension
is h = 1392#
2. The Heptagon case in dc = 14/5 shows a behavior analogous to the
Pentagon, namely there is real FP representative of this universality class with ’well
behaved’ critical exponents given in Table 2.4. Even though this universality class
is new, it is less interesting w.r.t. the Pentagon one since it does not exist in three
dimensions and possibly exists only in d = 2. Finally we analysed the Octagon
in dc = 8/3 which exhibits a critical behavior analogous to the Hexagon case. In
particular we find only the tetra-critical version of the O(2) FP, namely only the
Tetra-O(2), with anomalous dimension given by h = 959858#
2. We expect the even
family of n–gons with n > 8 to reproduce the series of multi–critical O(2) FPs9.
Even though, within the formalism presented in Section 2.3 and in Appendix B.2,
we could consider polygons {n} with n > 8 being even or odd generalising to the
multicomponent case the beta functionals of [66, 70], wewill not pursue this analysis
here. It is anyway of interest to understand if the appearing of a non-trivial FP as
for the Pentagon and the Heptagon is a general feature of all the odd {n} theories or
if there is a critical number of edges after which the fluctuations drive the FP to the
corresponding O(2) universality class.
We now move to the N = 3 case, where we encounter the famous five Platonic
solids. We first analyzed the Tetrahedron, which belongs to the family of simplexes;
in this case, the possible upper critical dimensions are dc = 6 and dc = 4. The first
gives rise to no real FP, mirroring the fact that no real Potts4 FP is known in d   3
[90]; in dc = 4, due to the fact that for N = 3 the tetrahedral group is isomorphic
to the cubic one (G = S4 ⇥Z2, see Table 2.1), the tetrahedral FPs coincide with the
cubic ones [17, 70]. The three universality classes that emerge are therefore 3⇥Ising,
O(3) and Cubic3, a case that has been extensively studied [84, 91–94]. We considered
the Cube/Octahedron pair in the Octahedron basis where the invariant polynomials
assume a simpler form, see Appendix B.1. As explained above, due to the group
isomorphism between the Tetrahedron and the Cube, the universal content in dc = 4
coincides. The second allowed upper critical dimension is dc = 3 where we find the
tri-critical version of the previous FPs. In particular the f6–Cubic3 FP is new and
should be intended as a f6–theory with cubic symmetry10. Its critical exponents are
9In particular, an even n–gon is characterized by the n/2-th multi–critical O(2) FP.
10In order to determine the exact degree of multi-criticality one has to analyze the corresponding
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given in Table 2.4. While it is clear [70, 87, 95] that no icosahedral FPs can be found in
d = 4  # since the first invariant polynomial is of degree 6, our analysis revealed that
as we study the icosahedral theory in dc = 5/2 by means of the marginal potential in
Eq. (B.1.64), there emerge two icosahedral FPs for which we were able to compute
the anomalous dimensions
h1 = 7.95024⇥ 10 6 e2 , (2.4.1)
h2 = 8.93795⇥ 10 6 e2 . (2.4.2)
Apart from the new icosahedral FPs, we find the Tri-O(3) FP in dc = 3, the Tetra-O(3)
FP in dc = 8/3 and finally the Penta-O(3) FP in dc = 5/2, the last two being new to our
knowledge. The critical exponents are reported in Table 2.4 while for the Penta-O(3)
FPwe computed only the anomalous dimension h = 23125694761e
2, due to the high com-
plexity of the NLO terms. We have analyzed the Icosahedron/Dodecahedron pair in
the icosahedral basis; details on the invariant polynomials and on the duality map
can be found in Appendix B.1.
Finally we considered the 4–polytopes, namely the N = 4 hyper–Platonic solids.
The PFT associated to the 5-cell (hyper-Simplex) entails upper critical dimensions
dc = 6, 4, 10/3. As expected, to the 5-cell in dc = 6 corresponds no real FP [90]. In
dc = 4 instead, apart from the O(4) symmetric FP, the restricted Potts case gives rise
to a Quartic-Potts5 FP [70], while the new information is that there is no real FP in
dc = 10/3. We explored 8–cell/16–cell symmetry in the basis of the 16–cell (hyper-
Octahedron), where invariant polynomials are much simpler; details on the duality
map are given in Appendix B.1. The analogy is perfect with the N = 3 cubic case
apart from the fact that no Cubic4 FP is present in dc = 4 but only 4⇥Ising and
O(4) universality classes emerge [70]. In dc = 3 the FPs correspond to the f6–Cubic4
and to the tri–critical version of 4⇥Ising and O(4) while in dc = 8/3 they simply
are the f8-Cubic4 and the tetra–critical version of 4⇥Ising and O(4). All the new
critical exponents are reported in the Table 2.4. The 24–cell symmetry is peculiar to
the N = 4 case. In dc = 3 and dc = 8/3 we respectively find only the Tri-O(4) and
the Tetra-O(4) FPs. Beside the Penta-O(4) with anomalous dimensions given by
h = 183544#
2, in dc = 5/2 we find two 24–cell FPs characterized by the same anomalous
stability matrix.
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dimension11
h1,2 = 1.15365 · 10 5 #2 . (2.4.3)
In dc = 12/5 instead, there emerge two distinct 24-cell FPs with anomalous dimen-
sions given by
h1 = 3.77524 · 10 7 #2 ,
h2 = 0.00171903 #2 ,
along with the Hexa-O(4) FP, whose anomalous dimensions reads h = 2553014528#
2.
Any of these universality classes can be present only in two dimensions. The analy-
sis of the 600–cell/120–cell symmetry starts to be very complicated even if straight-
forward. We considered this dual pair of polytopes at the upper critical dimensions
dc = 12/5, 20/9, 15/7, but for simplicity we omit to report the corresponding invariants
and beta functions though easily accessible along the line of reasoning of Sections 2.2
and 2.3. The analysis of the FPs for this dual pair revealed no other real FP except for
the multi–critical O(4) FPs (see Table 2.3)12. This result is somehow expected since,
due to the high number of points on the unit 4–sphere it can be considered very close
to the O(4)model. We notice here that we could have analyzed the 600–cell/120 pair
in all the intermediate accessible upper critical dimensions, but since the analysis at
the highest polynomial of degree kmax = 30 revealed no 600–cell FP, we expect the
aforementioned dc to correspond only to the O(4) multi–critical FPs.
It is natural to consider extensions of the present analysis based on the regular
N–polytopes for general N   5. However, we have that apart from N–simplexes
(hyper-Tetrahedra) studied in [78], just hyper–Cubes (hyper–Octahedra) are present
and both their critical content is, on the other hand, already known.
11These two FPs can be related by an O(4) field redefinition.
12In Table 2.3 we called Triaconta--O(4) the multi–critical O(4) FP associated to a f30 theory.
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Polytope dc Fixed Points
N = 2
Triangle 6 Potts3
Square 4 2⇥Ising, O(2)
Pentagon 10/3 Pentagon
Hexagon 3 Tri-O(2)
Heptagon 14/5 Heptagon
Octagon 8/3 Tetra-O(2)
...
...
...
...
N = 3
Tetrahedron
6 No real FP
4 3⇥Ising, O(3), Cubic3
Octahedron
4 3⇥Ising, O(3), Cubic3
3 3⇥Tri-Ising, Tri-O(3), f6-Cubic3
Icosahedron
3 Tri-O(3)
8/3 Tetra-O(3)
5/2 Penta-O(3), Ico1i2
N = 4
5-cell
6 No real FP
4 O(4), Quartic-Potts5
10/3 No real FP
16-cell
4 4⇥Ising, O(4)
3 4⇥Tri-Ising, Tri-O(4), f6-Cubic4
8/3 4⇥Tetra-Ising, Tetra-O(4), f8-Cubic4
24-cell
3 Tri-O(4)
8/3 Tetra-O(4)
5/2 Penta-O(4), 24-cell1
12/5 Hexa-O(4), 24-cell1i2
600-cell
12/5 Hexa-O(4)
...
...
20/9 Deca-O(4)
...
...
15/7 Triaconta-O(4)
Table 2.3: N–dimensional regular polytopes along with the upper critical dimen-
sions dc around which the corresponding PFT can be studied in the #-expansion. For
each polytope and dc we report the real FPs found in our analysis.
Universality Class dc h n
N = 1
Ising 4 154#
2 1
2 +
1
12#+
7
162#
2
Tri-Ising 3 1500#
2 1
2 +
1
125#
2
Tetra-Ising 83
9
85750#
2 1
2 +
27
68600#
2
Potts3 6 13#
1
2   512#
N = 2
O(2) 4 150#
2 1
2 +
1
10#+
11
200#
2
Pentagon 103
3
5#
1
2 +
3
20#
Tri-O(2) 3 1392#
2 1
2 +
1
98#
2
Heptagon 145
10
7 #
1
2 +
5
14#
Tetra-O(2) 83
9
59858#
2 1
2 +
135
239432#
2
N = 3
O(3) 4 5242#
2 1
2 +
5
44#+
345
5324#
2
Cubic3 4 5243#
2 1
2 +
1
9#+
599
8748#
2
Tri-O(3) 3 3511532#
2 1
2 +
35
2883#
2
f6-Cubic3 3 0.00261529 #2 12 + 0.0104612 #
2
Tetra-O(3) 83
945
4798802#
2 1
2 +
14175
19195208#
2
N = 4
O(4) 4 148#
2 1
2 +
1
8#+
7
96#
2
Quartic-Potts5 4 552646#
2 1
2 +
5
42#+
22465
222264#
2
Tri-O(4) 3 1289#
2 1
2 +
4
289#
2
f6-Cubic4 3 0.00322216 #2 12 + 0.0128886 #
2
Tetra-O(4) 83
9
36980#
2 1
2 +
27
29584#
2
f8-Cubic4 83 0.000196765 #
2 1
2 + 0.000737867 #
2
Table 2.4: Critical exponents h and n for the universality classes with dc =
6, 4, 10/3, 3, 14/5, 8/3 (for which we know both of them) ordered by the number of field
components.
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2.5 Conclusions and perspectives
In this chapter, we systematically analyzed the critical behavior of Platonic Field
Theories (PFTs) within the #–expansion. We devised a method to construct invariant
polynomials w.r.t the discrete symmetry groups of the regular polytopes, in terms
of which we expressed the first N independent invariants by increasing polynomial
order. Since the upper critical dimensions the corresponding PFTs entail are gen-
erally non–integer (though still rational), we derived the relative novel RG flow by
generalising the single component beta functionals bV and bZ to their multicompo-
nent counterparts in all the relevant dc considered. New results in this respect regard
dc = 14/5, 8/3, 5/2, 12/5 for which we reported the corresponding beta functionals in
the main text and in Appendix B.2.
A very interesting result of this analysis regards a new candidate universality
class in d = 3 dimensions with the symmetry group D5 of the Pentagon. Validat-
ing its existence, as well as measuring its critical properties by other methods surely
deserves attention. Numerical Monte Carlo investigations are currently being pur-
sued in this direction [96]. Moreover being the upper critical dimension very close
to three (# = 1/3) it would be an ideal testing ground for the f pRG. It would also
be desirable to have an accurate estimate of the critical exponents of this universal-
ity class by means of CFT bootstrap methods in terms of which hyper–Tetrahedral
and hyper–Cubic theories have recently been analyzed [97]. Other interesting re-
sults concern new Icosahedron fixed points in d < 3 as well as the fixed points of the
24–Cell. As a by–product of the present analysis, we found many new multi–critical
O(N) and fn–Cubic universality classes.
Since the recent renewed interest in the multi–critical O(N)–models [98, 99],
future perspectives regard the analogous analysis of the multi–critical behavior of
Cubic theories. In this respect, it would be desirable, as well as interesting, to ap-
proach the problemwithin both f pRG and fRG formalisms, as the first easily tackles
the multicritical fixed point structure of the theory, while the second can shed light
on possible non–trivial behavior linked to the emergence of non–perturbative fixed
points in the large–N limit [98]. We also notice that the universality classes with
dc < 3 may correspond to some novel unitary 2d CFTs with discrete global symme-
try and of central charge c > 1; these theories are likely to be irrational CFTs and can
be examined with numerical conformal bootstrap methods [100].
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As it has been studied in Ref. [101] for Z2 scalar theories, it would also be inter-
esting to systematically analyze polygons, in particular, with respect to the d ! 2
limit where a countable infinity of FPs corresponding to para–fermionic CFTs is ex-
pected [102]. Further studies can be directed to the application of the formalism to
the study of the “chiral” platonic field theories, namely those field theories charac-
terized by the chiral version of the symmetry groups of regular polytopes, as it may
be relevant in particle physics.
We emphasize that, the general method for the construction of invariant polyno-
mials that we introduced in the previous chapters, is suitable to construct invariant
polynomials of any geometrical regular object.
72
Appendix B
B.1 Analytical Details
B.1.1 N = 2
Triangle {3}
The Triangle {3}D3 symmetry is encoded in the following two invariants
r{3} =
3
2
⇣
f21 + f
2
2
⌘
, (B.1.1)
t{3} =
3
4
f2
⇣
f22   3f21
⌘
. (B.1.2)
Since the non–trivial invariant polynomial t{3} is of order k = 3, we study the Trian-
gle in dc = 6 and therefore we consider the following marginal potential
U(t) =
1
3!
X t{3} . (B.1.3)
The beta function bX and the anomalous dimension h are obtained from the general
formulae (2.3.4) and they read
bX =  12#X+
9
32
X3 , (B.1.4)
h =
3
16
X2 . (B.1.5)
We find that the universality class associated to the Triangle is the well known
Potts3.
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Square {4}
The two invariants for the Square {4}D4 symmetry are
r{4} = 2
⇣
f21 + f
2
2
⌘
, (B.1.6)
t{4} = f41 + 6f22f21 + f42 . (B.1.7)
We immediately note that t{4} can be related to f41 + f42 by a field redefinition al-
lowed by the O(2) symmetry (in fact one can check that Cubic2 = Ising [70]) and,
given that t{4} is of polynomial order k = 4, we study the Square in dc = 4. The
corresponding marginal potential reads
U(r, t) =
1
4!
⇣
X r2{4} +Y t{4}
⌘
. (B.1.8)
In terms of the general formulae (2.3.1), the beta functions and the anomalous di-
mension read
bX =  #X+ 403 X
2 + 4XY  1024
9
X3  64X2Y  8XY2 , (B.1.9)
bY =  #Y+ 6Y2 + 16XY  5123 X
2Y  128XY2   24Y3 , (B.1.10)
h =
32
9
X2 +
8
3
XY+
2
3
Y2 . (B.1.11)
The LO fixed point potentials are
V(f1, f2) =
#
144
⇣
f41 + 6f
2
2f
2
1 + f
4
2
⌘
,
V(f1, f2) =
#
80
⇣
f21 + f
2
2
⌘
2 ,
V(f1, f2) =
#
72
⇣
f41 + f
4
2
⌘
.
The first and last potentials represent two copies of Ising related by the aforemen-
tioned field redefinition, while the middle one is the O(2) class. The computation of
the critical exponents at NLO confirms this picture.
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Pentagon {5}
The interesting D5–symmetric Pentagon {5} case can be studied considering the
following two invariant polynomials
r{5} =
5
2
⇣
f21 + f
2
2
⌘
, (B.1.12)
t{5} =
5
16
⇣
f52   10f21f32 + 5f41f2
⌘
. (B.1.13)
Since the invariant polynomial t{5} is of field order k = 5, the corresponding upper
critical dimension around which the #-expansion is performed is dc = 10/3. Since
r and its powers are even in the fields, there is only one marginal coupling and
consequently the marginal potential reads
U(t) =
1
5!
X t{5} . (B.1.14)
Beta functionals in dc = 10/3 are given in Eq. (2.3.5). Since the beta functional bV
in dc = 10/3 does not contain Va1a2a3a4a5 , the beta function bX receives non-tree level
contributions only from the anomalous dimension and it reads
bX =  32#X+
625
384
X3 , (B.1.15)
with anomalous dimension given by
h =
125
192
X2 . (B.1.16)
The solution X⇤ = 2425
p
# defines the Pentagon universality class with critical expo-
nents reported in Table 2.4.
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Hexagon {6}
The Hexagon {6} dihedral symmetryD6 can be expressed in terms of the following
two independent invariant polynomials
r{6} = 3
⇣
f21 + f
2
2
⌘
, (B.1.17)
t{6} =
3
16
⇣
11f61 + 15f
2
2f
4
1 + 45f
4
2f
2
1 + 9f
6
2
⌘
. (B.1.18)
Since t{6} is of polynomial order k = 6, the corresponding upper critical dimension
is dc = 3 and accordingly we consider the following marginal potential
U(r, t) =
1
6!
⇣
X r3{6} +Y t{6}
⌘
. (B.1.19)
The LO beta functions and the anomalous dimension can be obtained from the gen-
eral formulae (2.3.2); the result is as follows
bX =  2#X+ 10085 X
2 + 18XY+
5
16
Y2 , (B.1.20)
bY =  2#Y+ 144XY+ 10Y2 , (B.1.21)
h =
648
25
X2 +
18
5
XY+
11
80
Y2 , (B.1.22)
and they are enough to show that the only real fixed point belongs to the O(2) class.
Heptagon {7}
The heptagonal symmetry D7 can be expressed in terms of the following two inde-
pendent invariant polynomials
r{7} =
7
2
⇣
f21 + f
2
2
⌘
, (B.1.23)
t{7} =
7
64
⇣
f72   21f21f52 + 35f41f32   7f61f2
⌘
. (B.1.24)
In this case the invariant t{7} is of field order k = 7, so that the corresponding upper
critical dimension is dc = 14/5; we notice that the Heptagon is the first polygon
for which dc < 3. As for the Pentagon, there is only one marginal coupling since
r{7} and its powers are even in the fields and therefore the corresponding marginal
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potential reads
U(t) =
1
7!
X t{7} . (B.1.25)
The beta function bX receives a non vanishing contribution only from the anomalous
dimension since the beta functional bV in Eq. (2.3.6) is identically zero in this case.
We have
bX =  52#X+
245
73728
X3 , (B.1.26)
h =
35
18432
X2 . (B.1.27)
The solution X⇤ = 1927
p
# represents the Heptagon FP with critical exponents re-
ported in Table 2.4.
Octagon {8}
In the Octagon case the two independent invariants are
r{8} = 4
⇣
f21 + f
2
2
⌘
, (B.1.28)
t{8} =
1
8
⇣
17f81 + 84f
2
2f
6
1 + 70f
4
2f
4
1 + 84f
6
2f
2
1 + 17f
8
2
⌘
. (B.1.29)
The invariant t{8} is of field order k = 8 and we therefore analyse the theory in
dc = 8/3. As for the Hexagon and the Square, there are two marginal couplings and
the corresponding marginal potential reads
U(r, t) =
1
8!
⇣
X r4{8} +Y t{8}
⌘
. (B.1.30)
The beta functions and anomalous dimension can both be extracted from Eq. (2.3.3)
and they read
bX =  3#X+ 8857635 X
2 +
69
2
XY+
455
4096
Y2 , (B.1.31)
bY =  3#Y+ 1024XY+ 354 Y
2 , (B.1.32)
h =
131072
1225
X2 +
64
35
XY+
9
1120
Y2 . (B.1.33)
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The solution {X⇤ = 10588576#,Y⇤ = 0} represents the Tetra-O(2) universality class
with exponents reported in Table 2.4.
B.1.2 N = 3
Tetrahedron {3, 3}
The Tetrahedron (Potts4) S4 symmetry has been widely analysed and can be studied
in terms of the following polynomial invariants
r{3,3} =
4
3
⇣
f21 + f
2
2 + f
2
3
⌘
, (B.1.34)
t{3,3} =
4
9
⇣p
2f31   3f3f21   3
p
2f22f1 + 2f
3
3   3f22f3
⌘
, (B.1.35)
s{3,3} =
4
27
h
6f41 4
p
2f3f31+6
⇣
2f22 + f
2
3
⌘
f21+12
p
2f22f3f1+6f
4
2 + 7f
4
3+6f
2
2f
2
3
i
.(B.1.36)
Since t{3,3} and s{3,3} appear respectively at order k = 3 and k = 4, the upper critical
dimensions in the Tetrahedron case are dc = 6, 4. In dc = 6 we have only one
marginal coupling
U(t) =
1
3!
X t{3,3} , (B.1.37)
and at LO the beta function bX and anomalous dimension can be obtained from Eq.
(2.3.4) as
bX =  12#X 
8
27
X3 , (B.1.38)
h =
16
81
X2 , (B.1.39)
and it does not have any non-trivial real FP. In dc = 4 instead we have two marginal
couplings and the marginal potential is given by
U(r, t) =
1
4!
⇣
X r2{3,3} +Y s{3,3}
⌘
. (B.1.40)
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At NLO we find the following beta functions and anomalous dimension
bX =  #X 5888243 X
3 1408
81
X2Y+
176
27
X2 1136
243
XY2+
8
3
XY 16
27
Y3+
1
3
Y2 ,(B.1.41)
bY =  #Y  24832729 X
2Y  2176
81
XY2 +
64
9
XY  1328
243
Y3 +
8
3
Y2 , (B.1.42)
h =
640
729
X2 +
64
81
XY+
56
243
Y2 . (B.1.43)
As already pointed out in Section 2.4, by symmetry enhancement the universal con-
tent of the dc = 4 Tetrahedron is the same as the dc = 4 Cube one (see Table 2.3 with
corresponding critical exponents reported in Table 2.4).
Octahedron {3, 4} – Cube {4, 3}
The Octahedron-Cube S4⇥Z2 symmetry can be easily expressed in the Octahedron
basis, in terms of which the invariant polynomials assume a very simple form
r{3,4} = 2 (f21 + f22 + f23) , (B.1.44)
t{3,4} = 2 (f41 + f42 + f43) , (B.1.45)
s{3,4} = 2 (f61 + f62 + f63) . (B.1.46)
The duality map that relates the Octahedron invariants to the Cube ones is given in
Eq. (2.2.15). The non-trivial invariant polynomials t{3,4} and s{3,4} are respectively
of order k = 4 and k = 6 and consequently the upper critical dimensionswe consider
in this case are dc = 4, 3.
In dc = 4 there are only two marginal couplings since s{3,4} is irrelevant and the
marginal potential reads
U(r, t) =
1
4!
⇣
X r2{3,4} +Y t{3,4}
⌘
, (B.1.47)
with NLO beta functions and anomalous dimension computed from the general ex-
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pressions (2.3.1)
bX =  #X+ 443 X
2 + 4XY  20
3
XY2   368
3
X3   176
3
X2Y , (B.1.48)
bY =  #Y+ 6Y2 + 16XY  15529 X
2Y  368
3
XY2   68
3
Y3 , (B.1.49)
h =
40
9
X2 +
8
3
XY+
2
3
Y2 . (B.1.50)
This systems has three non-trivial fixed points that correspond to three copies of
Ising, O(3) and Cubic3 universality classes. Their GL potentials are, respectively,
V3⇥Ising =
#
72
(f41 + f
4
2 + f
4
3) ,
VO(3) =
#
88
⇣
f21 + f
2
2 + f
2
3
⌘2
,
VCubic3 =
#
72
⇣
f21 + f
2
2 + f
2
3
⌘
2   #
216
⇣
f41 + f
4
2 + f
4
3
⌘
.
The critical exponents are reported in Table 2.4.
In dc = 3 instead there are three marginal couplings
U(r, t, s) =
1
6!
⇣
X r3{3,4} +Y r{3,4}t{3,4} + Z s{3,4}
⌘
, (B.1.51)
and we give here the LO beta functions and anomalous dimension
bX =  2#X+ 99215 X
2 +
64
5
XY+
8
15
Y2 , (B.1.52)
bY =  2#Y+ 20815 Y
2 +
448
5
XY+ 32XZ+
16
3
YZ , (B.1.53)
bZ =  2# Z+ 403 Z
2 +
128
3
XZ+
224
9
Y2 +
128
3
YZ , (B.1.54)
h =
448
135
X2 +
448XY
225
XY+
32XZ
45
XZ+
272
675
Y2 +
16
45
YZ+
4
45
Z2 . (B.1.55)
The non-trivial FPs turn out to be, as expected, the tri-critical version of the three
FPs in dc = 4. Their critical exponents are reported in Table 2.4.
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Icosahedron {3, 5} – Dodecahedron {5, 3}
In the Icosahedron basis, the A5⇥Z2 symmetric independent invariant polynomials
read
r{3,5} = 4(f21 + f22 + f23) , (B.1.56)
t{3,5} =
4
25
[10f61 + 6f3f
5
1 + 15
⇣
2f22 + 3f
2
3
⌘
f41   60f22f3f31
+15
⇣
2f42 + 6f
2
3f
2
2 + f
4
3
⌘
f21 + 30f
4
2f3f1 + 10f
6
2
+13f63 + 15f
2
2f
4
3 + 45f
4
2f
2
3] , (B.1.57)
s{3,5} =
4
625
h
127f101 + 360f3f
9
1 + 45
⇣
13f22 + 35f
2
3
⌘
f81   120
⇣
24f22f3   7f33
⌘
f71
+210
⇣
7f42 + 30f
2
3f
2
2 + 10f
4
3
⌘
f61   252
⇣
 f53 + 30f22f33 + 20f42f3
⌘
f51
+210
⇣
5f62 + 45f
2
3f
4
2 + 30f
4
3f
2
2 + 3f
6
3
⌘
f41   840
⇣
3f22f
5
3 + 5f
4
2f
3
3
⌘
f31
+45
⇣
15f82 + 140f
2
3f
6
2 + 140f
4
3f
4
2 + 28f
6
3f
2
2 + f
8
3
⌘
f21
+60
⇣
30f3f82 + 70f
3
3f
6
2 + 21f
5
3f
4
2
⌘
f1
+125f102 + 313f
10
3 + 45f
2
2f
8
3 + 630f
4
2f
6
3 + 2100f
6
2f
4
3 + 1575f
8
2f
2
3
i
, (B.1.58)
which can be expressed, by duality, in the Dodecahedron basis in terms of the fol-
lowing map
r{5,3} =
5
3
r{3,5} ,
t{5,3} =
5
72
r3{3,5}  
25
27
t{3,5} ,
s{5,3} =
35
2592
r5{3,5}  
175
324
r2{3,5}t{3,5} +
625
243
s{3,5} . (B.1.59)
Since the field power of t{3,5} and s{3,5} are respectively k = 6 and k = 10 the
interesting upper critical dimensions are dc = 3, 8/3, 5/2.
In dc = 3 the marginal potential is
U(r, t) =
1
6!
⇣
X r3{3,5} +Y t{3,5}
⌘
, (B.1.60)
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and the corresponding LO beta functions, computed from Eq. (2.3.2), read
bX =  2#X+ 793615 X
2 +
96
5
XY+
3
25
Y2 , (B.1.61)
bY =  2#Y+ 323 Y
2 +
1024
3
XY , (B.1.62)
with anomalous dimension
h =
28672
135
X2 +
512
45
XY+
208
1125
Y2 . (B.1.63)
This system exhibits no other real fixed point than Tri-O(3) for which the critical
exponents are given in Table 2.4.
Also in dc = 8/3 we find only Tetra-O(3), whose critical exponents are reported
in Table 2.4. To find a real icosahedral fixed point we have to shift to the third pos-
sible upper critical dimension which is dc = 5/2 for which the marginal potential
assumes the following form
U(r, t, s) =
1
10!
⇣
X r5{3,5} +Y r
2
{3,5}t{3,5} + Z s{3,5}
⌘
. (B.1.64)
The LO beta function system in this case reads
bX =  4#X+ 10381312945 X
2 +
3968
15
XY  896
45
XZ+
19601
23625
Y2   1817
4500
YZ+
203
200000
Z2 ,
bY =  4#Y+ 11429888945 XY+
68864
45
XZ+
232928
945
Y2 +
7024
225
YZ  7
250
Z2 ,
bZ =  4#Z+ 3276815 XZ+
13568
21
Y2 +
3776
15
YZ+
84
5
Z2 , (B.1.65)
with anomalous dimension
h =
2883584
42525
X2 +
360448
99225
XY+
2048
14175
XZ+
381952
7441875
Y2 +
1664
354375
YZ+
1252
8859375
Z2 .
(B.1.66)
Apart from the Penta-O(3) FP (see Table 2.4) there are two pure icosahedral real FPs.
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B.1.3 N = 4
5-cell {3, 3, 3}
The S5 symmetric 5–cell can be studied in terms of the following polynomial invari-
ants
r{3,3,3} =
5
4
 
f21 + f
2
2 + f
2
3 + f
2
4
 
, (B.1.67)
t{3,3,3} =
15
⇥
f3f21 +
 
f23 + (2f2   f4) f4
 
f1   f2f3 (f2 + 2f4)
⇤
8
p
2
, (B.1.68)
s{3,3,3} =
5
32
h
3f41 + 4f3f
3
1 + 6
 
f22   2f4f2 + 2
 
f23 + f
2
4
  
f21 + 4f3
  3f22 + f23   3f24  f1
+ 3 f42 + 3
 
f23 + f
2
4
  2 + 4f32f4 + 12f22  f23 + f24 + 4f2  3f23f4   f34 i , (B.1.69)
w{3,3,3} =
5
64
p
2
h
f51 + 20f3f
4
1   10
 
f22   4f4f2   3f23 + 3f24
 
f31 + 30
 
f33 + f4 (f4   2f2) f3
 
f21
+ 5
⇣
f42 + 8f4f
3
2 + 6
 
f23   f24
 
f22 + 12f4
 
f23 + f
2
4
 
f2 + 4
⇣
f43   f44
⌘⌘
f1
+ f3
⇣
 20f42   60f4f32   30
 
f23 + f
2
4
 
f22   40f4
 
f23 + f
2
4
 
f2 + f
4
3 + 5f
4
4   10f23f24
⌘i
.
(B.1.70)
The Invariants t{3,3,3}, s{3,3,3} andw{3,3,3} appear respectively at order k = 3, 4, 5 and
therefore we study the critical behavior of the 5-cell at the upper critical dimensions
dc = 6, 4, 10/3.
In dc = 6 we have only one marginal coupling and the corresponding potential
reads
U(t) =
1
6
X t{3,3,3} , (B.1.71)
with the corresponding LO beta function bX and anomalous dimension h given by
bX =  12#X 
125
256
X3 , (B.1.72)
h =
25
128
X2 . (B.1.73)
In dc = 4 instead we have two marginal couplings
U(r, t) =
1
4!
⇣
X r2{3,3,3} +Y s{3,3,3}
⌘
, (B.1.74)
and at NLO we find the following system of beta functions along with the corre-
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sponding anomalous dimension
bX =  #X  8125384 X
3   1375
96
X2Y+
25
4
X2   2525
768
XY2 +
5
2
XY  45
128
Y3 +
3
16
Y2 ,
(B.1.75)
bY =  #Y  10625384 X
2Y  4625
192
XY2 +
25
4
XY  4175
768
Y3 +
45
16
Y2 , (B.1.76)
h =
625
768
X2 +
125
192
XY+
325
1536
Y2 . (B.1.77)
Finally in dc = 10/3 we also have two marginal couplings and the potential reads
U(r, t,w) =
1
5!
⇣
X r{3,3,3}t{3,3,3} +Yw{3,3,3}
⌘
, (B.1.78)
and we find the following LO beta functions bX, bY and anomalous dimension h
bX =  32#X 
6525
4096
X3 +
17325
2048
X2Y+
98775
8192
XY2 +
8025
2048
Y3 , (B.1.79)
bY =  32#Y 
138375
1024
X3   2948625
8192
X2Y  640125
2048
XY2   732675
8192
Y3 , (B.1.80)
h =
1125
4096
X2 +
225
512
XY+
765
4096
Y2 . (B.1.81)
16–Cell {3, 3, 4} – 8–Cell {4, 3, 3}
The four polynomial invariants in the 16–cell basis are very simple and read
r{3,3,4} = 2
⇣
f21 + f
2
2 + f
2
3 + f
2
4
⌘
, (B.1.82)
t{3,3,4} = 2
⇣
f41 + f
4
2 + f
4
3 + f
4
4
⌘
, (B.1.83)
s{3,3,4} = 2
⇣
f61 + f
6
2 + f
6
3 + f
6
4
⌘
, (B.1.84)
w{3,3,4} = 2
⇣
f81 + f
8
2 + f
8
3 + f
8
4
⌘
. (B.1.85)
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The duality between the 16–cell and the 8–cell can be expressed in terms of the fol-
lowing map between the polynomial invariants in the two bases
r{4,3,3} = 8 r{3,3,4} ,
t{4,3,3} = 12 r2{3,3,4}   16 t {3,3,4} ,
s{4,3,3} = 30 r3{3,3,4}   120 t{3,3,4}r{3,3,4} + 128 s{3,3,4} ,
w{4,3,3} = 105 r4{3,3,4}   840 r2{3,3,4}t{3,3,4} + 1792 r{3,3,4}s{3,3,4}   2176w{3,3,4} .
(B.1.86)
The invariants t{3,3,4}, s{3,3,4} and w{3,3,4} appear respectively at order k = 4, 6, 8 so
that the proper upper critical dimensions to study this theory are dc = 4, 3, 8/3.
In dc = 4 the potential has two marginal couplings
U(r, t) =
1
4!
(X r2{3,3,4} +Y t{3,3,4}) , (B.1.87)
and we find the following NLO beta functions
bX =  #X+ 16X2 + 4XY  4163 X
3   176
3
X2Y  20
3
XY2 , (B.1.88)
bY =  #Y+ 6Y2   5443 X
2Y  368
3
XY2 + 16XY  68
3
Y3 , (B.1.89)
with anomalous dimension
h =
16
3
X2 +
8
3
XY+
2
3
Y2 . (B.1.90)
In dc = 3 we have three marginal couplings and the marginal potential reads
U(r, t, s) =
1
6!
⇣
X r3{3,3,4} +Y r
2
{3,3,4}t{3,3,4} + Z s{3,3,4}
⌘
, (B.1.91)
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and for simplicity we give only the LO beta funtions
bX =  2X#+ 108815 X
2 +
64
5
XY+
8
15
Y2 , (B.1.92)
bY =  2Y#+ 140815 XY+ 32XZ+
208
15
Y2 +
16
3
YZ , (B.1.93)
bZ =  2Z#+ 1283 XZ+
128
5
Y2 +
128
3
YZ+
40
3
Z2 , (B.1.94)
with
h =
1024
225
X2 +
512
225
XY+
32
45
XZ+
32
75
Y2 +
16
45
YZ+
4
45
Z2 . (B.1.95)
Finally in dc = 8/3 the marginal potential has five couplings
U(r, t, s,w) =
1
8!
⇣
X r4{3,3,4} +Y r
2
{3,3,4}t{3,3,4} + Z r{3,3,4}s{3,3,4} +W t
2
{3,3,4} + Tw{3,3,4}
⌘
,
(B.1.96)
with LO beta functions given by
bX =  3#X+ 13767 X
2 +
36
35
WX+
1032
35
YX+
9
7
ZX+
37
35
Y2 +
3
28
YZ , (B.1.97)
bY =  3#Y+ 1485 Y
2 +
1
2
TY+
208
35
WY+
1376
5
XY+
68
7
ZY+
45
56
Z2
+ 6TX+
1824
35
WX+
3
14
WZ+
444
7
XZ , (B.1.98)
bZ =  3Z#+ 6435W
2 +
768
7
XW +
1952
35
YW +
120
7
ZW +
7424
105
Y2 +
205
14
Z2
+ 96TX+ 28TY+
15
2
TZ+
1216
7
XZ+ 80YZ , (B.1.99)
bW =  3#W + 367 W
2 + TW + 64XW +
944
35
YW +
43
7
ZW+
+
2008
105
Y2 +
15
56
Z2 + TY+
54
7
YZ , (B.1.100)
bT =  3#T + 352 T
2 + 68WT + 64XT + 80YT + 55ZT +
1968
35
W2 +
270
7
Z2
+
640
7
WY+
648
7
WZ+
544
7
YZ . (B.1.101)
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The anomalous dimension reads
h =
1
280
T2 +
1
70
TW +
2
35
TX+
1
35
TY+
1
70
TZ+
19
1225
W2 +
176
1225
WX+
76
1225
WY
+
1
35
WZ+
256
245
X2 +
128
245
XY+
8
49
XZ+
108
1225
Y2 +
17
245
YZ+
31
1960
Z2 . (B.1.102)
24–Cell {3, 4, 3}
The 24–cell is peculiar to the N = 4 case. The independent polynomial invariants
appear at order k = 2, 6, 8, 12 and they read
r{3,4,3} = 12(f21 + f22 + f23 + f24) , (B.1.103)
t{3,4,3} = 12[f61 + 5
⇣
f22 + f
2
3 + f
2
4
⌘
f41 + 5
⇣
f42 + f
4
3 + f
4
4
⌘
f21
+ f62 + f
6
3 + f
6
4 + 5f
2
3f
4
4 + 5f
4
3f
2
4 + 5f
4
2
⇣
f23 + f
2
4
⌘
+ 5f22
⇣
f43 + f
4
4
⌘
] ,
(B.1.104)
s{3,4,3} = 4[3f81 + 28
⇣
f22 + f
2
3 + f
2
4
⌘
f61 + 70
⇣
f42 + f
4
3 + f
4
4
⌘
f41 + 28
⇣
f62 + f
6
3 + f
6
4
⌘
f21
+ 3f82 + 3f
8
3 + 3f
8
4 + 28f
2
3f
6
4 + 70f
4
3f
4
4 + 28f
6
3f
2
4 + 28f
6
2
⇣
f23 + f
2
4
⌘
+ 70f42
⇣
f43 + f
4
4
⌘
+ 28f22
⇣
f63 + f
6
4
⌘
] , (B.1.105)
w{3,4,3} = 12([f121 + 22
⇣
f22 + f
2
3 + f
2
4
⌘
f101 + 165
⇣
f42 + f
4
3 + f
4
4
⌘
f81 + 308
⇣
f62 + f
6
3 + f
6
4
⌘
f61
+ 165
⇣
f82 + f
8
3 + f
8
4
⌘
f41 + 22
⇣
f102 + f
10
3 + f
10
4
⌘
f21 + f
12
2 + f
12
3 + f
12
4 + 22f
2
3f
10
4
+ 165f43f
8
4 + 308f
6
3f
6
4 + 165f
8
3f
4
4 + 22f
10
3 f
2
4 + 22f
10
2
⇣
f23 + f
2
4
⌘
+ 165f82
⇣
f43 + f
4
4
⌘
+ 308f62
⇣
f63 + f
6
4
⌘
+ 165f42
⇣
f83 + f
8
4
⌘
+ 22f22
⇣
f103 + f
10
4
⌘
] . (B.1.106)
It is natural to consider the critical behavior of this system at the upper critical di-
mensions dc = 3, 8/3, 5/2, 12/5. Since they show a critical behavior which is not O(N)-
like, we report the cases dc = 5/2 and dc = 12/5.
We start considering the case dc = 5/2. The marginal potential reads
U(r, t, s) =
1
10!
⇣
X r5{3,4,3} +Y r
2
{3,4,3}t{3,4,3} + Z s{3,4,3}r{3,4,3}
⌘
, (B.1.107)
and the corresponding LO beta functions are
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bX =  4#X+ 10439884835 X
2 +
173568
7
XY+ 768XZ+
19876
525
Y2 +
844
225
YZ+
5642
6075
Z2 ,
(B.1.108)
bY =  4#Y+ 10882252835 XY+
2039808
5
XZ+
3320064
175
Y2 +
178816
75
YZ  121184
675
Z2 ,
(B.1.109)
bZ =  4#Z+ 85524485 XZ+
4810752
175
Y2 +
772096
25
YZ+
930496
225
Z2 , (B.1.110)
with anomalous dimension
h =
8153726976
1225
X2+
28311552
245
XY+
2359296
175
XZ+
3219456
6125
Y2+
16384
125
YZ+
71168
7875
Z2 .
(B.1.111)
Beside the penta-O(4) FP, there are two coincident 24-cell FPs characterised by the
same anomalous dimension h = 0.0000115365.
Finally we consider the theory in dc = 12/5. The marginal potential then is
U(r, t, s,w) =
1
12!
⇣
X r6{3,4,3} +Y r
3
{3,4,3}t{3,4,3} + Zr
2
{3,4,3}s{3,4,3} +W t
2
{3,4,3} + Tw{3,4,3}
⌘
,
(B.1.112)
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and the LO beta functions read
bX =  5#X  19251492992T
2 +
17
576
TW + 560TX+
263
54
TY+
1855
3888
TZ  41567
898128
W2
+
43360
231
WX  10313
2079
WY  4094
8019
WZ+
304349184
11
X2 +
1420800
7
XY
+
66560
11
XZ+
45352
231
Y2 +
292
297
YZ+
25445
16038
Z2 , (B.1.113)
bY =  5#Y+ 3851296T
2   2398
243
TW   157440TX  13076
9
TY  36407
243
TZ+
537479
37422
W2
+
30136320
77
WX+
998576
297
WY+
155264
891
WZ+
2460450816
77
XY
+
37232640
11
XZ+
14161536
77
Y2 +
6724864
297
YZ  599872
2673
Z2 , (B.1.114)
bZ =  5#Z  385288T
2 +
2809
27
TW + 1658880TX+ 14624TY+
39452
27
TZ+
123734
2079
W2
+
4423680
11
WX+
2310208
231
WY+
92992
33
WZ+ 20348928XZ+
22076928
77
Y2
+
9234944
33
YZ+
7956928
297
Z2 , (B.1.115)
bW =  5#W + 7718T
2 +
2236
27
TW + 3776TY+
19712
27
TZ+
86072
297
W2
+ 2654208WX+
8694016
231
WY+
559232
99
WZ+
43628544
77
Y2
+
7792640
33
YZ+
7189504
297
Z2 , (B.1.116)
bT =  5#T + 24643 T
2 +
5536
3
TW + 2654208TX+ 92160TY+
92288
3
TZ+
21760
33
W2
+
417792
11
WY+
770048
33
WZ+
7766016
11
YZ+
2265088
11
Z2 , (B.1.117)
with anomalous dimension given by
h =
429981696
245
X2 +
1492992
49
XY+
124416
35
XZ+
34992
245
Y2 +
1296
35
YZ+
99
35
Z2 .
(B.1.118)
Apart from the Hexa-O(4) fixed point the system displays two 24-Cell fixed points
whose critical exponents are given in Section 2.4.
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600-Cell {5, 3, 3} – 120-Cell {3, 3, 5}
The independent invariants have very complicated expressions and they appear at
order 2, 12, 20, 30. The possible upper critical dimensions are therefore gievn by dc =
12/5, 20/9, 15/7. We think it is not illuminating to report here the explicit expressions
for the invariants as well as for the corresponding beta functions, but we point out
that they can be extracted following the main lines of reasoning given in the main
text.
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B.2 Beta functionals
We report here the multicomponent beta functionals for the cases dc = 5/2 and dc =
12/5. In particular, in the dc = 12/5 case we refer to g as the Euler’s constant and to
y(z) = G0(z)/G(z) as the logarithmic derivative of the Gamma function.
dc =
5
2
bV =
1
30
Va1a2a3a4a5Va1a2a3a4a5
+
1
7560
Va1a2Va1a3a4a5a6a7a8a9a10Va2a3a4a5a6a7a8a9a10
  1
144
r
p
2
G (1/4)2Va1a2a3a4a5a6a7a8Va1a2a3a4a9a10Va5a6a7a8a9a10
+
G (3/4)2
45
p
2p
Va1a2a3a4Va1a2a5a6a7a8a9a10Va3a4a5a6a7a8a9a10
  pG (1/4)
2
216G (3/4)2
Va1a2a3a4a5a6Va1a2a3a7a8a9a10Va4a5a6a7a8a9a10
+
2
945
Va1a2a3Va1a4a5a6a7a8a9a10Va2a3a4a5a6a7a8a9a10
+
2
135
Va1a2a3a4Va1a5a6a7a8a9a10Va2a3a4a5a6a7a8a9a10
  2
45
Va1a2a3a4a5Va1a6a7a8a9a10Va2a3a4a5a6a7a8a9a10
+
1
45
[ 4+ p   log(4)]Va1a2a3a4a5Va1a2a6a7a8a9a10Va3a4a5a6a7a8a9a10
(bZ)a1a2 =  
1
56700
Va1a3a4a5a6a7a8a9a10a11Va2a3a4a5a6a7a8a9a10a11
(B.2.1)
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dc =
12
5
bV =
1
144
Va1a2a3a4a5a6Va1a2a3a4a5a6
+
1
580608
Va1a2Va1a3a4a5a6a7a8a9a10a11a12Va2a3a4a5a6a7a8a9a10a11a12
  G (1/5)
3 G (4/5)
5760G
  2
5
  Va1a2a3a4a5a6a7a8a9a10Va1a2a3a4a5a11a12Va6a7a8a9a10a11a12
  G ( 2/5) G (1/5) G (4/5)
2
32256G (2/5)2 G (8/5)
Va1a2a3a4Va1a2a5a6a7a8a9a10a11a12Va3a4a5a6a7a8a9a10a11a12
+
5 [ 5+ g  y (1/5) + 2y (3/5)]
5184
Va1a2a3a4a5a6Va1a2a3a7a8a9a10a11a12Va4a5a6a7a8a9a10a11a12
+
25
870912
Va1a2a3Va1a4a5a6a7a8a9a10a11a12Va2a3a4a5a6a7a8a9a10a11a12
+
25
145152
Va1a2a3a4Va1a5a6a7a8a9a10a11a12Va2a3a4a5a6a7a8a9a10a11a12
+
25
24192
Va1a2a3a4a5Va1a6a7a8a9a10a11a12Va2a3a4a5a6a7a8a9a10a11a12
  5G (1/5) G (2/5)
3
41472G (4/5)3
Va1a2a3a4a5a6a7a8Va1a2a3a4a9a10a11a12Va5a6a7a8a9a10a11a12
  5
1728
Va1a2a3a4a5a6Va1a7a8a9a10a11a12Va2a3a4a5a6a7a8a9a10a11a12
  G ( 1/5) G (1/5) G (4/5)
6048G (2/5) G (7/5)
Va1a2a3a4a5Va1a2a6a7a8a9a10a11a12Va3a4a5a6a7a8a9a10a11a12
+
5 [ 5+ g  y (1/5) + y (2/5) + y (4/5)]
3456
Va1a2a3a4a5a6Va1a2a7a8a9a10a11a12Va3a4a5a6a7a8a9a10a11a12
  G(1/5)
2 G(2/5)
1728 G(4/5)
Va1a2a3a4a5a6a7Va1a2a3a8a9a10a11a12Va4a5a6a7a8a9a10a11a12
(bZ)a1a2 =  
1
4790016
Va1a3a4a5a6a7a8a9a10a11a12a13Va2a3a4a5a6a7a8a9a10a11a12a13
(B.2.2)
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B.3 The main ideas behind the functional perturbative RG
In this appendix we aim to give a short review of the key concepts behind the func-
tional reformulation of the perturbative renormalization group. In a nutshell the
functional perspective simplifies the computations of the beta functions and unfolds
the general structure behind the #-expansion, furnishing a preferred tool to the ex-
ploration of new universality classes. The presentation follows closely [103].
B.3.1 Loops, poles and regularization scheme
Let’s consider the standard effective action G: in the background field approach the
effective action can be computed in terms of the standard loop expansion as
G = S+
1
2
Tr log S(2) +
1
8
S(4)xyzwGxyGzw   112S
(3)
xyzS
(3)
abcGxaGybGzc + . . . , (B.3.1)
where the propagator is defined as Gxy ⌘ (S(2)) 1xy and integration over coordinates
is understood. The corresponding graphical representation
G = tree + 12 +
1
8   112 + . . . , (B.3.2)
makes it easier to visualize the expansion in Eq. (B.3.1) as a reorganization of pertur-
bation theory according to the number of loops of connected vacuum diagrams. The
vertex set at a given loop order L , namely the set of all possible vertices a L–loop
diagram can have, is determined by Euler’s formula
L = P  V + 1 , (B.3.3)
where L is the number of closed loops, P is the number of internal lines (propagators)
and V is the number of vertices. To demonstrate it, consider the subgraph where the
V vertices are linked by just V   1 lines to create a minimal connected tree graph
(this may of course be not unique). Then add the remaining P  V + 1 lines between
the various vertices to restore the complete graph; each addition creates a new loop.
The effective action G naturally contains divergent contributions which may
arise in integrating over L undetermined loop momenta. The critical thing to re-
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alise is that divergent integrals are meaningless; for unambiguous calculations, it is
necessary to remove the divergences. There is no unique prescription on how to do
this, and in the end, the exact method does not matter since they all lead to the same
result. Different methods however may be more or less useful in doing calculations.
A technique is particularly useful in the study both of quantum field theory
as applied to the theory of fundamental interactions and to the theory of critical
phenomena, namely the dimensional continuation of Feynman diagrams. This leads
also to a (perturbative) definition of a field theory in generic, non–integer, dimension
d. Dimensional regularisation, the minimal subtraction scheme and the #–expansion
are based on it. In MS dimensional regularisation, divergent contributions appear as
1/# poles, where # measures the distance from the upper critical dimension, namely
d = dc   #, and can be cancelled by adding new (counter) terms to the Lagrangian.
On the other hand, from the RG perspective, 1/# poles encodes the scale dependence
of the theory and represent the primary object of interest in the renormalization
procedure.
B.3.2 Upper critical dimensions
The renormalization group beta functionals bV and bZ describing the RG flow of the
potential V and that of the wave–function renormalization functional Z, at any loop
L, can be obtained considering
G(L)div =
 1/L
#
Z
ddcx
⇢
b
(L)
V (f) +
1
2
b
(L)
Z (f)(∂f)
2
 
+O(1/#2) . (B.3.4)
The key point of the functional approach is that divergencies are considered
without specifying the functional form of the potential V and this is the rationale
behind Eq. (B.3.4).
We now have to understand where 1/# poles appear in the dimensionally regu-
larised loop expansion (B.3.1). Typically the upper critical dimension dc is defined
as the dimension at which the coupling of the operator fm is canonically dimension-
less and it is therefore expressed as dc = 2mm 2 for m   2. These are the dimensions
where 1/# poles appear in the dimensionally regularised loop expansion (B.3.1). It is
interesting to notice that, since the perturbative expansion can be organised alterna-
tively as an expansion in powers of the couplings that define the potential V, in the
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fm f3 f4 f5 f6 f7 f8 f9 f10 f11 f12 . . .
dc 6 4 10/3 3 14/5 8/3 18/7 5/2 22/9 12/5 . . .
LLO 1 1 3 2 5 3 7 4 9 5 . . .
Table B.1: Ginzburg Landau interactions fm with the corresponding upper critical
dimensions dc where 1/# are present along with the corresponding leading loop–
order L.
dimensional regularization scheme we can establish a one–to–one correspondence
between terms of a certain loop order L in the beta functionals and those of fixed cou-
pling order. The upper critical dimension dc can be indeed related to the loop order
L as dc = 2+ 2k/L for k   1. In terms of this relation it is finally easy to understand at
which loop orders L, a given theory fm receives contributions to its corresponding
beta functionals, see Table B.1. This is of particular interest for another very impor-
tant reason already mentioned in the main text, namely the fact that the leading and
next–to–leading order contributions are universal [89], i.e., scheme–independent. We
immediately notice that apart the cases dc = 6, 4, 3, 2 all the other upper critical di-
mensions are rational and they have in general LLO > 1. This general analysis has
a virtue: It permits to rapidly identify which are the critical dimensions dc that al-
low for a continuation to an integer dimension d = dc   #, possibly describing a
physically relevant universality class. As already remarked in the main text, the real
surprise has been the identification of a new upper critical dimension relevant to the
study of d = 3 univeralities: dc = 10/3 whose leading order contribution appears
a three loops. In the same spirit, all other theories fm with m   6 are relevant to
describe non–trivial critical behaviors in d = 2. As we shall see in a moment, the
functional formalism is of great help in studying the scalar theories with rational
critical dimension since no loop computation is really needed and the functional
form of the beta functionals bV and bZ is completely fixed once dc is given.
B.3.3 Beta functionals
From the loop expansion (B.3.1), we understand that monomials contributing to bV
are constructed in terms of derivatives V(n) of the potential, possibly linked by the
appropriate powers of V(2) insertions in order to have proper vacuum diagrams. It
is easy to understand that for a given loop order L, once the vertex set has been fixed,
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the functional form of the monomials is very constrained since dimensionally they
must match the dimension of bV which is obviously dc. We therefore have
V
h
dc
⇣
1  n
2
⌘
+ n
i
+ 2k = dc , (B.3.5)
and we one looks for solutions k 2 N. For example, at one loop the beta functional
can be only of the form (V(2))
dc
2 . At two loops we have that the vertex set is given by
(V(3))2 and therefore the beta functional bV can only be of the form (V(3))2(V(2))k.
The exact monomials set is then rapidly understood in terms of Eq. (B.3.5). Let’s
consider to this purpose the possible (integer Ginzburg–Landau) upper critical di-
mensions at two loops, namely dc = 6, 4, 3. Setting V = 2 and n = 3 we find that the
monomials contributing to bL=2V are
(V(3))2(V(2))3 dc = 6 , (B.3.6)
(V(3))2V(2) dc = 4 , (B.3.7)
(V(3))2 dc = 3 . (B.3.8)
The same reasoning applies to higher loop computations: The functional form of
the beta functionals is fixed with the sole inputs of the loop order L and the critical
dimension dc.
The analysis of the functional form of bZ proceeds analogously apart the fact
that the vertex set is expanded since we now look at two point functions. Some
examples are listed below in which only LO and NLO are considered.
• dc = 4
bV = A(V(2))2 + BV(2)(V(3))2 + . . . (B.3.9)
bV = C(V(4))2 + D(V(4))3 + . . . (B.3.10)
• dc = 10/3 1
bV = A1(V(3))2V(4) + A2V(2)(V(4))2 + . . . (B.3.11)
bV = D(V(5))2 + . . . (B.3.12)
1Note that in this case we have two terms at LO.
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We want to stress here the notable fact that thanks to the functional constraints,
the functional forms of bV and bZ have been determined, modulo coefficients, with-
out performing any loop computation.
B.3.4 Computing the coefficients
We are now left with the computation of the coefficients. For thewhole family of even
minimal models for which dc = 2mm 1 , the coefficients relative to the LO beta func-
tionals can be obtained reconsidering the perturbative expansion in Eq. (B.3.1) as an
expansion in terms of the couplings which define the potential V and the wavefunc-
tion Z. Since in this case the leading order correction is quadratic in the couplings
the LO beta functionals read bLOV = An(V
(n))2 and bLOZ = Dn(V
(2n))2 which appear
respectively at (n  1) and 2(n  1) loops. The divergent part of the effective action
reads in this case
Gdiv =  1#
Z
d
2m
m 1 x
(
G( 1n 1)
n 1
(4p)nn!
(V(n))2   2(n  1)G(
1
n 1)
2(n 1)
(4p)2n(2n)!
(V(2n))2
1
2
(∂f)2
)
,
(B.3.13)
from which one can extract the following coefficients for bLOV and b
LO
Z
An =
1
(4p)n
n  1
n!
G
✓
1
n  1
◆n 1
, (B.3.14)
Dn =
1
(4p)2n
4(n  1)2
(2n)!
G
✓
1
n  1
◆2(n 1)
. (B.3.15)
One can easily check that, after rescaling, the n = 2 and n = 3 cases correctly repro-
duce the LO respectively for Ising and Tri-Critical universality classes. At NLO
the computation of bNLOV for all unitary minimal models is a little bit more involved
but the still easy to automatize. The result reads
bNLOV =  
1
3
Bn Â
r+s+t=2n
KrstV(r+s)V(s+t)V(t+r) + Bn Â
s+t=n
LstV(n)V(n+s)V(n+t) ,
(B.3.16)
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with
Bn =
(n  1)2
(4p)2n
G
✓
1
n  1
◆2(n 1)
, (B.3.17)
Krst =
G( n rn 1)G(
n s
n 1)G(
n t
n 1)
G( rn 1)G(
s
n 1)G(
t
n 1)
, (B.3.18)
Lst = n  1+ y
✓
1
n  1
◆
  y
✓
s
n  1
◆
  y
✓
t
n  1
◆
+ y(1) , (B.3.19)
reproduce the NLO respectively for Ising and Tri-Critical.
Finally as shown in Ref. [67], the LO non–unitary minimal models can be ob-
tained from the NLO unitary ones for half integer n = 3/2, 5/2, 7/2. Then bZ remain
the same for unitary minimal models, namely bZ = Dn(V(2n))2 and bV contains
only the first terms of Eq. (B.3.16).
B.3.5 Remarks on the multi-component generalisation
One of the most remarkable and striking consequences of the functional formalism
is the fact that the expressions so derived for the beta functionals can be directly
enhanced to their multi-component counterparts without performing any single ad-
ditional computation. Few remarks are in order.
The basic idea is that the multi–component (N > 1) beta functionals bV and bZ
must reduce to their single–component known cases in the N = 1 limit. If there is
only one way to add indices to each monomial appearing in the N = 1 beta func-
tionals, then the relative coefficients in the N > 1 case are univocally fixed. The
monomials appearing in the beta functionals are basically of two types:
• Only vertices Va1...ak with k > 2, for which there is only one way to contract
indices and we note that, since we are working in dimensional regularisation,
self–contractions like Vaa...ak do not contribute;
• mass insertions Va1a2 which are generated by the expansion of the propagators
in the loop diagrams. Note that the monomialVaa is not present in dimensional
regularisation.
In the even case (apart the trivial LO dc = 4 case), in the NLO beta functional
bNLOV , there appears only one term involving Va1a2 and this term is linear in the mass
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insertion (the general formula was derived in [65]). Because of this fact there is only
one multi–component diagram generalizing this term, and we can univocally fix the
coefficient. A useful example is the dc = 3 case: the N = 1 beta functional is given
by
bV =
1
3
(V(3))2 +
1
6
V(2)(V(5))2   4
3
V(3)V(4)V(5)   p
2
12
(V(4))3 , (B.3.20)
for which the NLO monomial V(2)(V(5))2 is the only involving a mass insertion
and the Va1a2 can only connect the two five vertices. The vertices in other NLO
monomials can be connected only following the loop diagram fromwhich they come
from. In this way we immediately reproduce the result given in [70].
In the odd case, as mentioned above, it is possible to derive a general formula for
the N = 1 beta functional bV only at LO (see Ref. [66]). Since this formula can be
obtained by analytical continuation of the NLO even case, it involves only one Va1a2
in only one monomial and, as before, its multi–component counterpart can be fixed
univocally. The picture is different for the odd NLO case for which, apart the dc = 6
case, no general functionals bV and bZ are known. In the N = 1 single–component
dc = 6 case, the beta functional is bV = a(V(2))3 + b(V(2))2(V(3))3 and since V(2) are
mass insertions and since the NLO is at two loop (vacuum sun set), there are three
propagators where the three mass insertions can fit
(V(2))3(V(3))2 ! aVikVklVljViabVjab + bVikVkjVlmVijaVlmb + gViaVjbVkcVabcVijk ,
(B.3.21)
and thus the knowledge of the N = 1 case only fixes the sum a + b + g. From
Ref [70], it is clear indeed that the bNLOV in dc = 6 has these three terms and that
the constraint just derived is satisfied. In the case of the LO (even and odd) bZ we
have only one monomial with no Va1a2 and the results of the even case agrees with
CFT results [62]. The determination of the NLO contributions in the odd case will
complete the knowledge of the universal data of one component scalar theories.
Part II
Active Matter
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Invitation to Part II
One of the great scientific challenges of our time is to understand how the stun-
ning diversity and complexity of living systems emerge from the intertwined inter-
actions among a large number of individual basic units. Group of animals such as
schooling fish gyrating in vortices, swarming insects, or flocking birds revolving in
the air, even though not guided by a single leader, they give rise to perfectly orches-
trated and coordinated motion which might stabilize them against environmental
disruptions. In the brain of an adult human, 1011 neurons and up to 1015 synaptic
connections among them form an incredibly intricated and complex network which
permits the electrical signals to propagate, affording an incredible diversity of oper-
ations among which learning, memorizing and talking to name just a few. Trillions
of cells are born, live and die every minute in multicellular organisms, but still, they
can coordinate their activity in countless ways to form assemblies of hierarchical or-
der of complexity which sustain, and finally permit, their life itself. We could spend
a lifetime studying an individual animal, neuron or cell without being able to de-
duce the astonishingly collective behavior they can give rise to. Nevertheless, the
typically reductionist approach in biology, as an attempt to reduce biological phe-
nomena to the behavior of molecules, has successfully led to the identification of
most of the molecular building blocks shared, to a remarkable extent, by all forms
of life on earth. Geneticists, in this respect, inferred the existence of genes as well as
many of their properties and further studies clarified their role in DNA, which per se
constitutes one of the greatest scientific discovery of the twentieth century. A biolog-
ical function, however, can only rarely be attributed to an individual molecule and
despite its enormous success, the reductionist approach offers no convincing clues
on how systemic and collective properties emerge. Many of the most fascinating
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phenomena of living systems are in fact intrinsically collective and they cannot be
deduced from a meticulous inspection of their elementary components on an indi-
vidual basis.
On the other hand, the enormous success of statistical physics in explaining
the emergent collective phenomena in equilibrium and non–equilibrium systems,
pushed physicists, in the last decades, to understand whether statistical physics
could provide a useful language to shed light on the large–scale organization of
biological systems [104–109]. At equilibrium, one of the most interesting aspects of
many–particle systems is that complex collective behavior may emerge at a phase
transition. That the intrinsic collective behavior of living systems would be a mani-
festation of collective phases as well as of transitions between them is a tempting hy-
pothesis. Remarkably, phase transitions are a common theme in biology [110, 111].
Instead of embarking on a rather not–exhaustive list of examples, we consider fruit-
ful to report the perhaps prototypical example of emergent collective behavior in a
biological system: A flock of birds. Flocking is an outstanding example of a collec-
tive phase where simple interactions between thousands of birds give rise to spec-
tacular and fascinating emergent behavior at larger scales. The remarkable degree
of coordination and collective response typical of these flocks stimulated theoret-
ical physicists to develop statistical mechanical models capable to describe these
collective phenomena. On the one side Vicsek [112] proposed an individual–based
model of self–propelled particles which mimics the tendency of biological subjects
to move as other subjects in their neighborhood do, with some deviations treated
as noise. On the other hand, Toner and Tu [113] proposed a continuum hydrody-
namic description of the phenomenon, more intriguing and amenable to theoretical
exploration. Both these models share the existence of a phase transitions from a co-
herent (ordered) flocking phase to an incoherent (disordered) swarming one. The al-
ready appealing scenario received more credit when methods have been developed
to keep track of the trajectories of every bird in groups of more than one thousand
as they are revolving in aerial displays [114, 115]. The minimally structured model,
which is essentially equivalent to a model of spins in a magnet is, in fact, able to
predict long–range correlations among fluctuations in flight direction which are in
quantitative agreement with experimental data. Moreover, scale–free correlations in
the orientation might be attributed to the spontaneous breaking of continuous ro-
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tational symmetry in terms of Goldstone’s theorem. In biological terms, criticality
allows the flock to achieve maximal correlation across long distances with limited
speed fluctuations. Long–range scale–invariant correlations are general features in
systems exhibiting collective motion such as fish schools, insect swarms, herds of
mammals, human crowds, bacterial colonies and groups of cells [116–123]. This typ-
ical trait shared by so many different living systems would represent the needing of
self–organized groups to achieve large–scale coordination, and this can be accom-
plished operating close to a critical point. Sitting right at the borderline between
ordered and disordered phases, i.e., at the very edge of a (continuous) phase transi-
tion, let the flock respond quicker to dangers that may visible to only a small fraction
of individuals, spreading information fastly over long distances. This advantageous
feature in flocks can be a common aspect of living systems that can exploit critical-
ity to draw important functional advantages. The idea that evolution might have
favored states close to the edge of a phase transition is certainly seducing since it
suggests that operating near criticality could be a key strategy in biological organi-
zation [111].
That of a flock of birds is a remarkable example of how fruitful can be the in-
terplay between biology and statistical physics for understanding the emergent col-
lective behaviors typical of living systems. Many features at critical points are quite
robust and largely independent of small–scale details, explaining why the typical
scale–free behavior of birds is shared by many other living systems. Universality in
biology has a very important consequence: It suggests that oversimplified models,
in which many irrelevant details at the individual level are neglected and empha-
sis is put on the way they interact, can be fundamental for understanding collective
aspects of living systems in relatively simple terms.
In the present chapter, we employ the same conceptual tools to study social
unicellular organisms as well as multicellular ones, which may exhibit signatures
of scale invariance and criticality in their collective behavior [122].
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Chapter 3
Chemotaxis, growth and dynamic
scaling laws
The emergent collective behavior typical of many, if not most, living systems exem-
plifies how local interactions can give rise to correlations that significantly exceed the
microscopic scale set by individual units. When correlations are sufficiently long–
ranged, in fact, the systems, active or passive, become insensitive to their micro-
scopic details and their properties can be studied in terms of stylized models. There
are at least two approaches to the construction of models in the continuum which
can, therefore, be relevant for the description of the emergent collective properties of
active as well as passive systems. Either one constructs them upon explicit coarse–
graining a microscopic (i.e. at the particle–level) model or one writes down all the
terms allowed by symmetries and conservation laws to a given order. Even if un-
ambiguous, in the first approach there is no guarantee that the chosen microscopic
model contains all the terms which are relevant for a general continuum theory. This
is the case of chemotaxis which is going to be discussed in the present chapter. In
the second approach, one buries the poor knowledge of the detailed microscopic dy-
namics in a few phenomenological parameters and write down every relevant (i.e.,
important) term at large length– and long time– scales. In practice, this means a gra-
dient expansion where one retains the smallest possible number of space and time
derivatives. In this respect, the chemotaxis theory to be described in this chapter
is an example of the first bottom–up route while the hydrodynamic description of
flocking of Toner and Tu [113] provides an example of the top–down one.
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In general, the resulting continuum theories involve a set of order parameters
that evolve according to (a set) of partial differential equation(s) whose determin-
istic version is often referred to as ‘hydrodynamic’ description. These equations
typically describe the average behavior of the system and fluctuations are usually
introduced in the form of a noise, transforming a model into a stochastic partial dif-
ferential equation. A lesson learned from studying passive stochastic field theories
is that they are typically constrained by time–reversal symmetry of the underlying
microscopic dynamics [124]. This usually bears quite important consequences like
the existence of a free energy functional of the order parameter, and correspond-
ingly, of a unique Boltzmann distribution in steady–state as well as the validity of
detailed balance and of the fluctuation–dissipation theorem. Typically, active ma-
terials that dissipate a continuous supply of energy by converting it into motion at
the particle scale, are intrinsically not symmetric with respect to time–reversal and
therefore they lack the aforementioned properties. In recent literature, several active
field theories have been proposed to study, at the continuum level, systems of self–
propelled particles of various types [125–127]. Casting non–equilibrium dynamical
systems with many degrees of freedom in a field–theoretical language, allows one
to use powerful techniques such as the scaling hypothesis and the renormalization
group, originally developed to tackle problems in equilibrium condensed matter
and statistical physics.
The hydrodynamic theory of Toner and Tu led the way [128], by applying field–
theoretical renormalization group methods to study bird flocks in their ordered
phase while the counterpart near–critical disordered phase of natural swarms has
been recently analyzed in Refs. [129, 130]. A dynamical field theory that mini-
mally extends Model B for diffusive phase separation of a scalar field by the ad-
dition of a time–reversal symmetry breaking term has been proposed and analyzed
in Ref. [126] and later extended in Ref. [131]. A bottom–up scalar field theory rele-
vant to describe collective phenomena emerging in a population of cells that grow
and interact through the concentration field of chemicals they secrete has been pro-
posed and analyzed by renormalization group means in Ref. [132]. In this chapter,
we reconsider such a theory and we identify a nonlinear relevant term allowed by
the underlying symmetries, which, however, was missing in the original proposal
and which drastically changes the resulting phase diagram.
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The quest for universal rules that describe emergent phenomena in living sys-
tems is a manifestation of the growing interest, in the biologically–oriented commu-
nity of physicists, to go beyond mean–field descriptions. Statistical procedures like
renormalization can identify precisely when and how collective phenomena start to
become more significant paving the road to the understanding of universality in ac-
tive matter systems. We believe that investigating the complex collective behavior
of biological systems by renormalization–group means, is a natural course of action.
3.1 Introduction
The reaction of an organism to an external stimulus is in general called taxis: There
are many different tactical responses in Nature, all of which are quite ubiquitous
like chemotaxis, phototaxis, galvanotaxis, and phonotaxis just to name a few [133].
Chemotaxis describes the influence of chemical substances in the environment on
the movement of mobile species. This can lead to strictly or partially oriented move-
ment as well as partially tumbling movement. The movement can be towards larger
concentrations of the chemical substance, in which case it is usually termed positive
chemotaxis or chemoattraction, or towards regions of smaller chemical concentra-
tion in which case it is referred to as negative chemotaxis or chemorepulsion.
Chemotaxis can be considered as one of the primary mechanisms for the self–
organization of biological systems. For example, ants secrete and deposit chemical
pheromones which are used as means of communication among them, transmitting
a variety of messages such as alarm, presence of food or lack of some particular job–
related individuals. In this way, ants can form and sustain a colony. At a smaller
scale, a myxamoebae population of Dictyostelium, during its life cycle, grows by cell
division as long as there is sufficient food. Once food resources are exhausted, the
myxamoebae spread all over the available domain; after a while, a cell starts to ex-
ude cyclic adenosine monophosphate which attracts the other myxamoebae, who
start to move and to form an aggregate. The aggregate then moves towards light
sources, form a fruiting body, spores are spread and the life cycle begins again [134].
Chemotaxis is also an important mean for cellular communication, which deter-
mines how cells arrange and organize for example in morphogenesis [135–137], tis-
sue growth and homeostasis [138], wound healing [139] and cancer metastasis [140]
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but also at smaller scales and for more primitive systems such as enzymes and syn-
thetically active colloids [141, 142].
Phenomenological models describing chemotaxis as a directed motion guided
by the chemical gradients [143–145] and undergoing stochastic fluctuations [146–
149] have proven useful in studying chemotactic aggregation (collapse) [150, 151]
of bacteria and collective behavior of synthetically active colloids [152, 153]. A com-
mon feature among all these models is that they all encode the essential long–range
nature of the chemotactic interaction. It is not surprising, in fact, that the chemo-
tactic interaction shares some of the features of other long–range interactions, such
as the electrostatic and gravitational one, and the self–organization of chemotactic
species resembles the formation of galaxies in astrophysics, as well as the large–scale
structures formed by vortices in two–dimensional turbulence [154–157]. The inter-
play between birth and death of the living individuals of a colony as well as that of
the chemical signals, adds another level of complexity to the collective properties of
growing colonies [132, 158, 159].
In this chapter, we investigate via a renormalization group approach, the large–
scale collective properties of systems of particles that interact via chemotaxis and
which can undergo birth and decay processes. In doing so we follow a bottom–
up strategy, starting from the original model of chemotaxis proposed by Keller and
Segel [143, 144] (in which no birth and decay were considered) and introducing the
corresponding coarse–grained field theory. Based on dimensional analysis and sym-
metry arguments, we introduce a novel chemotactic nonlinear term representing
polarization–induced interactions which happens to break detailed balance. Such
a term fundamentally changes the known phase diagram of chemotaxis [132] sim-
ilarly as the introduction of a symmetry–allowed nonlinear term recently updated
the essentially incomplete conserved KPZ theory [160–162]. The crucial feature of
the novel Galilean–invariant Langevin equation is the non–renormalization of the
effective noise and of the effective vertex function, which results in exact scaling ex-
ponents valid in all dimensions and to all orders in perturbation theory. We finally
consider the logistic extension of the Langevin equation governing chemotaxis to
account for birth and decay processes. We study how this interaction, which does
not conserve the number of particles, modifies the phase diagram of the former con-
served case, indicating possible motivations behind the runaway behavior observed.
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Finally, we conclude with some remarks on the analogies between chemotaxis and
KPZ–like theories suggesting possible implications of our analysis and we propose
possible relevant directions for further studies.
3.2 Chemotaxis
Chemotactic aggregation in biological systems is usually studied in terms of the
Keller–Segel (KS) model [143, 144], which provides a mean–field description of the
phenomenon, able to capture the salient features of this interaction. The standard
KS model is expressed as a reaction–diffusion system of two coupled differential
equations which govern the evolution of the density r(t,~x) of the active particles
considered, e.g. cells, and the concentration c(t,~x) of the secreted chemicals:
∂tr = ~r · (Dr ~rr  µ r~rc) , (3.2.1)
∂tc = Dcr2c  k c+ h r . (3.2.2)
Equation (3.2.1) then describes the dynamics of the species, which diffuse with a dif-
fusion coefficient Dr and, in addition to this diffusive motion, they move in the di-
rection of the gradient of chemicals (chemotactic drift) with a particle current µ r~rc.
The coefficient µ is called chemotactic sensitivity and it measures the strength of the
influence of chemicals on the motion of the cells. The sensitivity µ can be either
positive (chemoattraction) or negative (chemorepulsion): In the first case the species
climb up the chemical gradient and eventually give rise to an aggregation process
called chemotactic collapse; in the second case, instead, the chemicals act as a poison
and the particles repel each other. The second equation in the KS model, Eq. (3.2.2),
expresses the model assumption that the signal substance with concentration c(t,~x),
besides diffusing with a diffusion coefficient Dc and degrading with a rate k > 0 as
most chemicals do, is permanently produced by active particles with a rate h > 0.
When the diffusion of chemicals is sufficiently fast compared to the species dynam-
ics [163], one can make a quasi–stationary approximation ∂tc(t,~x) ' 0 which leads
to the following screened Poisson equation for the chemicals
r2c  k0 c = a r , (3.2.3)
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where we introduced a ⌘ h/Dc and k0 ⌘ k/Dc. This limit turns out to be physically
reasonable and particularly useful in describing the long–time and large–distance
properties of chemotaxis, which is the main purpose of the present Chapter.
It is essential to understand that the KS model given in Eqs. (3.2.1) and (3.2.2)
is a deterministic mean–field model in which fluctuations are ignored. In order to
go beyond such a description, it is convenient to adopt a microscopic description
of chemotaxis [164], in which active particles are described on an individual basis,
but the chemical signals are treated in the continuum limit. This is due to the clear
length– and time–scale separation between microscopic orgnanisms and molecular
fluids. A corpuscular description of the dynamics of the mobile species is obtained
by considering N individual non–interacting particles moving in a d–dimensional
space, coupled in terms of the following stochastic Langevin equations
∂t~xi = µ ~rc(t,~xi(t)) +
q
2Dr ~zi(t) , (3.2.4)
r2c = k0 c+ a
N
Â
i=1
d(~x ~xi(t)) , (3.2.5)
where ~xi describes the position of the particle i, which undergoes an overdamped
motion in some medium feeling the effect of the chemicals, whose density field is
indicated by c; zi(t) is a white noise satisfying hzi(t)i = 0 and whose correlation
function reads hzi(t)z j(t0)i = dijd(t  t0). It is clear that within the mean–field ap-
proximation, one recovers the quasi–stationary KS model.
Self-gravitating brownian systems
Before focusing on the analysis of the model presented above, it is worth to point out
some analogies between the KSmodel and an apparently unrelated physical system.
To this purpose, consider a system of N Brownian particles immersed in a fluid. We
assume that, on the particle i, the fluid exerts a friction force  x~vi and a stochastic
forcemodelled by awhite noise zi(t) such that hzi(t)i = 0 and hzi(t)z j(t0)i = dijd(t 
t0). Such a stochastic force can model the classical Brownian motion, the turbulence
induced by the fluid or any other stochastic effect. In addition, we assume that
the particles interact with each other gravitationally. The corresponding stochastic
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Langevin equation regulating the motion of each particle, with mass m = 1, is
d~vi
dt
=  x~vi   ~riF(~ri) +
p
2D~zi(t) , (3.2.6)
where F is the gravitational potential and we relate the inverse temperature b ⌘ 1/T
to the friction term according to the Einstein relation x = Db. In the large–friction
limit x ! •, i.e., overdamped motion or, equivalently, at large times t   x 1,
we can neglect the inertia of the particles in Eq. (3.2.6) and essentially recover the
structure of Eq. (3.2.4). Performing a mean–field approximation we can write the
so–called Smoluchowski–Poisson system of equations [154, 165, 166] satisfied by the
density r(t,~x), namely
∂tr = ~r ·
h
x 1(T~rr+ r~rF)
i
, (3.2.7)
r2F = 4pGr , (3.2.8)
where G is the gravitational constant. Clearly, the Smoluchowsky–Poisson system
of Eqs. (3.2.7) and (3.2.8) describing self–gravitating Brownian particles in the high
friction limit and the Keller-Segel model of chemotaxis in Eqs. (3.2.1) and (3.2.2) in
the absence of degradation of chemicals k0 = 0, are equivalent. In particular we
have the correspondonce F $ 4pGc/a, b $ µa/(4pGD) and x $ 4pG/(aµ): The
concentration of the secreted chemical c plays the role of the gravitational poten-
tial F.
There are striking similarities between self–gravitating systems, bacterial pop-
ulations and two–dimensional vortices: As already noted in Ref. [157], such simi-
larities can be attributed to the the long–range nature of the interactions governing
their respective behaviors and to the fact that they interact via a field produced by
the distribution of the individuals themselves via a Poisson equation. In this respect,
we consider particularly interesting to elevate these analogies to the level of univer-
sality, and to reinterpret the results of the renormalization–group analysis presented
below for chemotaxis in the case of gravitating systems.
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3.3 Coarse–grained field theory of chemotaxis
Since we are interested in the long–time and large–scale behavior of the system, it is
convenient to move from a microscopic description, where active walkers are con-
sidered on an individual basis, to a field description where a smoothly varying den-
sity of walkers is considered. Fluctuations can be included following the approach
indicated by D.S.Dean in Ref. [167], which yields a coarse–grained field theory for
the density distribution of chemotactic species [157]. Due to its fundamental role,
we briefly review that approach for the KS model in AppendixC.1. Upon coarse–
graining, the Langevin equation governing the density of particles is given by
∂tr = ~r ·
⇣
Dr~rr  µ1 r~rf  µ2~r(~rf)2
⌘
+ z , (3.3.1)
 r2f = a r , (3.3.2)
where r(t,~x) is the deviation of the cell concentration C = C0 + r(t,~x) from a back-
ground average value C0,1 and where f(t,~x) is the density of chemical agents re-
leased by the cells and present in the surrounding medium. We notice that assum-
ing that the particles release chemicals at constant rate, they create a chemical back-
ground the average concentration of which is spatially uniform. As the particles
sense only chemical gradients, fmay be considered as representing the fluctuations
from this background field. Cell diffusivity is again denoted byDr, while the chemo-
tactic sensitivities µ1,2 measure the strength of the interaction between the cells and
the chemicals field. In the following we set a = 1 without loss of generality.2 The
stochastic nature of the dynamics is accounted for by the noise z whose correlation
function reads, in d spatial dimensions,
hz(t,~x)z(t0,~x0)i = 2(W0  W2r2) dd(~x ~x0)d(t  t0) , (3.3.3)
where the coefficients W0 and W2 generically depend on the actual concentration C
of particles, as they have to vanish in the possible absorbing states of the dynamics,
resulting into multiplicative noise. However, here we are interested in investigating
1With abuse of notation we refer to fluctuations in the density of particles above a background
value C0 with the same name r as in Eq. (3.2.1), even if the latter has to be intended as C.
2Notice that this is achieved by a rescaling of the chemotactic coupling constants: µ1 ! aµ1 and
µ2 ! a2µ2.
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the behavior of fluctuations away from them and therefore we assume C ' C0 in
the noise which becomes additive.3 In particular, the term proportional to W2 corre-
sponds to a noise in the particle current, and thus it conserves the particle number,
while that proportional to W0 corresponds to a noise in the particle density which
does not conserve the total particle number. In Eq. (3.3.1), the term µ1~r · (r~rf)
on the right–hand side describes the chemotactic interaction whereby the particle
density C receives a contribution  ~r ·~Jf to its time derivative ∂tC because of the
particle current ~Jf = µ1C ~rf due to the particle motion in the direction of the gra-
dient of the chemical concentration f. As we have seen, this term naturally emerges
from the microscopic derivation of the KS model and in its stochastic generaliza-
tion [157]. The term µ2r2(~rf)2, instead, has never been anticipated on the basis of a
microscopic derivation and generalization thereof but, on the other hand, it emerges
naturally only upon coarse–graining such a microscopic dynamics, and retaining all
those terms allowed by the dimensional analysis and which are compatible with the
symmetries of the theory. In fact, even if this term is not included in the original
Langevin equation by assuming µ2 = 0, it is effectively generated by fluctuations
already at the lowest, one–loop order and therefore it needs to be accounted for in
the effective description of the model. We are going to discuss on the microscopic
physical interpretation of this term in section 3.3.2. Note that because of the Poisson
equation (3.3.2), the terms proportional to µ1 and µ2 are linearly dependent in d = 1,
but they yield different chemotactic contributions in higher dimensions. The result-
ing dynamics may locally conserve the particle density r(t,~x) such that its spatial
integral, i.e., the total particle number is actually fixed to its initial value. This is
the case, for example, of a colloidal dispersion in which each active colloid releases
chemicals in the surrounding medium and moves according to the sensed gradient.
3.3.1 Symmetries of the conserved dynamics
We discuss here the symmetries of the chemotaxis model since they entail important
consequences in the renormalization–group analysis of the model to be presented
next. The Langevin Eq. (3.3.1), possesses a f–shift symmetry and a ‘Galilean’ sym-
metry: The first is a direct consequence of the fact that the chemical field f always
3In the vicinity of the critical point and provided that an expansion in powers of r of the various
coefficients which depend on C = C0 + r with C0 6= 0 can be performed, multiplicative noise terms
can be shown to be irrelevant in the renormalization–group sense (see AppendixC.1).
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appears in terms of its gradient, which makes the Langevin equation trivially in-
variant under the shift f ! f + const; the second expresses the invariance of the
dynamics under the transformation
f0(t0,~x0) = f(t,~x+ t(µ1   2µ2) ~w)  ~w ·~x , (3.3.4)
r0(t0,~x0) = r(t,~x+ t(µ1   2µ2) ~w) , (3.3.5)
where ~w is a generic boost vector. Under these transformations, in fact, the Langevin
Eq. (3.3.1) satisfies the following equation
∂tr = ~r ·
⇣
Dr~rr  µ1 r~rf  µ2~r(~rf)2
⌘
+ z(t,~x+ t(µ1   2µ2)~w) , (3.3.6)
and we clearly see that, while the deterministic part of Eq. (3.3.1) is left invariant
by this transformation, the stochastic part is now subject to a shifted noise z(t,~x +
t(µ1   2µ2)~w). This implies that the correlation in the noise z 0, reads
hz 0(t1,~x1)z 0(t2,~x2)i = hz 0(t1,~x1 + t1(µ1   2µ2)~w) z 0(t2,~x2 + t1(µ1   2µ2)~w)i ,
⌘ g(t1   t2,~x1  ~x2 + (t1   t2)(µ1   2µ2)~w) , (3.3.7)
where g measures the noise correlations in the original equation. In the absence of
temporal correlations, i.e., when g(t,~x) = d(t)g(~x), we evince that the noise correla-
tions for the new noise z 0 are identical to that in the original equation, namely
g0(t,~x) = g(t,~x+ t(µ1   2µ2)~w) = d(t)g(~x+ t(µ1   2µ2)~w)) = d(t)g(~x) . (3.3.8)
We conclude therefore that the stochastic Langevin equation (3.3.1) is invariant un-
der the Galilean transformation only if the noise has no temporal correlations [168].
We anticipate here that, since the couplings µ1 and µ2 appear in the Galilean trans-
formations of Eqs. (3.3.4) and (3.3.5), the diagrams contributing to their renormaliza-
tion would vanish to all orders in perturbation theory, see section 3.4.1. Suppose, in
fact, that we carry out some renormalization procedure (the details of which do not
matter); the Galilean invariance, which is an exact symmetry of the microscopic dy-
namics, requires a cancellation of the terms involving the Galilean boost vector ~w on
the l.h.s. of Eq. (3.3.6) with the corresponding ones on the r.h.s. If, as a result of the
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renormalization, the nonlinearity µ0 changes as µ0 ! µR, that cancellation would
no longer occur. In short, any coefficient in front of the non–linear term (other than
unity) would appear to break the Galilean invariance.
3.3.2 Dimensional Analysis
The essential statement of the dynamic scaling hypothesis can be summarised as
follows: Space and time are tied together by the dynamic scaling exponent z and
therefore their rescaling cannot proceed independently. A change in scale ~x ! b~x is
accompanied, in fact, by t ! bz t, r ! bcr and, in terms of the Poisson Eq. (3.3.2),
by f ! bc+2f with b a rescaling parameter. The exponents c and z contain the
scaling information, and therefore the dynamic universality class, of the Langevin
Eq. (3.3.1), and they can be studied first by a naive dimensional analysis. After this
rescaling, in the conserved–noise, the Langevin Eq. (3.3.1) transforms to
bc z ∂tr = Dr bc 2r2r µ1 b2c ~r(r~rf) µ2 b2cr2(~rf)2+ b (d+2+z)/2 z , (3.3.9)
where we used Eq. (3.3.3) with W0 = 0 to determine the scaling of the noise z(t,~x);
Accordingly under this transformation the parameters are scaled as
Dr ! bz 2 Dr , W2 ! b d 2+z 2cW2 , µ1,2 ! bc+z µ1,2 . (3.3.10)
In the absence of the nonlinearities (i.e., µ1 = µ2 = 0) the equation becomes scale
invariant upon choosing z0 = 2 and c0 =  d/2. The nonlinearities µ1 and µ2,
when added to this scale–invariant equation, have dimension y0 = (4  d)/2, which
identifies the upper critical dimension of the model to be dc = 4: For d > dc the
nonlinearities scale to zero and they are irrelevant, while for d < dc the nonlinearities
are relevant and grow under rescaling. This change of behavior at dc is captured
by a renormalization–group analysis to be described next. The same dimensional
analysis in the presence of the non–conserving noise only (W2 = 0) reveals that
the upper critical dimension in this case is dc = 6. We are going to discuss more
about the non–conserved noise case in relation to possible logistic extensions of the
Langevin Eq. (3.3.1), see Sec. 3.6.
Before discussing the renormalization–group analysis of the model, we moti-
vate the functional form of the non–linearities in the Langevin equation (3.3.1). One
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can wonder which general form an interaction term compatible with the symme-
tries of the model assumes. Naively, upon coarse–graining of the microscopic KS
model one is led to identify the term µ1~r(r~rf) as the only interaction term [132].
An analysis of the symmetry–allowed interaction terms marginal at dc, reported in
AppendixC.4, reveals that a second term must be included in the description of
the coarse–grained model, i.e., µ2r2(~rf)2. While the physical interpretation of the
chemotactic interaction term µ1 is rather direct, the newly introduced interaction
term µ2 can be related to the average–density current as a result of the dipolar mo-
ments induced by the chemical field: In the case of polarizable particles, such a term
can be attributed to the background current originating from the coupling between
the chemical gradient and the polarization induced by the gradient itself.
To clarify this point, let’s imagine that the active particles considered so far are
indeed cells, characterized by their complex structure. Chemical receptors are dis-
tributed on the membrane of the cell and, as it is typically the case, their distribution
is a function of the chemical gradient in its surrounding. These receptors, naturally
tend to adjust the direction of motion of the cell in such a way to align with the di-
rection of gradient, either along or opposite to it. For relatively small gradients, the
induced dipole momentum ~n of the distribution of the receptors can be assumed to
be linearly proportional to the chemical gradient, namely ~n = g ~rf. At this order,
the equation of motion (3.2.4) for the single chemotactic cell becomes
∂t~xi = µ ~rf+ g ~r(~n · ~rf) +
q
2Dr zi(t) , (3.3.11)
⇠ µ1 ~rf+ µ2 ~r(~rf)2 +
q
2Dr zi(t) . (3.3.12)
The second term on the r.h.s. of the latter equation can describe the polarization
mode of chemotaxis which is observed, for instance, in neutrophils [169] when the
chemical field is considered in the continuum limit. When a colony of cells is con-
sidered, upon coarse–graining the microscopic dynamics in Eq. (3.3.12), the cor-
responding Dean formalism [167] gives rise to the Langevin Eq. (3.3.1), see Ap-
pendix C.1 for details.
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3.3.3 A similar case: Conserved KPZ
A scenario which resembles the one just described for chemotaxis was recently ana-
lyzed in a different context in Ref. [162], where the essentially incomplete conserved
KPZ equation was corrected by the introduction of a novel term, responsible for the
emergence of a new growth phase, possibly ruled by a strong–coupling fixed point.
It is worth to recall that conserved growth models are described by the following
equation [161]
∂tf =  ~r ·
h
~r
⇣
Dfr2f+ l(~rf)2
⌘i
+ z , (3.3.13)
where f(~x, t) indicates the height of the surface above the point ~x and z is a Gaus-
sian conserved noise. The nonlinear term µ l is typical in conserved growth models
and it is formally identical to the one we introduced for chemotaxis; usually, it is at-
tributed to non–equilibrium correction to the chemical potential [170]. The authors
in Ref. [162] introduced a symmetry–allowed nonlinear gradient term of the form
~r · ((r2f)~rf) to generalize the conserved KPZ model (the novel model has been
called conserved KPZ+); this term, on the other hand, is identical to the chemotactic
interaction term µ1 emerging from the KS model. From a purely mathematical point
of view, the only difference between conserved chemotaxis and conserved KPZ is
the fact that in the first case one looks at the evolution of the laplacian of the field
f, namely ∂tr2f, rather than that of the field itself. This rather innocent statement,
however, bears quite important consequences. In the original conserved KPZmodel
proposed by Sun, Guo, and Grant in Ref. [161], it was stated that, as a consequence
of the (generalized) Galilean symmetry (tilt symmetry), l in Eq. (3.3.13) changes
only trivially under renormalization; this led the authors to derive supposedly ex-
act exponents. However, as it was noted in Ref. [171], the coordinate transformation
proposed in Ref. [161] is mathematically ill–defined because it mixes coordinates and
linear differential operators in a coordinate substitution rule, which implies that the
critical exponents have to be corrected at order #2. This is not the case for chemo-
taxis: The fact that we look at the evolution of the operator r2f, results in the fact
that the Galilean transformations of Eqs. (3.3.4) and (3.3.5) are well defined and the
non–renormalization of the vertex, as we shall see in the next section, leads to exact
critical exponents.
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3.3.4 Violation of the fluctuation–dissipation theorem
As anticipated at the beginning of the chapter, the dynamics of active particles,
typically violates time–reversal symmetry by continuously converting fuel into mo-
tion. The absence of time–reversal symmetry, on the other hand, has various con-
sequences such as the absence of a free–energy functional F [r, f], the violation of
detailed balance and of the fluctuation–dissipation theorem. In the case of conserv-
ing deterministic dynamics, it is natural to investigate if the chemotaxis interaction
terms µ1 and µ2 can be derived from a certain free–energy functional F . The latter
should appear in the dynamics as
∂tr(~x, t) = ~r ·
✓
r(~x, t)~rdF [r, f]
dr(~x, t)
◆
, (3.3.14)
where we assume the particle current to be proportional to the particle density r.
While the term µ r, typical of the Keller–Segel model, can be derived from the
functional F1 =
R
r(t,~x) f(t,~x), the µ2 term on the r.h.s. of Eq. (3.3.1) is not the
derivative of any functional. The latter, in principle, it could be derived from a func-
tional F2 =
R
r(t,~x) (~rf(t,~x))2. However, this would imply that the free-energy
functional F satisfies
d2F2
dr(~x0)dr(~x) = 2
⇣
~rf(~x)
⌘
· d~rf(~x)
dr(~x0) =  2
⇣
~rf(~x)
⌘
· d~r
0f(~x0)
dr(~x)
6= d
2F2
dr(~x)dr(~x0) ,
unless ~r0f(~x0) =  ~rf(~x), which does not hold in the general case. Accordingly,
we conclude that the introduction of the µ2 non–linearity results in the violation of
detailed–balance.
3.4 Renormalization–group analysis
The renormalization group can be considered as a set of scale transformations in
terms of which universal scale–invariant properties of a system at its critical point
can be obtained. The RG establishes a correspondence between the values of the
effective couplings which define the model at different length– and time–scales:
The original one and a new, thinned–out scale in which the microscopic fluctua-
tions have been effectively integrated out, resulting in modified couplings at the
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new scale. A RG transformation, in fact, unfolds in two stages: i) integration of the
short–wavelength details and, ii) rescaling of fields, length and time. InWilson’s ap-
proach [6], the first operation is the so–called momentum–shell integration, which
consists in integrating out the fluctuations over large values of the momentum k
within a shell L/b < k < L, where b > 1 is a rescaling factor. As a result, the cutoff
is shifted from its original value L to L/b but, in order to be able to compare the-
ories with similar microscopic structure, the second operation consists in rescaling
space and time in such a way to restore the original cutoff L. The compound effect
of these two stages is to effectively change the various coupling constants describing
the system, hence determining, after repeated transformations, a flow in the space
of the (running) coupling constants themselves. At criticality, however, the running
couplings are no longer affected by further renormalization transformations, repre-
senting fixed points of the RG transformation. Fixed points contain therefore all the
relevant information about the large–distance and long–time scale–invariant behav-
ior of the system.
3.4.1 Perturbative expansion
As we have seen in section 3.3.2, interesting dynamic effects are expected to arise
from the interaction terms µ1 and µ2 below the upper critical dimension dc; we
must, therefore, have a systematic procedure for expanding the correlation func-
tions in powers of the nonlinearities.4 The perturbative expansion can be carried
out in terms of the generating functional approach known as response function for-
malism [172], in terms of which averages of physical observables over the stochastic
dynamics are rewritten as thermal averages over a functional measure. The great ad-
vantage of using this formalism is that the standard Feynman technique can be used
to perform a diagrammatic loop expansion so that perturbation theory can be set
up as in equilibrium statistical field theory. Details on this formalism are reviewed
in AppendixC.2. The generating functional for correlation and response functions
reads
Z[J] =
Z
DY e S [Y]+
R
xˆ J
T(xˆ)·Y(xˆ) , (3.4.1)
4The expansion turns out to be meaningful for d ' dc, i.e., for 0 < # ⌘ 4  d⌧ 1 in the conserved
case and for 0 < # ⌘ 6  d⌧ 1 in the non–conserved one.
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where we adopt a matrix notation indicating the field content by Y ⌘ (r, r˜, f, f˜), the
corresponding sources by J ⌘ (jr, j˜r, jf, j˜f) and the action S [Y], derived from Eqs.
(3.3.1) and (3.3.2), reads
S [r, r˜, f, f˜] =
Z
xˆ
n
r˜
h
∂tr  Drr2r+ µ1~r(r~rf) + µ2r2(~rf)2
i
 W0r˜2 +W2r˜r2r˜
o
+
Z
xˆ
f˜
⇣
 r2f  a r
⌘
, (3.4.2)
and we introduced the shorthand notation
R
xˆ ⌘
R
dd~x dt and xˆ = (t,~x). We remind
that within this formalism the functional integrals over the response fields r˜ and f˜
are performed along the imaginary axis, whereas r and f are real fields.
The starting point to set up the perturbative expansion, as in equilibrium sta-
tistical physics, is the Gaussian theory, which can be obtained by setting to zero all
the non–linearities present in the theory, i.e., µ1 = 0 and µ2 = 0. It is particularly
convenient to reconsider the theory in Fourier space and to notice that the term in
the second line of Eq. (3.4.2) — which involves a linear term in f˜ — can be inte-
grated out and fixes the relationship between f and r to be given by Eq. (3.3.2).5
From the resulting action expressed solely in terms of r˜ and r, one can read off the
corresponding expressions for the response function G0 (bare propagator) and the
noise correlation function Q0 (bare noise), which turn out to be,
G0(~k,w) = hr˜( ~k, w) r(~k,w)i0 = ( it w+ Dr k2) 1 , (3.4.3)
Q0(~k) = hr( ~k) r(~k)i0 = 2(W0 +W2 k2)
   G0(~k,w)   2 . (3.4.4)
Analogously, from the interaction part of the action (3.4.2), it is easy to infer the
three–point vertex function G0 (bare vertex) representing the r˜r2–interaction at the
symmetrized point 6
G0(~k,~q) =
µ1
2
 
~k ·~q
q2
+
~k · (~k ~q)
(~k ~q)2
!
  µ2 k
2~q · (~k ~q)
q2(~k ~q)2 . (3.4.5)
At this point it should be noticed that the symmetrization of the vertex implies that
5Recall that we set a = 1.
6We use the following Fourier convention: f (t,~x) =
R
kˆ f (w,~k) e
 i~k·~x+iwt .
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 kˆ/2+ qˆ
<latexit sha1_base64="eE8nazCW6/ug9CZhtc08Il03wNQ=">AAACPHicb VDLSsNAFJ3UV62vVN25CRZBEGtSC7osuHFZwT6gLWUynbRDJ5M4cyO0If/iVj/C/3DvTty6dpJ2YVsPDBzOuZd75rghZwps+8PIra1vbG7ltws7u3v7B2bxsK mCSBLaIAEPZNvFinImaAMYcNoOJcW+y2nLHd+lfuuZSsUC8QiTkPZ8PBTMYwSDlvrm8WV3hCEeJ1dxJbnI+FPSN0t22c5grRJnTkpojnq/aJjdQUAinwogHCv VcewQejGWwAinSaEbKRpiMsZD2tFUYJ+qXpzFT6wzrQwsL5D6CbAy9e9GjH2lJr6rJ30MI7XspeK/nmCEehKThftxOhfiabCoAhtPl3KCd9uLmQgjoILMYnoR tyCw0iatAZOUAJ9ogolk+qcWGWF9DnTfBd2hs9zYKmlWys51ufJQLdWq8zbz6ASdonPkoBtUQ/eojhqIoCl6Qa/ozXg3Po0v43s2mjPmO0doAcbPL92xrlk=< /latexit>
kˆ/2  qˆ
<latexit sha1_base64="Mz1F3HPrMVOKO9/w7s4rHUAKVOo=">AAACO3icb VDLTsJAFJ36RHyBLN00EhM3YoskuiRx4xITeSTQkOkwhQnTaZ25NSlNv8WtfoQf4tqdceveoXQh4EkmOTnn3twzxw05U2BZH8bG5tb2zm5hr7h/cHh0XCqfdF QQSULbJOCB7LlYUc4EbQMDTnuhpNh3Oe2607u5332mUrFAPEIcUsfHY8E8RjBoaViqDCYYkml6ldTTy4w/pcNS1apZGcx1YuekinK0hmWjNBgFJPKpAMKxUn3 bCsFJsARGOE2Lg0jREJMpHtO+pgL7VDlJlj41z7UyMr1A6ifAzNS/Gwn2lYp9V0/6GCZq1ZuL/3qCEepJTJbuJ/O5EM+CZRXYdLaSE7xbJ2EijIAKsojpRdyE wJwXaY6YpAR4rAkmkumfmmSC9TnQdRd1h/ZqY+ukU6/Z17X6Q6PabORtFtApOkMXyEY3qInuUQu1EUExekGv6M14Nz6NL+N7Mbph5DsVtATj5xdpQa4k</lat exit>
 kˆ/2  qˆ
<latexit sha1_base64="HDaBRfVZLcyvIHPZthJyf3CXlG8=">AAACPHicb VDLSsNAFJ34rPWVqjs3wSK4sSa1oMuCG5cV7APaUCbTSTt0MokzN0Ib8i9u9SP8D/fuxK1rJ20WtvXAwOGce7lnjhdxpsC2P4y19Y3Nre3CTnF3b//g0CwdtV QYS0KbJOSh7HhYUc4EbQIDTjuRpDjwOG1747vMbz9TqVgoHmESUTfAQ8F8RjBoqW+eXPZGGJJxepVU0zl/Svtm2a7YM1irxMlJGeVo9EuG2RuEJA6oAMKxUl3 HjsBNsARGOE2LvVjRCJMxHtKupgIHVLnJLH5qnWtlYPmh1E+ANVP/biQ4UGoSeHoywDBSy14m/usJRqgvMVm4n2RzEZ6Giyqw8XQpJ/i3bsJEFAMVZB7Tj7kF oZU1aQ2YpAT4RBNMJNM/tcgI63Og+y7qDp3lxlZJq1pxrivVh1q5XsvbLKBTdIYukINuUB3dowZqIoKm6AW9ojfj3fg0vozv+eiake8cowUYP7/hRa5b</lat exit>
kˆ/2+ qˆ
<latexit sha1_base64="W0y490VZjb0m8YPGlnd9fI3GZIs=">AAACO3icb VDLSsNAFJ34rPXV2qWbYBEEoSa1oMuCG5cV7APaUCbTSTt0MokzN0Ia8i1u9SP8ENfuxK17p2kWtvXAwOGce7lnjhtypsCyPoyNza3tnd3CXnH/4PDouFQ+6a ggkoS2ScAD2XOxopwJ2gYGnPZCSbHvctp1p3dzv/tMpWKBeIQ4pI6Px4J5jGDQ0rBUGUwwJNP0Kqmnlxl/SoelqlWzMpjrxM5JFeVoDctGaTAKSORTAYRjpfq 2FYKTYAmMcJoWB5GiISZTPKZ9TQX2qXKSLH1qnmtlZHqB1E+Amal/NxLsKxX7rp70MUzUqjcX//UEI9STmCzdT+ZzIZ4Fyyqw6WwlJ3i3TsJEGAEVZBHTi7gJ gTkv0hwxSQnwWBNMJNM/NckE63Og6y7qDu3VxtZJp16zr2v1h0a12cjbLKBTdIYukI1uUBPdoxZqI4Ji9IJe0ZvxbnwaX8b3YnTDyHcqaAnGzy9lra4i</lat exit>
 kˆ/2  qˆ
<latexit sha1_base64="HDaBRfVZLcyvIHPZthJyf3CXlG8=">AAACPHicb VDLSsNAFJ34rPWVqjs3wSK4sSa1oMuCG5cV7APaUCbTSTt0MokzN0Ib8i9u9SP8D/fuxK1rJ20WtvXAwOGce7lnjhdxpsC2P4y19Y3Nre3CTnF3b//g0CwdtV QYS0KbJOSh7HhYUc4EbQIDTjuRpDjwOG1747vMbz9TqVgoHmESUTfAQ8F8RjBoqW+eXPZGGJJxepVU0zl/Svtm2a7YM1irxMlJGeVo9EuG2RuEJA6oAMKxUl3 HjsBNsARGOE2LvVjRCJMxHtKupgIHVLnJLH5qnWtlYPmh1E+ANVP/biQ4UGoSeHoywDBSy14m/usJRqgvMVm4n2RzEZ6Giyqw8XQpJ/i3bsJEFAMVZB7Tj7kF oZU1aQ2YpAT4RBNMJNM/tcgI63Og+y7qDp3lxlZJq1pxrivVh1q5XsvbLKBTdIYukINuUB3dowZqIoKm6AW9ojfj3fg0vozv+eiake8cowUYP7/hRa5b</lat exit>
kˆ/2+ qˆ
<latexit sha1_base64="W0y490VZjb0m8YPGlnd9fI3GZIs=">AAACO3icb VDLSsNAFJ34rPXV2qWbYBEEoSa1oMuCG5cV7APaUCbTSTt0MokzN0Ia8i1u9SP8ENfuxK17p2kWtvXAwOGce7lnjhtypsCyPoyNza3tnd3CXnH/4PDouFQ+6a ggkoS2ScAD2XOxopwJ2gYGnPZCSbHvctp1p3dzv/tMpWKBeIQ4pI6Px4J5jGDQ0rBUGUwwJNP0Kqmnlxl/SoelqlWzMpjrxM5JFeVoDctGaTAKSORTAYRjpfq 2FYKTYAmMcJoWB5GiISZTPKZ9TQX2qXKSLH1qnmtlZHqB1E+Amal/NxLsKxX7rp70MUzUqjcX//UEI9STmCzdT+ZzIZ4Fyyqw6WwlJ3i3TsJEGAEVZBHTi7gJ gTkv0hwxSQnwWBNMJNM/NckE63Og6y7qDu3VxtZJp16zr2v1h0a12cjbLKBTdIYukI1uUBPdoxZqI4Ji9IJe0ZvxbnwaX8b3YnTDyHcqaAnGzy9lra4i</lat exit>
+4
<latexit sha1_base64="yOlXXfyNDDL+tkF/b1KTfsyvQbw=">AAACKHicb VDLSgMxFE181vpqdekmWARBKDO1oMuCG5dV7APaUjJppg3NZIbkjtAO/QO3+hF+jTvp1i8x087Cth4IHM65l3tyvEgKA44zx1vbO7t7+7mD/OHR8clpoXjWNG GsGW+wUIa67VHDpVC8AQIkb0ea08CTvOWNH1K/9cq1EaF6gUnEewEdKuELRsFKzzfVfqHklJ0FyCZxM1JCGer9Ii50ByGLA66ASWpMx3Ui6CVUg2CSz/Ld2PC IsjEd8o6ligbc9JJF1Bm5ssqA+KG2TwFZqH83EhoYMwk8OxlQGJl1LxX/9ZRg3NeUrdxP0rmITsNVFcR4upYT/PteIlQUA1dsGdOPJYGQpK2RgdCcgZxYQpkW 9qeEjag9B7bbvO3QXW9skzQrZfe2XHmqlmrVrM0cukCX6Bq56A7V0COqowZiyEdv6B194E/8hb/xfDm6hbOdc7QC/PMLl4amJA==</latexit>
=<latexit sha1_base64="1fK61/fv+ lMGoLjCAtzRZ1K/iHw=">AAACJ3icbVDLSgMxFE181vpqdekmWARXZaYWdCM U3LhswT6gHUomvdOGZjJDkhHaoV/gVj/Cr3EnuvRPTNtZ2NYDgcM593JPjh8L ro3jfOOt7Z3dvf3cQf7w6PjktFA8a+koUQyaLBKR6vhUg+ASmoYbAZ1YAQ19 AW1//DD328+gNI/kk5nE4IV0KHnAGTVWatz3CyWn7CxANombkRLKUO8XcaE3i FgSgjRMUK27rhMbL6XKcCZglu8lGmLKxnQIXUslDUF76SLpjFxZZUCCSNknD VmofzdSGmo9CX07GVIz0uveXPzXk5xBoChbuZ/O52I6jVZVw8fTtZwmuPNSLu PEgGTLmEEiiInIvDQy4AqYERNLKFPc/pSwEbXnjK02bzt01xvbJK1K2b0pVxr VUq2atZlDF+gSXSMX3aIaekR11EQMAXpBr+gNv+MP/Im/lqNbONs5RyvAP78 2UqX4</latexit>
kˆ
<latexit sha1_base64="JWnZbfKF0 pVKKTt/3sHMyhy6H5g=">AAACLXicbVDLSgMxFM34rPXV6tJNsAiuykwt6LL gxmUF+4B2KJk004bJJENyR2iHfoRb/Qi/xoUgbv0NM20XtvVA4HDOvdyTEySC G3DdT2dre2d3b79wUDw8Oj45LZXP2kalmrIWVULpbkAME1yyFnAQrJtoRuJA sE4Q3ed+55lpw5V8gknC/JiMJA85JWClTn9MIItmg1LFrbpz4E3iLUkFLdEcl J1Sf6hoGjMJVBBjep6bgJ8RDZwKNiv2U8MSQiMyYj1LJYmZ8bN53hm+ssoQh 0rbJwHP1b8bGYmNmcSBnYwJjM26l4v/epJTFmpCV+5n+VxCpmpVBR5N13JCeO dnXCYpMEkXMcNUYFA4rw4PuWYUxMQSQjW3P8V0TOw5sAUXbYfeemObpF2rejf V2mO90qgv2yygC3SJrpGHblEDPaAmaiGKIvSCXtGb8+58OF/O92J0y1nunKM VOD+/9Huo8w==</latexit> kˆ
<latexit sha1_base64="JWnZbfKF0 pVKKTt/3sHMyhy6H5g=">AAACLXicbVDLSgMxFM34rPXV6tJNsAiuykwt6LL gxmUF+4B2KJk004bJJENyR2iHfoRb/Qi/xoUgbv0NM20XtvVA4HDOvdyTEySC G3DdT2dre2d3b79wUDw8Oj45LZXP2kalmrIWVULpbkAME1yyFnAQrJtoRuJA sE4Q3ed+55lpw5V8gknC/JiMJA85JWClTn9MIItmg1LFrbpz4E3iLUkFLdEcl J1Sf6hoGjMJVBBjep6bgJ8RDZwKNiv2U8MSQiMyYj1LJYmZ8bN53hm+ssoQh 0rbJwHP1b8bGYmNmcSBnYwJjM26l4v/epJTFmpCV+5n+VxCpmpVBR5N13JCeO dnXCYpMEkXMcNUYFA4rw4PuWYUxMQSQjW3P8V0TOw5sAUXbYfeemObpF2rejf V2mO90qgv2yygC3SJrpGHblEDPaAmaiGKIvSCXtGb8+58OF/O92J0y1nunKM VOD+/9Huo8w==</latexit>
kˆ
<latexit sha1_base64="JWnZbfKF0pVKKTt/3sHMyhy6H5g=">AAACLXicb VDLSgMxFM34rPXV6tJNsAiuykwt6LLgxmUF+4B2KJk004bJJENyR2iHfoRb/Qi/xoUgbv0NM20XtvVA4HDOvdyTEySCG3DdT2dre2d3b79wUDw8Oj45LZXP2k almrIWVULpbkAME1yyFnAQrJtoRuJAsE4Q3ed+55lpw5V8gknC/JiMJA85JWClTn9MIItmg1LFrbpz4E3iLUkFLdEclJ1Sf6hoGjMJVBBjep6bgJ8RDZwKNiv 2U8MSQiMyYj1LJYmZ8bN53hm+ssoQh0rbJwHP1b8bGYmNmcSBnYwJjM26l4v/epJTFmpCV+5n+VxCpmpVBR5N13JCeOdnXCYpMEkXMcNUYFA4rw4PuWYUxMQS QjW3P8V0TOw5sAUXbYfeemObpF2rejfV2mO90qgv2yygC3SJrpGHblEDPaAmaiGKIvSCXtGb8+58OF/O92J0y1nunKMVOD+/9Huo8w==</latexit>
kˆ
<latexit sha1_base64="JWnZbfKF0pVKKTt/3sHMyhy6H5g=">AAACLXicb VDLSgMxFM34rPXV6tJNsAiuykwt6LLgxmUF+4B2KJk004bJJENyR2iHfoRb/Qi/xoUgbv0NM20XtvVA4HDOvdyTEySCG3DdT2dre2d3b79wUDw8Oj45LZXP2k almrIWVULpbkAME1yyFnAQrJtoRuJAsE4Q3ed+55lpw5V8gknC/JiMJA85JWClTn9MIItmg1LFrbpz4E3iLUkFLdEclJ1Sf6hoGjMJVBBjep6bgJ8RDZwKNiv 2U8MSQiMyYj1LJYmZ8bN53hm+ssoQh0rbJwHP1b8bGYmNmcSBnYwJjM26l4v/epJTFmpCV+5n+VxCpmpVBR5N13JCeOdnXCYpMEkXMcNUYFA4rw4PuWYUxMQS QjW3P8V0TOw5sAUXbYfeemObpF2rejfV2mO90qgv2yygC3SJrpGHblEDPaAmaiGKIvSCXtGb8+58OF/O92J0y1nunKMVOD+/9Huo8w==</latexit>
G
<latexit sha1_base64="ROnGwQYGB 0NWVZDFDo8Tp72X4Lw=">AAACN3icbVDLSsNAFJ34rPXRVJdugkVwVZJa0GX BhS4r2Ae0oUymN+3QySTMTIQ25Evc6kf4Ka7ciVv/wEmahW09MHA493HuHC9i VCrb/jC2tnd29/ZLB+XDo+OTilk97cowFgQ6JGSh6HtYAqMcOooqBv1IAA48 Bj1vdpfVe88gJA35k5pH4AZ4wqlPCVZaGpmVZJgvSTwWQ3qfjsyaXbdzWJvEK UgNFWiPqoY5HIckDoArwrCUA8eOlJtgoShhkJaHsYQIkxmewEBTjgOQbpKbp talVsaWHwr9uLJy9e9EggMp54GnOwOspnK9lon/1jgl4AtMVvyTrC/Ci3BVVX S2WLtT+bduQnkUK+BkeaYfM0uFVhaiNaYCiGJzTTARVP/UIlOs7ZSOuqwzdNY T2yTdRt25rjcem7VWs0izhM7RBbpCDrpBLfSA2qiDCIrRC3pFb8a78Wl8Gd/ L1i2jmDlDKzB+fgGwqazS</latexit>
+h.o.
<latexit sha1_base64="AXGbQMKDzm2SXJ3yHQiOahyhqoE=">AAACM3icb VDLSgMxFM34tr6qLt0EiyAIw4wKuhTcuFSwttAOJZPeaUMzyZjcEevQ73CrH+HHiDtx6z+YPha2eiBwOOde7smJMyksBsG7Nze/sLi0vLJaWlvf2Nwqb+/cWZ 0bDlWupTb1mFmQQkEVBUqoZwZYGkuoxb3LoV97AGOFVrfYzyBKWUeJRHCGToqOaBPhEYuur/1Bq1wJ/GAE+peEE1IhE1y3tr1ys615noJCLpm1jTDIMCqYQcE lDErN3ELGeI91oOGoYinYqBilHtADp7Rpoo17CulI/b1RsNTafhq7yZRh1856Q/FfTwkOiWF86n4xnMvYk55WUfSeZnJich4VQmU5guLjmEkuKWo6LJC2hQGO su8I40a4n1LeZe4cuppLrsNwtrG/5O7YD0/845vTysXppM0Vskf2ySEJyRm5IFfkmlQJJ/fkmbyQV+/N+/A+va/x6Jw32dklU/C+fwC5ZKrK</latexit>
=<latexit sha1_base64="1fK61/fv+ lMGoLjCAtzRZ1K/iHw=">AAACJ3icbVDLSgMxFE181vpqdekmWARXZaYWdCM U3LhswT6gHUomvdOGZjJDkhHaoV/gVj/Cr3EnuvRPTNtZ2NYDgcM593JPjh8L ro3jfOOt7Z3dvf3cQf7w6PjktFA8a+koUQyaLBKR6vhUg+ASmoYbAZ1YAQ19 AW1//DD328+gNI/kk5nE4IV0KHnAGTVWatz3CyWn7CxANombkRLKUO8XcaE3i FgSgjRMUK27rhMbL6XKcCZglu8lGmLKxnQIXUslDUF76SLpjFxZZUCCSNknD VmofzdSGmo9CX07GVIz0uveXPzXk5xBoChbuZ/O52I6jVZVw8fTtZwmuPNSLu PEgGTLmEEiiInIvDQy4AqYERNLKFPc/pSwEbXnjK02bzt01xvbJK1K2b0pVxr VUq2atZlDF+gSXSMX3aIaekR11EQMAXpBr+gNv+MP/Im/lqNbONs5RyvAP78 2UqX4</latexit> +2
<latexit sha1_base64="h/4kvj02IwzwJe3/h9NNZA8kbeQ=">AAACKHicb VDLSgMxFE181vpqdekmWARBKDO1oMuCG5dV7APaUjLpnTY0kxmSjNAO/QO3+hF+jTvp1i8x087Cth4IHM65l3tyvEhwbRxnjre2d3b39nMH+cOj45PTQvGsqc NYMWiwUISq7VENgktoGG4EtCMFNPAEtLzxQ+q3XkFpHsoXM4mgF9Ch5D5n1Fjp+abSL5ScsrMA2SRuRkooQ71fxIXuIGRxANIwQbXuuE5keglVhjMBs3w31hB RNqZD6FgqaQC6lyyizsiVVQbED5V90pCF+ncjoYHWk8CzkwE1I73upeK/nuQMfEXZyv0knYvoNFxVDR9P13Ia/76XcBnFBiRbxvRjQUxI0tbIgCtgRkwsoUxx +1PCRtSeM7bbvO3QXW9skzQrZfe2XHmqlmrVrM0cukCX6Bq56A7V0COqowZiyEdv6B194E/8hb/xfDm6hbOdc7QC/PMLlACmIg==</latexit>
kˆ
<latexit sha1_base64="JWnZbfKF0 pVKKTt/3sHMyhy6H5g=">AAACLXicbVDLSgMxFM34rPXV6tJNsAiuykwt6LL gxmUF+4B2KJk004bJJENyR2iHfoRb/Qi/xoUgbv0NM20XtvVA4HDOvdyTEySC G3DdT2dre2d3b79wUDw8Oj45LZXP2kalmrIWVULpbkAME1yyFnAQrJtoRuJA sE4Q3ed+55lpw5V8gknC/JiMJA85JWClTn9MIItmg1LFrbpz4E3iLUkFLdEcl J1Sf6hoGjMJVBBjep6bgJ8RDZwKNiv2U8MSQiMyYj1LJYmZ8bN53hm+ssoQh 0rbJwHP1b8bGYmNmcSBnYwJjM26l4v/epJTFmpCV+5n+VxCpmpVBR5N13JCeO dnXCYpMEkXMcNUYFA4rw4PuWYUxMQSQjW3P8V0TOw5sAUXbYfeemObpF2rejf V2mO90qgv2yygC3SJrpGHblEDPaAmaiGKIvSCXtGb8+58OF/O92J0y1nunKM VOD+/9Huo8w==</latexit>
 kˆ
<latexit sha1_base64="V07wCMvxH SCUIigjD+k/k5rkDBc=">AAACLnicbVDLSsNAFJ3UV62vVpdugkVwY0lqQZc FNy4r2Ae0oUymk3bIZCbM3Aht6E+41Y/wawQX4tbPcNJmYVsPDBzOuZd75vgx Zxoc59MqbG3v7O4V90sHh0fHJ+XKaUfLRBHaJpJL1fOxppwJ2gYGnPZiRXHk c9r1w/vM7z5TpZkUTzCNqRfhsWABIxiM1LseTDCk4XxYrjo1ZwF7k7g5qaIcr WHFKg9GkiQRFUA41rrvOjF4KVbACKfz0iDRNMYkxGPaN1TgiGovXQSe25dGG dmBVOYJsBfq340UR1pPI99MRhgmet3LxH89wQgNFCYr99NsLsYzuaoCC2drOS G481Im4gSoIMuYQcJtkHbWnT1iihLgU0MwUcz81CYTbM6BabhkOnTXG9sknXr NvanVHxvVZiNvs4jO0QW6Qi66RU30gFqojQji6AW9ojfr3fqwvqzv5WjBynf O0Aqsn19qO6kq</latexit> kˆ
<latexit sha1_base64="JWnZbfKF0 pVKKTt/3sHMyhy6H5g=">AAACLXicbVDLSgMxFM34rPXV6tJNsAiuykwt6LL gxmUF+4B2KJk004bJJENyR2iHfoRb/Qi/xoUgbv0NM20XtvVA4HDOvdyTEySC G3DdT2dre2d3b79wUDw8Oj45LZXP2kalmrIWVULpbkAME1yyFnAQrJtoRuJA sE4Q3ed+55lpw5V8gknC/JiMJA85JWClTn9MIItmg1LFrbpz4E3iLUkFLdEcl J1Sf6hoGjMJVBBjep6bgJ8RDZwKNiv2U8MSQiMyYj1LJYmZ8bN53hm+ssoQh 0rbJwHP1b8bGYmNmcSBnYwJjM26l4v/epJTFmpCV+5n+VxCpmpVBR5N13JCeO dnXCYpMEkXMcNUYFA4rw4PuWYUxMQSQjW3P8V0TOw5sAUXbYfeemObpF2rejf V2mO90qgv2yygC3SJrpGHblEDPaAmaiGKIvSCXtGb8+58OF/O92J0y1nunKM VOD+/9Huo8w==</latexit>
 kˆ
<latexit sha1_base64="V07wCMvxHSCUIigjD+k/k5rkDBc=">AAACLnicb VDLSsNAFJ3UV62vVpdugkVwY0lqQZcFNy4r2Ae0oUymk3bIZCbM3Aht6E+41Y/wawQX4tbPcNJmYVsPDBzOuZd75vgxZxoc59MqbG3v7O4V90sHh0fHJ+XKaU fLRBHaJpJL1fOxppwJ2gYGnPZiRXHkc9r1w/vM7z5TpZkUTzCNqRfhsWABIxiM1LseTDCk4XxYrjo1ZwF7k7g5qaIcrWHFKg9GkiQRFUA41rrvOjF4KVbACKf z0iDRNMYkxGPaN1TgiGovXQSe25dGGdmBVOYJsBfq340UR1pPI99MRhgmet3LxH89wQgNFCYr99NsLsYzuaoCC2drOSG481Im4gSoIMuYQcJtkHbWnT1iihLg U0MwUcz81CYTbM6BabhkOnTXG9sknXrNvanVHxvVZiNvs4jO0QW6Qi66RU30gFqojQji6AW9ojfr3fqwvqzv5WjBynfO0Aqsn19qO6kq</latexit>
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Figure 3.1: Diagrammatic representation of the one–loop (a) effective propagator or
response function, (b) effective noise correlator and (c) effective vertex function. The
combinatorial factors take into account possible noise contractions.
G0(~k,~q) = G0(~k,~k   ~q) and on the other hand ensures that the momentum–shell
regularization scheme adopted in this Chapter does not break the translational sym-
metry of the original action [173, 174]. In terms of the basic ingredients G0, Q0 and
G0, the perturbative expansion can be systematically organized as a loop expansion
to describe an effective propagator or response function G, an effective noise corre-
lator Q and an effective vertex function G as they result from nonlinear fluctuation
corrections below the upper critical dimension. The corresponding one–loop dia-
grammatic representation is given in Fig. 3.1 .
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3.4.2 Momentum–shell integrations
Lowest order one–loop corrections (integrals) are computed within the momentum-
shell and as there are no singularities in this range of integration, only analytic cor-
rections to the coupling constants result after the elimination of the fast modes.
Renormalization of the propagator
The effects of the nonlinearities µ1 and µ2 on the response functionmay be expressed
in terms of the self-energy S by means of the standard Dyson equation G(~k,w) =
G0(~k,w) + S(~k,w). At one–loop in the diagrammatic expansion we have
S1(kˆ) =
8
2!
Z >
qˆ
Q0(~k/2+~q)G0(~k,~k/2+~q)G0(~k/2 ~q,~k)G0(kˆ/2  qˆ) , (3.4.6)
where we have indicated
R >
qˆ ⌘
R +•
 • dw
R
S d
d~q, where S = {~q : L/b  |~q|  L},
and the combinatorial factor of four represents the various possible noise contrac-
tions leading to Fig. 3.1 (a). The self energy modifies the location of the poles of
the propagator in the frequency plane, which we compute using residues; the d–
dimensional integral over the internal momentum ~q is calculated in spherical coor-
dinates taking advantage of the fact that, setting b = e` and in the ` ! 0 limit, that
is for an infinitesimal RG transformation, the shell becomes infinitesimally thin and
therefore the integral can be evaluated as the shell thickness L` times the integrand
evaluated at q = L, i.e.,
R >
q f (q) = f (L)L`+O(`
2). From the resulting expression
we can read–off the differential RG flow equation for the renormalized diffusion
coefficient DRr which in the conserved case reads
DRr ⌘  ∂k2G 1(kˆ)
   
kˆ=0ˆ
= Dr
"
1  Kd`L
d 4W2
D3r
⇣
g1 µ
2
1 + g2 µ1µ2 + g3 µ
2
2
⌘#
,
= Dr
h
1  `
⇣
g1 µ˜
2
1 + g2 µ˜1µ˜2 + g3 µ˜
2
2
⌘i
, (3.4.7)
where we introduced the following coefficients
g1 =
✓
3
4
  3
2d
◆
, g2 =
✓
2  3d  6
d(d+ 2)
◆
, g3 =
✓
1  4
d
◆
, (3.4.8)
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as well as the rescaled variables µ˜1,2 = µ1,2
q
KdLd 4W2/D3r and we indicated by
Kd = Sd/(2p)d where Sd = 2pd/G(d/2) is the area of a unit sphere in d dimensions.
In the non–conserved case, the calculation proceeds as above and the renormalized
diffusion coefficients read
DRr = Dr
h
1  `
⇣
h1 µ˜
2
1 + h2 µ˜1µ˜2 + h3 µ˜
2
2
⌘i
, (3.4.9)
with the coefficients hi given by
h1 =
✓
3
4
  d+ 5
d(d+ 2)
◆
, h2 =
✓
2  3d  12
d(d+ 2)
◆
, h3 =
✓
1  6
d
◆
, (3.4.10)
and where the rescaled variables now reads µ˜1,2 = µ1,2
q
KdLd 6W0/D3r.
Non–Renormalization of the noise
The renormalization of the noise spectral density function Q may in principle pro-
ceed analogously. However, a closer look at the diagram in Fig. 3.1 (b) reveals that
the renormalization of the spectral density Qmust include at least two bare vertices
with external momentum~k and ~k. From Eq. (3.4.4) we see that the bare noise, in the
limit k ! 0 scales as k2 in the conserved noise case and as k0 in the non–conserved
noise one, and therefore we conclude that the one–loop renormalization produces
only higher–order terms in the noise which can be safely discarded close to dc. This
result can be checked analytically by considering the one-loop correction P1 to the
bare noise term Q0 which is given by the following integral
P1 =
4
2!
Z
qˆ
Q0(~k/2+~q)Q0(~k/2 ~q)G0(~k,~k/2+~q)G0( ~k, ~k/2 ~q) . (3.4.11)
The integral can be computed as explained for the renormalization of the propagator
and yields the result P1 = 0. We conclude that there are no perturbative corrections
to the noise from shell integrations at one–loop and therefore we have QR = Q0.
Non–renormalization of the vertex
The coupling constants µ1 and µ2 could in principle get a perturbative correction
from the shell integration of the renormalized vertex. However, as already antici-
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pated, by symmetry arguments one can already conclude that there are no correc-
tions to the vertex to all orders in perturbation theory, namely we have that
µR1 = µ1 and µ
R
2 = µ2 . (3.4.12)
We can formally prove this by constructing a Ward identity associated with the in-
variance under transformations (3.3.4) and (3.3.5), see section 3.3.1. The generating
functional G of the vertex functions must accordingly remain invariant with respect
to the combined variations,
dr = r(t0,~x0)  r(t,~x) = t(µ1   2µ2)~w · ~rr , (3.4.13)
dr˜ = r˜(t0,~x0)  r˜(t,~x) = t(µ1   2µ2)~w · ~rr˜ , (3.4.14)
df = f(t0,~x0)  f(t,~x) = t(µ1   2µ2)~w · ~rf  ~w ·~x , (3.4.15)
df˜ = f˜(t0,~x0)  f˜(t,~x) = t(µ1   2µ2)~w · ~rf˜ . (3.4.16)
where the boost vector ~w is considered to be small. Since the Galilean boost vector
~w is arbitrary, then we have the following Ward identity
0 = ~w ·
Z
xˆ

t(µ1   2µ2)
✓
dG
dr
~rr+ dG
dr˜
~rr˜+ dG
df
~rf+ dG
df˜
~rf˜
◆
 ~x dG
df
 
. (3.4.17)
By taking functional derivatives and by invoking spatial and temporal translation
invariance of the dynamics, one can relate vertex functions of different order. For
example for the three point function one obtains in Fourier space
i(µ1   2µ2)~q 0 ∂w0Grr˜(qˆ0) = ∂~q Gfr˜r(qˆ = 0; qˆ0) , (3.4.18)
and since the same identity holds for the renormalized vertex function as well, one
concludes that the couplings are not renormalized to all orders. Due to the structure
of the interaction vertices, the result is indeed confirmed by direct computation of
the one–loop integrals contributing to the renormalization of the vertex represented
in Fig. 3.1 (c) (see Appendix C.3).
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3.4.3 Rescaling Space and Time
The compound effect of the shell integration is that the resulting theory is defined
at new, smaller cutoff Le `. In order to compare the new theory with the original
one, we rescale space and time as we did before, namely ~x ! e` ~x and therefore
momentum ~q ! e `~q and t ! e` zt. This choice is accompanied by rescaling the
fields accordingly as r ! e` cr and r˜ ! e` c˜r˜, with additional corrections arising
from shell integration that account for the anomalous behavior induced by the fluc-
tuations below the critical dimension dc, namely c = (d+ h)/2 and c˜ = (d  h)/2
where h is the anomalous dimension of the field r. Consequently the parameters
Dr,W2 (orW0 in the non–conserved case) and µ1,2 are rescaled as in Eq. (3.3.10) with
b = e`, formally restoring the original cutoff, Le ` ! L.
3.4.4 Beta functions and fixed–point equations
Combining the scaling equations (3.3.10) with b = e` in the limit ` ! 0 with the
renormalized equations obtained in Section 3.4.2, gives access to the following beta
functions for the conserved chemotaxis model
∂`µ1,2 = (z+ c) µ1,2 , (3.4.19)
∂`Dr = (z  2)Dr   Dr
⇣
g1 µ˜
2
1 + g2 µ˜1µ˜2 + g3 µ˜
2
2
⌘
, (3.4.20)
∂`W2 =  (d+ 2  z+ 2c)W2 , (3.4.21)
The zeros of the beta functions determine the fixed points of the RG flow and they
therefore have a crucial role in determining the critical properties of the theory.
The exponents z and c are adjusted so that the parameters are unchanged, namely
∂`Dr = ∂`W2 = 0, and therefore Eq. (3.4.19) indicates that the effective coupling
constants µ˜1 and µ˜2 evolve under rescaling as
∂`µ˜1,2 =
1
2
(4  d) µ˜1,2 + 32 µ˜1,2
⇣
g1 µ˜
2
1 + g2 µ˜1µ˜2 + g3 µ˜
2
2
⌘
. (3.4.22)
This is the main result of our work and represents the one–loop renormalization
group flow of the conserved chemotaxis model. The simple structure of the flow
equations obtained is mainly due to the non–renormalization of the vertex func-
tion G and consequently of the coupling constants µ1 and µ2. Setting ∂`µ1,2 = 0
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in Eq. (3.4.19), on the other hand, implies the identity c + z = 0. This identity is
a consequence of the Galilean invariance of Eq. (3.3.1) in the presence of whatever
correlations that preserve this symmetry, and it is valid to all orders in perturbation
theory. The fixed point equations ∂`µ˜1,2 = 0 define the following lines of fixed points
µ˜⇤2 = 
g2
2g3
µ˜⇤1 ±
q 
g22   4g1 g3
 
µ˜⇤12 +
4
3(d  4)g3
2g3
, (3.4.23)
which are conics in the plane {µ˜1, µ˜2} and their behavior is characterised by the
discriminant D = [(g2/2)2   g1 g3]: when D > 0 , i.e., for d > 1, they are iperbolae,
while in d < 1, when D < 0, they are represented by an ellipse. The limiting case
D = 0 can be seen as an ellipse whose foci are at infinity and the lines of fixed points
result in two straight parallel lines.
Analogously, a similar result holds in the presence of non–conserved noise, in
which case we obtain the following beta functions
∂`µ1,2 = (z+ c) µ1,2 , (3.4.24)
∂`Dr = (z  2)Dr   Dr
⇣
h1 µ˜
2
1 + h2 µ˜1µ˜2 + h3 µ˜
2
2
⌘
, (3.4.25)
∂`W0 =  (d  z+ 2c)W0 , (3.4.26)
and the corresponding one–loop renormalization group flow of the dimensionless
couplings is given by
∂`µ˜1,2 =
1
2
(6  d) µ˜1,2 + 32 µ˜1,2
⇣
h1 µ˜
2
1 + h2 µ˜1µ˜2 + h3 µ˜
2
2
⌘
, (3.4.27)
with the corresponding lines of fixed points
µ˜⇤2 =  
h2
2h3
µ˜⇤1 ±
q 
h22   4h1 h3
 
µ˜⇤12 +
4
3(d  6)h3
2h3
, (3.4.28)
for which the same qualitative features as for the conserved case hold. We empha-
size here that, the qualitative description given above in terms of the discriminant D,
however, requires the extrapolation of the flow equations to d ' 1. The perturbative
calculation presented in the previous sections, and consequently the so–obtained re-
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Figure 3.2: One–loop renormalization group flow of the chemotaxis model as a
function of the spatial dimensionality d. In particular, the RG flow represented by
Eq. (3.4.22) (and by Eq. (3.4.27) in the non–conserved case) is represented at d = dc
(top right panel), for 1 < d < dc (top left panel), d . 1 (bottom left panel) and for
d   dc (bottom right panel). The blue lines are the fixed points given by Eq. (3.4.23)
(and by Eq. (3.4.28) in the non–conserved case) while the orange and green areas
mark respectively the attractive and repulsive regions of the phase diagram.
sults, should in fact be considered reliable only for d ' dc, as a number of other
terms become relevant at smaller d.
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3.5 Analysis of the phase diagram
From the RG flow Eq. (3.4.22) we determine fixed points, which we recall are the
points at which the parameters of the theory are unchanged under the RG transfor-
mation. Correspondingly, we study the RG flow in the {µ˜1, µ˜2} plane as a function
of the dimension d. The results for the RG flows are shown in Fig. 3.2. Apart from
the Gaussian fixed point µ˜1 = µ˜2 = 0, whose exponents z0 and c0 are determined
in section 3.3.2, we find lines of fixed points defined by the conics of Eq. (3.4.23) and
(3.4.28) along which the exact critical exponents are given, respectively, by
z⇤ =  c⇤ = d+ 2
3
conserved case , (3.5.1)
z⇤ =  c⇤ = d
3
non–conserved case . (3.5.2)
We note that the RG flow actually occurs along rays with constant ratio r = µ˜1/µ˜2.
For d > dc the Gaussian fixed point is locally stable while the lines of fixed points are
not: The basin of attraction of the Gaussian fixed point shrinks as dc is approached
from above. Below dc the situation is reversed and the Gaussian fixed point becomes
unstable while the lines of fixed points defined in Eq. (3.4.23) are stable. However, in
1 < d  dc, the latter are not globally attractive: Regions of the plane of the reduced
couplings where the RG flow runs away to infinity are present (we notice that these
regions exclude the µ˜1 = 0 axis). For d  1 an interesting feature emerges: The
lines of fixed points, change from hyperbolae to an ellipse, identifying a line of fixed
points that is fully attractive. The limiting case d = 1 in which the lines of fixed
points result in two straight parallel lines shares the same attractive behavior. We
recall that d = 1 is the only case where the nonlinearities µ1,2 are indistinguishable.
The scenario is really appealing and reminds us that observed for KPZ. In KPZ the
upper critical dimension is dc = 2 and i) the Gaussian fixed point is stable for d > 2
and unstable for d < 2, ii) a nontrivial fixed point is present and it is stable for
d < 2 but unstable for d > 2, where the Gaussian fixed point has a finite basin of
attraction, beyond which the flow runs away, iii) the value of the coupling constant
at the non-Gaussian fixed point diverges in the limit d ! 2  but iv) in d < 2 the
nontrivial fixed point is fully attractive. This latter point is the main qualitative
difference since, in chemotaxis, the phase diagram exhibits a fully attractive line of
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Figure 3.3: Exact critical exponents a (left panel) and g (right panel) as a function
of the dimension d, in the case of conserved noise (blue points) and non–conserved
noise (red points). On the left, values of the critical exponents greater than a = 1
(green dashed line) indicate a superdiffusive behavior of the particles at criticality;
On the right, the green dashed line g = 1/2 marks the distinction between giant
fluctuations experienced by the particles in the non–conserved noise case, against a
hyperuniform distribution typical of the conserved case.
fixed point only below d = 1 while feature iii) is present in chemotaxis only when
µ˜1 > 0, namely for chemoattraction. In KPZ all this signifies the emergence of a non-
perturbative strong–coupling fixed point. Albeit different, it is tempting to speculate
that the runaway signifies the emergence of a strong–coupling fixed point in the
theory of chemotaxis. However, at least two other scenarios are equally probable:
The runaway behavior may be an artifact of the one–loop approximation or it may
signal the transition to a phase ruled by a first–order phase transition.
Introducing the critical exponents a and g according to DL2 ⇠ ta and DN ⇠ Ng,
where DL indicates the spatial extent of the density fluctuations in the colony and
DN indicates the number fluctuations, the scaling relations DL ⇠ t1/z and DN ⇠
Ld+c imply that a = 2/z and g = 1 + c/d. From Fig. 3.3, where the values of
these exponents are given, we conclude that the particles undergo superdiffusion,
i.e. a > 1, irrespectively of the nature of the noise. Moreover, compared to a Poisson
distribution where g = 1/2, the number fluctuations reveal a hyperuniform density
distribution, i.e. g < 1/2, in the presence of conserving noise. In the non–conserved
noise, on the other hand, we observe giant number fluctuations, i.e., g > 1/2. This
last feature is shared among many active systems [175].
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3.6 Logistic extensions
The discussion above focused on the case in which the particle density obeys a local
conservation law; however, phenomena such as cell division may violate this con-
servation. The combined effect of cell division, death processes and the long–range
chemotactic interaction among the living cells of a colony may be relevant to the
description of the actual behavior of some biological species [176, 177] and it is the
main topic of this Section.
As proposed in Ref. [132], in order to account birth and decay processes in the
coarse-grained description of chemotaxis, we can extend phenomenologically the
Langevin equation (3.3.1) as
(∂t Drr2+s)r = l r2 µ1~r·(r~rf) µ2r2(~rf)2+z , (3.6.1)
where f and r are still related by the Poisson equation (3.3.2), the linear and nonlin-
ear growth terms are proportional respectively to s and l, namely the cells repro-
duce at a rate s and they die at a rate l and the Gaussian noise is still characterized
by Eq. (3.3.3). In particular, the term proportional to s naturally introduces a length
scale x into the problem, analogous to a correlation length of the density fluctuations.
In the absence of interactions x µ |s| 1/2 and possible scale–invariant collective phe-
nomena may emerge only upon tuning the value of s to a critical value s⇤ such that,
correspondingly, x diverges. Considering the essentially number non–conserving
nature of the interactions, only the non–conserved noise W0 needs to be considered:
Even if w0 is not included in the microscopic theory, the non–conserving noise is
generated by the RG flow directly from the lr2 interaction and hence making the
conserved noise W2 irrelevant in the RG sense. Due to the breaking of the conser-
vation law, however, the emerging scaling behavior differs from the one regarding
simple non–conserved chemotaxis. In fact, the nonlinear growth term proportional
to l introduces a relevant perturbation which modifies the structure of the RG flow
given by Eq. (3.4.27). The renormalization group procedure can be carried out ex-
actly in the sameway as for the simple chemotaxis theory, and the diagrams relevant
to the one–loop renormalization are still the ones given in Fig. 3.1. In the next Sec-
tion, we directly give the system of beta functions ruling the critical behavior of the
extended chemotaxis theory and we leave analytical details to Appendix C.3. We
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notice here that, even if, in the presence of the non–linear term µ l r2, the Langevin
Eq. (3.6.1) is still formally invariant with respect to the Galilean transformations in
Eqs. (3.3.4), (3.3.5), the Ward identity in Eq. (3.4.2) simply holds as a general relation-
ship between the couplings, and no exact exponents are obtained in this case.
3.6.1 Beta functions
The system of beta functions governing the theory of chemotaxis in presence of birth
and decay processes is given by
∂`s = z s+ sl

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∂`µ1 = (z+ c)µ1 + l
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∂`Dr = (z  2)Dr   Dr(a1 µ21 + a2 µ1µ2 + a3µ22)
+ lDr
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(3.6.6)
∂`W0 = (z  d  2c)W0 +W0l2 . (3.6.7)
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We immediately notice that the flows of µ1,2 are not simply given by the scaling
contribution, as it is the case in Eq. (3.4.19), but they now also have a contribution
from the interaction diagrams that are not vanishing when l 6= 0 and depend in a
nontrivial way on l, µ1 and µ2. Another feature is that l gives rise to corrections to
s. That is to say that, even if we start with s = 0, a s 6= 0 will be generated by the RG
flow and the fixed–point condition of its flow gives a value for s that is proportional
to l2, which can be eliminated by a mass–shift in the usual way [178]. The couplings
W0, Dr and l are also renormalized by the nonvanishing interaction diagrams.
3.6.2 Fixed–point equations and phase diagram
We immediately notice that when l = 0, namely when the growth interaction is
switched off in Eq. 3.6.1, and at the critical point, one immediately recovers the sys-
tem of beta functions in Eqs. (3.4.24–3.4.26) describing the simple chemotaxis theory
in the presence of a non–conserving noise, as expected. We, therefore, conclude that
the phase diagram on the l = 0 plane agrees with the one given in Fig. 3.2 with
exact critical exponents given by Eq. (3.5.2).
Fixed–point equations are obtained first by adjusting the critical exponents c
and z so that ∂`Dr = ∂`W0 = 0 and then looking for solutions of the corresponding
set of equations. The analytical form of the so–obtained fixed point equations is
reasonably complicated and not particularly illuminating and we prefer to discuss
directly the phase diagram, leaving analytical details in Appendix C.3.
We performed a preliminary analysis of the flow equations (3.6.2)–(3.6.7) accord-
ing to which the plane l = 0 results to be an unstable manifold with respect to per-
turbations in the l direction. At first order in # = dc   d, with #⌧ 1, we have found
no stable fixed point (besides the line of fixed points when l is fine–tuned to l = 0),
and the flow is therefore characterized by runaway trajectories, which are usually as-
sociated either to non–perturbative fixed points or to first–order phase transitions.
Even if the one–loop computation should be considered valid and reliable only in the
neighborhood of dc, that is for #⌧ 1, we analyzed the critical behavior of the system
in d = 2: At this particular dimension it appears a (numerically) stable fixed point,
which would indicate a putative second–order phase transition. However, this re-
sult suggests that further clarifications and studies should be performed within the
non–perturbative RG framework and numerical simulations aswell.
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Lee–Yang theory: A consistency check
When the chemotactic terms are turned off (µ1 = 0, µ2 = 0), the model reduces to a
relaxation model for a non–conserved order parameter r, known as the (dynamical)
Lee–Yang model [179–181]. By imposing fluctuation–dissipation theorem via the
requirement that c˜ = c+ z 7 [182], one can fix the critical exponents z and c so that
∂`Dr = ∂`W0 = 0, namely,
z = 2+
2
d
l2 , c =
1
2
(d  2) + (d  2)
2d
l2 . (3.6.8)
Accordingly, we are left with the following beta function for the nonlinerity l
∂`l =
1
2
(6  d)l+
✓
5
2
+
3
d
◆
l3 , (3.6.9)
whose fixed points are given by
l⇤G = 0 , l⇤LY = ±
p
d  6q
6
d + 5
. (3.6.10)
The critical exponents z and c in Eq. (3.6.8) at the non–trivial fixed–point l⇤LY are
therefore given by
z⇤LY =
12d
5d+ 6
= 2  #
18
+O(#2) , (3.6.11)
c⇤LY =
3(d  2)d
5d+ 6
= 2  5 #
9
+O(#2) , (3.6.12)
which are indeed the known analytical values of the critical exponents of the dy-
namical Lee–Yang theory at order #, see Refs. [181, 183]. This provides a consistency
check of our analysis of the system of Eqs. (3.6.2)–(3.6.7) in the corresponding very
well–known Lee–Yang limit to which they reduce when chemotactic interactions are
neglected.
7We remind that the field variables scale as r! e` cr and r˜! e` c˜ r˜.
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3.7 Conclusions and perspectives
We studied the large–scale and long–time behavior of a model of chemotactic parti-
cles by using dynamic renormalization–group technique. A new nonlinear interac-
tion term with the same scaling properties as that of the well–known Keller–Segel
term is introduced, capturing the effects of the polarization of the particles induced
by the chemical gradient. We showed that when both the nonlinearities are non–
zero, the RG flows for the effective couplings (µ˜1,2) have two loci of fixed–points
in the shape of conics, the behavior of which is determined by the corresponding
discriminant. Runaway regions are present in d > 1 and they can possibly be as-
sociated with a new strong–coupling phase captured either by a first–order phase
transition or by non–perturbative fixed–points, the latter being less probable than
the former. In d  1 the loci of fixed points become fully attractive, suggesting that
in d = 1, where the non–linearities are identical, we do not expect any runaway
behavior. However, it should be noted that this statement results from the extrap-
olation of our results away from the upper critical dimension dc, in the vicinity of
which, on the other hand, they should be retained reliable. In either cases, the non–
renormalization of the vertex function and noise correlator enables us to obtain the
scaling exponents exactly, revealing super–diffusive particles with either hyperuni-
form populations (conserving noise) or giant number fluctuations (non–conserving
noise). This model can be utilized to shed light on different phases of systems of
chemotactic particles, including cells, bacteria or active colloids.
In the last part of the chapter, we have examined the dynamics in the presence
of a birth and decay processes. The RG flows become considerably more compli-
cated as the non–conserved growth term does not obey the Galilean symmetry as
the chemotactic nonlinearities do, and hence all the coupling constants now have
non–trivial flows. The growth nonlinearity gives rise to both chemotactic terms un-
der rescaling even when one of them is absent in the microscopic theory, whereas
in the absence of chemotaxis we recover the Lee–Yang cubic theory. At this order of
perturbation theory, however, the flows run away towards inaccessible regions and
a linear stability analysis confirms that the l = 0 plane is unstable with respect to
l perturbation. On the other hand, the flow has been obtained assuming the lin-
ear growth term can be tuned to zero whereas the RG calculation shows that it will
also exhibits runaway flows proportional to l. This suggests that a characteristic
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length–scale is introduced into the system, moving it away from the critical state
where the dynamics is self–similar. The absence of stable fixed points in this case
and the associated runaway behavior may indicate the presence of non–perturbative
fixed points, that we intend to explore as a future perspective by means of a non–
perturbative approach such as that discussed in chapter 1. We also speculate that the
presence of the full multiplicative noise may result in the introduction of an absorb-
ing state for the density of cells and nontrivial fixed points with l⇤ 6= 0.
Active field theories, by the introduction of leading–order gradient terms break-
ing the detailed balance, allow for the emergence of new classes of models in which
the breaking of time–reversal symmetry is intimately linked to the physics of inter-
faces. In this respect, the similarities with the conserved KPZ+ is striking, since as for
chemotaxis, it results from the introduction of a symmetry–allowed gradient term
of the form of the nonlinearity µ1. The resulting phase diagrams are, in fact, qual-
itatively similar. However, even if there are several analogies between chemotaxis,
conserved KPZ+, and standard KPZ, we exclude that this could be an indication
of the presence of a strong–coupling fixed point as for KPZ, though tempting. In
this respect, it would be interesting to consider the theory obtained by applying the
Laplacian operator to the KPZ equation since, apart from the noise term, the result-
ing theory would be essentially identical to chemotaxis. Further perspectives are in
the direction of exploring and understanding the implications of these analogies.
The self–gravitating Brownian gas model has a conceptual interest in physics
because it represents the canonical counterpart of a Hamiltonian system of stars in
Newtonian interaction. Self–gravitating systems have very special thermodynam-
ics features, characterized by the non–equivalence of statistical ensembles. Further-
more, these systems experience a rich diversity of phase transitions associated with
their natural tendency to undergo gravitational collapse [184, 185]. These analogies
have also suggested interesting experiments with ultra–cold gases leading to the fas-
cinating possibility of reproducing gravitational instabilities in the laboratory [186].
In this respect, we find intriguing the fact that the collapse of the self–gravitating
Brownian gas is analogous to the chemotactic aggregation of bacterial populations
in biology. As the novel chemotactic interaction µ2 we introduced here for the first
time, never appeared in the rich literature of chemotaxis models, and as fruitful it
has been the connectionwith astrophysics, we intend to understand better the conse-
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quences of the addition of such a new term in the description of the critical dynamics
of self–gravitating systems, as well as its actual physical meaning in this context.
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Appendix C
C.1 The stochastic Keller–Segel model
In this section, we present the stochastic model of chemotaxis [157], which general-
izes the KS model, by taking into account fluctuations. In doing so we find useful
to briefly review Dean’s approach [167], in terms of which an exact kinetic equation
satisfied by the density distribution of cells can be derived.
In full generality we can rewrite Eq. (3.2.4) as
∂t~xi(t) =  ~F (t,~xi) +~zi(t,~x) , (C.1.1)
where ~F represents the deterministic part of the evolution, which may depend on
~xi and its derivatives and z(t,~x) is a Gaussian noise whose correlation function is
expressed as
h~z(t,~x)~z(t0,~x0)i = 2A2d(t  t0)dd(~x ~x0)i . (C.1.2)
Consider the density field C(t,~x), expressed in terms of d-functions, namely
C(t,~x) =
N
Â
i=1
Ci(t,~x) =
N
Â
i=1
d(~x ~xi(t)) , (C.1.3)
where Ci is the density of a single particle. For an arbitrary function f (~x) defined on
the coordinate space of the system, it is true that
f (~xi(t)) =
Z
d~x Ci(t,~x) f (~x) , (C.1.4)
so that expanding the stochastic differential equation (C.1.1) using Ito’s calculus [187]
136
we can write
d f (~xi)
dt
=
Z
d~x Ci(t,~x)
n
~r f (~x) · [ ~F (t,~x) +~zi(t,~x)] + A2r2 f (~r)
o
, (C.1.5)
and by integrating by parts the last integral, we obtain
d f (~xi)
dt
=
Z
d~x f (~x)
h
 ~r(Ci(t,~x)~zi(t,~x)) + ~r(Ci(t,~x)~F (t,~x)) + A2r2Ci(t,~x)
i
.
(C.1.6)
On the other hand, from Eq. (C.1.4), we may also deduce that
d f (~xi)
dt
=
Z
d~x f (~x) ∂tCi(t,~x) , (C.1.7)
so that comparing equations (C.1.4) and (C.1.6) we find (using the fact that f is an
arbitrary function) that
∂tCi(t,~x) =  ~r(Ci(t,~x)~zi(t,~x)) + ~r(Ci(t,~x)~F (t,~x)) + A2r2Ci(t,~x) . (C.1.8)
Summing Eq. (C.1.8) over i and using the definition of the density C we obtain
∂tC(t,~x) =  
N
Â
i=1
~r(Ci(t,~x)~zi(t,~x)) + ~r(C(t,~x)~F (t,~x)) + A2r2C(t,~x) , (C.1.9)
Now, the first term on the r.h.s. of Eq. (C.1.9) can be rewritten as [167]
 
N
Â
i=1
~r(Ci(t,~x)zi(t,~x)) = ~r(C1/2(t,~x)z(t,~x)) , (C.1.10)
so that Eq. (C.1.9) finally reads
∂tC(t,~x) = ~r(C(t,~x)~F (t,~x)) + A2r2C(t,~x) + ~r (C1/2(t,~x)~z(t,~x)) . (C.1.11)
We can now specify the deterministic part ~F to be F =  µ1 ~rf  µ2~r · (~rf)2, (see
Eq. (3.3.12)), to conclude that the equation satisfied by the density of particles in the
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presence of chemotaxis reads
∂tC = A2r2C  µ1~r(C~rf)  µ2~r(C~r(~rf)2) + ~r(C1/2~z) . (C.1.12)
As pointed out by Dean, the noise in Eq. (C.1.12) appears not additively but mul-
tiplicatively. To simplify the multiplicative noise term, we have assumed that the
density C fluctuates around a spatially constant background value C0; hence, we
make the substitution C(t,~x) = C0 + r(t,~x) and expand in r/C0 up to the lowest–
order non–linearity. Expanding Eq. (C.1.12) we then have
∂tr = A2r2r  µ1~r(r~rf) µ1 C0r2f  µ2 C0r2(~rf)2 µ2~r(r~r(~rf)2)
+ ~r(C1/20 z) + (4C0) 1/2~r(rz) . (C.1.13)
Important remark: The total number of particles is conserved, provided that the
density field C in the boundary integral
R
∂V nˆ · (C~rf), where V is the volume over
which the total number of particles is calculated and nˆ is the normal versor identify-
ing the surface ∂V, approaches zero sufficiently fast. This is true only if the density
C is considered constant, i.e., C ' C0, over a volume V µ t1/2, beyond which it
drops to zero sufficiently fast. In the stationary limit considered and in the absence
of degradation of chemicals, the first green term in Eq. (C.1.13) can be disregarded
on this basis. The second green term is, with respect to the naive dimensional anal-
ysis of section 3.3.2, always irrelevant at dc. Finally, the third green term represents
a multiplicative noise which can be disregarded as irrelavant, if the additive noise is
used to fix the dimensions of the Gaussian theory as in section 3.3.2. This essentially
leads to Eq. (3.3.1) upon redefining µ2 C0 ! µ2, A2 ! Dr and C0A2 !  W2.
C.2 Response function formalism
The response function formalism is a method to write stochastic differential equa-
tions as a field theory formulated by using path integrals. The main idea is that,
when computing averages over the stochastic noise, among all possible field con-
figurations, only those satisfying the original stochastic equation do contribute and
one can select such configurations using a Dirac delta functional.
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Suppose that a field variable y evolves according to a stochastic dynamics de-
scribed at a mesoscopic level by the following Langevin equation
∂ty(t,~x) =  F (y(t,~x)) + z(t,~x) , (C.2.1)
where F represents the deterministic part of the evolution and can depend on y
and its derivatives and z(t,~x) is a Gaussian noise whose correlation function is
given by Eq. (C.1.2). In general one is interested in computing averages of functions
O(y(t,~x)) of the field y(t,~x) over the noise distribution:
hO(y)i =
Z
Dz P(z) O(yz) , (C.2.2)
where yz(t,~x) is the solution of Eq. (C.2.1) for the realization z of the noise. This
average can be conveniently written as
hO(y)i =
Z
Dz P(z)
Z
Dy d(y  yz) O(y) ,
=
Z
Dz P(z)
Z
Dy d(∂ty(t,~x) + A1F (y(t,~x))  z(t,~x)) J(y)O(y) ,
=
Z
Dz P(z)
Z
DyD[iy˜] e
R
t,~x  y˜[∂ty(t,~x)+A1F (y(t,~x)) z(t,~x)] J(y)O(y) ,
(C.2.3)
where we used the functional analogue of the usual identity
d(x  x0) = d(g(x))|g0(x0)| , (C.2.4)
ad we have assumed that the function g(x) has a unique zero. In Eq. (C.2.3) the
Jacobian J is given by
J(y) =
    det✓∂t + ∂F (y)∂y   z
◆     . (C.2.5)
The field y˜ is called response field and may be interpreted as a Lagrange multiplier,
since it is introduced to select given configurations of the field y. We can now exploit
the identity det = expTr log, so that the determinant comes as an additional term in
the exponential in Eq. (C.2.3). This term appears to be proportional to the inverse of
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the operator (∂t)d(t  t0), namely q(t  t0), evaluated at t = t0. This constant q(0) = a
depends on the precise (discrete) ordering of times. Though the actual choice is
irrelevant, the simplest one (known as Ito’s discretization choice) corresponds to
setting a = 0, from which one obtains J = 1. Once the Jacobian is set to unity, one
can finally integrate in Eq. (C.2.3) over the Gaussian noise distribution and deduce
the generating functional Z[j, j˜] for correlation and response functions, i.e.,
Z[j, j˜] =
Z
DyD[iy˜] e S[y,y˜]+
R
t,~x jy+ j˜y˜ , (C.2.6)
where we introduced the so-called dynamical functional
S[y, y˜] =
Z
t,~x
n
y˜ [∂ty+ A1F (y)]  A2y˜2
o
. (C.2.7)
We note here that, even if physical observables O are functions of y, it makes sense
to consider observables depending also on y˜, e.g., as O(y, y˜). The great advantage
of the response function formalism is to provide a general framework to address the
field-theoretical RG study of out of equilibrium models.
C.3 One–loop vertex diagrams
We report here the detailed structure of the one–loop vertex diagrams appearing
in Fig. 3.1. The cases of conserved chemotaxis (both in presence of a conserved
and non–conserved noise) and the non–conserved chemotaxis, when extended to
include birth and decay processes, are characterized by the same diagrams. How-
ever, in the presence of the l non–linearity, the vertex is renormalized and the actual
momentum structure of the vertex has to be considered carefully (see below). This is
how we actually realized that the theory originally proposed in Ref. [132] was lack-
ing the interaction term µ2: The latter is already generated at one–loop in the renor-
malization of the vertex and therefore it needs to be included in the description of
the theory. The relevant diagrams are
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G(a)1 (~k,~k/2+ ~p) = 4
Z
qˆ
G0(~k,~k/2+~q)G0(~p ~q,~k/2+ ~p)G0(~k/2 ~q,~p ~q)
Q0(~k/2+~q)G0( pˆ  qˆ)G0(kˆ/2  qˆ) , (C.3.1)
G(b)1 (~k,~k/2+ ~p) = 4
Z
qˆ
G0(~k,~k/2+~q)G0(~k/2+~q,~k/2+ ~p)G0(~q  ~p,~k/2  ~p)
Q0(~k/2 ~q)G0(kˆ/2+ qˆ)G0(qˆ  pˆ) , (C.3.2)
G(c)1 (~k,~k/2+ ~p) = 4
Z
qˆ
G0(~k,~k/2+~q)G0(~k/2+~q,~k/2+ ~p)G0(~k/2 ~q,~k/2  ~p)
Q0(~p ~q)G0(kˆ/2+ qˆ)G0(kˆ/2  qˆ) . (C.3.3)
In order to compute the renormalization of the chemotactic terms µ1 and µ2, the
dependence of G on the external momenta~k and ~p has to be retained. To simplify the
internal momentum integration, we perform a series expansion for large q and we
focus on the computation of the pole in 1/qdc , which is the term that is UV divergent
(when L! •) and gives rise to the renormalization of the coupling constants close
to the critical dimension dc = 6.1 Moreover, to compute the renormalization of the
chemotactic terms µ1,2, we use the fact that when evaluated at external momenta~k
and ~p such that~k · ~p = k2 cos q, the vertex G(~k,~k/2+ ~p) = Gq depends only on the
angle q between the external momenta. We use this property to define and calculate
the renormalized interaction terms as follows
lR :=   G(~k,~k/2+ ~p)
   
kˆ=0ˆ
, (C.3.4)
µR1 := (lR   l) 
9
16
Gq=p +
25
16
Gq=p/2 , (C.3.5)
µR2 :=
5
4
(lR   l) + 1532Gq=p +
25
32
Gq=p/2 . (C.3.6)
C.4 Power counting and upper critical dimension
Considering chemotactic particles which respond only to fluctuations in the chemi-
cal concentration field f, the velocity ~v(t) of a single particle immersed in the field
1This approach is typical of dimensional regularization and particularly advantageous in the com-
putation of the vertex diagrams. Scale–invariant properties, on the other hand, are invariant with
respect to the renormalization scheme adopted.
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n p q Operator Galilean invariant Comments
0
0 4 r4 / /
1 3 r3rf yes ⇠ r2r (marginal in all dimensions).
2 2 r2(rf)2 yes New chemotactic term.
3 1 r(rf)3, r  rf(rf)2  no /
1
0 2 r2r yes ⇠ r2r (marginal in all dimensions).
1 1 r(rrf) yes Chemotactic term.
Table C.1: Allowed operators which are marginal at d = dc.
f can be generically expressed in terms of the following gradient expansion
~v(t) = `1~rf+ `2~r(~r2f) + · · ·+ `3~r(~rf)2 + `4~r(~r2f2) + . . . , (C.4.1)
where `i are coefficients. In constructing the corresponding Langevin equation, the
gradient expansion is, on the other hand, not sufficient. Indeed, terms that appear
as higher–order in this expansion (see TableC.1) may be relevant in the renormal-
ization group (RG) sense, and therefore become dominant at criticality. One must,
therefore, order the numerous terms arising from the gradient expansion on the ba-
sis of their scaling dimensions. Based on the naive scaling analysis of section 3.3.2,
we can now systematically determine the relevance of the interaction terms that will
be generated by the renormalization–group flow and appear in the Langevin equa-
tion. The general form of an interaction term is, schematically,
gnpq rn (rf)p rq , (C.4.2)
where we assume n, p   0. Since we consider conserved dynamics, interaction
terms must come as the divergence of a vector field and thus q   1. Moreover,
f only comes with a gradient to enforce the shift symmetry f ! f + const. and,
finally, p+ q must be even to have a scalar quantity. The general coupling constant
has the dimension
[gnpq]0 = 2+ p  q  d2 (n+ p  1) , (C.4.3)
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and this interaction is relevant whenever [gnpq]0 is positive. The upper critical di-
mension dc is therefore obtained by maximising the following expression
dc = max 2
✓
n+ 2p+ 1  q
n+ p  1
◆
, (C.4.4)
where n+ p 6= 1. One obtains the upper critical dimension dc = 4 in the case of a
conserved noise. A similar procedure yields dc = 6 in the case of a non–conserved
noise (W2 = 0), as explained in section 3.3.2. We can finally consider all the terms
which are marginal at dc = 4 and the result is summarised in Table C.1. We con-
clude that the nonlinearities in the Langevin Eq. (3.3.1) are the only that should
be considered.
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