Abstract-We consider binary communication over the additive white Gaussian noise channel with no bandwidth constraint on the channel input signals, assuming the availability of a noiseless delayless feedback link. Although the signals at time t can depend on the noise at times 7 < t and are therefore random functions, we require that the signal energy never exceed a fixed level. We show that the optimal probability of error is attainable without the use of the feedback channel by using antipodal signals.
I. INTRODUCTION
w E SHALL consider binary transmission over an additive white Gaussian noise channel with the use of a noiseless delayless feedback link. No bandwidth constraint is assumed on the input signals.
By using the feedback channel the signals can be modified according to the channel noise; thus the signal energy per transmission can be a random variable. We assume here that the signal energy is always limited (as distinct from limiting the statistical average of the energy as in [l] , [a] ). We will show that with this type of energy constraint, no improvement over the attainable error probability for the one-way channel is possible.
Following standard procedures (see [3] , p. 266, and [4]) we can assume the following time-discrete model for our communication system. Denote the message to be transmitted by 0 or 1, and assume that the messages are a priori equally likely. Corresponding to message i (i = 0 or 1) the channel input is a sequence xi,, xiZ, xi3, . . . , x,,. The '(energy" of the input is limited to S, i.e., 2 dk I s, i=O,l.
(
The channel output is a sequence y,, yz, y3, + * * , yn given by
where the "noise" sequence {z,} are independent Gaussian variates with zero mean and unit variance. The parameter S in (1) is therefore the signal-to-noise ratio. After n transmissions the receiver examines the received sequence (yl, yz, . . . , yn) and attempts to decide which message was actually transmitted. Let I', denote the probability that the receiver makes an error. Our main result states that for all n where P, 2 q-JYz), (2) 
is the error function. The right member of (2) is the error probability attainable when xol = +X1", xl1 = -S1", and xik = 0 (k > 1). In this case the feedback channel is not used. For AR-ary communication (&Z > 2) use of the feedback channel can improve the error probability.'
II. FORMALSTATEMENT OF RESULTSAND PROOFS
In this section we give a formal and precise statement of the problem and results. We begin with some definitions. Letf = (fl, fz, . * * , fn) be a vector-valued function which takes Euclidean n space into itself. We say that f is "nonanticipatory" if for u = (ul, uz, . . . , u,)
A (binary) code of dimension n is a pair of nonanticipatory functions x,, and x1 which map n space into n space. A decoder is a mapping D of n space to the set (0, 11.
Let the "noise" be a sequence z = (zl, zZ, . . 1 , z,) of independent Gaussian variates with zero mean and unit variance. For a given code (x0, x,) the random n vectors y, = x,(yO) + z and y1 = x,(y,) + z are well defined, since the xi are nonanticipatory.
For a given decoder D, the "error probability" is defined by P, = 3 Pr {D(y,J = 1) + 3 Pr {D(y,) = 0).
The correspondence of the code (x0, x1), the noise z, the decoder, and the error probability P, to the corresponding quantities in the communication system of Section I should be clear. We postpone for the moment consideration of the energy constraint. Now for a given code (x0, x,) it is readily shown (paralleling the usual derivation for the one-way channel [3], 1 E. R. Berlekamp, private communication. We want to determine Pt = inf inf P,, (7) n e, (n) where the first infimum in (7) is taken over all codes in G(n).
Let us note that the code defined by 
We will now show that this is in fact an equality. Define e,(n) as the set of n-dimensional codes such that for all y, [lx,(y) -x,(y)]]' < 4X. From the triangle inequality it follows that ~3, (n) C e,(n), so that inf P, 2 inf P,.
e,(n) e*(n)
Next define e,(n) as the set of n-dimensional codes satisfies the hypotheses of the Lemma with X2 replaced by such that for all y, ]/xl(y) -x0(y)]]" = 4X. If a code X2 -f;. Thus by the induction hypothesis CY' is Gaussian belongs to e,(n) we can, by adding an (n + 1)th coordinate (say,
> and x0,,+,(y) = 0), obtain a code in e,(n + 1). Since the decoder can ignore this last coordinate, the error probability is not increased. Thus inf P, > inf P,.
(10) c?,(n)
Ca (n+1) Now consider a code (x0, x,) in C&(n). Since I ] x0 -x1] j2= 4X, we have from (5) We will show below that regardless of the code (x0, x1), the inner products #0 and & are Gaussian random variables with mean zero and variance 4X. Thus for any code in G (4 = a(-dx>.
It then follows from (8)- (10) that Pt = inf inf P, = @(-fi), n e,(n) which is our main result.
Our proof will be complete when we prove the assertion about the distributions of & and I&~. This will follow easily from the following.
Lemma
Let f be a nonanticipatory function which takes n space into n space. Further assume that llfly = x2.
Let z = (zl, zZ, . . . , z,) be a sequence of independent Gaussian variates with zero mean and unit variance. Then the random variable is Gaussian with zero mean and variance X2.
Proof: The proof is by induction on n. If n = 1, or = flzl = &AZ, and the Lemma holds. Assume that the Lemma holds for n = N, and consider n = N + 1. Write N+1 a = Xlfl + c Xkfk(Z1 . . . Zk--l). Absfracf-We consider a feedback communication system in which the forward and feedback channels are disturbed by additive noise and constrained in average power. Two block coding schemes are proposed in which the signals are orthogonal waveforms. A fmite number of forward and feedback transmissions per message is made. Information received over the feedback channel is used to reduce the expected value of forward signal energy on all iterations after the first. Similarly, the expected value of feedback signal energy is reduced on all iterations after the first. These schemes, which are modifications of a feedback coding scheme due to Kramer, obtain improved error performance over one-way coding at all rates up to the forward channel capacity, provided only that the feedback channel capacity is greater than the forward channel capacity. They require less feedback power than existing feedback coding schemes to achieve a given error performance. E CONSIDER a feedback communication system in which the forward and feedback channels are independently disturbed by additive white Gaussian noise and constrained in average power. A set of M equiprobable messages is to be coded for transmission over the forward channel by using fixed-length code words. Although the presence of the feedback channel does not increase the maximum rate at which reliable information may be sent over the forward channel of this system [l] [5] , and Kashyap [6] achieve a lower probability of error than the minimum probability of error attainable without feed-
