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Abstract
We study point processes that consist of certain centers of point tuples of an underlying
Poisson process. Such processes can be used in stochastic geometry to study exceedances of
various functionals describing geometric properties of the Poisson process. Using a coupling
of the point process with its Palm version we prove a general Poisson limit theorem. We then
apply our theorem to find the asymptotic distribution of the maximal volume content of
random k-nearest neighbor balls. Combining our general result with the theory of asymptotic
shapes of large cells in random mosaics, we prove a Poisson limit theorem for cell centers in
the Poisson-Voronoi and -Delaunay mosaic. As a consequence, we establish Gumbel limits for
the asymptotic distribution of the maximal cell size in the Poisson-Voronoi and -Delaunay
mosaic w.r.t. a general size functional.
AMS 2020 Subject Classifications: Primary 60G55, 60F17 Secondary 60D05
Keywords: Chen-Stein method, Poisson process, point process approximation, Palm distribution,
total variation distance, stopping set, nearest neighbor graph, Voronoi mosaic, Delaunay mosaic,
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1 Introduction
Point processes and random mosaics are fundamental objects in modern probability and find
many applications, both in theory and practice. Often one is interested in certain geometric
features of the configuration (e.g. the distance of a point to its nearest neighbor or the volume
of a cell in the mosaic). One way to study these properties is to thin the process to a subprocess
that is given by all points with a certain property (e.g. a large distance to its nearest neighbor).
More generally, one can define a point process of certain centers of point tuples. In this article
we study those processes in the situation where the original process is Poisson.
Let η be a Poisson process on Rd considered as a random object in the spaceN of locally finite
counting measures on Rd equipped with its standard σ-field N (see Section 2 for its definition).
For all t > 0 let gt ∶ R
d ×N → {0,1} and denote by δx the Dirac measure in a point x ∈ R
d. For
x = (x1, . . . , xm) ∈ (Rd)m in general position let z(x) be the center of the unique (m− 1)-sphere
through x1, . . . , xm and z(x) ∶= 0, otherwise. In particular, z(x) = x for x ∈ Rd. LetWt ∶= [0, t1/d]d
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and consider the point process
ξt ≡ ξt(η) ∶= 1
m!
∑
x∈η(m)
1{z(x) ∈Wt}gt(x, η − δx) δz(x). (1.1)
Here, the function gt can be understood as a selection mechanism that decides if a center point
z is considered or not. We will require that gt(x, µ) depends only locally on the configuration
µ around z(x) and formalize this concept in Definition 3.1. In many applications, there is an
underlying function f ∶ (Rd)m ×N→ R that measures the size of a geometrically defined object
associated to x (e.g. its Voronoi or Delaunay cell w.r.t µ) and gt(x, µ) ∶= 1{f(x, µ) > vt} is the
indicator that encodes whether f(x, µ) exceeds a certain value vt ∈ R or not. The dependence
on t allows us to study different levels of exceedance and limiting scenarios.
In this paper we investigate the scaled process
t−1/dξt ∶= 1
m!
∑
x∈η(m)
1{z(x) ∈Wt}gt(x, η − δx) δt−1/dz(x).
One advantage in considering this process rather than ξt itself is that the support of t
−1/dξt is
contained for all t > 0 in the unit cube [0,1]d. Let ν be a Poisson process on [0,1]d. In this
article we give a quantitative bound on the total variation distance
dTV(t−1/dξt, ν) ∶= sup
A∈N
∣P(t−1/dξt ∈ A) − P(ν ∈ A)∣.
between the distributions of t−1/dξt and ν. To the best of our knowledge, the first results on
Poisson approximation of point processes in stochastic geometry can be found in [24] and [25]
where the Malliavin calculus on the Poisson space is used to determine scaling limits for Poisson
U-statistics. In [8] the theory of Glauber dynamics for birth and death processes is successfully
combined with the Chen-Stein method and a Poisson approximation result in Kantorovich-
Rubinstein distance is derived for U-statistics. Unfortunately, these techniques do not seem to
apply in situations where the function gt also depends on the underlying point configuration. In
[6] another approach was used to study point processes that are defined by geometric properties of
the Poisson-Voronoi and -Delaunay mosaic. It starts with a discretization of [0, t1/d]d into smaller
cubes that are used to define a sum of random variables for which a Poisson approximation result
from [1] and [2] is applied. In a second step it is shown by a standard compactness argument that
the point process of exceedances converges to a Poisson process for t→∞. In [7] the method of
moments is applied in the context of the Poisson hyperplane mosaic to derive the asymptotic
behavior of the maximal inradius of the cells in a compact region.
Our method is structurally different. We apply a general Poisson approximation result for
point processes from [3] and couple the process t−1/dξt with its Palm version. The difficulty here
is to find an appropriate coupling between these two processes such that their total variation
distance becomes preferably small. The bound on the total variation distance in our main result
(Theorem 3.3) becomes smaller when the dependence of gt on the configuration becomes more
local. In many applications the evaluation and estimation of this bound is a geometrically in-
volved task. For instance, if gt(x,µ) is the indicator that encodes if the volume of the Voronoi
cell around x is larger than some value vt, we need to estimate the probability that two close-by
cells are both large. To solve this problem we apply a technique that allows us to determine the
asymptotic shape of large cells in random mosaics. Conjectured by D.G. Kendall, this quesition
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was extensively answered for different size functionals and various mosaics in a series of articles
(e.g. [12], [13]).
Our paper is organized as follows. In Section 3 we introduce the notion of stabilization
that we work with and state and prove a general theorem on Poisson approximation for point
processes. In Section 4 this result is applied to a thinning of points with large volume content of
its k-nearest neighbor ball. In the case k = 1 a similar problem was studied for binomial input
in [10]. Our proof uses geometric estimates that are also applied in Section 5, where we study
cells in the Poisson-Voronoi mosaic that are large w.r.t. a general size functional. Beyond that,
we consider large Poisson-Delaunay cells in Section 6. As a direct consequence of our Poisson
approximation results, we find Gumbel limits for the asymptotic distribution of the maximal
cell size in the Poisson-Voronoi and -Delaunay mosaic w.r.t. a general size functional. Special
cases can already be found in the literature ([5], [6]).
2 Preliminaries
2.1 Point and Poisson processes
Let Rd be the d-dimensional Euclidean space with Borel σ-field Bd and Lebesgue measure Ld.
The restriction of Ld to some B ∈ Bd is denoted by LB . Let N denote the space of locally
finite (i.e. finite on compact subsets) counting measures µ on Rd and let N be the σ-field on N
generated by the mappings µ ↦ µ(B), B ∈ Bd. Examples of elements of N are the zero measure
0 and the Dirac measure δx in the point x ∈ Rd, given by δx(B) ∶= 1B(x), B ∈ Bd. For k ∈ N,
x = (x1, . . . , xk) ∈ (Rd)k, µ ∈N and A ∈ Bd we write δx ∶= δx1 +⋯+ δxk , µx ∶= µ + δx and x ∈ A if
xi ∈ A for every i ∈ [k]. By a slight abuse of notation, we write x ∈ µ if the point x is charged by
the configuration µ, i.e. µ({x}) > 0.
Suppose µ ∈N is given by µ = ∑ki=1 δxi for some k ∈ N0 ∪ {∞} and some x1, . . . , xk ∈ Rd (not
necessarily distinct). For m ∈ N we define the factorial measure µ(m) of µ by
µ(m) ∶=
≠∑
i1,...,im≤k
δ(xi1 ,...,xim)
,
where the superscript ≠ indicates summation over m-tuples with pairwise different entries and
where an empty sum is defined as zero (cf. [18], (4.5)). A measure µ ∈ N is called simple if
µ({x}) ∈ {0,1} for all x ∈ Rd. Let Ns denote the set of simple locally finite counting measures.
It is a measurable subset of N (cf. [23], p. 51) and its induced σ-field is denoted by Ns.
A point process is a random element ξ in N, defined over some fixed probability space(Ω,A,P). We assume that this probability space is rich enough to support all random objects
in this article. By definition, ξ(B) is a random variable in N0 ∪ {∞} for every B ∈ Bd. A point
process ξ is called simple if P(ξ is simple) = 1. The measure B ↦ Eξ(B) is called intensity
measure of ξ. Let y ∈ Rd and define the translation θy ∶N →N by
θy(ϕ)(B) = ϕ(B + y), ϕ ∈N, B ∈ Bd,
where B + y ∶= {x + y ∶ x ∈ B}. A point process ξ is called stationary if θy(ξ) d= ξ for all y ∈ Rd.
A stationary point process with Eξ([0,1]d) < ∞ has intensity measure γLd for some γ > 0 (cf.
Proposition 8.2 in [18]) and γ is called intensity of ξ.
The central object of this article is the Poisson process. We refer to [18], Chapter 3, for its
definition and basic properties. Particularly useful is the following Mecke formula.
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Theorem 2.1 (cf. Theorem 4.4 in [18]). Let λ be a locally finite measure on Rd and η be a
Poisson process with intensity measure λ. Then we have for all k ∈ N and every measurable
function f ∶ (Rd)k ×N→ [0,∞],
E∫ f(x, η)η(k)(dx) = ∫ Ef(x, ηx)λk(dx).
2.2 Palm measures and stopping sets
Following [17], Chapter 6, we next introduce Palm processes. Let η, ξ be two point processes
and assume that ξ has σ-finite intensity measure Eξ. In general there exists a whole family of
Palm measures, one for every x ∈ Rd. Palm measures generalize the notion of regular conditional
distributions (cf. Theorem 6.3 in [16]) and agree with them for ξ = δx for some x ∈ Rd. The
σ-finiteness of Eξ implies that the Campbell measure Cη,ξ defined by
Cη,ξf ∶= E∫ f(x, η) ξ(dx), f ∶ Rd ×N → [0,∞) measurable,
is also σ-finite. There exists a probability kernel P xη,ξ from R
d to N satisfying the disintegration
Cη,ξf =∬ f(x,µ)P xη,ξ(dµ)Eξ(dx).
The measure P xη,ξ is called Palm measure of η w.r.t. ξ at x. A point process η
x
ξ with distribution
P xη,ξ is called Palm process oder Palm version of η w.r.t. ξ at x. If ξ is simple, η
x
ξ can be interpreted
as the process η seen from x conditioned on ξ having a point in x. From Lemma 6.2(ii) in [17]
we obtain that
P(x ∈ ηxξ ) = 1.
The process ηxξ − δx is called reduced Palm process of η w.r.t. ξ at x.
Another important tool in the analysis of point processes are stopping sets. They generalize
the concept of stopping times for random variables. Let F denote the system of closed sets in
R
d. We endow F with the smallest σ-field containing FK ∶= {F ∈ F ∶ F ∩K ≠ ∅} for all compact
K ⊂ Rd. For F ∈ F we denote by µF the restriction of µ to F . Moreover, let NF be the σ-field
on N generated by the mappings µ↦ µ(B ∩ F ), B ∈ Bd.
Definition 2.2. A measurable map S ∶ N → F is called stopping set (w.r.t. the filtration(NF )F ∈F) if {µ ∈N ∶ S(µ) ⊂ F} ∈NF for all F ∈ F . ◻
The following theorem gives a characterization of stopping sets.
Theorem 2.3. (Proposition A.1 in [4]) A measurable map S ∶ N → F is a stopping set if and
only if S(µ) = S(µS(µ)) for all µ ∈N and the following implication holds for all µ,ϕ ∈N:
ϕ = µS(ϕ) Ô⇒ S(ϕ) = S(µ).
The next statement will be crucial in this article.
Theorem 2.4. Let η be a Poisson process with locally finite intensity measure λ, S a stopping
set such that S(η) is a.s. compact and g ∶N ×N→ [0,∞) measurable. Then we have
∫ g(µS(µ), µS(µ)c)P(η ∈ dµ) =∬ g(µS(µ), ϕS(µ)c)P(η ∈ dϕ)P(η ∈ dµ).
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Proof. The argument can be assembled from different sources in the literature (cf. [4], [26]).
Nevertheless, we give a proof for completeness and convenience of the reader. We have
∫ g(µS(µ), µS(µ)c)P(η ∈ dµ)
=
∞
∑
k=0
∫ g(µS(µ), µS(µ)c)1{µ(S(µ)) = k}P(η ∈ dµ)
= 1
k!
∞
∑
k=0
∬ g(δx, µS(µ)c)1{µS(µ) = δx}µ(k)(dx)P(η ∈ dµ), (2.1)
where we recall that δx ∶= δx1 + ⋯ + δxk for x = (x1, . . . , xk) ∈ (Rd)k. Since S(µ) = S(µS(µ)) (cf.
Theorem 2.3), (2.1) can be written as
1
k!
∞
∑
k=0
∬ g(δx, µS(δx)c)1{µS(δx) = δx}µ(k)(dx)P(η ∈ dµ). (2.2)
For x ∈ µ(k) and S ∈ F we have the equivalence
µS = δx ⇐⇒ x ∈ S and (µ − δx) (S) = 0,
where we recall that x ∈ S means that xi ∈ S for all i ∈ [k]. Therewith, we reformulate (2.2) by
1
k!
∞
∑
k=0
∬ g(δx, µS(δx)c)1{x ∈ S(δx)}1{(µ − δx) (S(δx)) = 0}µ(k)(dx)P(η ∈ dµ). (2.3)
Applying the Mecke formula (Theorem 2.1) to (2.3) gives
1
k!
∞
∑
k=0
∬ g(δx, µS(δx)c)1{x ∈ S(δx)}1{µ(S(δx)) = 0}P(η ∈ dµ)λk(dx). (2.4)
By definition of the Poisson process, ηS(δx) and ηS(δx)c are independent. Hence, we obtain for
(2.4) the expression
1
k!
∫
∞
∑
k=0
∬ g(δx, ϕS(δx)c)1{x ∈ S(δx)}1{µ(S(δx)) = 0}P(η ∈ dµ)λk(dx)P(η ∈ dϕ). (2.5)
Performing the preceeding steps in reverse order finishes the proof.
2.3 Models and transformations from stochastic geometry
We introduce a total order on Rd. In a first step, we arrange the elements of Rd in increasing
order by their norm. This gives a partial order on Rd. Subsequently we arrange all elements
with the same norm increasingly by their lexicographic order. This gives a total order on Rd.
We define [x, y) by the set of all w ∈ Rd with x ≤ w < y and other intervals analogously. Let
k ∈ N, x ∈ Rd and µ ∈Ns. The k-nearest neighbor Nk(x,µ) of x in µ is given by
Nk(x,µ) = y⇐⇒ y ∈ µ and θxµ((0, y − x]) = k.
For k = 1 we simply write N(x,µ) for the nearest neighbor of x in µ. This allows us to define
the k-nearest neighbor graph on µ by the pair G = (V,E), where V = µ is the vertex set and
E ∶= {(x, y) ∈ µ × µ ∶ y = Ni(x,µ) or x = Ni(y,µ) for some i ≤ k}
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is the edge set. Obviously, (x, y) ∈ E ⇐⇒ (y,x) ∈ E. Hence, we consider G as an undirected
graph. If the vertex set is random (e.g. a simple Poisson process), the resulting graph is the
popular and well-studied random k-nearest neighbor graph (cf. [21]).
Another important class of models in stochastic geometry are mosaics. For the definition of
a mosaic we refer to Definition 10.1.1 in [23]. Given µ ∈ N the Voronoi cell of x ∈ µ consists of
all points y ∈ Rd with ∣y − x∣ ≤ minz∈µ ∣z − x∣. It is a closed convex set with interior points. The
system m ∶= {C(x,µ) ∶ x ∈ µ} is called Voronoi mosaic and indeed forms a mosaic.
To introduce Delaunay mosaics, let P be a convex polytope. The faces of P are the intersec-
tions of P with its supporting hyperplanes. A face of dimension k is called k-face, k ∈ {0, . . . , d−1},
and we write Fk(P ) for the set of all k-faces of P . For a mosaic m we write Fk(m) for the set
of all k-faces of cells in m. Let m ∶= {C(x,µ) ∶ x ∈ µ} be the Voronoi mosaic of µ. The Delaunay
cell at e ∈ F0(m) is given by
D(e,µ) ∶= conv{x ∈ µ ∶ e ∈ F0(C(x,µ))}.
The system d ∶= {D(e,µ) ∶ e ∈ F0(m)} forms the so called Delaunay mosaic. In this article we
will focus on cells in Voronoi and Delaunay mosaics that are maximal in a certain sense and
study their distribution.
Several integral-geometric transformations play an important role in the analysis of random
graphs and mosaics. For k ∈ [d] and u ∈ (Rd)k let ∆k(u) be the k-dimensional volume of the
convex hull conv(u). Let σ denote the uniform distribution on the unit sphere Sd−1. The following
result is the classical Blaschke-Petkantschin formula for spheres.
Theorem 2.5 (Theorem 7.3.1 in [23]). Let f ∶ (Rd)d+1 → [0,∞) be a measurable function. Then
we have
∫
(Rd)d+1
f(x)dx = d!(dκd)d+1 ∫
Rd
∞
∫
0
∫
(Sd−1)d+1
f(z + ru)rd2−1 ∆d(u)σd+1(du)dr dz.
Let νk be the unique Haar probability measure on the Grassmannian space G(d, k) of k-
dimensional linear subspaces of Rd (cf. Theorem 13.2.11 in [23]). For a fixed subspace L ∈ G(d, k)
let σL denote the uniform distribution on the unit sphere SL in L. The following formula expresses
an integral on (Rd)k+1 by an integral on a (k − 1)-dimensional sphere. It can be found in [19],
generalizes Theorem 2.5 and is proved in [9].
Theorem 2.6 (Theorem 1 in [19]). Let k ∈ [d] and f ∶ (Rd)k+1 → [0,∞) be measurable. Then
we have
∫
(Rd)k+1
f(x)dx = (kκk)k+1∫
Rd
∫
G(d,k)
∞
∫
0
∫
Sk+1
L
f(z + ru)rdk−1[k!∆k(u)]d−k+1 σk+1L (du)dr νk(dL)dz.
In the study of the Poisson-Delaunay mosaics it is often necessary to integrate with respect
to variables on a sphere that contains a fixed lower-dimensional subsphere. In this situation
there is a tailored Blaschke-Petkantschin-formula. We consider d−k+1 points pi ∈ Rd in general
position. For almost all m ≤ k points xj there exists a unique (d−k+m−1)-sphere through all xj
and pi. Without restriction we assume that the center of the (d−k−1)-sphere through the points
pi is the origin o, denote by r0 the radius of this sphere and by Q the unique (d−k)−hyperplane
containing all the pi. A (d−k+m− 1)-sphere with radius r ≥ r0 passes through all the xj and pi
if and only if its center is contained in the orthogonal complement Q⊥ of Q and the distance of
the center from the origin is
√
r2 − r20. This construction is used in the following transformation.
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Theorem 2.7 (Theorem 5 in [19]). Let k ∈ [d], Q ∈ G(d, d−k), r0 ≥ 0, m ∈ [k] and f ∶ (Rd)m →[0,∞) be measurable. Then we have
∫
(Rd)m
f(x)dx = ∫
G(d,d−k)
∞
∫
r0
∫
SL
∫
Sm
L⊕Q
f(√r2 − r20z + ru)rm(d−1)+1(r2 − r20)(m−2)/2
×
⎡⎢⎢⎢⎢⎣m!∆m
⎛
⎝−
√
r2 − r20
r
z,uL
⎞
⎠
⎤⎥⎥⎥⎥⎦
k−m+1
σmL⊕Q(du)σL(dz)dr νm(dL).
3 General result on Poisson approximation
Let d ≥ 2, m ∈ [d + 1] and η be a Poisson process with locally finite intensity measure λ. In the
following we assume that for all t > 0, gt ∶ (Rd)m ×N → {0,1} is measurable and symmetric, i.e.
gt(x1, . . . , xm, µ) = gt(xπ(1), . . . , xπ(m), µ)
for all x1, . . . , xm ∈ Rd, µ ∈ N and every permutation π ∶ [m] → [m]. We think of gt as a
selection mechanism that decides whether an m-tuple x = (x1, . . . , xm) is considered or not. For
x = (x1, . . . , xm) in general position let z(x) be the center of the unique (m− 1)-sphere through
x1, . . . , xm and z(x) ∶= 0, otherwise. In particular, z(x) = x for x ∈ Rd. With Wt ∶= [0, t1/d]d we
define the point process
ξt ≡ ξt(η) = 1
m!
∑
x∈η(m)
1{z(x) ∈Wt}gt(x, η − δx) δz(x). (3.1)
If m = 1 the process ξt is a thinning of the Poisson process η. The intensity measure Eξt of ξt is
given by
Eξt(A) = 1
m!
E∫ 1{z(x) ∈ A ∩Wt}gt(x, η − δx)η(m)(dx)
= 1
m!
E∫ 1{z(x) ∈ A ∩Wt}gt(x, η)λm(dx), A ∈ Bd. (3.2)
In this section we give a general theorem that bounds the total variation distance between
the scaled process
t−1/dξt(η) = 1
m!
∑
x∈η(m)
1{z(x) ∈Wt}gt(x, η − δx) δt−1/dz(x). (3.3)
and a Poisson process under certain conditions on the function gt. Informally, these conditions
require that the value gt(x, µ) is determined by the configuration µ locally around z(x). The
following definition formalizes this concept.
Definition 3.1. Let g ∶ (Rd)m ×N→ [0,∞) be measurable and symmetric. We call g stabilizing
if there exists a measurable function R ∶ Rd ×N→ [0,∞], such that for all x ∈ (Rd)m we have
(i) R(z(x), ηx) <∞ P−a.s.
(ii) g(x, µ) = g(x, µB(z(x),R(z(x),µx)) + χB(z(x),R(z(x),µx))c), µ,χ ∈N.
(iii) The map µ↦ B(z(x),R(z(x, µx))) from N to F is a stopping set
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(iv) x ∈ B(z(x),Rt(z(x), µx)), µ ∈N.
We call R ≡ R(z,µ) stabilization radius und use the notation S(z,µ) = B(z,R(z,µ)), z ∈ Rd, µ ∈
N. ◻
The main result of this section relies on the following point process approximation theorem
for finite point processes from [3]. For a finite signed measure µ on Bd we denote by µ+ und µ−
its positive and negative part and by ∥µ∥ ∶= µ+(Rd) + µ−(Rd) its total variation.
Theorem 3.2 (Theorem 2.6 in [3]). Let ξ be a finite point process with intensity measure π on
R
d and ξx be a Palm version of ξ (w.r.t. ξ) at x ∈ Rd on the same probability space. Furthermore,
let π′ be a finite measure on Rd and ν be a Poisson process with intensity measure π′. Then we
have
dTV(ξ, ν) ≤ ∫ E∥ξ − (ξx − δx)∥π(dx) + ∥π′ − π∥.
For the formulation of our main theorem let ηzt for z ∈ Rd denote a Palm process of η with
respect to ξt at z.
Theorem 3.3. Let t > 0 and gt ∶ (Rd)m ×N → {0,1} be stabilizing in the sense of Definition
3.1 with stabilization radius Rt. Furthermore, let η be a Poisson process with intensity measure
λ, ξt be the process from (3.1), ν a Poisson process with intensity masure Eν and z ↦ bt(z) a
measurable function from Rd to [0,∞). Then we have
dTV(t−1/dξt, ν) ≤ ∥E(t−1/dξt) − Eν∥ +C1 +C2 +C3
+∬ (2P(Rt(z, ηzt ) > bt(z)) + 1{∣w − z∣ ≤ bt(w) + bt(z)}) Eξt(dw)Eξt(dz),
(3.4)
where
C1 ∶=
m−1
∑
ℓ=1
1
m! ℓ!
E∭ 1{z(x,u) ∈Wt}1{z(y,u) ∈Wt}gt((x,u), ηy)gt((y,u), ηx)
× λℓ(dy)λm−ℓ(du)λℓ(dx),
C2 ∶= 1(m!)2E∬ 1{z(x) ∈Wt}1{z(y) ∈Wt}gt(x, ηy)gt(y, ηx)
× 1{∣z(x) − z(y)∣ ≤ bt(z(x)) + bt(z(y))}λm(dy)λm(dx),
C3 ∶= 2(m!)2E∬ 1{z(x) ∈Wt}1{z(y) ∈Wt}gt(x, ηy)gt(y, ηx)1{Rt(z(x), ηx,y) > bt(z(x))}
× λm(dy)λm(dx).
Proof. We want to apply Theorem 3.2. To do so, we need to construct an appropriate Palm
version (t−1/dξt)v of t−1/dξt (w.r.t. t−1/dξt) for Eξt-almost all v ∈ [0,1]d such that the total
variation ∥t−1/dξt − ((t−1/dξt)v − δv)∥ becomes preferably small. Let ξt1/dvt be a Palm version of ξt
at t1/dv. The following calculation shows that a Palm version of t−1/dξt at v is given by t
−1/dξt
1/dv
t .
Let h ∶ Rd ×N→ [0,+∞) be measurable. Then we have
E∫ h(v, t−1/dξt) (t−1/dξt)(dv) = E∫ h(t−1/dz, t−1/dξt) ξt(dz)
= E∫ h(t−1/dz, t−1/dξzt )Eξt(dz)
= E∫ h(v, t−1/dξt1/dvt )E(t−1/dξt)(dv). (3.5)
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Let ηt
1/dv
t be a Palm version of η w.r.t. ξt at t
1/dv. By definition of ηt
1/dv
t , ξt(ηt1/dvt ) is a Palm
version of ξt (w.r.t. ξt) at t
1/dv. Hence, the problem described above can be reduced to the
construction of an appropriate Palm version of η w.r.t. ξt at t
1/dv. For this purpose, let z ∈Wt =[0, t1/d]d and ηzt be a Palm version of η w.r.t. ξt at x such that η and ηzt are independent. We
show now that also the process
(ηzt )St(z,ηzt ) + ηSt(z,ηzt )c (3.6)
is a Palm version of η w.r.t. ξt at z and will use this version in the remaining part of the proof.
To this end, let h ∶ Rd ×N → [0,+∞) be measurable. By independence of η and ηzt and the
definitions of ηzt and ξt, we obtain that
E∫ h(z, (ηzt )St(z,ηzt ) + ηSt(z,ηzt )c)Eξt(dz)
=∭ h(z,µSt(z,µ) +ϕSt(z,µ)c) ξt(µ)(dz)P(η ∈ dµ)P(η ∈ dϕ)
= 1
m!
∭ h(z(x), µSt(z(x),µ) + ϕSt(z(x),µ)c)gt(x, µ − δx)µ(m)(dx)P(η ∈ dµ)P(η ∈ dϕ). (3.7)
Using the multivariate Mecke formula and Definition 3.1(iv), we obtain for (3.7) the expression
1
m!∭ h(z(x), µSt(z(x),µx) +ϕSt(z(x),µx)c + δx)gt(x, µ)P(η ∈ dµ)P(η ∈ dϕ)λm(dx). (3.8)
Since gt is stabilizing and St is a stopping set, using the measurable function
g ∶N ×N→ [0,∞), (µ,ϕ) ↦ h(z(x), µ + ϕ + δx)gt(x, µ),
in Theorem 2.4, (3.8) can be rewritten as
1
m!
∬ h(z(x), µx)gt(x, µ)P(η ∈ dµ)λm(dx). (3.9)
By the multivariate Mecke formula (Theorem 2.1) we obtain for (3.9),
1
m!
∬ h(z(x), µ)gt(x, µ − δx)µ(m)(dx)P(η ∈ dµ) = E∫ h(z, η) ξt(dz).
Hence, the process (ηzt )St(z,ηzt )+ηSt(z,ηzt )c is indeed a Palm version of η w.r.t. ξt at z for Eξt-almost
all z.
Using Theorem 3.2 we find that
dTV(t−1/dξt, ν)
≤ t ∫
[0,1]d
E∥t−1/dξt(η) − t−1/d [ξt ((ηt1/dvt )St(t1/dv,ηt1/dvt ) + ηSt(t1/dv,ηt1/dvt )c) − δt1/dv]∥
× E(t−1/dξt)(dv) + ∥E(t−1/dξt) − Eν∥
= ∫
Wt
E∥ξt(η) − ξt((ηzt )St(z,ηzt ) + ηSt(z,ηzt )c) + δz∥Eξt(dz) + ∥E(t−1/dξt) −Eν∥ . (3.10)
The total variation showing up in the integral in (3.10) is given by
∥ξt(η) − ξt((ηzt )St(z,ηzt ) + ηSt(z,ηzt )c) + δz∥ = (ξt(η) − ξt((ηzt )St(z,ηzt ) + ηSt(z,ηzt )c) + δz)+(Wt)
+ (ξt(η) − ξt((ηzt )St(x,ηzt ) + ηSt(x,ηzt )c) + δz)−(Wt).
(3.11)
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To bound the first summand in (3.11), we make the following preliminary consideration. Let
µ,ϕ ∈ N and x,y ∈ (Rd)m and recall from Definition 3.1 that St(z,µ) ∶= B(z,Rt(z,µ)). We
assume that
St(z(y), ϕy) ∩ St(z(x), µx) = ∅. (3.12)
Since gt is stabilizing we find from Definition 3.1(ii) under assumption (3.12) that
gt(x, µ) = gt(x, µSt(z(y),ϕy)c) = gt(x, µSt(z(y),ϕy)c + ϕSt(z(y),ϕy)). (3.13)
This consideration and Definition 3.1(iv) yield the estimate
(ξt(η) − ξt((ηzt )St(z,ηzt ) + ηSt(z,ηzt )c) + δz)+(Wt)
≤ 1
m!
∑
y∈η(m)
1{z(y) ∈Wt}gt(y, η − δy)1{St(z, ηzt ) ∩ St(z(y), η) ≠ ∅}. (3.14)
In the following let η̃ be a Poisson process with η̃
d= η such that η and η̃ are independent. For the
integrated right hand side of (3.14) we obtain by independence of η and ηzt and the definition
of the Palm process ηzt ,
1
m!
E∫ ∑
y∈η(m)
1{z(y) ∈Wt}gt(y, η − δy)1{St(z, ηzt ) ∩ St(z(y), η) ≠ ∅}Eξt(dz)
= 1
m!
E∬ 1{z(y) ∈Wt}gt(y, η − δy)1{St(z, ηzt ) ∩ St(z(y), η) ≠ ∅}η(m)(dy)Eξt(dz)
= 1(m!)2E∬ 1{z(y), z(x) ∈Wt}gt(y, η − δy)gt(x, η̃ − δx)1{St(z(x), η̃) ∩ St(z(y), η) ≠ ∅}
× η̃(m)(dx)η(m)(dy). (3.15)
Distinguishing by the sizes of the stabilization radii Rt(z(y), η) and Rt(z(x), η̃) and using the
function bt from the formulation of the theorem, (3.15) is bounded by
1(m!)2E∬ 1{z(y), z(x) ∈Wt}1{Rt(z(y), η) > bt(z(y)) or Rt(z(x), η̃) > bt(z(x))}gt(x, η̃ − δx)
× gt(y, η − δy) η̃(m)(dx)η(m)(dy) (3.16)
+
1(m!)2E∬ 1{z(y), z(x) ∈Wt}1{Rt(z(y), η) ≤ bt(z(y)) and Rt(z(x), η̃) ≤ bt(z(x))}
× 1{St(z(y), η) ∩ St(z(x), η̃) ≠ ∅}gt(x, η̃ − δx)gt(y, η − δy) η̃(m)(dx)η(m)(dy).
(3.17)
Using the symmetry in η and η̃, the first summand (3.16) can be bounded by
2(m!)2 E∬ 1{z(y), z(x) ∈Wt}1{Rt(z(y), η) > bt(z(y))}gt(x, η̃ − δx)gt(y, η − δy)
× η̃(m)(dx)η(m)(dy)
= 2Eξt(Wt) ∫ P(Rt(z, ηzt ) > bt(z))Eξt(dz). (3.18)
To estimate the second summand (3.17), we use the event inclusion
{Rt(z(y), η) ≤ bt(z(y)) and Rt(z(x), η̃) ≤ bt(z(x)), St(z(y), η) ∩ St(z(x), η̃) ≠ ∅}
⊂ {∣z(x) − z(y)∣ ≤ bt(z(x)) + bt(z(y))}. (3.19)
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This yields for (3.17) the bound
1(m!)2E∬ 1{z(x), z(y) ∈Wt, ∣z(x) − z(y)∣ ≤ bt(z(x)) + bt(z(y))}gt(y, η̃ − δy)gt(x, η − δx)
× η̃(m)(dx)η(m)(dy)
=∬ 1{∣w − z∣ ≤ bt(w) + bt(z)}Eξt(dz)Eξt(dw). (3.20)
To bound the second summand in (3.11), we observe that for µ,ϕ ∈N and x,y ∈ (Rd)m,
St(z(y), ϕy) ∩ St(z(x), µx) = ∅ ⇔ St(z(y), ϕy) ∩ St(z(x), ϕSt(z(y),ϕy) + µSt(z(y),ϕy)c + δx) = ∅.
(3.21)
Hence, also the right hand side of (3.21) implies the identity (3.13). Together with Definition
3.1(iv) we obtain the estimate
(ξt(η) − ξt((ηzt )St(x,ηzt ) + ηSt(x,ηzt )c) + δz)−(Wt)
≤ 1
m!
∑
y∈((ηzt )St(z,ηzt )+ηSt(z,ηzt )c)
(m)
1{z(y) ∈Wt ∖ {z}}gt(y, (ηzt )St(z,ηzt ) + ηSt(z,ηzt )c)
× 1{St(z, ηzt ) ∩ St(z(y), (ηzt )St(z,ηzt ) + ηSt(z,ηzt )c) ≠ ∅}. (3.22)
By independence of η and ηzt and the definition of η
z
t , the integrated right hand side of (3.22) is
given by
1(m!)2E∫ 1{z(x) ∈Wt} ∑
y∈(η̃St(z(x),η̃)+ηSt(z(x),η̃)c)(m)
1{z(y) ∈Wt ∖ {z(x)}}
× gt(x, η̃ − δx)gt(y, η̃St(z(x),η̃) + ηSt(z(x),η̃)c − δy)
× 1{St(z(x), η̃) ∩ St(z(y), η̃St(z(x),η̃) + ηSt(z(x),η̃)c) ≠ ∅} η̃(m)(dx). (3.23)
Using the multivariate Mecke formula (Theorem 2.1), we obtain for (3.23) the expression
1(m!)2E∫ ∑
y∈((η̃x)St(z(x),η̃x)+ηSt(z(x),η̃x)c)(m)
1{z(x) ∈Wt}1{z(y) ∈Wt ∖ {z(x)}}
× gt(x, η̃)gt(y, (η̃x)St(z(x),η̃x) + ηSt(z(x),η̃x)c − δy)
× 1{St(z(x), η̃x) ∩ St(z(y), (η̃x)St(z(x),η̃x) + ηSt(z(x),η̃x)c) ≠ ∅} λm(dx). (3.24)
Using in Theorem 2.4 the map
g ∶N ×N → [0,∞), (µ,ϕ) ↦ ∑
y∈(µx+ϕ)(m)
1{z(y) ∈Wt ∖ {z(x)}}gt(x, µ)gt(y, µx + ϕ − δy)
× 1{St(z(x), µx) ∩ St(z(y), µx + ϕ) ≠ ∅},
and keeping in mind that gt is stabilizing for all t > 0, we obtain for (3.24) the expression
1(m!)2E∫ 1{z(x) ∈Wt} ∑
y∈(η̃x)(m)
1{z(y) ∈Wt ∖ {z(x)}}gt(x, η̃)gt(y, η̃x − δy)
× 1{St(z(x), η̃x) ∩ St(z(y), η̃x) ≠ ∅}λm(dx)
= 1(m!)2E∬ 1{z(x) ∈Wt}1{z(y) ∈Wt ∖ {z(x)}}gt(x, η)gt(y, ηx − δy)
× 1{St(z(x), ηx) ∩ St(z(y), ηx) ≠ ∅}η(m)x (dy)λm(dx). (3.25)
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Distinguishing by the number of common points in x and y and using the multivariate Mecke
formula, (3.25) can be bounded by
m−1
∑
ℓ=1
1
m! ℓ!
E∭ 1{z(x,u) ∈Wt}1{z(y,u) ∈Wt}gt((x,u), ηy)gt((y,u), ηx)
× λℓ(dy)λm−ℓ(du)λℓ(dx) (3.26)
+
1(m!)2E∬ 1{St(z(x), ηx,y) ∩ St(z(y), ηx,y) ≠ ∅}gt(x, ηy)gt(y, ηx)
× 1{z(x) ∈Wt}1{z(y) ∈Wt}λm(dy)λm(dx). (3.27)
The first summand in (3.26) is the term C1 in Theorem 3.3. Distinguishing by the sizes of the
stabilization radii, the second summand (3.27) is given by the sum
1(m!)2E∬ 1{z(x), z(y) ∈Wt}1{Rt(z(x), ηx,y) ≤ bt(z(x)) and Rt(z(y), ηx,y) ≤ bt(z(y))}
× 1{St(z(x), ηx,y) ∩ St(z(y), ηx,y) ≠ ∅}gt(x, ηy)gt(y, ηx)λm(dy)λm(dx)
+
1(m!)2E∬ 1{z(x), z(y) ∈Wt}1{Rt(z(x), ηx,y) > bt(z(x)) or Rt(z(y), ηx,y) > bt(z(y))}
× 1{St(z(x), ηx,y) ∩ St(z(y), ηx,y) ≠ ∅}gt(x, ηy)gt(y, ηx)λm(dy)λm(dx). (3.28)
With an argument analogous to (3.19), the first summand in (3.28) is bounded by
C2 ∶= 1(m!)2E∬ 1{z(x) ∈Wt}1{z(y) ∈Wt}gt(x, ηy)gt(y, ηx)
× 1{∣z(x) − z(y)∣ ≤ bt(z(x)) + bt(z(y))}λm(dy)λm(dx). (3.29)
The second summand in (3.28) can be estimated by
C3 ∶= 2(m!)2E∬ 1{z(x) ∈Wt}1{z(y) ∈Wt}gt(x, ηy)gt(y, ηx)1{Rt(z(x), ηx,y) > bt(z(x))}
× λm(dy)λm(dx). (3.30)
Plugging in the expressions (3.18), (3.20), (3.26), (3.29) and (3.30) into (3.10) yields (3.4).
4 Maximum volume contents in the k-nearest neighbor graph
In this section we discuss an application of Theorem 3.3 in the case m = 1, i.e. we study
the asymptotic behavior of a (dependently) thinned Poisson process. Let k ∈ N0, c > 0 and
f ∶ [0,1]d → [0,+∞) be continuous. For x ∈ Rd and r > 0 let B(x, r) denote the closed ball with
center x and radius r. For every s > 0 and x ∈ Rd we use the notation
as ∶ = log s + k log log s − log k!,
λs(B) ∶ = cs∫
B
f(x)dx, B ∈ Bd,
rs(x) ∶ = inf{r > 0 ∶ λs(B(x, r)) ≥ as}. (4.1)
Let ηs be a Poisson process with intensity measure λs and consider the thinning
ξs = ∑
x∈ηs∩[0,1]d
1{(ηs − δx)(B(x, rs(x))) ≤ k} δx, s > 0. (4.2)
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This is the process of all points x ∈ ηs∩[0,1]d with the property that the ball B(x, rs(x)) contains
at most k points from η − δx. In the language of Section 2 the process ξs describes the thinning
that retains every point x ∈ ηs ∩ [0,1]d with distance larger than rs(x) to its (k + 1)-nearest
neighbor. For k = 0 it was shown in [10] that for binomial input with increasing intensity the
maximal volume content of a nearest neighbor ball is in the domain of attraction of a Gumbel
distribution. Choosing t = 1, λ = λs from (4.1) and
g1(x,µ) ∶= 1{µ(B(x, rs(x))) ≤ k}, x ∈ [0,1]d, µ ∈N, (4.3)
we observe that for all s > 0 the process ξs falls into the general framework studied in Section 3.
We prove that for s→∞ the process ξs converges in total variation to a Poisson process ν with
intensity measure given by
Eν(B) = λ1(B ∩ [0,1]d), B ∈ Bd. (4.4)
The key idea in the proof is to apply Theorem 3.3 for every s > 0 and to show that the right hand
side of the estimate (3.4) converges for s → ∞ to 0. In a first step, we prove that the intensity
measure Eξs of ξs converges to Eν for s→∞. By the Mecke formula we find that
Eξs(B) = cs∫
B∩[0,1]d P(ηs(B(x, rs(x))) ≤ k)f(x)dx = cs
k
∑
i=0
e−as
ais
i!
∫
B∩[0,1]d f(x)dx, B ∈ Bd.
By definition of as we have that
s
k
∑
i=0
e−as
ais
i!
=
k
∑
i=0
k! (log (s(log s)k/k!))i
i!(log s)k = 1 +O ( log log slog s ) for s→∞.
Hence, the total variation distance between the intensity measures of ξs and ν can be estimated
by
∥Eξs −Eν∥TV = O ( log log slog s ) for s→∞. (4.5)
Before we state our main theorem of this section, we give a geometric lemma that provides
a bound on the volume of the union of the ball B(o, s) and a dilate of itself. Such quantities
naturally show up in the term C2 from (3.4) when we apply Theorem 3.3 to the process ξs.
Lemma 4.1. For all x ∈ B(o,1) we have that
Ld(B(o,1) ∖B(x,1)) ≥ 2κd−1
d + 1
∣x∣(d+1)/2. (4.6)
Proof. Let x ∈ B(o,1) and recall that for a hyperplane H and z ∈ Rd ∖H we write H+z for the
closed halfspace bounded byH that contains z. The set B(o,1)∖B(x,1) contains the intersection
of B(o,1) and H (− x∣x∣ ,1 − ∣x∣)+−x/∣x∣. To find an upper bound of the volume of this set we use the
elementary identity
Ld−1(B(o,1) ∩H(u, r)) = κd−1(1 − r2)(d−1)/2, u ∈ Sd−1, r ∈ [0,1].
Hence, exploiting the inequality 1 − r ≤ 1 − r2 for r ≤ 1 we find that
Ld(B(o,1) ∖B(x,1)) ≥ Ld ⎛⎝B(o,1) ∩H (− x∣x∣ ,1 − ∣x∣)
+
−x/∣x∣
⎞⎠
= κd−1 ∫
1
1−∣x∣(1 − r2)(d−1)/2 dr ≥ κd−1 ∫
1
1−∣x∣(1 − r)(d−1)/2 dr = 2κd−1d + 1 ∣x∣(d+1)/2.
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Theorem 4.2. Let d ≥ 2, k ∈ N0, c > 0, 0 < f− ≤ f+ < ∞ and f ∶ [0,1]d → [f−, f+] continuous.
For every s > 0 let ηs be a Poisson process with intensity measure λs given by (4.1), ξs be the
thinning defined in (4.2) and ν be a Poisson process with intensity measure given by (4.4). Then
we have that
dTV(ξs, ν) = O((log s)− d−1d+1 ) for s→∞. (4.7)
From Theorem 4.2 we derive the following extreme value property.
Remark 4.3. Let Tk(x,µ) ∶= inf{r > 0 ∶ µ(B(x, r)) > k}. We observe that
g1(x,µ) = 1{λs(B(x,Tk(x,µ))) > as}, x ∈ [0,1]d, µ ∈N. (4.8)
For all c > 0 we obtain from Theorem 4.2 that
P( max
x∈ηs∩[0,1]d
λs(B(x,Tk(x, ηs − δx))) ≤ as) = P(ξs([0,1]d) = 0) s→∞Ð→ e−c(fLd)([0,1]d).
For every λ ∈ R, choosing c ∶= e−λ(fLd)([0,1]d) yields
lim
s→∞
P(s max
x∈ηs∩[0,1]d
(fLd)(B(x,Tk(x, ηs − δx))) − log s − k log log s + log k! − log(fLd)([0,1]d) ≤ λ)
= e−e−λ ,
showing that the distribution of max
x∈ηs∩[0,1]d
λs(B(x,Tk(x, ηs − δx))) is in the domain of attraction
of a Gumbel distribution. ◻
Proof of Theorem 4.2. For every s > 0 we apply Theorem 3.3 with t = 1, λ = λs, g1(x,µ) from
(4.3) and
b1(x) ∶= rs(x), x ∈ [0,1]d.
Since rs(x) is a stabilization radius, the terms C1 and C3 in (3.4) vanish. In the following we
use the abbreviation
Bs(x) ∶= B(x, rs(x)), x ∈ Rd, s > 0.
Since sup
x∈[0,1]d
srds(x) = O (log s) we obtain from Theorem 3.3 and (4.5) that
dTV(ξs, ν) = O ( log log s
log s
) +C2 for s→∞, (4.9)
where C2 is given by
c2s2∬ 1{x, y ∈ [0,1]d}P ((ηs + δy)(Bs(x)) ≤ k, (ηs + δx)(Bs(y)) ≤ k)
× 1{∣x − y∣ ≤ rs(x) + rs(y)}f(y)f(x)dy dx. (4.10)
To bound (4.10) we distinguish by the distance of x and y and the sign of the difference of rs(x)
and rs(y). By symmetry in x and y we find that (4.10) is bounded by
2c2s2∬ 1{x, y ∈ [0,1]d}1{∣x − y∣ ≤ rs(x)}1{rs(x) ≥ rs(y)}
× P ((ηs + δy)(Bs(x)) ≤ k, (ηs + δx)(Bs(y)) ≤ k) f(y)f(x)dy dx
+ 2c2s2∬ 1{x, y ∈ [0,1]d}1{rs(x) < ∣x − y∣ ≤ 2rs(x)}1{rs(x) ≥ rs(y)}
× P ((ηs + δy)(Bs(x)) ≤ k, (ηs + δx)(Bs(y)) ≤ k) f(y)f(x)dy dx. (4.11)
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Substituting y = x + rs(x)v in both summands in (4.11) and bounding the probabilities in the
integrands gives the estimate
2c2s2∬ 1{x ∈ [0,1]d,0 ≤ ∣v∣ ≤ 1}1{rs(x) ≥ rs(x + rs(x)v)}P (ηs(Bs(x + rs(x)v)) ≤ k)
× P (ηs(Bs(x) ∖Bs(x + rs(x)v)) ≤ k) rs(x)d f(x + rs(x)v)f(x)dv dx
+ 2c2s2∬ 1{x ∈ [0,1]d,1 < ∣v∣ ≤ 2}1{rs(x) ≥ rs(x + rs(x)v)}P (ηs(Bs(x + rs(x)v)) ≤ k)
× P (ηs(Bs(x) ∖Bs(x + rs(x)v)) ≤ k) rs(x)d f(x + rs(x)v)f(x)dv dx. (4.12)
By the Poisson property of ηs it holds that
P (ηs(Bs(x) ∖Bs(x + rs(x)v)) ≤ k)
=
k
∑
i=0
exp{−cs(fLd)(Bs(x) ∖Bs(x + rs(x)v))}(cs(fLd)(Bs(x) ∖Bs(x + rs(x)v)))i
i!
. (4.13)
By translation-invariance and d-homogeneity of Ld and Lemma 4.1, we obtain for 0 ≤ ∣v∣ ≤ 1 and
rs(x) ≥ rs(x + rs(x)v) that
(fLd)(Bs(x) ∖Bs(x + rs(x)v)) ≥ f−Ld(B(x, rs(x)) ∖B(x + rs(x)v, rs(x + rs(x))v))
≥ f−rs(x)dLd(B(o,1) ∖B(v,1)) ≥ 2f−κd−1
d + 1
rs(x)d∣v∣(d+1)/2.
Hence, there is a constant c0 > 0 such that the first summand in (4.12) is bounded by
2c2s2∬ 1{x ∈ [0,1]d,0 ≤ ∣v∣ ≤ 1}1{rs(x) ≥ rs(x + rs(x)v)} k∑
i=0
e−as
ais
i!
× e−c0srs(x)d ∣v∣(d+1)/2rs(x)d f(x + rs(x)v)f(x)dv dx. (4.14)
Transformating the inner integral in (4.14) to d-dimensional polar coordinates gives for (4.14)
and using the estimate f(x + rs(x)v) ≤ f+ gives the bound
2c2f+dκds
2∬ 1{x ∈ [0,1]d, u ∈ [0,1]} k∑
i=0
e−as
ais
i!
e−c0srs(x)du(d+1)/2rs(x)df(x)ud−1 dudx, (4.15)
Substituting u = ( q
c0srs(x)d )
2
d+1
in (4.15) we obtain
4c2f+dκds(d + 1)c2d/(d+1)0 ∬ 1{x ∈ [0,1]
d, q ∈ [0,+∞)} k∑
i=0
e−as
ais
i!
e−qq
d−1
d+1 (srs(x)d)− d−1d+1 f(x)dq dx. (4.16)
Since supx∈[0,1]d srds(x) = O (log s), ∫ ∞0 e−qq d−1d+1 dq < ∞ and lims→∞ s k∑
i=0
e−as
ais
i!
= 1, we observe
that (4.16) is asymptotically bounded by
O((log s)− d−1d+1 ) for s→∞. (4.17)
To estimate the second summand in (4.12), we use the Poisson property of ηs again and
obtain for 1 < ∣v∣ ≤ 2 and a constant p ∈ [1/2,1] that
P (ηs(Bs(x) ∖Bs(rs(x)v) ≤ k) ≤ e−pas k∑
ℓ=0
(pas)ℓ
ℓ!
, s > 0.
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Hence, the second summand in (4.12) is bounded by
2c2s2e−(1+p)as
k
∑
i=0
k
∑
ℓ=0
ais(pas)ℓ
i!ℓ!
∬ 1{x ∈ [0,1]d,1 < ∣v∣ ≤ 2}rs(x)d f(x + rs(x)v)f(x)dv dx.
(4.18)
Since lims→∞ s
k
∑
i=0
e−as
ais
i!
= 1 and supx∈[0,1]d srs(x)d = O(log s), (4.18) is bounded by
O ( log s
sp
) for s →∞. (4.19)
Plugging in (4.17) and (4.19) into (4.9) yields (4.7).
5 Maximal cells in the Poisson-Voronoi mosaic
Let Kdo denote the space of all convex bodies (nonempty, compact and convex sets) K ⊂ Rd
containing the origin o as an interior point and equip Kdo with the Hausdorff metric δ. Let
k > 0 and call a map Σ ∶ Kdo → [0,∞) size functional if Σ is continuous, not identically 0, k-
homogeneous and monotone, i.e. Σ(K1) ≤ Σ(K2) for K1,K2 ∈ Kdo with K1 ⊂K2 (cf. [13]). In this
section we study cells in the Poisson-Voronoi mosaic that are maximal w.r.t. a size functional
Σ. For a functional F ∶ Kdo → [0,∞), µ ∈ N and x ∈ µ recall that C(x,µ) denotes the Voronoi
cell at x w.r.t. µ and introduce the notation
F (x,µ) ∶= F (C(x,µ) − x).
Let η be a stationary Poisson process with intensity γ > 0, t ↦ vt an increasing and positive
function and consider the thinning
ξt ∶= ∑
x∈η∩Wt
1{Σ(x, η) > vt} δx, t > 0. (5.1)
Obviously, this process falls for all t > 0 into the framework of Section 3 with the choice gt(x,µ) ∶=
1{Σ(x,µx) > vt}. Its intensity measure Eξt is given by
Eξt(A) = Ld(A ∩Wt)P(Σ(o, ηo) > vt), A ∈ Bd. (5.2)
Note that in contrast to the application in Section 4 the intensity of the underlying Poisson
process η is constant. Instead, the volume of the observation windowWt on which the process ξt is
defined depends on t. In Theorem 5.5 below we will show that the scaled process t−1/dξt (cf. (3.3)
for its precise definition) converges for t →∞ to a Poisson process if vt is chosen appropriately.
The main difficulty in the proof will be to bound the term C2 on the right hand side of (3.4). To
do so, we need to estimate the joint probability that two close-by cells in the Poisson-Voronoi
mosaic are large w.r.t. the size functional Σ. To obtain this estimate we distiguish by the shape
of the cells. If both do not deviate too much from the shape of an extreml body that is defined
below, we demonstrate in Lemma 5.3 how to bound the joint probability that both are large. In
the other case we study the conditional probability that the shape of a large typical cell deviates
considerably from the shape of an extremal body and are in a situation that is close to [13].
We will argue along those lines. The techniques used there require additional notation that we
introduce next.
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For u ∈ Sd−1 let hK(u) ∶=max{⟨x,u⟩ ∶ x ∈K} be the support function of K. Define
Φ(K) ∶= 1
d
∫
Sd−1
hK(u)d σ(du),
where we recall that σ is the uniform distribution on the unit sphere Sd−1 in Rd. For x, y ∈
R
d, x ≠ y, letHx(y) denote the mid hyperplane between x and y andHx(y)− the closed halfspace
bounded by Hx(y) that contains y. If y is the origin, we simply write Hx and H−x , respectively.
Let S(K) ∶= {y ∈ Rd ∶ H2y ∩K ≠ ∅}. We have that
dκdΦ(K) = Ld(S(K)), K ∈ Kdo , (5.3)
(cf. [14], page 5). There is a constant τ > 0 such that Φ and Σ satisfy the isoperimetric inequality
τΣ(K)d/k ≤ Φ(K), K ∈ Kdo , (5.4)
(cf. [13], (4)). Every K ∈ Kdo for which equality holds in (5.4) is called extremal body in the sequel.
For example, in the case Σ = Ld these are exactly all bodies K ∈ Kdo with S(K) = K, i.e. all
d-dimensional balls with center o.
The deviation of a body K ∈ Kdo from an extremal body is measured by a non-negative,
continuous, 0-homogeneous functional ϑ ∶ Kdo → [0,∞) with the property that ϑ(K) = 0 holds
for K ∈ Kdo with Σ(K) > 0 if and only if K is an extremal body. We call ϑ deviation functional.
To strengthen the inequality (5.4) we introduce the notion of a stability function for Σ and
ϑ. This is a continuous function f ∶ [0,1) → [0,1) such that f(0) = 0, f(ε) > 0 for ε > 0 and
Φ(K) ≥ (1 + f(ε))τΣ(K)d/k for all K ∈ Kdo with ϑ(K) ≥ ε. (5.5)
It was shown in [13] that stability functions exist.
For K ∈ Kdo let ro(K) be the radius of the smallest ball with center o containing K (centered
circumradius) and ρo(K) be the radius of the largest ball with center o contained in K (centered
inradius). We assume that there are a ∈ (0,1) and ε > 0 such that
ρo(K)
ro(K) > a for all K ∈ Kdo with ϑ(K) < ε. (5.6)
There is a rich class of size functionals for which (5.6) holds. In the following we discuss two
examples of Σ and give possible choices of ϑ and a.
Example 5.1. (Centered Inradius) Let Σ(K) ∶= ρ(K), K ∈ Kdo . Then the isoperimetric
inequality (5.4) reads
1
d
ρo(K)d ≤ Φ(K), K ∈ Kdo , (5.7)
where equality holds if and only if K is a d-dimensional ball with center o. We choose the
deviation functional
ϑ(K) ∶= ro(K) − ρo(K)
ro(K) + ρo(K)
Let ε > 0 be arbitrary. If ϑ(K) < ε we have that ρo(K)
ro(K) > 1−ε1+ε and (5.6) is satisfied with a ∶= 1−ε1+ε . In
[5] the asymptotic distribution of the maximum inball radius of a cell in the stationary Poisson-
Voronoi mosaic was deduced. We will give a process-valued generalization of this result where we
consider the asymptotics of an increasing observation window instead of an increasing intensity.
◻
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Example 5.2. (Intrinsic volumes) Let k ∈ [d] and Σ(K) ∶= Vk(K), K ∈ Kdo , be the kth
intrinsic volume of K. The sizes Vk(K), k ∈ [d], can be defined by the Steiner formula
Vd(K + εBd) = d∑
k=0
εd−k(d
k
)Vk(K), ε ≥ 0,
where Bd is the unit ball. In particular, dVd−1 is the surface area and 2V1/κd is the mean width.
From (15) in [13] we have that
1
d
⎛⎝ κd−k(d
k
)κd
⎞⎠
d/k
Vk(K)d/k ≤ Φ(K).
As above, the extremal bodies are precisely the d-dimensional balls with center o. Hence, ϑ and
a can be chosen as above. ◻
Let K ∈ Kdo with ϑ(K) < ε satisfying (5.6). By monotonicity and k-homogeneity of Σ and
σ(Sd−1) = 1, we find that
Σ(K) ≤ Σ(ro(K)Bd) ≤ ro(K)kτ−k/dΦ(Bd)k/d < ( κd
adτ
)k/d ρo(K)k. (5.8)
The following lemma is a first step towards a Poisson process approximation result for ξt from
(5.1). The lemma gives an upper bound for the probability that two cells in the Poisson-Voronoi
mosaic with a shape close to an extremal body are both large.
Lemma 5.3. Let x, y ∈ Rd and η be a stationary Poisson process with intensity γ > 0. Let Σ
be a size functional and ϑ be a deviation functional and assume that (5.6) is satisfied for some
a ∈ (0,1) and ε > 0. Then we have for all v > 0,
P (Σ(x, ηx,y) > v, Σ(y, ηx,y) > v, ϑ(x, ηx,y) < ε, ϑ(y, ηx,y) < ε)
≤ P (Σ(o, ηo) > v) exp(−γadτ (1 − arccos
√
1 − a2
π
) vd/k) . (5.9)
Proof. Let x, y ∈ Rd, ε > 0 and a ∈ (0,1) such that (5.6) holds and define
A ∶= {w ∈ Rd ∶ ⟨w − y, y − x⟩∣w − y∣ ∣y − x∣ ≤
√
1 − a2} .
In a first step we prove that
{µ ∈N ∶ Σ(x,µx,y) > v, ϑ(x,µx,y) < ε} ∈NA. (5.10)
For this purpose we define the Voronoi flower
Tx ∶N→ F , µ ↦ ⋃
z∈C(x,µx)
B(z, ∣z − x∣).
By [4], Lemma 5.1, Tx is a stopping set. We have that
C(x,µx) = C(x, (µx)Tx(µ) + χTx(µ)c) for all µ,χ ∈N.
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Hence, to prove (5.10) it suffices to show that Σ(x,µx,y) > v and ϑ(x,µx,y) < ε imply that
Tx(µy) ⊂ A. By definition of the Voronoi mosaic, C(x,µx,y) ⊂Hy(x)− and therefore ρo(x,µx,y) ≤∣x−y∣
2
. By (5.6) this implies that ro(x,µx,y) ≤ ∣x−y∣2a for ϑ(x,µx,y) < ε. Hence,
C(x,µx,y) ⊂Hy(x)− ∩B(x, ∣x − y∣
2a
).
Define Z as the set of all points z ∈ Rd that have distance ∣x−y∣
2a
from x and y. We have that
Tx(µy) ⊂ ⋃
z∈Z
{w ∈ Rd ∶ ⟨w − z, y − z⟩ ≤ ∣y − z∣2}. (5.11)
Let w ∈ Tx(µy) with ⟨w − y, y − x⟩ > 0 and z ∈ Z such that ⟨w − z, y − z⟩ ≤ ∣y − z∣2. Denote the
2-dimensional plane containing x, y, z by E and recall that for v ∈ Rd we denote the projection
of v onto E by vE . It is an elementary fact from planar geometry that
arccos
⟨y − x,wE − y⟩∣y − x∣∣wE − y∣ + arccos ⟨w
E − y, z − y⟩∣wE − y∣∣z − y∣ + arccos ⟨z − y,x − y⟩∣z − y∣∣x − y∣ = π, (5.12)
arccos
⟨y − z, x+y
2
− z⟩∣y − z∣∣x+y
2
− z∣ + arccos ⟨x − y, z −
x+y
2
⟩∣x − y∣∣z − x+y
2
∣ + arccos ⟨z − y,x − y⟩∣z − y∣∣x − y∣ = π. (5.13)
From the definition of E and (5.11) we find that
⟨wE − y, z − y⟩ = ⟨w − y, z − y⟩ = ∣z − y∣2 − ⟨w − z, y − z⟩ ≥ 0. (5.14)
Since ⟨x − y, z − x+y
2
⟩ = 0 by the definition of Z, we obtain from (5.12), (5.13), (5.14) and
monotonicity of the cosine in the interval [0, π] that
arccos
⟨y − x,wE − y⟩∣y − x∣∣wE − y∣ ≥ arccos ⟨y − z,
x+y
2
− z⟩∣y − z∣∣x+y
2
− z∣ .
Since ⟨y − x,wE − y⟩ = ⟨y − x,w − y⟩ and ∣wE − y∣ ≤ ∣w − y∣ this yields
⟨y − x,w − y⟩∣y − x∣∣w − y∣ ≤ ⟨y − z,
x+y
2
− z⟩∣y − z∣∣x+y
2
− z∣ = ∣
x+y
2
− z∣∣y − z∣ .
From Pythagoras’ theorem and the definition of Z we find that
∣x + y
2
− z∣ =
¿ÁÁÀ∣y − z∣2 − (∣x − y∣
2
)2 = ∣y − z∣√1 − a2.
This shows that Tx(µy) ⊂ A for Σ(x,µx,y) > v and ϑ(x,µx,y) < ε.
Since the restrictions of η to disjoint sets are stochastically independent Poisson processes,
we obtain from (5.10) and (5.6) the bound
P (Σ(x, ηx,y) > v, Σ(y, ηx,y) > v, ϑ(x, ηx,y) < ε, ϑ(y, ηx,y) < ε)
≤ P (Σ(x, ηx,y) > v, ϑ(x, ηx,y) < ε) P(η (B(y, (adτ/κd)1/d v1/k) ∩Ac) = 0) . (5.15)
Using the bound Ld (B(y, r) ∩Ac) ≥ rdκd (1 − arccos√1−a2π ) for r > 0 and the Poisson property of
η, we obtain that (5.15) is bounded from above by
P (Σ(o, ηo) > v) exp(−γadτ (1 − arccos
√
1 − a2
π
) vd/k) .
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As mentioned above, our proof technique uses an embedding into the framework of an ap-
propriate Poisson hyperplane mosaic. We explain this relation and start to introduce the notion
of the typical cell Z of a Poisson-Voronoi mosaic. Its distribution is given by
P(Z ∈ ⋅) ∶= 1
γ
E∫ 1{x ∈ [0,1]d}1{C(x, η) − x ∈ ⋅}η(dx). (5.16)
We explain now why Z is stochastically equivalent to the zero cell of an appropriate Poisson
hyperplane mosaic and follow thereby [11]. Using the Mecke formula (Theorem 2.1) and the
staionarity of η we rephrase (5.16) by
∫ 1{x ∈ [0,1]d}P(C(x, ηx) − x ∈ ⋅)dx = P(C(o, ηo) ∈ ⋅).
Hence we have that
Z
d= C(o, ηo).
For x ∈ Rd recall that Hx denotes the mid hyperplane between the origin o and x and H−x is the
closed halfspace bounded by Hx that contains the origin. Note that
Z = ⋂
x∈η
H−x . (5.17)
Before we make use of this relation, we define the hyperplane process
η̂ ∶= {Hx ∶ x ∈ η}.
Let Hd denote the Grassmannian space of hyperplanes in Rd (see Section 13.2 in [23] for further
details). For every Borel set A ⊂Hd we have
Eη̂(A) = E ∣{x ∈ η ∶ Hx ∈ A}∣ = γLd ({x ∈ Rd ∶ Hx ∈ A}) . (5.18)
We recall the notation H(u, r) ∶= {y ∈ Rd ∶ ⟨y,u⟩ = r} for u ∈ Sd−1 and r ∈ R. Expressing (5.18)
in polar coordinates, we obtain
Eη̂(A) = 2ddκdγ∬ 1{H(u, r) ∈ A}rd−1 dr σ(du) = 2ddκdγΦ(A),
where we recall that σ is the uniform distribution on the unit sphere Sd−1. This shows that η̂ is
a stationary and isotropic Poisson hyperplane process with intensity
γ̂ ∶= 2ddκdγ (5.19)
(cf. [23], Section 11.3).
Before we state our main result of this section, we show in the following lemma that the
distribution function of Σ(o, ηo) is continuous under P.
Lemma 5.4. Let Σ ∶ Kdo → [0,∞) be continuous. Then the distribution of Σ(o, ηo) is diffuse.
Proof. We show for all v > 0 that
P(Σ(o, ηo) = v) = 0. (5.20)
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Let fd−1(P ) denote the number of facets of a polytope P . For hyperplanes H1, . . . ,Hn ∈ Hd let
P(n) ∶= H−1 ∩ ⋅ ⋅ ⋅ ∩H−n and define for a Borel set B ⊂ Kdo ,
R(B, n) ∶= {(H1, . . . ,Hn) ∈ (Hd)n ∶ P(n) ∈ B, fd−1(P ) = n}, n ≥ d + 1.
Then we have by Lemma 7 in [13],
P(C(o, ηo) ∈ R(B, n)) = γ̂n
n!
∫
R(B,n) exp{−Φ(P(n))γ̂}νnd−1(d(H1, . . . ,Hn)), n ≥ d + 1. (5.21)
Using standard representations for H1, . . . ,Hn we obtain from (5.21) that
P(Σ(o, ηo) = v, fd−1(C(o, ηo)) = n)
= ∫(Sd−1)n ∫[0,∞)n 1{(H(u1, r1), . . . ,H(un, rn)) ∈ R(Σ−1({v}), n)}
× exp{−Φ(H(u1, r1)− ∩⋯∩H(un, rn)−)γ̂}(r1⋯rn)d−1 d(r1, . . . , rn)σn(d(u1, . . . , un)).
(5.22)
We substitute ri = sr̃i, i ∈ [n − 1], rn = s and first carry out the integration with respect to z.
Writing H(ui, r̃i) =Hi we find that
P(Σ(o, ηo) = v, fd−1(C(o, ηo)) = n)
= ∫(Hd)n−1 ∫Sd−1 ∫[0,∞) 1{sk(H1, . . . ,Hn−1,H(u,1)) ∈ R(Σ−1({v}), n)}
× exp{−sdΦ(H−1 ∩⋯∩H−n−1 ∩H(u,1)−)γ̂}sdn−1 dsσ(du)νn−1d−1 (d(H1, . . . ,Hn−1)).
If Σ is continuous, the inner integral is equal to 0 for all n ≥ d+ 1. This shows the assertion.
Theorem 5.5. Let c > 0, Σ, ϑ, f as above and such that condition (5.6) holds for some a ∈ (0,1)
and ε > 0 and let η be a stationary Poisson process with intensity γ > 0. Then there is an
increasing function t ↦ vt > 0 with γtP(Σ(o, ηo) > vt) = c, t > 0, and v−d/kt log t t→∞Ð→ 2ddκdτγ.
Moreover, there exists some b > 0 such that for the process ξt from (5.1) and a Poisson
process ν with intensity measure cL[0,1]d we have that
dTV(t−1/dξt, ν) = O(t−b) for t→∞. (5.23)
As the following remark shows, under the conditions of Theorem 5.5 the random variable
max
x∈η∩Wt
Σ(x, ηx)d/k is in the domain of attraction of a Gumbel distribution.
Remark 5.6. Let c = 1, λ ∈ R and t ↦ vt > 0 be the function from Theorem 5.5. Then we have
that
γtP(Σ(o, ηo) > vteλ) = e−λ, t > 0.
Using v
−d/k
t log t
t→∞
Ð→ 2ddκdτγ and (5.23) we find that there is some function h from [0,∞) to R
with h(t)/ log t→ 0 for t→∞ such that for t →∞,
P(2ddκdτγ max
x∈η∩Wt
Σ(x, ηx)d/k − log t + h(t) ≤ λ) = P( max
x∈η∩Wt
Σ(x, ηx) ≤ vteλ)→ e−e−λ , λ ∈ R.
(5.24)
Since dτ = 1 for the centered inradius Σ = ρo (cf. (5.7)), this result is in agreement with Theorem
1(2a) in [5]. ◻
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Proof. In a first step we show that there is an increasing function t↦ vt > 0 with γtP(Σ(o, ηo) >
vt) = c, t > 0. Since v ↦ P(Σ(o, ηo) > v) is decreasing, the map
t ↦ vt ∶= inf {u > 0 ∶ P(Σ(o, ηo) > u) ≤ c
γt
} (5.25)
is increasing. From Lemma 5.4 we have that the distribution function of Σ(o, ηo) is continuous.
Hence, the infimum in (5.25) is attained and we have that P(Σ(o, ηo) > vt) = cγt , t > 0.
To show the asymptotic behavior of logP(Σ(o, ηo) > vt), we use the representation
logP(Σ(o, ηo) > vt)
v
d/k
t
= log t
v
d/k
t
( log(tP(Σ(o, ηo) > vt))
log t
− 1) . (5.26)
Since P(Σ(o, ηo) > v) > 0 for all v > 0, we find that vt t→∞Ð→ ∞. From Theorem 2 in [13] we obtain
for the constant τ from (5.4) that
logP(Σ(o, ηo) > vt)
v
d/k
t
t→∞
Ð→ −2ddκdτγ.
Since tP(Σ(o, ηo) > vt) = c/γ > 0 it follows from (5.26) that log t
v
d/k
t
t→∞
Ð→ 2ddκdτγ.
To prove (5.23) we apply Theorem 3.3 and start to show that (x,µ) ↦ 1{Σ(x,µx) > vt} is
stabilizing. Let µ ∈N, x ∈ Rd and Ci, 1 ≤ i ≤ I, be a finite collection of infinite open cones in Rd
with angular radius π/6, apex at x and union Rd. Define
Ri(x,µ) ∶ = sup{r > 0 ∶ Ci ∩ θxµ((0, r]) = 0},
R(x,µ) ∶ = 2max
1≤i≤I
Ri(x,µ).
As shown in [20], Section 6.3, we have that
C(x,µx) = C(x, (µx)B(x,2R(x,µ)) + χB(x,2R(x,µ))c), χ ∈N.
Since P(R(x, η) < ∞) = 1 and µ ↦ B(x,R(x,µ)) is a stopping set, R is a stabilisation radius.
By construction we find that
P(R(o, ηo) > r) ≤ 1 − (1 − e−γ(r/2)d/I)I ∼ e−γ(r/2)d/I for r →∞.
Since m = 1 in Theorem 3.3, the term C1 in (3.4) vanishes. Choosing
bt ∶= 2(3Iγ−1 log t)1/d, t > 0,
we find that C3 is given by
E∬ 1{x, y ∈Wt}1{Σ(x, ηx,y) > vt, Σ(y, ηx,y) > vt}1{R(x, ηx,y) > bt}dy dx. (5.27)
Estimating the second indicator in the integrand by 1 and using that R(x,µx,y) ≤ R(x,µx), we
obtain for (5.27) the bound
t2P(R(o, ηo) > bt) = O(t−1) for t →∞. (5.28)
22
For the last summand in (3.4) we find that
∬ (2P(R(x, ηxt ) > bt) + 1{∣x − y∣ ≤ 2bt}) Eξt(dx)Eξt(dy)
≤ Eξt(Wt) (2tP(R(o, ηo) > bt) + Eξt(B(o,2bt))) . (5.29)
This yields
dTV (t−1/d ξt, ν) ≤ C2 +O ( log t
t
) for t→∞, (5.30)
where
C2 = γ2 ∫
Wt
∫
B(x,2bt)
P (Σ(x, ηx,y) > vt, Σ(y, ηx,y) > vt) dy dx.
To estimate C2 we distinguish by the deviation of the cells C(x, ηx,y) and C(y, ηx,y) from an
extremal body. This yields the bound
γ2 ∫
Wt
∫
B(x,2bt)
P (Σ(x, ηx,y) > vt, Σ(y, ηx,y) > vt, ϑ(x, ηx,y) < ε, ϑ(y, ηx,y) < ε) dy dx
+ γ2 ∫
Wt
∫
B(x,2bt)
P (Σ(x, ηx,y) > vt, Σ(y, ηx,y) > vt, ϑ(x, ηx,y) ≥ ε or ϑ(y, ηx,y) ≥ ε) dy dx.
(5.31)
Using Lemma 5.3, the double integral in the first summand is bounded from above by
γ2 κd (2bt)d tP(Σ(0, ηo) > vt) exp(−γad (1 − arccos
√
1 − a2
π
) βd vd/kt ) . (5.32)
By stationarity of η, the second summand in (5.31) is bounded by
2γ2 t ∫
B(o,2bt)
P (Σ(o, ηo,y) > vt, ϑ(o, ηo,y) ≥ ε) dy. (5.33)
To estimate (5.33) further, we proceed as in [13]. Since in (5.33) the Voronoi mosaic is considered
w.r.t. the process ηy in contrast to η, Theorem 1 in [13] is not applicable directly. Instead, we
adapt the arguments from [13] to our situation.
On the compact set {K ∈ Kdo ∶ r(K) = 1} the continuous function Σ attains a positive
maximum, say 1/ck1 . By k-homogeneity of Σ we obtain r(K) ≥ c1 Σ(K)1/k for all K ∈ Kdo . For
K ∈ Kdo we define the relative radius ∆ by ∆(K) ∶= r(K)/c1Σ(K)1/k. Let Bd ∶= B(0,1) and
a ∈ (0,1), ε > 0 from the formulation of the Theorem. For m ≤ m0 ∶= ⌈(ac2Σ(Bd)1/k)−1⌉ we
define
Kt,i(m) ∶= {K ∈ Kdo ∶ Σ(K) ∈ vt 2i(1,2), ϑ(K) ≥ ε, ∆(K) ∈ [m,m + 1)}, t > 0, i ∈ N0.
By Lemma 2 in [13] there exists c2 > 0 such that K ∈ Kt,i(m) implies K ⊂ c2m2i/kv1/kt Bd. Hence,
using that vt ∼ bt for t→∞ and the definition of the Voronoi mosaic, c2 can be chosen such that
with Bi,m ∶= c2m21+i/kv1/kt Bd we have for t > 0 large enough and all i ∈ N0, m ≤m0 and µ ∈N,
B(o,2bt) ⊂ Bi,m, C(o, (µo)Bi,m) = C(o,µo) for C(o, ηo) ∈ Kt,i(m).
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Conditioning on the number of points of η in Bi,m, we find that (5.33) can be rewritten as
2γ2 t
∞
∑
i=0
m0
∑
m=1
∫
B(o,2bt)
P (C(o, ηo,y) ∈ Kt,i(m)) dy
= 2γ2 t
∞
∑
i=0
m0
∑
m=1
∞
∑
n=d
∫
B(o,2bt)
P(η(Bi,m) = n)P (C(o, ηo,y) ∈ Kt,i(m) ∣ η(Bi,m) = n) dy. (5.34)
Given η(Bi,m) = n, the process η∩Bi,m is stochastically equivalent to the process of n indepenent
points, uniformally distributed on Bi,m. Since B(o,2bt) ⊂ Bi,m for t > 0 large enough, we obtain
for (5.34) the estimate
2γ2 t
∞
∑
i=0
m0
∑
m=1
∞
∑
n=d
P(η(Bi,m) = n)(Ld(Bi,m))n
×∫
B(o,2bt)∫Bni,m
1{C(o, δx1 + ⋅ ⋅ ⋅ + δxn + δy + δo) ∈ Kt,i(m)}d(x1, . . . , xn)dy
≤ 2γ2 t
∞
∑
i=0
m0
∑
m=1
∞
∑
n=d
P(η(Bi,m) = n)(Ld(Bi,m))n
× ∫
Bn+1
i,m
1{C(o, δx1 + ⋅ ⋅ ⋅ + δxn+1 + δo) ∈ Kt,i(m)}d(x1, . . . , xn+1). (5.35)
Exploiting the relation γ Ld(Bi,m)P(η(Bi,m) = n) = (n + 1)P(η(Bi,m) = n + 1), n ∈ N, using
an index shift in the inner sum and stochastic equivalence of the binomial process and the
conditioned Poisson process, (5.35) is given by
2γ t
∞
∑
i=0
m0
∑
m=1
∞
∑
n=d
(n + 1) P(η(Bi,m) = n + 1)(Ld(Bi,m))n+1
× ∫
Bn+1
i,m
1{C(o, δx1 + ⋅ ⋅ ⋅ + δxn+1 + δo) ∈ Kt,i(m)}d(x1, . . . , xn+1)
= 2γ t
∞
∑
i=0
m0
∑
m=1
∞
∑
n=d+1
n
P(η(Bi,m) = n)(Ld(Bi,m))n ∫Bni,m 1{C(o, δx1 + ⋅ ⋅ ⋅ + δxn + δo) ∈ Kt,i(m)}d(x1, . . . , xn)
= 2γ t
∞
∑
i=0
m0
∑
m=1
∞
∑
n=d+1
nP(C(o, ηo) ∈ Kt,i(m), η(Bi,m) = n). (5.36)
From now on, we argue similarly as in the proof of Lemma 5 in [13]. In a first step we show how
the summand with i = 0 in (5.36) can be bounded. To this end, let B be an extremal body of Σ
with Σ(B) = 1 and set Bt ∶= vtB. For fixed m ∈ N we choose B0,m as above. Let n ≥ d + 1 and
x1, . . . , xn ∈ B0,m with C(o, δx1 + ⋅ ⋅ ⋅ + δxn + δo) ∈ Kt,0(m). By (5.5) we find
Φ(C(o, δx1 + ⋅ ⋅ ⋅ + δxn + δo)) ≥ (1 + f(ε))τΣ(C(o, δx1 + ⋅ ⋅ ⋅ + δxn + δo))d/k
≥ (1 + f(ε))τvd/kt = (1 + f(ε))Φ(Bt). (5.37)
Let α ∶= f(ε)/(2 + f(ε)). For a polytope P ∈ Kdo let f0(P ) denote the number of its vertices
and ext(P ) its vertex set. By Lemma 4 in [13] there is an integer u depending only on α and
d such that the following holds. There is a polytope Q = Q(C(o, δx1 + ⋅ ⋅ ⋅ + δxn + δo)) ∈ Kdo with
ext Q ⊂ ext C(o, δx1 + ⋅ ⋅ ⋅ + δxn + δo), f0(Q) ≤ u and
Φ(Q) ≥ (1 − α)Φ(C(o, δx1 + ⋅ ⋅ ⋅ + δxn + δo)). (5.38)
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From (5.37), (5.38) and the identity (1 − α)(1 + f(ε)) = 1 +α we find that
Φ(Q) ≥ (1 + α)Φ(Bt).
Except for n-tuples of (Ld)n-measure 0 we can assume that all of the vertices of Q have the same
distance to exactly d of the points x1, . . . , xn. Hence, Q is already uniquely determined by at
most du of the points x1, . . . , xn; let j ∈ {d+1, . . . , du} denote the exact number and x1, . . . , xj be
the points determining Q. Then there are subsets J1, . . . , Jf0(Q) ⊂ [j] with ∣Ji∣ = d, i ∈ [f0(Q)],
such that the vertices of Q are given by the centers of the d-balls B(0, xi,1, . . . , xi,d) for Ji ∶={xi,1, . . . , xi,d}, i ∈ [f0(Q)]. For K ∈ Kdo recall the definition S(K) = {y ∈ Rd ∶ H2y ∩K ≠ ∅},
where Hx denotes the mid hyperplane between o and x. For m ≤m0 we obtain that
P(C(o, ηo) ∈ Kt,0(m) ∣ η(B0,m) = n) (Ld(B0,m))n
≤
du
∑
j=d+1
(n
j
)∫
Bn
0,m
1{C(o, δx1 + ⋅ ⋅ ⋅ + δxn + δo) ∈ Kt,0(m)}
× 1{xi ∈ 2S(Q) for i = 1, . . . , j}1{xi ∉ 2S(Q) for i = j + 1, . . . , n}d(x1, . . . , xn)
≤
du
∑
j=d+1
(n
j
) ∑
(J1,...,Ju)
∫
B
j
0,m
∫
B
n−j
0,m
1{Φ(conv n⋃
r=1
⋂
k∈Jr
H−2xk) ≥ (1 + α)Φ(Bt)}
× 1{xi ∉ 2S(conv n⋃
r=1
⋂
k∈Jr
H−2xk) for i = j + 1, . . . , n}d(xj+1, . . . , xn) d(x1, . . . , xj). (5.39)
From (5.3) we find that
∫
B0,m
1{x ∉ 2S(Q)}dx = Ld(B0,m) − 2ddκdΦ(Q).
Hence we find that (5.39) is bounded from above by
du
∑
j=d+1
(n
j
)(j
d
)u [Ld(B0,m) − 2ddκd(1 + α)τvd/kt )]n−j Ld(B0,m)j .
We obtain that
∞
∑
n=d+1
nP(C(o, ηo) ∈ Kt,0(m), η(B0,m) = n)
≤
∞
∑
n=d+1
(γLd(B0,m))n(n − 1)! exp(−γLd(B0,m))
du
∑
j=d+1
(n
j
)(j
d
)u (Ld(B0,m) − 2ddκd(1 + α)τv
d/k
t )n−jLd(B0,m)n−j
=
du
∑
j=d+1
(j
d
)u (γ Ld(B0,m))j
j!
exp(−γLd(B0,m)) ∞∑
n=j
γn−jn(n − j)! (Ld(B0,m) − 2ddκd(1 +α)τvd/kt )
n−j
.
(5.40)
With β ∶= (5+3f(ε))(2+f(ε))(5+f(ε))(2+2f(ε)) < 1 and using that γ̂ = 2ddκdγ (cf. (5.19)) we obtain for (5.40) for t > 0
large enough the upper bound
du
∑
j=d+1
(j
d
)u (γ Ld(B0,m))j
j!
exp(−γLd(B0,m)) ∞∑
n=j
γn−j(n − j)! (Ld(B0,m) − β2ddκd(1 +α)τvd/kt )
n−j
=
du
∑
j=d+1
(j
d
)u (γ Ld(B0,m))j
j!
exp(−βγ̂(1 +α)τvd/kt ). (5.41)
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Since Ld(B0,m) = c2κd2dmdvd/kt for all m ≤ m0 and β(1 + α) > 1 + f(ε)/3, we obtain for t > 0
large enough and constants c3, c4 > 0 the bound
∞
∑
n=d+1
nP (C(0, η0) ∈ Kt,0(m), η(B0,m) = n) ≤ c3 (γmd vd/kt )du exp(−βγ̂(1 + α)τvd/kt )
≤ c4 mdu exp(−(1 + f(ε)/4)γ̂ τ vd/kt ) .
Proceeding analogously to the proof of Lemma 8 in [13], this estimate can be used to find a
bound for the series
m0
∑
m=0
∞
∑
n=d+1
nP(C(0, η + δ0) ∈ Kt,i(m), η(Bi,m) = n)
for general i ∈ N0. As in the proofs of Proposition 7.1 and Theorem 1 in [15], there is some c5 > 0
such that (5.34) is bounded by
c5 t exp(−(1 + f(ε)/8)γ̂ τ vd/kt ) . (5.42)
Using that v
−d/k
t log t
t→∞
Ð→ γ̂τ we find from (5.32) and (5.30) that there is some b > 0 such that
dTV (t−1/d ξt, ν) = O(t−b) for t→∞.
6 Maximal cells in the Poisson-Delaunay mosaic
In this section we consider an application of Theorem 3.3 in the case m = d + 1 and study
cells in the Poisson-Delaunay mosaic that are maximal in a certain sense. First, we introduce
some notation. For a simplex (i.e. d-simplex) S in Rd let z(s) denote the center and r(S) the
radius of its circumsphere. For x = (x1, . . . , xd+1) ∈ (Rd)d+1 in general position (i.e. not all in
a (d − 1)-dimensional affine subspace) let S(x) denote the simplex with vertices xi, i ∈ [d + 1],
B(x) its circumball and ∆ be the space of all simplices S with z(S) = o, equipped with the
Hausdorff metric. Similarly to Section 5, we study large cells and their deviation from an object
that is considered to be extremal in a certain sense. We next adapt the notation to the present
situation. For k > 0 we call Σ ∶ ∆ → [0,∞) size functional if it is continuous, k-homogeneous
and such that Σ attains a maximum on the set of simplices in the unit sphere and Ld/Σ1/k is
bounded. For x ∈ (Rd)d+1 and F ∶∆→ [0,+∞] we use the notation
F (x) ∶= F (S(x) − z(x)).
Let µ ∈N and x ∈ µ(d+1). By definition, the convex hull conv(x) of (the components of) x is
a Delaunay cell (w.r.t. µ) if and only if (µ− δx)(B(x)) = 0. For an increasing function t↦ vt > 0
we consider the process
ξt ∶= 1(d + 1)! ∑
x∈η(d+1)
1{z(x) ∈Wt}1{(η − δx)(B(x)) = 0}1{Σ(x) > vt} δz(x), t > 0. (6.1)
This is the process of all points in Wt that are the center of a Delaunay cell w.r.t. η that is
larger than vt w.r.t. the size functional Σ. Using the multivariate Mecke formula (Theorem 2.1)
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and stationarity of η, we obtain that the intensity measure Eξt of ξt is given by
Eξt(A) = 1(d + 1)!E∫ 1{z(x) ∈ A ∩Wt}1{(η − δx)(B(x)) = 0, Σ(x) > vt}η(d+1)(dx)
= γ
d+1
(d + 1)!E∫ 1{z(x) ∈ A ∩Wt}1{η(B(x)) = 0, Σ(x) > vt}dx
= Ld(A ∩Wt) γd+1(d + 1)!E∫ 1{z(x) ∈ [0,1]d}1{η(B(x)) = 0, Σ(x) > vt}dx, A ∈ Bd.
(6.2)
Our goal in this section is to show that the scaled process t−1/dξt (see (3.3) for its precise
definition) converges for t→∞ to a Poisson process on [0,1]d when Σ and vt are chosen ap-
propriately. Similarly to Section 5, our proof is an application of Theorem 3.3 and relies on a
quantitative bound of the shape of large Poisson-Delaunay cells. We next introduce the termi-
nology that we need to formulate this bound.
Let τ ∶= max{Σ(S) ∶ S ∈∆, r(S) = 1}. Using the k-homogeneity of Σ we obtain
Σ(S) ≤ τr(S)k, S ∈∆. (6.3)
If equality holds in (6.3), we call S ∈ ∆ an extremal simplex. The deviation of a simplex S ∈ ∆
from a regular simplex is measured by a functional ϑ that is defined as follows (cf. [12], p. 4).
Let S ∈∆ and u1, . . . , ud+1 ∈ Sd−1 be such that conv(u1, . . . , ud+1) is a regular simplex and . Then
we define ϑ(S) as the smallest number α > 0 such that there are points v1, . . . , vd+1 ∈ Sd−1 such
that conv(v1, . . . , vd+1) is similar to S and ∣ui − vi∣ ≤ α for i ∈ [d + 1]. Note that ϑ(S) = 0 if and
only if S is a regular simplex.
As in [12] we call f ∶ [0,1) → [0,1) stability function of Σ and ϑ if f(0) = 0, f(ε) > 0 for ε > 0
and
Σ(S) ≤ (1 − f(ε))r(S)kτ for all S ∈∆ with ϑ(S) ≥ ε.
Furthermore, we need the notion of the typical cell Z of a Poisson-Delaunay mosaic. Its
distribution is given by
P(Z ∈ ⋅) ∶= 1
βd(d + 1)!E∫ 1{z(x) ∈ [0,1]d}1{S(x) ∈ ⋅, (η − δx)(B(x)) = 0}η(d+1)(dx), (6.4)
where
βd ∶= 2
d+1π
d−1
2
d2(d + 1)
Γ(d2+1
2
)
Γ(d2
2
)
⎡⎢⎢⎢⎣
Γ (1 + d
2
)
Γ (d+1
2
)
⎤⎥⎥⎥⎦
d
γ
is the expected number of centers of cells of the Delaunay mosaic w.r.t. a Poisson process with
intensity γ (cf. [23], p. 450 and (10.31)) and Γ denotes the Gamma function. The notion of the
typical cell allows us to rewrite the intensity measure of ξt as
Eξt(A) = βdLd(A ∩Wt)P(Σ(Z) > vt). (6.5)
Let Σ, ϑ and f be as above and a, ε > 0. It was shown in Theorem 1 in [12] that there is a
constant c0 > 0 depending only on Σ, ϑ, f and d such that
P(ϑ(Z) ≥ ε ∣ Σ(Z) ≥ a) ≤ C exp(−c0f(ε)ad/kγ), (6.6)
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where C > 0 depends only on d, ε, Σ, ϑ, f .
In the following examples we discuss possible choices of stability functions for different size
functionals.
Example 6.1. (Volume) For the volume Σ = Ld it was shown in [11] that the extremal simplices
are regular and that there is a constant c1 > 0 only depending on d such that for every ε ∈ [0,1]
we have that
Ld(S) ≤ (1 − c1ε2)r(S)dτ for all S ∈∆ with ϑ(S) > ε.
Hence, a stability function is given by f(ε) = c1ε2. Note that in dimension d = 2 the distribution
of the volume of the typical cell in the Poisson-Delaunay mosaic is known explicitly from [22]
and we have that
P(L2(Z) > v) = 8π
9 ∫
∞
v
uK21/6 ( 2πu
3
√
3
) du, v > 0,
where K1/6(u) is the modified Bessel function of order 1/6. ◻
Example 6.2. (Inradius) In case of the inradius ρ the extremal simplices are also given by
the regular simplices. In was shown in [12] that for the constant c1 from the preceeding example
and ε ∈ [0,1] it holds that
ρ(S) ≤ (1 − c1ε2/d)r(S)τ for all S ∈∆ with ϑ(S) > ε.
Hence, a stability function is given by f(ε) = c1ε2/d. ◻
Before stating our main theorem of the section, we need the following lemma.
Lemma 6.3. Let Σ ∶∆ → [0,∞) be continuous. Then the distribution of Σ(Z) is diffuse.
Proof. It is to show that P(Σ(Z) = v) = 0 for all v > 0. From (6.4), the Mecke formula and
Theorem 2.5 we find that
P(Σ(Z) = v) = γd+1(dκd)d+1
βd(d + 1) ∬ 1{Σ(u) = v/rk}e−γκdr
d
rd
2−1 ∆d(u)dr σd+1(du).
If Σ is continuous, the inner integral equals 0 and the claim follows.
For y1, . . . , yd ∈ Rd in general position denote the hyperplane containing all of them by
L(y1, . . . , yd) and recall that fora hyperplane H in Rd and z ∈ Rd ∖ H we denote the closed
halfspace that is bounded by H and contains z by H+z . From the definition of the deviation
functional ϑ we find some ε > 0 such that for all x = (x1, . . . , xd+1) ∈ (Rd)d+1 in general position
with ϑ(x) < ε we have that
Ld(B(x) ∖L(x1, . . . , xd)+xd+1) ≤ κdd + 1r(x)d. (6.7)
Note that (6.7) implies that z(x) ∈ S(x).
Lemma 6.4. Let ℓ ∈ [d + 1], u ∈ (Rd)d+1−ℓ, x ∈ (Rd)ℓ, y ∈ (Rd)ℓ such that (x,u) and (y,u) are
in general position and ε > 0 from (6.7) such that ϑ(x,u) < ε, r(x,u) ≤ r(y,u) and x ∈ B(y,u)c.
Then we have that
Ld(B(x,u) ∩B(y,u)) ≤ 2κd
d + 1
r(y,u)d.
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Proof. Let u, x, y and ε be as in the statement of the lemma. In a first step we argue that
z(y,u) ∈ S(x,u)c. Assume the opposite. Since
S(x,u) ⊂ ℓ⋃
i=1
B(xi, r(x,u)) ∪ d+1−ℓ⋃
i=1
B(ui, r(x,u)),
and r(x,u) ≤ r(y,u) we would find some i ∈ [ℓ] such that xi ∈ B(y,u) which contradicts the
assumption that x ∈ B(y,u)c.
Since z(x,u) ∈ S(x,u), there are ℓ − 1 points out of x1, . . . , xℓ, say x1, . . . , xℓ−1, such that
the hyperplane L that contains x1, . . . , xℓ−1, u1, . . . , ud+1−ℓ separates z(x,u) and z(y,u). Since
r(x,u) ≤ r(y,u) we find from (6.7) that
Ld(B(x,u) ∩B(y,u)) ≤ Ld(B(x,u) ∩L+z(y,u)) +Ld(B(y,u) ∩L+z(x,u)) ≤ 2κdd + 1r(y,u)d.
Now we are in a position to the state the main thoerem of this section. It is the analogue to
Theorem 5.5 for the Poisson-Delaunay mosaic.
Theorem 6.5. Let c > 0, Σ, ϑ, f as above and such that the extremal simplices are precisely the
regular simplices and let η be a stationary Poisson process with intensity γ > 0. Then there is an
increasing function t ↦ vt > 0 such that tβd P(Σ(Z) > vt) = c, t > 0, and v−d/kt log t t→∞Ð→ κdτ−d/kγ.
Moreover, there is some b > 0 such that for the process ξt from (6.1) and a Poisson process
ν with intensity measure cL[0,1]d we have that
dTV (t−1/dξt, ν) = O(t−b) for t→∞. (6.8)
Similarly to Remark 5.6, Theorem 6.5 allows us to deduce the following extreme value state-
ment for maximal cells in the Poisson-Delaunay mosaic.
Remark 6.6. Let c = 1, λ ∈ R and t↦ vt be the function from Theorem 6.5. Then we have that
tβdP(Σ(Z) > vteλ) = e−λ, t > 0.
Using that v
−d/k
t log t
t→∞
Ð→ κdτ
−d/kγ we find from (6.8) that there is some function h from [0,∞)
to R with h(t)/ log t → 0 for t→∞ such that for t →∞,
P(γκdτ−d/k max
x∈η(d+1) ∶z(x)∈Wt,(η−δx)(S(x))=0
Σ(x)d/k − log t + h(t) ≤ λ) = P( max
x∈η(d+1) ∶z(x)∈Wt,(η−δx)(S(x))=0
Σ(x)d/k ≤ vteλ)→ e−e−λ .
(6.9)
Since τ = 3
√
3
4
for Σ = L2, this result is in agreement with Proposition 6 in [6]. ◻
Proof. The existence of a function t ↦ vt > 0 with tβd P(Σ(Z) > vt) = c, t > 0, can be seen as
follows. Since v ↦ P(Σ(Z) > v) is decreasing, the function
t↦ vt ∶= inf{u > 0 ∶ tβdP(Σ(Z) > u) ≤ c} (6.10)
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is increasing. By Lemma 6.3, the distribution function of Σ(Z) under P is continuous. Hence,
the infimum in (6.10) is attained and we have that tβdP(Σ(Z) > vt) = c. To prove the asymptotic
behavior of vt for t→∞, we consider the relation
logP(Σ(Z) > vt)
v
d/k
t
= log t
v
d/k
t
( log(tP(Σ(Z) > vt))
log t
− 1) .
From (6.4) we conclude that P(Σ(Z) > v) > 0 for all v > 0 and hence vt t→∞Ð→ ∞. From Theorem 2
in [12] we obtain that v
−d/k
t logP(Σ(Z) > vt) t→∞Ð→ −κdτ−d/kγ for the constant τ from (5.4). Since
tβd P(Σ(Z) > vt) = c for all t > 0 we have that v−d/kt log t t→∞Ð→ κdτ−d/kγ.
To prove (6.8) we apply Theorem 3.3. Thereby we choose
gt(x, µ) = 1{(µ − δx)(B(x)) = 0, Σ(x) > vt}, t > 0.
To show that gt is stabilizing we choose for z ∈ Rd and µ ∈ N the stabilization radius R(z,µ) =
Rt(z,µ) ∶= ∣z(x) − x1∣ if there is a unique (d + 1)-tuple x ∈ µ(d+1) (up to permutations of the
components of x) such that z(x) = z and R(z,µ) ∶=∞, otherwise. Using Theorem 3.3 with
bt ∶= (3γ−1κ−1d log t)1/d, t > 0, (6.11)
we find that
∬ (2P(Rt(z, ηzt ) > bt(z)) + 1{∣w − z∣ ≤ 2bt}) Eξt(dw)Eξt(dz)
≤ 2Eξt(Wt)(d + 1)! E∫ 1{(η − δx)(B(x)) = 0, r(x) > bt, z(x) ∈Wt}η(d+1)(dx)
+Eξt(Wt)βdLd(B(o,2bt))P(Σ(Z) > vt). (6.12)
Let a > 0, b > 0 and k ∈ N. Using the substitution r = (s/b)1/d followed by the inequality
∫ ∞a e−ssk−1ds ≤ k!e−aak−1 that holds for a ≥ 1 (and can be obtained via integrating by parts) we
find the relation
∫
∞
a
e−br
d
rkd−1dr = 1
bkd
∫
∞
bad
e−ssk−1 ds ≤ k!
bd
e−ba
d
ad(k−1) for bad ≥ 1. (6.13)
Applying the Mecke formula (Theorem 2.1) and Theorem 2.5 to (6.12) yields for t > 0 large
enough
Eξt(Wt)( 2γd+1(d + 1)!E∫ 1{η(B(x)) = 0, r(x) > bt, z(x) ∈Wt}dx + βdκd2dbdtP(Σ(Z) > vt))
= Eξt(Wt)⎛⎜⎜⎝
2t(γdκd)d+1
d + 1
∞
∫
bt
∫
(Sd−1)d+1
e−γκdr
d
rd
2−1∆d(u)σd+1(du)dr + βdκd2dbdtP(Σ(Z) > vt)
⎞⎟⎟⎠ ,
(6.14)
where we recall from Section 2 that ∆d(u) is the volume of S(u). Using that
∫(Sd−1)d+1 ∆d(u)σd+1(du) = βd(d + 1)ddκdγ(d − 1)! (6.15)
30
and applying (6.13) with a = bt, b = γκd and k = d to (6.14) we obtain
Eξt(Wt)(2tβdγdκddd(d − 1)! ∫
∞
bt
e−γκdr
d
rd
2−1 dr + βdκd2
dbdtP(Σ(Z) > vt))
≤ Eξt(Wt)(2βdγd−1κd−1d d
t2
+ βd2
d3γ−1(log t)P(Σ(Z) > vt)) .
Hence we obtain from Theorem 3.3 the estimate
dTV (t−1/dξt, ν) ≤ C1 +C2 +C3 +O ( log t
t
) for t →∞, (6.16)
where C1,C2,C3 are given in the statement of Theorem 3.3. Distinguishing by the sign of the
difference of r(x,u) and r(y,u) and using the symmetry in x and y, we observe that C1 is
bounded by
2
d
∑
ℓ=1
γ2d+2−ℓ(d + 1)!(d + 1 − ℓ)!∭ 1{u ∈ (Rd)d+1−ℓ}1{x ∈ (Rd)ℓ}1{y ∈ (Rd)ℓ}e−γLd(B(x,u)∪B(y,u))
× 1{Σ(x,u) > vt, Σ(y,u) > vt}1{r(x,u) ≤ r(y,u)}1{z(x,u) ∈Wt, z(y,u) ∈Wt}
× 1{y ∈ B(x,u)c, x ∈ B(y,u)c}dydudx. (6.17)
To bound (6.17) further we use Theorem 2.7. Therein let ru be the radius of the (d − ℓ)-
dimensional sphere that contains (the components of) u, let Lu be the (d − ℓ)−dimensional
linear subspace that contains this sphere (after shifting its center to the origin) and let L⊥
u
be
the corresponding orthogonal complement in Rd. We recall from Section 2 that for x ∈ Rd and a
subspace L we denote by xL ∈ L the projection of x onto L, σL denotes the uniform distribution
on the unit sphere SL in L and ∆ℓ(x) the ℓ-dimensional Lebesgue measure of the ℓ-simplex with
vertices x. Using Theorem 2.7 allows us to substitute y = z(u)+√r2 − r2
u
z+rw for some z ∈ SL⊥u
and w ∈ (Sd−1)ℓ. For (6.17) we obtain the expression
d
∑
ℓ=1
2γ2d+2−ℓℓ!(d + 1)!(d + 1 − ℓ)! ∫ ⋯∫ 1{u ∈ (Rd)d+1−ℓ}1{x ∈ (Rd)ℓ}e−γLd(B(x,u)∪B(z(u)+
√
r2−r2
u
z+rw,u))
× 1{Σ(x,u) > vt, Σ(z(u) +√r2 − r2uz + rw,u) > vt}1{r(x,u) ≤ r}
× 1{z(x,u) ∈Wt, z(u) +√r2 − r2uz ∈Wt}
× 1{z(u) +√r2 − r2
u
z + rw ∈ B(x,u)c, x ∈ B(z(u) +√r2 − r2
u
z + rw,u)c}
× rℓ(d−1)+1(r2 − r2
u
) ℓ−22 ∆ℓ ⎛⎝−
√
r2 − r2
u
r
z,wLu
⎞⎠ σℓ(dw)σL⊥u(dz)dr dudx. (6.18)
Let ε > 0 from (6.7). To bound (6.18) we note that for r(x,u) ≤ r and ϑ(x) < ε it holds by
Lemma 6.4 with ad ∶= 2d+1 that
Ld (B(x,u) ∩B (z(u) +√r2 − r2uz + rw,u)) ≤ adκdrd. (6.19)
Using (6.19) and the trivial estimates (r2 − r2
u
)(ℓ−2)/2 ≤ rℓ−2 and ∆ℓ(−
√
r2 − r2
u
r
z,wLu) ≤ κℓ and
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distinguishing by the deviation of S(x,u) from a regular simplex, we obtain for (6.18) the bound
d
∑
ℓ=1
2κℓγ
2d+2−ℓℓ!(d + 1)!(d + 1 − ℓ)!∬ 1{x ∈ (Rd)d+1}1{r > r(x)}e−γ κd r(x)d 1{Σ(x) > vt}1{z(x) ∈Wt}
× e−γ (1−ad)κd rd rℓd−1 dr dx (6.20)
+
d
∑
ℓ=1
2κℓγ
2d+2−ℓℓ!(d + 1)!(d + 1 − ℓ)!∬ 1{x ∈ (Rd)d+1}1{r > r(x)}1{ϑ(x) ≥ ε}1{Σ(x) > vt}1{z(x) ∈Wt}
× e−γ κd r
d
rℓd−1 dr dx. (6.21)
Applying (6.13) with a = r(x), b = γκd and k = ℓ in the inner integral in (6.20) yields for
t > 0 large enough the bound
d
∑
ℓ=1
2κℓγ
2d+1−ℓ(ℓ!)2
dκd(d + 1)!(d + 1 − ℓ)! ∫ e−γ κd r(x)
d
1{Σ(x) > vt}1{z(x) ∈Wt}
× r(x)d(ℓ−1) e−γ (1−ad)κd r(x)d dx. (6.22)
By (6.3) we have that r(x) > (τ−1vt)1/k for Σ(x) > vt. Exploiting that s↦ sd(ℓ−1)e−γ(1−αd)κdsd is
decreasing for s > 0 large enough and using the representation in (6.4) we obtain for (6.22) the
bound
tβdP(Σ(Z) > vt) d∑
ℓ=1
2κℓγ
d−ℓ(ℓ!)2
dκd(d + 1 − ℓ)!(τ−1vt)d(ℓ−1)/k e−γ(1−ad)κd τ
−d/k v
d/k
t . (6.23)
Now we estimate the second summand (6.21). Using (6.13) with a = r(x), b = γκd and k = ℓ and
distinguishing by the sign of the difference of r(x) and rt ∶= v1/kt (τ−d/k + c0 f(ε)/κd)1/d, we find
for (6.21) for t > 0 large enough the bound
d
∑
ℓ=1
2κℓγ
2d+1−ℓ(ℓ!)2
dκd(d + 1)!(d + 1 − ℓ)! ∫ 1{r(x) ≤ rt}1{ϑ(x) > ε}1{Σ(x) > vt}1{z(x) ∈Wt}
× e−γ κd r(x)d r(x)d(ℓ−1) dx
+
d
∑
ℓ=1
2κℓγ
2d+1−ℓ(ℓ!)2
dκd(d + 1)!(d + 1 − ℓ)! ∫ 1{r(x) > rt}1{z(x) ∈Wt}e−γ κd r(x)
d
r(x)d(ℓ−1) dx. (6.24)
With the representation from in (6.4) and the bound in (6.6) we obtain for the first summand
in (6.24) the upper bound
tβdP(Σ(Z) > vt)P(ϑ(Z) ≥ ε ∣ Σ(Z) > vt) d∑
ℓ=1
2κℓγ
d−ℓ(ℓ!)2
dκd(d + 1 − ℓ)!rd(ℓ−1)t
≤ tβdP(Σ(Z) > vt) d∑
ℓ=1
2Cκℓγ
d−ℓ(ℓ!)2
dκd(d + 1 − ℓ)!rd(ℓ−1)t e−γc0f(ε)v
d/k
t .
The second summand in (6.24) can be estimated using the classical Blaschke-Petkantschin for-
mula for spheres (Theorem 2.5) and (6.15). Therewith we obtain the bound
t
d
∑
ℓ=1
2κℓγ
2d−ℓ(ℓ!)2βdκd−1d(d + 1 − ℓ)!(d − 1)! ∫
∞
rt
e−γ κd r
d
rd(d+ℓ−1)−1 dr. (6.25)
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Applying (6.13) with a = rt, b = γκd and k = d+ ℓ− 1 we can rewrite (6.25) for t > 0 large enough
as
t
d
∑
ℓ=1
2κℓγ
2d−ℓ−1(ℓ!)2βdκd−2d
d!
r
d(d+ℓ−2)
t e
−γκdr
d
t . (6.26)
This leads to the estimate
C1 = O (vd(d−1)/kt e−γκd(1−ad) τ−d/k vd/kt + (1 + t vd(d−1)/kt e−γκd τ−d/k vd/kt )vd(d−1)/kt e−γ c0 f(ε)vd/kt )
(6.27)
for t→∞. The term C2 is bounded by
2γ2d+2((d + 1)!)2 ∬ e−γLd(B(x)∪B(y)) 1{Σ(x) > vt, Σ(y) > vt}1{z(x) ∈Wt, z(y) ∈Wt}
× 1{r(x) ≤ r(y)}1{∣z(x) − z(y)∣ ≤ 2bt}1{y ∈ B(x)c, x ∈ B(y)c}dydx. (6.28)
Using Lemma 6.4 and distinguishing by the deviation of S(x) from a regular simplex, we find
for (6.28) the bound
2γ2d+2((d + 1)!)2 ∬ e−γ κd r(x)d e−γ (1−ad)κd r(y)d 1{Σ(x) > vt, Σ(y) > vt}1{z(x) ∈Wt}
× 1{∣z(x) − z(y)∣ ≤ 2bt}1{r(x) ≤ r(y)}dydx (6.29)
+
2γ2d+2((d + 1)!)2 ∬ 1{ϑ(x) ≥ ε}e−γ κd r(y)d 1{Σ(x) > vt, Σ(y) > vt}1{z(x) ∈Wt}
× 1{∣z(x) − z(y)∣ ≤ 2bt}1{r(x) ≤ r(y)}dydx. (6.30)
Applying Theorem 2.5 to the inner integral in (6.29) and using (6.15) we obtain the bound
2d+1bdtβdκ
d+1
d γ
2d+1
(d + 1)!(d − 1)! ∬
∞
r(x) e
−γ κd r(x)d 1{Σ(x) > vt}1{z(x) ∈Wt}e−γ (1−ad)κd rd rd2−1 dr dx.
(6.31)
Applying (6.13) with a = r(x), b = γ(1 − ad)κd and k = d to the inner integral yields by (6.3) for
t > 0 large enough the upper bound
t
2d+1bdt β
2
dκ
d
dγ
d−1d(1 − ad) P(Σ(Z) > vt)τ−d(d−1)/k vd(d−1)/kt e−γ (1−ad)κd τ
−d/k v
d/k
t . (6.32)
For (6.30) we obtain by Theorem 2.5 and (6.13) with a = r(x), b = γκd and k = d for t > 0 large
enough the bound
2d+1bdt βdκ
d+1
d γ
2d+1
(d + 1)!(d − 1)! ∬
∞
r(x) e
−γ κd r
d
1{ϑ(x) ≥ ε}1{Σ(x) > vt}1{z(x) ∈Wt} rd2−1 dr dx
≤ 2
d+1bdt βdκ
d
dγ
2dd(d + 1)! ∫ e−γκdr(x)d 1{ϑ(x) ≥ ε}1{Σ(x) > vt}1{z(x) ∈Wt} r(x)d(d−1) dx. (6.33)
To bound (6.33) further we distinguish by the value of r(x). With analogous considerations as
in (6.24) with the choice ℓ = d we find from (6.26) for (6.33) the upper bound
O (t v2d(d−1)/kt e−γκd τ−d/k vd/kt e−γ c0 f(ε)vd/kt ) for t→∞.
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This yields the estimate
C2 = O (vd(d−1)/kt e−γκd (1−ad) τ−d/k vd/kt + t v2d(d−1)/kt e−γκd τ−d/k vd/kt e−γ c0 f(ε)vd/kt ) for t →∞.
(6.34)
The term C3 is bounded by
2γ2d+2((d + 1)!)2 ∬ e−γLd(B(x)∪B(y)) 1{Σ(x) > vt, Σ(y) > vt}1{z(x) ∈Wt, z(y) ∈Wt}1{r(x) > bt}
× 1{r(x) ≥ r(y)}1{y ∈ B(x)c, x ∈ B(y)c}dydx. (6.35)
We distinguish by the value of r(y) and estimate (6.35) by the sum
2γ2d+2((d + 1)!)2 ∬ e−γLd(B(x)∪B(y)) 1{z(x) ∈Wt, z(y) ∈Wt}1{r(x) > bt}1{r(y) > bt}
× 1{r(x) ≥ r(y)}1{y ∈ B(x)c, x ∈ B(y)c}dydx (6.36)
+
2γ2d+2((d + 1)!)2 ∬ e−γLd(B(x)∪B(y)) 1{z(x) ∈Wt, z(y) ∈Wt}1{r(x) > bt}1{r(y) ≤ bt}
× 1{r(x) ≥ r(y)}1{y ∈ B(x)c, x ∈ B(y)c}dydx. (6.37)
Using Theorem 2.5 with (6.15), (6.36) can be rewritten as
t
2γ2d+1βdκ
d
dd(d + 1)!(d − 1)!∬
∞
r(y) 1{z(y) ∈Wt}1{r(y) > bt}e−γ κd rd rd2−1 dr dy. (6.38)
Applying (6.13) with a = r(y), b = γκd and k = d and Theorem 2.5 again we observe that (6.38)
is bounded for t > 0 large enough by
t
2γ2dβdκ
d−1
d d(d + 1)! ∫ 1{z(y) ∈Wt}1{r(y) > bt}e−γκdr(y)dr(y)d(d−1) dy
= t2 2γ
2d−1β2dκ
2d−1
d d
2
(d − 1)! ∫
∞
bt
e−γκdr
d
t r2d
2−d−1 dr. (6.39)
Applying (6.13) with a = bt, b = γκd and k = 2d − 1 to (6.39) yields the bound
t2
2γ2d−2β2dκ
2d−2
d d(2d − 1)!(d − 1)! e−γκdbdt b2d(d−1)t . (6.40)
Analogously to (6.38), the second summand (6.37) can be rewritten as
t
2γ2d+1βdκ
d
dd(d + 1)!(d − 1)!∬
bt
0
1{z(x) ∈Wt}1{r(x) > bt}e−γ κd r(x)d rd2−1 dr dx
= tbd2t
2γ2d+1βdκ
d
d(d + 1)!d! ∫ 1{z(x) ∈Wt}1{r(x) > bt}e−γ κd r(x)ddx. (6.41)
Applying Theorem 2.5 and (6.13) with a = bt, b = γκd and k = d to (6.41) yields for t > 0 large
enough the bound
t2bd
2
t 2γ
2dβ2dκ
2d
d((d − 1)!)2 ∫
∞
bt
e−γκdr
d
rd
2−1 dr ≤ t2b2d2−dt
2γ2d−1β2dκ
2d−1
d(d − 1)! e−γκdbdt . (6.42)
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Since bt = (3γ−1κ−1d log t)1/d we obtain from (6.40) and (6.42) that
C3 = O ((log t)2d−1
t
) for t→∞. (6.43)
Plugging in (6.27), (6.34) and (6.43) into (6.16) and respecting that v
−d/k
t log t
t→∞
Ð→ κdτ
−d/kγ we
find (6.8).
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