Asymptotic Decay of Besicovitch Almost Periodic Entropy Solutions to
  Anisotropic Degenerate Parabolic-Hyperbolic Equations by Frid, Hermano & Li, Yachun
ar
X
iv
:1
80
6.
05
43
9v
1 
 [m
ath
.A
P]
  1
4 J
un
 20
18
ASYMPTOTIC DECAY OF BESICOVITCH ALMOST PERIODIC
ENTROPY SOLUTIONS TO ANISOTROPIC DEGENERATE
PARABOLIC-HYPERBOLIC EQUATIONS
HERMANO FRID AND YACHUN LI
Abstract. We prove the well-posedness and the asymptotic decay to the
mean value of Besicovitch almost periodic entropy solutions to nonlinear aniso-
tropic degenerate parabolic-hyperbolic equations. After setting up the problem
and its kinetic formulation on the Bohr compact, the main result, that is, the
decay property, ia achieved by devising a suitable adaptation of the technique
introduced by Chen and Perthame (2009) in their proof of the decay of periodic
entropy solutions to the same equations.
1. Introduction
We address the problem of the decay to the mean-value of L∞ Besicovitch al-
most periodic solutions to nonlinear anisotropic degenerate parabolic-hyperbolic
equations. Consider the Cauchy problem
∂tu+∇ · f(u) = ∇2 : A(u), x ∈ Rd, t > 0,(1.1)
u(0, x) = u0, x ∈ Rd,(1.2)
where f = (f1, · · · , fd), A(u) = (Aij(u))di,j=1, with fi(u), Aij(u) : R → R smooth
functions. We denote ∇2 : A(u) := ∑di,j=1 ∂2xixjAij(u). A(u) is a symmetric
matrix such that its derivative A′(u) = A(u) = (aij(u))
d
i,j=1, aij(u) = A
′
ij(u), is a
non-negative matrix. In particular, we may write
(1.3) aij(u) =
d∑
k=1
σik(u)σjk(u),
with σij(u) : R → R smooth functions, that is, (σij(u))dij=1 is the square root of
A(u).
We assume to begin with that u0 ∈ L∞(Rd).
In this paper, we are concerned with the large-time behavior of entropy solutions
of (1.1)-(1.2) with initial function u0 satisfying
(1.4) u0 ∈ L∞(Rd) ∩ BAP(Rd).
Here, BAP(Rd) denotes the space of the Besicovitch almost periodic functions (with
exponent p = 1), which can be defined as the completion of the space of trigono-
metric polynomials, i.e., finite sums
∑
λ aλe
2πiλ·x (i =
√−1 is the purely imaginary
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unity) under the semi-norm
N1(g) := lim sup
R→∞
1
Rd
∫
IR
|g(x)| dx,
where, for R > 0,
IR := {x ∈ Rd : |x|∞ := max
i=1,··· ,d
|xi| ≤ R/2}.
We observe that the semi-norm N1 is indeed a norm over the trigonometric poly-
nomials, so the referred completion through it is a well defined Banach space.
Equivalently, the space BAP(Rd) is also the completion through N1 of the space
of uniform (or Bohr) almost periodic functions, AP(Rd), which is defined as the
closure in the sup-norm of the trigonometric polynomials.
We begin by stating the definition of entropy solution for (1.1)-(1.2), which is
motivated by [10].
Definition 1.1. An entropy solution for (1.1)-(1.2), with u0 ∈ L∞(Rd), is a func-
tion u(t, x) ∈ L∞((0,∞)× Rd) such that
(i) (Regularity) For any R > 0 and any k = 1, · · · , d, we have
(1.5)
d∑
i=1
∂xiβik(u) ∈ L2((0,∞)× IR), for βik(u) =
∫ u
σik(v) dv.
(ii) (Chain Rule) For any function ψ ∈ C(R) and any k = 1, · · · , d, the following
chain rule holds:
(1.6)
d∑
i=1
∂xiβ
ψ
ik(u) = ψ(u)
d∑
i=1
∂xiβik(u) ∈ L2((0,∞)× IR),
for any R > 0 and (βψik)
′ = ψβ′ik.
(iii) (Entropy Inequality) For any convex C2 function η : R → R, and q′(u) =
η′(u)f(u), r′ij(u) = η
′(u)aij(u), we have
(1.7) ∂tη(u) +∇ · q(u)−
d∑
ij=1
∂2xixjrij(u) ≤ −η′′(u)
d∑
k=1
(
d∑
i=1
∂xiβik(u)
)2
.
(iv) (Initial Condition) For any R > 0,
(1.8) lim
t→0+
∫
IR
|u(t, x)− u0(x)| dx = 0,
Remark 1.1. We remark that condition (iii) in the Definition 1.1 implies that for
all k ∈ R we have (cf. [2])
(1.9) ∂t|u(t, x)− k|+∇ · sgn(u(t, x) − k)(f(u)− f(k))
−
d∑
i,j=1
∂2xixj sgn(u(t, x)− k)(Aij(u)−Aij(k))
≤ − lim sup
ε→0
sgn′ε(u− k)
d∑
k=1
(
d∑
i=1
∂xiβik(u)
)2
,
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in the sense of distributions in (0,∞)×Rd, where sgnε(v) is a smooth odd approx-
imation of sgn(v) such as
sgnε(v) =

−1, v < −ε,
sin( π2εv), |v| ≤ ε,
1, v > ε.
Remark 1.2. It is easy to verify that the chain rule (1.6) guarantees, in particular,
that the vector fields ∇ ·A(u), ∇ · (sgn(u− k)(A(u)−A(k))), k ∈ R, and, more
generally, ∇ · R(u), R(u) = (rij(u))di,j=1, r′ij(u) = η′(u)aij(u), for any smooth
entropy η, belong to L2((0,∞)× IR), for any R > 0.
For any g ∈ BAP(Rd), its mean value M(g), defined by
M(g) := lim
R→∞
R−d
∫
IR
g(x) dx,
exists (see, e.g., [3]). The mean value M(g) is also denoted by
∫
Rd
g dx. Also, the
Bohr-Fourier coefficients of g ∈ BAP(Rd)
aλ = M(ge
−2πiλ·x),
are well defined and we have that the spectrum of g, defined by
Sp(g) := {λ ∈ Rd : aλ 6= 0},
is at most countable (see, e.g., [3]). We denote by Gr(g) the smallest additive
subgroup of Rd containing Sp(g). we now state the main result of this paper.
Theorem 1.1. For any u0 ∈ L∞(Rd), there exists a unique weak entropy solution
u(t, x) of (1.1)-(1.2). If u0 satisfies (1.4), then
(1.10) u ∈ C([0,∞),BAP(Rd))
⋂
L∞(Rd+1+ ).
Moreover, if (1.1) satisfies the following non-degeneracy condition, where a(ξ) :=
f ′(ξ) : for any δ > 0,
(1.11) sup
|τ |+|κ|≥δ
∫
|ξ|≤‖u0‖∞
ℓ dξ
ℓ+ |τ + a(ξ) · κ|2 + (κ⊤A(ξ)κ)2 := ωδ(ℓ) →ℓ→0+ 0,
then,
(1.12) lim
t→+∞
M(|u(t, ·)−M(u0)|) = 0.
Remark 1.3. We remark that condition (1.11) is equivalent to the following condi-
tion: for any (τ, κ) ∈ Rd+1 with τ2 + |κ|2 = 1,
(1.13) L1{ξ ∈ R : |ξ| ≤ ‖u0‖∞, τ + a(ξ) · κ = 0, κ⊤A(ξ)κ = 0} = 0.
Indeed, first we see that if (1.13) does not hold, then, for some (τ, κ), with
τ2 + |κ|2 = 1, L1{ξ ∈ R : |ξ| ≤ ‖u0‖∞, τ + a(ξ) · κ = 0, κ⊤A(ξ)κ = 0} > 0.
Therefore, for such (τ, κ), the integrand of the integral in (1.11) equals 1 in a fixed
set of positive measure, for all ℓ > 0. Hence, (1.11) does not hold as well.
Now, assume that (1.13) holds. We first observe that the sup must be assumed
for |τ | + |κ| = δ, since the integrand decreases when |τ | + |κ| increases, which is
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easily seen by writing the integrand in terms of τ¯ = τ/(|τ | + |κ|), κ¯ = κ/(|τ |+ |κ|)
and r = |τ | + |κ|. For (τ, κ, σ) ∈ Sdδ × [0, 1], with Sdδ = {(τ, κ) : |τ |+ |κ| = δ}, let
̟(τ, κ, σ) = L1(S(τ, κ, σ))
where
S(τ, κ, σ) = {ξ ∈ R : |ξ| ≤ ‖u0‖∞, |τ + a(ξ) · κ| ≤ σ, κ⊤A(ξ)κ ≤ σ}.
Then, it is easy to check that condition (1.13) implies that ̟ is continuous on
Sdδ × [0, 1]. In particular, there is a continuous nonnegative function γ : [0,∞) →
[0,∞), with γ(0) = 0, such that ̟(τ, κ, σ) ≤ γ(σ), for (τ, κ, σ) ∈ Sdδ × [0, 1]. Also,
we observe that the integral in (1.11) is continuous in (τ, κ), with |τ | + |κ| = δ.
In particular, for each ℓ > 0, the sup is assumed in Sδ = {(τ, κ) : |τ | + |κ| = δ}.
Now, given any sequence ℓn → 0+, for each n, let (τn, κn) ∈ Sδ be a point where
the sup is assumed. Given ε > 0, we split the integral in (1.11) in two, one over
{ξ ∈ R : |ξ| ≤ ‖u0‖∞, τ + a(ξ) · κ < σ, κ⊤A(ξ)κ < σ}, with γ(σ) < ε, and
another over the complement. The first one is less than ε, since the integrand is
less than or equal to 1. As for the second one, its value is less than
ℓn‖u0‖∞
ℓn + σ2
which converges to 0 as n→∞. So, taking the lim sup as n→∞, we obtain that
lim supn→∞ ωδ(ℓn) ≤ ε and, since ε is arbitrary, the assertion follows.
There is a large literature related with degenerate parabolic equations, being
the first important contribution by Vol’pert and Hudjaev in [32]. Uniqueness for
the homogeneous Dirichlet problem, for the isotropic case, was only achieved many
years later by Carrillo in [4], using an extension of Kruzhkov’s doubling of variables
method [20]. The result in [4] was extended to non-homogeneous Dirichlet data
by Mascia, Porretta and Terracina in [24]. An L1 theory for the Cauchy prob-
lem for anisotropic degenerate parabolic equations was established by Chen and
Perthame [10], based on the kinetic formulation (see [28]), and later also obtained
using Kruzhkov’s approach in [2, 9] (see also, [19], [15] and the references therein).
Decay of almost periodic solutions for general nonlinear systems of conservation
laws of parabolic and hyperbolic types was first addressed in [16], as an extension
of the ideas put forth in [5]. Only recently the problem of the decay of almost
periodic solutions was retaken, specifically for scalar hyperbolic conservation laws,
by Panov in [26], where some elegant ideas were introduced to successfully extend
the corresponding result in [16] to general bounded measurable Besicovitch almost
periodic initial functions.
Here we establish the well-posedness and decay of Besicovitch almost periodic
entropy solutions of the anisotropic degenerate parabolic-hyperbolic equation (1.1)
using an adaptation of the method introduced by Chen and Perthame in [11], which
is based on the analysis of the sequence vk(t, x) := u(t + k, x) of time translates
of the entropy solution and its limits, as well as the corresponding kinetic func-
tions and its limits. The extension of the method of [11] developed in this paper
consists basically in upgrading the analysis framework from the torus Td, which is
the compactification of Rd generated by the continuous periodic functions with a
fixed periodic cell, to the Bohr compact group, Gd , which is the compactification
of Rd induced by the space of Bohr almost periodic functions, AP(Rd), accord-
ing to a classical theorem of Stone (see, e.g., [14]). In the case of the hyperbolic
DECAY OF ALMOST PERIODIC SOLUTIONS 5
conservation laws, the definition and well-posedness of the entropy solutions in Gd
was established in [26], where it is shown the equivalence between the solutions in
Rd and Gd; these facts are extended here to the context of anisotropic degenerate
parabolic-hyperbolic equations. Another basic tool used here, motivated by [26],
is the contraction of the L1-mean distance between two entropy solutions, which
was established in [26] in the hyperbolic case, and is easily extended here to the
anisotropic degenerate parabolic-hyperbolic case. This contraction provides the
compactness in the Besicovitch space equivalent to L1(Gd), which is the analog
of the compactness in L1(Td) provided by the contraction in L1-distance between
periodic entropy solutions. We also introduce the kinetic formulation in Gd. Us-
ing the compactness provided by the contraction of the distance in L1(Gd) of the
solutions of the kinetic equation satisfied by the limits of the translating sequence,
we show that only a finite number of terms in the generalized Fourier series of the
limit kinetic function contribute significantly to its L2-norm, which allows to adapt
the last part of the proof in [11].
An alternative approach, whose feasibility we do not investigate in this paper,
would be to use the method of reduction to the periodic case, introduced by Panov
in [26], where it is successfully implemented in the hyperbolic case. Then apply the
decay property proved in [11], noticing the important fact that the result in [11]
only requires the non-degeneracy condition (1.13) for κ ∈ 2πZ, if the periodic cell is
fixed as [0, 1]d, or some other equivalent lattice corresponding to a different periodic
cell. In this connection we mention [27] and [13], which also establish decay results
for periodic entropy solutions with the non-degeneracy condition imposed only on
the periodic lattices, both of which, however, require yet weaker assumptions.
A brief description of the organization of the rest of this paper, whose main pur-
pose is the proof of Theorem 1.1, is as follows. In Section 2, we start by proving a
fundamental lemma establishing the contraction of the L1-mean distance between
any two entropy solutions of (1.1)-(1.2), which extends the corresponding result
in [26]. Then we state the existence, uniqueness, stability and monotonicity with
respect to the initial data, which are by now standard, whose proofs we just outline
briefly. We then establish the preservation of the space BAP(Rd) and that the
entropy solution u(t, x) satisfies u ∈ C([0,∞); BAP(Rd)) ∩ L∞(Rd). In Section 3,
we introduce the concept of entropy solution in (0,∞)×Gd and translate the prop-
erties proved in the previous section in this new context. Finally, in Section 4, we
establish the decay of the Besicovitch almost periodc entropy solution by upgrading
the method of Chen and Perthame, in [11], from the torus Td to the Bohr compact
Gd.
2. L1-mean contraction, existence, uniqueness and (1.10)
In this section we prove Theorem 1.1 through a number of auxiliary results and
results that establish parts of its statement.
We begin with a proposition which plays a central role in the proof of Theo-
rem 1.1. We will need the following simple technical lemma of [26], to which we
refer for the proof.
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Lemma 2.1. Suppose that u(x, y) ∈ L∞(Rn × Rm),
E = {x ∈ Rn : (x, y) is a Lebesgue point of u(x, y) for a.e. y ∈ Rm}.
Then E is a set of full measure and x ∈ E is a common Lebesgue point of the
functions I(x) =
∫
Rm
u(x, y)ρ(y) dy, for all ρ ∈ L1(Rm).
Proposition 2.1 (L1-mean contraction). Let u(t, x), v(t, x) ∈ L∞(Rd+1+ ) be two
entropy solutions of (1.1)-(1.2), with initial data u0, v0 ∈ L∞(Rd). Then for a.e.
0 < t0 < t1
(2.1) N1(u(t1, ·)− v(t1, ·)) ≤ N1(u(t0, ·)− v(t0, ·)),
and also for a.e. t > 0,
(2.2) N1(u(t, ·)− v(t, ·)) ≤ N1(u0 − v0),
Proof. We follow closely with the due adaptations the proof of proposition 1.3 in
[26]. We first recall that by using the doubling of variables method of Kruzhkov
[20], as adapted by Carrillo [4] to the isotropic degenerate parabolic case and [2] to
the anisotropic one, we obtain
(2.3) |u− v|t+∇· sgn(u− v)(f(u)− f(v)) ≤
d∑
i,j=1
∂2xixjsgn(u− v)(Aij(u)−Aij(v))
in the sense of distributions in Rd+1+ . As usual, we define a sequence approximating
the indicator function of the interval (t0, t1] , by setting for ν ∈ N,
δν(s) = νσ(νs), θν(t) =
∫ t
0
δν(s) ds =
∫ νt
0
σ(s) ds,
where σ ∈ C∞0 (R), suppσ ⊂ [0, 1], σ ≥ 0,
∫
R
σ(s) ds = 1. We see that δν(s)
converges to the Dirac measure in the sense of distributions in R while θν(t)
converges everywhere to the Heaviside function. For t1 > t0 > 0, if χν(t) =
θν(t− t0)− θν(t− t1), then χν ∈ C∞0 (R+), 0 ≤ χν ≤ 1, and the sequence χν(t) con-
verges everywhere, as ν →∞, to the indicator function of the interval (t0, t1]. Let
us take g ∈ C∞0 (Rd), satisfying 0 ≤ g ≤ 1, g(y) ≡ 1 in the cube I1, g(y) ≡ 0 outside
the cube Ik, with k > 1. We apply (1.9) to the test function ϕ = R−dχν(t)g(x/R),
for R > 0. We then get
(2.4)
∫ ∞
0
(
R−d
∫
Rd
|u(t, x)− v(t, x)|g(x/R) dx)(δν(t− t0)− δν(t− t1)) dt
+R−d−1
∫∫
R
d+1
+
sgn(u − v)(f(u)− f(v)) · ∇yg(x/R)χν(t) dx dt
+R−d−2
d∑
i,j=1
∫∫
Rd+1
+
sgn(u− v)(Aij(u)−Aij(v))∂2yiyjg(x/R)χν(t) dx dt ≥ 0.
Define
F = {t > 0 : (t, x) is a Lebesgue point of |u(t, x)− v(t, x)| for a.e. x ∈ Rd}.
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As a consequence of Fubini’s theorem, F is a set of full Lebesgue measure and by
Lemma 2.1 each t ∈ F is a Lebesgue point of the functions
IR(t) = R
−d
∫
Rd
|u(t, x)− v(t, x)|g(x/R) dx,
for all R > 0 and all g ∈ C0(R). Now we assume t0, t1 ∈ F and take the limit as
ν →∞ in (1.9) , to get
(2.5) IR(t1) ≤ IR(t0) +R−d−1
∫∫
(t0,t1)×Rd
sgn(u− v)(f(u) − f(v)) · ∇yg(x/R) dx dt
+R−d−2
d∑
i,j=1
∫∫
(t0,t1)×Rd
sgn(u− v)(Aij(u)−Aij(v))∂2yiyjg(x/R) dx dt.
Now, we have
(2.6) R−d−1
∣∣ ∫∫
(t0,t1)×Rd
sgn(u− v)(f(u) − f(v)) · ∇yg(x/R) dx dt
∣∣
≤ R−1‖f(u)− f(v)‖∞
∫∫
(t0,t1)×Rd
|∇yg(y)| dy dt→ 0, as R→∞.
Also, we have
(2.7) R−d−2
∣∣∣∣∣∣
d∑
i,j=1
∫∫
Rd+1
+
sgn(u− v)(Aij(u)−Aij(v))∂2yiyjg(x/R)χν(t) dx dt
∣∣∣∣∣∣
≤ CR−2‖A(u)−A(v)‖∞
∫∫
(t0,t1)×Rd
|∇2yg(y)| dy dt→ 0.
On the other hand, we have
N1(u(t, ·)− v(t, ·)) ≤ lim sup
R→∞
IR(t) ≤ kdN1(u(t, ·)− v(t, ·)),
so taking the limit as R→∞ in (2.5), for t0, t1 ∈ F , t0 < t1, we get
N1(u(t1, ·)− v(t1, ·)) ≤ kdN1(u(t0, ·)− v(t0, ·)),
and since k > 1 is arbitrary we can make k → 1+ to get the desired result. Finally,
for t0 = 0, we use (1.8) to send t0 → 0+ in (2.5) and proceed exactly as we have
just done.

Lemma 2.2 (Uniqueness). The problem (1.1)-(1.2) has at most one entropy solu-
tion.
Proof. The proof follows through standard arguments (cf., e.g., [32]). So, let u, v ∈
L∞(Rd+1+ ) be two weak entropy solutions. As in Proposition 2.1, by using the
doubling of variables method of Kruzhkov [20], as adapted by Carrillo [4] to the
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isotropic degenerate parabolic case and [2] to the anisotropic one, we obtain
(2.8)
∫∫
R
d+1
+
{|u− v|φt + sgn(u− v)(f(u) − f(v)) · ∇φ
+
d∑
i,j=1
sgn(u− v)(Aij(u)−Aij(v))∂2xixjφ} dx dt ≥ 0,
for all 0 ≤ φ ∈ C∞0 (Rd+1+ ). We take φ(t, x) = ρ(x)χν(t), where ρ(x) = e−
√
1+|x|2
and χν is as in the proof of Proposition 2.1. We observe that
d∑
i=1
|∂xiρ(x)|+
d∑
i,j=1
|∂2xixjρ(x)| ≤ Cρ(x),
for some constant C > 0 depending only on d. Hence, making ν → 0, we arrive at∫
Rd
|u(t1, x) − v(t1, x)|ρ(x) dx ≤
∫
Rd
|u(t0, x)− v(t0, x)|ρ(x) dx
+ C˜
∫ t1
t0
∫
Rd
|u(s, x)− v(s, x)|ρ(x) dx dt,
for a.e. 0 < t0 < t1, for some C˜ > 0 depending only on f , A and the dimension d.
Therefore, using Gronwall and (1.8), we conclude
(2.9)
∫
Rd
|u(t, x)− v(t, x)|ρ(x) dx ≤ eC˜t
∫
Rd
|u0(x) − v0(x)|ρ(x) dx,
which gives the desired result.

Observing that in the same way we got (2.9) from (2.8), we may get
(2.10)
∫
Rd
(u(t, x) − v(t, x))+ρ(x) dx ≤ eC˜t
∫
Rd
(u0(x)− v0(x))+ρ(x) dx,
from
(2.11)
∫∫
R
d+1
+
{(u− v)+φt + sgn(u− v)+(f(u)− f(v)) · ∇φ
+
d∑
i,j=1
sgn(u − v)+(Aij(u)−Aij(v))∂2xixjφ} dx dt ≥ 0,
where (u − v)+ = max{0, u − v} and sgn(u − v)+ = H(u − v) where H(s) is the
Heaviside function. Taking v = k, with k > ‖u0‖∞, and then reversing the roles of
u and v, making u = k and v = u, with k < −‖u0‖∞, we deduce that
(2.12) |u(t, x)| ≤ ‖u0‖∞, for a.e. (t, x) ∈ R+ × Rd.
Lemma 2.3 (Existence). There exists an entropy solution to the problem (1.1),(1.2).
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Proof. We consider the problem (1.1)-(1.2) with initial function
u0,R(x) = u0(x)χRR(x),
where BR = B(0, R) is the open ball with radius R centered at the origin. By
the existence theorem in [10], which holds for initial data in L1(Rd), we obtain an
entropy solution uR(t, x) of (1.1)-(1.2)R. Now, using (2.9), we see that, for a.e.
t > 0,
(2.13)
∫
Rd
|uR(t, x)− uR˜(t, x)|ρ(x) dx ≤ eC˜t
∫
Rd
|u0,R(x) − u0,R˜(x)|ρ(x) dx −→ 0,
as R, R˜→∞.
Therefore, uR(t, x) converges in L
1
loc((0,∞)×Rd) to a function u(t, x), which satis-
fies the bound in (2.12) since it holds for all uR. It is now easy to deduce from the
fact that the uR’s satisfy all conditions of Definition 1.1 that u(t, x) also satisfies
all those conditions. We just observe that for the verification of (1.7) from the fact
that the uR’s satisfy (1.7), we use the uniform boundedness in L
1
loc(R+ × Rd) of
d∑
k=1
(
d∑
i=1
∂xiβik(uR)
)2
and the weak lower semi-continuity of the L2-norm. Also, to prove (1.8) we first
include the initial function in (1.7), with u(t, x) replaced by uR(t, x), tested against
any function in C∞0 (R
d+1), then take the limit as R → ∞ to get an entropy in-
equality for u including the initial function. Once we get the latter, as usual, we
use a test function of the form ζ(t)φ(x), with ζ′(t) = δν(t − t0), for t ≥ 0, where
δν(s) is as in the proof of Proposition 2.1, make ν → 0, to obtain that
lim
t0→0
∫
Rd
η(u(t0, x))φ(x) dx ≤
∫
Rd
η(u0(x))φ(x) dx,
is valid for any convex function η, which in turn implies (1.8).

We recall that the space of Stepanoff almost periodic functions (with exponent
p = 1) in Rd, SAP(Rd), is defined as the completion of the trigonometric polyno-
mials with respect to the norm
‖f‖S := sup
x∈Rd
∫
I1(x)
|f(y)| dy = sup
x∈Rd
∫
I1
|f(y + x)| dy,
where
IR(x) := {y ∈ Rd : |y − x|∞ := max
i=1,··· ,d
|yi − xi| ≤ R/2}.
Another characterization of the Stepanoff almost periodic function (S-a.p., for
short) is obtained by introducing the concept of ε-period of a function f , that
is a number τ satisfying
(2.14) ‖f(·+ τ)− f(·)‖S ≤ ε.
Let ES{ε, f} denote the set of such numbers. If the set ES{ε, f} is relatively dense
for all positive values of ε, then the function f is S-a.p. (see, e.g., [3]). By the set
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ES{ε, f} being relatively dense it is meant that there exists a length lε, called ε-
inclusion interval, such that for any x ∈ Rd, Ilε(x) contains an element of ES{ε, f}.
Clearly, S-a.p. functions in Rd are in BAP(Rd).
Lemma 2.4. If u0 is a trigonometric polynomial, then the entropy solution u(t, x)
of (1.1)-(1.2) is S-a.p. for all t > 0, and, for any ε > 0, u(t, x) possesses an ε-
inclusion interval, lε(t), satisfying lε(t) = lε′(ε,t)(0), where lε′(0) is an ε
′-inclusion
interval of u0(x), and ε
′(ε, t) = ε| log ε|−1e−Ct, for certain C > 0. As a conse-
quence, if u0 ∈ BAP(Rd) ∩ L∞(Rd), then u(t, ·) ∈ BAP(Rd) for a.e. t > 0.
Proof. Clearly, u0, being a trigonometric polynomial, is S-a.p. The fact that u(t, x)
is S-a.p. for all t > 0 follows from (2.9), with v(t, x) = u(t, x + τ) and ρ(x − x0)
instead of ρ(x), from which we deduce∫
I1(x0)
|u(t, x+ τ)− u(t, x)| dx(2.15)
≤ c(t)
∫
IR(x0)
|u0(x) − u0(x+ τ)|ρ(x − x0) dx+ c(t)O
(
1
R
)
≤ c(R, t) sup
x∈Rd
∫
I1(x)
|u0(y + τ)− u0(y)| dy + c(t)O
(
1
R
)
,
where c(t) = eC˜t with C˜ > 0 only depending on ρ, c(R, t) is a positive constant
depending only on R, t, and O(1/R) goes to zero when R → ∞ uniformly with
respect to x0. So, choosing R large enough so that c(t)O(1/R) ≤ ε/2 and then
taking any τ ∈ ES{ε/(2c(R, t)), u0}, we get that τ ∈ ES{ε, u(t, ·)}, and so u(t, ·)
is S-a.p. A technical computation on the terms on the right-hand side of (2.15),
using ρ to estimate R as a function of ε/(2c(t)), and then getting an expression
for c(R, t), gives the estimate lε(t) = lε′(ε,t)(0), with ε
′(ε, t) = ε| log ε|−1e−Ct, for
certain C > 0, as desired.
As for the final assertion, given u0 satisfying (1.4), we approximate u0 by trigono-
metric polynomials, say, using Bochner-Fe´jer’s polynomials (see [3]). Then, we use
the Proposition 2.1 to obtain that the solutions corresponding to the approximat-
ing trigonometric polynomials converge in the N1-seminorm uniformly in t to the
entropy solution associated to u0, and so we have u(t, ·) ∈ BAP(Rd) for a.e. t > 0.

We prove now the continuity of the (weak) entropy solution of (1.1)-(1.2) as a
function from [0,∞) to BAP(Rd).
Lemma 2.5. Let u be the entropy solution of (1.1)-(1.2). Then u ∈ C([0,∞);L1(IR)),
for any R > 0. Moreover, if u0 satisfies (1.4), then u ∈ C([0,∞),BAP(Rd)).
Proof. We first show that u ∈ C([0,∞);L1(IR)), for any R > 0. By the uniqueness
(see Lemma 2.2), we may assume that u is obtained as the limit of the solutions of
the parabolic approximate problems with a vanishing viscosity ε > 0,
∂tu+∇ · f(u) = ∇2 : A(u) + ε∆u, x ∈ Rd, t > 0,(2.16)
u(0, x) = u0, x ∈ Rd.(2.17)
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Using the analog of Lemma 2.2 for problem (2.16)-(2.17) we obtain a uniform in ε
and t, for 0 ≤ t ≤ T , modulus of continuity ωxr (σ) for
Jr(u
ε(t, x),∆x) :=
∫
Ir
|u(t, x+∆x) − u(t, x)| dx ≤ ωxr (|∆x|),
where we denote by uε(t, x) the vanishing viscosity approximation. Then we use
lemma 5 of [20] to obtain a uniform in ε and t, for 0 ≤ t ≤ T , modulus of continuity
in L1loc(R
d) in the t variable of the form
Ir(u(t, x),∆t) :=
∫
Ir
|uε(t+∆t, x)−uε(t, x)| dx ≤ const. min
0<h≤ρ
[
h+ ωxr (h) +
∆t
h2
]
,
with 0 < 2ρ ≤ r. These estimates imply the compactness of the sequence uε(t, x) in
L1loc((0,∞) × Rd) and the limit u(t, x) also satisfies both estimates. In particular,
u ∈ C([0,∞);L1(IR)), for any R > 0.
To prove that u ∈ C([0,∞),BAP(Rd)), let us first consider the case where u0 is
a trigonometric polynomial. By Lemma 2.4, the corresponding entropy solution of
(1.1)-(1.2) is S-a.p. for all t > 0. Also, given any T > 0, and ε > 0, we can get lε
sufficiently large which is an ε-inclusion interval for u(t, ·) for all t ∈ [0, T ]. Let us
partition Rd through a net of cubes with edges of length lε parallel to the axes. For
each such cube I ′ there exists an ε-almost period τI′ such that I
′ − τI′ ⊂ [0, 2lε]d.
Hence, given t, s ∈ [0, T ], we may assume for simplicity that the τI′ are common
ε-almost periods for both u(t, ·) and u(s, ·). We then have
M(|u(t, ·)− u(s,·)|) = lim
N→∞
1
(2Nlε)d
∫
[−Nlε,Nlε]d
|u(t, x)− u(s, x)| dx
(2.18)
≤ lim
N→∞
1
(2Nlε)d
∑
I′⊂[−Nlε,Nlε]d
∫
I′
|u(t, x− τI′)− u(s, x− τI′)| dx
+ lim
N→∞
1
(2Nlε)d
∑
I′⊂[−Nlε,Nlε]d
∫
I′
|u(t, x)− u(t, x− τI′)| dx
+ lim
N→∞
1
(2Nlε)d
∑
I′⊂[−Nlε,Nlε]d
∫
I′
|u(s, x)− u(s, x− τI′)| dx
≤ 1
ldε
∫
[0,2lε]d
|u(t, x)− u(s, x)| dx+ 2d+1ε.
The above inequality holds for any t, s ∈ [0, T ] and ε > 0. Since, as we have just
shown, u ∈ C([0,∞), L1loc(Rd)), we see that for t and s close enough, the right-hand
side of (2.18) is ≤ (1 + 2d+1)ε, which proves that u ∈ C([0,∞); BAP(Rd)) in the
case where u0 is a trigonometric polynomial.
Now, for general initial data satisfying (1.4), we use Proposition 2.1 and approx-
imate u0 by trigonometric polynomials u0k, e.g., using Bochner-Fe´jer’s polynomials
(see [3]), and observe that, for each t > 0, the corresponding solutions uk(t, ·) con-
verge to the entropy solution u(t, ·) corresponding to u0, in BAP(Rd), uniformly
for t > 0. Therefore, we again have u ∈ C([0,∞),BAP(Rd)), proving the lemma.

As a consequence of the fact that u ∈ C([0,∞); BAP(Rd)) we have the following.
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Lemma 2.6. The set Λu = {λ ∈ Rd : M(e−2πiλ·(·)u(t, ·)) 6= 0, for some t ≥ 0 } is
at most countable.
Proof. For any 0 ≤ t ∈ Q, we have that Sp(u(t, ·)) is at most countable, so the set
L = {λ ∈ Sp(u(t, ·)) : 0 ≤ t ∈ Q} is at most countable. Now, for 0 ≤ t /∈ Q and
λ ∈ Sp(u(t, ·)), if λ /∈ L, then M(e−2πiλ·(·)u(t, ·)) = 0, for all 0 ≤ t ∈ Q. Therefore,
since u ∈ C([0,∞); BAP(Rd)), it follows that λ /∈ Λu, that is Λu ⊂ L and so it is
at most countable. 
3. The problem on the Bohr compact Gd.
For 1 ≤ p < ∞, let BAPp(Rd) denote the space of the Lp-Besicovitch almost
periodic functions, which can be defined as the completion of the space of trigono-
metric polynomials, i.e., finite sums
∑
λ aλe
2πiλ·x under the semi-norm
Np(g) := lim sup
R→∞
(
1
Rd
∫
IR
|g(x)|p dx
)1/p
.
In particular, BAP1(Rd) = BAP(Rd). We denote by [|f |]p := M(|f |p)1/p =(∫ |f |p dx)1/p the norm in BAPp(Rd) obtained from Np.
Let Gd denote the Bohr compact group, which is the compactification of R
d
provided by AP(Rd) through a classical theorem of Stone, such that AP(Rd) is iso-
metrically isomorphic to C(Gd) (see [14], also [1]). Gd is endowed with the (proba-
bility) measure induced by the mean value functional over AP(Rd), which coincides
with the normalized Haar measure inherent to its topological group structure, and
henceforth will be denoted by m. It then follows that BAPp(Rd) is isometrically
isomorphic to Lp(Gd;m), 1 ≤ p < ∞. Indeed, if f ∈ BAPp(Rd), then f may be
approximated in the norm of BAPp(Rd) by a sequence in AP(Rd), each of whose
functions may be viewed as an element of C(Gd) and together form a Cauchy se-
quence in Lp(Gd), since, by definition, the BAP
p-norm of functions in AP(Rd) is
equal to the norm of the associated functions in Lp(Gd). In this way, we obtain
an element fˆ ∈ Lp(Gd) associated with f ∈ BAP(Rd). We can easily reverse the
arguments and conclude that given any function in Lp(Gd) we may associate to
it a unique element of BAP(Rd), 1 ≤ p < ∞. The isometric isomorphism f 7→ fˆ
between AP(Rd) and C(Gd) and its extensions between BAP
p(Rd) and Lp(Gd),
1 ≤ p <∞, is sometimes referred to as Gelfand transform.
We can also define BAP∞(Rd) in the following way
BAP∞(Rd) := {f ∈
⋂
1≤p<∞
BAPp(Rd) : sup
p∈[1,∞)
[|f |]p <∞},
and define for f ∈ BAP∞(Rd)
[|f |]∞ := sup
p∈[1,∞)
[|f |]p.
In this way, the association f 7→ fˆ is also an isometric isomorphism between
BAP∞(Rd) and L∞(Gd).
Given f ∈ BAP∞(Rd) with M = [|f |]∞, defining
fM (x) :=

−M, if f(x) ≤ −M
f(x), if |f(x)| ≤M
M, if f(x) ≥M
,
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we have the identity fM ≡ f in BAPp(Rd), for 1 ≤ p ≤ ∞. So, any element in
BAP∞(Rd) has a representative in BAP1(Rd) ∩ L∞(Rd). The converse is trivially
true, that is, given any f ∈ BAP1(Rd)∩L∞(Rd), we have that f ∈ BAP∞(Rd) and
it is easy to see that
[|f |]∞ ≤ ‖f‖∞.
Concerning the mean value, it is well known that if a function g ∈ L1loc(Rd)
possesses a mean value M(g), then, for all φ ∈ C0(Rd),
lim
R→∞
∫
Rd
g(Rx)φ(x) dx = M(g)
∫
Rd
φ(x) dx,
and, reciprocally, the latter also serves as a definition for the mean value. This
relation can also be written, by a trivial change of coordinates, in the form
(3.1) lim
R→∞
R−d
∫
Rd
g(x)φ(
x
R
) dx = M(g)
∫
Rd
φ(x) dx, ∀φ ∈ C0(Rd).
Concerning the structure of topological (commutative) group of which Gd is en-
dowed, another important consequence is the existence of an approximate identity,
that is, a (generalized) sequence {ρα : α ∈ J} ⊂ AP(Rd), where J is the partially
ordered set of neighborhoods of 0 in Gd, satisfying ρα ≥ 0, M(ρα) = 1, for all α,
supp ρα ⊂ α¯, where α¯ is the closure of the neighborhood α, with the property that
ρα ∗ f → f , as α → {0}, for all f ∈ AP(Rd), and we may assume ρα(−x) = ρα(x)
(see [23]). Here, “∗” is the convolution operation naturally defined in AP(Rd) by
f ∗ g(x) =
∫
Rd
f(x− y)g(y) dy =
∫
Rd
f(y)g(x− y) dy,
or, viewed as an operation in C(Gd),
fˆ ∗ gˆ(ω) =
∫
Gd
fˆ(ω − ζ)gˆ(ζ) dm(ζ) =
∫
Gd
fˆ(ζ)gˆ(ω − ζ) dm(ζ).
In what follows we will frequently identify functions in BAP(Rd) with their Gelfand
transforms in L1(Gd) omitting the “ˆ”.
Given a family F of functions in BAP(Rd), we denote by AF the closure in the
sup-norm of the algebra, over the complex numbers, generated by {1, e2πiλ·x : λ ∈
Sp(v), v ∈ F} and by Gr(F) the smallest additive group generated by ΛF := {λ ∈
Sp(v) : v ∈ F}. In the particular case where F = {u(t, ·) : t ≥ 0}, with u(t, ·) ∈
BAP(Rd), for all t ≥ 0, we use the simplified notation Λu,Gr(u),Au instead of
ΛF ,Gr(F),AF , respectively. Similarly, when F := {u(t, ·), v(t, ·) : t ≥ 0}, we use
the simplified notation Λu,v,Gr(u, v),Au,v instead of ΛF ,Gr(F),AF , respectively.
If u(t, ·) and v(t, ·) are entropy solutions of (1.1)-(1.2), satisfying (1.4), Lemma 2.6
implies that Λu, Λv and Λu,v are countable sets, and so Au, Av and Au,v gener-
ate separable topologies in Gd, that is, topologies endowed with a countable basis
of neighborhoods of 0. Moreover, if u(t, ·) and v(t, ·) are two entropy solutions of
(1.1)-(1.2), satisfying (1.4), and h ∈ C([−M,M ]), H ∈ C([−M,M ] × [−M,M ]),
M = ‖u0‖∞, then
Sp(h(u(t, ·))) ⊂ Gr(u), Sp(H(u(t, ·), v(t, ·))) ⊂ Gr(u, v), ∀t ≥ 0,
since h(u(t, ·)) and H(u(t, ·), v(t, ·)) may be approximated in BAP(Rd) by functions
in Au and Au,v, respectively, since, as already seen, u(t, ·), v(t, ·) ∈ BAP∞(Rd).
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In particular, if all the BAP functions we are considering are of the form h(u(t, ·))
or H(u(t, ·), v(t, ·)), where u(t, ·) and v(t, ·) are entropy solutions of (1.1)-(1.2),
satisfying (1.4), we may then restrict the indices of the approximate identity ρα so
that α runs through the countable basis of neighborhoods of 0 in Gd belonging to
the topology generated by Au, or Au,v, as the case may be. We remark in passing
that the topology in Gd generated by the closed algebraAu is not Hausdorff, but the
compact space associated with it, via Stone theorem, may be obtained by taking
the quotient of Gd by the equivalence relation ∼, where ω ∼ ζ means ω and ζ
cannot be separated by Au, that is, g(ω) = g(ζ) for all g ∈ Au.
In what follows we will be dealing with functions of these types so we will use
the approximate identity ρα assuming α ∈ N; in particular, ρα ∗ g → g, as α→∞,
in the sup-norm, for all g ∈ Au, or Av, or Au,v, according to the case.
More generally, if u(t, x) is the entropy solution of (1.1)-(1.2), satisfying (1.4),
and g : [−M,M ] → R, M = ‖u0‖∞, is a bounded Borel function, we have
that Sp(g(u(t, ·))) ⊂ Gr(u), for all t ≥ 0. Indeed, this is easily verified for
g ∈ C([−M,M ]). On the other hand, the class of bounded Borel functions g satis-
fying Sp(g(u(t, ·))) ⊂ Gr(u), for all t ≥ 0, is closed under everywhere convergence,
by dominated convergence.
The following lemma establishes an important fact about the entropy solution
of (1.1)-(1.2).
Lemma 3.1. Let u(t, x) be the entropy solution of (1.1)-(1.2). Then, the set
{u(·, t) : t > 0} is relatively compact in BAP2(Rd).
Proof. We first observe that, by Proposition 2.1, we have, for any h ∈ Rd,
(3.2) M(|u(t, ·+ h)− u(t, ·)|2) ≤ 2‖u‖∞M(|u0(·+ h)− u0(·)|).
Identifying functions with their Gelfand transform, this may also be written as
(3.3)
∫
Gd
|u(t, ζ + h)− u(t, ζ)|2 dm(ζ) ≤ 2‖u‖∞
∫
Gd
|u0(ζ + h)− u0(ζ)| dm(ζ).
Let ρα be an approximation of the identity in AP(R
d) and, as just discussed in
the paragraph before the statement of the lemma, since we are only interested
in applying ρα to functions which belong to the closure in the BAP-norm of the
space Au, we may assume that α runs through N or a countable decreasing family of
neighborhoods of 0. Now, for each α, the set of almost periodic functions {gαt (x) :=
[ρα ∗ u(t, ·)](x) : t > 0} is an equicontinuous family of almost periodic functions.
Indeed, again by Proposition 2.1, we have
|gαt (x+ h)− gαt (x)| ≤ ‖ρα‖∞M(|u(t, ·+ h)− u(t, ·)|)
≤ ‖ρα‖∞M(|u0(·+ h)− u0(·)|).
Moreover, the set of almost periodic functions {gαt }t>0 has the following prop-
erty: given any ε > 0, there exist λ1, · · · , λN ∈ Rd, such that, for any λ ∈ Rd,
there is λj , with j ∈ {1, · · · , N}, with ‖gαt (·+ λ)− gαt (·+ λj)‖∞ < ε, for all t > 0.
Indeed, since
gαt (x+ λ) = M(ρα(·+ λ)u(t, x− ·))
this follows from the almost periodicity of ρα, which guarantees that, given ε
′ > 0,
we have λ1, · · · , λN ∈ Rd so that, for any λ ∈ Rd, there exists λj , j ∈ {1, · · · , N},
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with ‖ρ(·+ λ)− ρ(·+ λj)‖∞ < ε′. Therefore,
|gαt (x+ λ) − gαt (x + λj)| ≤ ‖ρ(·+ λ)− ρ(·+ λj)‖∞M(|u(t, ·)|) <M(|u0|)ε′,
where we use Proposition 2.1. Hence, we can invoke a well known criterion by
Lyusternik (see, e.g., [22], [1]) to conclude that, for each fixed α, the set {gαt }t>0 is
relatively compact in AP(Rd). Now, we have
M(|ρα ∗ u(t, ·)− u(t, ·)|2) ≤ 2‖u‖∞
∫
Gd
∣∣∣∣∫
Gd
ρα(ζ)(u(t, ω − ζ)− u(t, ω)) dm(ζ)
∣∣∣∣ dm(ω)
(3.4)
≤ 2‖u‖∞
∫
Gd
∫
Gd
ρα(ζ)|u(t, ω − ζ)− u(t, ω)| dm(ζ) dm(ω)
≤ 2‖u‖∞ sup
ζ∈supp ρα
∫
Gd
|u(t, ω − ζ)− u(t, ω)| dm(ω)
≤ 2‖u‖∞ sup
ζ∈supp ρα
∫
Gd
|u0(ω − ζ)− u0(ω)| dm(ω),
where we use Fubini and, once more, Proposition 2.1. Now, since {supp ρα} is a
countable decreasing family of neighborhoods of 0 converging to {0}, we deduce
that the set {gαt }t>0 is as close as we wish to {u(t, ·)}t>0, in BAP2(Rd). Hence,
the relative compactness of {gαt } in AP(Rd), for arbitrary α, implies the relative
compactness of {u(t, ·)}t>0 in BAP2(Rd). Indeed, let u(tk, ·) be a bounded sequence
in BAP2(Rd). For each α, which for simplicity we may assume to run through N,
{gαtk} is relatively compact and so it possesses a converging subsequence in AP(Rd).
So, for α = 1, there is a subsequence t1k such that g
1
t1k converges in the sup-norm
as k → ∞. Similarly, for α = 2, we may extract a subsequence {t2k} ⊂ {t1k}
such that g1t2k converges in the sup-norm, and so on. We claim that u(tkk, ·) is a
convergent sequence in BAP2(Rd). In fact, given ε > 0, for α sufficiently large,
[|gαtαk − u(tαk, ·)|]2 < ε/3, by (3.4), for all k ∈ N. Now, since gαtαk converges, for
k, l > N0 > α, for some N0 sufficiently large, ‖gαtαk − gαtαl‖∞ < ε/3. Hence, we
have, for k, l > N0,
[|u(tkk, ·)− u(tll, ·)|]2
≤ [|u(tkk, ·)− gktkk(·)|]2 + [|gktkk(·)− gltll(·)|]2 + [|gltll(·)− u(tll, ·)|]2
<
ε
3
+
ε
3
+
ε
3
= ε.

Now, the compactness of {u(t, ·) : t > 0} in BAP2(Rd) implies, in particular,
the following.
Lemma 3.2. If we write, for any t ≥ 0,
(3.5) u(t, x) =
∑
λ∈Λu
aλ(t)e
2πiλ·x,
with equality in the sense of BAP2(Rd), then, given any ε > 0, there exists a finite
set Fε ⊂ Λu, such that
(3.6)
∑
λ∈Λu\Fε
|aλ(t)|2 < ε, for all t ≥ 0.
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Proof. By compactness, given any ε > 0, we may find g1 := u(t1, ·), · · · , gm =
u(tm, ·), such that for any t ≥ 0, M(|u(t, ·)− gν |2) < ε/2, for some ν ∈ {1, · · · ,m}.
We observe that, given any ε > 0, we may find a finite set Fε such that∑
λ∈Λu\Fε
|aλ(tν)|2 < ε/2, ν = 1, · · · ,m.
Therefore,∑
λ∈Λu\Fε
|aλ(t)|2 <M(|u(t, ·)− gν(·)|2) +
∑
λ∈Λu\Fε
|aλ(tν)|2 < ε
2
+
ε
2
= ε.

We are going to define entropy solution of the problem corresponding to (1.1)-
(1.2) in Gd. A similar procedure was carried out in [26] for the case of the hyperbolic
conservation laws. We point out that in [26] the role of the approximate identity is
played by the Bochner-Feje´r kernels, whose explicit formula in the multidimensional
case is given in [26], based on that for the one-dimensional case given in [3]. Here
we use the approximate identity ρα, with α running through the countable set of
neighborhoods of 0 in Gd forming a basis for the topology generated by Au, because
they are supported in the corresponding neighborhoods and this fact simplifies some
arguments.
Lemma 3.3. Let v ∈ BAP(Rd), and ρα, be an approximation of the identity with
α running through a countable basis of neighborhoods of 0 in the topology generated
by Av. Then
(3.7) lim
α→∞
∫
Rd
( ∫
Rd
|v(x) − v(y)|ρα(x− y) dy
)
dx = 0.
Equivalently, identifying v and ρα with their Gelfand transforms, this may be writ-
ten as
(3.8) lim
α→∞
∫
Gd
(∫
Gd
|v(ω)− v(ζ)|ρα(ω − ζ) dm(ω)
)
dm(ζ) = 0.
Proof. Since the Gelfand transform is an isomorphism between AP(Rd) and C(Gd)
and between BAPp(Rd) and Lp(Gd), 1 ≤ p ≤ ∞, where the Haar measure m in Gd
is induced by the mean-value over Rd, it suffices to prove (3.8). Now, any function
v ∈ BAP(Rd) may be approximated in the BAP-norm by functions vr ∈ Av,
such as its Bochner-Feje´r trigonometrical polynomials (see, e.g., [3]), which is the
same to say that vr ∈ Av and vr → v in L1(Gd). Using the triangular inequality
||v(ω) − v(ζ)| − |vr(ω) − vr(ζ)|| ≤ |v(ω) − vr(ω)| + |v(ζ) − vr(ζ)| we reduce the
problem to verifying (3.8) when v ∈ AP(Rd). But, for v ∈ AP(Rd), v is uniformly
continuous in Gd, in the sense of the natural uniformities in topological groups
(see [23]), and so, given ε > 0, |v(ω) − v(ζ)| < ε, for ζ ∈ ω + Vα, where Vα is a
neighborhood of 0 sufficiently small, for all ω ∈ Gd. So,∫
Gd
|v(ω)− v(ζ)|ρα(ω − ζ) dm(ζ) < ε,
for α sufficiently large, uniformly in x ∈ Gd, which proves (3.8) in case v ∈ AP(Rd),
and, as already shown, this suffices to conclude the proof in the general case where
v ∈ BAP(Rd).

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For a function f ∈ C((0,∞)×Gd) we define the partial derivatives ft, fxi in the
usual way
ft(t, x) = lim
h→0
f(t+ h, ω)− f(t, ω)
h
, fxi(t, ω) = lim
h→0
f(t, ω + hei)− f(t, ω)
h
,
whenever these limits exist, for some (t, ω) ∈ (0,∞) × Gd, where ei is the i-the
element of the canonical basis. When these derivatives exist at all (0,∞)×Gd we
may define derivativesDβf , for any multi-index β = (k0, k1, · · · , kd) in an inductive
way, that is, assuming that Dβf exists for all multi-index with |β| < k, we define
Dγf , for |γ| = k + 1, writing Dγf = Dβ0Dβf , with |β0| = 1, |β| = k, and defining
Dβf by the limits above, whenever they exist, with Dβf in the place of f .
We denote by Ck((0,∞) × Gd) the functions f ∈ C((0,∞) × Gd) such that
Dβf ∈ C((0,∞) × Gd), for all multi-indices β = (k0, k1, · · · , kd) with |β| ≤ k,
and by Ck0 ((0,∞)×Gd) the functions in Ck((0,∞)×Gd) with support compact in
(0,∞)×Gd. We denote f ∈ C∞0 ((0,∞)×Gd) if f ∈ Ck0 ((0,∞)×Gd) for all k ∈ N.
Given f ∈ L1loc((0,∞)×Gd) we say that fβ = Dβf in the sense of distributions
in (0,∞)×Gd, if
(3.9)
∫
R+
∫
Gd
fDδφdm(ω) dt = (−1)|β|
∫
R+
∫
Gd
fβφdm(ω) dt,
for all φ ∈ C∞0 ((0,∞)×Gd). Equation (3.9) is coherent with the usual integration
by parts for functions in C∞0 ((0,∞)× Gd). Indeed, it suffices to check the case of
a single space derivative. For φ, ψ ∈ C∞0 ((0,∞)×Gd), we have∫
R+
∫
Gd
ψ∂xiφdm(ω) dt = lim
R→∞
1
Rd
∫ ∞
0
∫
IR
ψ∂xiφdx dt
= − lim
R→∞
1
Rd
∫ ∞
0
∫
IR
∂xiψ φdx dt+ lim
R→∞
1
Rd
∫ ∞
0
∫
∂IR
ψφνi dx dt
= − lim
R→∞
1
Rd
∫ ∞
0
∫
IR
∂xiψ φdx dt
= −
∫
R+
∫
Gd
∂xiψ φdm(ω) dt,
where νi is the i-th component of the unity outer normal to ∂IR.
We are going to define entropy solution for the problem
∂tu+∇ · f(u) = ∇2 : A(u), x ∈ Gd, t > 0,(3.10)
u(0, ·) = u0 ∈ L∞(Gd).(3.11)
Definition 3.1. An entropy solution for (3.10),(3.11), is a function u(t, ω) ∈
L∞((0,∞)×Gdd) such that
(i) (Regularity)
(3.12)
d∑
i=1
∂xiβik(u) ∈ L2((0,∞)×Gd),
for k = 1, · · · , d, for βik(u) =
∫ u
σik(v) dv.
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(ii) (Chain Rule) For any function ψ ∈ C(R) and any k = 1, · · · , d the following
chain rule holds:
(3.13)
d∑
i=1
∂xiβ
ψ
ik(u) = ψ(u)
d∑
i=1
∂xiβik(u) ∈ L2((0,∞)×Gd),
for k = 1, · · · , d, for (βψik)′ = ψβ′ik.
(iii) (Entropy Inequality) For any convex C2 function η : R → R, and q′(u) =
η′(u)f ′(u), r′ij(u) = η
′(u)aij(u), we have
(3.14) ∂tη(u) +∇x · q(u)−
d∑
ij=1
∂2xixjrij(u) ≤ −η′′(u)
d∑
k=1
(
d∑
i=1
∂xiβik(u)
)2
,
in the sense of the distributions in (0,∞)×Gd.
(iv) (Initial Condition)
(3.15) lim
t→0+
∫
Gd
|u(t, ω)− u0(ω)| dm(ω) = 0.
Theorem 3.1 (Existence). There exists an entropy solution to the problem (3.10),
(3.11).
Proof. Since u0 ∈ L∞(Gd), then it is equivalent, via Gelfand transform, to a func-
tion, which we also denote u0, in BAP(R
d) ∩ L∞(Rd). Let u(t, x) be the en-
tropy solution of (1.1),(1.2) with initial data u0. Applying (1.7) to a test function
ψ(t, x) = φ(t, x) 1
Rd
ϕ( xR ), where φˆ ∈ C∞0 ((0,∞)×Gd) and ϕ ∈ C∞0 (Rd), with ϕ ≥ 0,∫
Rd
ϕdx = 1, we obtain
1
Rd
∫
R
d+1
+
η(u)φt + q(u) · ∇φ+
d∑
i,j=1
rij(u)∂
2
xixjφ
−η′′(u)
d∑
k=1
(
d∑
i=1
∂xiβik(u)
)2
φ
ϕ( xR ) dx dt
+
1
Rd+1
∫
R
d+1
+
{q(u) · ∇yϕ( x
R
)φ+
d∑
i,j=1
rij(u)∂xiφ∂yjϕ(
x
R
)} dx dt
+
1
Rd+2
∫
R
d+1
+
d∑
i,j=1
rij(u)φ∂
2
yiyjϕ(
x
R
) dx dt ≥ 0.
We make R→∞ and observe that the two last lines of the above inequality vanish
as R→∞, while the first two give, as R→∞,
(3.16)
∫
R+×Gd
η(u)φt + q(u) · ∇φ+
d∑
i,j=1
rij(u)∂
2
xixjφ
−η′′(u)
d∑
k=1
(
d∑
i=1
∂xiβik(u)
)2
φ
 dm(ω) dt ≥ 0,
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which is (3.14) in the sense of the distributions in (0,∞)×Gd.
Now, choosing η(u) = 12u
2 and φ(t, x) = ρh(t) in (3.16), with ρh(t) =
∫ t
0
(δh(s−
t0)− δh(s− T )) ds, where δh(t) = 1hδ( th ) and δ ∈ C∞0 (−1, 1), δ ≥ 0,
∫
R
δ(s) ds = 1,
with 0 < h < t0, we obtain∫
(t0,T )×Gd
d∑
k=1
(
d∑
i=1
∂xiβik(u)
)2
dm(ω) dt ≤
∫
R+×Gd
1
2
u2δh(t− t0) dm(ω) dt,
which, sending first h→ 0 and then t0 → 0, T →∞, gives
(3.17)
∫
(0,∞)×Gd
d∑
k=1
(
d∑
i=1
∂xiβik(u)
)2
dm(ω) dt ≤
∫
Gd
1
2
u20 dm(ω),
which gives (3.13), where we use (3.15), which follows directly from Lemma 2.5.
As to the chain rule (3.13), it follows directly from (1.6) and the already proved
(3.13). This concludes the proof.

For the proof of the uniqueness of the entropy solution to (3.10),(3.11) we use the
following lemma, which is a trivial extension to (0,∞) × Gd of the corresponding
fact in (0,∞) × Rd, whose detailed proof is given in [2], which in turn extends to
the anisotropic case a fundamental trick first proved in [4]. Let us denote
F (u, v) = sgn(u − v)(f(u)− f(v)),
B(u, v) = sgn(u − v)(A(u)−A(v)).
Lemma 3.4. Let ξ(t, ω, s, ζ) be a nonnegative function in C∞(Q×Q), Q = (0,∞)×
Gd, such that:
(t, ω) 7→ ξ(t, ω, s, ζ) ∈ C∞c (Q) for every (s, ζ) ∈ Q,
(s, ζ) 7→ ξ(t, ω, s, ζ) ∈ C∞c (Q) for every (t, ω) ∈ Q.
Let u(t, ω) and v(s, ζ) be two entropy solutions to (3.10),(3.11). Then, we have∫∫
Q×Q
|u− v|(ξt + ξs) dm(ω) dm(ζ)
+
∫∫
Q×Q
F (u, v) · (∇xξ +∇yξ) dm(ω) dm(ζ)(3.18)
+
∫∫
Q×Q
B(u, v) · (∇2xξ +∇2xyξ +∇2yxξ +∇2yξ) dm(ω) dm(ζ) ≥ 0.
Proof. The proof follows the same lines as the proof of the uniqueness theorem in
[2]. From (3.14), by approximating sgn(v) as in (1.9), we obtain
(3.19)
∫
R+×Gd
|u− k|ξt + F (u, k) · ∇xξ +
d∑
i,j=1
rij(u, k)∂
2
xixjξ
− lim
ε→0
sgn′ε(u− k)
d∑
k=1
(
d∑
i=1
∂xiβik(u)
)2
ξ
 dm(ω) dt ≥ 0,
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where B(u, v) = (rij(u, v))
d
i,j=1. We then use Kruzhkov’s doubling of variables
method (see [20]), making k = v(s, ζ) and integrating with respect to (s, ζ) ∈ Q to
get
(3.20)
∫
Q×Q
|u− v|ξt + F (u, v) · ∇xξ +
d∑
i,j=1
rij(u, v)∂
2
xixjξ
−sgn′ε(u− v)
d∑
k=1
(
d∑
i=1
∂xiβik(u)
)2
ξ
 dm(ω) dt dm(ζ) ds ≥ 0,
We proceed in the same way with the inequality for v(s, ζ) analog to (3.19), this
time making k = u(t, ω) and then integrating with respect to (t, ω) ∈ Q to get
(3.21)
∫
Q×Q
|u− v|ξs + F (u, v) · ∇yξ +
d∑
i,j=1
rij(u, v)∂
2
yiyjξ
− lim
ε→0
sgn′ε(u− v)
d∑
k=1
(
d∑
i=1
∂yiβik(v)
)2
ξ
 dm(ω) dt dm(ζ) ds ≥ 0,
We sum these inequalities to get
(3.22)∫
Q×Q
|u− v|(ξt + ξs) + F (u, v) · (∇x +∇y)ξ +
d∑
i,j=1
rij(u, v)(∂
2
xixjξ + ∂
2
yiyjξ)
− lim
ε→0
sgn′ε(u−v)
d∑
k=1
( d∑
i=1
∂xiβik(u)
)2
+
(
d∑
i=1
∂yiβik(v)
)2 ξ dm(ω) dt dm(ζ) ds
≥ 0,
We then add the mixed derivatives rij(u, v)(∂
2
xiyjξ + ∂
2
yixjξ) in the third term and
use the trivial inequality
(
d∑
i=1
∂xiβik(u)
)2
+
(
d∑
i=1
∂yiβik(v)
)2
≥ 2
d∑
i,j=1
∂xiβik(u)∂yjβjk(v),
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in the fourth term to get
(3.23)
∫
Q×Q
|u− v|(ξt + ξs) + F (u, v) · (∇x +∇y)ξ
+
d∑
i,j=1
rij(u, v)(∂
2
xixjξ + ∂
2
xiyjξ + ∂
2
yixjξ + ∂
2
yiyjξ)
− lim
ε→0
2 sgn′ε(u − v)
d∑
k=1
d∑
i,j=1
∂xiβik(u)∂yjβjk(v)ξ
−
d∑
i,j=1
rij(u, v)(∂
2
xiyjξ + ∂
2
yixjξ) dm(ω) dt dm(ζ) ds ≥ 0.
As in [2], we conclude the proof by using twice the chain rule followed by integration
by parts in the third line of (3.23). Namely, using the chain rule first in the yj
partial derivatives followed by integration by parts in the same derivatives, this line
becomes
lim
ε→0
2
d∑
k=1
d∑
i,j=1
∂xiβik(u)β
sgn′ε(u−v)
jk (v)∂yjξ
where ddvβ
sgn′ε(u−v)
jk (v) = sgn
′
ε(u− v)βjk(v), so, we may take
β
sgn′ε(u−v)
jk (v) = −sgnε(u− v)βjk(v) +
∫ v
u
sgnε(u− s)β′jk(s) ds.
We use again the chain rule, now in the xi partial derivatives, followed by integration
by parts in the same derivatives, so that the third line becomes
− lim
ε→0
2
d∑
k=1
d∑
i,j=1
(∫ v
u
βik(s)β
sgn′ε(s−v)
jk (v) ds
)
∂2xiyjξ.
Now, we observe that
lim
ε→0
β
sgn′ε(u−v)
jk (v) = −sgn(u− v)βjk(u),
so, taking the limit when ε→ 0, the third line becomes
2
d∑
k=1
d∑
i,j=1
(∫ u
v
sgn(s− v)βik(s)βjk(s) ds
)
∂2xiyjξ = 2
d∑
i,j=1
rij(u, v)∂
2
xiyjξ,
which cancels with the fourth line in (3.23) since rij(u, v) = rji(u, v), proving the
lemma.

Theorem 3.2 (Uniqueness). There is at most one entropy solution to (3.10),(3.11).
More specifically, given two entropy solutions (3.10),(3.11), u(t, ω), v(t, ω), with
initial functions u0(ω), v0(ω), for a.e. t > 0,
(3.24)
∫
Gd
|u(t, ω)− v(t, ω)| dm(ω) ≤
∫
Gd
|u0(ω)− v0(ω)| dm(ω).
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Proof. In (3.18) we take
(3.25) ξ = δν(t− s)ρα(ω − ζ)φ(t, ω)
where δν is as in the proof of Proposition 2.1, φ ∈ C∞0 ((0,∞) ×Gd), and ρα is an
approximate identity with α running through a countable basis of neighborhoods
of 0 in the topology generated by Au,v and for simplicity we take α ∈ N, so that
ρα ∗ g → g as α → ∞, in the sup-norm, for all g ∈ Au,v. We observe that for any
g ∈ C2(Gd), trivially we have
∂2xixjg(ω − ζ) + ∂2xiyjg(ω − ζ) + ∂2yixjg(ω − ζ) + ∂2yiyjg(ω − ζ)
= (∂xi + ∂yi)(∂xj + ∂yj )g(ω − ζ) = 0.
Therefore, when we take ξ, defined as in (3.25), in (3.18) and make ν → ∞ and
α→∞, we end up with
(3.26)
∫∫
Q
|u− v|φt + F (u, v) · ∇xφ+B(u, v) · ∇2xφdm(ω) ≥ 0.
We then take φ(t, ω) = χν(t) in (3.26), with χν as in the proof of Proposition 2.1,
make ν →∞ and then make t0 → 0, using (3.15), to finally get (3.24).

We remark that, from (3.26), it also follows, by using the same kind of test
function, φ(t, ω) = χν(t), with χ
′
ν(t) = δν(t − t1) − δν(t − t2), as in the proof of
Proposition 2.1, that for all 0 ≤ t1 ≤ t2,
(3.27)
∫
Gd
|u(t2, ω)− v(t2, ω)| dm(ω) ≤
∫
Gd
|u(t1, ω)− v(t1, ω)| dm(ω),
where we use the fact that u ∈ C([0,∞), L1(Gd)), which is justified by Theorem 3.2
and Lemma 2.5.
Lemma 3.5. Let u(t, ω) be the entropy solution of (3.10),(3.11). Then, for 0 ≤
t1 ≤ t2,
(3.28)
∫
Gd
|u(t2, ω)|2 dm(ω) ≤
∫
Gd
|u(t1, ω)|2 dm(ω).
Proof. By uniqueness, u(t, ω) is the Gelfand transform of the entropy solution of
(1.1),(1.2), whose initial data is the inverse Gelfand transform of u0(ω). Therefore,
u ∈ C([0,∞);L1(Gd)). Now, we apply (3.14), with η(u) = u2, in a test function
φ = χν(t) with χν as in the proof of Proposition 2.1, to obtain∫ ∞
0
∫
Gd
u2(t, ω)(δν(t− t1)− δν(t− 2)) dm(ω) dt ≥ 0,
where δν is as in the proof of Proposition 2.1. Then, if t1 and t2 are Lebesgue
points of
∫
Gd
u2(t, ω) dm(ω), making ν → ∞, we get (3.28). Now, since u ∈
C([0,∞);L1(Gd)), we conclude that (3.28) holds for all 0 ≤ t1 ≤ t2. 
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4. Proof of the decay property
In this section we prove the decay property (1.12). Our proof is heavily in-
spired on the proof of the corresponding decay property for periodic entropy so-
lutions in [11]. As in [11], we assume, without loss of generality, that M(u0) =∫
Gd
u0(ω) dm(ω) = 0 and so
∫
Gd
u(t, ω) dm(ω) = 0, for all t ≥ 0; otherwise we may
replace u(t, ω) by u(t, ω)− u¯, f(u) by f(u+ u¯), and A(u) by A(u+ u¯) in (1.1) and
(3.10), em u0 by u0 − u¯ in (1.2) and (3.11).
First we observe that (3.14) can be rewritten in the form
(4.1) ∂tη(u) +∇x · q(u)−∇2x : Aη
′
(u) = −(mη′′ + nη′′),
for any convex C2 function η : R→ R and q′(u) = η′(u)f ′(u),
in the sense of the distributions on (0,∞)×Gd, where Aη′(u) =
∫ u
η′(ξ)A(ξ) dξ,
(4.2) mη
′′
(t, ω) =
∫
R
η′′(ξ) dm(t, ω, ξ),
with m(t, ω, ξ) a nonnegative measure on (0,∞)×Gd × R,
and
(4.3) nη
′′
(t, ω) =
∫
R
η′′(ξ) dn(t, ω, ξ)
for n(t, ω, ξ) the measure on (0,∞)×Gd × R defined as
(4.4) n(t, ω, ξ) := δ(ξ − u(t, ω))
d∑
k=1
(
d∑
i=1
∂xiβik(u(t, ω))
)2
.
Let us recall the kinetic χ on R2 defined by:
(4.5) χ(ξ;u) =

1 for 0 < ξ < u
−1 for u < ξ < 0
0 otherwise
.
The relation S(u) =
∫
R
S′(ξ)χ(ξ;u) dξ, valid for all Lipschitz S(u) with S(0) = 0,
yields the following kinetic equation for χ(ξ;u(t, ω)), where u(t, ω) is the entropy
solution of (3.10),(3.11), which is equivalent to the entropy identity (4.1):
(4.6) ∂tχ(ξ;u) + a(ξ) · ∇xχ(ξ;u)−∇x · (A(ξ)∇xχ(ξ;u)) = ∂ξ(m+ n)(t, ω, ξ)
in the sense of the distributions on (0,∞)×Gd × R, with initial condition
(4.7) χ(ξ;u(t, ω))|t=0 = χ(ξ;u0(ω)),
and n(t, ω, ξ) is defined by (4.4).
We observe that by Lemma 3.5 the function
I(t) :=
∫
Gd
|u(t, ω)|2 dm(ω)
is a non-increasing, bounded function and so the following limit exists:
(4.8) lim
t→∞
I(t) = I(∞) =: I∞ ∈ [0,∞).
We define the translation sequence
vk(t, ω) := u(t+ k, ω), k ∈ N,
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defined in [−k,∞)×Gd. Trivially,
(4.9) ‖vk(t, ·)‖∞ = ‖u(t+ k, ·)‖∞ ≤ ‖u0‖∞,
and χ(ξ; vk(t, ω)) satisfies
(4.10) ∂tχ(ξ; v
k)+a(ξ) ·∇xχ(ξ; vk)−∇x · (A(ξ)∇xχ(ξ; vk)) = ∂ξ(mk+nk)(t, ω, ξ)
as distributions in (−k,∞)×Gd×R, with (mk +nk)(t, ω, ξ) = (m+n)(t+ k, ω, ξ).
We have the following compactness property for the sequence vk(t, ω).
Lemma 4.1. There exists a subsequence {vkj}∞j=1 ⊂ {vk}∞k=1 and v(t, ω) ∈ L∞(R×
Gd), with
∫
Gd
v(t, ω) dm(ω) = 0, for all t ∈ R, such that
(4.11) vkj (t, ω)→ v(t, ω) a.e. (t, ω) ∈ R×Gd as j →∞
and, correspondingly,
(4.12) χ(ξ; vk(t, ω))→ χ(ξ; v(t, ω)) a.e. (t, ω, ξ) ∈ R×Gd × R as j →∞.
Moreover, χ(ξ; v) is a solution in D′(R × Gd × R), the space of distributions on
R×Gd, of
(4.13) ∂tχ+ a(ξ) · ∇xχ−∇x · (A(ξ)∇xχ) = 0.
In particular,
(4.14)
∫
Gd
|v(t, x)|2 dx = I∞ ∈ [0,∞), for a.e. t ∈ R,
where I∞ is given by (4.8).
Proof. Let N0 ∈ N be given. For k ≥ N0, we have from (3.27), for t ≥ −N0,
(4.15)
∫
Gd
|vk(t, ω + ζ)− vk(t, ω)| dm(ω) ≤
∫
Gd
|u0(ω + ζ) − u0(ω)| dm(ω),
for any ζ ∈ Gd, where we also use the fact that if u(t, ω) is an entropy solution of
(3.10),(3.11), then u(t, ω + ζ) is also an entropy solution of (3.10) with initial data
u0(ω + ζ), which may be trivially checked. For each fixed t ≥ −N0, the inequality
(4.15) implies the compactness in L1(Gd) of the family {vk(t, ·)}k∈N, which can be
easily proven by means of an approximate identity ρα as in the proof of Lemma 3.1
(see (3.4)). In particular, for t = −N0, we can extract a subsequence {vk(N0,j)}
such that {vk(N0,j)(−N0, ·)} converges in L1(Gd). But, for any N ∈ N, we have∫ N
−N0
∫
Gd
|vk(N0,l)(t, ω)− vk(N0,m)| dm(ω) dt
≤ (N +N0)
∫
Gd
|vk(N0,l)(−N0, ω)− vk(N0,m)(−N0, ω)| dm(ω),
which implies that {vk(N0,j)}j∈N converges in L1([−N0, N ] × Gd), for any N ∈
N. We may now, in an iterative way, making N0 = 1, 2, · · · , extract successive
subsequences {vk(N0,j)}, each converging in L1loc([−N0,∞)×Gd), respectively, such
that {vk(m+1,j)} ⊂ {vk(m,j)}, for all m ∈ N. We then use a diagonal process,
to define a subsequence {vkj}j∈N converging in L1loc(R × Gd) to a certain v ∈
L∞(R × Gd). Extracting a further subsequence, if necessary, we obtain that vkj
converges a.e. to v in R×Gd, which is (4.11). Assertion (4.12) follows from (4.11)
by a well known property of χ-functions.
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Now, multiplying (4.10) by ξ and integrating on (t, x, ξ) ∈ (−T, T )×Gd×R, for
any 0 < T ≤ k, we obtain
(4.16)∫
R
∫ T
−T
∫
Gd
(mk + nk)(t, ω, ξ) dm(ω) dt dξ ≤ 1
2
(I(k − T )− I(k + T )) ≤ 1
2
‖u0‖2∞.
So, the nonnegative measures sequences {mk(t, ω, ξ)}, {nk(t, ω, ξ)} are uniformly
bounded in k over (−T, T )× Gd × R. Therefore, there exist a subsequence, which
we still label kj , and measures M1(t, ω, ξ) and M2(t, ω, ξ) such that
mkj (t, ω, ξ)⇀M1(t, ω, ξ) ≥ 0, nkj (t, ω, ξ)⇀M2(t, ω, ξ) ≥ 0,
weakly in M((−T, T )×Gd × R), as j →∞, for all T > 0.
Now, since I(t) converges, we have that
I(k − T )− I(T +K)→ 0, as k →∞.
Hence, (4.16) implies that
(4.17) M1(R×Gd × R) = 0, M2(R×Gd × R) = 0.
Moreover, taking k = kj and making j →∞ in (4.10), we conclude that χ(ξ; v(t, ω))
is an function in L∞(R×Gd × R) satisfying (4.13) in D′(R×Gd × R).
Finally, multiplying (4.13) by ξ and then integrating dm(ω) dξ over Gd × R, we
get (4.14).

About the limit function v(t, ω) we also have the following:
Lemma 4.2. The limit function v(t, ω) also satisfies the properties:
(i) v ∈ C(R;L1(Gd)).
(ii) In particular, Λv := {λ ∈ R : ∃t ∈ R, λ ∈ Sp(v(t, ·))} is a countable set,
and so is Gr(v), the smallest additive group generated by Λv. Actually,
Λv = Λu. Further, for all (t, ξ) ∈ R2 we have Sp(χ(ξ; v(t, ·))) ⊂ Gr(v).
(iii) The family {v(t, ·)}t∈R is relatively compact in L1(Gd).
(iv) If we write
(4.18) v(t, ω) =
∑
λ∈Λv
aλ(t)e
2πiλ·ω ,
with equality in the sense of L2(Gd), so that
(4.19)
∑
λ∈Λv
|aλ(t)|2 = I∞,
then, given ε > 0, there is a finite set Fε ⊂ Λv such that
(4.20)
∑
λ∈Λv\Fε
|aλ(t)|2 < ε, for all t ∈ R.
Proof. To prove (i), we observe first that multiplying (4.13) by η′(ξ), with η ∈
C1(R), integrate in ξ, to obtain
(4.21) η(v)t +∇x · q(v)−∇2x : Aη
′
(v) = 0,
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in D′(R×Gd), where q′(v) = η′(v)a(v), (Aη′)′(v) = η′(v)A(v), recalling that a(v) =
f ′(v), A(v) = A′(v). We apply (4.13) to a test function φ ∈ C10 (R;C2(Gd) ∩ Av),
to get
(4.22)
∫
R
∫
Gd
η(v)φt + q(v) · ∇xφ+Aη
′
(v) : ∇2xφdm(ω) dt = 0.
Let t0 be a Lebesgue point of the function
(4.23) t 7→
∫
Gd
η(v(t, ω))φ(t, ω) dm(ω).
Then, replacing φ in (4.22) by φ˜(t, ω) = χν(t)φ(t, ω), where χν is as in the proof of
Proposition 2.1, with t1 such that suppφ ⊂ {(−∞, t1) × Gd}, making ν → ∞, we
get
(4.24)
∫ ∞
t0
∫
Gd
η(v)φt + q(v) · ∇xφ+Aη
′
(v) : ∇2xφdm(ω) dt
+
∫
Gd
η(v(t0, ω))φ(t0, ω) dm(ω) = 0.
We may take φ as running through a dense subset of C10 (R;C
2(Gd) ∩ Av), so that
the set of points that are Lebesgue points of all the corresponding functions (4.23)
form a subset of R whose complement has measure zero. Denoting L2(Gd;Av) the
closure in L2(Gd) of Av, we see that the set of points that are Lebesgue points of
(4.23) for all φ in the referred dense subset of C10 (R;C
2(Gd) ∩ Av), is also a set of
Lebesgue points of (4.23) for all φ ∈ C10 (R;C2(Gd) ∩ Av), and it is also a set of
Lebesgue points for all φ ∈ C10 (R;L2(Gd;Av)). Now, any function in C10 (R;C2(Gd))
satisfies φ = φ1 + φ2, with φ1 ∈ C10 (R;L2(Gd;Av)) and φ2 ∈ C10 (R;L2(Gd;Av)⊥),
where L2(Gd;Av)⊥ is the orthogonal complement of L2(Gd;Av) in L2(Gd), and, by
orthogonality, the Lebesgue points of (4.23) for φ ∈ C10 (R;C2(Gd)) are the Lebesgue
points for the corresponding φ1 ∈ C10 (R;L2(Gd;Av)), since η(v(t; ·)) ∈ L2(Gd;Av),
for a.e. t ∈ R. Therefore, we conclude that (4.22) holds for all φ ∈ C10 (R;C2(Gd))
and a.e. t0 ∈ R. We can also take η belonging to a dense subset of C1([−M,M ]),
M = ‖u0‖∞, and conclude that (4.22) holds for all η ∈ C1([−M,M ]), for all
φ ∈ C10 (R;C2(Gd)) and a.e. t0 ∈ R.
Now, from the discussion leading to (4.17), we see that
(4.25)
d∑
i=1
∂xiβik(v) = 0, a.e. in R×Gd, for k = 1, · · · , d.
More generally, recalling the notation βψ(v) as meaning (βψ)′(v) = ψ(v)β′(v),
given any ψ ∈ C(R),
(4.26)
d∑
i=1
∂xiβ
ψ
ik(v) = 0, a.e. in R×Gd, for k = 1, · · · , d.
Finally, we claim that for all t0 for which (4.24) holds, then we have
(4.27) lim
t→t0+
∫
Gd
|v(t, ω)− v(t0, ω)| dm(ω) = 0.
Indeed, follows in an standard way from (4.24), by first choosing φ of the form
φ(t, ω) = χν(t)ϕ(ω), for χν as above, but approaching the characteristic function
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of an interval [t∗, t1], with t∗ < t0 < t1, with t1 belonging to the set of Lebesgue
points obtained above, and ϕ ∈ C2(Gd). Then, making ν →∞ and then t1 → t0+,
we deduce that
(4.28) lim
t→t0+
∫
Gd
η(v(t, ω))ϕ(ω) dm(ω) =
∫
Gd
η(v(t0, ω))ϕ(ω) dm(ω).
Choosing, by approximation, η(v) = |v−k|, for k ∈ R arbitrary, and then extending
(4.28) to ϕ ∈ L1(Gd), we get for any simple function σ(ω) we have
(4.29) lim
t→t0+
∫
Gd
|v(t, ω)− σ(ω)| dm(ω) =
∫
Gd
|v(t0, ω)− σ(ω)| dm(ω),
so that, choosing σ(ω) as a sequence of simple functions converging to v(t0, ω) in
L1(Gd) we arrive at (4.27).
The facts proved so far show that, for t0 in a set of total measure in R, v(t0+t, ω)
is an entropy solution of (3.10),(3.11) in (0,∞) × Gd, with initial data v(t0, ω).
Therefore, v ∈ C(R;L1(Gd)), and so (i) is proved.
The assertion (ii) follows immediately from (i) as in Lemma 2.6. The fact that
Λv = Λu follows from the fact that, for a.e. t ∈ R, v(t, ·) is the limit in L1(Gd) of
vkj (t, ·) = u(t+ kj , ·), and so follows the equality.
As for (iii), we observe first that, for each j, the family {vkj (t, ·)}t≥−kj coincides
with the family {u(t, ·)}t≥0, which is compact. In particular, for each t ∈ R, the
sequence {vkj (t, ·)}j∈N is contained in a fixed compact in L1(Gd). Since, for a.e.
t ∈ R, the sequence {vkj (t, ·)} converges in L1(Gd) to v(t, ·), we conclude that the
family {v(t, ·)}t∈R is relatively compact.
Finally, (iv) follows from (iii) as in Lemma 3.2.

The next final step follows closely the lines in [11]. The major problem in order
to adapt the ideas in [11] to the present Besicovitch almost periodic case is that, in
order to apply condition (1.11), it would be necessary to have the frequencies
(4.30) κ = 2πλ, for λ ∈ Λv,
satisfying κ ≥ δ0, for some δ0 > 0. Since the 0 frequency is excluded by the
assumption that M(u0) = 0, in the periodic case this property is trivially satisfied
by the fact that the of of κ’s coincides with the set of integer numbers multiplied
by a constant. In the almost periodic case, although the set of frequencies is still
countable, it may accumulate in 0 and so we would not have the mentioned property
satisfied. Nevertheless, Lemma 4.2 (iv) provides us with a way around this difficulty.
Lemma 4.3. We have v(t, ω) = 0 for a.e. (t, ω) ∈ R×Gd.
Proof. As in [11], we introduce a “time truncation” function φ(t), 0 ≤ φ(t) ≤ 1, so
that φχ belongs to L2(R×Gd ×R), where χ(t, ω, ξ) := χ(ξ; v(t, ω)). We then have
(4.31) ∂t(φχ) + a(ξ) · ∇x(φχ) −∇x · (A(ξ)∇x(φχ)) = χ∂tφ in D′(R×Gd × R).
Now, we take the global Fourier transform in t ∈ R and the local Fourier transform
in ω ∈ Gd of the functions φχ and χφt to obtain gˆ(τ, κ; ξ) for (φχ)(t, ω, ξ) and
hˆ(τ, κ; ξ) for (χ∂tφ)(t, ω, ξ) in L
2(R ×Gd × R), where κ = (κ1, · · · , κd) runs along
the countable set given by (4.30). For example,
gˆ(τ, κ; ξ) =
∫
R
∫
Gd
(φχ)(t, x, ξ)e−i(τt+κ·ω) dt dm(ω),
28 HERMANO FRID AND YACHUN LI
so that
(φχ)(t, ω, ξ) =
∑
κ∈G
∫
R
gˆ(τ, κ; ξ)ei(τt+κ·ω) dτ.
Here, the countable set G is defined by
G := {2πλ : λ ∈ Gr(v)}
and it contains 2π Sp(χ(t, ·, ξ)) for all (t, ξ) ∈ R2, since, for each ξ ∈ R, χ(ξ; v) is a
Borelian function of v.
Taking the global Fourier transform in t ∈ R and the local Fourier transform in
ω ∈ Gd on (4.13), we obtain(
i(τ + a(ξ) · κ) + κ⊤A(ξ)κ)gˆ = hˆ.
As in [11], we introduce the parameter ℓ > 0, to be chosen later, and write(√
ℓ+ i(τ + a(ξ) · κ) + κ⊤A(ξ)κ)gˆ = hˆ+√ℓ gˆ.
We then get
gˆ = (hˆ+
√
ℓ gˆ)
1√
ℓ+ i(τ + a(ξ) · κ) + κ⊤A(ξ)κ .
Integrating in ξ and applying Cauchy-Schwarz inequality, we find
|φ̂v|2(τ, κ) ≤ 2
(∫
R
|hˆ|2 dξ + ℓ
∫
R
|gˆ|2 dξ
)∫
R
∣∣∣∣ 1√ℓ+ i(τ + a(ξ) · κ) + κ⊤A(ξ)κ
∣∣∣∣2 dξ.
Now, recalling (4.14), we are going to prove that I∞ = 0. Suppose, by contradiction
that I∞ > 0. We choose a finite set Fε as in Lemma 4.2 (iv), with ε = I∞/4, and
denote F¯ = 2πFε. In particular, there is δ0 > 0 such that |κ| ≥ δ0 for κ ∈ F¯ , and
we recall that, since M(v(t, ·)) = 0, we have
φ̂v(τ, 0) = 0.
Condition (1.11), for |κ| > δ > 0, with 0 < δ < δ0, implies
|φ̂v|2 ≤ ωδ(ℓ)
ℓ
∫
R
|hˆ|2 dξ + ωδ(ℓ)
∫
R
|gˆ|2 dξ.
Therefore, integrating in τ , summing over κ ∈ F¯ , and majorizing the right-hand
side extending the summation for all κ ∈ G, we get∑
κ∈F¯
∫
R
|φ̂v|2 dτ ≤ ωδ(ℓ)
ℓ
∑
κ∈G
∫
R
|hˆ|2 dξ + ωδ(ℓ)
∑
κ∈G
∫
R
|gˆ|2 dξ
≤ ωδ(ℓ)
ℓ
∫
R×Gd×R
(χφt)
2 dt dm(ω) dξ + ωδ(ℓ)
∫
R×Gd×R
|φχ|2 dt dm(ω) dξ.
Denoting
v0(t, x) =
∑
λ∈Fε
aλ(t)e
2πλ·x, with aλ(t) = M(e
−2πλ·(·)v(t, ·)),
we get from the last inequality∫
R×Gd
|φv0|2 dt dm(ω) ≤ ωδ(ℓ)
ℓ
∫
R×Gd
|φt|2|v|2 dt dm(ω)+ωδ(ℓ)
∫
R×Gd
|φ|2|v|2 dt dm(ω).
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Remembering that
‖v0(t)‖2L2(G) ≥
3I∞
4
we get
(4.32)
I∞
∫
R
|φ|2 dt ≤ 4
3
ωδ(ℓ)
(∫
Gd
|v|2 dm(ω)
)1/2(
1
ℓ
∫
R
|φt|2 dt+
∫
R
|φ|2 dt
)
≤ 4
3
I1/2∞ ωδ(ℓ)
(
1
ℓ
∫
R
|φt| dt+
∫
R
|φ|2 dt
)
.
We now choose ℓ small enough so that 43ωδ(ℓ)/I
1/2
∞ ≤ 12 and find from (4.32) that
I∞
∫
R
|φ|2 dt ≤ 2I1/2∞
ωδ(ℓ)
ℓ
∫
R
|φt|2 dt.
The conclusion is now completely identical to the one in [11]. We choose a sequence
of functions φB(t) = 1 for |t| ≤ B, with B a given large number and φB(t) = 2B−|t|B
for B ≤ |t| ≤ 2B, and φB(t) = 0 for |t| ≥ 2B. In the above inequality, we find
I1/2∞ ≤ C
ωδ(ℓ)
B2ℓ
,
where C > 0 is an absolute constant. When B → ∞ we get that I∞ = 0 which
contradicts the initial assumption about I∞. Hence I∞ = 0 and so v(t, ω) = 0 for
a.e. (t, ω) ∈ R×Gd.

We then arrive at the final conclusion.
Lemma 4.4 (Decay). We have
(4.33) lim
t→∞
∫
Gd
|u(t, ω)| dm(ω) = 0.
Proof. From what was just proven, we have∫ 1
0
∫
Gd
|vkj (s, ω)| dm(ω) ds→ 0 as j →∞.
Therefore, taking any t > kj + 1, since the L
1(Gd)-norm of u(s, ·) in decreasing in
s, by (3.27) with v ≡ 0, we have∫ 1
0
∫
Gd
|vkj (s, x)| dm(ω) ds ≥
∫
Gd
|u(1 + kj , ω)| dm(ω) ≥
∫
Gd
|u(t, ω)| dm(ω).
Hence, (4.33) follows.

5. Acknowledgements
H. Frid gratefully acknowledges the support from CNPq, through grant proc.
305963/2014-7, and FAPERJ, through grant proc. E-26/103.019/2011.
Y. Li gratefully acknowledges the support from NSF of China, through grants
11231006 and 11571232, NSF of Shanghai, through grant 14ZR1423100, and Shang-
hai Committee of Science and Technology, through grant 15XD1502300.
30 HERMANO FRID AND YACHUN LI
References
[1] Ambrosio, F., Frid, H. Multiscale Young measures in almost periodic homogenization and
applications. Arch. Ration. Mech. Anal. 192 (2009), no. 1, 37–85.
[2] Bendahmane, M., Karlsen, K. Renormalized entropy solutions for quasi-linear anisotropic
degenerate parabolic equations. SIAM J. Math. Anal. 36 (2004), No. 2, 405–422.
[3] Besicovitch, A.S. “Almost Periodic Functions”. Cambridge University Press, 1932.
[4] Carrillo, J. Entropy solutions for nonlinear degenerate problems. Arch. Rat. Mech. Anal.
147 (1999), 269–361.
[5] Chen, G.-Q., Frid, H. Decay of entropy solutions of nonlinear conservation laws. Arch.
Rational Mech. Anal. 146 (1999), No.2, 95–127.
[6] Chen, G.-Q., Frid, H. Divergence-measure fields and hyperbolic conservation laws. Arch.
Ration. Mech. Anal. 147 (1999), no. 2, 89 –118.
[7] Chen, G-Q., Frid, H. On the theory of divergence-measure fields and its applications. Bol.
Soc. Brasil. Mat. (N.S.) 32 (2001), no. 3, 401–433.
[8] Chen, G.-Q., Frid, H. Extended divergence-measure fields and the Euler equations for gas
dynamics. Comm. Math. Phys. 236 (2003), no. 2, 251–280.
[9] Chen, G.-Q., Karlsen, K.H. Quasilinear anisotropic degenerate parabolic equations with
time-space dependent diffusion coefficients. Communications On Pure and Applied Analysis,
4, Number 2, 2005, 241–266.
[10] Chen, G.-Q., Perthame, B.Well-posedness for non-isotropic degenerate parabolic-hyperbolic
equations. Ann. I. H. Poincare´, 20 (2003), 645–668.
[11] Chen, G.-Q., Perthame, B. Large-time behavior of periodic entropy solutions to anisotropic
degenerate parabolic-hyperbolic equations. Proc. American Math. Soc. 137, No. 9 (2009),
3003–3011.
[12] Dafermos, C.M. “Hyperbolic Conservation Laws in Continuum Physics” (Third Edition).
Springer-Verlag, Berlin, Heidelberg, 1999, 2005, 2010.
[13] Dafermos, C.M. Long time behavior of periodic solutions . . . . SIAM J. Math. Anal. 45
(2013), no. 4, 2064–2070.
[14] Dunford, N., Schwartz, J.T. “Linear Operators. General Theory, Part I ”. Interscience Pub-
lishers, Inc., New York, 1958, 1963.
[15] Endal, J., Jakobsen, E.R. L1 contraction for bounded (nonintegrable) solutions of degenerate
parabolic equations. SIAM J. Math. Anal. 46 (2014), no. 6, 3957–3982.
[16] Frid, H. Decay of almost periodic solutions of conservation laws. Arch. Rational Mech. Anal.
161 (2002), 43–64.
[17] Frid, H. Divergence-measure fields on domains with Lipschitz boundary. “Hyperbolic con-
servation laws and related analysis with applications”, 207–225, Springer Proc. Math. Stat.,
49, Springer, Heidelberg, 2014.
[18] Frid, H., Li, Y. A boundary value problem for a class of anisotropic degenerate parabolic-
hyperbolic equations. Archive for Rational Mechanics and Analysis 226 (2017), no. 3, 975–
1008.
[19] Karlsen, K.H., Risebro, N.H. On the uniqueness and stability of entropy solutions of non-
linear degenerate parabolic equations with rough coefficients. Discrete Contin. Dyn. Syst. 9
(2003), no. 5, 1081–1104.
[20] Kruzhkov, S.N. First order quasilinear equations in several independent variables. Math.
USSR-Sb. 10 (1970), 217–243.
[21] Ladyzhenskaya, O.A., Solonnikov, V.A., Ural’ceva, N.N. “Linear and Quasi-linear Equations
of Parabolic Type”, Providence, R.I.: Amer. Math. Soc. 1968.
[22] B.M. Levitan and V.V. Zhikov. “Almost Periodic Functions and Differential Equations”.
Cambidge University Press, New York, 1982.
[23] Loomis, L.H. “An Introduction to Harmonic Analysis”. D. Van Nostrand Company, Inc.,
Toronto, New York, London, 1953.
[24] Mascia, C., Porreta, A., Terracina, A. Nonhomogeneous Dirichlet problems for degenerate
parabolic-hyperbolic equations. Arch. Rational Mech. Anal. 163 (2002), 87–124.
[25] Panov, E. Existence of strong traces for quasi-solutions of multidimensional conservation
laws. Journal of Hyperbolic Differential Equations Vol. 4, No. 4 (2007), 729–770.
DECAY OF ALMOST PERIODIC SOLUTIONS 31
[26] Panov, E. On the Cauchy problem for scalar conservation laws in the class of Besicovitch
almost periodic functions: global well-posedness and decay property. Journal of Hyperbolic
Diff. Equations, Vol. 13, No. 3 (2016), 633-659.
[27] Panov, E. On the decay of periodic entropy solutions to a scalar conservation law. Ann.
Inst. H. Poincare´ Anal. Non Line´aire 30 (2013), 885–908.
[28] Perthame, B. “Kinetic formulations of parabolic and hyperbolic PDEs: from theory to
numerics. Evolutionary equations”. Vol. I, 437–471, Handb. Differ. Equ., North-Holland,
Amsterdam, 2004.
[29] Perthame, B., Souganidis, P.E. A limiting case for velocity averaging. Ann. Sci. Ecole Norm.
Sup. (4) 31 (1998), 591–598.
[30] Tadmor, E., Tao, T. Velocity averaging, kinetic formulations, and regularizing effects in
quasi-linear PDEs. Comm. Pure Appl. Math. LX (2007), 1488–1521.
[31] Vasseur, A. Strong traces for solutions of multidimensional scalar conservation laws. Arch.
Ration. Mech. Anal. 160 (2001) 181–193.
[32] Vol’pert, A.I, Hudjaev, S.I. Cauchy’s problem for degenerate second order quasilinear par-
abolic equations. Math. USSR Sbornik 7 (1969), No. 3, 365–387.
Instituto de Matema´tica Pura e Aplicada - IMPA, Estrada Dona Castorina, 110, Rio
de Janeiro, RJ 22460-320, Brazil
E-mail address: hermano@impa.br
School of Mathematical Sciences, MOE-LSC, and SHL-MAC, Shanghai Jiao Tong
University, Shanghai 200240, P.R. China
E-mail address: ycli@sjtu.edu.cn
