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.ý Abstract 
With  the  advances  in  microprocessor  technology,  control  systems  are  widely  seen  not  only 
in  industry  but  now  also  in  household  appliances  and  consumer  electronics.  Among  all 
control  schemes  developed  so  far,  Proportional  plus  Integral  plus  Derivative  (PID)  control 
is  the  most  widely  adopted  in  practice.  Today,  more  than  90%  of  industrial  controllers 
have  a  built-in  PID  function. 
The  simple  three-term  functionalities  of  PID  control  offer  the  most  direct  and  efficient 
solution  to  many  real-world  control  problems.  Their  wide  applications  have  stimulated  and 
sustained  the  research  and  development  of  PID  tuning  techniques,  patents,  software 
packages  and  hardware  modules.  Due  to  parameter  interaction  and  format  variation,  tuning 
a  PID  controller  is  not  as  straightforward  as  one  would  have  anticipated.  Therefore, 
designing  speedy  tuning  rules  should  greatly  reduce  the  burden  on  new  installation  and 
`time-to-market'  and  should  also  enhance  the  competitive  advantages  of  the  PID  system 
under  offer. 
In  order  to  achieve  this  objective,  it  is  important  that  optimal  and  effective  structures 
and  tuning  rules  were  globally  search  for  under  practical  constraints.  This  is  also  a  multi- 
criteria  learning  and  design  problem.  Only  by  taking  into  account  all  necessary  objectives 
for  practical  applications,  will  it  eventually  result,  in  a"  tuning  rule  that  can  perform 
optimally  across  a  wide  application  range  and  meet  practical  requirements.  Conflicting 
objectives  between  tracking  performance  and  load  disturbance  rejection  are  now  perhaps 
the  only  major  problem  remaining  in  PID  control,  which  have  haunted  the  control 
community.  Researchers  in  PID  control,  including  Karl  J.  Aström,  have  thus  resorted  to 
modifying  the  PID  structure  beyond  the  traditional  unity  negative  feedback  control 
framework.  For  example,  Aström  and  Hägglund  (1995)  proposed  an  alternative  structure 
that  places  the  derivative  action  on  the  plant  output,  instead  of  on  the  error  signal,  so  as  to 
cope  with  changes  in  tracking  command.  This  has  complicated  the  whole  process  and 
leads  to  an  extra  learning  curve  in  tuning  PID  controllers. 
Now  with  the  advances  in  evolutionary  computation,  these  problems  can  be  addressed 
systematically  and  intelligently.  In  particular,  a  multi-objective  evolutionary  algorithm 
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(MOEA)  would  be  an  ideal  candidate  to  conduct  the  learning  and  search  for  multi- 
objective  PID  tuning  rules.  A  simple  to  implement  MOEA,  termed  s-MOEA,  is  devised 
and  compared  with  MOEAs  developed  elsewhere.  Extensive  study  and  analysis  are 
performed  on  metrics  for  evaluating  MOEA  performance,  so  as  to  help  with  this 
comparison  and  development.  As  a  result,  a  novel  visualisation  technique,  termed 
"Distance  and  Distribution  (DD)"  chart,  is  developed  to  overcome  some  of  the  limitations 
of  existing  metrics  and  visualisation  techniques.  The  DD  chart  allows  a  user  to  view  the 
comparison  of  multiple  sets  of  high  order  non-dominated  solutions  in  a  two-dimensional 
space.  The  capability  of  DD  chart  is  shown  in  the  comparison  process  and  it  shows  to  be  a 
useful  tool  for  gathering  more  in-depth  information  of  an  MOEA  which  is  not  possible  in 
existing  empirical  studies. 
Truly  multi-objective  global  PID  tuning  rules  are  then  evolved  as  a  result  of 
interfacing  the'  s-MOEA  with  closed-loop  simulations  under  practical  constraints.  It  takes 
into  account  multiple,  and  often  conflicting,  objectives  such  as  steady-state  accuracy  and 
transient  responsiveness  against  stability  and  overshoots,  as  well  as  tracking  performance 
against  load  disturbance  rejection.  These  evolved  rules  are  compared  against  other  tuning 
rules  both  offline  on  a  set  of  well-recognised  PID  benchmark  test  systems  and  online  on 
three  laboratory  systems  of  different  dynamics  and  transport  delays.  The  results'show  that 
the  rules  significantly  outperform  all  existing  tuning  rules,  with  multi-criterion  optimality. 
This  is  made  possible  as  the  evolved  rules  can  cover  a  delay  to  time  constant  ratio  from 
zero  to  infinity  based  on  first-order  plus  delay  plant  models.  For  second-order  plus  delay 
plant  models,  they  can  also  cover  all  possible  dynamics  found  in  practice. Acknowledgements 
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Introduction 
Chapter  objectives 
This  chapter  presents  the  motivation  behind  this  work,  statement  of  the  problem, 
proposed  approach,  main  contributions  from  this  work  and  organisation  of  this  thesis. Chapter  1  Introduction  2 
1.1  Motivation 
Designing  and  tuning  a  Proportional  plus  Integral  plus  Derivative  (PID)  controller 
appears  to  be  conceptually  intuitive.  However,  it  can  be  hard  in  practice,  if  multiple  (and 
often  conflicting)  objectives  such  as  transient  behaviour  and  high  stability  have  to  be 
achieved.  Usually,  initial  designs  obtained  by  all  means  need  to  be  adjusted  repeatedly 
through  computer  simulations  until  the  closed-loop  system  performs  or  compromises  as 
desired.  This  stimulates  the  development  of  `intelligent'  software  tools  that  can  assist 
engineers  to  achieve  the  best  overall  PID  control  for  the  entire  operating  envelope.  Since 
the  invention  of  PID,  numerous  tuning  rules  have  been  developed,  which  differ  in 
complexity,  flexibility  and  amount  of  process  knowledge.  One  important  point  that 
seems  to  miss  out  during  the  development  of  the  tuning  rule  is  -  in  practical  process 
control  industrial  environments  it  is  obvious  that  there  is  a  need  to  achieve  satisfactory 
control  performances  without  adopting  complex  control  architectures,  in  order  to 
guarantee  the  best  cost/benefit  ratio. 
Many  tuning  rules  that  are  accepted  by  industry  are  now  incorporated  into  the 
hardware  modules.  However,  due  to  the  fact  that  modelling  errors,  process  variations  and 
human  errors  exist,  user  intervention  in  tuning  of  PID  controllers  cannot  be  avoided. 
Thus,  user  needs  a  tuning  rule  that  is  simple  to  understand  and  quick  to  apply.  Needless 
to  say,  we  cannot  assume  that  all  users  are  highly  educated  in  control  theory.  This  simply 
explains  why  the  classical  Ziegler-Nichols  tuning  rule  (Ziegler  and  Nichols,  1942)  is  still 
commonly  used.  This  point  is  further  re-enforce  in  the  presence  of  increasing  numbers  of 
available  PID  tuning  software  packages,  as  discussed  in  Chapter  3. 
Most  of  the  available  tuning  rules  either  work  for  a  particular  type  of  process  or  are 
too  complicated  to  use.  Based  on  the  analysis  of  patented  and  industrial  PID  shown  in 
Chapter  3,  it  is  apparent  that  most  of  the  tuning  rules  are  tuned  towards  a  certain  process. 
As  for  the  more  general  tuning  rules,  their  designs  do  not  cater  for  the  multi-objective 
requirements. 
The  challenge  is  to  develop  a  simple  tuning  rule  that  takes  into  consideration  of  the 
multi-requirements  so  that  most  users  are  comfortable  with  it.  By  providing  a  simple  and 
well-understood  PID  structure,  coupled  with  an  optimal  tuning  rule  with  wide 
applicability  range,  industry  will  definitely  benefit  with  a  short  `time-to-market', 3  1.3  Proposed  Approach 
reducing  the  burden  and  mistakes  of  tuning  PID  controllers.  This  improves  the  control 
system  stability,  which  in  turn  maximises  company's  profitability. 
1.2  Statement  of  the  Problem 
Currently,  there  exist  deficiencies  in  PID  tuning  rules.  Firstly,  most  of  the  tuning  rules 
are  designed  for  the  ideal  PID  structure  to  deliver  a  critically-  or  over-damped  closed- 
loop  response.  Thus,  there  are  rarely  any  studies  on  analysing  the  performance  of  other 
PID  structures.  Due  to  the  flexibility  of  the  presence  of  digital  controller,  the  PID 
structures  used  are  not  typical  and  vary  from  different  process  control  manufacturers. 
This  may  cause  most  of  the  tuning  rules,  especially  those  proposed  in  academia,  to 
perform  badly.  Secondly,  even  though  it  is  a  multi-objective  problem,  most  of  the  tuning 
rule  designs  are  based  on  a  single  or  composite  objective.  Thus  most  of  the  tuning  rules 
will  not  yield  global  or  multi-objective  optimal  performance,  hence  limiting  their 
applicability. 
This  research  aims  to  devise  a  universal  and  practical  rule.  This  is designed  using  a 
truly  multi-objective  technique.  The  methodology  will  also  cover  both  under-and  over- 
damped  plant  responses.  It  also  aims  to  study  the  tuning  methodology  on  various  PID 
structures,  analyses  the  possibility  of  achieving  reasonable  performance  over  a  wide 
range  of  PID  structures  and  find  out  if  there  is  any  industrial  practical  PID  structure  that 
is  suitable  for  those  tuning  rules  that  are  designed  based  on  the  ideal  PID  structure. 
1.3  Proposed  Approach 
There  are  a  number  of  objectives  in  PID  tuning  rules,  namely  stability,  regulating 
performance,  tracking  performance,  robustness  and  noise  attenuation.  Not  all  of  these 
objectives  are  commensurable  or  consistent.  By  using  classical  search  and  optimisation 
methods,  it  is  almost  impossible  to  achieve  optimal  performance.  Since  this  is  a  multi- 
objective  problem,  a  set  of  non-dominated  solutions  is  expected.  This  should  prove 
useful  for  the  user  to  understand  the  trade-offs  and  to  assist  in  the  selection  of  the  final 
solution.  However  this  is  not  possible  or  easily  achieved  when  using  classical  methods. 
As  a  result,  this  work  seeks  to  explore  some  of  the  potential  of  artificial  evolutionary 
computation  techniques,  in  particular  multi-objective  evolutionary  algorithms.  Coupled Chapter  1  Introduction  4 
with  evolutionary  computation  technique,  this  work  attempts  to  devise  a  multi-objective 
PID  tuning  rule. 
There  are  also  a  wide  variety  of  evolutionary  computation  techniques  available.  In 
order  to  understand  their  behaviour  and  usage,  first  an  in-depth  analysis  on  the  metrics 
for  measuring  evolutionary  computation  performance  is  conducted.  Through  this 
analysis,  the  weaknesses  of  the  available  metrics  are  identified  and  remedies  are 
proposed.  In  addition,  a  novel  visualisation  technique  is  also  proposed  to  assist  in  the 
evaluation  process.  Next,  analyses  of  the  commonly  cited  evolutionary  algorithm 
features  are  studied  and  as  a  result  an  easy  to  implement  evolutionary  computation 
technique  is  developed.  Its  performance  is  compared  against  other  commonly  cited 
evolutionary  algorithms  based  on  a  wide  range  of  test  problems. 
1.4  Main  Contributions 
The  main  contributions  of  this  thesis  are: 
0  This  research  has  devised  an  effective  and  efficient  PID  tuning  rule  that  is  based  on 
multi-criteria  using  multi-objective  evolutionary  algorithms  technique.  This  rule 
significantly  outperforms  all  other  rules  due  to  its  simple  generic  applicability  and 
wide  operating  range  while  still  achieving  global  optimal  -  performance  based  on 
multi-criteria.  As  most  of  the  PID  tuning  rules  is  developed  based  on  single  or 
composite  objective,  thus  it  is  not  likely  to  achieve  global  multi-objective  optimal 
performance.  Some  other  designs  are  using  multi-objective  technique,  but  they  are 
mainly  for  ad  hoc  process. 
"A  modem  study  and  analysis  of  patented  PID  tuning  rules  and  their  application  to 
practical  software  packages  and  industrial  controller  modules  is  conducted.  The  end 
result  provides  a  comprehensive  source  of  information  for  readers.  It  also  highlights 
the  differences  in  academic  and  industrial  practice  and  thus  provides  a  very  good 
lead  for  future  improvements  of  PID.  As  most  of  the  available  literature  survey  on 
PID  control  is  focused  on  academic  research,  although  there  are  a  couple  of 
scattered  reports  on  practical  PID  software  packages  and  industrial  controllers. 
There  is  however  no  study  conducted  on  PID  patents. 
"A  comprehensive  study  and  discussion  of  performance  metrics  in  single-  and  multi- 
objective  evolutionary  algorithms  is  conducted.  It  is  extremely  difficult  to  analyse S  1.5  Organisation  of  the  Thesis 
the  performance  of  multi-objective  evolutionary  algorithms  using  existing 
performance  metrics.  Hence,  this  study  identifies  the  weaknesses  of  each  metrics 
and  proposes  ways  to  overcome  them. 
"A  novel  visualisation  technique  that  enables  the  viewing  of  multi-dimensional  data 
in  order  to  assist  in  the  evaluation  of  multi-objective  evolutionary  algorithms  is 
proposed.  The  current  visualisation  technique  for  viewing  non-dominated  solution 
set  is  mainly  limited  to  two  objectives.  For  those  higher  dimensional  data, 
visualisation  is  very  difficult  and  normally  limited  to  a  set  of  data.  Hence  these  are 
not  commonly  found  in  multi-objective  evolutionary  algorithm  studies. 
"  An  extensive  in-depth  study  is  conducted  on  the  evaluation  of  various  multi- 
objective  evolutionary  algorithms  on  a  range  of  test  problems  using  performance 
metrics  and  the  proposed  visualisation  technique.  Through  the  use  of  the  proposed 
visualisation  technique,  it  further  reveals  each  algorithm's  behaviour  on  various 
problems,  which  is  not  commonly  seen  in  any  existing  empirical  studies.  This 
crucial  information  is  very  important  for  the  selection  of  a  suitable  algorithm  and 
possible  enhancements  to  an  algorithm. 
"  The  development  of  a  low-cost  Java-based  educational  PID  tuning  software  tool. 
This  is  greatly  motivated  by  the  extensive  analysis  on  practical  PID  software 
packages,  where  it  is  found  that  there  is  no  tool  available  for  comparing  and  testing 
different  tuning  rules.  This  tool  enables  easy  comparison  and  analysis  of  different 
available  tuning  rules  together  with  user-defined  settings.  Most  importantly,  it  can 
be  deployed  on  any  operating  platform  with  no  additional  costs. 
1.5  Organisation  of  the  Thesis 
This  thesis  is  divided  into  seven  chapters,  beginning  with  this  Introduction.  Chapter  2 
begins  with  preliminary  information  on  the  PID  controller,  which  covers  its  basic 
functionality,  caveats  and  remedies,  and  the  tuning  objectives.  This  is  followed  by  a  brief 
overview  of  the  evolutionary  computation  methodology  that  will  be  employed  in  this 
research.  A  description  of  the  classical  method  used  to  handle  multiple  objective 
problems  is  used  to  lead  onto  the  description  of  evolutionary  algorithms  and  its  extension 
to  handle  multiple  objective  problems. Chapter  1  Introduction  6 
Chapter  3  aims  to  identify  the  trend  and  direction  of  practical  PID  development.  It 
begins  with  a  study  on  the  patents  on  PID  controller  tuning  methodologies,  in  order  to 
present  an  overview  of  the  methods  that  are  being  patented.  Then  a  study  is  conducted  on 
the  tuning  methods  found  in  practical  software  packages.  This  also  serves  as  a  one-stop 
information  for  anyone  looking  for  tuning  tools  in  assisting  their  work  on  PID  controller. 
Lastly,  a  study  on  four  process  control  companies  hardware  modules  are  given,  with 
details  on  their  own  incorporated  tuning  methodology. 
Chapter  4  presents  the  analysis  of  the  proposed  evolutionary  algorithm  methodology 
performance.  The  proposed  methodology  is  presented  before  proceeding  to  study  and 
analyse  the  performance  metrics  used  to  evaluate  their  capability  in  handling  single-  and 
multi-objective  problems.  It  starts  by  looking  into  single-objective  case,  where  the 
performance  metrics  are  simple  and  straightforward.  Then  it  shows  the  difficulty  in 
multi-objective  case  and  discusses  the  merits  and  demerits  of  the  available  performance 
metrics.  A  novel  and  effective  visualisation  technique  is  proposed,  in  an  attempt  to  assist 
users  in  making  decision  or  selection  in  a  multi-dimensional  case,  whereby  the 
performance  metrics  fails.  This  chapter  concludes  by  performing  empirical  studies  on 
various  multi-objective  evolutionary  algorithms  and  discusses  the  results  using 
performance  metrics  and  the  proposed  visualisation  technique. 
Chapter  5  presents  the  detailed  development  on  the  search  for  globally  optimal  multi- 
objective  PID  tuning  rules,  PIDeasy.  First,  it  looks  into  the  plant  modelling  technique 
where  critical  plant  information  is  extracted  in  order  to  perform  the  tuning  operation. 
Next,  it  describes  the  employed  PID  structure  and  its  consideration.  Followed  by  the 
objectives  that  are  considered  in  the  search  and  learning  of  multi-optimal  PID  tuning 
rules.  Subsequently,  the  process  and  result  of  the  search  and  learning  are  explained  in 
details.  This  chapter  concludes  by  presenting  a  software  tool  that  is  developed  for 
computing  PID  parameters  and  comparison  of  different  tuning  rules. 
Chapter  6  evaluates  the  performance  of  the  proposed  PIDeasy  tuning  method  against 
a  set  of  well-recognised  PID  benchmark  test  systems  and  three  laboratory  systems.  First, 
it  compares  the  performance  of  PIDeasy  with  other  selected  tuning  rules  over  a  range  of 
28  processes.  This  is  a  offline  computer  simulation  test  and  the  performances  are 
compared  and  discussed  based  on  the  gain  and  phase  margins  and  a  set  of  performance 
indices.  Next,  PIDeasy  is  being  tested  online  on  three  laboratory  systems.  Each  of  the 7  1.5  Organisation  of  the  Thesis 
online  systems  exhibits  a  different  behaviour  which  may  used  to  represent  real  industrial 
plants.  The  first  is  a  DC  motor  where  there  is  negligible  transport  delay  and  very  fast 
response.  The  second  one  is  a  heating  system  which  has  a  transport  delay  and  is 
susceptible  to  atmosphere  interferences.  The  last  one  is  a  coupled  tanks  system  where  it 
has  minimal  transport  delay  but  has  a  very  slow  response. 
Chapter  7  concludes  this  thesis  by  summarising  the  work  that  is  being  done  and 
results  achieved.  Next,  a  section  on  further  work  first  identified  the  limitations  of  the 
results  and  then  suggests  where  further  developments  are  needed. Chapter  2 
PID  Controller  and  Evolutionary  Learning 
Methods 
Chapter  objectives 
This  chapter  presents  the  functionality,  design  and  tuning  of  a  PID  controller,  and  the 
evolutionary  learning  methods  that  are  used  in  the  development  of  a  PID  tuning  rule. 
8 9  2.2  Three-Tern:  Functionality,  Design  and  Tuning  of  PID  Control 
2.1  Introduction 
This  chapter  provides  an  overview  on  PID  technology.  It  outlines  existing  problems  and 
difficulties  in  understanding  and  tuning  a  PID  controller.  Next,  it  looks  at  a  common 
traditional  attempt  in  the  search  for  a  multi-optimal  PID  tuning  rule.  From  there,  the 
problems  can  be  easily  highlighted  on  the  methodologies  and  it  can  show  why 
evolutionary  algorithms  are  more  suitable  in  handling  this  type  of  problems. 
2.2  Three-Term  Functionality,  Design  and  Tuning  of  PID  Control 
With  its  three-term  functionality  covering  treatment  to  both  transient  and  steady-state 
responses,  PID  control  offers  the  simplest  and  yet  most  efficient  solution  to  many  real- 
world  control  problems.  Since  the  invention  of  PID  control  in  1910  (largely  owing  to 
Elmer  Sperry's  ship  autopilot),  and  the  Ziegler-Nichols'  (ZN)  straightforward  tuning 
methods  in  1942  (Ziegler  and  Nichols,  1942),  the  popularity  of  PID  control  has  grown 
tremendously.  With  advances  in  digital  technology,  the  science  of  automatic  control  now 
offers  a  wide  spectrum  of  choices  for  control  schemes.  However,  more  than  90%  of 
industrial  controllers  are  still  implemented  according  to  the  PID  algorithm  particularly  at 
the  lowest  level  (Aström  and  Hägglund,  1996).  As  no  other  controllers  match  the 
simplicity,  clear  functionality,  applicability  and  ease  of  use  offered  by  the  PID  controller 
(Wang  et  al.,  1995).  Its  wide  application  has  stimulated  and  sustained  the  development 
of  various  PID  tuning  techniques,  sophisticated  software  packages  and  hardware 
modules  (Ang  et  al.,  2004a). 
The  success  and  longevity  of  PID  controllers  were  characterised  in  a  recent  IFAC 
workshop,  where  over  90  papers  dedicated  to  PID  research  were  presented  (Quevedo  and 
Escobet,  2000).  With  much  of  academic  research  in  this  area  maturing  and  entering  the 
region  of  `diminishing  returns',  the  trend  in  present  research  and  development  (R&D)  of 
PID  technology  appears  to  be  focused  on  the  integration  of  available  methods  in  the  form 
of  software  so  as  to  get  the  best  out  of  PID  control  (lEE  Digest,  1996;  Quevedo  and 
Escobet,  2000).  A  number  of  software-based  techniques  have  also  been  realised  in 
hardware  modules  to  perform  `on-demand  tuning',  whilst  the  search  still  goes  on  to  find 
the  next  key  technology  for  PID  tuning  (Marsh,  1998). Chapter  2  I'M  Controller  and  Evolutionary  Learning  Methods  /0 
2.2.1  Three-Term  Functionality  and  the  Parallel  Structure 
A  P11)  controller  may  be  considered  as  an  extreme  form  of  a  phase  lead-lag  compensator 
with  one  pole  at  the  origin  and  the  other  at  infinity.  Similarly,  its  cousins,  the  PI  and  PI) 
controllers,  can  also  be  regarded  as  extreme  forms  of  phase-lag  and  phase-lead 
compensators,  respectively.  The  PID  controller  is  also  known  as  the  `Three-Term' 
controller,  whose  transfer  function  in  'ideal  form'  is  (Figure  2.1): 
G(s)=Kp(l+ 
1 
+TDsl  (2.1) 
l  Ti  sJ 
where  Kp  is  the  proportional  gain,  T,  the  integral  time  constant  and  T1)  the  derivative  time 
constant.  This  can  also  be  transformed  to  another  form  commonly  known  as  the  `parallel 
form'  (Figure  2.2): 
G(s)=Kp+K,  +KDs 
s 
(2.2) 
where  K,  is  the  integral  gain  and  KD  the  derivative  gain.  The  `Three-Term'  functionalities 
are  highlighted  by: 
"  The  proportional  term  -  providing  an  overall  control  action  proportional  to  the  error 
signal  through  an  all-pass  gain  factor; 
"  The  integral  term  -  reducing  steady-state  errors  through  low-frequency 
compensation  by  an  integrator: 
"  The  derivative  term  -  improving  transient  response  through  high-frequency 
compensation  by  a  differentiator. 
E(s 
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E(s)  It(s) 
Figure  2.2  PID  Structure  -  Parallel  Form 
The  individual  effects  of  these  three  terms  on  a  closed-loop  system  are  summarised 
in  Table  2.1.  Note  that  this  table  serves  as  a  first  guide  f'or  stable  open-loop  plants  only. 
For  optimum  performance,  KP,  K,  (or  Ti)  and  K[)  (or  Ti))  are  mutually  dependent  in 
tuning. 
Regarding  the  message  that  increasing  the  derivative  gain,  KD,  will  lead  to  improved 
stability  is  commonly  conveyed  from  academia  to  industry.  However,  practitioners  have 
often  found  that  the  derivative  term  can  behave  against  such  anticipation  particularly 
when  there  exists  a  transport  delay  (Li  et  al.,  1998;  Quevedo  and  Escobet,  2000). 
Frustration  in  tuning  K1  has  hence  made  many  practitioners  switch  off  or  even  exclude 
the  derivative  term.  This  matter  has  now  reached  the  point  that  requires  clarification. 
which  will  be  discussed  in  Section  2.2.5. 
Table  2.1  Characteristics  of  P,  1,  and  D  Controllers 
Closed-Loop  Rise  Time  Overshoot  Settling  Steady-State  Stability 
Response  Time  Error 
Increase  KN  Decrease  Increase  Small  Decrease  Degrade 
Increase 
Increase  K,  Small  Increase  Increase  Large  Degrade 
Decrease  Decrease 
Increase  KD  Small  Decrease  Decrease  Minor  Improve 
Decrease  Change Chapter  2  PID  Controller  and  Evolutionary  Learning  Methods  12 
2.2.2  The  Series  Structure 
A  PID  controller  may  also  be  realised  in  the  `series  form'  if  both  zeros  are  real,  i.  e.  Ti 
4  Tr).  In  this  case,  (2.1)  can  be  implemented  as  a  cascade  of  a  PI)  and  Pl  controller,  shown 
in  Figure  2.3,  in  the  form  (Li  et  al.,  1998): 
G(s)=  Kp(a+TnsI  +1)  (2.3) 
aTis 
where 
l+  1-4TD  /  Ti 
a=  >0  (2.4) 
Tus  1/Týs 
E(s) 
Figure  2.3  PID  Structure  -  Series  Form 
Another  similar  form,  which  is  known  as  the  `classical  form',  is  more  commonly  used  in 
the  industry  (O'Dwyer,  2003): 
G(s)=K1+ 
I  I+T/)s 
(2.5) 
l  T1s 
1+Tn  s 
ß 
2.2.3  Effect  of  the  Integral  Term  on  Stability 
Refer  to  (2.1)  or  (2.3)  for  Ti  #0  and  TD  =  0.  It  can  be  seen  that,  adding  an  integral  term  to 
a  pure  proportional  term  will  increase  the  gain  by  a  factor  of: 
l1+  +,  bw 
JwTi  wz1T1z 
>l 
and  will  increase  the  phase-lag  at  the  same  time  since: 
(2.6) 
I  1wT1 
LI  l+  =tan  J<0,  `dw  (2.7) 
jwT,  l1J 
Hence,  both  stability  gain  and  phase  margins  will  be  reduced,  i.  e.,  the  closed-loop  system 
will  become  more  oscillatory  or  potentially  unstable. 13  2.2  Three-Term  Functionality,  Design  and  Tuning  (?  f  PID  Control 
2.2.4  Integrator  Windup  and  Remedies 
If  an  actuator  realises  the  control  action  has  an  effective  range  limit,  then  the  integrator 
may  saturate  and  future  correction  will  be  ignored  until  the  saturation  is  offset.  "l'his 
causes  low-frequency  oscillations  and  may  lead  to  instability.  A  usual  measure  taken  to 
counteract  this  effect  is  `anti-windup'  (Shinskey,  1994;  Aström  and  Hägglund,  1995: 
Bohn  and  Atherton,  1995;  Peng  et  a!.,  1996).  Nearly  all  software  packages  and  hardware 
modules  have  implemented  some  form  of  integrator  windup  protection. 
As  most  modern  PID  controllers  are  implemented  in  digital  processors,  they  can 
accommodate  more  mathematical  functions  and  modifications  to  the  standard  three  terms 
shown  in  (2.1)  to  (2.3).  A  simple  and  most  widely  adopted  anti-windup  scheme  can  be 
realised  in  software  or  firmware  by  modifying  the  integral  action  to: 
U1  (S) 
T  is 
(2.8) 
is  Y 
where  U(s)  represents  the  saturated  control  action  and  y  is  a  correcting  factor.  It  is  found 
that  the  range  of  [0.1,1.0]  for  y  results  in  extremely  good  performance  with  any 
reasonably  tuned  PID  parameters  (Li  et  al.,  1998). 
It  is  also  reported  that,  in  the  `series  form',  the  PI  part  may  be  implemented  to 
counter  actuator  saturation  without  the  need  for  a  separate  anti-windup  action,  as  shown 
in  Figure  2.4  (Shinskey,  1994;  Astrom  and  Hägglund,  1995).  When  there  is  no 
saturation,  the  feedforward-path  transfer  is  unity  and  the  overall  transfer  from  Upn(s)  to 
U(s)  is  the  same  as  the  last  factor  in  (2.3). 
Actuator  model 
UPD(S) 
++  U(S) 
Ld  I 
Figure  2.4  Anti-Windup  PI  Part  of  a  `Series  Form' 
2.2.5  Effect  of  the  Derivative  Term  on  Stability 
Generally,  derivative  action  is  valuable  as  it  provides  useful  phase  lead  to  offset  phase 
lag  caused  by  integration.  It  is  also  particularly  helpful  in  shortening  the  period  of  the 
loop  and  thereby  hastening  its  recovery  from  disturbances.  It  can  have  a  more  dramatic Chapter  2  PID  Controller  and  Evolutionary  Learning  Methods  14 
effect  on  the  behaviour  of  second-order  plants  that  have  no  significant  dead-time  than 
first-order  plants  (Shinskey,  1994). 
However,  the  derivative  term  is  often  misunderstood  and  misused  especially  if  delay 
exists.  For  example,  it  has  been  widely  perceived  in  the  control  community  that  adding  a 
derivative  term  will  improve  stability.  It  will  be  shown  here  that  this  perception  is  not 
always  valid.  In  general,  adding  a  derivative  term  to  a  pure  proportional  term  will  reduce 
phase  lags  by: 
L(1+  i  (o  TD)  °  tan-' 
0) 
1E 
[0,71  /  2],  dW  (2.9) 
which  alone  tends  to  increase  the  phase  margin.  In  the  meantime,  however,  the  gain  will 
be  increased  by  a  factor  of: 
I1+jwTDI=  1+w2Tö  >1,  Vo  (2.10) 
and  hence  the  overall  stability  may  be  improved  or  degraded. 
To  prove  that  adding  a  differentiator  could  actually  destabilise  the  closed-loop 
system,  consider  without  loss  of  generality  a  common  first-order  lag  plus  delay  plant  as 
described  by: 
G(s)  =K  e-L, 
1+Ts  (2.11) 
where  K  is  the  process  gain;  T  is  the  process  time-constant;  and  L  is  the  process  dead- 
time  or  transport  delay.  Suppose  that  it  is  controlled  by  a  proportional  controller  with 
gain  Kp  and  now  a  derivative  term  is  added.  This  results  in  a  combined  PD  controller  as 
given  by: 
GPD(S)  =  KP(1+TDS)  (2.12) 
The  overall  open-loop  feedforward-path  transfer  function  becomes: 
G(jo))GPD  (JO))  =  KKp 
1+ATDO 
e  uLm  (2.13) 
1+  jTw 
with  gain  becoming: 
!'  1+T2  2 
IG(. 
IW)GPD(io)I=KKP 
1+T20)2  (2.14) 
Z  KKP  min(  1, 
LD 
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where  the  inequality  has  been  obtained  because  1+Töw2  is  monotonic  with  co.  This 
1+T2w2 
implies  that  the  gain  is  not  less  than  0  dB  if  To  >_  T  and  KKp  >_  1  or  TD  <_  T  and 
T°2 
T 
KKp  (2.1  s) 
In  these  cases,  the  0  dB  gain  crossover  frequency,  co,,  is  at  infinite,  where  the  phase 
ZG(jwC)GPD(jalC)  =  tan-' 
TDi 
`  -tan'' 
Ti` 
-Love  (2.16 
=7r/2-it/2-co  <-ir 
Hence,  by  Bode  or  Nyquist  criterion,  there  exist  no  stability  margins  and  the  closed-loop 
system  will  be  unstable.  This  shows  an  example  that  adding  a  derivative  term  will  not 
always  improve  stability,  contrary  to  the  general  perception  that  derivative  term  will 
improve  stability. 
This  phenomenon  could  have  contributed  to  the  difficulties  in  the  design  of  a  full 
PID  controller  and  also  to  the  reason  that  80%  of  PID  controllers  in  use  have  the 
derivative  part  omitted  or  switched  off  (IEE  Digest,  1996).  This  means  that  the 
functionality  and  potential  of  a  PID  controller  is  not  fully  exploited.  Nonetheless,  it  is 
shown  that  the  use  of  a  derivative  term  can  increase  stability  robustness  and  help 
maximise  the  integral  gain  so  as  to  achieve  the  best  performance  (Aström  and  Hägglund, 
2001).  However,  care  must  be  taken,  as  it  is  difficult  to  tune  the  differentiator  properly. 
An  example  is  given  in  Figure  2.5  and  2.6  for  plant  (2.11)  with  K=  10,  T=1  sec.  and  L 
=  0.1  sec.,  which  is  initially  controlled  by  a  PI  controller  with  Kp  =  0.644  and  TI  =  1.03 
sec.  It  can  be  seen  that  if  a  differentiator  is  added  with  TD  =  0.0303  sec.,  both  the  gain 
and  phase  margins  will  be  maximised  whilst  the  transient  response  improves  to  the  best. 
However,  if  To  is  increased  further  to  0.1  sec,  the  gain  margin  and  transient  response  will 
deteriorate.  The  closed-loop  system  can  even  be  destabilised  if  the  derivative  gain  is 
increased  to  20%  of  the  proportional  gain.  Hence,  the  derivative  term  should  be  tuned 
and  used  properly. ('hunter  2  PID  Controller  and  Evolutionary  Learning  Melhods  16 
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2.2.6  Remedies  on  Singular  Derivative  Action 
A  pure  differentiator  is  not  `casual'.  It  does  not  restrict  high-frequency  gains  as  shown  in 
(2.10)  and  demonstrated  in  Figure  2.5.  Hence  it  will  result  in  a  theoretically  infinite  high 
control  action  when  a  step  change  of  the  reference  or  disturbance  occurs.  To  combat  this, 
most  PID  software  packages  and  hardware  modules  perform  some  form  of  filtering  on 
the  differentiator. 
2.2.6.1  Averaging  through  a  Linear  Low-Pass  Filter 
A  common  remedy  is  to  cascade  the  differentiator  with  a  low-pass  filter,  i.  e.,  modify  it  to 
G°  (s)  = 
Tps 




Most  PID  hardware  for  process  control  industry  provides  aß  setting  from  1  to  33  and  the 
majority  fall  between  8  and  16  (Techmation  Inc.,  2004).  A  second-order  Butterworth 
filter  is  recommended  by  Gerry  and  Shinskey  (2004)  for  further  attenuation  of  the  high- 
frequency  gains. 
2.2.6.2  Modified  Structure 
The  issue  of  improving  transient  performance  has  recently  become  such  a  crucial  one 
that  attention  of  the  fundamental  unity  negative  feedback  structure  has  been  proposed  in 
the  R&D  of  PID  control  (Aström  and  Hägglund,  1995).  In  cascade  control  applications, 
the  inner-loop  often  needs  to  be  less  sensitive  to  set-point  changes  than  the  outer-loop. 
For  the  inner-loop,  a  variant  to  the  standard  PID  structure  may  be  adopted,  which  uses 
the  process  variable  instead  of  the  error  signal,  for  the  derivative  term  (BESTune,  2004), 
i.  e., 
u(t)=Kp  e(t)+KI 
ie(s)ds-KD  fy(t)  (2.18) 
where  y(t)  is  the  process  variable,  e(t)  =  r(t)  -  y(t)  and  r(t)  is  the  reference  signal  or  set- 
point.  It  is  also  proposed  that,  in  order  to  further  reduce  sensitivity  to  set-point  changes, 
the  proportional  term  may  also  be  changed  to  act  upon  the  process  variable  instead  of  the 
error  signal,  i.  e.  (BESTune,  2004): 
u(t)  =  -Kp  y(t)  +  K, 
j  e(t)  dt  -  KD 
dt 
y(t)  (2.19) 
Structure  (2.18)  is  sometimes  referred  to  as  `Type  B'  (or  PI-D)  control  and  structure 
(2.19)  as  `Type  C'  (or  I-PD)  control,  whilst  structures  (2.1)  to  (2.3)  as  `Type  A'  PID Chapter  2  PID  Controller  and  Evolutionary  Learning  Methods  18 
control.  Note  that;  Types  B  and  C  alter  the  foundations  of  conventional  feedback  control 
and  can  make  the  PID  schemes  more  difficult  to  analyse  with  standard  techniques  on 
stability  and  robustness,  etc.  For  set-point  tracking  applications,  however,  one  alternative 
to  using  Type  B  or  C  is  perhaps  a  set-point  filter  that  has  a  critically-damped  dynamics 
so  as  to  achieve  soft-start  and  smooth  control  (Feng  and  Li,  1999).  Nevertheless,  the 
ideal,  parallel,  series  and  modified  forms  of  PID  structures  can  all  be  found  in  present 
software  packages  and  hardware  modules.  Readers  may  refer  to  Techmation's 
Applications  Manual  (Techmation  Inc.,  2004)  for  a  list  documenting  the  structures 
employed  in  some  of  the  industrial  PID  controllers. 
2.2.6.3  Removal  of  Singular  Action  through  a  Nonlinear  Median  Filter 
Another  method  is  to  use  a  nonlinear  median  filter,  which  is  widely  applied  in  image 
processing.  It  compares  several  neighbouring  data  points  around  the  current  one  and 
selects  their  median  for  a  `non-singular'  action.  In  this  way,  unusual  spike  noise  or 
unwanted  action  resulting  from  a  step  command  or  disturbance,  for  example,  will  be 
filtered  out  completely.  Pseudo  code  of  a  three-point  median  filter  is  illustrated  in  Figure 
2.7  (Li  et  al.,  1998).  The  main  benefit  of  this  method  is  no  extra  parameter  is  needed, 
though  it  is  not  suitable  for  use  in  under-damped  processes. 
derivative  =  (error  -  previous_error)  /  sampling_period; 
if  (derivative  >  max  d) 
new  derivative  =  max  d;  //  median 
else  if  (derivative  <  mind) 
new_derivative  =  min  d;  //  median 
else 
new  derivative  =  derivative;  //  median 
if  (derivative  >  previous_derivative)  { 
max 
-d 
=  derivative; 
min  d=  previous_derivative; 
}  else  { 
max  d=  previous  derivative; 
min  d=  derivative; 
} 
previous-derivative  =  derivative; 
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2.2.7  Tuning  Objectives  and  Existing  Methods 
Pre-selection  of  a  controller  structure  can  pose  a  challenge  in  applying  PID  control.  As 
vendors  often  recommend  their  own  designs  of  controller  structures,  their  tuning  rules 
for  a  specific  controller  structure  do  not  necessarily  perform  well  with  other  structures. 
One  solution  seen  is  to  provide  support  for  individual  structures  in  software.  Readers 
may  refer  to  (Gerry,  1987;  Kaya  and  Scheib,  1988;  Luyben,  2001;  Eder,  2003)  for 
detailed  discussion  on  the  use  of  various  PID  structures.  Nonetheless,  controller 
parameters  are  tuned  such  that  the  closed-loop  control  system  would  be  stable  and  would 
meet  given  objectives  associated  with: 
"  Stability  robustness; 
"  Set-point  following  and  tracking  performance  at  transients,  including  rise-time, 
overshoot  and  settling  time; 
"  Regulation  performance  at  steady-state,  including  load  disturbance  rejection; 
"  Robustness  against  plant  modelling  uncertainty; 
"  Noise  attenuation  and  robustness  against  environmental  uncertainty. 
With  the  given  objectives,  tuning  methods  for  PID  controllers  can  be  grouped 
according  to  their  nature  and  usage,  as  follows  (Aström  and  Hägglund,  1995;  Li  et  al., 
1998;  Feng  and  Li,  1999): 
"  Analytical  methods  -  PID  parameters  are  calculated  from  analytical  or  algebraic 
relations  between  a  plant  model  and  an  objective  (such  as  Internal  Model  Control  or 
Lambda  tuning).  These  can  lead  to  an  easy-to-use  formula  and  can  be  suitable  for 
use  with  on-line  tuning,  but  the  objective  needs  to  be  an  analytical  form  and  the 
model  must  be  accurate; 
"  Heuristic  methods  -  These  are  evolved  from  practical  experience  in  manual  tuning 
(such  as  Ziegler-Nichols  tuning  rule)  and  from  artificial  intelligence  (including 
expert  systems,  fuzzy  logic  and  neural  networks).  Again,  these  can  serve  in  the 
form  of  a  formula  or  a  rule-based  for  on-line  use,  often  with  trade-off  design 
objectives; 
"  Frequency  response  methods  -  Frequency  characteristics  of  the  controlled  process 
are  used  to  tune  the  PID  controller  (such  as  loop-shaping).  These  are  often  off-line 
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0  Optimisation  methods  -  These  can  be  regarded  as  a  special  type  of  optimal  control, 
where  PID  parameters  are  obtained  ad  hoc  using  an  off-line  numerical  optimisation 
method  for  a  single  composite  objective  or  using  computerised  heuristics  or  an 
evolutionary  algorithm  for  multiple  design  objectives.  These  are  often  time-domain 
methods  and  mostly  applied  off-line; 
"  Adaptive  tuning  methods  -  These  are  for  automated  on-line  tuning,  using  one  or  a 
combination  of  the  above  methods  based  on  real-time  identification. 
The  above  classification  does  not  set  an  artificial  boundary  and  some  methods  applied  in 
practice  may  belong  to  more  than  one  category.  An  excellent  summary  on  PID  tuning 
methods  can  be  found  in  Aström  and  Hägglund  (1995),  Gorez  (1997),  Quevedo  and 
Escobet  (2000)  and  O'Dwyer  (2003).  However,  no  tuning  method  so  far  can  replace  the 
simple  ZN  method  in  terms  of  familiarity  and  ease  of  use  to  start  with.  Further,  there 
exists  a  lack  of  generic  methods  that  can  be  quickly  applied  to  the  design  of  on-board  or 
on-chip  controllers  for  a  wide  range  of  consumer  electronics,  -  domestic  appliances, 
mechatronic  systems  and  micro-electro  mechanical  systems  (MEMS)  where  PID 
controller  are  easily  integrated.  Over  the  past  half  century,  search  goes  on  to  find  the  next 
key  technology  for  PID  tuning  and  modular  realisation  (Marsh,  1998). 
2.3  Evolutionary  Computation  Methodology 
Real  world  problems  often  entail  simultaneous  optimisation  of  multiple,  possibly 
conflicting,  objectives.  Although  many  of  these  objectives  can  be  represented 
sufficiently  to  allow  quantitative  analysis,  incorporating  them  into  a  decision  making 
process  requires  a  multi-objective  treatment  and  optimisation.  In  a  single  optimisation 
problem,  the  notion  of  optimality  is  the  best  (the  minimum  or  the  maximum)  value  of  the 
objective  function.  In  a  multi-objective  optimisation  problem,  however,  the  notion  of 
optimality  is  hard  to  define.  Thus,  the  concept  of  Pareto  optimality  is  often  used.  In 
general,  no  single  solution  is  considered  the  best  with  respect  to  all  the  objectives 
simultaneously.  There  exists,  however,  a  set  of  `best  compromised'  solutions  that  are 
strictly  better  than  the  remaining  ones  in  the  search  space.  This  set  of  solutions  is  known 
as  the  Pareto  optimal  set  or  set  of  the  non-dominated  solutions.  It  describes  the  trade-offs 
in  the  problem,  and  helps  user  to  understand  the  options  available,  therefore  enabling  the 
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Multi-objective  optimisation  is  no  doubt  a  very  important  research  topic  both  for 
scientists  and  engineers,  because  of  the  multi-objective  nature  of  most  real-world 
problems.  Evolutionary  algorithms  (EAs)  seem  particularly  suitable  to  solve  multi- 
objective  optimisation  problems  because  they  deal  simultaneously  with  a  set  of  possible 
solutions  (the  so-called  population).  They  facilitates  the  findings  of  an  entire  set  of 
Pareto  optimal  solutions  in  a  single  run  of  the  algorithm,  instead  of  having  to  perform  a 
series  of  separate  runs  as  in  the  case  of  traditional  search  and  optimisation  methods. 
Additionally,  evolutionary  algorithms  are  less  susceptible  to  the  shape  or  continuity  of 
the  Pareto  front,  whereas  these  two  issues  are  a  real  concern  for  traditional  search  and 
optimisation  methods. 
2.3.1  Basic  Definitions 
Consider  a  test  problem  for  testing  an  optimisation,  learning  or  search  algorithm. 
Suppose  that  its  objective  function  (cost  function,  performance  index  or  fitness  function) 
is  fix):  X  --3  F,  which  may  be  evaluated  via  analytical  calculations  or  numerical 
simulations.  Here  Xc  R"  spans  the  entire  search  or  possible  solution  space  in  n 
dimensions,  xEX  represents  the  n  collective  variables  or  parameters  to  be  optimised,  F 
c  R"f  represents  the  M  dimensional  space  of  all  possible  objective  values,  and  f  r=  F 
represents  the  collection  of  m  objective  elements.  For  simplicity,  we  have  used  the  real 
space  and  enclosed  X  as  a  genotype,  whose  phenotype  correspondents  may  take  the  form 
of  integer  or  logic  values  for  non-numerical  search  and  machine  learning  problems. 
Denote  the  theoretical  objective  vector  that  may  be  ultimately  reached  as: 
fo  =  obi  Y  (x) (x)  )EF  (2.20) 
Note  that  elements  in  fo  can  have  separate  objectives,  i.  e.,  some  for  maximisation  and 
some  for  minimisation.  A  xo  EX  that  satisfies: 
f(xo)  =lo  (2.21) 
is  said  to  be  a  corresponding  theoretical  solution  to  the  optimisation  problem. 
Also  note  that,  for  a  non-dominant  or  non-commensurate  multi-objective 
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may  only  be  reached  separately  by  different  solutions.  In  this  case,  there  exists  not  a 
single  or  dominant  solution  and  hence  a  quasi-theoretical  solution  needs  to  be  defined. 
A  general  multi-objective  problem  consists  of  a  number  of  objectives  to  be  optimised 
simultaneously  and  is  associated  with  a  number  of  inequality  and  equality  constraints 
(for  theoretical  background,  refer  to  Cohon  (1978)).  Such  a  problem  can  be  stated  as 
follows: 
Minimise  or  Maximise  j  (x),  i=1,...,  M  (2.22) 
subject  to  j 
h*  (x)  50  k=1,...,  K  (2.23) 
where  f  is  an  element  of  the  objective  function  f,  M  is  the  number  of  objectives,  J  is  the 
number  of  equality  constraints  and  K  is  the  number  of  inequality  constraints. 
Without  loss  of  generality  and  considering  a  minimisation  objective,  a  vector  xi  is 
said  to  be  partially  less  than  another  vector  x2  when: 
f,  {xt)  <f,  {x2),  Vi  (2.24) 
and  there  exists  at  least  one  i  such  that  f(x1)  <  f,  {x2).  We  then  say  that  solution  xl 
dominates  solutionx2.  For  example,  in  the  case  of  minimisation  of  two  objectives, 
Minimise  j(x)  =[f  (x)  f2(x)  ]T 
such  that  xeX 
A  potential  solution  xl  is  said  to  dominate  solution  x2  iff: 
(2.25) 
fl(XI)  <f  (x2)  n  f2(xi)  '5'f2(x2)  vf  (x1)  : Sf  (x2)  n 
. 
f2(xi)  <ß(x2)  (2.26) 
In  words,  this  definition  says  that  x,  is  Pareto  optimal  if  there  exists  no  feasible  x2  E 
X  which  would  decrease  some  criterion  without  causing  a  simultaneous  increase  in  at 
least  one  other  criterion.  Hence,  this  concept  usually  gives  not  a  single  solution,  but 
rather  a  set  of  solutions  called  the  Pareto  optimal  set.  The  vector  xl  corresponding  to  the 
solutions  included  in  the  Pareto  optimal  set  is  termed  non-dominated.  The  plot  of  the 
objective  functions  whose  non-dominated  vectors  are  in  the  Pareto  optimal  set  is  called 
the  Pareto  front. 
The  above  domination  principle  is  based  on  the  assumption  that  there  are  no 
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modification  to  the  principle.  Solution  x,  is  said  to  constraint-dominate  solution  x2,  if  any 
of  the  following  conditions  is  true: 
1.  Solution  xt  is  feasible  and  solution  x2  is  not. 
2.  Solutions  xt  and  x2  are  both  infeasible,  but  solution  xj  has  a  smaller  overall 
constraint  violation. 
3.  Solutions  xi  and  x2  are  feasible  and  solution  x,  dominates  solution  x2  based  on 
(2.26). 
2.3.2  Classical  Methodology 
Classical  ways  of  handling  multi-objective  problems  usually  require  aggregating  the 
objectives  into  a  single  parameterised  objective  function.  One  of  the  most  commonly 
used  is  the  weighted  sum  method.  This  method  adds  all  the  objective  functions  together 
using  different  weighting  coefficients  for  each  of  them.  This  transforms  a  multi-objective 
problem  into  a  scalar  optimisation  problem  of  the  form: 
Af 
min  E  w1It  (x)  (2.27) 
r-l 
where  wi  ?0  are  the  weighting  coefficients  representing  the  relative  importance  of  the  M 
objective  functions.  It  is  usually  assumed  that: 
M 
ýwt=1 
;  -t 
(2.28) 
This  has  the  advantage  of  obtaining  a  single  compromised  solution.  However,  the  single 
compromised  solution  may  not  satisfy  the  decision  makers,  and  thus  the  importance  of 
each  objective  function  must  be  known  prior  to  setting  the  proper  weights  for  each 
objective  function.  This  method's  main  drawback  is  that  it  cannot  generate  proper 
members  of  the  Pareto  optimal  set  when  the  Pareto  front  is  non-convex  regardless  of  the 
weights  used  (Das  and  Dennis,  1997). 
2.3.3  Evolutionary  Algorithms 
Evolution  is  a  ubiquitous  natural  force  that  has  shaped  all  life  on  Earth  for  approximately 
3.2  billion  years.  For  several  thousand  years,  humanity  has  also  utilised  artificial 
selection  to  shape  domesticated  plant  and  animal  species.  In  the  past  few  decades, 
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also  be  applied  to  a  completely  artificial  environment.  In  particular,  within  Computer 
Science,  the  field  of  automated  machine  learning  has  adopted  algorithms  based  on  the 
mechanisms  exploited  by  natural  evolution. 
Darwin  (1859)  first  proposed  that  there  are  four  essential  requirements  for  the 
process  of  evolution  to  occur: 
1.  Reproduction  of  some  individuals  within  a  population. 
2.  A  degree  of  variation  that  affects  probability  of  survival. 
3.  Heritable  characteristics,  that  is,  similar  individuals  arise  from  similar  parents. 
4.  Finite  resources,  which  drive  competition  and  fitness  selection. 
The  consequence  of  these  processes  is  the  gradual  adaptation  of  the  individuals  in  a 
population  to  the  specific  ecological  niche  they  occupy.  This  can  therefore  be  viewed  as 
a  form  of  long-term  learning  by  a  population,  on  the  characteristics  suited  to  their 
particular  environment. 
The  term  evolutionary  computing  (EC)  refers  to  the  study  of  the  foundations  and 
applications  of  certain  heuristic  techniques  based  on  the  principles  of  natural  evolution. 
In  spite  of  this  fact,  these  techniques  are  traditionally  classified  into  three  main 
categories,  namely,  genetic  algorithms  (GAs),  evolution  strategies  (ESs)  and 
evolutionary  programming  (EP).  This  classification  is  based  on  some  details  and 
historical  development  facts  rather  than  major  functioning  differences.  In  fact,  their 
biological  basis  is  essentially  the  same. 
It  is  particularly  useful  to  consider  the  history  of  evolution  within  computing  as  it 
covers  much  of  the  timeframe  of  computing  itself.  Some  of  the  earliest  work  can  be 
traced  back  to  Friedberg  (1958),  who  introduced  the  idea  of  an  evolutionary  algorithm 
approach  for  automatic  programming.  Later-  significant  developments  included  the 
creation  of  EP  by  Fogel  et  al.  (1966).  Holland  (1975)  founded  the  initial  work  on  GAs  at 
the  University  of  Michigan.  Parallel  work  was  also  initiated  by  Bienert  et  al.  (1966)  in 
ESs.  However,  the  major  barrier  to  the  early  adoption  of  evolutionary  algorithm  in  the 
computing  domain  came  from  opposition  within  the  computer  science  community  itself. 
This  was  often  based  on  the  mistaken  belief  that  such  algorithms,  with  probabilistic 
processes  as  a  core  mechanism,  would  not  be  amenable  to  produce  functional  code.  The 
second  barrier  to  evolutionary  algorithm  development  was  the  problem  that 
contemporary  computing  technology  in  software,  and  particularly  hardware,  in  the  early 25  2.3  Evolutionary  Computation  Methodology 
1970s  was  barely  capable  of  generating  useful  results  in  acceptable  time  scales  (i.  e.,  less 
than  a  few  weeks).  This  problem  added  to  the  belief  that  such  methods,  while 
theoretically  interesting,  would  never  be  capable  for  useful  applications. 
Evolutionary  algorithm  is  now  frequently  used  as  a  generic  term  which  incorporates 
GA,  ES,  EP  and  their  variants.  The  origin  of  EA  was  an  attempt  to  mimic  some  of  the 
processes  taking  place  in  natural  evolution.  Although  the  details  of  biological  evolution 
are  not  completely  comprehended  (even  nowadays),  there  exist  some  points  supported  by 
strong  experimental  evidences: 
"  Evolution  is  a  process  operating  over  chromosomes  rather  than  over  organisms.  The 
former  are  organic  tools  encoding  the  structure  of  a  living  being,  i.  e.,  a  creature  is 
`built'  decoding  a  set  of  chromosomes. 
"  Natural  selection  is  the  mechanism  that  relates  chromosomes  with  the  efficiency  of 
the  entity  they  represent,  thus  allowing  those  efficient  organisms  which  are  well- 
adapted  to  the  environment  to  reproduce  more  often  than  those  which  are  not. 
"  The  evolutionary  process  takes  place  during  the  reproduction  stage.  There  exists  a 
large  number  of  reproductive  mechanisms  in  Nature.  Most  common  ones  are 
mutation  (that  causes  the  chromosomes  of  offspring  to  be  different  to  those  of  the 
parents)  and  recombination  (that  combines  the  chromosomes  of  the  parents  to 
produce  the  offspring). 
All  EAs  have  two  prominent  features  which  distinguish  themselves  from  other  search 
algorithms.  Firstly,  they  are  all  population-based.  Secondly,  there  are  communication 
and  information  exchanges  among  individuals  in  a  population.  Such  communication  and 
information  exchanges  are  the  result  of  selection  and/or  recombination  in  EAs.  A  general 
framework  of  EAs  can  be  summarised  in  Figure  2.8.  The  interested  reader  may  refer  to 
Bäck  et  al.  (1997)  for  a  detailed  description  and  discussion  on  evolutionary  computation. Chapter  2  PID  Controller  and  Evolutionary  Learning  Methods  26 
1.  Sett=O 
2.  Generate  initial  population  P(t)  at  random 
3.  Evaluate  the  fitness  of  each  individual  in  P(t) 
4.  REPEAT 
(a)  Select  parents  from  P(t) 
(b)  Apply  recombination  and/or  mutation  to  the  parents  and  produce  children 
(c)  Evaluate  the  fitness  of  children 
(d)  Select  individual  from  the  children  or parents  and  children  for  next 
generation  P(t+l) 
5.  UNTIL  terminating  criteria  met 
Figure  2.8  A  General  Framework  of  Evolutionary  Algorithm 
2.3.4  Multi-Objective  Evolutionary  Algorithms 
A  difference  between  a  classical  search  and  optimisation  method  and  an  EA  is  that  in  the 
latter,  a  population  of  solutions  is  processed  in  every  iteration  (or  generation).  This 
feature  alone  gives  an  EA  a  tremendous  advantage  for  use  in  solving  multi-objective 
optimisation  problems.  After  the  pioneering  work  by  Schaffer  (1987)  in  the  area  of 
evolutionary  algorithms  for  multi-objective  optimisation,  development  of  multi-objective 
evolutionary  algorithms  (MOEAs)  has  taken  multiple  directions.  For  a  thorough 
discussion  of  evolutionary  algorithms  for  multi-objective  optimisation,  the  interested 
reader  may  refer  to  Fonseca  and  Fleming  (1995a),  Van  Veldhuizen  and  Lamont  (1998), 
Coello  Coello  (1999),  Deb  (2001),  Coello  Coello  et  al.  (2002),  Jones  et  al.  (2002)  and 
Sarker  et  al.  (2002). 
There  are  numerous  variations  of  MOEAs  proposed  and  the  main  differences  are  the 
way  they  maintain  the  solutions'  diversity  and  fitness  assignment  and  selection  of 
solutions  for  next  iteration  (or  generation).  Preservation  of  the  solutions'  diversity  is 
crucial,  not  only  to  avoid  premature  convergence,  but  also  not  to  lose  any  potentially 
efficient  solution.  The  aim  of  an  MOEA  is  to  find  a  set  of  well-distributed  solutions  close 
to  the  true  Pareto-optimal  front. 
Here,  some  of  the  most  representative  MOEAs  will  be  looked  into  and  to  decide 
which  methodology  to  adopt  for  this  research. 
2.3.4.1  Fitness  Assignment  and  Selection 
There  are  generally  two  methods  used  to  assist  in  the  selection,  namely,  the  Goldberg 
method  (Goldberg,  1989)  and  Fonseca,  and  Fleming  method  (Fonseca  and  Fleming, 27  2.3  Evolutionary  Computation  Methodology 
1993).  The  similarity  is  that  both  sort  and  rank  the  solutions  according  to  their  degree  of 
non-dominance.  The  difference  is  in  how  they  rank  the  solutions. 
Goldberg's  method  sorts  the  solutions  according  to  the  level  of  non-dominance.  Each 
solution  must  be  compared  with  every  other  solution  to  find  if  it  is  dominated.  This 
process  is  continued  to  find  the  members  of  the  first  non-dominated  class  for  all 
solutions  and  they  are  assigned  as  rank  1.  At  this  stage,  all  solutions  in  the  first  non- 
dominated  front  are  found.  In  order  to  find  solutions  belonging  to  the  next  front,  the 
solutions  of  the  first  front  are  temporarily  discounted  and  the  above  procedure  is 
performed  again.  The  procedure  is  repeated  to  find  subsequent  fronts  until  all  solutions 
are  ranked. 
Fonseca  and  Fleming  have  proposed  a  slightly  different  scheme,  whereby  an 
individual  rank  corresponds  to  the  number  of  solutions  by  which  it  is  dominated.  Non- 
dominated  solutions  are,  therefore,  all  assigned  the  same  rank,  while  dominated  ones  are 
penalised  according  to  the  density  of  the  corresponding  region  of  trade-off  surface. 
In  this  way,  solutions  can  be  differentiated  according  to  non-dominance  instead  of 
weighted  sum  method,  for  example. 
2.3.4.2  Diversity  Preservation 
Diversity  preservation  is  used  in  almost  every  known  MOEAs  in  order  to  maintain 
uniform  distribution  among  solutions.  It  is  mainly  used  when  the  amount  of  non- 
dominated  solutions  exceed  a  user-defined  amount.  Then  in  this  case,  this  operation  will 
ensure  those  similar  solutions  (or  solutions  that  are  very,  close  together)  are  removed 
while  still  maintaining  the  uniform  distribution  of  the  solutions.  There  are  currently  a 
few  diversity  preservation  techniques  available  in  the  context  of  MOEAs,  namely,  hyper- 
grid,  clustering  and  crowding  methods. 
The  hyper-grid  method  deterministically  divides  the  entire  objective  space  in  d" 
subspaces  (where  d  is  the  user-defined  depth  parameter  and  n  is  the  number  of  decision 
variables)  and  by  updating  the  subspaces  dynamically. 
The  clustering  method  initially  forms  N  clusters  for  each  of  the  solution  in  the 
population.  Thereafter,  the  distance  between  all  pairs  of  clusters  is  calculated  by  =first 
finding  the  centroid  (the  point  with  minimal  average  distance  to  all  other  points  in  the 
cluster)  of  each  cluster  and  then  calculating  the  Euclidean  distance  between  the 
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cluster.  This  procedure  is  continued  until  the  desired  number  of  clusters  is  identified. 
Finally,  with  the  remaining  clusters,  the  solution  closest  to  the  centroid  of  the  cluster  is 
retained  and  all  other  solutions  from  each  cluster  are  deleted. 
The  crowding  method  requires  sorting  of  the  population  according  to  each  objective 
function  value  in  their  ascending  order  of  magnitude.  Thereafter,  for  each  objective 
function,  the  boundary  solutions  (solutions  with  smallest  and  largest  function  values)  are 
assigned  an  infinite  distance  value.  All  other  intermediate  solutions  are  assigned  a 
distance  value  equal  to  the  absolute  difference  in  the  function  values  of  two  adjacent 
solutions.  This  process  is  continued  with  other  objective  functions.  The  overall  crowding 
distance  is  calculated  as  the  sum  of  individual  values  corresponding  to  each  objective. 
2.4  Summary 
PID,  a  structurally  simple  and  generally  applicable  control  technique,  stems  it  success 
largely  from  the  fact  that  it  just  works  very  well  with  a  simple  and  easy  to  understand 
structure.  While  a  vast  amount  of  research  results  are  published  in  the  literature,  there 
exists  a  lack  of  information  exchange  and  this  can  lead  to  some  misunderstanding 
between  academia  and  process  control  industry.  For  example,  there  exists  no 
standardisation  of  a  generic  PID  structure.  This  is  particularly  evident  with  analogue  PID 
controllers  being  replaced  by  digital  ones,  where  flexibility  in  software  permits  ad  hoc 
patches  for  some  local  optimality.  It  has  led  to  unnecessary  complication  and  extra 
learning  curve  in  tuning  PID  controllers.  This  problem  becomes  severe  when  there  are 
multiple  control  loops  and  different  brands  or  models  of  PID  controllers  in  one 
application.  These  may  explain  why  the  argument  exists  that  academically  proposed 
tuning  rules  do  not  work  well  on  industrial  PID  controllers,  while  it  is  desired  that  years 
of  research  results  help  industrial  practice  more  for  improved  quality  and  profitability. 
Thus,  the  next  chapter  will  analyse  and  discuss  the  PID  tuning  rules  that  are  being 
patented  and,  employed  in  practical  PID  software  packages  and  hardware  modules. 
Nevertheless,  a  good  PID  tuning  rule  should  be  globally  optimal  with  consideration  to  all 
the  objectives  listed  in  Section  2.2.7.  In  this  aspect,  the  design  will  be  a  typical  multi- 
objective  problem.  However,  the  area  of  multi-objective  optimisation  problems  is 
extremely  complex  and  mathematically  difficult.  As  we  gain  more  knowledge  of 
complex  systems,  in  all  walks  of  life  and  areas  of  research,  we  can  see  the  need  to 29  2.4  Summary 
understand  how  objectives  co-evolve  dynamically,  and  to  determine  the  attractor 
structure  (alternative  optima)  of  such  multi-dimensional  state  spaces.  Outside  the 
mathematical  arena,  our  human  systems  relate  strongly  to  such  nonlinear  interrelating 
values.  Here  we  have  the  further  complication  of  multiple  levels,  for  example,  the 
environment,  human  physiology,  psychology  and  sociology,  where  objectives  often  have 
inter-level  effects  as  well  as  intra-level  interdependencies.  This  escalation  in  complexity 
is  currently  beyond  our  abilities  to  model  computationally  in  any  detail. 
Many  real  world  problems  generally  do  not  have  accurate  measurement  of  its 
variables  and  required  multiple  incommensurable  and  competing  objectives  to  be  met 
before  any  solution  is  considered  adequate.  By  the  nature  of  EA,  it  can  handle  this 
inaccuracy  more  effectively  than  any  other  classical  search  algorithms.  Through  EA 
extension  to  MOEA,  it  makes  this  technique  a  more  suitable  tool  for  user.  Not  only  can  it 
generally  provide  users  the  trade-off  for  each  individual  problem,  it  even  let  users  have 
the  capability  to  evaluate  and  determine  the  final  suitable  solution. Chapter  3 
Trend  and  Direction  of  Practical  PID 
Development 
Chapter  objectives 
This  chapter  analyses  and  discusses  the  PID  tuning  methods  found  in  patents,  practical 
software  packages  and  hardware  modules.  It  aims  to  identify  the  trend  and  direction  of 
practical  PID  development. 
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3.1  1ntl'ocIluCtlo11 
In  this  chapter,  an  im-rstigatiOf  is  conducted  on  the  }punted  I'll)  tuning  rules,  hrartir,  il 
PII)  softwarc  packages  and  hardware  modules.  There  arc  already  nuºiirrous  acadIenºic 
literatures  on  the  survey  of  P11)  tuning  rules  but  there  exists  no  literature  On  the  industry 
side.  Thus  the  aim  of  this  chapter  is  to  provide  a  more  in-depth  studs'  and  analysis  on  the 
trend  and  direction  of  practical  PIE)  develo}»»cnt. 
3.2  Patents 
3.2.1  Patents  Filed 
I  Ihis  section  focused  on  the  cun-cm  patented  tuning  methods  that  arc  often  adopted  in  the 
industries  for  PID  design  tools  and  hardware  modules.  A  range  of  patents  on  Pit)  tuning 
arc  studied  and  analysed,  they  are  chronologically  listed  in  Table  3.1.  There  arc 
altogether  64  such  patents  filed  in  the  United  States,  11  in  Japan,  2  in  Korea  and  2  by  the 
World  Intellectual  Property  Organization.  Note  that  the  patent  by  Yu  cl  al.  (1994)  is  not 
included  in  the  following  analysis  as  it  is  not  available  in  English. 
Table  3.1  Patents  on  PID  Tuning  Filed  by  USPTO,  JPO,  KPO,  and  WIPO 
Year  Assignee  Identification  Method  Tuning  Method 
1970  International  Business  Machines  Excitation-based  Formula-based 
Corporation  (Armonk,  NY) 
(Dahlin,  1970) 
1973  Phillips  Petroleum  Company  Excitation-based  Formula-based 
(Bartlesville,  Okla.  )  (Pemberton, 
1973) 
1974  The  Foxboro  Company  (Foxboro,  Non-Excitation  based  Rule-based 
MA)  (Bristol  11,1974) 
1974  Phillips  Petroleum  Company  Non-Excitation  based  Rule-based 
(Bartlesville,  Okla.  )  (Pemberton, 
1974) 
1980  K.  R.  Jones  (Liverpool,  England)  Excitation-based  Optimisation-based 
(Barlow  and  Jones,  1980) 
1982  Phillips  Petroleum  Company  Excitation-based  Formula-based 
(Bartlesville,  OK)  (Rutledge, 
1982) 
1983  Leeds  &  Northrup  Company  Non-Excitation  based  Formula-based 
(North  Wales,  PA)  (Arcara  and 
Anderson,  1983) 
1984  Toyo  Systems  Ltd.  (Tokyo,  JP7  T  Excitation-based  Formula-based 
(Ha  ashibe,  1984) Chap/c/.  3  Trend  and  Direction  cý/  /'rcrc  tiro!  /'I/)  /)o'cloprnent  32 
Year  Assignee  Identification  Method  Tuning  Method 
I')`4  l  oks'o  Shihaura  1)enki  Kahushiki  Excitation-based  I  of  niula  basal 
Kaisha  (Kawasaki,  ill) 
(Shi  emasa,  1984) 
1984  "I  okvo  Shihaura  Denki  Kahushiki  Non-Excitation  based  Formula-based 
Kaisha  (Kawasaki,  JP)  (Shigeniasa 
andTakagi,  1984) 
1985  Tokyo  Shihaura  I)enki  Kahushiki  Excitation-based  Formula-based 
Kaisha  (Kawasaki.  JP)  (Shigemasa 
and  Ichikawa,  1985) 
1985  NAF  Controls  All  (Solna,  SF)  Excitation-based  Formula-hasc(l 
(1  E  gulund  and  Astrum,  1985) 
1986  Tokyo  Shihaura  Dcnki  Kahushiki  Excitation-based  Fornuila-based 
Kaisha  (Kawasaki,  JP)  (Mori  and 
Shieemasa,  1986) 
1986,  The  Foxboro  Company  (Foxboro,  Non-Excitation  based  Rule-based 
1990  MA)  (Kraus,  1986,1990) 
1987  Eurotherm  Corporation  (Reston,  Excitation-based  Formula-based 
VA)  (Pettit  and  Carr.  1987) 
1988  Yamatake-Honeywell  Co.  Ltd.  Excitation-based  Formula-based 
(Tokyo,  JP)  (Suzuki.  1988) 
1988  Hightech  Network  AB  (Malmo.  Excitation-based  Formula-based 
SE)  (Aström  and  Hagglund,  1988) 
1988  The  Babcock  &  Wilcox  Company  Non-Excitation  based  Formula-based 
(New  Orleans,  LA)  (Lane  and 
Scheib.  1988) 
1989  Fischer  &  Porter  Company  Non-Excitation  based  Formula-based 
(Warminster,  PA)  (Fukumoto, 
1989) 
1989  Yamatake-Honeywell  Company  Excitation-based  Formula-based 
Limited  (Tokyo,  JP)  (Murate  and 
Suzuki,  1989) 
1989  Mitsubishi  Denki  Kabushiki  Non-Excitation  based  Rule-based 
Kaisha  (Tokyo,  JP)  (Nomoto  et  a!., 
1989) 
1989  Yokogawa  Electric  Corporation  Non-Excitation  based  Formula-based 
(Tokyo,  JP)  (Sakai  et  al.,  1989) 
1989  Kabushiki  Kaisha  Toshiba  Excitation-based  Formula-based 
(Kawasaki,  JP)  (lino  and 
Shigemasa,  1989) 
1990  Hitachi  Ltd.  (Tokyo,  JP)  (Saito  et  Non-Excitation  based  Rule-based 
u!..  1990) 
1991  Hitachi  Ltd.  (Tokyo,  JP)  Non-Excitation  based  Rule-based 
(Takahashi  et  a!.,  1991) 
1992  Charles  A.  White  III  (Stamford  Non-Excitation  based  Others  (self-learning 
CT)  (White  III,  1992)  memory  unit) 
1992  Hitachi  Ltd.  (Tokyo,  JP)  (Saito  et  Non-Excitation  based  Rule-based 
a!.,  1992) 
1992  Rockwell  International  Non-Excitation  based  Rule-based 
Corporation  (Seal  Beach,  CA) 
(Chand,  1992) 
1992  Yokogawa  Electric  Corporation  Excitation-based  Formula-based 
(Tokyo,  JP)  (Takatsu  and  Kitano, 
1992) 
1992  Honeywell  Inc.  (Minneapolis,  Excitation-based  Formula-based 
MN)  (Sklaroff,  1992) 1  3.2  1  ut',  u.  s 
Year  Assignee  Identification  Method  Tuning  1ethod 
1993  Allen-Bradley  Company  Inc.  F;  xcitation  hasetl  I  ýýrnuil;  i  h;  i',  rd 
(Milwaukee,  WI)  (Svarovsky  ei 
al.,  1993) 
19();  Industrial  Technology  Research  E{xcitation-based  Formula-based 
Institute  (Chutung.  'I  W)  (('hu  rt 
al,  1993) 
1993  Hitachi  Ltd.  (Tokyo,  JP)  Non-Excitation  based  Ioinºula-hascd 
(Mi  yagaki  et  al.,  1993) 
1993  Nippon  Denki  Garasu  Kabushiki  Non-Excitation  based  Rule-based 
Kaisha  (Shiga,  JP)  (Aoki,  1993) 
1994  Fisher-Rosemount  Systems,  Inc.  Excitation-based  formula-based 
(Austin,  TX)  Llo  d,  1994) 
1994  Sanyo  Electric  Co.  Ltd.  (Osaka,  Non-Excitation  based  Rule-based 
. 
1P)  (Katavama  and  Kajitani,  1994) 
1994  1  litachi  Ltd.  (Tokyo,  JP)  (Nomura  Non-Excitation  based  Others  (neural 
et  al..  1994)  network) 
1994  Omron  Corporation  (Kyoto,  JP)  Excitation-based  Formula-based 
(Ueda  ct  at.  1994) 
1994  Universal  Dynamics  Limited  (CA)  Non-Excitation  based  Fornmula-based 
(Gough  Jr.  and  Lyon,  1994) 
1994  Johnson  Service  Company  Non-Excitation  based  Formula-based 
(Milwtiaukee,  WI)  (Seem  and 
Haugstad.  1994) 
1995  The  Foxboro  Company  (Foxboro.  Excitation-based  Formula-based 
MA)  (Hansen,  1995a) 
1995  The  Foxboro  Company  (Foxboro.  Non-Excitation  based  Rule-based 
MA)  (Hansen,  1995b) 
1995  Fisher  Controls  International,  Inc.  Excitation-based  Formula-based 
(Clayton.  MO)  (Wojsznis  and 
Blevins,  1995) 
1996  Kabushiki  Kaisha  Toshiba  Excitation-based  Formula-based 
(Kawasaki.  JP)  (Hiroi,  1996) 
1996  Johnson  Service  Company  Excitation-based  Formula-based 
(Milwaukee,  WI)  (Seem  and 
Decious,  1996) 
1996  The  Foxboro  Company  (Foxboro,  Non-Excitation  based  Rule-based 
MA)  (Hansen  and  Bristol,  1996) 
1997  A.  K.  Mathur  and  T.  Samad  Excitation-based  Others  (neural 
(Minneapolis.  MN)  (Mathur  and  network) 
Samad,  1997) 
1997  Motorola  Inc.  (Schaumburg,  IL)  Non-Excitation  based  Optimisation-based 
(Teng  and  Wang,  1997) 
1997  Fanuc  Ltd.  (Yamanashi,  JP)  (Kato  Non-Excitation  based  Formula-based 
et  al.,  1997) 
1997  Rosemount  Inc.  (Eden  Prairie,  Excitation-based  Formula-based 
MN)  (Zou  et  al.,  1997) 
1998  National  Science  Council  (Taipei,  Excitation-based  Formula-based 
Te'l')  (Yu,  1998) 
1998  Hartmann  &  Braun  A.  G.  Non-Excitation  based  Formula-based 
(Frankfurt,  DE)  (Bunzemeier, 
1998) 
1998  Motorola  Inc.  (Schaumburg,  IL)  Non-Excitation  based  Optimisation-based 
(Ten  g  and  Wang,  1998) 
1998  Rosemount  Inc.  (Eden  Prairie.  Excitation-based  Formula-based 
MN)  (Zou  and  Brigham,  1998) (7rcr/rtc'r'  3  IF'c'rrcl  (111111)ir'c'c'tion  cr%1'ructic'crt  I'll)  /)c'vvc'!  cr/rmc'nt  $4 
Year  Assignee  Edentiliication  1%lethod  Tuning  Method 
1998  1loneywell  Inc.  (Minneapolis,  Non  I\  iijtion  h  ii'  l  ()tlici"  (nrillil 
MN)  (Samatl,  1995)  n(*(\vork) 
1999  Samsung  Electronics  Co.  Ltd.  Non-Excitation  based  Others  (genetic 
(Seoul,  KR)  (Kim,  1999)  al  gonthnn) 
1999  Ralph  1'..  Rose  (San  Jose,  CA)  Non-FAcitation  based  Optimisation-based 
(Kose,  1999) 
2000  National  t  niversity  of  Singapore  Excitation-based  l  onnula  based 
(5(i)  (Wang  and  Ilanc,  2000) 
2000  National  Instruments  Corporation  Excitation-based  Formula-based 
(Atustin,  TX)  ([.  no  cl  al.,  2000) 
2000  Fisher  Controls  International  Inc.  Excitation-based  Ohtiniisation-based 
(Clayton.  MO)  (Junk,  2000) 
2001  Iloneywell  International  Inc.  Excitation-based  Optimisation-based 
(Morristown,  NJ)  (I  u,  2001) 
2002  Siemens  Aktiengesellschaft  Excitation-based  Others  (neural 
(Munich,  DE)  (Weinzierl.  2002)  network) 
2002  National  University  of  Singapore  Excitation-based  Fornmula-based 
(SG)  (Wang  ct  al.,  2002) 
1984  Fuji  Denki  Seizo  KK  (JP)  Excitation-based  Formula-basal 
(Takigawa  it  u!.,  1984a) 
1984  Fiji  Denki  Seizo  KK  (JP)  Excitation-based  Fornmula-based 
(Takigawa  et  al.,  1984b) 
1991  Yokogawa  Electric  Corp  (JP)  Non-Excitation  based  Others  (neural 
(Yamamoto,  1991)  network) 
1991  Yokogawa  Electric  Corp  (JP)  Non-Excitation  based  Others  (Auto 
(Otani.  1991)  Regressive  Moving 
Average  (ARMA) 
model  with  neural 
network) 
1992  Sanyo  Electric  Co.  Ltd.  (JP)  Non-Excitation  based  Rule-based 
(Katavama,  1992) 
1992  Hitachi  Ltd  (JP)  (Tadokoro  et  al.,  Excitation-based  Formula-based 
1992) 
1993  Hitachi  Ltd  (JP)  (Tadokoro  et  a!.,  Excitation-based  Fornuila-based 
1993) 
1994  Hitachi  Ltd  (JP)  (Kobari  et  a!.,  Excitation-based  Formula-based 
1994) 
1995  Matsushita  Electric  Works  Ltd  Excitation-based  Formula-based 
(JP)  (Mitsuo,  1995) 
1998  Toshiba  Corp  (JP)  (Hagiwara,  Non-Excitation  based  Formula-based 
1998) 
1999  Yaskawa  Electric  Corp  (JP)  Non-Excitation  based  Rule-based 
(Takeguchi,  1999) 
1994  Korea  Electronics  Telecomm  (KR)  -  - 
(Yu  et  al.,  1994) 
1997  Samsung  Aerospace  Ltd.  (KR)  Excitation-based  Rule-based 
(Kim,  1997) 
1998  The  University  of  Newcastle  Excitation-based  Formula-based 
Research  Associates  Limited  (AU) 
(Goodwin  and  Crisafulli,  1998) 
2001  Fisher  Rosemount  Systems,  Inc.  Non-Excitation  based  Formula-based 
(US)  (Wojsznis  and  Blevins,  2001) 35  3.2  Palenis 
3.2.2  Identification  Methods  for  Tuning 
Most  of  the  tuning  methods  patented  rely  on  an  identification  of  plant  dynamics,  using  an 
excitation  or  non-excitation  type  of  method.  The  excitation  type  can  be  break  down 
further  into  time-  or  frequency-domain  methods. 
Excitation  is  often  used  during  plant  set-up  and  commissioning  in  order  to  set  initial 
PID  parameters.  Time-domain  excitations  are  usually  a  step  or  Pseudo  Random  Binary 
Signal  (PRBS)  applied  in  an  open-loop  fashion.  This  is  a  classical  and  the  most  widely 
practised  method.  It  is  often  adopted  for  model-based  tuning  methods.  Frequency- 
domain  excitations  usually  use  a  relay-like  method,  where  the  plant  will  undergo  a 
controlled  self-oscillation.  This  type  of  identification  does  not  normally  require  a 
parametric  model  in  tuning  a  PID  controller,  which  is  the  main  advantage  over  time- 
domain  based  identification.  However,  it  does  not  provide  insight  into  which  process  or 
control  system  characteristics  could  be  modified  to  improve  the  feedback  controller 
performance  (Corripio,  2001). 
Generally,  non-excitation  type  of  identification  is  preferred  by  industry  due  to  safety 
reasons,  particularly  during  normal  operations,  as  this  does  not  upset  the  plant.  An 
increasing  number  of  patents  are  now  filed  on  non-excitation  identification,  as  seen  in 
Figure  3.1. 
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3.2.3  Tuning  Methods  Patented 
Most  of  the  identification  and  tuning  methods  patented  are  process  engineering  oriented 
and  appear  rather  ad  hoc.  Shown  in  Table  3.1.  patented  tuning  methods  are  mostly 
formula-based,  rule-based  and  optimisation-based.  Formula-based  methods  first 
identified  the  characteristics  of  the  plant  and  then  perform  a  mapping  (similar  to  the  ZN 
method).  These  are  often  used  in  on-demand  tuning  for  responsiveness.  Rule-based 
methods  are  often  used  in  adaptive  control,  but  can  be  quite  complex  and  ad  hoc.  These 
can  be  expert  systems,  including  simple  heuristics  and  fuzzy  logic  rules.  Optimisation- 
based  methods  are  often  applied  off-line  or  on  very  slow  processes,  using  a  conventional 
(such  as  least  mean  squares)  or  an  unconventional  (such  as  genetic  algorithms)  search 
method. 
Figure  3.2  shows  that  formula-based  tuning  methods  are  still  the  most  actively 
developed,  whilst  other  methods  have  also  received  an  increased  attention.  However. 
most  do  not  yield  global  or  multi-objective  optimal  performance  and  their  applicability 
are  hence  often  limited. 
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3.3  PI  D  Software  Packages 
3.3.1  Software  Packages 
I)uc  to  the  lack  of  a  simple  and  widely  applicable  tuning  method,  a  need  I  'Or  the 
development  of  easy  to  use  P11)  tuning  software  has  thereI  rc  arisen.  This  allows  a 
practitioner  with  some  control  knowledge  or  plant  information  to  be  able  to  tune  it  I'll) 
controller  efficiently  and  optimally  for  various  applications.  It  is  hoped  that  such 
software  tools  will  increase  the  practising  company's  system  performance  and  hence 
production  quality  and  efficiency  without  needing  to  invest  it  vast  amount  of  time  and 
manpower  in  testing  and  adjusting  control  loops. 
Table  3.2  analyses  and  summarises  currently  available  practical  I'11)  software 
packages,  grouped  by  the  methods  of  their  tuning  engines  whenever  known.  Note  that 
AdvaControl  Loop  Tuner  (Advant  OCSx  system),  DeltaV  Tune  (DeltaV  workstation), 
Intelligent  Tuner  (Fisher-Rosemount  PROVOXR  controller),  OvationTunc 
(Westinghouse  DCS),  Profit  PID  (Honeywell  TPS/TDC  system),  PID  Self-Tuner 
(Siemens  SIMATICk  S7/C7)  and  Tune-a-Fish  (Fisher-Rosemount  PROVOX" 
controller)  are  for  ad  hoc  systems.  Note  also  that  Tune-a-Fish  has  been  discontinued 
since  2  April  2002  and  ExperTune  Inc.  now  handles  support  and  upgrade.  IMCTune  and 
Ctr1LAB`  are  suitable  for  learning  and  testing  of  generic  controller  designs,  they  are  also 
listed  just  for  information. 
Table  3.2  PID  Software  Packages 
Product  Name  a  b  c  (d)  (e)  Notes 
AdvaControl  Loop  -  -  ￿  -  Microsoft  Contact  for  Select  fast,  normal  or 
Tuner  (ABB,  2004)  Windows"  and  pricing  damped  closed-loop 
Advant  OCS'  performance  using 
system  Dominant  Pole 
Placement  method 
extended  with 
Robustness  Criteria 
(DPPM-RC) 
IMCTune  (Brosilow,  x  x  x  -  Microsoft  Freeware  Using  IMC  tuning 
2002)  Windows  and 
<  MATLABit 
Model  ID  &  PID  ￿  ￿  -  3.5  Microsoft"  US$  699  for  Using  IMC  tuning 
Tuning  Software  Windows"'  single  user 
(Control  Arts  Inc,  2004)  license ('/l  qfl  o-3  Treu/  cn  d  I)irce("liorn  of  1'raclical  I'll)  /)cI"t'li,  /wi  nni  _11S 
Product  Name  a  b  c  (d)  (e)  Notes 
Robust  ND  I  Inning  ''  -  x  -  Microsoft  Contact  fier  Select  modified 
(Control  &  Windows"  pricing  IM(';  Lambda  tuning 
Optnniration  or  ratio  of  closcli- 
Specialists.  2004)  loop  tu  open-loop 
response  lime  tot 
11(11-1111Ct!  Ial  piocCSS 
and  closed-loop 
response  Uni  tot 
integral  process 
IN'TI'NI  "  (Control  ￿  ￿  ￿  4.12  Microsoft'  Contact  for  IIsing  advanced  IM(' 
Sott  Inc.  2004)  Windows®  ricin  g  based  tuning 
Control  Station  ￿  x  x  1.0.1  Microsoft  US$  895  Select  regulating  or 
(Cooper.  2004)  Windows®  per  year  for  tracking  peili,  rmance 
single  user  using  I  jlllbda  Milling 
yearly  correlations 
maintenance 
license 
DeltaV  Tune  (DeltaV,  ￿  -  ￿  5.1  DeltaV  workstation  Contact  fier  Select  performance 
2004)  and  DeltaV  pricing  ranging  flow  no 
controller  running  overshoot  to  very 
control  software  aggressive  using 
either  modified  ZN 
rules  tor  PI,  phase 
and  gain  margin  rules 
for  P11),  lambda 
tuning  rules  for  Pl, 
Lambda-Averaging 
Level  for  PI, 
Lambda-Smith 
Predictor  or  IM(' 
tuning  rule 
piDtune  (EngineSoft,  ￿  -  x  1.0.5  Microsoft  Contact  for  Using  IM('  tuning 
2003)  Windows®  and  pricing 
MATLAB® 
EnTech  Toolkit  Tuner  ￿  -  ￿  -  Microsoft  Contact  for  Using  advanced 
Module  (EnTech,  2004)  Windows'  pricing  Lambda  tuning 
ExperTune  ￿  ￿  ￿  -  Microsoft  Contact  for  Select  regulating  or 
(ExperTune  Inc,  2004)  Windows"  pricing  tracking 
performance,  quarter 
amplitude  damping. 
10",,,  overshoot  and 
Lambda  (standard  or 
level) 
Easy  PID  Tuning'  ￿  -  -  2.0  Microsoft  Contact  for  I.  Ising  pole  placement 
(Ingenierie  Pour  Windows®  and  pricing  method 
Slgnaux  et  Systemes.  MATLAB" 
2004) 
Tune  Plus  (Innovention  ￿  -  ￿  -  Microsoft  Contact  for  Using  Lambda/IM(' 
Industries  Inc,  2004)  Windows'  pricing  tuning 
Control  Loop  Assistant  ￿  x  x  l. Oc  Microsoft  Contact  for  Using  Lambda  tuning 
(Lambda  Controls,  Windows®  pricing 
2004) 
EZYtune  M  (Matrikon  ￿  ￿  x  1.1.02  Microsoft  US$  199  Select  performance 
Inc.  2004)  Windows"  per  copy  based  on  closed-loop 
time  constant  and 
10%-90%  rise  time 39  3.3  I'11)  So/iºvare  Packages 
Product  Name  si  b  c  (d)  (e)  Notes 
tinrl  1)  (\Irtuo  ￿  -  ￿  -  Mlicrosoß  Contact  for  I'sing 
Automation  Inc,  2004)  Windowws"  and  pricing  ()ptinusation/  Lambda 
MAI  I.  AII"(o>tional)  tuning 
TuneWizard  (Plant  ￿  ￿  ￿  2.5.2  Microsoft  Contact  for  Select  eithri 
Automation  Services  V1'ºn(do\rs"  pricing  regulating  or  tracking 
Inc,  2004)  hertitrntanre  OF  INt(' 
(Lambda)  tuning,  or 
slit  ce  tank 
application 
RS"I  une  (Rockwell  ￿  ￿  ￿  -  Microsoft  Contact  for  I  (sine  I  xhcr'I'une 
Automation,  2004)  Windows"  and  pricing 
Allen-Bradley"  PI.  ('- 
5",  SI.  ('  500""  or 
ControlLogix  PLUS 
Pro'I'uner  32  ￿  X  ￿  6.04.01  Microsoft'  Contact  for  Select  fast,  ntctüuni 
(Techmation  Inc,  2004)  Windows"  Pricing  or  slow  response  to 
either  regulating  or 
tracking  performance 
using  (tole 
cancellation  with 
gain  and  phase 
margin  and  closed 
loo  damping  factor 
Tune-a-Fish  (TiPS  Inc.  ￿  ￿  ￿  -  Microsoft"  ('ontact  for  Using  L.  xper  fore" 




GRAPHIDOR  ￿  x  x  -  Microsof  Contact  for  Generate  3-1)  plot 
(Communications  &  Windows"  pricing  using  P.  I  and  error 
Systems.  2004)  with  objective  to 
search  for  minimum 
error 
Profit  PID  (Honeywell  ￿  -  ￿  -  Honeywell  TPS,  TDC  Contact  for  Using  proprietary 
International  Inc,  2004)  pricing  nein-max  algorithm 
v  PIDeasy  (Li  et  al.,  ￿  X  ￿  1.0  Microsoft'  Contact  for  Using  proprietary 
1998)  Windo\\sr`  pricing  algorithm 
Simple  Analytical  ￿  ￿  -  -  Microsoft  Contact  for  Using  proprietary 
Tuning  of  Digital  Windows"  pricing  algorithm 
PI  PID  Control  for  Fluid 
R.  Motion  Systems 
(SpecializedControl, 
2002) 
VisSim/OptimizePRO  T  -  -  ￿  4.0  Microsoft  Contact  for  Using  generalised, 
(Visual  Solutions  Inc,  Windowst  and  pricing  reduced  gradient 
2004)  Professional  VisSim  algorithm  (GRG2) 
4.0 
TOPAS  (ACT,  2004)  ￿  ￿  x  1.2  Microsoft  ¬2000  for  Select  regulating  or 
Windows"  single  user  tracking  performance 
ö  and  tight  and  average 
s  level  control 
WinREG-PID  ￿  ￿  ￿  -  Microsoft  Contact  for  - 
(ADAPTECH,  2004)  Windowsx  and  pricing 
WinREG Chapter  3  Trc'rrcl  and  1  hrec"tion  of'1'rurtic  al  1111)  40 
Product  Name  a  b  c  (d)  (e)  Notes 
SinmAxiom  (Off-line  ￿  ￿  x  -  Mlcrosott  Contact  tilt  Select  desired  closed- 
tuning)  (Algosys  Inc,  Wlltdlt\\'tik  pricing  loop  response  Iring 
2004) 
I)vnAxiottt  (On-line  ￿  '  ￿  -  -  Contact  for  - 
tuning)  (Algosys  Inc,  pricing 
2004) 
PI'TOPS  (Artcon  Inc,  ￿  ￿  x  -  Microsoft  Contact  for  Select  iegulatlnl;  ur 
2004)  Window's  pricing  tracking  pci-loiniaricc 
BE  S'I  nne  I  'S'l'ung.  x  4.4  Microsoft  I.  JS$  500  Select  rontrollrr 
2004)  Windows"  and  per  copy  tightness 
MA  FLAB" 
C'ADI:  l  ý'  12  (('P  -  -  ￿  -  Microsoft  Contact  for  - 
Engineering  Systems  Windowsx  pricing 
Ltd,  2004) 
Universal  Process  ￿  -  -  -  Microsoft  Contact  for  - 
Identification  for  Windows"  pricing 
Advanced  Process 
Control  (UPIDI'I) 
(Cutler  Johnston 
Corporation,  2004) 
PEWIN  Pro  (Delta  Tau  ￿  -  ￿  2.0  Microsoft  Contact  for  - 
Data  Systems  Inc.  2004)  Windows  pricing 
RaPID  (IPCOS,  2004)  ￿  ￿  ￿  1.2  Microsoft"  E3300  for  Select  regulating  or 
W'indows'  and  single  user  tracking  performance 
MATLABx  or  both 
Commander  -  ￿  ￿  4.1.41  Microsoft  Contact  for  - 
Supervisory  Soft  are  Windows'  pricing 
(ISE  Inc,  20(4) 
Control  System  "Tuning  ￿  -  -  3.0  Microsoft  Contact  for  - 
Package  (CSTP)  (Israel  Windows"  and  pricing 
Electric  Corporation,  MATLABt` 
2004) 
JC  Systems  Toolbox  (JC  -  -  -  -  Microsoft"  LIS$  495  - 
Systems  Inc,  2004)  WindowsT  and  per  copy 
LabVIEWTM 
LabVIEW  PID  -  -  ￿  -  Microsoft  Contact  for  - 
Control  Toolset  for  Windows''  and  pricing 
Windows  (National  LabVIEWTM 
Instruments.  2004) 
Intelligent  Tuner  ￿  -  ￿  -  DEC  OpenVMS  Contact  for  - 
(PROVOX,  2004)  VAX  or  OpenVMS  pricing 
AXP  series  and 
OpenVMS  version 
6.1  or  later  operatin 
software;  PROVOX 
10-series,  20-series, 
20-series  SR90 
controllers,  or  SRx 
controllers 
PIDS  (Raczynski,  x  x  x  -  Microsoft  US$18  per  Select  performance 
2004)  Windows"  copy  based  on  I  rAE, 
ITSE,  ISI  or  IAI 41  3.3  11/1) 
, 
S'cfhvar  '  l'ccc'kcc,  tCS 
Product  Name  a  b  c  (d)  (e)  Notes 
Pit)  Seit-  I  uner  -  -  ￿  S.  0  Mlen,  soti  ('ontact  tm  - 
(Siemens.  2((04)  Windows  and  S7-  Friend" 
Soo  400  station; 
S  TIT  7  (>  V3.2)  and 
Standard  P11) 
Control  VS  installed 
on  programming 
device 
Controller  Tuning  101  ￿  x  x  3.0  Microsoft"  I  iS  II-  - 
(Straight-Line  Control  Windows  ILise  p11cc 
Co  Inc,  2004) 
OvationTunc  -  -  ￿  -  Westinghouse  Contact  IIor  - 
(Westinghouse  Process  Process  Control  1)('S  pricing 
Control,  2004) 
(jencX  (Xiera  -  -  -  2.0  Microsoft  Contact  for  - 
Technologies  Inc.  2004)  WindowsX  and  Pricing 
MATLAB' 
(-triLAB"  (Nue,  2004)  x  x  x  3.0  Microsoft  IFrecwarc  Select  performance 
\Vindows'`  and  based  on  Itil'.  15'11'. 
MA'11.  A13Jk  IST'I'.  or  Gain  Phase 
margins 
Remarks: 
(a)  Model-based  tuning.  Indicate  software  that  matches  the  open  closed  loop  plant  response  data  to  a 
specific  model. 
(b)  Support  vendor  specific  PID  structures.  Indicate  software  that  explicitly  supports  vendor  specific 
PID  structures  and  not  those  that  support  the  generic  PID  structures. 
(c)  Support  online  operation.  Indicate  software  that  supports  online  operation  such  as  sampling  of  data, 
online  tuning  etc. 
(d)  Software  version  reviewed. 
(e)  Operating  Systems  and  Hardware/  Software  Dependent. 
(f)  Prices.  Please  contact  the  manufacturer  for  updated  prices  on  their  products. 
Legend: 
￿  Support 
x  Does  not  support 
?  Probably  support 
-  Information  not  available 
3.3.2  Tuning  Methods  Adopted 
Within  the  `Analytical  Methods'  group,  it  is  seen  from  the  `Notes'  column  that  the 
Internal  Model  Control  (IMC)  or  Lambda  Tuning  method  is  the  most  widely  adopted 
tuning  method  in  practical  software  packages.  Almost  all  these  packages  require  a  time- 
domain  model  before  the  controller  parameters  can  be  set.  The  adopted  model  is  the  one Chapter  3  Trend  and  Direction  of  Practical  PID  Development  42 
given  by  (2.11).  pIDtuneTm  by  EngineSoft®  is  the  only  one  that  uses  an  ARX  (Auto 
Regressive  with  eXternal  input)  model  instead  of  the  model  given  by  (2.11).  On  design, 
`Type  C'  (or  I-PD)  structure  is  strongly  recommended  in  BESTune  (BESTune,  2004). 
Note  that  ExperTune®  is  embedded  in  RSTune"  and  Tune-a-Fish. 
It  is  almost  impossible  to  name  a  software  package  to  be  the  best  as  there  is  no 
generic  method  to  set  the  PID  controller  optimally  to  satisfy  all  design  criteria  and  needs. 
However,  most  of  the  software  packages  studied  in  Table  3.2  provide  a  tuneable 
parameter  set  for  the  user  to  determine  an  overall  performance  that  is  best  suited  to  an  ad 
hoc  application. 
3.3.3  Operating  Systems  and  Online  Operation 
Based  on  the  information  summarised  in  Table  3.2,  Microsoft  Windows®  is  currently  the 
most  supported  platform.  Meanwhile,  MATLAB®  is  a  popular  software  environment 
used  in  off-line  analysis. 
Quite  a  few  software  packages  in  Table  3.2  do  not  support  online  operations,  such  as, 
real-time  sampling  of  data,  on-line  tuning,  etc.  The  common  non-vendor  specific 
interfaces  supported  for  on-line  operations  are  Microsoft  Windows®  Dynamic  Data 
Exchange  (DDE)  and  OLE  for  Process  Control  (OPC®)  (OPC  Foundation,  2004)  based 
on  Microsoft  Object  Linking  and  Embedding  (OLE),  Component  Object  Model  (COM) 
and  Distributed  Component  Object  Model  (DCOM)  technologies. 
OPC®  is  an  industry  standard  created  with  the  collaboration  of  a  number  of  leading 
worldwide  automation  and  hardware/software  suppliers  working  in  cooperation  with 
Microsoft  Inc.  The  standard  defines  a  method  for  exchanging  real-time  automation  data 
among  PC-based  clients  using  Microsoft  operating  systems.  Thus  the  aim  of  OPC®  is  to 
realise  possible  interoperability  between  automation  and  control  applications,  field 
systems  and  devices,  and  business  and  office  applications.  There  are  currently  hundreds 
of  OPC  Data  Access  servers  and  clients  available. 
3.3.4  Modem  Features 
Remedial  features  such  as  differentiator  filtering  and  integrator  anti-windup  are  now 
mostly  accommodated  in  a  PID  software  package.  Now  the  trend  is  to  provide  some 
additional  features,  such  as  diagnostic  analysis,  which  proves  to  be  very  helpful  in 43  3.4  PID  Hardware  Modules 
practice.  An  example  is  highlighted  by  ExperTune*,  which  includes  a  wide  range  of  fault 
diagnosis  features,  such  as  valve  wear  analysis,  robustness  analysis,  automatic  loop 
report  generation,  multi-variable  loop  analysis,  power  spectral  density  plot,  auto  and 
cross-correlations  plot,  and  shrink-swell  (inverse  response)  process  optimisation,  etc. 
Other  additional  features  seen  in  practical  PID  packages  include  user-friendly  interfaces,  ' 
support  of  a  variety  of  controller  structures  and  allowing  more  user-defined  settings  in 
determining  PID  parameters  when  necessary. 
3.4  PID  Hardware  Modules 
3.4.1  Hardware  and  Tuning 
Many  PID  software  features  are  now  incorporated  in  hardware  modules,  particularly 
those  used  in  process  control.  "A  range  of  these  is  available  from  the  four  dominant 
vendors,  namely,  ABB,  Foxboro,  Honeywell  and  Yokogawa,  as  listed  in  Table  3.3. 
Hardware  brands  from  Elsag  Bailey,  Kent-Taylor  Instruments,  Hartmann  &  Braun  and 
Alfa  Laval  have  been  acquired  by  ABB.  The  following  brands  have  been  acquired  under 
Emerson  Process  Management  Group,  namely,  Brooks  Instrument,  Daniel®,  DeltaV, 
Fisher®,  Intellution®,  Micro  Motion®,  PROVOX®,  Rosemount®,  RS3  and  Westinghouse 
Process  Control.  Invensys  Production  Management  Division  consists  of  APV,  Avantis, 
Esscor,  Eurotherm,  Foxboro,  Pacific  Simulation,  Triconex  and  Wonderware.  Readers 
may  refer  to  Versteeg  et  al.  (1986),  Minter  and  Fisher  (1988),  Cao  and  McAvoy  (1990), 
Hägglund  and  Aström  (1991),  Hang  and  Sin  (1991),  Aström  et  al.  (1993)  and  Aström 
and  Hägglund  (1995)  for  more  information  on  commercial  PID  controllers. 
Based  on  a  survey  carried  out  by  Control  Engineering  (1998),  single-loop  models 
account  for  64%  of  the  controllers,  while  multi-loop  models  constitute  36%.  It  also 
reveals  that  85%  of  the  loop  controllers  are  used  for  feedback  control,  6%  for 
feedforward  control  and  9%  for  cascade  control.  The  most  important  features  that  are 
expected  from  a  loop  controller  are,  in  order  of  importance,  PID  function,  start-up  self- 
tuning,  online  self-tuning,  adaptive  control  and  fuzzy  logic. 
Many  PID  controller  manufacturers  provide  various  facilities  in  their  products  that 
allow  easy  tuning  of  the  controller.  As  seen  in  PID  patents  and  software  packages,  most 
of  the  hardware  systems  also  adopt  a  time-domain  tuning  method,  whilst  a  minority ('hurptc'r  3  Trend  and  I)irc'c'tivn  o/,  l'ruc  ticwl  /)//)  1)e'i'c'lopmc'nt  44 
relics  on  opcn-loop  relay  experiments.  Some  modules  offer  gain-scheduling  capabilities 
and  hence  can  cover  a  large  operation  cnvvelope.  Some  arc  more  adaptive,  using  unlinc 
model  idcntif  cation  or  rules  inferred  from  on-line  responses. 
Automated  tuning  is  mainly  implemented  through  either  'tuning  on  dciiiand'  wills 
upset  or  'adaptive  tuning'.  Some  manufacturers  refer  `tuning  on  demand  with  upset  as 
'self'-tune',  'auto-tune'  or  'pre-tune',  whilst  'adaptive  tuning'  is  sometimes  known  as 
'self-tome',  'auto-tune'  or  'adaptive  tune'.  Thcrc  exists  no  standardisation  in  the 
terminology. 
`Tuning  on  demand'  with  upset  typically  determines  the  PID  parameters  by  inducing 
a  controlled  upset  in  the  process.  This  allows  measurements  of  the  process  response  so  as 
to  calculate  the  appropriate  controller  parameters.  'Adaptive  tuning'  aims  to  set  the  Pl[) 
parameters  without  inducing  upsets.  When  a  controller  is  utilising  this  function,  it 
constantly  monitors  the  process  variable  for  any  oscillation  around  the  set-point  and 
hence  closed-loop  identification  can  be  as  effective  as  in  `tuning  on  demand'.  This  type 
is  ideal  for  processes  where  load  characteristics  change  drastically  while  the  of  tuning 
process  is  running.  If  there  is  any  oscillation,  the  controller  adjusts  the  P11)  parameters 
in 
an  attempt  to  eliminate  them.  It  cannot  be  used  effectively,  however,  if  the  process  has 
externally  induced  upsets  for  which  the  control  could  not  possibly  tune  out. 
Table  3.3  Commercial  PID  Controller  Hardware  Modules 
Manufacturer  Product  Model  a  b  c  d  (e)  Description 
ABB  Bitric  P  ￿  x  x  x  2000  Compact  Single  Loop 
Controller 
Digitric  100  ￿  x  x  x  2001  Versatile  Single  Loop 
Controller 
COMMANDER  100  ￿  x  x  x  1999  1/8  DIN  universal  Process 
Controller 
COMMANDER  250  ￿  x  X  X  1999  1/4  DIN  Compact  Process 
Controller 
COMMANDER  310  ￿  x  x  x  1999  Wall'Pipe_nmount  I1niversal 
Process  Controller 
COMMANDER  351  ￿  ￿  X  x  2001  l;  4  DIN  Universal  Process 
Controller 
COMMANDER  355  ￿  ￿  x  ￿  2001  1/4  DIN  Advanced  Process 
Controller 
COMMANDER  505  ￿  ￿  x  ￿  2000  6x3  format  Advanced  Process 
Controller 
COMMANDER  V  100  x  x  x  x  1999  1/8  DIN  Motorized  Valve 
Controller 
COMMANDER  V250  x  x  x  x  1998  14  I)IN  Motorized  Valve 
Controller ýý 
. 
".  '!  I'//)  //ar'I  ti  n,  . 
1/or/ides 
Manufacturer  Product  Model  a  b  c  JD  (e)  Description 
F('A06  ￿  x  x  -  -  x  2000  F('A  Serics  (  icneral 
Purpose  I'n,  cess  ('onirollcr 
I-('A60  ￿  ￿  x  ￿  2000  F('A  Series  (  general 
Put  pose  Process  ('ontiollcr 
I:  ('A60O  ￿  ￿  ￿  V  2000  IK.  ('A  Series  (  ieneral 
Pu  pose  Process  Controller 
MOI)('1.1.  I.  205OR  ￿  x  x  x  )(NºI  Single  Loo  Controller 
53S1M00()  ￿  x  x  x  2001  Micro-I)('1  Instrumentation 
Single  I.  uo  Controller 
Foxboro  7160  ￿  x  ￿  x  1996  1  16  DIN  Temperature 
('omtrollcr 
718P1..  718PR  ￿  x  ￿  x  I996  18  I)IN  Process  ('ontiollci 
with  Loral  Set  Point  (Pl.  )  and 
Remote  Set  Point  WR) 
718TC,  718TS  ￿  x  ￿  x  1996  18  DIN  'I  cmheraturc 
Controller  with  mA  Output 
("l  ('  1  and  Servo  Output  (TS) 
7310  ￿  x  ￿  x  1996  14  DIN  Digital  Process 
Controller 
743C  ￿  x  ￿  x  1994  Field  Station  MICRO  it 
Controller 
760C  ￿  x  ￿  x  1985  Single  Station  MICRO" 
Controller 
761C  ￿  x  ￿  x  1987  Single  Station  MI('RO  Plus 
Controller 
762C  ￿  x  ￿  x  1996  Single  Station  MICRO 
Controller 
T630C  ￿  x  ￿  x  2000  Process  Controller 
Honeywell  UDC  100  x  x  x  x  1999  14  DIN  Universal  Digital 
Tern  erature  Controller 
UDC700  ￿  x  ￿  x  1996  1  32  DIN  Universal  Digital 
Controller  and  Indicator 
UDC900  ￿  x  ￿  x  1997  1  16  DIN  Universal  Digital 
Temperature  Controller 
UDC  1000,  UDC  1500  ￿  x  ￿  x  2001  Micro-Pro  Series  -  Universal 
Digital  Controllers 
UDC2300  ￿  x  ￿  x  1999  14  DIN  Universal  Digital 
Controller 
UDC3300  ￿  ￿  ￿  X  1999  1,4  1)IN  Universal  Digital 
Controller 
UDC5000  ￿  x  ￿  x  1994  Ultra-Pro  Universal  Digital 
Controller 
UDC6300  ￿  ￿  ￿  ￿  1997  Stand-Alone  Process 
Controller  and  Process 
Indicator 
Yokogawa  US1000  ￿  ￿  x  ￿  1998  Process  Controllers 
UT320,  UT350,  UT420,  ￿  x  x  x  2000  Enhanced  Green  Series 
UT450,  UT520,  UT550,  Temperature  Controllers 
UT750 
UP350,  UP550,  UP750  ￿  x  x  x  2000  Enhanced  Green  Series 
Programmable  Controllers 
YS150  ￿  x  ￿  ￿  1991  High-Level  Process 
Controllers ('huj)tcr  3  Trrºr(l  and  1)irertion  of  Practical  P//)  1)rýrlcr/ýººtcýºýt  40 
Remarks  : 
(a)  On-Demand  Auto  Time 
(h)  (lain-Scheduling 
(C)  Adaptive  Control 
(d)  Feedtürward  Control 
(e)  Year  of  release 
Legend: 
￿  Support 
x  Does  not  support 
3.4.2  ABB  Controllers 
ABB  controllers  offer  two  auto-tuning  options,  namely,  quarter-wave  and  minimal 
overshoot.  They  also  come  with  a  manual  fine-tuning  option  called  Control  Efficiency 
Monitor  (CEM).  As  shown  in  Figure  3.3,  six  `key-performance'  parameters  labelled  arc 
measured  and  displayed,  allowing  the  user  to  vary  the  PID  settings  to  match  the  process 
needs  and  to  fine-tune  manually. 
X. 
PV  x2 
Yi 
{ --  -  95% 
Set  Point 







Start  of 
Calculation 
Figure  3.3  ABB  --  Control  Efficiency  Monitor  (CEM)  Measurements  (ABB,  2001b) 47  3.4  I'll)  Ilar(I1ar('  Alc,  clirlcs 
"asn-  :  \1313  also  otters  anothcr  tuning  al  orlthm  1r  its  Micro-1)('l  IM  serics,  the  I 
l  unrI  V.  '1'  I'lhc  Ilasy  uncInr  al  orithm  approximates  it  process  by  it  first  orcicr  plus  delay 
model,  as  shown  in  (2.11  ).  It  uses  a  typical  graphical  nmethod.  \%'hcrc  the  steh  changes  arc 
applied  so  as  to  measure  the  gain,  delay  and  rise-tink  and  hence  the  time-constant.  "I  hesr 
arc  then  used  to  map  the  controller  parameters  through  formulae  shown  in  'fahle  3.4 
(:  S13ß,  2001a),  which  arc  optimised  for  the  integral  of  time-weighted  absolute  error 
I1'  \E)  performance  index. 
It  is  unclear,  unfortunately,  whether  the  three  plant  parameters  are  continuously 
identified  so  as  to  vary  the  PID  parameters.  If  they  are,  howwever,  Micro-1)('1l"'  series 
should  be  v  cry  powerful  in  dealing  with  changing  plant  dynamics  through  continuously 
scheduled  optimal  PID  settings. 
Table  3.4  ABB  ITAE  Equations 
Mode  Action  Equation 
P  h'  I  ý., 
2.04K( 
7' 
T,  (sec.  )  0 
T1)  (sec.  )  0 
PI  K1,  L  0.977 
1.164K1  - 
Ti  (sec.  )  T*60  L 
)  40.44  T) 
TI)  (sec.  )  0 
PID  K  l°`47  L 
0.7369K1 
J 
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3.4.3  Foxboro  Series 
Foxboro  716C,  718  and  731C  series  use  a  proprietary  self-tuning  algorithm,  SMART. 
During  start-up  and  control,  SMART  continuously  monitors  the  process  variable  and 
automatically  adjusts  the  PID  parameters  according  to  the  response  of  the  process 
variable,  as  shown  in  Figure  3.4.  The  advantage  of  SMART  is  its  ability  to  operate 
without  injecting  any  artificial  change  into  the  system. 
Foxboro  743C,  760C,  761C,  762C  and  T630C  controllers  use  another  patented  self- 
tuning  algorithm,  Expert  Adaptive  Controller  Tuning  (EXACT).  EXACT  does  not  use  a 
parametric  model,  but  adjusts  the  controller  based  on  pattern  recognition  results  of  the 
actual  current  process.  When  it  senses  a  process  upset,  it  immediately  takes  corrective 
action  for  the  pattern  recognition.  The  user  can  choose  the  threshold  levels  of  desired 
damping  and  overshoot-to-load  changes,  as  shown  in  Figure  3.5.  EXACT  needs  to  have 
a  good  initial  PID  parameter  set  to  start  with,  in  order  to  achieve  satisfactory 
performance.  Thus  the  initial  PID  parameters  are  determined  by  introducing  a  small 
perturbation  to  the  process  and  use  the  resulting  process  reaction  curve  to  do  the 
calculations.  To  start  up  the  control  system,  engineers  must  determine  an  anticipated 
noise-band  and  maximum  wait-time  of  the  process.  The  noise-band  is  a  value 
representing  expected  amplitude  of  noise  on  the  feedback  signal.  The  maximum  wait- 
time  is  the  maximum  time  that  EXACT  algorithm  will  wait  for  a  second  peak  in  the 
feedback  signal  after  detecting  a  first  peak.  These  two  settings  are  crucial  in  order  for  the 
EXACT  algorithm  to  have  optimal  performance  but  can  be  quite  tricky  to  determine. 
All  Foxboro's  controllers  studied  here  are  rule-based,  instead  of  model-based  but  do 
not  support  feedforward  control.  If  they  support  gain  scheduling,  however,  they  will  be 
very  effective  for  the  entire  operating  envelope,  as  gain-scheduling  can  be  more  useful 
than  continuous  adaptation  in  most  situations  (Aström  et  al.,  1993). 49  3.4  PID  Hardware  Modules 
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3.4.4  Honeywell  Tuners 
Honeywell  offers  a  `tuning  on  demand'  controller,  Autotuner",  which  is  not  adaptive  or 
continuous.  They  also  offer  an  adaptive  tuner,  AccutuneTm,  which  uses  a  combination  of 
frequency  and  time  response  analysis  plus  rule-based  expert  system  techniques  to 
identify  the  process  continually.  An  enhanced  version  of  this  is,  Accutune  IIf,  which 
incorporates  a  fuzzy  logic  overshoot  suppression  mechanism.  It  provides  a  `plug-and- 
play'  tuning  algorithm,  which  will  starts  at  the  touch  of  a  button  or  through  an  input 
response  data  set  to  identify  and  tune  for  any  processes  including  integrating  processes 
and  those  with  a  dead-time.  This  speeds  up  and  simplifies  the  start-up  process  and  allows 
retuning  at  any  set-point  in  an  `automatic  mode'.  The  fuzzy  logic  overshoot  suppression 
function  operates  independently  from  Accutune'  m  tuning  as  an  add-on.  It  does  not Chapter  3  Trend  and  Direction  of  Practical  PID  Development  50 
change  the  PID  parameters,  but  temporarily  modifies  the  control  action  to  suppress 
overshoot.  Although  this  makes  the  control  system  more  complex  and  difficult  to 
analyse,  it  allows  more  aggressive  action  to  co-exist  with  smooth  process  output.  It  can 
be  disabled,  depending  on  the  application  or  user  requirements,  and  should  be 
unnecessary  if  the  PID  controller  is  set  adaptively  optimally. 
3.4.5  Yokogawa  Modules 
Yokogawa  first  introduced  its  SUPER  CONTROL  module  over  a  decade  ago.  Similar 
to  Honeywell's  Accutune  II',  it  also  uses  a  fuzzy  logic  based  algorithm  to  eliminate 
overshoots,  mimicking  control  expertise  of  an,  experienced  operator.  It  consists  of  two 
main  parts,  namely,  the  set-point  modifier  and  the  set-point  selector. 
The  set-point  modifier  models  the  process  and  functions  as  an  `expert  operator'  by 
first  considering  that  a  PID  controller  is  difficult  to  tune  to  deliver  both  a  short  rise-time 
and  a  low  over-shoot.  It  thus  seeks  a  knowledge  base  about  the  process,  its  dynamics, 
and  any  nonlinearity  of  the  process  (including  load  changes).  Then  it  leads  the  system 
into  performing  perfectly  by  feeding  artificial  target  set-points  into  the  PID  block 
through  the  set-point  selector. 
In  particular,  SUPER  CONTROL  operates  on  three  modes.  Mode  1  is  designed  for 
overshoot  suppression  by  observing  the  rate  of  change  when  the  process  output 
approaches  a  new  target  set-point.  It  installs  `sub  set-points'  as  the  process  output 
approaches  set-point  to  insure  overshoot  does  not  occur.  Mode  2  is  for  ensuring  high 
stability  at  the  set-point  while  sacrificing  some  response  time  to  a  set-point  change. 
Mode  3  is  for  a  faster  response  than  Mode  2  to  a  set-point  or  load  change  with  some 
compromise  in  stability  when  a  new  set-point  is  entered  and  as  the  process  output 
approaches  that  change.  The  process  block  is  simply  the  first-order  lag  time  with  gain 
model  and  it  simulates  the  process  variable,  PV,  without  any  inherent  dead  time.  A 
functional  block  diagram  for  Mode  2  and  3  is  shown  in  Figure  3.6.  If  Mode  2  or  3 
observe  any  phase  shift  that  has  changed  from  normal  operating  conditions,  it  uses  the 
process  model  to  compute  a  calculated  process  variable,  CPV,  and  attempts  to  suppress 
PV  from  hunting.  The  compensation  model  switches  between  the  measured  PV  and  CPV 
while  the  control  function  block  performs  the  normal  PID  computation.  It  is  unclear  how 51  3.4  PID  Hardware  Modules 
the  three  modes  are  switched  between,  but  it  would  be  advantageous  if  this  is  scheduled 
automatically. 
PV 
SUPER  CONTROL 
------------------------------- 
Figure  3.6  Functional  Block  Diagram  of  Yokogawa  SUPER  CONTROLmI  Modes  2 
and  3  (Wilson  and  Callen,  2004) 
3.4.6  Remarks 
Many  PID  hardware  vendors  have  made,  a  lot  of  effort  to  provide  a  built-in  tuning 
facility.  Owing  to  their  vast  experience  on  PID  control,  most  manufacturers  have 
incorporated  their  knowledge  base  into  their  algorithms.  Current  PID  control  modules 
provide  `tuning  on  demand'  with  upset  or  `adaptive  tuning'  or  both,  depending  on  the 
model  and  user  settings.  Either  technique  has  its  advantages  and  disadvantages.  For 
example,  if  using  `tuning  on  demand'  only,  the  controller  needs  to  be  retuned 
periodically  and  whenever  changes  occur  in  the  process  dynamics.  This  is  tedious  and 
sometimes  poor-performance,  can  be  noticed  too  late.,  Therefore,  `tuning  on  demand' 
coupled  with  `gain-scheduling'  could  provide  an  advantage. 
If  relying  on  an  `adaptive  tuner'  only,  the  range  of  changes  that  can  be  covered  is 
rather  limited  and  a  classical  step-response  model  is  still  needed  for  determining  initial 
PID  settings.  Before  normal  operations  may  begin,  these  systems  generally  require  a 
carefully  supervised  start-up  and  testing  period.  Furthermore,  the  more  controller 
parameters  the  operator  needs  to  select,  the  more  difficult  it  is  to  adjust  for  optimal 
performance  and  the  longer  it  takes  to  prepare  for  the  operation.  Nevertheless,  once  the 
controller  is  correctly  configured,  it  can  constantly  monitor  the  process  and  automatically 
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The  second  effort  made  by  many  PID  hardware  vendors  appears  to  be  incorporating 
an  overshoot  suppression  function  in  their  on-board  algorithms.  In  order  to  meet  multiple 
objectives  highlighted  in  Section  2.2.7,  they  have  also  added  other  functions  to  a 
standard  PID  algorithm  or  allowed  the  user  to  switch  between  modes.  However,  these 
features  are  not  commonly  seen  in  practical  software  packages  (sec  Table  3.2). 
3.5  Summary 
Many  PID  patents  filed  so  far  focus  on  automatic  tuning  for  process  control.  This  starts 
from  conventional  or  `intelligent'  system  identification  and  is  more  related  to  hardware 
modules.  Software  packages  are  mainly  focused  on  off-line  simulation  and  have  thus  a 
different  objective.  While  automatic  tuning  is  offered  in  many  commercial  PID  products 
for  multiple  optimality,  timeliness  continues  to  pose  a  challenge.  The  major  difficulty 
appears  in  delivering  an  optimal  transient  response,  due  to  difficulties  in  setting  an 
optimal  derivative  term.  Hence,  modifications  to  the  easy-to-understand  PID  structure 
have  been  made  through  the  use  of  artificial  intelligence  so  as  to  suppress  overshoots.  In 
order  to  meet  multiple  objectives,  switching  between  different  functional  modes  has  been 
offered  in  PID  hardware  modules.  This  further  enforces  the  need  for  a  tuning  rule  that  is 
designed  for  handling  the  multiple  objectives. 
The  present  trend  in  tackling  PID  tuning  problem  is  to  be  able  to  use  the  standard 
PID  structure  to  meet  multiple  design  objectives  over  a  reasonable  range  of  operations 
and  systems.  Standardisation  or  modularisation  around  this  structure  should  also  help 
improve  the  cost-effectiveness  of  PID  control  and  its  maintenance.  This  way,  a  robustly 
optimal  tuning  method  can  be  developed.  With  the  inclusion  of  system  identification 
techniques,  the  entire  PID  design  and  tuning  process  can  be  automated  and  modular 
building  blocks  can  be  made  available  for  timely  on-line  application  and  adaptation.  This 
would  be  particularly  suited  to  `system-on-board'  or  `system-on-chip'  integration  for 
future  consumer  electronics  and  MEMS. 
Therefore,  equipped  with  all  this  information,  the  proposed  MOEA  described  in 
Chapter  4  will  be  used  in  the  search  for  multi-objective  PID  tuning  rules  detailed  in 
Chapter  5. Chapter  4 
Multi-Objective  Evolutionary  Algorithms: 
Analysis  and  Visualisation 
Chapter  objectives 
This  chapter  introduces  the  proposed  MOEA  methodology,  investigates  the  performance 
assessment  of  different  MOEAs  and  visualisation  of  their  solutions  in  high  order 
dimensions. 
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4.1  Introduction 
Significant  progress  has  been  made  on  the  development  of  MOEA  techniques;  however 
the  existence  of  ability  to  evaluate  that  progress  quantitatively  is  very  small.  Due  to 
various  experimental  methods  and  performance  measures  used  by  researchers  nowadays, 
a  thorough  comparison  is  difficult.  This  is  because  no  one  offers  a  simple-to-use  or 
widely  accepted  method  for  evaluating  the  performance  of  MOEAs. 
At  present,  ways  of  comparing  non-dominated  set  of  solutions  are  through  visual 
comparison  in  the  objective  space.  This  method  is  simple  and  straightforward.  The 
criterion  is  to  have  solutions  close  to  the  true  Pareto  front  and  must  be  well  distributed 
over  the  Pareto  frontier.  On  the  other  hand,  this  kind  of  visualisation  is  limited  to  a 
maximum  of  three  objectives.  There  are  also  some  other  visualisation  techniques  for 
viewing  high  order  dimensions,  for  e.  g.  scatter-plot  matrix,  value  path,  bar  chart,  start 
coordinate,  etc.  as  reported  by  Deb  (2001).  However,  these  are  not  commonly  used  in 
MOEA  studies,  as  they  are  only  suitable  for  displaying  a  set  of  non-dominated  solutions. 
Since  a  MOEA  is  a  stochastic  method,  multiple  runs  are  required  in  order  to  have  any 
statistical  significance.  Therefore,  it  is  very  difficult  to  view  all  the  runs  together  in  a 
single  plot  using  those  techniques. 
Hence,  various  quantitative  and  qualitative  metrics  have  been  proposed  as  discussed 
in  the  Section  4.4.  They  are  developed  to  measure  MOEA  performance  more  accurately 
than  just  visual  comparison.  Some  of  them  are  designed  upon  the  basic  criteria  of  a  good 
MOEA,  namely,  closeness  to  the  optimal  solutions  in  the  objective  space  and  coverage 
of  a  wide  range  of  diverse  solutions. 
Conversely,  all  the  proposed  metrics  have  their  limitations.  The  main  problem  is  the 
lack  of  decision  maker  preferences  in  the  comparison,  thereby  causing  difficulties  in 
certain  comparisons.  Hansen  and  Jaszkiewicz  (1998)  have  proposed  a  formal  framework 
for  evaluating  the  quality  of  a  non-dominated  set.  However,  the  proposed  metrics  only 
cover  the  distance  between  competing  non-dominated  sets  or  the  distance  between  a 
competing  non-dominated  set  and  a  reference  set.  Moreover,  there  are  a  few  intricate 
settings  that  the  users  need  to  determine,  for  e.  g.,  the  choice  of  the  set  of  utility  functions, 
the  choice  of  probability  distribution  of  the  utility  functions  and  utility  functions  scaling. 
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Recently,  Zitzler  et  al.  (2003)  classified  the  available  metrics  into  unary  and  binary 
types.  They  have  shown  that  all  unary  metrics  fail  to  provide  reliable  performance 
indication  based  on  dominance  relations.  However,  Bosman  and  Thierens  (2003)  have 
stated  that  most  of  the  latest  MOEAs  results  would  most  probably  be  classified  as 
incomparable  using  dominance  relations  of  Zitzler  et  al.  (2003).  In  addition,  when  two 
sets  of  non-dominated  solutions  are  incomparable,  one  of  the  sets  must  be  more 
preferable.  Thus,  unary  metrics  are  still  very  useful.  Farhang-Mehr  and  Azarm  (2003) 
proposed  a  conceptual  framework  based  on  excellence  relations,  which  attempt  to 
address  all  the  desired  aspects  of  a  quality  non-dominated  solution  set.  However,  to  find 
or  design  a  suitable  metric  for  their  framework  is  not  a  trivial  task. 
Indeed,  knowledge  of  the  goodness  of  an  observed  Pareto  solution  set  should  enable 
the  designer  to  monitor  and  potentially  improve  the  performance  of  an  MOEA.  It  should 
also  help  the  designer  to  compare  and  contrast  the  quality  of  observed  Pareto  solution 
sets  as  reported  by  different  MOEAs.  The  goodness  of  an  observed  Pareto  solution  set, 
as  analysed  and  discussed  in  this  chapter,  can  be  evaluated  by  performance  metrics. 
This  chapter  begins  by  looking  at  the  approach  by  those  commonly  cited  MOEAs: 
By  simple  examination  of  their  significant  features,  an  easy-to-understand  and  - 
implement  algorithm  is  proposed.  This  is  followed  by  a  study  on  the  performance 
metrics  found  in  single-  and  multi-objective  EAs.  Through  the  studies  and  analysis  of  the 
performance  metrics,  problems  and  limitations  are  highlighted.  This  leads  to  the  proposal 
of  a  novel  visualisation  technique  that  aims  to  alleviate  the  problems  and  limitations  of 
the  performance  metrics.  This  chapter  concludes  by  an  extensive  empirical  assessment  of 
the  proposed  methodology  with  existing  MOEAs  on  a  wide  range  of  test  problems.  The 
results  are  analysed  using  both  the  performance  metrics  and  visualisation  technique. 
4.2  Proposed  MOEA  Methodology 
Evolutionary  based  techniques  for  multi-objective  optimisation  can  be  generally 
classified  into  three  approaches,  namely,  aggregating,  non-Pareto  and  Pareto-based.  Over 
the  numerous  years  of  studies,  Pareto-based  evolutionary  approaches  are  well  known  to 
out-perform  the  other  approaches  (Zitzler  and  Thiele,  1999;  Zitzler  et  al.,  2000;  Tan  et 
al.,  2001a;  Tan  et  al.,  2001b).  Hence,  the  proposed  MOEA  will  adopt  Pareto-based 
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Some  of  the  most  prominent  and  commonly  cited  MOEAs  are  Nondominated  Sorting 
Genetic  Algorithm  (NSGA-II)  (Deb  et  al.,  2000),  Pareto  Archived  Evolution  Strategy 
(PAES)  (Knowles  and  Come,  2000)  and  Strength  Pareto  Evolutionary  Algorithm 
(SPEA)  (Zitzler  and  Thiele,  1999). 
The  Nondominated  Sorting  Genetic  Algorithm  (NSGA-II)  sorts  the  solutions  into 
different  levels  of  non-domination  according  to  the  concept  of  Pareto  dominance.  Within 
each  level,  a  specific  crowding  measure  which  represents  the  sum  of  distances  to  the  two 
closest  solutions  along  each  objective  is  used  to  define  an  order  among  the  solutions. 
The  Pareto  Archived  Evolution  Strategy  (PAES)  approach  uses  a  (1+1)  evolution 
strategy  (i.  e.,  a  single  parent  that  generates  a  single  offspring)  together  with  a  historical 
archive  that  records  all  the  non-dominated  solutions  previously  found.  It  uses  a  novel 
approach  to  keep  diversity,  which  consists  of'a'crowding  procedure  that  divides  the 
objective  space  in  a  recursive  manner.  Each  solution  is  placed  in  a  certain  grid  location 
based  on  the  values  of  its  objectives.  A  map  of  such  grid  is  maintained,  indicating  the 
amount  of  solutions  that  reside  in  each  grid  location. 
The  Strength  Pareto  Evolutionary  Algorithm  (SPEA)  approach  uses  an  archive 
containing  non-dominated  previously  found  (the  so-called  external  non-dominated  set). 
At  each  generation,  non-dominated  solutions  are  copied  to  the  external  non-dominated 
set.  For  each  solution  in  this  external  set,  a  strength  value  is  computed.  This  strength  is 
proportional  to  the  number  of  solutions  to  which  it  dominates.  The  fitness  of  each 
solution  in  the  current  population  is  computed  according  to  the  strengths  of  all  the 
external  non-dominated  solutions  that  dominate  it.  Additionally,  a  clustering  technique  is 
used  to  maintain  diversity. 
After  studying  most  of  the  available  MOEAs  structures,  I  decided  to  use  the  simplest 
mechanism,  nearest  neighbourhood  method,  to  maintain  the  diversity  and  the  rest  are 
standard  MOEA  structure.  Hereby,  this  algorithm  will  be  termed  as  s-MOEA  (simple- 
MOEA)  for  identity  sake  and  its  pseudo  code  is  shown  in  Figure  4.1. 57  4.3  Single-Objective  Performance  Comparison  Techniques 
1.  Sett=O 
2.  Generate  initial  population  P(t)  at  random, 
3.  Evaluate  the  fitness  of  each  individual  in  P(t) 
4.  REPEAT 
(a)  Select  parents  from  P(t) 
(b)  Apply  recombination  and/or  mutation  to  the  parents  and  produce  children 
(c)  Evaluate  the  fitness  of  children 
(d)  Select  individual  from  the  children  or parents  and  children  for  next 
generation  P(t+1)  -, 
(dl)  Pareto  ranking  on  the  combined  child  and  parent 
(d2)  If  number  of  rank  l's  solutions  exceeds  population  size  then  apply 
nearest  neighbourhood  method;  else  check  if  the  next  rank  will 
exceed  the  population  size,  if  yes,  apply  the  nearest  neighbourhood 
method  again;  else  proceed  on  to  next  rank  etc.  until  the  population 
for  next  generation  is  filled  up 
5.  UNTIL  terminating  criteria  met 
Figure  4.1  Pseudo  Code  of  s-MOEA 
4.3  Single-Objective  Performance  Comparison  Techniques 
Generally,  there  are  two  approaches  to  study  the  performance  of  EAs.  The  first  is  the 
analytical  approach  where  it  is  to  "prove  theorems  about  algorithms"  based  upon  a 
mathematical  model  of  computation.  The  second  is  the  empirical  approach  where  it 
draws  conclusions  about  algorithms  by  looking  at  computational  experiments.  The 
analytical  approach  can  yield  significant  insights  into  a  number  of  algorithms  and 
problems,  and  have  the  appeal  of  mathematical  certainty.  However,  its  analytical 
difficulty  makes  it  hard  to  obtain  results  for  most  realistic  problems  and  algorithms.  This 
in  turn  severely  limits  their  range  of  applications.  In  addition,  a  worst-case  result  which 
is  by  definition  pathological,  may  not  give  meaningful  information  on  how  an  algorithm 
will  perform  on  more  representative  instances.  As  a  consequence  of  these  difficulties, 
most  of  the  many  algorithms  developed  for  large  optimisation  problems  are  evaluated 
empirically  -  by  applying  the  procedures  to  a  collection  of  test  problems  and  comparing 
the  observed  solution  quality  and  computational  burden.  Hence,  empirical  approach  is 
more  commonly  adopted  by  researchers  for  performance  comparison.  It  is  still 
comparatively  rare,  given  the  large  volume  of  literature  on  evolutionary  algorithms,  to 
encounter  well-designed  computational  experiments  that  produce  real  insights  for 
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Before  proceeding  to  multi-objective  metrics,,  a  brief  overview  of  single  objective 
metrics  is  given  here  in  order  to  gain  more  understanding  behind  the  needs  and 
development  of  multi-objective  metrics.  Performance  metrics  are  less  commonly  used  in 
single  objective  optimisation  problems,  as  the  objective  value  is  often  sufficient  for  the 
comparison  between  algorithms  under  study. 
4.3.1  De  Jong's  Proposed  Metrics 
De  Jong  proposed  two  metrics  in  his  thesis  (De  Jong,  1975).  One  is  to  gauge  the 
convergence  and  the  other  is  the  ongoing  performance,  referred  to  as  off-line 
(convergence)  and  on-line  (ongoing)  performance  respectively.  In  his  study,  De  Jong 
defined  the  on-line  performance  xe(s)  of  strategy  s  on  environment  e  as  follows: 
Xe(S)  =_I  ýfe(t)  (4.1) 
where  fe(t)  is  the  objective  function  value  for  environment  e  on  trial  t.  In  other  words,  the 
on-line  performance  is  measured  by  the  average  of  all  function  evaluations  up  to  and 
including  the  current  -trial.  While  De  Jong  presented  a  more  general  version  of  this 
criterion,  which  permitted  non-uniform  weighting  of  trials,  conversely  a  uniform 
weighting  was  adopted  throughout  his  study. 
The  off-line  performance,  X*e(S),  of  strategy  s  on  environment  e  is  defined  as  follows: 
xe  (S)  _  ?.  fe  (t 
1 
(4.2) 
where  f*e(t)  =  best  {fe(1),  fe(2),...,  fe(t)}.  In  other  words,  the  off-line  performance  is 
measured  by  a  running  average  of  the  best  performance  values  to  a  particular  time.  Once 
more,  a  non-uniformly  weighted  version  of  this  criterion  was  also  proposed  although 
uniform  trial  weighting  was  used  throughout.  I 
4.3.2  Schwefel's  Progress  Metric 
In  order  to  assess  the  convergence  speed  of  EAs,  a  metric  is  needed  independent  of  the 
respective  starting  values  on  a  relative,  rather  than  the  absolute,  improvement.  Schwefel 
(1988)  proposed  the  progress  metric  of  a  single  run  as: 
)  P= 
F7f(-T1) 
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where  J(l)  and  J(7)  are  the  best  objective  function  values  at  the  first  generation  and  T 
generation  respectively. 
To  obtain  statistically  significant  data,  a  sufficiently  large  number  N  of  independent 
runs  must  be  performed.  This  is  often  based  on  the  hypothesis  that  the  different  progress 




N  i=t 
and  standard  deviation  estimated  by  the  empirical  standard  deviation: 
V(P)=  EN  (P 
-  (4.5) 
N  -1  f=1 
4.3.3  Other  Metrics  Proposed 
Some  other  metrics,  namely,  Optimality,  Accuracy,  Sensitivity  and  Convergence,  have 
been  proposed  to  systemise  the  tests  of  EAs  (Feng  et  al.,  1998).  This  metrics  are 
proposed  for  use  when  the  convergence  of  an  EA  is  hard  to  assess  through  theoretical 
proofs. 
Optimality  represents  the  relative  closeness  (or,  inversely,  distance)  of  an  objective 
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where  f  and  7  are  the  lower  and  upper  bounds  off  respectively.  Any  popular  norm 
used  in  optimisation*  or  engineering  studies  may  apply  to  (4.6).  In  engineering,  the  2- 
norm  (Euclidean  metric)  is  most  commonly  adopted  for  such  a  metric  and  thus  the 
optimality  defined  in  Euclidean  'space  can  be  termed  as  `Euclidean  optimality'.  A 
random  guess  in  a  search  will  result  in  a  random  optimality  value  within  [0,1  ]. 
Accuracy  represents  the  relative  closeness  of  a  solution  found,  zo,  to  the  theoretical 
solution,  xo.  This  may  be  particularly  useful  if  the  solution  space  is  noisy,  or  there  exist 
multiple  optima,  or  `niching'  is  used,  which  is  defined  as: Chapter  4  Multi-Objective  Evolutionary  Algorithms:  Analysis  and  Visualisation  60 
Accuracy  =1- 
Ilxo 
-  xo  II 
e  [0,1] 
IF  -x1l 
(4.7) 
where  x  and  x  are  the  lower  and  upper  bounds  of  x  respectively,  representing  the  search 
range. 
When  the  values  of  optimal  parameters  found  are  perturbed  (or  manufacturing 
tolerance  in  accuracy  is  taken  into  account),  the  actual  optimality  may  well  change.  This 
affects  the  robustness  of  an  engineering  design.  To  measure  how  much  a  `small'  relative 
change  in  the  designed  parameters  (or  solutions  found)  will  lead  to  relative  changes  in 
the  quality  (the  objective  value  found),  sensitivity  is  defined  as  the  ratio  between  these 
changes,  i.  e.: 
IwwfiVVIlf_-'l'  Sensitivity=1i1mo 
IIAXII/Ilx 
-  x_II 
Ix-io 
(I4II  IIx-4 
-  n&  -+o  II&II 
x.  xo  Ilf  -LII  (4.8) 
1-Optimality 
1-  Accuracy 
(4.9) 
Note  that  the  trend  of  sensitivity  is  rather  dependent  on  the  nature  of  the  problem  and  the 
objective  function,  and  not  mainly  on  the  algorithm.  Sensitivity  would  be  a  more  useful 
indicator  in  a  practical  design  than  in  an  EA  performance  assessment  test.  If  the 
sensitivity  (and  thus  design  robustness)  can  be  calculated  during  function  evaluations  or 
simulations,  it  could  be  used  as  an  additional  objective  in  the  design. 
In  GA,  the  average  fitness  of  the  entire  population  is  often  used  to  assess  the 
convergence  trend  qualitatively  as  the  mutation  rate  in  a  GA  is  relatively  very  low.  This 
fitness  is,  however,  often  oscillatory  when  the  evolution  reaches  a  `steady-state'  or  a 
relatively  high  mutation  rate  is  used  in  the  case  of  EP  or  ES.  Therefore,  the  fitness  differs 
from  the  concept  of  `convergence'  adopted  in  conventional  optimisation  paradigms  and 
can  hardly  fulfil  the  role  as  a  quantitative  indicator  or  performance  metric  of 
convergence.  "Hence,  the  following  traces  are  used  to  indicate  the  generational 
convergence: 
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"  The  highest  `accuracy'  or  the  parameter  values  of  the  individual  solution  that  has 
the  highest  fitness  in  every  generation. 
In  order  to  quantify  the  convergence  metric  with  respect  to  an  EA,  define 
Re  ach  -  time)  b=  Cb  (4.10) 
to  represent  the  total  number  of  `function  evaluations'  conducted  by  which  the  optimality 
of  the  best  individual  first  reaches  be  [0,1].  This  also  means  that  the  relative  distance  to 
the  theoretical  objective  first  drops  to  1-b  by  the  `reach-time'.  For  example,  the 
following  two  reach-times  may  be  useful  indicators: 
CA.  999 
6,0.632  " 
The  former  would  perhaps  be  the  most  significant  indicator,  in  which  the  optimality  is 
regarded  as  100%.  The  latter  means  a  convergence  `time-constant'  by  which  an 
optimality  of  63.2%  is  first  reached  analogous  to  a  first-order  dynamic  system. 
The  capability  of  an  EA  is  that  it  reduces  exponential  computational  time  needed  by 
an  exhaustive  search  algorithm  to  a  non-deterministic  polynomial  (NP)  computational 
time.  To  estimate  the  order  of  the  polynomial,  C°'999  may  be  plotted  against  the  number 
of  parameters  being  optimised,  n,  as  shown  below: 
NP  -  time(n)  =  C°'999  (n)  (4.11) 
During  the  entire  optimisation  process,  the  optimality  of  99.9%  may  not  be  reached 
by  certain  algorithms  under  test.  The  total  number  of  evaluations  is  the  number  of 
function  evaluations,  search  trials  or  simulations  performed  in  the  entire  optimisation 
process  until  termination.  This  should  be  kept  the  same  for  all  the  algorithms  compared 
in  a  performance  test,  such  as  400mn2.  It  may  be  more  informatively  defined  as: 
N=  min  2  999,400mn21 
(4.12) 
which  implies  that  a  performance  test  should  terminate  either  when  the  goal  has  been 
reached  or  20n  generations  of  a  size  of  20n  xm  has  evolved.  This  also  means  that  we 
have  faith  that  EAs  should  not  perform  worse  than  an  O(n2)  algorithm  in  terms  of 
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Lastly,  in  addition  to  the  `total  number  of  evaluations',  the  `total  CPU  time'  may  be 
used  in  a  performance  test.  Optimiser  overhead  would  be  useful  in  indicating  how  long 
an  optimisation  or  simulated  evolution  process  would  take  in  real  world  and  to  indicate 
the  amount  of  program  overhead  as  a  result  of  the  optimisation  manipulations  such  as 
those  by.  EA  operators.  More  quantitatively,  the  optimiser  overhead  may  be  calculated 
as: 
Total  time  taken-TpFE  Optimiser  Overhead  =  (4.13)  TPFE 
where  TPFE  is  the  time  taken  for  pure  function  evaluations. 
4.4  Multi-Objective  Performance  Comparison  Techniques 
Based  on  the  metrics  presented  in  previous  section,  single  objective  comparison  is  very 
easy  and  straightforward  and  the  results  are  clear-cut.  However,  this  is  not  the  case  for 
multi-objective  problems  since  the  result  is  not  a  single  optimal  solutions  but  a  set  of 
non-dominated  solutions.  Hence,  there  are  numerous  studies  conducted  on  the 
development  and  survey  of  metrics  on  measuring  MOFA  performance  (Deb,  2001;  Ang 
and  Li,  2002a;  Ang  et  al.,  2002a;  Knowles  and  Come,  2002;  Sarker  and  Coello  Coello, 
2002;  Zitzler  et  a!.,  2003). 
In  this  section,  some  of  the  commonly  cited  and  used  metrics  will  be  analysed.  The 
available  metrics  can  be  generally  classified  into  unary  and  binary  type.  Unary  metrics' 
assign  a  number  to  a  set  of  non-dominated  solution  found  by  an  algorithm  that  reflects  a 
certain  quality  aspect.  Binary  metrics'  assign  a  number  to  pairs  of  non-dominated 
solution  set. 
4.4.1  Unary  Type  of  Metrics 
Error  ratio  (Van  Veldhuizen,  1999):  This  metric  shows  the  ratio  of  the  solutions  found 
by  a  MOEA  that  does  not  belong  to  the  true  Pareto  front. 
el 
E_  r=ý  (4.14) 
n 
where  n  is  the  number  of  solutions  found  by  a  MOEA  and  e;  =0  if  solution  i  is  a  member 
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of  the  true  Pareto  front.  Furthermore,  it  might  not  be  informative  as  it  does  not  really 
indicate  how  well  a  MOEA  performs.  For  example  in  the  case  of  two  competing 
MOEAs,  if  both  have  all  their  solutions,  except  one,  that  are  members  of  the  true  Pareto 
front,  then  this  metric  will  show  that  both  MOEAs  have  the  same  result.  This  will  be 
misleading  as  one  of  the  error  solutions  could  be  "very  far  away"  from  the  true  Pareto 
front  compared  to  the  other  MOEA. 
Generational  Distance  (Van  Veldhuizen,  1999):  This  metric  shows  the  average 
distance  from  the  solutions  found  to  the  true  Pareto  front. 
n 
I/P 
dv  r 
n 
(4.15) 
where  n  is  the  number  of  solutions  found  by  a  MOEA,  dl  is  the  distance  (in  objective 
space)  between,  each  solution  .  and.  the  nearest  Pareto-optimal  solution  and  p=2  for 
Euclidean  distance.  A  value  of  zero  indicates  those  solutions  found  are  indeed  the  true 
Pareto  front  and  any  value  above  zero  indicates  the  solutions  found  deviate  from  the  true 
Pareto  front.  This  metric  is  useful  as  it  shows  the  closeness  of  the  solutions  found  with 
respect  to  the  true  Pareto  front.  The  weakness  is  that  it  is  required  that  the  true  Pareto 
front  and  it  might  be  misleading  if  used  alone. 
Maximum  Pareto  Front  Error  (Van  Veldhuizen,  1999):  This  metric  shows  the 
largest  minimum  distance  between  those  solutions  found  and  the  corresponding  closest 
true  Pareto  front. 
. 
ME  =  mý  x(min 
lfi'(x) 
-fJ  (x)I"  +  If,  '  (x)  -fJ  (x)I")  (4.16) 
where  i  and  j  are  the  index  solutions  of  the  solutions  found  by  a  MOEA  and  the  true 
Pareto  front  respectively.  The  weakness  is  the  requirement  of  a  true  Pareto  front.  This 
metric  will  be  useful  if  it  is  used  together  with  error  ratio  metric. 
Size  of  Space  Covered  (Zitzler  and  Thiele,  1998):  This  metric  shows  the  size  of  the 
objective  value  space  that  is  covered  by  a  set  of  non-dominated  solutions.  In  the  two- 
dimensional  case,  each  non-dominated  solution  covers  an  area  -a  rectangle  defined  by 
the  points  (0,0)  and  (fl(x),  f2(x)).  The  union  of  all  rectangles  covered  by  the  set  of  non- 
dominated  solutions  constitutes  the  total  space  covered.  This  metric  may  be  canonically 
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be  evaluated  independent  of  the  other  MOEAs.  However,  convex  regions  may  be 
preferred  to  concave  regions,  possibly  leading  to  overrating  of  certain  solutions.  This 
metric  attempts  to  combine  all  three  criteria  together,  namely,  distance,  distribution,  and 
extent.  However,  this  metric  might  not  be  indicative  as  solutions  differing  in  more  than 
one  criterion  may  not  be  distinguished.  Nevertheless,  it  does  not  require  true  Pareto 
front.  This  metric  is  termed  hyperarea  in  Van  Veldhuizen  (1999). 
Hyperarea  Ratio  (Van  Veldhuizen,  1999):  Hyperarea  ratio  is  a  ratio  of  the  hyperarea 
of  the  solution  found  and  the  true  Pareto  front. 
HR  = 
HFoune 
Ham￿,  (4.17) 
where  HFou￿d  is  the  hyperarea  of  the  solution  found  and  He  is  the  hyperarea  of  the  true 
Pareto  front.  This  metric  attempt  to  solve  the  problem  of  size  of  space  covered  metric 
when  the  true  Pareto  front  is  non-convex. 
Overall  Nondominated  Vector  Generation  and  Ratio  (Van  Veldhuizen,  1999): 
Overall  Nondominated  Vector  Generation  (ONVG)  metric  shows  the  total  number  of 
non-dominated  solutions  found  during  MOEA  execution.  Overall  Nondominated  Vector 
Generation  Ratio  (ONVGR)  metric  shows  the  ratio  of  ONVG  and  the  true  Pareto  front. 
ONVG  metric  if  used  alone,  cannot  reflect  if  the  non-dominated  solutions  are  `close'  to 
the  true  Pareto  front.  ONVGR  metric  attempt  to  solve  this  problem  of  ONVG,  but  it 
requires  the  true  Pareto  front. 
Progress  Metric  (Van  Veldhuizen,  1999):  This  metric  is  being  modified  from 
Schwefel  (1988)  which  was  used  to  assess  single-objective  EA  convergence  velocity  that 
quantifies  relative  rather  than  absolute  convergence  improvement. 
RP  _In 
FG, 
(4.18) 
where  Gl  and  Gr  are  the  generational  distance  at  the  first  and  T  generations  respectively. 
This  metric  is  informative  as  it  reports  on  a  MOEA  convergence  improvement  rate.  The 
problem  is  it  depends  on  generational  distance  metric  and  hence  it  requires  the  true 
Pareto  front. 
Generational  Nondominated  Vector  Generation  (GNVG)  (Van  Veldhuizen,  1999): 
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generation.  This  can  be  quite  misleading  as  the  so-called  non-dominated  solutions 
produced  by  an  MOEA  might  not  be  global  non-dominated. 
Nondominated  Vector  Addition  (NVA)  (Van  Veldhuizen,  1999):  This  metric 
indicates  how  many  non-dominated  solutions  are  added  at  each  MOEA  generation.  It  is 
simply  the  difference  between  the  number  of  non-dominated  solutions  found  in  the 
present  generation  and  the  previous  generation.  This  is  quite  similar  to  the  previous 
GNVG  metric  and  therefore  it  has  the  same  problem.  In  addition,  this  metric  might  be 
misleading  if  a  single  solution  added  to  the  current  population  may  dominate  and  thus 
remove  several  others.  The  size  of  the  non-dominated  solutions  found  may  also  remain 
constant  for  several  successive  generations  even  if  GNVG  *  0. 
Spacing  (Schott,  1995):  This  metric  shows  the  spread  (distribution)  of  the  solutions 
found  by  a  MOEA. 
S° 
1  Zla'drl 
n-1r., 
(4.19) 
where  n  is  the  number  of  solutions  found  by  a  MOEA,  d,  =  rninj¬n,  jjrm  i 
If.  '  -  j,  ￿  I  and 
is  the  arithmetic  mean  of  all  d;.  A  value  of  zero  indicates  all  the  solutions  found  are 
equidistantly  spaced.  This  metric  might  be  misleading  if  an  algorithm  has  all  the 
solutions  crowded  together,  occupying  a  small  area  of  the  Pareto  front  and  another 
algorithm  has  its  solutions  well  spread  over  the  Pareto  front.  It  will  favour  the  algorithm 
with  all  the  solutions  jam-packed  together.  One  merit  of  this  metric  is  it  does  not  require 
the  true  Pareto  front. 
Chi  Square  Distribution  (Deb,  1989):  This  metric  serves  the  same  purposes  as 
spacing  metric. 
_+1  -z 
t- 
ý  nl  -nl 
1=1  ßl  (4.20) 
where  q  is  the  number  of  desired  optimal  points  and  the  (q+l)-th  sub-region  is  the 
dominated  region,  n,  is  the  actual  number  of  individuals  serving  i-th  sub-region  (niche) 
of  the  non-dominated  region,  nj  is  the  expected  number  of  individuals  serving  i-th  sub- 
region  of  the  non-dominated  region.  Using  probability  theory,  it  was  estimated  that 
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2_  (4.22)  ao+ý  =  ar 
r"ý 
where  P  is  the  population  size.  Since  it  is  not  desirable  to  have  any  individual  in  the 
dominated  region  (i.  e.,  the  (q+1)-th  sub-region),  nq+1=  0.,  If  the  distribution  of  points  is 
ideal  with  nj  number  of  points  in  the  i-th  sub-region,  the  measure  z=0.  Therefore,  an 
algorithm  with  a  good  distribution  capability  is  characterised  by  a  low  deviation 
measure.  The  major  difficulty  with  this  metric  is  to  determine  the  sub-region  size,  as  the 
size  will  greatly  influence  the  result.  Another  problem  is  several  parameters  need  to  be 
estimated  before  using  this  metric. 
Diversity  (Deb,  2001):  This  metric  is  commonly  being  used  in  place  of  chi-square 
distribution  metric. 
Edm+j1d, 
-ý 





where  d;  can  be  any  distance  measure  between  neighbouring  solutions,  d.  '  is  the  distance 
between  the  extreme  solutions  of  the  obtained  non-dominated  set  and  the  true  Pareto 
front,  n  is  the  number  of  solutions  found,  d  is  the  average  of  all  distances  d;.  This  metric 
is  very  similar  to  spacing  metric.  It  also  shows  the  spread  (distribution)  of  the  solutions 
found  by  a  MOEA,  however  it  is  much  more  comprehensive  as  it  also  take  care  of  the 
extreme  ends.  Hence,  it  solves  the  deficiency  of  spacing  metric  as  it  penalises  those 
solutions  that,  are  packed  together  and  not  well  distributed  over  the  Pareto  front. 
However,  it  also  requires  the  true  Pareto  front. 
4.4.2  Binary  Type  of  Metrics 
Coverage  of  two  sets  (Zitzler  and  Thiele,  1998):  This  metric  compares  the  domination  of 
two  sets  of  non-dominated  solutions  in  a  pair-wise  manner,  i.  e.,  how  good  each  solution 
from  each  set  dominates  each  other.  Let  X'  X"c  X  be  two  sets  of  decision  vectors.  The 
function  C  maps  the  ordered  pair  (X;  X')  to  the  interval  [0,1]: 
j  (a"  E  X';  3a'  E  X':  a'  dominate  or  nondominate  a'ý 
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The  value  C(X;  X')  =1  means  that  all  solutions  in  X"  are  dominated  by  or  equal  to 
solutions  in  X:  The  opposite,  C(X'X')  =0  represents  the  situation  when  none  of  the 
solutions  in  X"are  covered  by  X:  However,  note  that  both  C(X  ;  X')  and  C(X';  X  )  have 
to  be  considered,  since  C(X  ;  X')  is  not  necessarily  equal  to  1-  C(X';  X').  This  metric  can 
be  quite  troublesome  and  repetitive  efforts  are  needed  whenever  a  user  wants  to  compare 
existing  MOEAs  with  any  new  emerging  MOEA. 
Attainment  Surface  (Fonseca,  1995):  This  metric  relies  on  the  notion  that  the  non- 
dominated  solutions  from  any  approximation  to  a  true  Pareto  front  define  a  surface 
(called  the  attainment  surface),  which  divides  the  objective  space  into  a  region  that  is 
dominated  by  the  discovered  non-dominated  solutions,  and  a  region  that  is  not  dominated 
by  them.  Over  multiple  runs,  an  MOEA  will  generate  multiple  different  attainment 
surfaces.  By  looking  at  the  superposition  of  all  the  attainment  surfaces,  a  quantitative 
notion  of  `typical'  performance  can  be  built.  In  particular,  one  may  want  to  identify  the 
family  of  objective  vectors  likely  to  be  attained,  each  on  its  own,  in  exactly  50%  of  the 
runs  (also  known  as  the  50%-attainment  surface  of  the  MOEA).  This  50%  attainment 
surface  can  be  estimated  by  using  arbitrary  auxiliary  straight  lines  and  sampling  their 
intersections  with  the  set  of  attainment  surfaces.  Estimates  for  the  25%  and  75% 
attainment  surfaces  could  be  produced  exactly  in  the  same  way  by  estimating  the  lower 
and  upper  quartiles  instead  of  the  median.  As  a  result,  the  samples  represented  by,  for 
example,  the  50%  attainment  surface  can  be  relatively  assessed  by  means  of  non- 
parametric  statistical  tests  and  therefore  allow  comparison  of  the  performance  of  those 
competing  MOEAs.  The  merit  of  this  metric  is  it  does  not  require  any  knowledge  of  the 
true  Pareto  front.  One  drawback  is  that  the  non-parametric  statistical  test  cannot  show  the 
degree  to  which  one  MOEA  outperforms  another.  Another  difficulty  is  in  determining 
how  many  auxiliary  lines  are  sufficient  and  the  auxiliary  lines  can  distort  the  proportion 
of  the  space  they  cover,  yielding  unreliable  information.  Lastly,  this  metric  is 
computationally  intensive  as  compared  with  the  other  metrics  studied  here. 
Attainment  Surface  Sampling  (Knowles  and  Come,  2000):  This  is  an  extension  to 
the  attainment  surface  metric.  The  main  difference  is  the  way  the  sampling  lines  are 
drawn.  Under  their  proposal,  the  sampling  lines  always  start  from  (0,0)  for  the  case  of 
two  objectives  as  compared  with  Fonseca  (1995)  where  the  sampling  lines  can  start  from 
any  points.  A  non-parametric  statistical  test  based  on  the  Mann-Whitney  U-test Chapter  4  Multi-Objective  Evolutionary  Algorithms:  Analysis  and  Visualisation  68 
(Mendenhall  and  Beaver,  1994)  is  used  to  determine  which  algorithm  performs  best  on 
the  sampled  part  of  the  objective  space,  at  a  given  confidence  level.  The  result  of  this 
analysis  yields  two  numbers,  a  percentage  of  the  surface  that  an  algorithm  is  unbeaten 
and  that  the  algorithm  defeats  others.  This  metric  is  a  simpler  version  of  attainment 
surface  metric.  The  difficulty  in  determining  how  many  sampling  lines  are  sufficient  still 
exists  and  the  sampling  lines  can  distort  the  proportion  of  the  space  they  cover,  leading 
to  unreliable  information. 
4.5  Visualisation 
Based  on  previous  sections,  it  is  obvious  that  performance  assessment  in  MOEAs  is  very 
difficult  when  compared  with  the  single  objective  cases.  Due  to  the  difficulty  and  nature 
of  the  problems,  metrics  that  are  designed  for  multiple  objectives  assessment  are  either 
simple  but  lack  accuracy  or  too  complicated  and  difficult  to  understand  and  implement. 
Hence,  it  is  still,  common  at  present  to  use  visual  comparison  method  in  some 
performance  assessment  studies.  This  method  simply  plots  the  non-dominated  solutions 
found  upon  termination  of  a  MOEA.  The  results  found  by  different  MOEAs  are  usually 
plotted  together  onto  the  same  plot  in  order  to  visually  assess  which  algorithm  is  better. 
Even  though  this  visual  comparison  method  is  well  recognised  to  be  inadequate  and 
inaccurate  to  critically  assess  the  performance  of  MOEAs,  the  demand  for  it  is  still  there 
due  to  its  simplicity. 
Facing  the  situation  where  there  is  no  simple-to-use  and  widely  accepted  metric, 
visualisation  somehow  is  still  necessary.  Visualising  the  non-dominated  solutions  in 
objective  space  is  limited  to  a  maximum  of  three  objectives.  The  motivation  of  this  work 
is  to  find  an  easy  way  to  visualise  multi-dimensional  objective  data  and  the  purpose  is  to 
gain  insight  rather  than  quantitative  analysis.  It  is  expected  that  users  are  likely  to 
tolerate  loss  of  information  in  the  initial  process  of  evaluating  solutions  data.  Then, 
through  dimensionality  reduction  and  the  use  of  visuals  to  represent  data,  they  can 
numerically  support  the  knowledge  that  they  have  extracted  through  performance 
metrics.  This  will  be  more  effective  when  visualisation  is  used  together  with  available 
metrics,  so  as  to  further  validate  the  results  indicated  by  the  metrics. 
Instead  of  plotting  the  non-dominated  solutions  in  the  objective  space  (which  is  only 
limited  to  three  objectives),  we  propose  to  plot  the  non-dominated  solutions  against  their 69  4.5  Visualisation 
performance  indicated  by  unary  metrics.  To  begin,  we  start  with  the  most  basic 
technique,  that  is  plotting  the  non-dominated  solutions  against  their  distance  to  the 
approximate  or  true  Pareto  front  and  their  distance  between  each  other,  which  we  term  as 
the  "Distance  and  Distribution  (DD)"  chart.  The  DD  chart  consists  of  three  elements, 
namely,  approximate  or  true  Pareto  front  (or  sometimes  known  as  reference  set),  distance 
metric  and  distribution  metric. 
The  approximate  Pareto  front,  P.,  can  be  easily  generated  using  either  of  the  two 
methods.  The  first  method  is  to  have  an  archive  to  store  all  the  best-found  non-dominated 
solutions  for  a  particular  problem  and  the  second  is  to  gather  all  the  non-dominated 
solutions  found  by  the  competing  algorithms  and  use  it  as  an  approximate  Pareto  front. 
The  distance  metric  is  simply  the  Euclidean  distance  of  each  solution  to  the  nearest 
approximate  Pareto  front  solution.  This  metric  is  similar  to  the  generational  distance 
metric  (Van  Veldhuizen,  1999)  except  that  it  is  used  for  measuring  the  individual 
distance  rather  than  the  overall  average  distance.  A  zero  value  indicates  that  the  solution 
is  Pareto-optimal  and  any  values  above  zero  indicate  that  the  solution  deviates  from  the 
approximate  Pareto  front.  This  is  denoted  as: 
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where  i  is  the  i-th  solution  of  the  non-dominated  solution  set  and  j, 
￿*) 
is  the  m-th 
objective  function  value  of  the  k-th  member  of  the  approximate  Pareto  front. 
The  distribution  metric  is  simply  the  Euclidean  distance  between  each  solution  and 
taking  into  consideration  the  distance  between  the  boundary  solutions  and  the 
approximate  Pareto  front.  This  metric  is  similar  to  the  diversity  metric  (Deb,  2001) 
except  that  it  is  used  for  measuring  the  individual  gap  distance  rather  than  the  overall 
average  gap  distance.  Thus,  a  low  performance  metric  characterises  an  algorithm  with  a 
good  distribution  capability.  This  is  denoted  as: 




where  i  and  j  are  the  solutions  of  the  non-dominated  solution  set. 
The  computation  for  distance  metric  is  straightforward.  As  for  the  distribution  metric, 
it  will  get  complicated  when  the  number  of  objectives  is  more  than  two.  In  this  case,  Deb 
(2001)  proposed  to  use  the  non-dominated  solutions  to  construct  a  higher-dimensional Chapter  4  Multi-Objective  Evolutionary  Ah,  ýctrilhnt.  c..  1nulº.  ýi.  ý  and  I 
surface  by  employing  the  so-called  triangularisation  method.  As  several  distance  metrics 
can  be  associated  with  such  a  triangularised  surface,  the  average  distance  of  all  edges  can 
be  used  as  the  gap  distance.  Note  that  this  method  is  extremely  computationally 
expensive. 
Hence,  we  proposed  another  method  to  compute  the  distribution  metric  that  is 
applicable  to  any  number  of  objectives.  This  method  is  not  accurate,  but  it  serves  as  a 
useful  estimation  for  the  distribution  metric.  First,  the  non-dominated  solutions  found 
must  be  sorted.  It  is  recommended  to  sort  based  on  the  first  objective.  For  example,  if  the 
first  objective  is  to  minimise  then  the  solutions  should  be  sorted  in  ascending  order, 
based  on  the  first  objective  value.  Now,  regardless  of  the  objectives,  the  two-boundary 
gap  distance  calculations  are  simply  the  Euclidean  distance  between  the  first  and  last 
non-dominated  solution  and  the  first  and  last  solution  of  the  approximate  Pareto  front 
respectively.  For  example,  the  two-boundary  gap  distances  (gl  and  g4)  can  be  calculated 
based  on  the  distance  between  the  first  solution  found  and  the  first  solution  of  the 
approximate  Pareto  front  as  shown  in  Figure  4.2,  where  fl  and  f2  are  the  two  objectives 
to  be  minimised.  The  circles  represent  non-dominated  solutions  found,  squares  represent 
an  approximate  Pareto  front,  dl  to  d3  represent  the  distance  metrics  and  gI  to  g4 
represent  the  distribution  metrics. 
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Figure  4.2  An  Example  Plot 
The  number  of  non-dominated  solutions  required  for  the  DD  chart  is  about  10  to  100. 
Although,  the  amount  of  the  competing  non-dominated  solutions  does  not  need  to  be  the 
same,  their  differences  should  not  be  more  than  50%.  Otherwise,  it  will  be  difficult  to 
analyse  and  deduce  any  conclusive  results  graphically. 71  4.6  Empirical  Assessment 
The  proposed  method  is  to  view  the  distance  and  distribution  metric  of  each  non- 
dominated  solution  found  by  an  algorithm,  and  to  use  one  simple  line  chart  to  plot  the 
non-dominated  solutions  against  its  distance  metrics  and  another  line  chart  to  plot  the 
non-dominated  solutions  against  its  distribution  metrics.  The  distance  chart  will  not  only 
provide  information  on  the  overall  distance  of  the  solution  to  the  approximate  front,  but 
also  reveal  the  maximum  Pareto  front  error.  As  for  the  distribution  chart,  it  reveals  the 
coverage  of  the  non-dominated  solutions  in  the  objective  space. 
4.6  Empirical  Assessment 
The  performance  of  the  proposed  MOEA,  s-MOEA,  will  be  compared  with  (1+1)-PAES, 
NSGA-II  and  SPEA  on  a  set  of  test  problems.  The  algorithms  are  implemented 
according  to  their  descriptions  in  the  literatures.  The  concerns  in  the  main  feature  are  the 
fitness  assignment  and  the  selection  processes;  the  proposed  implementation  only  differs 
in  these  aspects,  where  the  other  operators  (crossover  and  mutation)  remain  identical.  For 
each  algorithm,  identical  population  and  archive  sizes  are  used.  The  archive  is  used  to 
store  and  update  all  the  best  solutions  found  during  each  generation. 
Please  note  that  this  section  is  not  meant  to  provide  detailed  analysis  into  the 
available  MOEAs  or  to  show  the  superiority  of  s-MOEA.  It  is,  however,  used  to  verify  if 
the  Java  library  implemented  for  those  MOEAs  is  running  correctly.  It  is  necessary,  as  it 
will  be  used  in  the  later  stage  for  the  search  of  a  multi-objective  PID  tuning  rule.  It  is 
also  used  to  convince  oneself  that  a  simple  algorithm  is  sufficient  to  provide  a 
satisfactory  performance. 
4.6.1  Test  Problems 
The  test  problems  are  taken  from  a  number  of  significant  past  studies  in  this  area.  From 
these  studies,  fourteen  problems  are  chosen  and  they  are  labelled  as  FON  (from  Fonseca 
and  Fleming's  study  (1995b)),  KUR  (from  Kursawe's  study  (1990)),  POL  (from  Poloni's 
study  (1995)),  SCH  (from  Schaffer's  study  (1987)),  ZDT1-4  and  ZDT6  (from  Zitzler  et 
al.  's  study  (2000)),  VFM3  (from  Viennet  et  al.  's  study  (1996))  and  DTLZ1-4  (from  Deb 
et  al.  's  study  (2002)).  None  of  these  test  problems  has  any  constraint  and  they  are 
described  in  details  in  Table  4.1.  As  the  constraint  handling  can  be  done  with  ease  based 
on  the  design  as  shown  in  Section  2.3.1. C'hapte'r  4  Multi-Ohjectii'c  F,  volutioýicn  ºAlýýrý»  ithnis::  1  naltwis  and  i'isualisatioll  72 
All  the  approaches  are  run  for  a  maximum  of  300  generations,  with  the  population 
and  archive  size  set  to  100.  The  crossover  probability  is  fixed  at  0.9  and  mutation 
probability  is  set  to  l/n  (where  n  is  the  number  of  decision  variables  for  real-coded 
MOEAs).  The  SBX-20  operator  is  used  for  crossover  and  a  polynomial  distribution  for 
mutation  (Deb  and  Agrawal,  1995).  The  archive  obtained  at  the  end  of  the  .  UU 
generations  is  used  to  calculate  a  couple  of  performance  metrics  (which  will  be  discussed 
in  the  next  sub-section).  For  (l+l)-PAES,  the  depth  value  is  set  at  5. 
Table  4.1  Unconstrained  Test  Problems  with  All  Objective  Functions  to  be  Minimised 
Problem  n  Variable  Objective  functions  Comments 
bounds 
FON  3  [-4.4]  2  Non-convex 
fi(ý")=1-exp  -ýýý' 
j 
f,  (X)=1-exp  -ý[x;  + 
1  ý2 
3 
KUR  3  [-5,5]  (-lOexp(-0.2 
X,  '  +X+, 
1ý  Non-convex 
l 
f2(x)=  X; 
I0  8 
+Ssin: 
Z 
POL  2  [-7t,  7t]  j  (x)  =1+  (A,  -  B,  )2+  (A,  -  B,  )  Non-convex, 
f,  (x)  = 
[(X, 
+3  )2  +(X,  +  ),  1  disconnected 
A,  =  0.5  sin  1-2cos1+sin2-1.5cos) 
A,  =1.5sinl-cosl+2sin2-0.5cos2 
B,  =0.5sinx,  -2cosx,  +sinx,  -1.5cosx, 
B,  =1.5  sin  x,  -  cos  x,  +2  sin  x,  -  0.5  cos.  v, 
SCH  1  [-10-,  10-  ]  f1  (X)  =  x2  Convex 
f,  (x)  =(x-2)2 
VFM3  2  [-3,3]  f,  (x)=0.5(x2  +x  )+sin(  X,  '+xz)  Continuous 
(3x,  -2x,  +4)2  (x,  -x,  +1)2 
+  +15  -  f2  (X) 
8  27 
1 
x-  l.  le  3() 
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ZDT  1  30  [0,1]  f,  (x)  =  x,  Convex 
f2  (X)  =  g(x)[1-  x-  /  g(x) 
] 
g(x)  =1  +  9(Yf 
2  x!  )I(n  -1) 
ZDT2  30  [0,1]  f,  (x)  =  x,  Non-convex 
l2  (X)  =  9(x)[1-  (xi  /  g(x))2 
] 
g(x)=1+9(Y-j  2xß)/(n-1) 
ZDT3  30  [0,1]  f1(x)  =  x,  Convex, 
f2  (x)  =  g(x)f  1-  x,  /  g(x)  -g  sin(107  x1)  disconnected 
(X)  L 
g(x)  =1  +  9(Y-,. 
2  xi)I(n  -1) 
ZDT4  10  Xi  E  [0,1]  f1(x)  =  X,  Non-convex 
xi  E  [-5,5],  112  (X)  =  g(x)[1-  x,  /  g(x) 
] 
i=2,...,  n 
g(x)  =1+10(n-1)+E  _2(X 
-l0cos(4nxl)) 
ZDT6  10  [0,1]  f,  (x)  =1-  exp(-4x1)  sin  6  (6nx,  )  Non-convex, 
lz  (x)  =  9(x)[1-  (f1  (x)  /  g(x))  2]  non- 
g(x)  =1  +  9[(ý  _2  xr)I(n  -1)r5  uniformly 
spaced 
DTLZ1  7  [0,1]  f,  (x)=0.5x,  x2(1+g(xM))  3-D 
f2  (x)  =  0.5x1  (1-  x2)(1  +  g(xM)) 
f3  (x)  =  0.5(1-X,  )(1+g(xM)) 
2:  (xi  _O.  5)2  g(xy)  =10  I xM  l+ 
-  cos(207c(xi  -  0.5)) 
X,  ¬XM 
DTLZ2  12  [0,1]  fl  (x)  =  (1  +  g(xM  ))  cos(x,  it  /  2)  cos(x2  n/  2)  3-D 
f2  (x)  =  (1  +  g(xM  ))  cos(x,  it  /  2)  sin(x27t  /  2) 
f3  (x)  =  (1+g(xu  ))  sin(xln  /  2) 
g(xM)=  E(Xt-0.5)2 
Xi  EXM 
DTLZ3  12  [0,1]  fl(x)=(l+g(xu))cos(x,  7c/2)cos(x2n/2)  3-D 
f2  (x)  =  (1  +  g(x  w  ))  cos(xln  /  2)  sin(x2n  /  2) 
f3(X)  _(1+g(XM))Sin(X,  7t/2) 
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DTLZ4  12  [0,1]  f  (x)  _  (1  +  g(x￿  ))  cos(x,  2r  /  2)  cos(x22r  /  2)  3-D 
f2  (x)  =  (1  +  g(xw  ))  cos(x,  °,  r  /  2)  sin(x2  7r  /  2) 
f3  (x)  =  (1  +  g(x,,,  ))  sin(x,  ,r/  2) 
g(xM)  =E  (x,  -  0.5)2,  a  =100 
xaxy 
4.6.2  Performance  Metrics 
Unlike  single-objective  optimisation  problem,  multi-objective  optimisation  has  two  main 
functional  goals.  They  are,  namely,  convergence  to  the  Pareto-optimal  set  and 
maintenance  of  diversity  in  the  solution  set.  It  is  obvious  that  these  two  goals  cannot  be 
measured  with  one  performance  metric  adequately  even  though  attempts  have  been 
made.  A  variety  of  performance  metrics  discussed  in  Section  4.4  will  be  used  to  evaluate 
the  performance  the  MOEAs  on  the  test  problems  shown  in  Section  4.6.1.  Together  with 
the  visualisation  technique  proposed  in  Section  4.5,  one  can  roughly  deduce  if  any  of  the 
available  metrics  can  provide  accurate  estimates  in  evaluating  the  performance  of  a 
MOEA  based  on  the  simulation. 
A  recent  study  by  Zitlzer  et  al.  (2003)  has  shown  that  for  an  M-objective  optimisation 
problem,  at  least  M  performance  metrics  must  be  used.  Although  a  number  of  different 
performance  metrics  have  been  suggested,  many  are  only  applicable  to  two-objective 
problems.  Most  importantly  it  is  not  obvious  which  of  these  performance  metrics  to  be 
use  in  practice.  It  is  intuitive  that  the  use  of  a  set  of  metrics  less  than  the  number  of 
objectives  would  mean  a  loss  of  a  dimension  and  would  immediately  make  the  approach 
theoretically  inaccurate.  However,  one  of  the  ways  to  overcome  the  dimensionality 
problem  practically  is  to  use  a  set  of  variables  that  are  functionally  independent 
(Goldberg,  1993).  Hence,  effort  can  be  made  in  devising  metrics  based  on  the  two  main 
functional  goals  of  MOEAs.  Such  metrics  will  enable  performance  comparison  in  terms 
of  their  functional  requirements. 
The  selected  metrics  for  this  study  are  generational  distance,  diversity,  attainment 
surface  sampling  and  optimiser  overhead.  They  are  chosen  based  on  the  close  similarity 
to  the  functional  goals  of  MOEAs  and  ease  of  implementation.  This  is  very  important  in 
getting  user  to  deploy  them  without  much  effort.  Generational  distance  and  diversity 
metrics  are  chosen  based  on  the  two  main  functional  goals  of  achieving  convergence  to 75  4.6  Empirical  Assessment 
Pareto  optimal  while  maintaining  a  well  diverse  set  of  solutions.  I  lowever,  they  are  very 
time-consuming  in  preparing  the  data  1ör  their  computation.  Allainmc'nt 
. cur/iw  e  sampling 
metric  is  based  on  relative  comparison  between  algorithms.  Op(imiser  overhead  metric 
indicates  the  efficiency  of  an  MOFA. 
4.6.3  Results  and  Discussion 
Each  algorithm  and  problem  was  run  30  times  with  different  random  seeds.  "Tables  4.2  to 
4.5  show  the  results  of  the  simulation.  For  generational  distance,  diversity  and  optimiser 
overhead  metrics,  lower  values  indicate  better  performance  while  for  attainment  surflice 
sampling  metric,  higher  values  suggest  better  performance. 
The  problems  that  some  of  the  algorithms  encountered  should  he  highlighted  hctore 
proceeding  to  discuss  on  the  results,  this  is  necessary  to  prevent  any  misleading 
information.  The  following  is  a  list  of  problems  faced  by  some  algorithms: 
.  All  the  four  algorithms  mostly  trapped  in  the  local  optima  on  test  problem  ZDT2-. 
"  SPEA  failed  to  converge  anywhere  near  to  the  approximate  Pareto  front  on  test 
problem  ZDT4; 
"  s-MOEA  and  NSGA-II  consistently  produce  the  required  archive  size,  while  (1+1  )- 
PAES  and  SPEA  mostly  did  not  manage  to. 
Results  from  Tables  4.2  to  4.4  will  be  discussed  first.  Table  4.5  results  will  be 
discussed  at  a  later  stage.  The  discussion  here  focused  mainly  on  whether  all  the  different 
metrics  provide  the  same  conclusion  on  a  MOEA  performance.  In  the  event  where  there 
is  a  difference,  the  visualisation  technique  proposed  in  Section  4.5  will  be  applied  to 
assist  user  in  making  the  final  conclusive  statement  on  the  performance.  The  context  of 
the  best  result  in  this  discussion  was  concluded  based  on  the  mean  value. 
Table  4.2  Mean  (shaded  rows)  and  Standard  Deviation  (unshaded  rows)  of 
Generational  Distance  Metric.  Best  result  is  highlighted  in  red  colour. 
s-MOEA  NSGA-II  (1+1)-PAES  SPEA 
FON 
0.0001903  0.0002174  0.0347059  0.0002051 
0.0000311  0.0000222  0.1315655  0.0000373 
KUR 
0.0012892  0.0023592  0.2929613  0.0015505 
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POL 
0.0015356  0.0099166  0.0579082  0.0018632 
0.11004839  0.0198373  0.1424077  0.0006583 
SCH 
0.0003838  0.0005188  0.0039502  11.0003178 
0.0004189  0.0006623  0.0047169  11.0000597 
ZDT1 
0.0001333  0.0002577  0.0595984  11.0000981 
0.0000069  0.0002931  0.0981884  0.0000567 
ZDT2 
0.0000016  0.0000415  0.3314526  0.0000200 
0.0000063  0.0001064  0.4209612  0.0000250 
ZDT3 
0.0003034  0.0006006  0.0373176  0.0000998 
0.0011  195  0.0005821  0.1433344  (1.00011256 
ZDT4 
0.0015720  0.0191595  4.4857448  3.7476752 
0.0064027  0.0667826  3.1162872  2.1833285 
ZDT6 
0.0004238  0.0017923  1.1037344  0.0012434 
0.0000629  0.0010129  1.0264312  0.0002024 
VFM3 
0.0009617  0.0010601  0.3133951  0.0011430 
0.0000805  0.0001428  0.4386621  0.0001460 
DTLZ1 
0.1813761  0.0137991  7.9121307  0.0982418 
0.3207528  0.0125578  9.1171815  0.2297886 
DTLZ2 
0.0023042  0.0089405  0.0370805  0.0026277 
0.0015277  0.0024720  0.0514647  0.0005350 
DTLZ3 
0.2219235  0.1413578  34.8376217  1.0300805 
0.2784402  0.1242747  19.8317261  0.5563667 
DTLZ4 
0.0012416  0.0042002  0.0327058  0.0022949 
0.0005347  0.0018487  0.0654013  0.0002832 
Table  4.3  Mean  (shaded  rows)  and  Standard  Deviation  (unshaded  rows)  of  Diversity 
Metric.  Best  result  is  highlighted  in  red  colour. 
s-MOEA  NSGA-II  (1+1)-PAES  SPEA 
FON 
11.2838104  0.4002939  0.7437806  0.4402646 
0.0194277  0.0336108  0.1005961  0.0442050 
KUR 
0.4027692  0.4825404  1.00905  56  0.4851105 
0.0221449  0.0267995  0.1302290  0.0309282 
POL 
0.9459074  0.9723746  1.1528469  1.0008331 
0.0072669  0.0237324  0.1832135  0.0250407 
SCH 
0.3954401  0.6534920  0.7294428  0.4234878 
0.1598232  0.0592891  0.0602275  0.0328012 1;  ººt/ºiº  irul  ,  1.  ý.  ýr.  ý.  ýººtcýnJ  ";  4.0 
ZDTI 
11.67.51957  0.7322062  1.0658203  0.7677823 
0.0240484  I1.0  2031  30  0.1  130696  0.0265218 
ZDT2 
1.0241906  0.9550145  1.0346505  0.8672508 
0.1244910  0.1026438  0.1881823  0.1175782 
ZDT3 
0.7492130  0.7860603  1.1680104  0.8160597 
0.0205706  0.111  74005  0.1683934  0.0174521 
ZDT4 
0.9455648  0.9597987  1.3341933  0.9992860 
0.2170644  0.2210939  0.1656440  11.01)3  9110 
ZDT6 
0.3097098  0.5031162  1.1791632  0.5528837 
0.0  220861  0.0544424  0.1983  589  0.05  50438 
VFM3 
0.5959206  0.4718184  1.2795245  0.6394972 
0.035822!  0.1072206  0.2003192  0.0396001 
DTLZI 
0.8217155  0.8087159  1.3019718  0.8013833 
0.2456055  0.11611'14')  0.1814566  0.3077037 
DTLZ2 
0.6166570  0.7181158  1.1080408  0.5600701 
0.0331700  0.0513769  0.1545037  0.0446429 
DTLZ3 
0.9240015  1.0659115  1.1164251  1.1816620 
0.1964611  0.1975325  0.1572957  0.100  395 
DTLZ4 
0.6025389  0.6755746  1.0886586  0.5669722 
0.0336717  0.0487950  0.1042259  0.0400486 
Table  4.4  Percentage  of  space  unbeaten  (shaded  rows)  and  Percentage  of  space  defeats 
other  (unshaded  rows)  of  Attainment  Surface  Sampling  Metric.  Best  result  is highlighted 
in  red  colour. 
s-MOEA  NSGA-II  (l+1)-PAES  SPEA 
FON 
89.9  72.1  54.1  46.8 
7.8  1.9  5.4  0 
KUR 
70.4  45.2  0  25.4 
38..  5  29.5  0  0 
POL 
93.2  34.3  16  19.8 
54.6  4.1  1.1  0.4 
SCH 
89.7  71  0.1  71.6 
/0.8  5.6  0  0.5 
ZDT  1 
83.7  52.7  0  9.6 
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ZDT2 
40.7  59.3  11.3  57.7 
40.7  1.5  0  0 
ZDT3 
59.7  62.7  0.1  3.8 
36.7  40  0.1  0 
ZDT4 
3.4  53.8  26.8  48 
0.1  50.4  0  19.3 
ZDT6 
100  60  0  0 
40  0  0  0 
VFM3 
37.1191  74.6999  0  23.361 
11.1727  62.0499  0  0.646353 
DTLZI 
98.2456  100  25.1154  0 
0  1.7543  9  0  0 
DTLZ2 
77.3777  27.2392  5.26316  3.41644 
65.5586  21.7913  0  0 
DTLZ3 
98.2456  100  0  100 
0  0  0  00 
DTLZ4 
95.1062  41.4589  26.7775  2.12373 
55.8633  1.75439  0.369344  0 
For  test  problems,  FON,  KUR  and  POL,  all  the  metrics  indicate  that  s-MOEA  is  the 
best  among  all.  As  for  test  problem  SCH,  it  can  be  quite  confusing  as  attainment  surface 
sampling  and  diversity  metrics  reported  that  s-MOEA  is  the  best  but  generational 
distance  metric  shows  SPEA  is  the  best.  In  this  type  of  situation,  to  introduce  another 
metric  will  not  be  beneficial,  as  it  will  most  probably  get  more  confusing.  Thus,  the  DD 
chart  will  be  used  to  provide  more  insight  information  of  the  non-dominated  solutions  of 
s-MOEA  and  SPEA.  This  type  of  presentation  is  much  neater  as  compared  to  displaying 
all  the  30  sets  of  solutions  for  each  algorithm  in  the  objective  space.  Figure  4.3  and  4.4 
show  the  DD  chart  for  s-MOEA  and  SPEA  respectively.  The  way  to  interpret  those  DD 
charts  is  to  look  at  the  overall  general  trend.  Based  on  the  DD  chart  results,  it  shows  that 
SPEA  outperforms  s-MOEA  at  the  expense  of  smaller  archive  size. 79  4.6  Empirical  Assessment 
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Non-don'inated  solutions  Non-dominated  solutions 
Figure  4.4  DD  Chart  of  SPEA  on  Test  Problem  SCH 
The  same  situation,  as  in  test  problem  SCH  for  s-MOEA  and  SPEA,  appears  again  in 
test  problem  ZDTI.  Thus,  the  DD  chart  will  be  used  again.  Figure  4.5  and  4.6  show  the 
DD  chart  for  s-MOEA  and  SPEA  respectively.  The  phenomenon  of  the  DD  chart  in 
Figure  4.6  is  due  to  the  fact  that  SPEA  has  unequal  archive  size  for  every  simulation 
runs.  From  this  example,  it  is  obvious  that  in  such  a  case,  different  performance  metrics 
will  give  different  results  due  to  their  design  and  thus  causing  confusion  to  the  user.  Yet 
again,  the  DD  chart  shows  that  it  can  assist  user  in  making  a  more  subjective  selection 
based  on  individual  preferences. 
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Figure  4.6  DD  Chart  of  SPEA  on  Test  Problem  ZDTI 
We  have  a  much  more  interesting  situation  for  test  problem  ZDT3.  where  all  the 
three  metrics  reported  different  results.  In  terms  of  distance  to  the  approximate  Pareto 
front,  it  seems  that  SPEA  is  better  but  s-MOEA  has  a  better  diversity.  However, 
attainment  surface  sampling  metric  shows  that  NSGA-II  is  the  best.  Figures  4.7  to  4.9 
show  the  DD  chart  for  s-MOEA,  NSGA-II  and  SPEA  respectively.  The  DD  chart  of  the 
three  algorithms  shows  that  s-MOEA  might  be  slightly  better  as  only  one  of  the 
simulations  have  some  problems  converging  to  the  approximate  Pareto  front.  In  terms  of 
diversity,  s-MOEA  is  definitely  better  than  the  other  two.  In  this  case,  the  DD  chart 
shows  that  it  can  provide  more  insight  information  than  those  metrics. 
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Figure  4.7  DD  Chart  of  s-MOEA  on  Test  Problem  ZDT3 
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Figure  4.9  DD  Chart  of  SPEA  on  Test  Problem  ZDT3 
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The  previous  three  examples  have  confirmed  the  capability  of  DI)  chart  on  two- 
objective  problems.  It  does  highlight  the  problem  of  visualising  the  solutions  when 
multiple  runs  are  conducted.  The  other  means  of  visualisation  does  not  cater  for 
displaying  multiple  runs  in  a  single  plot.  Now  we  shall  turn  our  attention  to  three- 
objective  problems.  For  test  problem  VFM3,  attainment  surface  sampling  metric  reports 
that  NSGA-II  is  the  best,  while  generational  distance  metric  claims  that  s-MOEA  is 
nearer  to  approximate  Pareto  front  than  NSGA-ll.  Figure  4.10  and  4.11  show  the  1)1) 
chart  of  s-MOEA  and  NSGA-II  respectively.  Based  on  the  I)I)  chart,  it  agrees  with 
generational  distance  metric  that  s-MOEA  is  better  than  NSGA-11.  Yet,  it  can  be  a  bit 
difficult  to  decide  which  algorithm  has  better  solutions  diversity.  However,  1)1)  chart  can 
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Figure  4.10  DD  Chart  of  s-MOEA  on  Test  Problem  VFM3 
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Figure  4.11  DD  Chart  of  NSGA-II  on  Test  Problem  VFM3 
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Based  on  the  results  from  Tables  4.2  to  4.4.  it  can  he  concluded  that  a  simple 
algorithm  like  s-MOEA  can  still  provide  satisfactory  performance.  I  lowever.  to  conclude 
the  result  without  looking  at  their  overheads  might  be  very  misleading.  'T'hus,  optimiser 
overhead  metric  is  used  to  measure  each  algorithm  overheads  and  the  result  is  tabulated 
in  Table  4.5.  It  is  obvious  that  (1+I)-PAI:  S  is  the  best  for  all  test  problems  even  though  it 
does  not  provide  satisfactory  performance  in  the  comparison  tests. 
Table  4.5  Mean  (shaded  rows)  and  Standard  Deviation  (unshaded  rows)  ofoptimiser 
Overhead  Metric.  Best  result  is  highlighted  in  red  colour. 
s-MOEA  NSGA-11  (1+1)-PASS  SPEA 
FON 
4385.3072  391.2178  9.7041  17347.7573 
2232.4457  95.0202  3.1948  4437.4238 
KUR 
870.9377  102.5663  6.9916  15005.9397 
554.7111  30.4751  0.8174  4482.4270 
POL 
3698.6513  469.6941  8.6031  16218.5425 
2608.5017  355.5532  1.3177  6436.1475 
SCH 
3905.5108  1070.8267  5.8638  33266.4304 
958.0796  83.5866  1.2609  11704.9202 
ZDT1 
7497.2387  697.0142  8.9476  65725.4752 
3188.5156  298.8411  1..  S161  29592.8448 
ZDT2 
1429.2558  681.9572  8.0690  25326.6483 
2463.1927  193.9280  1.8917  21379.5246 
ZDT3 
5428.9882  715.7142  9.1948  43279.7448 
3582.4976  349.4273  1.7687  29365.8128 
ZDT4 
951.9065  544.5376  8.5132  82.9099 
743.4544  343.7706  2.5643  67.0205 
ZDT6 
2988.1293  411.4909  6.9932  12186.7114 
1769.2030  257.0365  1.5592  3634.5199 
VFM3 
4604.7700  539.3706  9.5864  17832.0404 
3540.4028  431.9305  7.5081  11774.5605 
DTLZI 
4594.5892  678.6545  6.2454  6105.7185 
2593.6524  325.0213  0.7243  3219.7251 
DTLZ2 
11940.4898  482.3153  7.7906  59033.8339 




569.2981  215.3618  6.0.191  105.7147 
479.7936  104.3715  1.2626  25.8734 
rLz4 
4984.4755  225.0213  14.3220  22078.7274 
4527.7621  70.7008  22.4473  10136.3161 
Based  on  the  results  shown  here,  it  is  clear  that  some  problems  still  exist  that  need  to 
be  resolved  in  existing  metrics  for  evaluating  MOFAs.  The  starting  point  for  this 
discussion  is  that  a  compound  problem  exists  in  relation  to  MOFA  comparison.  i.  e. 
"  There  is  no  proper  and  formal  way  to  evaluate  a  MOEA; 
"  The  question  of  suitability  of  the  available  test  problems  suite;  and 
"  Performance  metrics. 
In  relation  to  the  first  issue,  one  of  the  most  obvious  questions  is:  how  does  one 
compare  techniques  that  are  designed  in  a  fundamentally  different  way?  For  example. 
researchers  might  try  to  compare  a  population-based  algorithm  with  a  non-population 
based  algorithm.  Normally  to  ensure  consistency,  the  two  algorithms  perform  the  same 
number  of  evaluations  with  similar  settings.  However,  comparison  and  evaluation  is 
difficult  to  conduct  as  both  algorithms  are  of  a  ditTerent  nature.  Care  must  be  taken  to 
ensure  that  the  evaluation  process  does  not  favour  one  algorithm.  A  number  of  papers  by 
Greenberg  (1990),  Barr  et  al.  (1995).  Hooker  (1995),  L'Ecuyer  (1996),  McGeoch  (1996), 
Orlin  (1996),  Shier  (1996)  and  Gent  et  al.  (1997)  have  addressed  the  issue  on 
computational  experimentation.  That  would  require  use  of  more  formal  tests  of  statistical 
significance  as  a  way  of  introducing  more  scientific  precision  into  empirical 
investigations  of  algorithms.  Evidence  to  date  shows  that  good  evaluations  are  not  done 
nearly  enough.  For  example,  Prechelt  (1996)  surveyed  nearly  200  experimental  papers 
on  neural  network  learning  algorithms.  It  is  found  that  most  of  them  have  serious 
experimental  deficiencies. 
Turning  to  the  second  issue,  the  suitability  of  available  test  problem  suite  is  always 
doubtful.  There  is  always  the  possibility  that  a  particular  technique  will  be  tuned  to 
outperform  the  other  techniques  on  a  few  ad  hoc  problems.  In  addition,  most  test 
problems  are  static  and  non-changing,  whereas  most  real  world  problems  are  dynamic. 
There  is  usually  no  explanation  or  analysis  given  on  how  those  researchers  conduct 
testing  on  test  problems  relating  to  their  performance  in  real  world  applications.  One  way 85  4.6  Empirical  Assessment 
of  handling  this  issue  is  to  have  a  test-problem  generator  that  produces  random  problems 
of  different  definable  characteristics  similar  in  nature  with  those  proposed  by  De  Jong  et 
al.  (1997),  Kennedy  and  Spears  (1998),  Grefenstette  (1999),  Morrison  and  De  Jong 
(1999),  Michalewicz  et  al.  (2000)  and  Schmidt  and  Michalewicz  (2000).  This  may 
reduce  the  possibility  of  biased  comparison  since  the  test  problems  are  random. 
However,  it  is  not  an  easy  task  to  produce  a  multi-objective  test  problem  generator. 
Finally,  another  problem  surrounding  MOEA  performance  evaluation  is  credibility. 
Since  there  is  no  widely  accepted  performance  metric,  it  is  very  difficult  to  convince 
anyone  on  the  evaluation  results  yielded.  This  has  severely  hindered  the  progress  of 
MOEA  technique  development.  The  following  highlight  problems  surrounding  existing 
performance  metrics: 
"  They  are  dependent  on  true  Pareto  front  which  is  almost  impossible  to  generate  in 
some  cases; 
"  Misleading  information  is  common  as  the  result  does  not  tally  with  what  is  shown 
visually; 
"  Results  returned  from  the  performance  metrics  are  not  informative  enough; 
"  Performance  metrics  do  not  reveal  any  other  information  about  the  technique  other 
than  showing  whether  the  technique  has  won  or  not,  which  is  not  helpful; 
"  The  methodology  of  the  performance  metric  is  over-complicated;  and 
It  is  computationally  intensive. 
Based  on  the  above  listed  problems  of  performance  metrics,  suggestions  have  been 
set  out  below  for  consideration  on  those  problems. 
1.  Performance  metrics  which  are  dependent  on  true  Pareto  front  does  not  appear  to  be 
a  popular  choice  by  researchers  due  to  the  vast  amount  of  effort  needed  to  use  them. 
Some  possible  solutions  are  to  have  a  repository  where  the  true  Pareto  front  for  all 
available  test  problems  can  be  easily  accessed  by  researchers.  Clearly  this  is  only  a 
tentative  solution,  as  true  Pareto  front  is  almost  impossible  for  evaluation  in  real 
world  applications.  Alternatively,  researchers  can  use  approximate  Pareto  front 
(Ang  et  al.,  2001)  instead  of  the  true  Pareto  front.  This  approximate  Pareto  front  can 
be  obtained  by  extracting  all  the  non-dominated  solutions  from  the  competing 
algorithms.  Of  course,  one  can  avoid  those  metrics  altogether  and  use  those  that  are 
not  dependent  on  true  Pareto  front.  Size  of  space  covered  metric  is  suggested  in  this Chapter  4  Multi-Objective  Evolutionary  Algorithms:  Analysis  and  Visualisation  86 
case.  Another  advantage  of  using  the  size  of  space  covered  metric  is  that  the  result 
can  be  used  to  visualise  an  algorithm  convergence  velocity  that  quantifies  relative  or 
absolute  convergence  improvement.  The  metric  can  even  be  integrated  into  a 
MOEA  technique  as  a  termination  criterion.  However,  it  is  not  indicative  enough  as 
it  incorporates  two  criteria:  distance  and  distribution.  Therefore,  solutions  differing 
in  one  criterion  may  not  be  distinguished  from  the  other.  Hence,  it  is  recommended 
to  use  this  together  with  measures  like  coverage  of  two  sets  or  attainment  surface 
sampling,  which  can  roughly  reveals  the  non-dominance  coverage  of  the  competing 
solutions. 
2.  The  problem  of  misleading  information  might  be  very  difficult  to  resolve.  As  the 
chosen  algorithms  might  produce  very  different  results,  it  is  important  to  have 
information  about  the  decision  makers'  preferences.  Such  objective  information  (as 
stated  in  Hansen  and  Jaszkiewicz  (1998))  in  relation  to  the  human  decision-making 
would  enable  one  to  evaluate  the  best  by  incorporating  some  weak  assumptions 
about  the  decision  makers'  preferences.  Another  possible  solution  is  to  use  the  DD 
chart.  Its  advantages  have  been  repetitively  shown  in  the  comparison  tests. 
Hence  the  focus  of  this  chapter  has  been  placed  on  performance  metrics.  Clearly,  an 
MOEA  is  a  technique  that  is  supposed  to  be  customised  for  each  application  in  order  to 
achieve  optimal  performance  and  not  a  technique  that  will  provide  optimal  performance 
for  all  types  of  applications  based  on  No  Free  Lunch  (NFL)  theorems  (Wolpert  and 
Macready,  1995;  Wolpert  and  Macready,  1997).  This  simulation  study  shows  that  each 
algorithm  has  their  own  unique  attribute  and  being  able  to  appreciate  their  attribute  and 
make  good  use  of  them  is  the  main  point.  For  example,  we  could  use  (1+1)-PAES  to 
generate  the  initial  best  population,  as  this  algorithm  is  very  fast. 
4.7  Summary 
Based  on  the  performance  metrics  and  visualisation  results,  it  shows  that  s-MOEA 
performance  is  comparable  with  those  commonly  cited  evolutionary  algorithms. 
Although  the  result  of  this  comparison  is  sometimes  a  multi-objective  problem  situation, 
however  s-MOEA  still  proves  it  worth  in  term  of  it  capability  of  producing  well-diverse 
and  nearly  optimal  Pareto  set,  based  on  its  simple  architecture.  This  should  prove  useful 
in  the  search  and  optimisation  of  a  multi-objective  PID  tuning  rule. 87  4.7  Summary 
It  is  evident  that  more  work  is  required  on  improving  the  existing  performance 
metrics  for  MOEAs.  A  set  of  widely  accepted  performance  metrics  for  use  in  MOEA 
evaluation  is  not  so  simple  and  straightforward.  Whether  it  is  possible  to  have  such  a  set 
of  performance  metrics  that  would  produce  an  accurate  or  distinguishable  evaluation  of  a 
MOEA,  is  still  unknown.  Hence,  the  visualisation  technique  proposed  in  Section  4.5 
aims  to  alleviate  the  problems  of  inaccurate  evaluation  and  assist  in  the  final  selection  of 
a  suitable  MOEA.  It  is  important  to  note  that  without  proper  and  widely  accepted 
performance  metrics,  it  is  very  difficult  to  quantify  test  results  or  to  guide  the 
development  of  smart  MOEAs.  It  is  therefore  in  the  spirit  of  both  scientific  inquiry  and 
pragmatic  investigation  that  this  chapter  aims  to  call  upon,  for  a  more  detail  studies  on 
developing  and  improving  the  performance  metrics  for  MOEA  performance  evaluation. 
To  conclude,  we  would  like  to  quote  an  interesting  note  by  Hooker  (1995): 
"It  asks  that  experimental  results  be  evaluated  on  the  basis  of  whether  they  contribute  to 
our  understanding,  rather  than  whether  they  show  that  the  author's  algorithm  can  win  a 
race  with  the  state  of  the  art.  It  asks  scholarly  journals  to  publish  studies  of  algorithms 
that  are  miserable  failures  when  their  failure  enlightens  us.  " Chapter  5 
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This  chapter  introduces  the  methodology  behind  the  search  for  globally  optimal  multi- 
objective  PID  tuning  rules. 
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5.1  Introduction 
Based  on  the  introduction  and  analysis  of  Chapter  2  and  3;  it  shows  that  there  exist  a 
number  of  PID  control  and  tuning  techniques,  which  differ  in  complexity,  flexibility  and 
amount  of  process  knowledge  required.  Optimal  performance,  traditionally  defined 
against  one  objective,  is  obtained  through  using  an  optimiser  in  the  design  process. 
However,  there  is  still  a  lack  of  simple,  easy  to  use  and  intuitive  design  method  that  does 
not  require  the  availability  of  comprehensive  process  information  and  yet  delivers  highly 
satisfactory  performance.  In  addition,  the  performance  that  these  design  and  tuning 
techniques  target  to  offer  is  restricted  to  one  major  objective,  such  as  either  set-point 
tracking  or  load  disturbance  rejection,  but  not  both.  Worse  still,  present  design 
techniques  can  hardly  incorporate  an  independent  penalty  upon  control  energy 
requirements  or  the  rate  of  change  of  the  control  signal.  Hence,  in  delivering  such 
performance,  the  controller  obtained  can  often  lead  to  excess  chattering  and  wearing  of 
actuators. 
Therefore,  there  is  a  need  to  consider  multiple  objectives  as  listed  in  Section  2.2.7. 
One  solution  taking  into  account  of  multiple  considerations  in  design  is  the  use  of  a 
weighting  factor,  as  found  in  conventional  optimal  control.  Whilst  this  appears  effective 
in  some  cases,  the  selection  of  a  weighting  factor  proves  to  be  a  non-trivial  or  even 
intractable  exercise  in  practice.  During  the  past  decade,  research  into  evolutionary 
computing,  most  visibly  represented  by  genetic  algorithms,  and  its  application  in  systems 
and  control  engineering  have  made  remarkable  progress.  This  has  enabled  design 
automation  and  structural  model  fitting  for  control  systems  (Li  et  al.,  1996;  Tan  and  Li, 
1997). 
In  this  chapter,  the  search  for  truly  multi-objective  PID  tuning  rules  through  the  use 
of  evolutionary  computing  technique  are  detailed. 
5.2  Development  of  PlDeasy  Tuning  Method 
Based  on  the  studies  of  Chapter  2  and  3,  it  is  apparent  that  a  prime  problem  to  PID 
technology  is  their  modified  structure  that'  has  been  complicated  beyond  their  original 
beauty.  The  main  difference  is  mostly  on  the  derivative  part  and  some  minor'  tweaks  to 
the  PID  algorithm.  This  really  has  complicated  the  whole  process  of  tuning  a  PID Chapter  5  Search  for  Globally  Optimal  Multi-Objective  PID  Tuning  Rules  90 
controller.  Therefore,  the  aim  of  this  development  is  to  search  for  a  multi-optimal  tuning 
rule  that  can  work  across  a  range  of  PID  structures  using  evolutionary  computation 
technique.  The  success  of  this  development  can  greatly  reduce  the  user's  burden  and 
enhance  efficiency. 
Initial  attempt  to  solve  this  problem  started  in  1995,  where  the  genetic  programming 
approach  is  being  considered  (Ang,  1996).  However,  due  to  the  enormous  search  space 
and  limited  time,  satisfactory  performance  are  found  for  a  limited  operating  range.  This 
finding  in  turn  encourages  and  leads  to  the  development  of  the  first  generation  PlDeasy 
(Li  et  al.,  1998).  PiDeasy  is  however  limited  to  critically-  or  over-damped  process 
behaviour.  The  modelling  technique  is  based  on  a  first-order  plus  delay  plant  model, 
which  limits  its  operating  range.  Thus,  this  research  attempts  to  use  a  general  second- 
order  plus  delay  plant  model  where  it  can  capture  any  type  of  behaviour  from  under- 
damped  to  over-damped  process.  This  in  turn  can  make  the  tuning  rules  very  general  and 
applicable  to  a  wide  operating  range. 
The  extensive  analysis  given  in  Chapter  3  indicated  the  complexity  of  the  problem.  It 
is  sometimes  impossible  to  combine  all  the  objectives  together  as  they  are  often 
incommensurable  and  competing  against  each  other.  Hence,  it  is  apparent  that  classical 
methods  are  not  suitable  and  optimal  for  this  type  of  problem.  Therefore,  MOEA  seems 
to  be  a  natural  choice.  It  is  used  to  perform  the  search  process  of  achieving  optimal 
compromised  performance  for  tuning  a  PID  controller  over  a  wide  operating  range. 
The  relationships  given  between  the  optimal  controller  settings  and  the  process 
parameters  are  not  based  on  theoretical  considerations  such  as  pole  cancellation  or model 
matching.  They  are  empirical  rules  developed  as  the  result  of  hundreds  of  simulations; 
the  concept  employed  here  is  a  balance  of  optimal  performance  between  servo  (set-point 
tracking)  and  regulator  (load  disturbance  rejection)  problems  without  having  an 
excessive  high  gains.  This  can  provide  a  reasonable  initial  tuning  for  user  and  therefore 
guarantees  robustness  without  sacrificing  performance.  The  results  obtained  for  a 
particular  class  of  process  and  type  of  controller,  were  plotted  against  the  process 
parameters,  and  curves  were  fitted  to  connect  the  data  points.  Polynomial  equation  is 
used  to  fit  the  data.  Rather  than  presenting  the  data  in  tables,  the  fitted  equations  are 
shown,  as  this  would  be  the  most  useful  form  to  represent  such  a  large  compilation  of 
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5.2.1  Modelling 
Processes  with  time  delay  may  be  modelled  in  various  ways.  The  modelling  strategy 
used  will  influence  the  value  of  the  model  parameters,  which  will  in  turn  affect  the 
controller  values  determined  from  the  tuning  rules.  From  Chapter  3,  it  is  clear  that 
regardless  of  how  intelligent  the  PID  tuning  rule  is,  a  classical  step  input  to  the  process  is 
needed  in  order  to  guess  or  compute  the  initial  values  for  PID  controller.  This  type  of 
identification  is  simple  to  use  and  easily  understood  by  the  user.  One  of  the  outstanding 
professionals  in  process  control  industry  honour  by  CONTROL's  Process  Automation 
Hall  of  Fame  in  February  2001  (CONTROL  Magazine,  2004),  Liptak  (2001)  stated  that 
frequency  domain  is  better  left  to  mathematicians  and  the  process  control  engineers 
should  do  their  routine  tuning  in  the  time  domain  as  that  is  the  domain  they  live  in  and 
understand.  Thus,  this  research  solely  concentrates  on,  time-domain  development  and 
aims  to  be  easily  applicable  to  most  users. 
The  two  process  models  that  are  commonly  used  to  approximate  the  dynamics  of  an 
industrial  process  are  used.  They  are  the  first-order  lag  plus  delay  (FOLPD)  model  and 
second-order  system  plus  delay  (SOSPD)  model,  as  shown  below  respectively: 
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where  K  is  the  process  gain,  T  is  the  process  time  constant,  ý  is  the  damping  factor  and  L 
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Figure  5.1  Typical  Under-Damped  Step-Response  Curve 
The  plant  identification  method  for  FOLPD  model  is  based  on  the  classical  reaction 
curve  method  (Aström  and  Hägglund,  1995).  As  for  SOSPD  model,  the  plant 
identification  method  used  is  a  combination  of  the  approximation  methods  proposed  by 
Chen  (1989),  Huang  and  Huang  (1993)  and  Huang  and  Chou  (1994)  so  that  it  can  cover 
a  range  of  damping  factor  from  0  to  3.  Simplicity  is  the  main  advantage  of  these 
approximation  methods. 
Based  on  Huang  and  Chou  (1994),  the  damping  factor  (c)  can  be  easily  estimated 
using  the  maximum  overshoot  (Mr)  of  the  step-response  curve  as: 
Fln2(M1> 
5.3 
n2  +In2(M,,  )  () 
where  Mp  =  (Cpi-Cnf)/Ci,,  f  (Figure  5.1).  Accordingly,  a  systematic  technique  based  on  Mp 
as  an  index  is  used  for  estimating  the  SOSPD  model  parameters  for  0<c<3.0  from 
step-response  data: 
1.  Calculate  the  process  gain  (K)  by  dividing  the  steady-state  output  change  by  the 
input  change; 
2.  Calculate  MP; 
3.  If  Cpi  is  indefinite,  say  Up  <  1.5%  (i.  e.,  ý>0.8)  or  so,  the  model  parameters  (c  , 
T  and  L)  are  then  estimated  by  the  following  steps  (Huang  and  Huang,  1993): 
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3.1.  a=  (t9-t6)/(t3-ti),  where  ti,  t3,  t6,  t9  are  the  times  at  which  the  step  response 
attains  10%,  30%,  60%  and  90%  of  its  final  value  respectively. 
3.2.  Next,  the  damping  factor  which  has  a  usable  range  between  0.707  and  3.0 
(2.005:  5  a:  5  5.508)  can  be  estimated  as: 
=  7.40898  X10-40  exp(16.3329a)  + 
100a 
+ 
4.55048a+1.57083  (5.4) 
1.79015  x  10-2  a  3+  2.25401  x  10-2  a  2-1.14789a 
-16.007 
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Etj=1l+13+16+19  (5.7) 
A(Q  =h(Q+I3(ß)+I6(ß)+I9ß)  (5.8) 
I12  (b)  _  f12  M+  f3  2  (ca)  +  I6  (c)  +  I9  (S)  (5.9) 
1iAM""  llAM+13AM+16A(Q+19I9(b)  (5.10) 
fl  (y)  =  0.45465  +  0.06033  +  0.0167402  (5.11) 
f3  (Q  =  0.848967  +  0.071809  +  0.19753  2 
-0.0218243  (5.12) 
f6(C)  =1.08111+0.40977  +0.634313c2  -0.093324; 
3  (5.13) 
f9  (C)  =  0.581618+0.875726+3.646262  -1.351433  +0.1739164  (5.14) 
4.  If  1.5%:  5  Mp  <_  25%  (i.  e.,  0.45  ý50.8),  then  ý  can  be  computed  using  Equation 
5.3,  and  T  and  L  using  Equations  5.5  and  5.6  but  with  different  computation  for 
f  (ý  ),  f3(ý),  f6(ý)  and  f9(ß)  as  shown  below: 
fl  (Q  =  0.451465  +0.066696  +0.013639  2  (5.15) 
f3  (O  =  0.800879  +  0.194550  +  0.101784  2  (5.16) 
f6  Q=1.202664  +  0.288331  +  0.5305722  (5.17) 
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5.  If  Mp  >  25%  (i.  e.,  ý<0.4),  then  the  following  steps  should  be  adopted  (Chen, 
1989)  for  the  estimation  of  the  model  parameters  (4,  T  and  L): 
C- 
Cp1Cp2  -Cm12 
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-ln(MP) 
Vic  +1112(Mp)  (5.21) 
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T_  (5.22) 
lt 
L=  2tp1-tm,  (5.23) 
5.2.2  PID  Structure 
The  development  of  PlDeasy  tuning  rule  is  based  on  the  ideal  PID  structure  (2.1)  and 
simple  anti-windup  scheme  (2.8).  The  main  reason  is  there  are  many  tuning  rules  based 
on  this  structure  and  thus  the  performance  can  be  compared  easily.  However,  PlDeasy 
tuning  rule  is  developed  not  only  to  support  the  ideal  PID  structure  but  also  to  support  as 
many  other  available  structures  as  possible.  The  ultimate  aim  is  to  reduce  the  burden  of 
the  user  without  having  to  make  sure  the  controller  structure  suits  the  tuning  rule  or  vice 
versa. 
Modem  design  techniques  have  been  helped  tremendously  by  powerful  simulation 
packages  that  are  capable  of  taking  saturations  of  the  integrator  into  account  during  the 
design  process.  Hence,  in  the  design  we  shall  accommodate  the  treatment  of  saturation 
often  found  in  PID  practice. 
5.2.3  Optimisation  Objectives 
The  ultimate  goal  of  a  PID  controller  is  to  reduce  the  error  between  the  process  output 
and  reference  input.  This  needs  to  be  satisfied  under  plant  and  environmental 
uncertainties,  which  is  impossible  in  practical  control  system  design  due  to  control  signal 
or  actuator  saturation  (for  e.  g.,  voltage  limit)  and  constraints  on  the  rate  of  change  of  the 95  "5.2  Development  of  PlDeasy  Tuning  Method 
control  signal  (for  e.  g.,  current  limit).  In  fact,  should  there  be  no  error  regardless  of  time 
and  frequency,  the  feedback  system  would  become  open-loop  and  this  in  turn  would  not 
guarantee  a  zero  error  with  the  presence  of  disturbance  or  model  uncertainty. 
Hence,  a  performance  index  (or  fitness  function  in  the  context  of  evolutionary 
computation)  must  be  devised  to  measure  how  close  the  actual  performance  is  from  the 
expected  performance.  For  this,  the  performance  indices  and  specifications  need  to 
reflect  the  qualitative  specification  requirements  detailed  in  Section  2.2.7.  Performance 
indices  shall  reflect  all  specifications  that  need  to  be  considered  in  practice.  They  can  be 
in  the  form  of  an  overall  composite  objective  or  cost  function,  as  commonly  adopted  by 
conventional  optimisation  technique.  They  can  also,  preferably,  be  in  the  form  of 
multiple  independent  criteria,  which  can  be  handled  easily  and  efficiently  by 
evolutionary  computation. 
Thus,  the  optimisation  objectives  considered  are  the  multiple  costs  in  terms  of  the 
integral  of  time-weighted  absolute  error  (ITAE)  for  both  set-point  tracking  and  load 
disturbance  rejection  performances  and  the  rate  of  change  in  the  control  signal.  It  can  be 
seen  that  only  time-domain  specifications  are  being  considered  here,  as  it  can  be  argued 
that  by  minimising  the  error,  it  will  indirectly  lead  to  good  stability  margins  (Li  et  al., 
2004).  By  just  considering  the  two  main  objectives,  it  can  also  satisfy  the  other 
objectives  that  will  be  shown  in  the  next  chapter. 
While  most  of  the  tuning  rules  are  optimised  based  on  load  disturbance  rejection 
performance,  however  this  will  lead  to  a  rather  oscillating  response  to  set-point  changes. 
The  oscillating  response  can  nevertheless  be  resolved  by  having  a  set-point  filter. 
Moreover,  simply  based  on  load  disturbance  rejection  performance,  it  will  lead  to  poor 
stability  margins  and  less  robustness  due  to  modelling  error  (which  are  illustrated  in  the 
Section  6.4).  Thus,  the  aim  of  this  design  is  to  achieve  optimal  compromised 
performance  based  on  the  simplest  structure. 
5.2.4  Optimisation  Process 
In  contrast  with  conventional  optimisation  algorithms,  EAs  can  search  for  globally 
optimised  solutions  and  can  do  so  without  the  need  for  the  existence  of  a  derivative  of 
the  index  or  cost  function.  Furthermore,  they  can  simultaneously  deal  with  multiple 
objectives  and  hence  require  no  weighting  factors  between  competing  performance Chapter  5  Search  for  Globally  Optimal  Multi-Objective  PID  Tuning  Rules  96 
indicators.  All  resulting  `non-dominant'  solutions  will  form  a  so-called  `Pareto  front',  on 
which  one  solution  is  not  dominantly  `better  off'  han  another  solution  and  hence  on 
which  all  solutions  are  the  `best'  in  meeting  multiple  objectives.  In  this  way,  the  user  is 
being  presented  with  a  set  of  best-compromised  solutions  and  the  information  on  the 
trade-off,  thus  enable  them  to  subjectively  choose  a  suitable  solution.  Assuming  the 
solutions  have  met  the  listed  criteria,  the  final  solution  on  each  operating  point  chosen  is 
based  on  the  criteria  of  consistent  gain  and  phase  margin  across  a  wide  operating  range. 
In  order  to  ensure  best  optimal  performance,  the  solutions  found  are  compared  against 
some  selected  tuning  rules.  This  is  done  by  displaying  individual  graphs  of  the  solutions 
and  selected  tuning  rules  performance  on  each  objective  before  making  the  final  decision 
(Ang  et  al.,  2003). 
Starting  with  FOLPD  model  (see  (5.1)),  the  terms  Kp,  T1,  and  TD  are  optimised 
against  the  normalised  delay,  LIT.  Based  on  each  normalised  delay  ranging  from  0.01  to 
1000.0,  the  best  compromised  settings  for  the  three  terms  are  searched.  This  is  a 
modification  from  PIDeasy  (Li  etý  al.,  1998),  as  the  original  tuning  method  is  too 
aggressive  and  thus  it  is  can  be  risky  in  the  presence  of  modelling  error.  Corripio  (2001) 
states  that,  when  LIT  is  less  than  0.1,  most  tuning  rules  tend  to  have  impractical  high 
gains  and  fast  integral  times.  Thus,  considering  that,  the  only  term  that  needs  to  be 
change  from  the  original  tuning  rule  is  the  proportional  gain,  Kp.  The  result  is  shown  in 
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Figure  5.2  Optimised  Values  of  Kp,  T,  and  TD  for  FOLPD  Model 
As  for  the  SOSPD  model  (see  (5.2)),  in  addition  to  the  normalised  delay,  the 
damping  factor  also  needs  to  be  considered  in  the  search.  Now  based  on  each  value  of 
the  damping  factor,  the  normalised  delay  is  scanned  from  0.01  to  1000.0,  and  the  best 
compromised  settings  for  the  three  terms  are  searched  for.  This  is  a  complex  multi-level 
three-dimensional  search,  . which  can  be  very  difficult  for  conventional  optimiser.  The 
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Figure  5.3  Optimised  Values  of  KP,  Ti  and  T1)  on  Various  Value  of  (  for  SOSPD 
Model 
The  target  for  the  tuning  rule  is  a  formula-based  similar  to  the  ZN  tuning  rule.  Thus, 
it  can  be  easily  implemented  together  with  the  modelling  into  a  pocket  calculator  or  a 
personal  computer.  The  next  step  is  to  translate  the  results  into  a  formula  so  that  it  can  be 
easily  computed.  A  curve  fitting  of  the  data  onto  a  formula  is  being  applied.  The  formula 
uses  a  polynomial  structure  and  below  is  the  result  for  FOLPD  model: 
0.652x[1.0+1.1x(L/T)+0.25x(L/T)2] 
Ký 
Kx[0.04+1.02x(L/T)+I.  05x(L/T)2] 
(5.24) 
T'  _ 
Tx[1.0+1.18x(L/T)]x[1.0+1.4x(L/T)+0.3x(L/T)2] 
(5.25)  [1.0+2.3x(L  /  T)  +  1.33  x  (L  /  T)2  ] 
0.32xLx[1 
.0+1.03  x  (L  /  T)] 
TD  (5.26)  [1.0+1.6x(L/T)+0.09x(L/T)2  ]x[1.0+0.05x(L/T)] 
The  formula  for  SOSPD  model  is  also  using  the  same  structure  as  FOLPD  model  but 








[1.094  -  0.171  x  (L  /  T)  +  0.0085  x  (L  /  T)  2] 
_ 
85.4xTx[-1.301-15.42x(L/T)] 
(5.29)  TD 
ýx  [108.3  -1.015  x  (L  /  T)  +  0.2452  x  (L  /  T)  2]x  [-2.048  -  24.4  8x  (L  /  T)] 
For  ease  of  notation,  the  formula  for  FOLPD  model  (5.24)  -  (5.26)  and  SOSPD 
model  (5.27)  -  (5.29)  will  be  called  PlDeasyl  and  PiDeasyII  respectively. 
5.2.5  Result  Evaluation  and  Discussions 
Gain  and  phase  margins  are  used  as  a  guide  to  evaluate  the  stability  and  robustness  of  the 
formulas  developed  from  the  previous  section.  These  formulas  are  evaluated  against  the 
ideal  PID  structure  (2.1),  the  filtered  ideal  PID  structure  (low-pass  filter  on  differentiator 
term  (2.16))  and  the  classical  PID  structure  (series  PID  structure  with  a  low-pass  filter). 
This  is  to  illustrate  the  effect  of  the  filter  on  the  formulas  and  to  verify  if  there  is  a  need 
to  modify  them. 
Assuming  that  there  is  no  modelling  error  when  using  the  two  models  (5.1)  and  (5.2) 
on  any  process,  the  performance  of  PIDeasyl  is  evaluated  based  on  FOLPD  model  by 
fixing  the  values  of  K  and  T  and  varies  the  L  value  from  0.01  sec.  to  1000  sec.  Figures 
5.4  to  5.6  show  the  gain  and  phase  margins  of  PJDeasyl  on  non-filtered  ideal  PID 
structure,  filtered  ideal  PID  structure  with  ß=3,10,20  and  30,  and  classical  PID 
structure  with  ß=3,10,20  and  30,  respectively.  It  is  evident  that  the  filter  acting  on 
differentiator,  in  this  case,  has  only  minimal  effect  on  the  overall  performance.  This  is 
mainly  because  tuning  rules  based  on  FOLPD  model  always  have  a  small  derivative 
action.  A  typical  first-order  plant  normally  does  not  really  require  a  differentiator  as 
compared  to  second-order  plant.  All  the  different  PID  structures  mainly  differ  in  the 
derivative  action,  thus  tuning  rule  based  on  FOLPD  model  is  almost  immune  to  the 
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The  performance  of  PIDeasyll  is  evaluated  based  on  SOSPD  model  by  fixing  the 
values  of  K  and  T  and  varies  the  L  value  from  0.01  sec.  to  1000  sec.,  with  different 
values  of  ý.  Figure  5.7  shows  the  gain  and  phase  margins  of  PlDeasylI  on  ideal  PID 
structure.  Figures  5.8  to  5.11  show  the  gain  and  phase  margins  of  PIDeasyll  on  filtered 
ideal  PID  structure  and  classical  PID  structure  with  ß=3,10,20  and  30.  respectively. 
Figure  5.7  reveals  the  stability  and  robustness  of  PlDeasyII  tuning  rule  on  ideal  PID 
structure.  However,  the  performance  is  not  very  good  on  the  other  structures  especially 
when  ß  is  less  than  20  and  c  is  less  than  0.5.  In  Figure  5.8,  there  is  a  strange  behaviour 
on  the  phase  margin  when  =3  and  c=0.1.  Thus,  two  other  tuning  rules,  proposed  by 
G-K  (Gorez  and  Klan,  2000;  O'Dwyer,  2003)  and  W-C  (Wang  and  Clements,  1995; 
O'Dwyer,  2003),  are  used  to  verify  this  phenomenon.  The  results  on  the  filtered  ideal 
PID  structure  with  ß=3  is  shown  in  Figure  5.12.  There  is  a  tuning  factor  in  W-C  tuning 
rule.  Stable  performance  is  found  by  fixing  it  to  0.1  (robust  but  sluggish)  for  all  values  of 
c,  especially  when  ý=0.1.  The  objective  here  is  not  to  show  the  optimise  performance 
for  each  tuning  rule,  so  no  attempt  is  made  to  find  the  best  tuning  factor  for  W-C  tuning 
rule  for  each  c. (7rupler  5  Search  for  Globally  Optimal  Multi-Objective  I'll)  Tuning  Rules  102 
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Figure  5.8  Gain  and  Phase  Margins  of  PIDeasyll  on  Filtered  `Ideal  Form'  PID 
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Filtered  `Ideal  Form'  PID  Controller  with  ß=3 
Based  on  Figures  5.4  to  5.12,  it  is  apparent  why  there  are  more  tuning  rules  based  on 
FOLPD  model  than  SOSPD  model  (O'Dwyer,  2003).  The  main  advantage  is  simply  the 
developed  tuning  rules  are  usually  immune  to  different  PID  structures.  However,  the 
usage  is  limited  to  only  damped  or  slightly  under-damped  response. 
It  is  pity  that  many  tuning  rules  based  on  SOSPD  model  cannot  be  used  because  they 
are  designed  based  on  ideal  PID  structure,  which  is  not  employed  practically.  One  of  the 105  5.2 
_Development 
o/  II)eas  v  Tuning  Method 
solutions  to  still  preserve  all  those  tuning  rules  is  to  cascade  a  first-order  lag  to  the 
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The  time  constant  of  the  first-order  lag  can  also  be  made  the  same  as  the  modifications  to 
the  original  differentiator  shown  in  (2.16).  The  positive  effect  of  this  structure  is  studied 
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Figure  5.14  Gain  and  Phase  Margins  of  PiDeasyll  on  Ideal  PID  Controller  in  Series  with 
a  First-Order  Lag  with  ß=  20  (Left  Column)  and  30  (Right  Column) 
5.3  PlDeasy-IITM  Software 
During  the  past  decade,  the  `Intelligent  Systems'  research  group  at  University  of 
Glasgow  has  attempted  to  solve  the  PID  design  problem  systematically,  using  modern 
computational  intelligence  technology.  As  a  result,  a  design  solution  has  been  obtained 
in  the  form  of  software,  PIDeasyiM  (Li  et  al.,  1998).  For  simplicity  and  reliability  in  PII) 
applications,  effort  is  made  to  maintain  the  controller  structure  in  the  `standard  form'. 
while  allowing  optimal  augmentation  with  simple  and  effective  differentiator  filtering 
and  integrator  anti-windup.  High  performance  particularly  that  of  transient  response  is 
offered  through  setting  the  controller  parameters  optimally  in  a  fraction  of  a  millisecond, 
as  soon  as  changes  in  the  process  dynamics  are  detected.  The  optimality  is  multi- 
objective  and  is  achieved  by  addressing  existing  problems  at  the  roots  using  modern 
computational  intelligence  techniques. 
The  PlDeasyrM  technology  is  targeted  towards  wider  applications  than  the  ZN  based 
and  other  techniques  that  are  currently  available.  This  method  coherently  derives.  in  a 
fraction  of  a  second,  the  optimal  PID  settings  with  highest  possible  control  performance 
from  the  plant  gain,  time-constant  and  transport-delay.  It  offers: 
"  Optimal  PID  designs  directly  from  off-line  or  on-line  plant  response; 
"  Generic  and  widest  application  to  any  first-order  delayed  plants; 
10,100  ,  ti'  102  1  0) 107  5.3  PIDcasy-IITAf  Sof  hvarc 
"  `Off-the-computer'  digital  controller  code  in  C++  and  Java  languages; 
"  No  need  for  any  follow-up  refinements;  and 
"  `Plug-and-Play'  integration  of  an  entire  process  of  data  acquisition,  system 
identification,  design,  digital  code  implementation  and  on-line  testing. 
The  limitation  of  the  PIDeasy  is  that  it  is  a  MS-DOS  version  software  and  thus 
difficult  or  impossible  to  add-in  any  new  features.  Hence,  a  Windows  version  of  the 
equivalent  PIDeasy'  is  being  developed  using  Java  language.  Java  is  chosen  over 
MATLAB  or  LabVIEW  simply  because  it  can  be  deployed  in  any  operating  platforms 
and  for  flexible  and  intelligent  networked  control.  Although,  it  is  much  more  difficult 
and  tedious  to  develop  control  simulations  coding  using  Java,  the  accuracy  is  not  being 
compromised.  The  results  are  compared  with  MATLAB  to  confirm  the  accuracy  of  the 
simulations.  For  continuity  sake,  this  Windows  version  will  be  called  PIDeasy-IITM. 
Although  there  are  numerous  PID  tuning  software  packages  available  as  analysed  and 
discussed  in  Section  3.3,  they  do  not  aim  to  facilitate  user  in  testing  some  other  available 
tuning  rules.  Thus  they  are  not  suitable  for  academic  teaching  purposes.  There  are  two 
main  goals  that  this  software  attempts  to  achieve.  They  are,  to  provide  user  a  tool  for 
comparing  different  tuning  rules  performance  and  for  teaching  purposes. 
The  PIDeasy-II'  is  currently  undergoing  a  performance  testing  to  determine  its 
stability  level.  Further  enhancement  will  be  done,  should  the  need  for  higher  stability 
level  arises.  Figures  5.15  to  5.18  show  the  four  supported  plant  models  and  the  available 
tuning  rules  for  each  model.  In  addition,  there  is  also  a  user-defined  PID  parameters  to 
perform  fine  tuning  and  the  result  is  instantaneously  reflect  on  the  simulation  as  the  user 
change  each  of  the  parameters.  The  following  are  some  of  the  available  features: 
"  Two  types  of  time-domain  simulations,  namely,  step  response  (Figure  5.19)  and 
load  disturbance  rejection  (Figure  5.20); 
"  Two  types  of  frequency-domain  simulations,  namely,  Nichols  chart  (Figure  5.21) 
and  Nyquist  plot  (Figure  5.22); 
"  Various  standard  PID  structures,  namely,  Ideal  PID,  Ideal  PI-D,  Ideal  I-PD,  Ideal 
PID  with  low-pass  filter  on  Derivative,  Ideal  PI-D  with  low-pass  filter  on 
Derivative,  Ideal  I-PD  with  low-pass  filter  on  Derivative,  Ideal  PID  in  series  with  a 
first-order  lag,  Ideal  PI-D  in  series  with  a  first-order  lag,  Ideal  I-PD  in  series  with  a Chapter  5  Search  for  Globally  Optimal  Alulli-Ohjertiºve  l'IU  7'urrini.  Rulr.  v  108 
first-order  lag,  Series  PID  and  Classical  I'll).  The  naming  conventions  used  here  are 
explained  in  Section  2.2; 
"  Ahle  to  read  in  real  process  data,  perform  matching  data  to  available  selected  plant 
models  and  perform  off-line  simulation.  For  the  plant  modelling  panel  (figure 
5.23),  user  can  manually  adjust  each  model  parameters  to  match  the  process  data  if 
necessary; 
"A  simulator  (Figure  5.24),  which  enable  user  to  view  the  response  as  they  change 
the  reference  signal,  process  gain,  process  time  constant,  process  delay,  injects 
disturbances  or  output  noise.  Note  that  the  simulation  is  only  based  on  the  selected 
model  and  not  the  process  data.  However,  this  is  a  very  useful  tool  as  user  can  test 
how  each  tuning  rule  performs  in  the  presence  of  modelling  errors,  load 
disturbances,  or  a  combination  of  both,  etc; 
"  Other  features  are  actuator  limits  simulation,  anti-windup  setting  and  low-pass  set- 
point  filter. 
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5.4  Summary 
The  motivation  behind  this  development  is  not  to  verify  whether  time-domain  tuning  is 
better  than  frequency-domain.  It  is  instead  aimed  to  provide  an  effective  and  well- 
understood  tuning  rule  for  user  with  or  without  much  control  knowledge  to  use  it  with 
ease.  It  is  understood  that  most  industry  operators  know  how  to  interpret  time-domain 
information  better.  Thus  justifies  this  development.  In  order  to  make  full  use  of  what  the 
industry  operator  are  familiar  with,  this  chapter  proposes  to  use  a  simple  modelling 
technique  which  can  be  apply  effortlessly  together  with  an  effective  multi-optimal  tuning 
rule  that  is  designed  based  on  multi-criteria.  Essentially,  the  user  can  compute  a  set  of 
PID  settings  with  minimal  computing  means  at  a  very  fast  rate. 
The  analysis  in  Section  5.2.5  shows  that  PlDeasy  can  achieve  a  nearly  multi-optimal, 
stable  and  satisfactory  performance  over  a  wide  operating  range  in  both  time  and 
frequency  domains  as  compared  with  any  existing  rules.  Due  to  its  multi-optimal 
performance,  it  is  very  suitable  as  a  starting  point  for  adaptive  controller  (for  e.  g. 
Foxboro  EXACT  controller)  or  for  local  optimisation  based  on  certain  criteria. 
The  study  of  PlDeasy  tuning  rules  on  various  PID  structures  indicated  that  tuning 
rule  designed  based  on  first-order  model  is  more  immune  to  the  changes  in  the  PII) 
structures  than  those  based  on  second-order  model.  It  also  shows  that  tuning  rules  that Chapter  5  Search  for  Globally  Optimal  Multi-Objective  PID  Tuning  Rules  114 
are  designed  based  on  second-order  model  should  used  PID  structure  (5.30)  where  it  can 
reduce  the  disruption  caused  by  differences  in  the  PID  structures.  Thus,  it  is  beneficial  to 
those  old  tuning  rules,  where  they  can  still  be  used  with  a  slight  change  to  the  controller 
structure. Chapter  6 
Benchmark  and  Application  Studies 
Chapter  objectives 
This  chapter  evaluates  the  performance  of  PIDeasy  performance  on  various  PID 
benchmark  test  problems  and  actual  real-time  laboratory  systems. 
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6.1  Introduction 
In  order  to  assess  the  performance  of  PlDeasy  tuning  rules,  it  is  necessary  to  compare 
against  other  tuning  rules  on  a  set  of  recognised  benchmark  problems  and  some  real-time 
applications.  Two  criterions  are  required  for  considerations  in  these  studies.  They  arc, 
namely,  the  performance  of  set-point  tracking  and  load  disturbance  rejection.  Most  of  the 
industrial  non-oscillatory  processes  exhibit  second-order  type  of  response  (S-shape) 
when  a  step  signal  is  input.  However,  Section  3.4  shows  that  most  of  the  practical 
modelling  techniques  still  use  FOLPD  type  of  model.  Thus,  the  two  models  (FOLPD  and 
SOSPD)  mentioned  in  Chapter  5  will  be  used  together  on  each  study  and  study  the 
effects  of  the  models  on  different  processes. 
6.2  Configuration  Setup 
It  is  advisable  to  show  the  configuration  setup  of  the  test  so  as  to  avoid  any 
misunderstandings.  For  all  the  offline  and  online  tests,  the  PID  structure  used  is  based  on 
(5.30)  and  is  of  `Type  A'  structure.  The  anti-windup  scheme  is  based  on  (2.8)  with  y=1. 
No  set-point  filter  or  weighting  is  used  for  the  input  and  the  process  output  is  unfiltered. 
This  is  to  investigate  the  performance  using  the  most  basic  configuration.  The 
benchmark  tests  are  conducted  offline  using  computer  simulation.  The  configuration 
setup  for  the  offline  benchmark  tests  is  shown  in  Figure  6.1.  The  simulation  is  carried  out 
using  MATLAB  version  6.5.0.180913a  Release  13. 
Disturbance 
Set-point  -  Process 
PID  Controller 
ontroi 
Process  Output 
ignal 
Figure  6.1  Configuration  Setup  for  Offline  Benchmark  Tests 
The  online  tests  setup  is  shown  in  Figure  6.2.  Nowadays,  most  controllers  are  digital 
in  nature,  operating  on  a  cyclic  basis  rather  than  continuously  as  to  analog  controllers. 
Unlike  analog  instruments,  digital  devices  must  sample  the  controlled  variable  and 117  6.3  Tuning  Rufics 
compute  and  update  the  controller  output  at  discrete  time  intervals.  Consequently,  the 
dynamic  element  of  sampling  plays  a  major  role  in  most  control  loops  and  is  ollen  not 
given  enough  consideration.  The  sampling  effect  is  normally  being  considered  in  the 
patented  tuning  rules  but  not  common  in  academic  literature.  It  affects  performance, 
robustness,  and  tuning  as  well. 
Moore  et  al.  (1969)  developed  a  simple  correction  for  the  controller  tuning 
parameters  to  account  for  the  effect  of  sampling.  They  pointed  out  that,  when  a 
continuous  signal  is  sampled  at  regular  intervals  of  time  and  then  reconstructed  by 
holding  the  sampled  values  constant  for  each  sampling  period,  the  reconstructed  signal  is 
effectively  delayed  by  approximately  one  half  the  sampling  intervals.  Therefore,  to 
correct  for  sampling,  one  half  the  sampling  time  is  simply  added  to  the  dead  time  (or 
delay)  obtained  from  the  step  response. 
The  online  test  will  be  conducted  on  the  actual  process  using  LabVIEW  version  6.1 
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Figure  6.2  Configuration  Setup  for  Online  Tests 
6.3  Tuning  Rules 
Process 
Output 
The  selection  of  tuning  rules  has  been  made  easier  by  the  significant  contribution  of 
O'Dwyer  (2003)  where  a  huge  collection  of  the  available  tuning  rules  is  being  compiled. 
The  selected  tuning  rules  are  based  on  their  capability  on  wide  operating  range  instead  of 
those  optimised  for  a  limited  operating  range.  The  selected  tuning  rules  using  FOLPD 
modelling  are  labelled  as  AMIGO  (Aström  and  Hägglund,  2004),  IMC  (Morari  and 
Zafiriou,  1989),  McMillan  (McMillan,  1984)  and  ZN  (Ziegler  and  Nichols,  1942).  Those 
using  SOSPD  modelling  are  labelled  as  G-K  (Gorez  and  Klan,  2000)  and  W-C  (Wang 
and  Clements,  1995).  For  clarity  of  the  comparison,  the  selected  tuning  rules  using 
FOLPD  and  SOSPD  modelling  methods  are  shown  in  Table  6.1  and  6.2.  The  original Chapter  0  Benchmark  and  Application  Stri(lit'.  v  l1ý 
1'l[)casy  tuning  rule  is  also  included  in  the  comparison  (I 
.i  ct  a/  ,  to,,,  cthe!  \\  iIIº 
PlDeasyl  and  PiDeasyll. 
Table  6.1  Tuning  Rules  based  on  FOl  {'I)  M  4nklliI1 
Rule  Kr  T,  (sec.  )  Ti,  (sec.  )  Comments 
1'  0.41, 
0.2+0.45-  ----L 
KL  L+O.  1T  0.3L+T 
IMC  2T+L  7'+0.5/,  TL  X  max(0.2T,  0.2',  l 
2K(X+L)  2T+1, 
McMilla  T  T 
l 
L1+ 
ý  ) 
"  0.25L1+ 
ý 
n  1.415T  1  T  +L  T+L 
KL  (To.  c  s 
1+I  T+L 
ZN  1.2T  2L  0.5L 
KL 
Table  6.2  Tuning  Rules  based  on  SOSPI)  Modelling 
E 
Rule  KP  T,  (sec.  )  Ti)  (sec.  )  Comments 
G-K  27'  2I  ---  -  ]' 
K(2cT  +  L)  2ý 
W-C  Dj  2tT  T  A.  =  1.  for  all  the  tests 
K(1+XL)  2; 
6.4  Benchmark  Tests 
Aström  and  Hägglund  (2000)  suggest  a  set  of  benchmark  systems  that  they  have 
collected  from  a  wide  range  of  sources  following  their  years  of  research.  The  five  sets  of 
the  proposed  benchmark  systems  that  are  suitable  for  these  parametric  studies  arc: 
G,  (s)  _  ý+  = 
(s  +  1)" 
1.2,3,4,8  (().  l) 
G,  (s)= 
(s  +  1)(nrs  +  1)(n  2s+  1)(r  3 
s+l) 
n=0.1.0.2.0.5  (0.2) 119  6.4  I3cnchmark  Tests 
G3  (s)  = 
(S 
+ 
1)  3 
1 
_1  G4  (s)  =e, 
ns+1 
GS  S_I  e-S,  7(ns 
+  1)  2 
G6  (s)  = 
n2 
(s+1)(s2  +2Cns+n2) 
n  =0.1,0.2,0.5,1,2,5  (6.3) 
n=0.1,0.2,0.5,2,5,10  (6.4) 
na0.1,0.2,0.5,2,5,10  (6.5) 
c=0.1,  na1,2  (6.6) 
System  G6(s)  is  only  suitable  for  those  tuning  rules  based  on  SOSPD  modelling,  as 
the  response  is  oscillatory.  Only  n=1  and  2  are  selected  in  this  test  because  when  n=5,  the 
response  cannot  be  modelled  correctly  using  any  of  the  methods  used  here.  As  for  n=10, 
the  response  is  damped  and  is  quite  similar  to  system  Gi(s)  and  G2(s).  Hence,  it  is  not 
included  in  system  G6(s). 
Based  on  the  large  number  of  test  cases,  it  is  impossible  to  view  all  the  results  in 
time-domain  visually.  Thus,  the  following  indices  are  used  as  an  indication  of  their 
performances.  They  are,  namely,  gain  and  phase  margins  (indicate  as  GM  and  PM 
respectively),  ITAE  on  set-point  tracking  performance  and  with  derivative  (indicate  as 
SP  and  SP'  respectively)  and  ITAE  on  load  disturbance  rejection  performance  and  with 
derivative  (indicate  as  LD  and  LD'  respectively).  The  system  identification  results  based 
on  FOLPD  and  SOSPD  models  are  shown  in  Table  6.3  and  6.4  respectively.  The  results 
for  each  set  of  the  benchmark  systems  are  shown  in  Tables  6.5  to  6.10.  The  unit  for  T1 
and  TD  are  in  seconds,  GM  is  decibel  and  PM  is  degrees. 
SP,  LD  =t  e(t)  (6.7) 
SP',  LD'=  t(e(t)+e(t))  (6.8) 
In  addition  to  the  selected  tuning  rules,  s-MOEA  is  also  employed  to  search  for  the 
best  possible  settings  for  each  test  case.  The  search  range  for  s-MOEA  is  set  to  [0,10]  for 
KP,  TI  and  TD.  Due  to  the  nature  of  s-MOEA,  selection  criteria  must  be  set  before 
choosing  the  final  solution  from  the  Pareto  set.  Here,  two  solutions  from  the  Pareto  set 
will  be  used  to  compare  with  the  tuning  rules.  The  first  solution  is  selected  based  on  the 
best  SP,  LD,  SP'  and  LD'  performances  that  can  defeat  all  the  tuning  rules  if  possible  or 
else  it  will  based  on  the  best  SP  performance  and  will  be  denoted  as  s-MOEA1.  The Chapter  6  Benchmark  and  Application  . S'tuilics  120 
second  solution  is  selected  solely  based  on  the  best  1.1)  performance  with  nog  coniproiiii"e 
on  stability  and  will  be  denoted  as  s-MOEA2. 
Note  that  s-MOEA  employed  here  is  only  meant  to  verify  the  Ohtin1ality  of'  the 
results  obtained  by  the  tuning  rules.  It  is  not  meant  to  compete  with  those  tuning  riles. 
Thus,  the  best  result  obtained  by  the  tuning  rules  (excepts  X1O1  :  1)  for  each  system 
based  on  SP,  LD,  SP'  and  LD',  is  highlighted  in  red  colour. 
Table  6.3  Benchmark  Systems  Identification  using  i:  OI  P1)  Model 
System  K  T  (sec.  )  L  (sec.  ) 
Simulation 
Duration  (sec.  ) 
Sampling 
Rate  (sec.  ) 
Gi(s),  n=1  1.0  1.00027  0.0068  u.  nO 
GI(s),  n=2  1.0  1.47155  0.50163  15  0.  x)1 
GI(s),  n=3  1.0  1.8226  1.1333  20  0.01 
GI(s),  n=4  1.0  2.11114  1.82891  20  0.01 
GI(s),  n=8  1.0  2.98157  4.91468  30  0.01 
G2(s),  n=0.1  1.0  1.00027  0.1168  10  0.01 
G2(s),  n=0.2  1.0  1.0195  0.2325  10  0.01 
Gi(s),  11=0.5  1.0  1.17339  0.67817  10  0.01 
G3(s),  n=0.1  1.0  1.8178  1.23437  15  0.01 
-3(s),  »=0.2  1.0  1.8178  1.33437  15  0.01 
G3(s),  11=0.5  1.0  1.78413  1.65188  15  0.01 
G3(s),  ,  ý=1  0  1.0  1.72643  2.12476  30  0.01 
G3(s),  't=2.0  1.0  1.63025  2.83622  50  0.05 
G3(s),  n=5.0  1.0  1.5004  4.02519  100  0.05 
G40,  n=0.1  1.0  0.10099  1.00747  15  0.01 
n=0.2  1.0  0.20198  1.00493  15  0.01 
G4(s),  n=0.5 











Ga(s),  n=5.0  1.0  4.9773  1.00935  50  0.05 
G4(s),  n=10.0  1.0  9.88246  1.04479  50  0.05 121  6.4  Bench  nark  7'csls 
GS(s),  n=0.1  1.0  0.14427  1.05781  15  0.01 
G  5(s),  n:  =0.2  1.0  0.29335  1.10454  15  0.01 
GS(s),  n=0.5  1.0  0.73577  1.25582  15  0.01 
GS(s),  n  2.0  1.0  2.94791  1.99219  20  0.01 
GS(s),  n=5.0  1.0  7.35774  3.50817  50  0.05 
GS(s),  n=10.0  1.0  14.71549  5.96633  100  0.05 
Table  6.4  Benchmark  Systems  Identification  urine  SOtil'l)  M  girl 
System  K  T  (sec.  )  L  (sec.  ) 
Simulation 
Duration 
(sec.  ) 
Sampling 
Rate  (sec.  ) 
1.0  0.17843  2.89542  0.005  ýý.  uýºý 
Gi(s),  n=2  1.0  0.99861  0.99173  0.01991  15  0.01 
G,  (s),  n=3  1.0  1.43065  0.90224  0.39445  20  0.01 
Gi(s),  n=4  1.0  1.83856  0.84372  0.83793  20  0.01 
G1(s),  n=8  1.0  2.06312  0.99636  3.89728  30  0.01 
Gi(s),  n=0.1  1.0  0.32614  1.69175  0.02403  10  0.01 
G(s),  n=0.2  1.0  0.46196  1.31777  0.04725  10  0.01 
G-'(s),  ,  r=0.5  1.0  0.82698  0.96861  0.26485  10  0.01 
Gi(s),  n=0.1  1.0  1.43216  0.90006  0.49436  15  0.01 
Gi(s),  n=0.2  1.0  1.41095  090816  0.61263  15  0.01 
Gi(s),  n=0.5  1.0  1.32677  0.93348  0.98738  15  0.01 
Gi(s),  n  1.0  1.0  1.18463  0.98411  1.55475  30  0.01 
Gi(s),  rr=2.0  1.0  0.96646  1.08442  2.4135  50  0.05 
G;  (s),  rr=5.0  1.0  0.66361  1.33591  3.78853  100  0.05 
Gi(s),  n=0.1  1.0  0.04274  1.40847  0.99566  15  0.01 
Gi(s),  ýr=p.  2  1.0  0.03569  2.89542  1.01178  15  0.01 
n--05  1.0  0.08854  2.89542  0.99932  15  0.01 
Ü,  (s),  7  --20  1.0  0.35431  2.44255  0.79144  20  0.01 
Ws),  n=5.0  1.0  1.06532  2.44255  0.79144  50  0.05 Chapter  6  Benchmark  and  Application  Studies  / 
.'' 
G4(s),  n=10.0  1  1.0  1  2.17511  1  2.37756  1  0.64634  1  50  1  0.05 
G5(s),  n=0.1  1.0  0.09246  1.04078 
G5(s),  n=0.2  1.0  0.19807  0.99851 
G5(s),  n=0.5  1.0  0.50096  0.99173 
GS(s),  n=2.0  1.0  2.00849  0.98849 
G5(s),  n=5.0  1.0  4.99306  0.99173 
Gi(s),  n=10.0  1.0  10.04706  0.98711 
1.02079  15  0.01 
1.01486  15  0.01 
1.01435  15  0.01 
1.01448  20  0.01 
1.09956  50  0.05 
1.07443  100  0.05 
G6(s),  n=1  1.0  0.97796  0.13325  0.95  60 
G6(s),  n=2  1.0  0.466916  0.15283  0.77  30 
Table  6.5  Results  for  Gi(s) 
0.05 
0.01 
Rule  Kp  Ti  TD  GM  PM  SP  LD  SP'  LD' 
n=]  AMIGO  66.394  0.051  0.003  Intl  85.7  0.19  0.01  7.11(,  0.22 
IMC  4.852  1.004  0.003  Inf.  90.9  8.69  47.95  50.57  93.38 
McMillan  104.301  0.014  0.003  Inf.  71.4  0.07  0.0  6.07  0.07 
PIDeasy  92.095  1.002  0.002  Inf.  100  0.03  2.12  2.80  4.26 
PIDeas  1  13.981  1.002  0.002  Inf.  91.6  1.06  14.77  15.91  29.71 
ZN  176.518  0.014  0.003  Inf.  98.3  1.0  i  0.0  3.36  0.113 
G-K  0.995  1.033  0.031  Inf.  91.6  210.08  369.55  407.24  572.27 
PIDeas  II  25.405  1.034  0.031  Inf.  134  0.58  8.36  9.31  16.81 
w-C  1.028  1.033  0.031  Inf.  91.7  198.30  354.96  390.39  553.51 
s-MOEA  I  10.0  0.109  0.0  Inf.  58.1  4.52  0.57  51.25  5.44 
s-M3EA2 
10.0  0.025  0.0  Inf.  30.5  4.27  0.22  91.54  4.49 
n=2  AMIGO  1.520  1.065  0.228  Inf.  53.9  211.72  217.57  458.63  406.0 
IMC  2.164  1.722  0.214  Inf.  66.6  78.72  198.56  202.54  320.37 
McMillan  2.273  0.916  0.229  Inf.  45.1  209.82  135.92  504.25  290.44 
PIDeasy  1.948  1.610  0.137  Inf.  62  101.33  199.93  254.15  329.46 
PIDeasyl  1.796  1.610  0.137  Inf.  63.4  105.38  223.14  257.73  363.21 
ZN  3.520  1.003  0.251  Inf.  49.2  116.08  65.84  315.09  149.79 
G-K  0.990  1.981  0.503  Inf.  88.3  385.11  780.91  585.03  1060.8 
PIDeas  II  9.035  1.981  0.504  Inf.  77.6  4.27  47.15  271'  70.21 
w-C  1.942  1.981  0.503  Inf.  87.1  97.37  300.89  200.03  448.06 
s-MOEA  1  10.0  2.0  0.495  Inf.  76.4  3.19  43.02  24.04  69.27 
s-MOEA2  10.0  0.895  0.229  Inf.  50.9  37.78  10.33  146.57  29.57 
n=3  AMIGO  0.924  1.647  0.478  32.9  56.3  618.35  978.41  1027.4  1466.6 
IMC  1.595  2.389  0.432  27.9  59.4  281.68  575.19  560.14  851.45 
McMillan  1.315  1.961  0.490  30.1  57.5  379.42  636.73  694.17  983.53 
PIDeas  1.116  2.132  0.284  23  60.4  412.44  777.13  744.64  1154.7 
PIDeas  1  1.075  2.132  0.284  23.3  61.5  411.40  814.95  735.80  1198.1 
ZN  1.930  2.267  0.567  26.6  57.7  218.85  398.22  460.04  622.78 
G-K  0.867  2.582  0.793  31.3  81.3  737.70  1627.3  1035.7  2099.6 123  6.4  Benchmark  7  k'st.  s 
PiDeas  II  2.869  2.583  0.791  20.9  59.9  10".  Ot,  2.8  2-11.41)  4'1.18 
W-C  1.851  2.582  0.793  24.7  71.6  1.16.71)  554.17  293.88  796.0 
s-4OEA1  3.376  2.788  0.884  18.4  56.9  97.21  297.88  273.40  .  316.73 
s-MOEA2  7.034  1.414  0.885  12.1  32.5  146.16  65.30  498.19  128.43 
n=4  AMIGO  0.719  2.170  0.726  17.5  59.1  1141.8  2200.7  1662.1  2976.1 
IMC  1.323  3.026  0.638  12.4  57.3  660.71  1202.6  1137.5  1718.7 
McMillan  0.980  3.048  0.762  15.8  69.1  645.78  1879.6  963.93  2464 
PIDeasy  0.835  2.608  0.433  13.7  61.5  881.88  1846.9  1360.6  2521.3 
PIDeasy  l  0.815  2.608  0.433  13.9  62.2  879.08  1890.1  1348.7  2566 
ZN  1.385  3.658  0.914  13.2  70.5  576.13  1607  897.11  2086.3 
G-K  0.787  3.102  1.09  17.9  76.9  1171.4  2732.6  1567.9  3,117.3 
PiDeas  ll  1.693  3.105  1.088  1  1.3  62.2  368.35  152.  -4  717.88  /  ?  3Q.  / 
W-C  1.688  3.102  1.09  11.3  62.3  3117.49  956.47  715.15  1343.8 
s-MOEA  l  1.687  2.940  1.145  11.2  62  365.38  928.53  705.74  1318.8 
s-MOEA2  3.093  2.253  1.352  5.45  32.5  932.81  399.79  2127.6  702.88 
n=$  AMIGO  0.473  4.102  1.644  12.1  64.4  5181.4  11724  6145  13705 
I  MC  0.885  5.439  1.347  6.8  59.6  393/.  9  7419  5238.4  9203. 
McMillan  0.561  7.524  1.881  10.9  86.1  11066  16783  11969  18341 
PlDeasy  0.502  4.307  1.010  10.3  63.9  4500.9  11073  5454.6  13039 
PlDeas  l  0.498  4.307  1.010  10.4  64.2  4526.1  11182  5474.1  13151 
ZN  0.728  9.829  2.457  7.79  95.3  11128  15950  12131  17336 
G-K  0.513  4.111  1.035  9.94  61.1  4752.6  10744  5808.3  12742 
PIDeas  II  0.469  4.125  1.039  10.8  63.8  4900  11605  5880.2  13620 
W-C  0.839  4.111  1.035  5.67  42.2  73  55.1  9833.5  9541.5  12522 
s-MOEA  1  0.792  5.011  1.946  8.02  62.9  2771.2  7376.4  3617.4  8968.6 
s-MOEA2  1.109  4.766  2.611  4.49  57.2  4492.1  5577.3  6477.4  7345.9 
Table  6.6  Results  for  GA(s) 
Rule  KP  T,  TD  GM  PM  SP  LD  SP'  LD' 
n=0.1  AMIGO  4.054  0.456  0.056  40.7  74  14.17  7.97  66.84  28.47 
IMC  3.341  1.059  0.055  40.6  80.2  8.21  43.39  40.39  84.62 
McMillan  6.276  0.226  0.056  34.9  40.5  14.89  3.35  99.44  19.73 
PIDeas  5.525  1.033  0.035  40.9  70  3.16  22.72  26.48  46.94 
PiDeas  l  4.255  1.033  0.035  43.2  73.6  4.56  30.85  30.79  62.51 
ZN  10.277  0.234  0.058  30.3  46.8  6.35  1.22  53.14  8.35 
G-K  0.979  1.103  0.096  45.3  89.2  125.05  249.36  238.18  393.11 
PIDeas  II  11.921  1.104  0.096  23.6  78.8  (1.74  10.99  10.54  22.22 
w-C  1.078  1.103  0.096  44.4  89.1  103.06  216.25  205.92  347.50 
s-MOEA  1  10.0  1.094  0.086  26.3  78.3  0.94  13.06  12.50  26.51 
5-MOEA2  10.0  0.296  0.032  36.7  42.6  5.74  1.13  52.87  7.69 
n-0.2 
73  0.632  0.109  38.3  82.3  41.47  37.87  137.76  99.89 
03  1.136  0.104  31.9  73.7  14.19  68.10  59.97  130.6 
n 
U 
09  0.436  0.109  29.5  43.7  42.10  19.71  172.15  70.10 
67  1.084  0.066  33.3  66.5  13.63  54.96  64.38  110.38 
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PiDeas  ll  8.117  1.218  0.175  17.5  67  /.  20.25  19.111  40.01 
W-C  1.163  1.218  0.175  34.4  87.2  104.58  234.56  209.74  376.1)0 
s-MOEA  1  8.750  1.211  0.174  16.9  65.1  1.47  18.42  18.73  36.57 
s-MOEA2  10.0  0.444  0.111  19.8  45.3  8.21  2.41  58.73  11.71 
n=0.5  AMIGO  0.979  1.032  0.289  35.4  90.9  209.92  329.27  437.63  596.43 
IMC  1.657  1.512  0.263  17.8  61.9  80.11  218.0  217.48  381.68 
McMillan  1.404  1.182  0.296  19.3  57.2  129.97  212.21  307.74  405.21 
PlDeas  1.192  1.359  0.172  18  61.9  124.62  281.86  296.49  488.04 
PIDeasyl  1.144  1.359  0.172  18.4  63  125.83  299.35  294.68  512.41 
ZN  2.076  1.356  0.339  16  57.5  66.28  129.70  192.53  254.02 
G-K  0.858  1.602  0.427  23.1  81  288.30  626.59  474.28  910.56 
PiDeas  ll  2.703  1.603  0.426  13.1  60.7 
_r 
-..  5  /  127.91  139.  n8  2.  +  2.54 
W-C  1.267  1.602  0.427  19.7  77.2  124.09  357.64  252.47  566.31) 
s-MOEA  1  2.703  1.595  0.430  13.1  60.9  37.50  126.84  139.54  231.10 
s-MOEA2  5.524  0.775  0.446  6.81  30.3  85.34  30.60  386.23  85.58 
Table  6.7  Results  for  Gi(s) 
Rule  Kp  T,  TD  GM  PM  SP  LD  SP'  LI)' 
n=0.1  AMIGO  0.863  1.698  0.513  23.8  57.1  647.60  1083.5  1051.2  1597.6 
IMC  1.524  2.435  0.461  18.8  58.7  306.76  633.35  602.37  937.93 
McMillan  1.216  2.116  0.529  21.2  60.5  361.46  735.47  652.04  1101.9 
PIDeas  1.032  2.154  0.305  18.1  60.8  449.66  885.33  792.24  1299.1 
PI-Deasy  0.998  2.154  0.305  18.4  61.7  449.20  921.49  784.89  1339.9 
ZN  1.767  2.469  0.617  18.2  60.7  205.70  530.81  431.98  791.46 
G-K  0.839  2.578  0.796  23.9  79.7  756.67  1671.8  1062.2  2153.2 
PIDeas  2.347  2.580  0.794  15  60.5  132.11  403.83  322.51  606.58 
W-C  1.725  2.578  0.796  17.6  69.2  158.88  607.29  321.87  876.29 
s-MOFA  1  2.435  2.612  0.866  14.2  61.8  127.59  --  403.37 
ý 
314.74  600.27 
s-MOEA2  5.061  1.578  0.856  7.96  31.6  240.39  100.36  723.91  197.30 
n=0.2  AMIGO  0.813  1.750  0.547  20.2  57.8  683.88  1223.3  1092  1773.2 
IMC  1.464  2.485  0.488  15  58.1  332.91  697.56  647.55  1032.7 
McMillan  1.134  2.267  0.567  17.7  63.3  347.36  858.87  618.19  1251.5 
PIDeas  0.963  2.181  0.325  15.8  61  488.63  1002.4  843.49  1458.5 
PlDeas  0.935  2.181  0.325  16  61.9  488.71  1039  836.32  1499.5 
ZN  1.635  2.669  0.667  14.6  63.5  209.47  687.82  429.69  991.78 
G-K  0.807  2.563  0.777  20.4  77.8  778.83  1756  1094.9  2268.1 
PlDeas  1.910  2.565  0.776  12.9  61.4  164.81  523.56  372.54  782.51 
W-C  1.589  2.578  0.796  14.5  66.6  176.77  671.31  36/.  /6  974.80 
s-MOFA  1  1.992  2.614  0.850  12.1  63.2  156.08  522.82  358.26  773.65 
s-MOEA2  4.102  1.630  0.916  5.64  30.3  352.64  147.23  1015.0  28938 
n=0.5  AMIGO  0.686  1.885  0.646  15.4  59.8  814.33  1656.9  1246.2  2314.5 
IMC  1.264  2.610  0.565  10.1  57.5  407.46  947.61  769.49  1393.6 
McMillan  0.924  2.731  0.683  13  71.6  615.93  1610.4  910.15  2151.3 
7 
PlDcas  0.789  2.233  0.386  12.5  61.9  612.43  1414.8  993.93  2013.9 
PlDcas  l  0.773  2.233  0.386  12.7  62.5  614.38  1453.6  989.92  2055.6 
1.296  3.304  0.826  9.65  74.1  554.53  1381.2  829.24  1824.8 
G-K  0.715  2.477  0.711  15.2  72.3  821.41  2003  1169.1  2624.1 125  6.4  Boirhmark 
PlDeas  ll  1.147  2.480  0.111  11.1  62.1 
W-C  1.246  2.477  0.711  10.4  59.7 
s-MOEA  1  1.481  2.631  0.848  8.48  61.1 
s-MOEA2  2.495  2.024  0.928  3.73  32.4 
319.81)  1001.2  5  79.67  1,159 
. 
3/14.8'  884.91  5-9.42  /i/N 
240.20  797.19  518.78  1181 
662.81  351.29  1075.6  707.93 
n=]  AMIGO  0.566  2.063  0.776  11.8  60.9  1112.2  2590.1 
IMC  1.050  2.789  0.658  6.5  55.9  c'/.  /-  /4c.  i.; 
McMillan  0.721  3.386  0.847  9.4  79.4  1856.1  3728 
PIDeasy  0.626  2.301  0.468  9.99  61.6  832.11  2212.1 
PlDeas  l  0.617  2.301  0.468  10.1  62  838.66  2255. 
ZN  0.975  4.250  1.062  5.76  86.7  1915.4  3627.1 
G-K  0.60  2.332  0.602  11.1  64.4  873.44  2429.; 
PiDeas  Il  0.674  2.337  0.603  10.1  61.3  743.43  2073.  ' 
W-C  0.913  2.332  0.602  7.45  50.8  757.29  1558.  " 
s-MOEA  1  1.030  2.621  0.846  6.43  57.9  405.45  1386i 
s-MOEA2  1.391  2.374  0.923  3.63  42.9  755.40  902.81 
n=2 
1607  3532.6 
lll5'.  V 
_'/ 
Sll.  1 
2330  .  161)8.5 
º  1268.7  3075.8 
1271.1  1119.3 
2485.1  1.117.3 
1278.6  3290.9 
I  1145.6  2899.4 
I  1296.1  2398.5 
I  768.74  2061.1 
1657.3  1611 
AMIGO  0.459  2.306  0.932  7.96  59  326.92  880.48  352.18  1179 
IMC  0.860  3.048  0.758  2.66  47.5  377.40  h1'.  65  718.11  1080.7 
McMillan  0.535  4.309  1.077  5.44  83.4  1151.6  1977.9  1330.8  2296.5 
PIDeas  0.483  2.395  0.575  7.23  57.7  2  1.6!  765.60  365.33  loin 
PlDeas  I  0.479  2.395  0.575  7.3  58  253.24  772.55  366.37  1066.4 
ZN  0.690  5.672  1.418  1.5  92.6  1423  2216.9  2396.2  2977 
6-K  0.465  2.096  0.446  6.44  50.8  376.19  891.07  548.12  1261.7 
PlDeas  ll  0.384  2.107  0.447  8.14  58.4  350.75  930.44  482.86  1249 
W-C  0.614  2.096  0.446  4.02  36.6  663.57  1173.9  1025.6  1784.1 
s-MOEA  1  0.681  2.666  0.843  4.62  53.2  151.23  570.61  262.52  849.29 
s-MOEA2  0.765  2.597  0.886  3.53  47.1  187.60  491.53  353.22  788.19 
n=5  AMIGO  0.368  2.709  1.1  15  1.82  45.1  654.49  2306.  c  1  198  3781.6 
IMC  0.698  3.513  0.860  -3.2  -57.9  Unstable 
McMillan  0.369  5.750  1.438  -0.698  22.2  Unstable 
PIDeas  0.364  2.581  0.720  2.62  39.6  674.28  2545.4  1021.2  3822.8 
PiDeas  l  0.363  2.581  0.720  2.65  39.9  662.25  2516.3  lllll:.  4  1771.6 
ZN  0.447  8.050  2.013  -4.86  67.4  Unstable 
G-K  0.319  1.773  0.248  0.411  6.72  45668  85327  63009  117630 
PlDeas  11  0.207  1.846  0.242  4.44  46.9  1203.4  3455.5  1552.6  4505.6 
W-C  0.370  1.773  0.248  -0.889  -15.3  Unstable 
s-MOEA  1  0.352  2.707  0.833  3.04  45.9  396.36  2013.2  604.76  2941.5 
s-MOEA2  0.363  2.708  0.825  2.78  44.2  415.64  1945  656.43  2931.4 
Table  6.8  Results  for  G4(s) 
Rule  Kp  Ti  TD  GM  PM  SP  LD  SP'  LD' 
n=O  I  AMIGO  0.245  0.479  0.126  11.1  71.1  208.77  471.30  474.56  901.32 
.  IMC  0.480  0.605  0.084  5.75  63.6  "7.12  271.88  363.25  -85.02 
McMillan  0117  1.220  0.305  11.2  90.5  4504.6  4995.3  5019.6  5592.6 
PIDeas  0.210  0.370  0.094  10.3  65.7  132.12  374.32  385.53  785.63 
Pl-Deasy  1  0.209  0.370  0.094  10.3  65.7  132.27  374.53  385.74  785.88 
0.120  2.015  0.504  7.89  93  6127  6516.3  6569  7037.3 
G-K  0.108  0.120  0.015  5.03  39.6  480.12  788.92  1255.9  1830.2 Chapter  6  Benchmark  and  Application  Studies  1  'O 
PI  Deas  II  0.060  0.167  0.008  13.3  70.9  476.12 
W-C  0.060  0.220  0.015  00.1  61.8  228.05 
s-MOEA  I  0.490  0.557  0.223  0.95  61.2  30.68 
s-MOEA2  0.501  0.556  0.230  0.55  60.6  30.97 
833.  44  851.  61  11.15.1 
511.  72  567.  02  9%.  77 
204.  02  205.  22  604.0-1 
202.  80  210.  82  612.67 
n=0.2  AMIGO  0.290  0.552  0.202  11.3  69.8  185.47  462.67 
IMC  0.561  0.704  0.144  5.71  63.2  "9.42  '.  Sn.  n- 
McMillan  0.217  1.319  0.330  10.2  90.8  2554.8  3088.5 
PIDeasy  0.266  0.471  0.141  10.4  65.8  134.61  396.84 
PIDeasy  1  0.265  0.471  0.141  10.4  65.8  135.14  ?  97.62 
7)\j  0.241  2.010  0.502  6.21  95.2  3639.4  4142.7 
G-K  0.170  0.207  0.006  5.69  43.3  406.21  713.58 
PIDeasyll  0.104  0.287  0.002  13 
- 
71  460.33  841.70 
W-C  0.103  0.207  0.006  10  -  61.7  234.88  542.43 
s-MOEA  1  0.535  0.634  0.247  4.56  61.2  39.18  228.34 




{'/.  I'S  ''*  S.  h: 
30.48.  K  1709.7 
389.46  815.03 
390.18  815.95 
4149.4  .  1778.1 
1058.9  1605 
831.46  1358.8 
238.36  1  61I.  I2 
253.78  649.37 
n=0.5  AMIGO  0.421  0.763  0.313  11.2  66.8  171.57  493.97  439.57  914.99 
IMC  0.793  1.00  0.250  5.74  62.7  81.67  285.59  378.75  ON  .  83 
McMillan  0.467  1.50  0.375  9.16  88.8  907.02  1401.6  1276.7  1915.1 
PIDeasy  0.433  0.767  0.196  10.3  65.5  135.72  449.94  393.40  857.23 
PiDeas  I  0.431  0.767  0.196  10.3  65.7  138.13  454.15  396.63  862.30 
ZN  0.589  2.019  0.505  5.33  97.4  1127.2  1617.6  1614.2  2175.8 
6-K  0.339  0.513  0.015  7.64  52.6  264.96  565.77  701.96  1156.2 
PIDeasy  11  0.234  0.693  0.013  12.9  74  580.47  10  00.5  669.33  1605.9 
w-C  0.256  0.513  0.015  10.1  61.7  232.16  585.22  573.97  1074.4 
s-MOEA1  0.719  0.891  0.293  6.56  60.8  53.60  275.90  282.92  634.11 
s-MOEA2  0.816  0.877  0.320  5.39  56.9  73.51  246.88  367.85  645.57 
n=2  AMIGO  1.091  1.665  0.437  10.9  59.5  358.96  671.84  727.86  1033.6 
IMC  1.776  2.494  0.401  6.64  65.5  74.68  541.26  324.611  809.82 
McMillan  1.586  1.777  0.444  7.52  57  186.82  402.03  471.82  675.54 
PlDeas  1.348  2.266  0.261  9.56  64.5  119.53  659.04  369.58  972.76 
PlDeas  I  1.283  2.266  0.261  9.99  65.8  139.05  707.66  397.42  1032.2 
ZN  2.375  2.011  0.503  3.39  54.6  256.03  2  8.9  7  986.20  _515.99 
G-K  0.682  2.052  0.061  14  71.9  567.37  1517.2  963.28  2012.1 
PiDeas  II  0.947  2.065  0.061  11.1  65.2  238.45  922.86  559.26  1316 
W-C  1.049  2.052  0.061  10.2  62.3  212.12  782.65  537.54  1148.2 
s-MOEAI  1.802  2.381  0.342  6.89  61  70.83  484.72  322.13  747.22 
s-MOEA2  2.421  1.638  0.374  4.34  40.5  189.03  176.57  666.23  396.55 
n=5  AMIGO  2.419  2.937  0.476  10.9  58  135.21  133.04  226.61  183.19 
IMC  2.734  5.482  0.458  9.71  73.7  48.35  298.20  102.94  355.25 
McMillan  3.698  1.905  0.476  7.44  41  118.43  58.42  223.56  97.94 
PIDeas  3.214  5.256  0.291  9.24  64.3  2.2/  224.35  7/1.72  273.75 
PIDeas  1  2.773  5.256  0.291  10.5  67.9  36.19  269.96  90.67  326.09 
ý]  5.917  2.019  0.505  3.09  38.5  70.24  23.57  233.61  49.31 
G-K  0.868  5.204  0.218  20.6  82.3  610.14  1336.2  749.97  1499.1 
P[Deas  II  3.007  5.210  0.218  9.81  63.5  26.98  239.72  80.92  292.36 
w-C  2.905  5.204  0.218  10.1  64.4  29.01  249.74  83.19  303.92 
s-MOEA1  4.215  5.446  0.383  6.49  60  15.77  173.0  69.55  212.82 
s-MOEA2  5.590  2.096  0.403  4.24  35.3  52.88  21.78  153.11  43.99 6.4  l3rnrhmurk  7  esi  s 
n=10  AMIGO  4.456  4.278  0.506  11.1  59.2  212.11 
I  MC  3.444  10.405  0.496  13.2  79.7  142.80 
McMillan  6.911  2.024  0.506  7.65  36.7  190.13 
PlDeas  6.095  10.173  0.315  9.39  65.4  28.05 
PIDeas  I  4.573  10.173  0.315  11.9  71.6  63.94 
11.351  2.090  0.522  3.19  36.1  77.18 
G-K  0.941  10.343  0.457  24.8  86.7  2159 
PIDeas  ll  7.088  10.349  0.456  7.23  66  19.68 
W-C  6.282  10.343  0.457  8.27  69.1  29.74 
s-MOEA  1  7.034  10.0  0.361  7.95  62.8  25.25 
s-MOEA2  10.0  2.587  0.333  5.16  33.5  65.57 
Table  6.9  Results  for  GS(.  v) 
120.89  317.36  155.51 
774.93  220.54  849.41 
43.71  335.72  71.08 
379.24  77.58  421.09 
528.95  126.21  594.35 
/4.  //I  230.77  : 
.  ')- 
4060.3  2389.5  41290.6 
330.25  00.00  366.35 
378.06  76.78  418.4O 
12.75  71.95  348.80 
14.91  16.1.96  27.66 
Rule  Kp  T1  TD  GM  PM  SP  LI)  sP'  I11)' 
n=0  AMIGO  0.261  0.531  0.165  11.2  70.5  223.93  SIK.  3I  5o4.  lº;  972.12 
IMC  0.509  0.673  0.113  5.71  63.1  4...  -1  312.69  414.11- 
McMillan  0.154  1.324  0.331  12  90.6  3773.6  4318.7  4295.4  4947.1 
PIDeas  0.230  0.427  0.121  10.3  65.6  151.70  426.01  421.51  863.46 
PiDeas  l  0.229  0.427  0.121  10.3  65.6  151.98  426.41  421.87  863.92 
w  0.164  2.116  0.529  8.1  93.8  5210.3  5672.8  5694.3  6261.4 
K  0.159  0.192  0.044  5.49  42.2  446.45  772.58  1145.8  1  333.2 
PIDeas  Il  0.086  0.257  0.038  13.6  71.8  560.72  970.04  955.83  1514.9 
)W-C  0.095  0.192  0.044  9.93  61.3  243.95  557.28  595.19  1070.4 
s-MOEA  1  0.501  0.613  0.244  4.31  61  42.47  241.26  249.42  668.17 
s-MOEA2  0.514  0.611  0.258  3.68  60.4  43.40  239.94  256.34  679.95 
n=0.2  AMIGO  0.320  0.659  0.259  11.2  68.8  217.05  557.28  506.43  1028.7 
IMC  0.612  0.846  0.192  5.66  62.5  116.01  357.;  7  472.77  919,1 
McMillan  0.276  1.505  0.376  11.4  90.6  2196.8  2794.1  2687  3428.7 
PIDeas  0.302  0.589  0.175  10.3  65.4  171.62  496.49  4  6.97  960.19 
PlDeas  I  0.302  0.589  0.175  10.3  65.5  172.62  498.03  458.24  961.96 
0.319  2.209  0.552  7.66  96.2  3001.1  3573.5  3535.8  4237.6 
G-K  0.280  0.396  0.099  6.81  48.8  325.79  661.38  844.04  1410.9 
PIDeas  II  0.172  0.407  0.097  11.3  65.7  286.59  671.30  627.12  1185.1 
w_C  0.196  0.396  0.099  9.91  61.2  245.19  598.52  598.11  1133.7 
s-MOEA1  0.550  0.744  0.290  6.84  61  63.25  302.20  305.16  733.92 
s-MOEA2 
6.595  0.748  0.312  6.15  59.4  68.38  294.97  340.12  761.90 
5  n=0  AMIGO  0.464  I  .  US  I  U.  41  I  I.  7  6J.  3  299.64  79ö.  26  648.78  1323.9 
.  IMC  0.869  1.364  0.339  6.27  61.1  170.09  462.24  568.06  9.;  7.80 
McMillan  0.544  1.913  0.478  9.77  86.9  1042.7  1723  1460.2  2291.7 
PlDeas  0.490  1.074  0.256  10.3  64.7  229.28  712.51  551.82  1210.3 
MI-Deasy  1  0.486  1.074  0.256  10.3  64.9  232.90  721.52  555.45  1220.4 
ZN  0.703  2.511  0.628  6.17  96.1  1184.3  1827.8  1688.4  2372.6 
G-K  0.495  0.994  0.253  9.82  60.6  254.10  699.17  614.92  1232.2 
PIDeas  ll  0.435  0.997  0.253  11  64.4  279.75  784.26  626.05  1310.7 
W_C  0.493  0.994  0.253  9.85  60.7  254.29  700.65  614.61  1233.1 
s-MOFA  1  0.809  1.226  0.419  6.89  60  118.93  436.57  434.68  858.43 
s-MOEA2  0.948  1.220  0.476  5.36  56.6  162.23  389.66  597.14  857.29 Chapter  6  Benchmark  and  Application  . SItidies"  /  28 
n=2  AMIGO  0.866  2.748  0.828  17  58  1431.8  2( 
Tic  1.528  3.944  0.745  12.1  60  557.50  I( 
McMillan  1.221  3.416  0.854  13.9  61.6  758.95  lt 
PIDeasy  1.036  3.491  0.493  14.4  61.7  936.40  2: 
PiDeas  l  1.002  3.491  0.493  14.7  62.7  943.75  2' 
ZN  1.776  3.984  0.996  10.3  61.8  307.48 
G-K  0.797  3.971  1.016  17.2  77.2  1825.3  41 
PI  Deas  ll  1.794  3.974  1.015  10.1  61.9  301.24  1 
W-C  1.971  3.971  1.016  9.28  59.2  290.9  1) 
s-MOFA  1  2.139  4.153  1.116  8.16  60.2  263.73  -  II 
s-MOEA2  3.688  2.679  1.096  3.73  30.8  952.35  3( 
01.4  212K.  5  3343.1 
27.8  10-14.7  2109.9 
39.4  1268.4  2404.2 
311  I5I4.6  2866.7 
49.7  I513.7  2995.5 
69.5  683.86  1794.9 
01.4  2411.3  48,10.8 
45.2  (  51  1760.3 
82.  V  (82.30  /5  -.? 
00.4  6(,  ß).  I8  1529.5 
9.94  2266.5  667.37 
n=5  AMIGO  1.144  6.026  1.535  24.3  55.6  1359.2  1853.3  1645.1 
IMC  1.830  9.112  1.416  20.5  63.2  504.40  1365.9  673.82 
McMillan  1.671  6.231  1.558  21  51.6  10  99.4  1179.1  1298.5 
PIDeas  1.422  8.319  0.917  22.8  61.2  758.07  1619.6  970.45 
PiDeas  l  1.348  8.319  0.917  23.2  62.5  772.69  1744.6  982.21 
ZN  2.517  7.016  1.754  16.8  53.1  561.27  647.44  756.32 
G-K  0.90  9.904  2.517  23.3  83.2  2050.1  4221.3  2284.6 
PIDeasyll  3.786  9.909  2.512  10.9  63.1  89.19  641.4  -C2558 
N/-C  4.717  9.904  2.517  8.93  56.5  86.35  4923  7  181.73 
s-MOEAI  4.790  10.0  2.489  8.88  55.9  84.63  492.64  181.21 
s-MOEA2  9.253  5.761  1.882  5.13  30.7  219.98  82.39  447.18 
n=10  AMIGGO  1.310  11.358  2.660  30.4  54.4  4773.2  5698  5308.4  6146.1 
1.987  17.699  2.480  27.2 
.6 
4625.5  2089.1  4907.2 
1.937  10.749  2.687  26.9  47.7  4225.2  3586.6  4787.8  3943.1 
A 
1.654  16.353  1.595  31  61.1  2519.1  5089.7  2886.3  5410.8 
1.548  16.353  1.595  316  625  2584.6  5566.3  2948.3  5906.6 
2.960  11.933  2.983  22.5  50.3  2365.8  1865.1  2766.5  2071.1 
0.949  19.835  5.089  28.1  857  7792.9  15661  8219.4  16209 
ea  5.952  19.843  5.079  12.1  64.8  150.23  1508.6  246.  '  1602.9 
W-C  9.562  19.835  5.089  8.01  49.8  158.67  886.  '  297.93  441.40 
s-MOEA  1  10.0  10.0  4.463  8.76  50.4  475.53  316.19  631.1  -358.36 
s-1OEA2  10.0  10.0  2.810  12.4  41.5  679.92  217.64  923.46  256.62 
Table  6.10  Results  for  G6(s) 
Rule  Kp  Ti  TD  GM  PM  SP  LD  SP'  LD' 
n-1  G-K  0.215  0.261  3.670  11.7  44.4  571.96  4251.9  1144.1  8419.8 
PlDeas  I1  0.125  0.261  3.674  16.5  59  180.26  2013.5  326.21  3943.8 
w-C  0.134  0.261  3.670  15.9  57.2  193.12  2169.0  360.82  4256.9 
s-MOEA  1  0.092  0.225  4.405  17.4  60.4  145.57  15  00.9  236.17  2943.8 
s-MOEA2  0.216  0.585  3.828  10.4  33.4  457.45  670.30  907.39  1378.0 
n-2  G_K  0.156  0.143  1.528  7.63  44.4  431.89  1675.4  1021.0  4747.2 
PIDeas  lI  0.083  0.143  1.532  13.3  59.4  404.57  1214.2  757.11  3289.6 
w_C  0.081  0.143  1.528  13.4  59.9  409.85  1213.7  761.61  32  76.2 
s-MOEA  1  0.081  0.130  1.704  13.3  57  405.58  1178.8  759.26  3206.4 
s  MOEA2  0.063  0.097  2.686  18.8  52.2  534.91  1062.6  965.53  2822.9 129  6.4  Benchmark  Tests 
System  G1(s)  has  multiple  equal  poles  and  are  very  common.  For  large  values  of  n, 
the  system  behaves  like  systems  with  long  dead  times.  These  types  of  systems  have  been 
used  by  controller  manufacturers  as  test  cases  for  a  long  time  (Aström  and  Ilägglund, 
2000).  Based  on  Table  6.5,  it  is  evident  that  when  n=1,  the  most  ideal  case  is  to  have 
infinite  high  gains  in  order  to  have  the  best  performance.  However,  in  practice,  that  is  not 
possible  and  advisable.  As  the  lag  gets  longer,  i.  e.,  when  n=8,  IMC  achieves  the  best 
overall  performance  among  the  tuning  rules.  It  is  being  done  with  a  compromise  in  the 
margins.  However,  s-MOEA1  shows  that  it  is  still  possible  to  achieve  a  better 
performance  than  IMC  without  degrading  the  margins.  s-MOEA2  indicates  that,  in  order 
to  have  optimal  load  disturbance  performance,  then  it  must  somehow  sacrifice  certain 
degree  of  stability  robustness  to  achieve  this.  For  system  Gi(s),  PiDeasyIl  achieves  a 
good  compromise  on  set-point  tracking  and  load  disturbance  performances,  with  a  good 
degree  of  stability  robustness.  It  also  shows  that  for  this  type  of  system,  using  second- 
order  modelling  does  help. 
System  G2(s)  has  four  poles  whose  spacing  is  determined  by  parameter  n.  Since 
system  G2(s)  is  similar  to  system  Gi(s),  thus  tuning  rules  based  on  second-order 
modelling  should  again  outperform  the  rest.  When  n=0.1  and  0.2,  it  is  impossible  to 
achieve  overall  optimal  performance  as  the  s-MOEA  search  also  fails  to  achieve  that. 
When  n=0.5,  PIDeasyll  can  defeat  all  the  other  tuning  rules  on  all  performance  indices. 
It  can  be  seen  based  on  s-MOEA1  that  PIDeasyIl  is  almost  optimal  with  emphasis  on  set- 
point  tracking  performance.  With  the  margins  achieved  on  optimal  load  disturbance 
performance  as  indicated  by  s-MOEA2,  it  shows  that  PiDeasyll  can  at  least  provide  a 
reasonable  and  safe  initial  setting  for  a  PID  controller. 
System  G3(s)  has  three  equal  poles  and  a  right  half  plane  zero.  The  difficulty  of 
control  increases  with  increasing  n.  Tuning  rules  based  on  second-order  modelling 
dominates  when  n  is  less  than  1.0.  As  n  increases,  even  though  PlDeasyII  does  not 
outperform  the  rest,  it  is  still  stable  and  robust  based  on  the  margins.  This  can  be  seen 
from  Table  6.7  when  n=1  and  2.  This  proves  to  be  beneficial  as  when  n=5,  four  out  of 
nine  of  the  tuning  rules  goes  unstable.  PIDeasyll  has  the  best  possible  stability  margins 
as  compared  with  the  rest. 
System  G4(s)  is  a  classic  system  which  has  been  used  in  many  investigations  of  PID 
control.  Many  of  the  early  tuning  rules  were  derived  based  on  this  model.  A  drawback Chapter  6  Benchmark  and  Application  Studies  130 
with  the  model  is  that  it  has  slow  roll-off  at  high  frequencies.  IMC  totally  outperforms 
the  other  tuning  rules  when  n  is  less  than  2.  PlDeasy  and  PIDeasyI  arc  just  tailing  behind 
IMC  in  these  cases  and  with  a  better  stability  margins.  The  time-domain  responses  are 
also  much  smoother  than  IMC  based  on  the  four  time-domain  performance  indices. 
When  n=2,  ZN  outperform  IMC  on  the  load  disturbance  rejection.  However,  looking  at 
the  SP'/SP  ratio,  it  is  obvious  that  ZN  time-domain  response  is  quite  oscillatory  as 
compared  with  IMC  or  PIDeasyI. 
System  G5(s)  is  similar  to  system  G4(s)  except  that  it  has  more  high  frequency  roll- 
off.  IMC  has  again  outperformed  the  other  tuning  rules  when  it  is  less  than  2  and  with 
PiDeasy  and  PIDeasyl  tailing  behind,  just  like  the  previous  case.  As  it  increase  from  2  to 
10,  the  beneficial  of  higher  derivative  gain  takes  effect  as  PIDeasyII  and  W-C  dominates. 
In  the  case  of  n=10,  s-MOEAI  and  s-MOEA2  sub-optimal  performances  are  due  to  the 
limit  set  on  each  parameters. 
System  G6(s)  with  a  small  damping  factor,  ý,  is  not  very  suitable  for  PID  control 
(Aström  and  Hägglund,  2000).  It  is  easy  to  control  if  n  is  large.  For  this  case,  the  n  value 
is  small;  PIDeasyll  still  provides  good  performances  and  stability  margins.  Based  on  the 
results  shown  by  s-MOEA1  and  s-MOEA2,  PIDeasyll  performance  is  considered  a  good 
compromised  solution  based  on  the  fact  that  it  is  a  fixed  structure  formula. 
The  study  in  Section  5.2.5  shows  that  PIDeasylI  should  be  capable  of  operating  over 
a  wide  range  of  processes  with  good  stability  margins.  This  is  further  verified  in  all  the 
28  test  cases  conducted  here.  Next,  in  order  to  show  that  PIDeasylI  is  not  just  performing 
fine  under  computer  simulations,  it  will  be  put  to  test  on  real  processes. 
The  next  three  sections  will  cover  three  real  processes  of  different  characteristics. 
The  first  process  is  a  DC  motor  where  it  has  negligible  transport  delay  and  very  fast 
responses.  For  this  type  of  process,  most  tuning  rules  should  not  have  any  problem  in 
controlling.  Due  to  the  expected  small  delay  to  time  constant  ratio,  most  of  the  tunings 
maybe  too  aggressive  and  thus  might  end  up  behaving  like  an  on-off  control.  The  second 
process  is  a  heating  system  where  it  has  a  transport  delay  and  the  response  is  generally 
fast.  In  addition  to  the  transport  delay,  this  type  of  system  is  also  vulnerable  to 
atmospheric  disturbances  due  to  it  nature.  Thus,  this  will  be  a  good  test  on  the  tuning 
rules  robustness  on  disturbances  and  transport  delay.  The  last  process  is  a  coupled  tanks 
system  where  it  has  minimal  transport  delay  and  the  response  is  very  slow.  This  system 131  6.5  LJMSI5  DCMotor  Control  Module 
can  be  tricky  to  control  if  the  control  scheme  is  still  the  same  as  the  previous  two. 
Normally,  aggressive  tuning  is  not  advisable  for  this  type  of  system,  as  it  will  cause  the 
process  output  to  oscillate  or  chatter.  However,  the  control  scheme  will  not  be 
customised  just  to  control  this  system,  as  the  objective  of  the  test  is  to  confirm  that  if 
PIDeasy  tuning  methodology  can  provide  good  tuning  based  on  the  simplest  control 
scheme.  This  is  very  important  in  the  case  where  operator  does  not  have  a  good 
understanding  of  a  process. 
6.5  LJ  MS  15  DC  Motor  Control  Module 
A  DC  motor  can  often  be  modelled  simply  as  an  LTI  (Linear  Time  Invariant)  plant 
where  a  small  time-delay  may  appear.  The  motor  is  more  difficult  for  velocity  control,  as 
it  is  a  Type  0  system,  where  no  integral  element  is  evident  in  the  system,  and  hence  it 
will  result  in  a  steady-state  error  when  following  a  step  command.  The  LTI  model  of  this 
system  is  given  by  the  second-order  differential  equation: 
w(t-0.06)+A 
+  LB  ICo 
(t-0.06)+ý  w(t-0.06)  =r  Li  Jv(t) 
(6.9) 
where 
v(t)  E  [OV,  5V]  :  the  field  control  voltage  with  a  saturation  limit  and  allowing  no 
braking  voltage, 
w(t)  ER:  the  angular  velocity  calculated  from  a  Gray-code  shaft  encoder, 
KT  =  13.5  NmK'  :  the  torque  constant  for  a  fixed  armature  constant, 
R=9.2  Q:  the  resistance  of  the  winding, 
L=0.25  H:  the  winding  inductance, 
j=0.001  kgm2  :  the  inertia  of  the  motor  shaft  combined  with  a  load,  and 
B=2.342  x  103  Nms  :  the  friction  coefficient  of  the  shaft,  changing  to  1.34x103  Nms 
when  an  eddy  current  brake  is  released. 
The  basic  principle  of  a  velocity  control  system  is  that  the  controller  attempts  to  keep 
the  velocity  constant  by  comparing  the  feedback  signal  with  the  command  signal  to 
compensate  for  changes  which  will  occur  when  there  are  variations  in  load. Chapter  6  Benchmark  and  Application  Studies  132 
Figure  6.3  LJ  MS  15  DC  Motor  Control  Module 
6.5.1  Modelling  and  Tuning  Process 
An  input  and  output  relationship  is  first  being  established  in  order  to  verify  its  linearity. 
The  MS  15  DC  motor  linear  behaviour  is  shown  in  Figure  6.4.  Next,  an  open-loop  step 
test  is  conducted  on  the  system  by  injecting  a2  volts  input  with  a  sampling  rate  of  0.01 
sec.  The  response  captured  is  approximated  by  using  the  two  models  (5.1)  and  (5.2),  as 
shown  in  Figure  6.5  and  6.6  respectively. 









Figure  6.4  MS15  DC  Motor  Input-Output  Relationship 
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Once  the  modelling  is  done,  the  P11)  parameters  can  he  easily  computed.  The  results 
by  each  individual  tuning  rule  are  shown  in  Table  6.11.  Note  that  to  take  into  account  01' 
the  sampling  effect  as  mentioned  in  Section  6.2.  all  the  tuning  rules  calculation  are  based 
on  the  identified  delay,  L,  plus  one  half  of  the  sampling  time.  For  example.  in  this  rase, 
the  value  of  L  and  sampling  time  are  both  0.01  sec.,  and  thus  the  actual  value  of  /.  used 
by  the  tuning  rule  calculation  will  he  0.015  sec. 
Fable  6.1  1  I'11)  Parameters  for  MS  15  I)('  Motor 
Rule  Kt,  T,  (sec.  )  T1)  (sec.  ) 
AMIGO  11.449  0.078  0.007 
IMC:  5.815  0.262  0.007 
McMillan  17.866  0.029  0.007 
PlDeasy  15.885  0.258  0.005 
PIDeasyl  9.790  0.258  0.005 
ZN  29.749  0.03  0.008 
G-K  1.371  0.223  0.01 
P1Dcasyll  9.748  0.224  0.01 
W-C  0.322  0.223  0.01 
6.5.2  Discussion  of  Results 
For  the  step  response  test,  a  multi-step  signal  is  being  injected  into  the  system  so  as  to 
verify  the  control  is  still  stable  at  different  operating  range.  For  the  load  disturbance 
response  test,  while  the  system  is  in  steady-state,  a  brake  is  applied  at  4.5  sec.  and 
released  at  7.0  sec.  The  actuator  limit  is  set  to  a  minimum  and  maximum  of  O  and  -5  volts 
respectively.  The  sampling  rate  used  is  0.01  sec.  The  results  on  the  two  tests  and  their 
control  signal  responses  for  each  tuning  rules  are  shown  in  Figures  6.7  to  6.15. 135  6.5  LJ  MS15  D('  Motor  ('unirnl  Module 
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Figure  6.7  MS  15  -  AMIGO  Test  Results 
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Figure  6.8  MS  15  -  IMC  Test  Results 
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Figure  6.9  MS  15  -  McMillanTest  Results 
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Figure  6.11  MS  15  -  PIDeasyl  Test  Results 
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Figure  6.12  MS  15  -  ZN  Test  Results 
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Figure  6.13  MS  15  -  G-K  Test  Results 
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Figure  6.14  MS  15  -  PlDeasyI  I  Test  Results 
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Figure  6.15  MS  15  -  W-C  Test  Results 
Based  on  the  overview  of  all  the  tuning  rules  performance  (as  shown  in  Figures  6.7 
to  6.15),  it  shows  that  all  the  tuning  rules  have  no  problems  in  tracking  the  set-point 
changes  and  recovering  from  the  load  disturbances.  ZN  tuning  is  aggressive  as  compared 
with  the  others.  G-K  and  W-C  have  the  smoothest  control  response  and  hence  slower 
response  in  both  tests. 
In  order  to  have  a  better  view  of  the  individual  tuning  rule  on  each  test,  the  results  are 
combined  together  by  looking  at  a  particular  time  frame.  For  the  step  response  test,  the 
time  frame  at  3.4  sec.  to  3.8  sec.  is  shown.  For  the  load  disturbance  test,  the  time  frame 
at  6.5  sec.  to  8.5  sec.  is  shown.  The  results  are  shown  in  Figure  6.16  and  6.17.  Figure 
6.16  shows  that  ZN  tuning  is  too  aggressive  as  the  output  is  chattering.  Thus  ZN  is  not 
included  in  Figure  6.17  due  to  it  oscillatory  response  which  will  obscure  the  viewing  of 
the  other  tuning  rules.  The  ZN  performance  on  load  disturbance  test  is  the  best  among 
the  other  tuning  rules.  However,  it  is  not  desirable  due  to  it  oscillatory  response.  The 
PlDeasy,  PlDeasyl  and  PIDeasyll  tuning  rules  have  excellent  performance  in  set- 
pointing  tracking  with  no  overshoot  and  reasonable  performance  in  recovering  from  load 
disturbance. 
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Figure  6.17  MS15  -  Performance  Comparison  on  Load  Disturbance  Rejection 
Next,  we  shall  proceed  to  investigate  their  robustness  against  modelling  error.  Since 
this  is  a  fast  response  process,  thus  only  the  process  gain,  K,  will  be  manipulated  to 
investigate  the  robustness  of  the  tuning  rules.  In  the  case  of  K  being  under-estimated,  it 
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will  normally  cause  a  tuning  rule  to  have  a  higher  value  of  K.  This  will  in  turn  cause 
instability  if  the  tuning  is  too  aggressive.  As  for  the  case  cif  K  bring  over-estimated.  it 
will  normally  result  in  sluggish  response.  Therefore,  we  shall  investigate  the  el'lcct  of'  K 
being  under-estimated  by  20%0.  So  the  value  01'  K  becomes  0.5468  and  the  updated 
tuning  rules  arc  shown  in  Table  6.12.  'I'hr  new  I'll)  parameters  are  tested  against  the 
MS  15  DC  motor  again  and  the  results  are  shown  in  Figure  6.19  and  6.19. 
Table  6.12  PID  Parameters  for  MS  15  I)C  Motor  with  AI  ender-I'stimated  by  20% 
Rule  KI"  Ti  (sec.  )  Tu  (sec.  ) 
AMIGO  14.311  0.078  0.007 
IMC  7.269  0.262  0.007 
McMillan  22.333  0.029  0.007 
PlDeasy  19.856  0.258  0.005 
PiDeasyl  12.237  0.258  0.005 
ZN  37.187  0.03  0.008 
G-K  1.714  0.223  0.01 
PlDeasyI  I  12.184  0.224  0.01 
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Figure  6.18  MS  15  -  Performance  Comparison  on  Set-Point  Change  with  K  Under- 
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Figure  6.19  MS  15  -  Performance  Comparison  on  Load  Disturbance  Rejection  with  K 
Under-Estimated  by  20% 
Here.  it  is  expected  ZN  tuning  to  become  even  worst  and  this  is  demonstrated  in 
Figure  6.18.  Again,  ZN  result  is  not  included  in  Figure  6.19  due  to  its  oscillatory 
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response  which  will  obscure  the  view  of  other  tuning  rules.  It  seems  that  McMillan 
tuning  is  also  not  stable  as  shown  in  Figure  6.18  after  3.7  sec.  It  is  further  shown  in 
Figure  6.19  that  McMillan  tuning  causes  the  output  to  chatter.  Other  than  that,  most  of 
the  tuning  rules  are  still  capable  of  performing  reasonably  well  without  going  into 
instability  or  causing  the  output  to  chatter. 
6.6  FB  PT326  Process  Trainer  Heating  System 
Process  trainer  PT326  operates  much  like  a  common  hand-held  hair  dryer.  Air  is  blown 
through  a  tube  after  being  heated  at  the  inlet  to  the  tube.  The  input  to  the  process  is  the 
power  applied  to  a  mesh  of  resistor  wires  that  constitutes  the  heating  device.  The  output 
of  the  process  is  the  air  temperature  at  the  outlet,  measured  in  volts  by  a  thermocouple 
sensor.  It  is  a  process  consisting  of  transferring  energy  to  the  air  flowing  past  the  heater 
so  that  the  air  in  the  tube  is  brought  to  a  specified  temperature.  The  purpose  of  the 
control  equipment  is  to  measure  the  air  temperature  at  one  of  the  three  points  in  the  tube, 
compare  it  with  the  value  set  by  the  operator  and  then  generate  a  control  signal  which 
determines  the  amount  of  power  supplied  to  the  heater  grid. 
A  thermocouple  sensor  is  fitted  in  a  probe  which  can  be  inserted  into  the  air  stream  at 
three  points  along  the  tube:  the  positions  are  at  2.8,14.0  and  27.9  cm  from  the  heater. 
The  sensor  probe  forms  one  arm  of  a  D.  C.  bridge,  the  output  of  which  is  amplified  to 
give  an  output  signal  in  the  range  0  to  10  volts  for  air  temperature  in  the  range  30  °C  to 
60  °C.  The  input  control  provides  an  input  signal  that  can  be  varied  over  the  range  of  0  to 
10  volts.  This  signal  represents  the  desired  air  temperature  in  the  range  30  °C  to  60  T. Chapter  6  Benchmark  and  Application  Studies  /J! 
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Figure  6.20  Process  Trainer  PT326  Heating  System 
6.6.1  Modelling  and  Tuning  Process 
An  input  and  output  relationship  is  being  established  in  order  to  verify  its  linearity.  The 
configuration  of  the  system  is  fixed  throughout  the  test  with  the  sensor  probe  at  position 
27.9  cm  and  the  blower  angle  at  50°.  The  process  trainer  PT326  linear  behaviour  is 
shown  in  Figure  6.21.  Next,  an  open-loop  step  test  is  conducted  on  the  system  by 
injecting  a2  volts  input  with  a  sampling  rate  of  0.01  sec.  The  response  captured  is 
approximated  by  using  the  two  models  (5.1)  and  (5.2),  as  shown  in  Figure  6.22  and  6.23 
respectively. 145  6.6  FB  P1326  Process  Trainer  Healing  . 5'yslem 
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Figure  6.21  Process  Trainer  PT326  Input-Output  Relationship 
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Figure  6.22  Process  Trainer  PT326  Modelling  using  FOLPD  Model 
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Figure  6.23  Process  Trainer  PT326  Modelling  using  SOSPD  Model 
Based  on  the  modelling  results,  the  PID  parameters  computed  by  each  tuning  rule  are 
shown  in  Table  6.13.  Again,  to  correct  for  the  sampling  effect,  one  half  the  sampling 
time  is  simply  added  to  the  dead  time  (or  delay)  obtained  from  the  step  response. 
Table  6.13  PID  Parameters  for  Process  Trainer  PT326 
Rule  Kp  T,  (sec.  )  TD  (sec.  ) 
AMIGO  1.049  0.426  0.122 
IMC  1.799  0.620  0.111 
McMillan  1.498  0.501  0.125 
PlDeasy  1.271  0.555  0.073 
PIDeasyI  1.222  0.555  0.073 
ZN  2.203  0.578  0.144 
G-K  0.789  0.547  0.063 
PlDeasyII  1.218  0.548  0.063 
W-C  0.497  0.547  0.063 147  6.6  F1/  PT326  Process  Trainer  Ileaiing  Syslc'm 
6.6.2  Discussion  of  Results 
For  the  step  response  test,  a  multi-step  signal  is  being  injected  into  the  system  so  as  to 
verify  the  control  is  still  stable  at  different  operating  range.  For  the  load  disturbance 
response  test,  while  the  system  is  in  steady-state,  the  blower  angle  opened  billy  at  4.0 
sec.  and  closed  back  to  50°  at  8.0  sec.  The  actuator  limit  is  set  to  a  minimum  and 
maximum  of  0  and  10  volts  respectively.  The  sampling  rate  used  is  0.01  sec.  The  results 
on  the  two  tests  and  their  control  signal  responses  for  each  tuning  rule  are  shown  in 
Figures  6.24  to  6.32. 
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Figure  6.24  PT326  -  AMIGO  Test  Results 
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Figure  6.25  PT326  -  IMC  Test  Results 
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Figure  6.26  PT326  -  McMillan  Test  Results 
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Figure  6.27  PT326  -  PlDeasy  Test  Results 
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Figure  6.29  PT326  -  ZN  Test  Results 
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Figure  6.30  PT326  -  G-K  Test  Results 
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Figure  6.31  PT326  -  PlDeasyII  Test  Results 
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Figure  6.32  PT326  -  W-C  Test  Results 
11 
11 
79  11 
T9  11 
Time  (sec.  ) Chapter  6  Benchmark  and  Application  Studies  152 
Based  on  the  figures  shown  in  Figures  6.24  to  6.32,  all  the  tuning  rules  have  no 
problems  in  tracking  set-point  changes  and  recovering  from  the  load  disturbances.  One 
obvious  observation  is  that  when  there  is  a  big  jump  in  the  set-point,  most  of  the  tuning 
rules  except  G-K  and  W-C  have  overshoot  mainly  due  to  the  so-called  'proportional 
kick'  or  `derivative  kick'  or  both.  Depends  on  the  application  needs,  this  phenomenon 
can  be  easily  remove  by  using  'Type  B'  or  'Type  C'  controller  structure  or  a  set-point 
filter.  Again,  G-K  and  W-C  exhibits  smoother  control  signal  than  the  other  tuning  rules. 
Next,  all  the  results  are  combined  together  by  looking  at  a  particular  time  frame.  For 
the  step  response  test,  the  time  frame  at  3.0  sec.  to  6.5  sec.  is  shown.  For  the  load 
disturbance  test,  the  time  frame  at  8.0  sec.  to  12.0  sec.  is  shown.  The  results  are  shown  in 
Figure  6.33  and  6.34.  The  ZN  tuning  have  the  best  load  disturbance  rejection 
performance  but  at  the  expense  of  an  oscillatory  output  response. 
37.5 
37 
V  36.5 
rn 
aD  36 
v 
'D  35.5 
c 
0  35 
34.5 




Time  (sec.  ) 
Figure  6.33  PT326  -  Performance  Comparison  on  Set-Point  Change 















Figure  6.34  PT326  -  Performance  Comparison  on  Load  Disturbance  Rejection 
Next,  we  shall  proceed  to  investigate  their  robustness  against  modelling  error.  Both 
the  process  gain,  K,  and  transport  delay,  L,  will  be  manipulated  together  to  investigate 
the  robustness  of  the  tuning  rules.  Therefore,  we  shall  investigate  the  effect  of  K  and  I. 
being  under-estimated  by  20%.  So  the  value  of  K  becomes  0.7184  and  the  value  of  L  for 
FOLPD  and  SOSPD  becomes  0.227  sec.  and  0.1762  sec.  respectively.  The  updated 
tuning  rules  are  shown  in  Table  6.14.  The  new  PID  parameters  are  tested  against  the 
process  trainer  PT326  again  and  the  results  are  shown  in  Figure  6.35  and  6.36.  In  this 
case,  most  of  the  tuning  rules  caused  the  output  to  become  more  oscillatory.  As  expected, 
G-K  and  W-C  can  still  produces  a  damped  output  response  but  at  the  expense  of  a  slower 
recovery  from  load  disturbances.  This  simply  highlights  the  trade-off  between  good  load 
disturbances  rejection  and  system  stability. 
Table  6.14  PID  Parameters  for  Process  Trainer  PT326  with  K  and  L  Under-Estimated 
by  20% 
Rule  Kp  T,  (sec.  )  TD  (sec.  ) 
AMIGO  1.564  0.393  0.101 
IMC  2.519  0.592  0.093 
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McMillan  2.280  0.411  0.103 
PiDeasy  1.940  0.540  0.060 
PiDeasyl  1.841  0.540  0.060 
ZN  3.428  0.464  0.116 
G-K  1.045  0.547  0.063 
PlDeasyll  1.905  0.547  0.063 
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Figure  6.35  PT326  -  Performance  Comparison  on  Set-Point  Change  with  K  and  L 
Under-Estimated  by  20% 
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Figure  6.36  PT326  -  Performance  Comparison  on  Load  Disturbance  Rejection  with  K 
and  L  Under-Estimated  by  20% 
6.7  TQ  CE5  Nonlinear  Coupled  Tanks  System 
The  system  of  interest  is  a  nonlinear  dynamical  system  that  is  used  to  investigate  liquid 
level  control  in  chemical  and  dairy  plants  (Chong  and  Li.  2000).  The  system  consists  of 
two  tanks  coupled  together  by  an  orifice  that  connects  the  two.  Liquid  is  allowed  to  flow 
freely  between  the  two  tanks.  Another  orifice  in  the  second  tank  drains  liquid  from  the 
tank  freely.  A  pump  controls  the  flow  rate  of  liquid  entering  the  system  via  the  first  tank. 
This  setup  is  illustrated  in  the  diagram  in  Figure  6.38. 
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The  dynamics  of  this  system  can  be  derived  from  first  principles  using  Bernoulli's 
mass-balance  and  flow  equations  (Tan,  1997).  Its  behaviour  is  then  approximated  by  the 
following  state-space  equation: 
Cl  a, 
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Figure  6.37  TQ  CE5  Nonlinear  Coupled  Tanks  System 
Figure  6.38  CE5  Coupled  Tanks  System  Diagram 157  6.7  TQ  CES  Nonlinear  Coupled  Tanks  System 
where 
hl  m:  height  of  water  in  Tank  1 
h2  m:  height  of  water  in  Tank  2 
Ho  =  0.03  m:  minimum  height  of  water  in  tank 
A=0.01  m2  :  cross  sectional  area  of  Tank  I&2 
c1=  0.53  :  discharge  coefficient  of  orifice  1 
C2  =  0.63  :  discharge  coefficient  of  orifice  2 
a1=  0.0000396  m2  :  cross  sectional  area  of  orifice  1 
a2  =  0.0000386  m2  :  cross  sectional  area  of  orifice  2 
g=9.81  ms-2  :  gravitational  constant 
Q;  =  0.000007  m3s  'V'1  :  pump  flow  rate 
Qt  =  clal  2g(hl  -h2)  m3  s-1 
Qo  =  c2a2  2g(h2  -Ho)  m3s-1 
:  flow  rate  from  Tank  I  to  Tank  2 
:  discharge  rate 
6.7.1  Modelling  and  Tuning  Process 
An  input  and  output  relationship  is  being  established  in  order  to  verify  its  linearity.  Note 
that  although  the  input  voltage  to  the  motor  pump  is  0  to  10  volts,  however  the  input 
voltage  range  is  restricted  to  only  0  to  4  volts.  If  the  input  voltage  were  to  increase  to  4.5 
volts,  the  water  from  Tank  1  will  reach  the  limit  and  overflow  from  the  top  into  Tank  2 
and  this  will  distort  the  true  behaviour.  The  twin-tank  nonlinear  behaviour  is  shown  in 
Figure  6.39.  Next,  an  open-loop  step  test  is  conducted  on  the  system  by  injecting  a3 
volts  input  with  a  sampling  rate  of  1  sec.  The  response  captured  is  approximated  by 
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Figure  6.39  CE5  Coupled  Tanks  Input-Output  Relationship 
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Figure  6.41  CE5  Coupled  Tanks  Modelling  using  SOSPI)  Model 
Based  on  the  modelling  results,  the  PID  parameters  computed  by  each  tuning  rule  are 
shown  in  Table  6.15. 
Table  6.15  PID  Parameters  for  CE5  Coupled  Tanks 
Rule  Kp  T,  (sec.  )  TD  (sec.  ) 
AMIGO  89.029  11.242  0.753 
IMC  7.493  192.633  0.752 
McMillan  139.840  3.012  0.753 
PlDeasy  123.799  192.301  0.481 
PIDeasyl  21.215  192.301  0.481 
ZN  236.582  3.020  0.755 
G-K  1.509  199.103  5.937 
PlDeasyII  35.868  199.169  5.934 
W-C  121.165  199.103  5.937 
U.  U  U.  L  U.  9  U.  U  U.  O  I.  U  I.  L  1.7  1.0  1.0 
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6.7.2  Discussion  of  Results 
The  following  tests  are  based  on  controlling  the  water  level  of  'l'ank  2.  For  the  step 
response  test,  a  multi-step  signal  is  injected  into  the  system.  Since  this  is  a  nonlinear 
system,  thus  the  step  signal  varies  along  the  operating  point  of  identification  done 
previously.  For  the  load  disturbance  response  test,  while  the  system  is  in  steady-state,  the 
tap  at  Tank  2  is  closed  at  900  sec.  and  opened  at  1000  sec.  The  actuator  limit  is  set  to  a 
minimum  and  maximum  of  0  and  5  volts  respectively.  The  sampling  rate  used  is  1  sec. 
The  results  on  the  two  tests  and  their  control  signal  responses  for  each  tuning  rules  are 
shown  in  Figures  6.42  to  6.50. 
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Figure  6.42  CE5  -  AMIGO  Test  Results 
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Figure  6.43  CE5  -  IMC  Test  Results 
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Figure  6.44  CE5  -  McMillan  Test  Results 
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Figure  6.45  CE5  -  PlDeasy  Test  Results 
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Figure  6.46  CE5  -  PIDeasyI  Test  Results 
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Figure  6.47  CE5  -  ZN  Test  Results 
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Figure  6.48  CE5  -  G-K  Test  Results 
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Figure  6.49  CE5  -  PIDeasyII  Test  Results 
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Figure  6.50  CE5  -  W-C  Test  Results 
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Based  on  the  above  figures,  it  is  obvious  that  most  of  the  tuning  rules  are  too 
aggressive  for  this  type  of  system.  Those  controllers  acting  on  error-squared  will  be  more 
suitable  in  this  case.  However,  this  is  not  the  main  issue  here  since  the  objective  is  to 
illustrate  those  tuning  rules  using  a  simple  PID  controller.  Based  on  Table  6.15  and  the 
above  figures,  only  IMC,  PIDeasyl,  G-K  and  PiDeasyll  tunings  produce  slightly  damped 
response  than  the  other  tuning  rules.  Thus,  only  this  four  tuning  rules  will  he  shown  fier 
comparison  in  the  zoom  in  version.  For  the  step  test,  the  time  frame  at  1500  sec.  to  1680 
sec.  is  shown.  For  the  load  disturbance  test,  the  time  frame  at  880  sec.  to  1050  sec.  is 
shown.  The  results  are  shown  in  Figure  6.51  and  6.52.  It  is  instantly  recognisable  that 
PIDeasyII  dominates  in  both  tests.  In  addition,  it  illustrates  that  for  this  type  of  system 
tuning  rule  based  on  second-order  model  performs  much  better  than  those  based  on  first- 
order  model.  The  present  of  a  stronger  derivative  proves  useful  in  both  set-point  tracking 
and  load  disturbance  rejection. 
Due  to  the  nonlinearity  nature  of  this  system,  the  step  tests  conducted  earlier  are 
enough  to  confirm  that  the  robustness  against  modelling  error.  Thus,  the  tuning  rules  will 






°I,  '  100 
C 0  98 
a) 
96 




88  -- 
1500 
Time  (sec.  ) 
Figure  6.51  CE5  -  Performance  Comparison  on  Set-Point  Change 














Figure  6.52  CE5  -  Performance  Comparison  on  Load  Disturbance  Rejection 
6.8  Summary 
Every  tuning  methodology  is  designed  based  on  certain  specifications.  Based  on  all  the 
offline  benchmark  tests  and  online  application  tests,  it  shows  that  PlDeasy  tuning 
methodology  is  capable  of  providing  multi-optimal  performance  with  robust  stability. 
Hence,  it  highlights  the  needs  and  merits  of  a  multi-criteria  design  shown  in  Chapter  5. 
PlDeasy  can  provide  users  or  adaptive  algorithms,  good  initial  settings  without  having  to 
worry  about  stability  over  a  wide  range  of  processes.  This  can  greatly  reduce  the  user 
burden  of  worrying  if  a  particular  tuning  rule  is  suitable  for  a  process. 
In  addition,  different  control  schemes  can  be  applied  on  the  three  laboratory  systems 
in  order  to  achieve  optimal  control.  However,  the  aim  of  the  studies  is  to  verify  that 
PlDeasy  can  still  provide  good  tunings  with  the  simplest  control  scheme.  Therefore,  it  is 
possible  to  have  optimal  tuning  in  real  situation  where  much  more  complicated  control 
schemes  are  used. 
Nevertheless,  from  this  chapter,  it  shows  that  although  no  optimal  performance  is 
guarantee  for  all  applications  but  PlDeasy  can  at  least  provide  a  reasonable  and  stable 
compromised  performance  with  minimal  changes  to  the  whole  control  structure.  The 
tests  conducted  in  this  chapter  thus  verify  the  stability  and  robustness  of  PiDeasy  tuning 
rules  designed  based  on  the  first-  and  second-order  models.  The  ultimate  aim  of  the 
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PIDeasy  design  is  to  automatically  make  the  PID  controller  work  optimally  after  simply 
connecting  it  in  the  control  architecture,  without  further  intervention  from  the  operator 
(Li  et  al.,  1998;  Pfeiffer,  2000;  Visioli,  2003).  Thus,  with  the  achievement  of  PlDeasy 
tuning  rules  covering  both  under-  and  over-damped  plant  responses,  this  makes  it  more 
suitable  and  simpler  to  be  used  in  the  automated  process  than  the  other  tuning  rules. Chapter  7 
Conclusions  and  Further  Work 
Chapter  objectives 
This  chapter  concludes  this  research  and  suggests  some  further  enhancements  to  it. 
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7.1  Conclusions 
This  research  is  motivated  by  the  wide  application  of  PID  control  and  problems  tuning  in 
it.  The  aim  is  to  achieve  the  most  optimal  results  by  making  use  of  the  simplest  method 
without  over-complication.  This  research  has  successfully  and  satisfactorily  achieved  all 
the  targets  stated  in  the  scope  of  this  research.  They  are  summarised  as  follows: 
"  By  utilising  the  capability  of  multi-objective  evolutionary  algorithms,  this  research 
has  devised  a  truly  multi-objective  PID  tuning  rule  that  significantly  outperforms  all 
other  tuning  rules  based  on  multi-criteria  optimality.  For  FOLPD  plants,  the 
evolved  rules  can  cover  a  delay  to  time  constant  ratio  from  zero  to  infinity.  For 
SOSPD  plants,  they  also  cover  all  possible  dynamics  found  in  practice.  This  is 
verified  by  the  offline  computer  simulation  tests  and  online  laboratory  system  tests. 
These  tests  cover  almost  all  aspects  of  real  world  situations  and  concerns  such  as 
optimal  performance  and  robustness  over  a  range  of  processes,  noise,  modelling 
error,  load  disturbances,  atmospheric  interferences  etc. 
"A  software  tool  arising  from  the  development  of  the  PID  tuning  rules  is  being 
developed.  It  can  be  used  for  academic  teaching  where  it  allows  user  to  test  the 
performance  of  different  tuning  rules.  The  tool  is  expandable  to  accommodate  any 
new  tuning  rules.  It  is  platform  independent  due  to  the  programming  language  used 
and  is  affordable  to  any  user  as  compared  to  any  of  the  existing  tools  where  user 
needs  to  install  expensive  software  applications. 
9  All  the  above  PID  developments  are  done  based  on  the  extensive  study  and  analysis 
on  the  practical  PID  software  packages,  hardware  modules  and  patents.  It  is  through 
the  study  that  reveals  the  need  for  the  development  of  a  software  tool  and  a  tuning 
rule  designed  based  on  multi-objective  considerations. 
By  devising  a  simple  to  understand  and  implement  multi-objective  evolutionary 
algorithm,  s-MOEA.  Its  performance  is  comparable  with  any  of  the  commonly  cited 
evolutionary  algorithms  as  verified  by  the  tests  on  a  wide  range  of  multi-objective 
test  problems.  Thus  this  would  be  attractive  to  any  user  who  wishes  to  try  out 
MOEA  without  much  development  efforts. 
An  achievement  from  the  evolutionary  computing  side  is  the  proposed  visualisation 
technique,  which  greatly  assists  the  comparison  of  results  on  multi-dimensional Chapter  7  Conclusions  and  Further  Work  170 
data.  This  visualisation  technique  is  a  result  of  extensive  study  and  analysis  on  the 
existing  metrics  for  comparing  multi-objective  evolutionary  algorithms. 
In  conclusion,  this  research  has  been  successful  and  has  satisfactorily  addressed  the 
problems  raised  in  the  Introduction  chapter.  Not  only  are  the  problems  addressed,  new 
methodology  and  software  that  are  both  efficient  and  easy-to-use,  have  been  developed 
to  assist  future  users  in  their  work  and  research. 
7.2  Further  Work 
With  reference  to  the  methodologies  proposed  and  applied  in  this  research,  it  would  be 
beneficial  to  discuss  some  alternative  ways  that  could  further  improve  the  work. 
Starting  with  the  evolutionary  computing  part,  the  development  of  MOEAs  has  been 
relatively  mature.  Further  attempts  to  improve  an  MOEA  will  lead  to  minimal 
improvement  only,  which  usually  does  not  justify  more  research  effort.  However,  a  more 
formal  and  effective  way  of  measuring  MOEA  performance  is  still  lacking  at  present. 
Hence,  this  part  of  MOEA  research  should  deserve  more  attention.  Indirectly  it  can 
improve  the  performance  and  effectiveness  of  the  algorithm  by  understanding  the 
problems  at  hand  better.  Current  frameworks  proposed  are  still  too  complicated  to  be 
applied  efficiently.  Any  future  metrics  should  therefore  be  designed  on  an  efficient 
framework  with  ease  of  implementation. 
At  present,  the  DD  chart  covers  only  the  two  main  aspects  of  MOEA  functional  goals 
and  is  only  targeted  to  unary  type  of  metrics.  Further  attempts  to  extend  the  DD  chart  to 
cover  other  concerned  area  of  MOEA  performance  and  to  other  types  of  metrics  would 
thus  be  useful. 
A  fully  `plug-and-play'  automated  PID  controller  would  be  valuable  to  users  as  it 
eases  the  process  of  tuning  and  commissioning  a  PID  controller.  Some  simple  additional 
steps  can  be  added  to  the  current  design  so  as  to  achieve  automated  `plug-and-play'. 
Since  most  PID  controllers  are  now  implemented  digitally,  following  modifications  can 
be  carried  out.  First,  an  identification  block  can  be  added  to  identify  the  plant.  This 
identification  block  can  be  implemented  in  any  fashion  as  long  as  a  plant  model  is 
supported.  PIDeasy  supports  two  types  of  plant  models;  PIDeasyll  may  be  used  in  most 
cases  unless  strong  derivative  action  is  of  concern.  Then  PlDeasyI  can  be  used  to 
compute  PID  parameters  for  critically-  and  over-damped  plant  response.  PIDeasyll  will 171  7.2  Further  Work 
be  best  for  under-damped  plants.  Once  PID  parameters  are  optimally  computed  or 
updated,  the  PID  controller  can  immediately  resume  control  of  the  plant.  For  adaptive 
type  of  tuning,  PIDeasy  may  also  be  applied  for  Model  Predictive  Control  (MPC)  where 
a  continuously  updated  internal  plant  model  exists  in  the  control  architecture.  In  this 
case,  PIDeasy  tuning  rule  can  instantaneously  compute  a  new  set  of  PID  parameters 
based  on  the  updated  internal  plant  model. 
Last  point  of  future  work  concerns  PIDeasy-II'  software  tool  development.  More 
tests  can  be  done  to  refine  the  stability  and  accuracy  of  the  simulation,  although  as 
currently  stands  it  is  usable  for  most  cases.  One  valuable  enhancement  would  be  to  make 
it  capable  of  communicating  with  hardware  through  an  Ethernet  interface,  so  as  to  realise 
networked  control.  Then  it  will  be  possible  to  automate  the  whole  process  from 
identification,  modelling,  tuning  and  control,  as  discussed  in  the  previous  paragraph. 
Finally,  another  possible  enhancement  is  to  consider  frequency  domain  identification  and 
tuning.  This  would  make  the  PIDeasy-III  tool  appeal  to  a  wider  audience. References 
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