We establish exact conditions for non triviality of all subspaces of the standard Hardy space in the upper half plane, that consist of the character automorphic functions with respect to the action of a discrete subgroup of SL 2 (R). Such spaces are the natural objects in the context of the spectral theory of almost periodic differential operators and in the asymptotics of the approximations by entire functions. A naive idea: it should be completely parallel to the celebrated Widom characterization for Hardy spaces on Riemann surfaces with a minor modification, namely, one has to substitute the Green function of the domain with the Martin function. Basically, this is correct, but...
Introduction
Harold Widom discovered that the asymptotic behaviour of orthogonal polynomials associated with a system of curves in the complex plane can be expressed in terms of the reproducing kernels of the Hardy spaces of character automorphic functions on the complementary domain (containing infinity component) [21] . Later on in [22] he found a condition that guaranties non triviality of all these spaces on infinitely connected domains. Essentially this created a foundation for the most comprehensive currently available function theory on multiply connected domains (and Riemann surfaces) [8] .
In its turn the theory of character automorphic Hardy spaces appeared to be the most efficient tool in solving inverse spectral and scattering problems for ergodic, almost periodic difference/differential operators and for their perturbations, see e.g. [17, 18] , see also [23] . We mention here that a certain reverse influence also took place, see [19] .
Another broad field of research to be naturally mentioned here is the spectral theory of commuting non-self adjoint operators and the interpolation theory on the Riemann surfaces, see e.g. [13, 2, 1] .
Viewing the Hardy spaces on the Riemann surfaces in terms of the universal covering is extremely convenient for analysts, see e.g. [15] . Under this approach we realize the corresponding Hilbert space on the Riemann surface as a subspace of the standard H 2 in the disc consisting of the functions automorphic (character automorphic with a prescribed character) with respect to the action of a certain Fuchsian group Γ. Effectively, an essential part of the book [8] can be substituted with a single paper [16] by Christian Pommerenke if one uses this approach.
In this paper we give precise conditions for non triviality of all subspaces of the standard Hardy space H 2 = H 2 C + on the upper half plane, see e.g. [11, Lecture XI] , that consist of the character automorphic functions with respect to the action of a discrete subgroup Γ of SL 2 (R). Such spaces are natural in the context of the spectral theory of differential operators and in the asymptotics of approximations by entire functions.
A naive idea: it should be completely parallel to the corresponding Widom characterization with a minor modification, namely, one has to substitute the Green function of the domain with the Martin function. Basically, this is correct ..., but, as we will see, one more condition (see condition (B) in our main Theorem 1.8) should be surprisingly added to Widom type condition (A) in this case. Moreover, in Remark 1.11 we will show why the approach of [16] cannot work here in principle without essential modification.
Going to the precise statement we will introduce some notations, recall definitions and some facts. We restrict ourself to Denjoy domains (complements to real closed sets), which are regular in the sense of the potential theory.
Let E = R \ ∪ j∈Z (a j , b j ) be a closed subset of R, E = R, unbounded in the following sense ∀N > 0 ∃λ ± ∈ E : λ + > N and λ − < −N.
(1.1)
Regularity of E means that there exists a positive harmonic function in Ω = C \ E with the only logarithmic singularity at a point λ 0 ∈ Ω that is continuous up to the boundary of Ω and vanishes there. This function is called the Green function and is denoted by G(λ, λ 0 ). One can give a parametric description of regular Denjoy domains in terms of the special conformal mappings that were introduced by Akhiezer and Levin, see [12] , and that are extensively used in the spectral theory, see [14] ; for a modern point of view see [6] , in particular for the proofs of Theorem 1.1, Propositions 1.2 and 1.7. Let Π = {ξ + iη, η > 0, ξ ∈ (0, π)} \ ∪ j =0 {ω j + iη : η ∈ (0, h j )}, (1.2) where {(ω k , h k )} k =0 is any collection of numbers such that ω k ∈ (0, π), ω k = ω j for k = j, ( Im θ λ * (λ) = G(λ, λ * ), (1.6) where G(λ, λ * ) is the Green function of Ω. Due to normalization (1.5), θ λ * (∞) ∈ (0, π).
If it does not coincide with the base point of a slit, i.e., θ λ * (∞) = ω j , j ∈ Z, then the set E has property (1.1).
Conversely, let E be a regular set, let (a 0 , b 0 ) be a component of R \ E and let λ * ∈ (a 0 , b 0 ). Then there exists a comb Π λ * of the form (1.2) -(1.4) with parameters
such that E corresponds to the base [0, π] for the conformal mapping 1 θ λ * : C + → Π λ * , normalized as in (1.5) . Moreover, (1.6) holds. If E has property (1.1), then θ λ * (∞) does not coincide with the base point of a slit, i.e., θ λ * (∞) = ω j , j ∈ Z.
The function θ λ * (λ) admits a Schwarz-Christoffel type representation (an infinite analogue of the conformal mapping onto a polygon).
Proposition 1.2.
Assume that E is regular and that θ λ * (λ) is the conformal mapping on the corresponding comb domain. Let
In particular, {µ λ * ,k } k =0 is the complete list of the critical points of the function G(λ, λ * ), that is, the points where ∇G(λ, λ * ) = 0. 
Note that, by (1.6), G(µ λ * ,k , λ * ) = h λ * ,k and (1.8) is the same as
Thus, all Denjoy domains of the Widom type are represented by the conformal mappings on the comb domains, where (1.4) should be substituted with a stronger condition (1.9). According to the uniformization theorem there exists an analytic function Λ(z) on the upper half plane C + that sets a one to one correspondence between the domain Ω and the factor of C + under the action of a discrete group Γ ⊂ SL 2 (R), that is, Λ(z) ∈ Ω, and for every λ ∈ Ω there exists z ∈ C + such that Λ(z) = λ. Moreover,
and Λ(z 1 ) = Λ(z 2 ) implies that there exists γ ∈ Γ such that z 1 = γ(z 2 ). In terms of the universal covering the Green function G(λ, λ * ) admits the following representation. Let us fix z * such that Λ(z * ) = λ * . Consider 2 10) where C 1 Γ = 1 and for all γ = 1 Γ
For this reason g(z, z * ) is called the (complex) Green function of the group Γ, see [16] . Combining (1.6) and (1.11), we get
From here we see that the critical points {µ λ * ,k } k =0 of the Green function G(λ, λ * ) are images of the zeros of g ′ (z, z * ) under Λ. Then Widom condition (1.8) can be written in terms of g(z, z * ) as follows 13) where c z * ,k are zeros of g ′ (z, z * ) in the fundamental domain if Γ, which is the Blaschke condition on all the zeros of g ′ (z, z * ) in the upper half plane. By Γ * we denote the group of the unimodular characters of Γ, that is, the functions
Note g(z, z * ) is an example of the character automorphic function, that is, there exists
Passing by a linear fractional transformation from the unit disk D to the upper half plane C + , we introduce the classical Hardy space H 2 of holomorphic functions on C + , with the norm
(1.14)
Definition 1.4. For a fixed character α ∈ Γ * we define
The following statement is the Pommerenke version [16] of the Widom theorem (recall, in this paper we discuss only Denjoy domains). (ii) The derivative g ′ (z, z * ) of the Green function is a function of bounded characteristic in C + (a ratio of two bounded holomorphic functions) (iii) Widom condition (1.8) (equivalently (1.13)) holds.
Let now H 2 be the standard Hardy space in the upper half plane, that is,
Definition 1.6. For a fixed character α ∈ Γ * we introduce
We express a similar property of non triviality of all H 2 (α) spaces in terms of the Martin function M (λ) in Ω (associated to the infinity).
To be more precise, by M (λ), λ ∈ Ω, we denote the symmetric Martin function with respect to the infinity, see e.g. [12, 6, 4] , and the references therein. That is, M (λ) is a positive harmonic in Ω function, continuous up to the boundary with the only exception at the infinity and vanishing at every finite point of the boundary. Symmetry means that
Such a function is unique up to a positive constant factor. It also admits a SchwarzChristoffel type representation. 
Then for λ ∈ C + and a fixed normalization point λ * ∈ (a 0 , µ 0 )
and M (λ) = Im θ(λ).
Note that θ(λ) also generates a conformal mapping of the upper half plane on a special comb domain [6] . It can be extended to Ω as an (additive) character automorphic function. This can be described in terms of the uniformization: We point out that in condition (B) iη belongs to the upper half plane of the domain C\E, whereas in condition (b 1 ) iy is in the universal cover. It appears that the equivalence of the Akhiezer-Levin condition (B) and property (b), proved in Section 4.2 below, is a new result.
Remark 1.11. Pommerenke's proof of implication (iii) to (ii) in Theorem 1.5 is based on an exhaustion of the given domain Ω by subdomains Ω ǫ : connected components of the set {λ : G(λ, λ * ) > ǫ}, containing λ * . It is highly important in the proof that such domains are finitely connected. To follow this line in our proof and to keep under control the critical points of the Martin function one has to make a similar exhaustion generated by the sets
But the simplest example
shows that the corresponding domains Ω ǫ remain possibly infinitely connected for all sufficiently small ǫ. Thus, another kind of approximation of the given domain is needed, respectively the proof should be essentially reorganised.
In this paper we choose the approximation of the group Γ by its finitely generated subgroups. The corresponding construction is discussed in Section 2. In Section 3 we partially reprove Pommerenke Theorem 1.5 (equivalence of (ii) and (iii)) using this approach. In this part, it is an essential simplification of his original construction.
Note, though, that we are restricted in our setting to Denjoy domains only, while Pommerenke's proof is valid for arbitrary Riemann surfaces. Subsection 4.1 describes the Martin functions m(z) that possess property (b) (equivalently (b 1 ) of (1.17), by Proposition 4.1). In Section 4.2 we prove that condition (b 1 ) and Akhiezer-Levin condition (B) are equivalent. Finally, in Section 5 we prove our main Theorem 1.8. The proof is broken into several steps, each one corresponds to a certain implication between assertions (i)-(iii). For the reader's convenience in the Appendix we give proofs of the Carathéodory and Frostman theorems, that were essential components of the original Pommernke's proof [16] (given there as references).
Preliminaries
The Blaschke condition on a set {z k } for the upper half plane can be written as
where z is an arbitrary fixed point in the upper half plane. The convergence in (2.1) is uniform in z on compact subsets of the open upper half plane, since
is continuous and, therefore, is bounded when z and z are in a compact subset of the open upper half plane and w is in the closed lower half plane (including infinity). Hence, the corresponding Blaschke product
converges uniformly on the compact subsets of C + , where constants C k are chosen to make the factors positive at one point of the upper half plane. Since Γ is of convergent type, the Blaschke condition holds for the orbit of an arbitrary point z * in the upper half plane
Hence, g(z, z * ) is well defined by this formula
and the convergence is uniform on the compact subsets of C + . Equivalently, g(z, z * ) can be defined as
For the logarithmic derivative of g(z, z * ) we get
From here we see that
The convergence in (2.6) is absolute and uniform on compact subsets of C + due to the uniform convergence in (2.2), see also (2.3), (2.4). We consider domain F that is obtained from the universal covering space C + by removing countably (or finitely) many semi-disks with real centers. We choose one of them to be of radius 1 with center at 0 and we label it with index 0. The universal covering map carries F conformally onto the upper half plane in C \ E. The semi-circles are mapped onto the gaps, the real part of the boundary of F is mapped onto E. The fundamental domain of the group Γ can be obtained by taking the union of F with its reflection about the 0-th semi-circle. We also mention here that generators of the group Γ are the compositions of this reflection with the reflections about the other boundary semi-circles of F.
We consider domain F n that is obtained from F by keeping a finite number of the semi-circles and replacing the others with their diameters on the real line. We have that
Group Γ n is generated by the compositions of pairs of the reflections about the boundary semi-circles of F n . Γ n is a subgroup of Γ and
We consider the complex Green function for Γ n similar to the one for Γ with the same
g n is a divisor of g. Therefore,
We also mention here that
Again, the convergence is absolute and uniform on the compact subsets of C + , since this is true even for the whole group Γ (see (2.6)).
Lemma 2.1. As n goes to ∞, g n (z, z * ) converges to g(z, z * ) uniformly on the compact subsets in C + and g ′ n (z, z * ) converges to g ′ (z, z * ) uniformly on the compact subsets in
on the k-th semicircle and c z * ,k be the zero of
Proof. The uniform convergence of g n (z, z * ) follows from the convergent type of Γ (see (2.2), (2.3)). the uniform convergence of g ′ n (z, z * ) follows from the uniform convergence of g n (z, z * ) (by local Cauchy integral formula). The convergence of c (n) z * ,k follows from the regularity of E and from the uniform convergence of g ′ n (z, z * ), by the Rouche's Theorem. The last assertion is obtained by combining the uniform convergence of g n (z, z * ) with the convergence of c (n) z * ,k .
Pommerenke Theorem
Theorem 3.1. Let c z * ,k be the zeros of g ′ (z, z * ), one on each semicircle on the boundary of F, except for the 0-th one. Assume that they satisfy the Widom condition (1.13)
of bounded characteristic, that is, it is a ratio of two bounded analytic functions.
Proof. Let B k be the Blaschke product over the orbit of c z * ,k , k = 0
where |d γ | = 1 are chosen so that the factors in B k are positive at z * . It converges since Γ is of the convergent type. We now consider
This product converges due to assumption (3.1). Moreover, it converges uniformly on the compact subsets of C + .
The goal here is to prove that
is a bounded analytic function on C + . Then g ′ (z, z * ) will be the ratio of the following two bounded analytic functions
.
More precisely, we will prove that
It turns out that it is easier to prove even a stronger inequality
It is easier because of the automorphic property of the latter function. Note that the series in (3.3) converges to a function continuous on C + for any group Γ of convergent type. So, we are going to prove that
is holomorphic on C + . Therefore, its absolute value is a subharmonic function on C + . Hence f(z) is a subharmonic function, which is automorphic with respect to Γ.
We consider first the finitely generated approximation described in Section 2. Let Ω n be the Denjoy domain corresponding to the subgroup Γ n , Λ n :
if k-th semicircle is a part of the boundary of F n , and let B (n)
We are going to prove this approximative version of (3.4)
The advantage of the series in (3.5) over the series in (3.4) is that it converges also on the boundary of the domain F n and that the sum in (3.5) is continuous on F n and up to the boundary, since Γ n is finitely generated. The same is true for the fundamental domain of Γ n , which is the union of F n and the reflection of F n about the 0-th semicircle. Due to the automorphic property of f n (z), it possesses the representation
where F n (λ) is still subharmonic in Ω n and continuous up to the boundary of the domain. Therefore, its maximum is attained on the boundary of Ω n . Thus, going back to the function f n (z), we get that its maximum is attended on the part of the boundary of the fundamental domain that lies on the real axis. Recall that on the boundary of the fundamental domain of Γ n all series below converge to continuous functions. Therefore, for real z on the boundary of the fundamental domain of Γ n we have, by (2.8),
Here we used the fact that γ(z) is real for every real z and that γ ′ (z) is positive for every real z. Therefore, for eery real z on the boundary of the fundamental domain
Hence, (3.5) follows. Thus we have this approximative version of (3.3)
Now we want to pass to the limit in (3.8) for arbitrary fixed z ∈ C + as n goes to infinity. By Lemma 2.1, g ′ n (z, z * ) converges to g ′ (z, z * ). The sum over Γ n converges to the sum over Γ. It remains to show that |B (n) (z)| converges to |B(z)|. Note that |B
The first inequality holds since g n is a divisor of g, the second does since c z * ,k is the point of minimum of |g| on the k-th semi-circle. By assumption (3.1) the product k =0 |g(c z * ,k , z * )| converges (that is greater than 0). Then, by the Dominated Convergence theorem 3 ,
There exists a subsequence n j such that B (n j ) (z) converges for all z ∈ C + . Let
Pick and hold any z ∈ C + . Then, by the Fatou's lemma 4 ,
Since (3.9) holds for every subsequential limit B(z) of B (n) (z), we get
Thus, we get (3.3) and, therefore, (3.2).
Remark 3.2. Since the function
is bounded, it can be written as
where I is an inner function and O 2 is a bounded outer function. Moreover, I is a singular inner function, since the left hand side does not have zeros in C + . Therefore,
where O 1 (z) = 1 (z−z * ) 2 is also a bounded outer function. Thus,
where
is a ratio of two bounded outer functions. 
is outer. That is, I(z) = 1.
Lemma 3.4. Let x ∈ R. Assume that nontangential limit g(x, z * ) exists and that |g(x, z * )| = 1. Assume also that the nontangential limit g ′ (x, z * ) exists and is finite. Then
Hence, in our case (g is a Blaschke product, g ′ is of bounded characteristic) (3.11) holds almost everywhere on R.
Proof. This lemma is Corollary 6.6 of the Appendix with w = g(z, z * ), which is a product of these Blaschke factors
(3.11) follows since in this case
Lemma 3.5. For every z ∈ C + the following inequality holds
(3.12)
Proof. Since
We enumerate the elements of the group Γ, Γ = {γ k }, and consider functions u n (z) defined by the finite sums
From here we see that u n is a subharmonic function since
Also log u n (z) is subharmonic, since
which is nonnegative by the Cauchy-Schwarz inequality. Therefore,
We now pass to the limit in this inequality. Since all integrands here have the lower summable bound log 1 |x−z * | 2 ≥ log 1 (Im z * ) 2 , the Monotone Convergence Theorem applies and we get (3.12).
Proof of Theorem 3.3. It follows from
(3.13)
We used here only one of the factors of g(z, z * ) in every term. Now, by Lemmas 3.4 and 3.5,
On the other hand
since O is a ratio of two bounded outer functions. Thus,
(3.14)
Combining (3.14) and (3.13), we get
That is, in view of (3.10),
The latter implies that I(z) = 1.
4 Conditions (b) and (B) in Theorem 1.8.
Martin Function with a pure point measure
Recall that (see (1.15), (1.16)) M (λ) = Im θ(λ), λ ∈ Ω and that m(z) = θ(Λ(z)). Thus,
m(z) is a single-valued holomorphic function defined in C + , additively character automorphic with respect to Γ. Im m(z) ≥ 0 for all z ∈ C + . Therefore, m(z) admits a Riesz-Herglotz representation
where a ≥ 0, b is real and σ is a singular measure on R with
Let us mention that e iℓm(z) is a singular inner character automorphic function, for all ℓ > 0.
We observe (see, e.g. [20] ) that for Martin functions in Denjoy domains there are two options: either a > 0 (that is, (b 1 ) of (1.17) holds) and σ is a pure point measure (that is, (b) of Theorem 1.8 holds), supported by orbits of ∞ and 0; or a = 0 (that is, (b 1 ) of (1.17) fails) and σ is a continuous singular measure (that is, (b) of Theorem 1.8 fails). For further references we state it as We point out that the orbits {γ(0)} γ∈Γ and {γ(∞)} γ∈Γ cannot intersect due to the structure of the generators of the group Γ.
We start with a singular function supported by the orbit of ∞,
where 
Respectively,
4)
and
we have γ(∞) = γ 11 /γ 21 . Note that for every γ ∈ Γ, γ 11 = 0 (since ∞ is not carried to 0) and γ 22 = 0 (since 0 is not carried to ∞); also for γ = 1, γ 12 = 0 (since 0 is not a fixed point) and γ 21 = 0 (since ∞ is not a fixed point). So, let m + (z) be defined by (4.1)
(4.6) Let γ ∈ Γ, then m + (γ(z)) is the same as m + (z) up to a real additive constant. Let γ = 1 Γ . We substitute γ(z) instead of z in (4.6) and we consider the term with γ = γ. We have 1
Since the coefficient of z in m(γ(z)) must be equal to 1, we get (4.3); then (4.4) follows from (4.2). Thus, we can write
Since γ ∈ SL 2 (R), we have
Then we can further rewrite
where c(1 Γ ) = 0 and for
Actually, since
we get from (4.7) and (4.8) that
That is, we get (4.5). The fact that the function m + (z) is additively character automorphic follows directly from the representation (4.5).
The convergence in (4.5) is absolute and uniform as long as z is bounded away from the orbit of ∞. We also see that
the convergence here is also absolute and uniform as long as z is bounded away from the orbit of ∞. By (4.5), we get 
This is a reflection about the unit circle. Also τ :
is an automorphism (one-to-one and onto) of Γ. In the matrix form this automorphism reads as follows
Proof. Lemma follows from the observation that every generator of the group Γ is a composition of two reflections about the boundary semicircles of F.
In view of this lemma, we may continue (4.10) (compare with (4.9)) as
Therefore,
This function also admits representation of type (4.1)
(4.14)
The corresponding convergence condition reads as follows 
In this case the symmetric Martin function of the group Γ is given by
Moreover,
Proof. We consider
The meaning of γ is explained in (4.11) -(4.13). By looking at the first columns of those matrices, we can conclude that one of the four convergence conditions below imply the others 
Proof. Completely parallel to the proof of Lemma 2.1.
Akhiezer -Levin condition
In this subsection we prove Theorem 4.6. Properties (B) of Theorem 1.8 and (b 1 ) of (1.17) are equivalent.
We start with the following lemma.
Lemma 4.7. Let u(z) be a function with positive imaginary part on the upper half plane. We assume that u is not a real constant. Let
Let also 1 − |w(ζ)| 2 1 − |ζ| 2 < ∞.
In this case
The backwards computation gives
(4.23)
The limit w(ζ) = 1.
Further,
Conversely, let lim ζ>0,ζ→1
w(ζ) = 1 and lim
d > 0, since w is not a unimodular constant (since u is not a real constant). Then, by the Julia Theorem (see Theorem 6.1 in Appendix),
Combining Lemma 4.7 and the Carathéodory-Julia theorem (Theorem 6.1 in Appendix) we get Corollary 4.8. Assume that u(z) is not a real constant, then the following are equivalent
When these conditions hold, we have
Function u is a real constant if and only if
Proof. Note first that, in view of formulas (4.22) and (4.23), (1) and (2) are equivalent, respectively, to
By Lemma 4.7, (3) is equivalent to (2') and, therefore (3) and (2) are equivalent. (2) obviously implies (1) . It remains to show that (1) implies (2), equivalently, that (1') implies (2'). By Theorem 6.1, the second part of (1') implies the second part of (2'). Also (1') implies (6.1) of Theorem 6.1 with w 0 = 1. Hence, w 0 = 1 is the limit of w(ζ) as ζ, |ζ| < 1, approaches t 0 = 1 nontangentially.
Proof of Theorem 4.6. 
as z goes to ∞ along Λ −1 ({iη, η > 0}). We also have from ( 
which is not the case. Therefore, a + > 0. Now we can write
Hence, 1
5 Proof of the main theorem (Theorem 1.8)
In this section we will use restatement of condition (A) in terms of the universal cover
where c k are the zeros of m ′ (z) (one on each boundary semicircle of F). This is the Blaschke condition on all the zeros of m ′ (z) in the upper half plane (orbits of c k under the action of the group Γ). Proof. Let B k be the Blaschke product over the orbit of c k
Proof of the implication (ii) ⇒ (iii)
By
Proof of the implication (iii) ⇒ (ii)
where |d γ | = 1 are chosen so that the factors in B k are positive at z * . It converges since Γ is of convergent type. We now consider
This product converges due to the assumption (5.1). Moreover, it converges uniformly on compact subsets of C + . Our goal is to prove that
It turns out that it is easier to prove even stronger inequality
Easier because of the automorphic property of the latter function. Recall here that the series in (5.3) converges to a function continuous on C + , due to the assumption (B) of Theorem 1.8 (equivalently (b 1 ) of ( 1.17) ). In other words we will prove that
are holomorphic on C + . Therefore, their absolute values are subharmonic functions on C + . Hence, the sum in (5.4) is a subharmonic function. Also the sum is automorphic with respect to Γ. We consider first the finitely generated approximation described in Section 2. Recall that
k be the zero of m ′ n (z) on the k-th semicircle. Let B (n) k be the Blaschke product over the orbit of c
if k-th semicircle is a part of the boundary of F n , and B (n) k (z) = 1 otherwise. We now consider
We are going to prove this approximative version of (5.4)
Advantage of the function in (5.5) over the function in (5.4) is that the series in (5.5) converges in F n and also on the boundary of F n to a function continuous on F n and up to the boundary of F n (including infinity), since Γ n is finitely generated. The same is true for the fundamental domain of Γ n , which is the union of F n and the reflection of F n about the 0-th semicircle. Similar to what we did in Section 3, we define a subharmonic function
The function F n (λ) is continuous in Ω n = C \E n and also up to E n . By subharmonicity, it attains its maximum on the boundary of Ω n . Thus, the maximum of f n (z) is attained on the part of the boundary of the fundamental domain that lies on the real axis.
Recall that on the boundary of the fundamental domain all the series below converge to continuous functions. Therefore, for real z on the boundary of the fundamental domain of Γ n we have, by (4.18), (4.17), (4.1) and (4.14), that
Here we used the fact that γ(z) is real for real z and that γ ′ (z) is positive for real z. Hence, (5.5) follows, which is the approximative version of (5.4). Now we want to pass to the limit in (5.5) for arbitrary fixed z ∈ C + as n goes to infinity. By Lemma 4.5, m ′ n (z) converges to m ′ (z). The sum over Γ n converges to the sum over Γ. It remains to show that |B (n) (z)| converges to |B(z)|. Note that |B 
converges (that is, it is greater than 0). Then, by the Dominated Convergence theorem 5 ,
5 This case reduces to the standard Dominated Convergence by applying (− log) to the products.
Fix any z ∈ C + . Then by Fatou's lemma 6 ,
Thus we get (5.3) and, therefore, (5.2). Since (5.6) holds for every subsequential limit 
where I(z) is an inner function and O is a bounded outer function. Moreover, I(z) is a singular inner function, since the left hand side does not have zeros in C + . Therefore,
The following facts are used to prove Theorem 5.4.
6 Same explanation as in the previous footnote. 
Hence, in our case (m is a pure point and m ′ is of bounded characteristic) (5.8) holds almost everywhere on R.
Lemma 5.6. For every z ∈ C + the following inequality holds
We consider functions
which is nonnegative by Cauchy-Schwarz inequality. Therefore,
We now pass to the limit in this inequality. Since all integrands are nonnegative, the Monotone Convergence Theorem applies and we get (5.9).
Proof of Theorem 5.4. By (4.18), for z ∈ C + we have
Now, by Lemmas 5.5 and 5.6,
On the other hand (see (5.7))
since O is a bounded outer function. Thus,
Combining (5.11) with (5.10) and (5.7), we get
That is,
Proof of the implication (i) ⇒ (iii)
Let H 2 (α) be non trivial for all α ∈ Γ * . Then H 2 (α) is non trivial for all α, that is, the Widom condition holds
This in turn implies (A) of condition (iii) in Theorem 1.8, since if µ λ * is the critical point of G(λ, λ * ) in the k-th gap and µ is any point in this gap, then
Now, since the Widom condition holds, Γ acts on R dissipatively, that is, there exists a measurable fundamental set E ⊂ R. Let f be a non trivial function from H 2 (α). Then
the latter equality is due to Fubini's theorem. Therefore,
almost everywhere on E. Since f = 0 (almost everywhere) we have γ∈Γ γ ′ (x) < ∞ for a.e. x ∈ E.
We fix one such x, then for z 0 = x + i we obtain γ∈Γ |γ ′ (z 0 )| < ∞.
By the Harnack inequality we have (4.16). By Proposition 4.4, (b) holds and it is equivalent to condition (B) of Theorem 1.8. We denote by α φ the character associated to this function. Proof. We first show that H 2 (α) ⊆ φH 2 (α −1 φ α). If f ∈ H 2 (α), then h = f /φ is of Smirnov class. Recall that E is the fundamental measurable set for the action of Γ on R. In view of (5.14), we have
Proof of the implication (ii) ⇒ (i)
Then, by the Smirnov maximum principle, h ∈ H 2 , and, therefore, h ∈ H 2 (α −1 φ α). The converse inclusion is proved the same way. Proof. This is a straightforward combination of Lemma 5.7 and Proposition 5.8. Frostman, [7] ). Let w, w n be analytic functions on the upper half plane bounded in modulus by 1. Let x ∈ R. Let w(x), w n (x), w ′ (x) and w ′ n (x) be the nontangential boundary values. Assume that |w(x)| = 1, |w n (x)| = 1 and that w ′ (x) and w ′ n (x) are finite. Assume also that w n converge to w for every z ∈ C + and that |w n (z)| ≥ |w(z)| for every z ∈ C + . Then |w ′ (x)| = lim |w ′ n (x)|. Corollary 6.6 (Frostman, [7] ). Let w be a Blaschke product on the upper half plane
Let x ∈ R. Assume that w(x) exists and |w(x)| = 1. Assume that w ′ (x) exists and that it is finite. Then
Proof. Let w n be the finite Blaschke product
Observe that (compare to Theorem 6.4) |B k (x)| = 1, and
Same is true for w n at point x. Therefore, we get
Since w n is a divisor of w the following inequality holds |w n (z)| ≥ |w(z)| for every z ∈ C + . Also w n (z) converge to w(z) for every z ∈ C + . Thus, we are in the situation of Theorem 6.5. Therefore, Recall that by (4.18)
Let x ∈ R. Assume that the nontangential limit m(x) exists and is real. Assume that the angular derivative m ′ (x) exists and is finite. Then
Proof. Consider the following inner function w(z) = e im(z) .
Observe that w ′ (z) w(z) = im ′ (z).
Then, due to our assumptions, w(x) exists and |w(x)| = 1, w ′ (x) exists and is finite. Consider
and the corresponding inner function w n (z) = e imn(z) .
Now we are in the situation of Theorem 6.5. Therefore,
