We study the existence and properties of solutions and free boundaries of the onephase Stefan problem with fractional diffusion posed in R N . The equation for the enthalpy h reads ∂th + (−∆) s Φ(h) = 0 where the temperature u := Φ(h) := max{h − L, 0} is defined for some constant L > 0 called the latent heat, and (−∆) s is the fractional Laplacian with exponent s ∈ (0, 1). We prove the existence of a continuous and bounded selfsimilar solution of the form h(x, t) = H(x t −1/(2s) ) which exhibits a free boundary at the change-of-phase level h(x, t) = L located at x(t) = ξ0t 1/(2s) for some ξ0 > 0. We also provide well-posedness and basic properties of very weak solutions for general bounded data h0. The temperatures u of these solutions are continuous functions that have finite speed of propagation, with possible free boundaries. We obtain estimates on the growth in time of the support of u for solutions with compactly supported initial temperatures. We also show the property of conservation of positivity for u so that the support never recedes. On the contrary, the enthalpy h has infinite speed of propagation and we obtain precise estimates on the tail. The limits L → 0 + , L → +∞, s → 0 + and s → 1 − are also explored, and we find interesting connections with well-studied diffusion problems. Finally, we propose convergent monotone finite-difference schemes and include numerical experiments aimed at illustrating some of the obtained theoretical results, as well as other interesting phenomena.
Introduction
In this paper we study existence and properties of solutions of the one-phase Stefan problem with fractional diffusion posed in R N . In terms of the enthalpy variable, we look for a bounded function h = h(x, t) which solves the following Fractional Stefan Problem (FSP):
where Φ(h(x, t)) := (h(x, t) − L) + = max{h(x, t) − L, 0} =: u(x, t) is the temperature, L > 0 is constant, N ≥ 1, and T > 0 is arbitrary. The nonnegative operator (−∆) s denotes the fractional Laplacian acting on the space variables, with parameter s ∈ (0, 1), defined by (−∆) s ψ(x) := c N,s P.V.ˆR N \{x} ψ(x) − ψ(y) |x − y| N +2s dy for some positive normalizing constant c N,s > 0, cf. [39, 47] . Sometimes, it is convenient to write Problem (P) in terms of both variables as
Then we can talk about a solution pair (h, u), where the enthalpy h and the temperature u are always related through u = Φ(h) = (h − L) + . The main feature of the paper is the existence of a free boundary, separating the region in space-time where u > 0, i.e., h > L, from the space-time region where u = 0 and h < L. The name interphase is also used.
Actually, the constant L > 0, called the latent heat in the Stefan literature, makes the equation very degenerate for h < L; also, inverting Φ we may write h = β(u) where β is a multivalued graph at u = 0. These facts are quite important in the present study. Indeed, it clearly separates this work from the studies on the fractional porous medium equation ∂ t h + (−∆) s h m = 0 with m > 1, where the nonlinearity is a strictly increasing function, cf. [25, 26, 49] .
We recall that when s = 1 we recover the (One-Phase) Classical Stefan Problem (CSP for short) which has been thoroughly studied, cf. the papers [38, 33, 31, 14, 13, 51, 4, 41] and the books [40, 43, 34, 37] among the extensive literature. In that sense we may say that (P) is a natural candidate to be the One-Phase Fractional Stefan Problem. In contrast with the CSP, our fractional model involves long-range interactions of fractional Laplace type, which represent nonlocal diffusions related to Lévy flights in the probabilistic description.
In the classical problem s = 1, the level h = L is called the phase-change level, and we will keep that denomination for our problem. It is usually said in the CSP studies that {u > 0} denotes the water phase (or hot region) and {h < L} the ice phase (or cold region), and that language will also be kept here for intuition. As we have said, the separation between the two regions is called the free boundary. We would like to prove existence of this object and establish its mathematical properties. In particular, proving that the free boundary is a surface in space-time is a difficult part of the problem.
Outline of results. Let us now give an idea about the contents: After establishing existence, uniqueness and temperature continuity of a suitable class of very weak solutions (cf. Section 2 and Appendix A), we want to examine the relevant properties of these solutions. One of the main features of the CSP is the property of finite propagation, whereby compactly supported temperature initial data u 0 := (h 0 − L) + produce temperature solutions with the same property for any positive time. In formulas:
for a finite (and increasing) function R 1 (even more, here R 1 (t) will be globally bounded in t, but that requirement is not essential and depends on the initial setting). This gives rise to the existence of a free boundary or interphase where ice and water separate. We establish the finite propagation property and existence of a free boundary for our problem FSP in terms of the temperature variable u in Section 4. This property is shared by other diffusion problems involving local operators, like the Porous Medium Equation ∂ t h − ∆h m = 0 , m > 1 [48] , but it does not hold for the Fractional Porous Medium ∂ t h + (−∆) s h m = 0 for any m > 0, nor its generalizations, see e.g. [26, 49] , due to the nonlocality of the fractional operator.
A preliminary tool in the proof of finite propagation is the construction of a special 1-D selfsimilar solution (SSS) of the form h(x, t) = H(xt −1/(2s) ) exhibiting a change of phase and its corresponding free boundary. This important solution is thoroughly studied in Section 3. We show that the profile function H is continuous and bounded and keeps the initial L ∞ bounds in time. The free boundary of u(x, t) takes the form of the curve
for all t ∈ (0, T ), and some finite ξ 0 > 0. Therefore, we obtain superdiffusions for all 0 < s < 1, since the time exponent is γ := 1/(2s) > 1/2. Note that γ = 1/2 is the Brownian scaling of the heat equation and the CSP. The case of linear interphase propagation happens for s = 1/2, a case that turns out to be critical for some of the results. It is worth to remark that H turns out to be continuous in the whole space, and thus, it does not exhibit a discontinuity at the interphase point ξ 0 . This is a surprising property that is not shared with any other local or nonlocal Stefan problem previously studied in the literature. Generally, even in the nonlocal case, one can only prove that U := (H − L) + is continuous (as shown in [5] ).
Moreover, in Section 4 we will also prove infinite propagation for the enthalpy h of the FSP (P)-(IC), a property which is false for the CSP. Finally, in Section 5 we will prove conservation of the positivity region of the temperature, an important fact in the qualitative analysis of the solutions that ensures that the free boundary of a general solution does not shrink in time.
Important limit cases are examined in Section 6. Indeed, the temperature of the solution of our FSP is, on one hand, bounded above by the solutions of the linear fractional heat equation posed in the whole space with the same initial temperature data, and it is well-known that for the latter infinite propagation holds. On the other hand, the temperature of our FSP is bounded below by the solutions of the Dirichlet problem for the fractional heat equation posed in a bounded domain contained in the support of the initial temperature. These two problems serve as comparison on both sides, and both can be obtained from the FSP by letting the latent heat L go to 0 + or to +∞ respectively. The limits s → 0 + and s → 1 − are also considered in Section 7; in this way, we show that the FSP connects an ODE type equation for s = 0 with the Classical Stefan Problem for s = 1.
In Section 8 we prove some large time asymptotic results showing cases of convergence to the SSS we have constructed. Section 9 is devoted to a numerical study of the FSP. First we propose convergent monotone finite-difference schemes and later we include numerical experiments that illustrate some of the obtained theoretical results, as well as other interesting phenomena. In Section 10, we include some relevant comments and open problems. Finally, two Appendices contain statements and proofs of basic material or technical results.
Some related works. Fractional Stefan problems are scarcely mentioned in the mathematical literature. The first reference to our model seems to be the work [5] by Athanasopoulos and Caffarelli where they prove that u = Φ(h) ∈ C(R N × (0, T )) as long as h 0 ∈ L ∞ (R N ).
Nonlocal models of Stefan-type which take into account mid-range interactions are studied in [11, 19, 15, 22] . Of particular interest in our context is [11] , where the equation involves convolution type operators: ∂ t h = J * u − u and u = (h − 1) + . Here the interaction kernel J is assumed to be continuous, compactly supported, radially symmetric, and with´R N J(x) dx = 1. In contrast, our fractional model involves long-range interactions of the typical fractional Laplacian type, which are related to Lévy flights. This difference strongly affects the behaviour of solutions, so that we may say that the theories are different. We will comment in Section 10 on the differences and similarities with our problem.
In the applied literature there are a number of references to models derived from the classical Stefan problem by introducing Caputo or Riemann-Liouville fractional derivatives in time, and in some cases also in space and/or the transmission conditions at the interphase. See for instance [50] and references. We are not dealing with such kind of fractional derivatives, which lead to quite different models and results.
Remark 1.1. There is a simple modification of the formulation that will make some calculations much easier. We explain it here to avoid possible confusions. Namely, if we define the "modified enthalpy" as h = h − L, the relation temperature-enthalpy simplifies into u = h + = max{h, 0}, and the equation reads: ∂ t h + (−∆) s h + = 0. So no generality is lost in assuming that L = 0 and that the negative enthalpies, h < 0, define the ice region. Of course, the initial datum is also changed.
We want our solutions to be nonnegative functions or at least bounded from below. Note that any bound from below h ≥ −K becomes h ≥ −K − L := −L 1 . There is another simple alternative that may be useful. By putting h 1 = h + K, which is the enthalpy above the minimum level, letting u 1 = u, and considering the problem for (h 1 , u 1 ) with L 1 = L + K, this is equivalent to asking for nonnegative enthalpies h 1 ≥ 0, and the equation stays the same with a new nonlinearity: u 1 = (h 1 − L 1 ) + . These remarks will be used in what follows.
Notation and conventions.
For two functions f, g, the notation f g, f g, and f ∼ g mean that there exist constants C > 0 such that f ≤ Cg, f ≥ Cg, and f = Cg. The notation f g then simply means that f g and f g. A modulus of continuity Λ is such that Λ(λ) → 0 as λ → 0 + . A number of functional spaces appear with usual notations. We just note that C b (Ω) denotes the space of continuous and bounded functions defined in Ω.
In all the paper s ∈ (0, 1) is the order of the fractional Laplacian, N ≥ 1 is the spatial dimension (in some sections restricted to N = 1), and the latent heat L is a positive constant, unless we state it explicitly otherwise in some proofs using the translation trick.
Definitions and well-posedness results
We will work in the framework of very weak (or distributional) solutions. The definition of distributional solutions is rather standard. It has been extensively studied in [28, 27] for a more general family of problems including (P)-(IC).
We will prove the following well-posedness result of bounded very weak solutions of (P)-(IC), as well as the main properties:
Theorem 2.3 (Well-posedness of bounded solutions). Given h 0 ∈ L ∞ (R N ), there exists a unique very weak solution h ∈ L ∞ (Q T ) of (P)-(IC) with h 0 as initial data. Moreover, given two very weak solutions h,ĥ ∈ L ∞ (Q T ) with initial data h 0 ,ĥ 0 ∈ L ∞ (R N ), they have the following properties:
where Λ is a modulus of continuity depending on K and h 0 (· + ξ) − h 0 L 1 (R N ) .
Uniqueness of bounded very weak solutions of (P)-(IC) is established in [36] , where Φ can be any nondecreasing locally Lipschitz function.
The proof of existence and properties (a)-(e) is delayed to Appendix A, where they are contained in Theorem A.1. We proceed in this way in order to concentrate immediately on the existence of free boundaries and propagation properties.
We will also use a basic regularity result valid for our class of solutions, taken from [5] . 
For the reader's convenience we explain at the end of Appendix A how the result [5] is applied to our solutions.
Selfsimilar solutions
The Fractional Stefan Problem (P) is invariant under certain space-time scalings. Choosing appropriate initial data, we will get selfsimilar solutions of the form
with suitable selfsimilarity constants α and β, and profile function H(ξ), ξ = x t −β . It is a well-known fact that a good understanding of this kind of solutions will also allow us to better understand many relevant properties of general solutions for many classes of nonlinear evolution problems, see the classical book [6] . In the case of the Classical Stefan Problem a prominent role in the theory is played by the existence of a selfsimilar solution in one space dimension N = 1 with exponents α = 0 and β = 1/2.
In the case of (P)-(IC), it is immediate from the equation that the acceptable choice of β is 1/(2s). Here, we will also accept the second choice α = 0 which means conservation of L ∞ bounds. The following result describes existence and properties of the selfsimilar profile for the fractional version. It points to the main differences and similarities between the classical and fractional setting. One of the common main properties is the existence of a finite free boundary.
Theorem 3.1 (Properties of the selfsimilar profile in R). Assume N = 1, and P 1 , P 2 > 0. Consider the initial data
and let h ∈ L ∞ (Q T ) be the corresponding very weak solution of (P)-(IC). Then:
(a) (Profile) h and u are selfsimilar with formulas
where the selfsimilar profiles H and U = (H − L) + satisfy the 1-D nonlocal equation: (c) (Free boundary) There exists a unique finite ξ 0 > 0 such that H(ξ 0 ) = L. This means that the free boundary of the space-time solution h(x, t) at the level L is given by the curve
for all t ∈ (0, T ).
Moreover, ξ 0 > 0 depends only on s and the ratio P 2 /P 1 (but not on L). 
(g) (Fine behaviour at +∞) For all ξ > ξ 0 , we have H (ξ) < 0 and ξ ξ 0
If s ≤ 1/2 both integrals above are infinite.
Remark 3.2. Actually, the value of L is not relevant mathematically speaking. We could thus work with L = 0 as discussed in Remark 1.1. A particular consequence is that ξ 0 cannot depend on L, but just on s, P 1 and P 2 . Moreover, it only depends on s and the quotient P 2 /P 1 : Note that if L = 0, thenĥ := Kh is also a solution of (P)-(IC) with initial datâ h 0 (x) = Kh 0 (x). Thus the free boundary point ξ 0 coincides for h andĥ. Taking K = 1/P 1 we get thatĥ
showing the desired dependence on P 2 /P 1 .
The proof of Theorem 3.1 is one of the main topics of this paper, and it will be done step by step (not necessarily in the order stated), in a series of partial results distributed from Section 3.2 to Section 3.8.
3.1.
Results in several dimensions. It is easy to extend this selfsimilar solution to higher dimensions. Essentially, the multi-D selfsimilar solution is a constant extension of H in the new spatial variables.
Corollary 3.3 (Properties of the selfsimilar profile in R N ). Assume P 1 , P 2 > 0, x, ξ ∈ R, and x , ξ ∈ R N −1 . Let h 0 , h, H be as in Theorem 3.1, and consider the initial conditioñ h 0 ∈ L ∞ (R N ) given byh 0 (x, x ) := h 0 (x), i.e.,
and leth ∈ L ∞ (Q T ) be the corresponding very weak solution of (P)-(IC). Thenh andũ are selfsimilar and 
also produces a selfsimilar solution that is a translation and rotation of the selfsimilar solutioñ h described in Corollary 3.3.
3.2.
Preliminary facts on selfsimilarity. First we will establish some general properties of the selfsimilar profile in R N . Note that the equation has the following scaling invariance: 
and the choice b = a 2s shows identity (2.1) for h a . We also have, ess lim
which finishes the proof.
Once we know the selfsimilarity of the equation, choosing an appropriate initial data will provide us with a selfsimilar solution and a selfsimilar profile. Proof. We recall that given an initial data h 0 ∈ L ∞ (R N ), existence and uniqueness of h is given by Theorem 2.3.
By Lemma 3.5 we have that h(ax, a 2s x) is a very weak solution of (P)-(IC) with initial data h 0 (ax) for all a > 0. By the scaling property h 0 (ax) = h 0 (x) we thus get that h(ax, a 2s t) is a solution with data h 0 (x) for all a > 0. Uniqueness of very weak solutions implies that h(x, t) = h(ax, a 2s t) for all a > 0. In particular, by choosing a = t −1/(2s) we get the identity.
We can express the selfsimilar solution in terms of a profile satisfying a stationary equation. 
Remark 3.8. Note that, by Lemma 3.6, we can express the selfsimilar solution in terms of the profile as h(x, t) = H(xt −1/(2s) ).
Proof of Lemma 3.7. Let ξ = xt −1/(2s) . Formally, we have
. Similar computations can be done in distributional sense as in the proof of Lemma 3.5.
Note that the relation u(x, t) = (h(x, t) − L) + allows us to also define a selfsimilar profile for u. More precisely:
By combining (P') and (3.2), we obtain
The following result shows that whenever h and u (resp. H and U ) are regular enough in a localized area, the above equations are satisfied in the classical sense.
Lemma 3.9. Under the assumptions of Lemma 3.6, and, additionally,
In the same way, if H ∈ C 1 b (Λ) and U ∈ C Proof. Let (x, t) ∈ Λ. Then there exists r > 0 such that B r ((x, t)) ⊂⊂ Λ. Thus h ∈
As a consequence we get that ∂ t h(x, t) + (−∆) s u(x, t) = 0 for all (x, t) ∈ Λ. The results on H and U follow in a similar way.
3.3. Profile, boundedness and limits of selfsimilar solutions. As mentioned before, here and in the following sections, we restrict ourselves to the 1-D case. First we start by showing Theorem 3.1(a).
Lemma 3.10. Under the assumptions of Theorem 3.1, we have that H satisfies (SS1) and
Proof. Note that h 0 (ax) = h 0 (x) for all x ∈ R and all a > 0. Then the result follows from Lemma 3.6 and Lemma 3.7.
We prove now the first part of Theorem 3.1(b).
Lemma 3.11. Under the assumptions of Theorem 3.1, we have that
Proof. Note that L + P 1 and L − P 2 are stationary solutions of (P)-(IC).
Before proving that the limits of H as ξ → ±∞ are taken as stated in the second part of Theorem 3.1(b), we need to prove preliminary monotonicity results.
Under the assumptions of Theorem 3.1, we have that H is nonincreasing.
Proof. Consider the initial dataĥ 0 (x) := h 0 (x + a) for some a > 0 and the corresponding solutionĥ. Note that h 0 ≥ĥ 0 , and thus, by comparison (cf. Theorem 2.3(b)) h ≥ĥ. Note also that (P) is translationally invariant, and so h(x+a, t) =ĥ(x, t) for a.e. (x, t) ∈ R×(0, T ). We have then that h(x, t) ≥ h(x + a, t) for a.e. (x, t) ∈ R × (0, T ), which concludes that H is nonincreasing since a > 0 was arbitrary and the relation H(ξ) = h(ξ, 1) holds.
We are now ready to prove the second part of Theorem 3.1(b). Proof. By Lemma 3.11, we know that H is bounded from above and from below. By Lemma 3.12, H is monotone (nonincreasing as ξ → +∞ and nondecreasing as ξ → −∞), and this implies the existence of the limits:
In particular,
and thus, we have the following identity for all φ ∈ C ∞ c (R + ):
3.4. Strict monotonicity in the ice region and existence of a unique interphase point. In this section we will prove that there exists one and only one interphase point from water to ice regions (i.e. the first part of Theorem 3.1(c)), and that in the ice region the solution h is strictly decreasing (Theorem 3.1(d)).
We start by showing that the temperature function U is a continuous function.
Proof. Theorem 2.4 ensures that given a solution h ∈ L ∞ (R × (0, T )) of (P)-(IC) with initial
is continuous for t > 0. In particular, taking t = 1 we get that U is continuous in R. By Lemma 3.11 we also have that
For now, we know that H is nonincreasing in R (Lemma 3.12). However, we will be able to prove that H is strictly decreasing in the ice region (where the temperature is zero).
Lemma 3.15. Under the assumptions of Theorem 3.1, we have that H is strictly decreasing in the nonempty closed set
Proof. The set D is nonempty since lim ξ→+∞ H(ξ) = L − P 2 < L by Lemma 3.13. It is also closed since U is a continuous function by Lemma 3.14.
Assume by contradiction that H is not strictly decreasing in D. Then there exists two points
and also that U (ξ) = 0 for all ξ ∈ [ξ m , +∞). Since both H and U are regular in the set (ξ m , ξ M ) we can apply Lemma 3.9 and get that
Note that, additionally, H (ξ) = 0 for all ξ ∈ (ξ m , ξ M ). Now, we fixξ ∈ (ξ m , ξ M ) and use the previous identity to get:
Since U is nonnegative and continuous the above identity implies that U (ξ) = 0 for all ξ ∈ (−∞, ξ m ) and thus U ≡ 0 in R. In particular, we have that H(ξ) ≤ L for all ξ ∈ R, which is a contradiction with the fact that lim ξ→−∞ H(ξ) = L + P 1 > L.
We are now ready to prove the existence of a unique interphase point, and that this point lies in the half line [0, +∞). Moreover we will also get the strict monotonicity stated in Theorem 3.1(d) concluding the proof of that part of the theorem.
We will still be missing the fact that ξ 0 > 0, which will ensure that the free boundary of the selfsimilar solution advance as the time passes. This will require a more delicate study. Proof. First we will show that there exists a unique ξ 0 ∈ R such that H(ξ 0 ) = L. By Lemma 3.13 lim ξ→+∞ H(ξ) = L − P 2 < L and thus, there exists at least one point
Then, for all ξ < ξ 0 we have that U (ξ) > 0 and so H(ξ) > L. This implies that H is continuous in (−∞, ξ 0 ] since H(ξ) = U (ξ) + L there. We conclude then that H(ξ 0 ) = L.
With the above argument, we have also found that the set D from Lemma 3.15 is given by
By strict monotonicity of H in the set D we have also that H(ξ) = L only when ξ = ξ 0 . This shows the existence of a unique interphase point ξ 0 . Now we will prove that ξ 0 ≥ 0. Consider Figure 1 ). Then
Sinceĥ 0 (0) = L, the continuity of (H(ξ) − L) + gives H(0) ≥ L. On one hand, if H(0) > L, we have by monotonicity and continuity of H that ξ 0 > 0. On the other hand, if H(0) = L, we have by the uniqueness of the interphase point proved before that ξ 0 = 0. Thus, ξ 0 ≥ 0.
3.5.
Regularity in the ice and water regions. We already know that U is a continuous function, which together with the results in Section 3.4 implies that H is continuous in the water region, i.e. H ∈ C b ((−∞, ξ 0 ]). The regularity result in the water region can be improved as follows.
Proof. Let us examine the regularity of U in the water region (−∞, ξ 0 ), i.e., in terms of space-time variables, the regularity of u in the region P := {(x, t) : t > 0, −∞ < x < ξ 0 t 1/(2s) }. We localize around a point (x 0 , t 0 ) ∈ P and consider a small parabolic cylinder
where u is a continuous and bounded solution of ∂ t u + (−∆) s u = 0. Moreover, u is also bounded in R × (t 0 − τ, t 0 ). By Theorem 4.1 of [44] we conclude that u ∈ C α,α/(2s) x,t (Q 2 ) in a certain subcylinder Q 2 ⊂ Q 1 , with a fixed α > 0 and constants that do not depend on (x 0 , t 0 ) ∈ P as long as we are away from the free boundary x = ξ 0 t 1/(2s) . Thus, U is in C α ((−∞, ξ 0 )) uniformly away from ξ 0 . See also [16] . The improvement of regularity is obtained in Theorem 6.2 in [17] (see also Theorem 2.4 of [18] ) where it is proved that (for more general parabolic integro-differential operators) u is C 1,α in space for some universal α ∈ (0, 1) inside the same water region. This proves that
Next, we study regularity in the ice region I = (ξ 0 , +∞). It turns out to be better. Lemma 3.18 . Under the assumptions of Theorem 3.1, we have that H ∈ C ∞ ((ξ 0 , +∞)) and
Proof. By Lemma B.2 we have that (−∆) s U ∈ C ∞ ((ξ 0 , +∞)). The distributional identity (SS1) together with the mentioned regularity infer that ξH (ξ) is also a function and
Moreover, since both 1/ξ and (−∆) s U (ξ) are infinitely smooth in (ξ 0 , ∞) and also with bounded derivatives in [ξ, +∞), we get that H ∈ C ∞ ((ξ 0 , +∞)) and H ∈ C ∞ b ([ξ, +∞)). To prove part (b), we use Lemma B.2 to get that for ξ ξ 0 we have
This proves the second estimate in Theorem 3.1(g). Identity (3.3) follows from part (a).
The regularity at the interface ξ 0 is still missing here. It will be discussed in Section 3.7.
3.6. Strict positivity of the interphase point. It is crucial to prove the strict positivity of the interphase region, i.e., that ξ 0 > 0. A consequence of this fact is that the free boundary of the selfsimilar solution is moving forward in time. Proof. We argue by contraction: Under the assumption ξ 0 = 0, the strategy of the proof is to show that the behaviour of U close to the interphase has a certain lower bound, and this lower bound will imply that the solution itself is not bounded in [ξ 0 = 0, +∞). Thus, reaching a contradiction.
1) Lower bound of U . We want to prove that if ξ 0 = 0, then U (ξ) |ξ| s for all ξ < 0 close enough to ξ 0 = 0.
Fixξ, consider I := [ξ, 0], and let U I solve (cf. (SS1))
If we are able to get U I (ξ) |ξ| s for all ξ ∈ I, then by linearity and the fact that
and thus, for all ξ ∈ I, it follows that (cf. [42] )
Let us then continue by proving the lower bound for U I . Recall that H ∈ C((−∞, ξ 0 )) (Lemma 3.17), H ≤ 0 (Lemma 3.12), and H L 1 ((−∞,ξ 0 )) = P 1 . In order to apply the Hopf lemma (cf. [42] ) to get U I (ξ) |ξ| s , we need to work with a bounded right-hand side in (3.4) .
To that end, since ξH (ξ) ≥ 0 for all ξ ≤ 0, let (ξH (ξ)) n = min{ξH (ξ), n} for some n > 0.
Then (ξH (ξ)) n is bounded and we also have (ξH (ξ)) n ≤ ξH (ξ). Now, consider
Existence and uniqueness of U I n and U I is ensured by [20, 35] since the right-hand sides (ξH (ξ)) n and ξH (ξ) are both in L 1 ((ξ, 0)). The solutions are given by
where G is the corresponding Green function which is nonnegative. We conclude that
2) Contradiction on L < +∞. Recall that for ξ > ξ 0 = 0 we have that U (ξ) = 0. Thus, using (3.5), we have for all ξ > 0 close enough to zero, that
We use now estimate (3.3), the fact that H ≥ L − P 2 , and the above upper bound to get
Recall that H ≤ L in [ξ 0 = 0, +∞). Taking limits as ξ 1 → 0 + in the above estimate we get
which is a contradiction and proves that ξ 0 > 0.
With this result we have finished the proof of Theorem 3.1(c).
3.7.
Continuity of the enthalpy and behaviour at the interphase. To conclude that H is continuous in R, we only have to check that there exists no discontinuity at the interphase, that is, lim
Recall that the left-hand side of this identity was a consequence of the continuity of U (cf. Lemma 3.16). To prove the other one, we first need to show Theorem 3.1(f).
Lemma 3.20. Under the assumptions of Theorem 3.1, we have that
Proof. The strategy is to find a suitable upper barrier for U that itself satisfies estimate (3.6).
To do so, we will first note that u satisfies a fractional heat equation with a time-dependent domain (−∞, ξ 0 t 1/(2s) ) (which is expanding in time). A supersolution for this problem will be given by the solution of the fractional heat equation in the domain (−∞, ξ 0 ).
Let v be the solution of
On one hand, we know from the results of [21, 9] (see also discussion in [32] ) that
On the other hand, we know that
Note also that in the region (x, t) ∈ [ξ 0 t 1/(2s) , ξ 0 ] × (0, 1], we have that u = 0 (and u ≥ 0 in R) and thus ∂ t u = 0 and (−∆) s u ≤ 0 there, i.e,
To finish, we consider w = v − u. It satisfies:
Thus, w ≥ 0 (see [32] ) and so u(
We are now ready to finish the proof of Theorem 3.1(e) by proving the continuity of H at the interphase. Proof. By the continuity of U and Lemma 3.16, we know that
We need to show that H(ξ + 0 ) := lim ξ→ξ + 0 H(ξ) = L. For now, assume H(ξ + 0 ) = L − A for some A ∈ [0, L − P 2 ]. We will prove that A = 0.
Let η ε be the cut-off functions defined in Appendix B with R = ε, x = ξ − ξ 0 . Take it as a test function in the weak formulation of (SS1) to get
Note that (ξη ε ) = η ε + ξη ε . For the left-hand side of (3.7), H ≤ L + P 1 and |η ε | ≤ 1 yield ˆξ
By Lemma B.1 and the change of variables ξ = εz + ξ 0 , the right-hand side of (3.7) yieldŝ
Note that Lemma 3.20 gives U (εz + ξ 0 ) |(εz + ξ 0 ) − ξ 0 | s = ε s |z| s for all z < 0. From this estimate and Lemma B.3(a), we thus get ˆξ
In this way, we have proved that Aξ 0 = 0, and since ξ 0 > 0 (cf. Lemma 3.19) it implies that A = 0 and thus H(ξ + 0 ) = L = H(ξ − 0 ).
3.8.
Decay of the solution and mass transfer. Since we are working with merely bounded solutions, the concept of conservation of mass does not make sense in general. However, in the case where the tail of the solution is an integrable function, we could have the concept of conservation of transferred mass as stated in Theorem 3.1(h).
First we prove an estimate on the tail of the solution for ξ large. This will finish the proof Theorem 3.1(g).
Lemma 3. 22 . Under the assumptions of Theorem 3.1, we have that
Proof. Letting ξ 2 → +∞ in (3.3), and recalling that H(ξ) → L − P 2 as ξ → +∞, we have for all ξ > ξ 0 the following relation
Recall also that U (ξ) = 0 for all ξ ≥ ξ 0 , and thus, for all ξ > ξ 0 ,
To obtain the upper bound in (3.8) , recall that U (ξ) ≤ P 1 for all ξ ∈ R, and thus, for all ξ ξ 0 , we have that
To prove the lower bound, we recall that ξ 0 > 0 is the smallest point where U = 0 (cf. Lemma 3.16), and thus U (ξ) ≥ U (0) > 0 for all ξ ≤ 0. Then (3.9) gives
This finishes the proof. 
For s ≤ 1/2 both integrals above are infinite.
We can consider this test function, by approximation in C ∞ c , using Lemma B.3. To continue, we change the variables y = εx and use that u ≤ P 1 and Lemmas B.1 and B.3 to get
If s > 1/2, the above quantity goes to zero when ε → 0 + . Hence,
Note that by the properties of η ε and Lemma 3.22, the Lebesgue dominated convergence theorem yields
As a consequence,
The sequence { (L + P 1 ) − H(ξ) η ε (ξ)} ε>0 is nonnegative by Lemma 3.11 and converges monotonically to (L + P 1 ) − H(ξ) as ε → 0 + . An application of the monotone convergence theorem then concludes the proof.
Propagation properties
Since we have established suitable properties of the selfsimilar solutions, we can prove that the temperature u(x, t) := Φ(h(x, t)) = (h(x, t) − L) + has finite speed of propagation with precise estimates on the maximal growth of the support in time. We only need to assume very mild properties on the initial condition h 0 . 
Clearly supp{Φ(h 0 )} = B 1 (0) but supp{Φ(h 0 + ε)} = R N for all ε > 0. Here the property of finite speed of propagation fails since by comparison h(x, t) ≥ L in Q T and thus u(x, t) = (h(x, t) − L) + = h(x, t) − L and satisfies the fractional heat equation
The solution u has infinite speed of propagation, i.e. u(x, t) > 0 for all t ∈ (0, T ) (see e.g. [10] ). See also Figures 6 and 7 for examples related to this phenomenon. We show now that there is a maximum support for u. Without loss of generality assume that x 0 = 0 and takê
and letĥ be the corresponding very weak solution of (P)-(IC) andû = (ĥ − L) + . Clearly, h 0 ≤ĥ 0 and thus, by comparison, h ≤ĥ. Thus, supp{u(·, t)} ⊂ supp{û(·, t)}. Then it is enough to prove the estimate of maximum support forû.
Since L − ε is a stationary solution of (P)-(IC), then L 1 contraction implieŝ
On the other hand,ĥ(x, t) ≥ L for x ∈ supp{û(·, t)}, and then
Thus,
Finally we note that h 0 being radially symmetric implies that u(·, t) is also radially symmetric (and continuous) for all t > 0, and thus, supp{û(·, t)} = BR(0) for someR > 0. The relation betweenR and R is immediate from the estimate above.
4.2.
Infinite speed of propagation and tail estimates of the enthalpy. We are also able to prove some more propagation properties of the solution. In the following result we do not need to rely on the properties of selfsimilar solutions. Here, we provide results on infinite speed of propagation of the enthalpy variable h, and give precise estimates on the tail of the solution. For simplicity, we will state it only for positive solutions, but as usual, the result can be extended for any kind of bounded solutions due to Remark 1.1. 
for all t ∈ (0, T ) and |x| large enough.
Proof. Assume by simplicity that h 0 ≥ L + 1 in B ρ (x 1 ) (the argument will work in the same way replacing L + 1 with L + ε for any ε > 0). Consider the initial data
and let h ρ be the corresponding solution of (P)-(IC). Since h 0,ρ ≤ h 0 , h ρ ≤ h again by comparison.
1) h(·, t) > 0 for every 0 < t ≤ t * < T . By continuity of Φ(h), we have that there exists a time t * 0 < T such that h(x, t) ≥ L + 1 for some ξ 0 > 0. Thus, we can take t * 1 small enough such that
. Thus, we can deduce, as in Lemma 3.18, the following estimate
Again, by continuity, we can assume that h ρ
The last estimate show that h(
. Note also that, estimate (4.2) gives a quantitative estimate for |x| large enough:
2) h(·, t) > 0 for every 0 < t < T . Our strategy is to prove preservation of positivity, i.e., if h(x 0 , t 0 ) > 0 for some (x 0 , t 0 ) ∈ R N × (0, T ) then h(x 0 , t) > 0 for all t ∈ [t 0 , T ). Actually we will prove even more: if additionally h(
The latter is actually pretty simple for our problem: Fix a time t * ≥ 0 and definê h(x, t) := min{h(x, t * ), L}.
Sinceĥ ≤ L,ĥ is a stationary solution of (P)-(IC). Note also that h(x, t * ) ≤ h(x, t * ) for a.e.
x ∈ R N .
Then, by comparison,
This fact, together with the lower bound given by (4.2) show that for all t ∈ [min{t * 0 , t * 1 , t * 2 }, T ) we have that
In particular, this shows that the lower bound in (4.1) is valid for all times and big enough |x|.
3) The asymptotic bounds of h. The only thing left to prove is that for all t ∈ (0, T ) we have h(x, t) 1 |x| N +2s for |x| large enough. Recall that supp{h 0 } ⊂ B η (x 0 ) and takẽ
withh being the corresponding solution of (P)-(IC). Since h 0 ≤h 0 implies h ≤h, it remains to prove the upper bound forh.
By Theorem 4.1, there exists an R big enough such that for all t ∈ (0, T ) we have that
Then, for a.e. (x, t) ∈ B 2R (x 0 ) c × (0, T ), we have the estimate (as in Step 1)
for a.e. x ∈ B 2R (x 0 ) c and all t ∈ (0, T ). This shows the upper bound in (4.1) for all t ∈ (0, T ) and |x| large enough.
Conservation of positivity for the temperature
The following result shows that the positivity set of the temperature of any solution does not shrink in time at any place. This is an important quantitative aspect of the theory. The same result holds for t * = 0 if u 0 = Φ(h 0 ) is continuous in Ω.
Proof of Theorem 5.1. We are going to prove it in several steps. We found it convenient to make a detour via elliptic problems by a discretization in time in the style of Crandall-Liggett [24] . We first derive conservation of positivity and comparison results in the elliptic setting and then pass to the limit from the discretized to the original problem.
1)
Reduction. Under our assumptions, we have from Theorem 2.4 that Φ(h(·, t * )) is continuous in Ω. Moreover: h(x, t * ) > L (or u(x, t * ) > 0) for all x ∈ Ω for some open set Ω ⊂ R d and some fixed time t * ∈ [0, T ). Take any x 1 ∈ Ω and let R > 0 such that B R (x 1 ) ⊂⊂ Ω. Without loss of generality, we can assume that x 1 = 0, t * = 0 and h(·, 0)
andĥ the corresponding distributional solution of (P)-(IC). Clearlyĥ 0 ≤ h(·, 0), and thuŝ h ≤ h. So if we prove preservation of positivity forû = (ĥ − L) + in B R (0) we are done. Note that this puts us in a L 1 (R N ) framework where the Crandall-Liggett theorem applies, since the equations contain nonlinear m-accretive operators (see e.g. [24, 23] ).
2) Conservation of positivity of the elliptic problem. By time discretization of our original equation (P) we are led to consider the nonlocal elliptic problem
where ε is the time step. This is usually written in the elliptic literature as
where the equivalence is done by putting Φ(g) = v and β = Φ −1 (so that β is a linear function for v > 0 with a jump at v = 0). The theory for this equation is well-known for s = 1 where the famous paper [7] proves that the problem posed in R N with f ∈ L 1 (R N ) has a unique solution g ∈ L 1 (R N ) and the map f → g is an L 1 (R N )-contraction. Moreover, the maximum principle holds and the L p norms are conserved. The result has been extended in [20] to the fractional version with 0 < s < 1 posed in bounded domains with zero outer conditions. From this theory it follows that when f is radially symmetric and nonincreasing in |x| (as is the case forĥ 0 ), then g is also radially symmetric and nonincreasing in |x|. Moreover, writing
Claim. Under the above conditions, equation (5.1) has the following conservation (including possible expansion) of the water region set:
where r ≤ r .
Proof of the claim. The fact that the above sets are balls is ensured by the radial symmetry of f and g. To prove the claim we argue by contradiction and assume r > r . Note that for every x 0 ∈ B r \ B r equation (5.1) is satisfied in a pointwise sense since (g − L) + = 0 in B η (x 0 ) for some η > 0. Since x 0 is a strict global minimum of (g − L) + , we get (−∆) s (g − L) + (x 0 ) < 0, and thus, by (5.1),
Let now f stand forĥ k−1 in (5.1), the discretized enthalpy at time t k−1 , and then g =ĥ k is discretized enthalpy at time t k = t k−1 + ε, starting fromĥ 0 =ĥ 0 . In particular, for all k ≥ 0 we get Now, we consider the elliptic equation (5.1) restricted to B R (0). Then we can use the above to see that for any c > 0 the function g := c(1 + ελ 1 ) −1 ϕ + L satisfies (5.1) in B R (0) with right-hand side f := cϕ + L. We also know that g = L in B R (0) c by definition of ϕ. In complete picture: the iterated solution h k of (5.1) in B R (0) with h k = L in B R (0) c and h 0 := cϕ + L is given by
Note that positivity of ϕ in B R (0) implies that h k − L > 0 in B R (0). Thus, h k is a good candidate for a subsolution.
4)
Comparison. We now want to prove that forĥ k and h k defined as in Step 2 and Step 3 we have thatĥ k > h k in B R (0) for all k ≥ 0.
Given any R < R, we take c > 0 small enough such that, cϕ < 1 in B R (0) , i.e.
By Step 2 and Step 3 we also know thatĥ
Assume by induction that f :=ĥ k > h k =: f in B R (0) and we want to conclude g :=ĥ k+1 > h k+1 := g in B R (0). Arguing by contradiction we can assume that there exists a point x 1 of nonpositive minimum for g − g in B R (0). Then x 1 is also a point of nonpositive minimum of (g − L)
by Step 2 and Step 3. Thus, (−∆) s ((g − L) + − (g − L) + )(x 1 ) < 0. Then for
which is a contradiction. Thus g > g in B R (0), which concludes this step.
5)
Limit. We now use the previous constructions and pass to the limit in the Crandall-Liggett process. Letĥ k and h k be defined as in Step 2 and Step 3 (we add the subindex ε to emphasize that we pass to the limit as ε → 0 + ). Letĥ ε :
The sequences converge in C([0, T ] : L 1 (R N )) and C([0, T ] : L 1 (B R (0))) respectively, and thus pointwise almost everywhere. In particular, we get for a.e. x ∈ B R (0) and t ∈ (0, T ) that
By continuity of (h(x, t) − L) + , the result holds for all (x, t) ∈ B R (0) × (0, T ) which concludes the proof.
Remark 5.2. (a) It is trivial to obtain that h(x, t * ) ≥ L implies that h(x, t) ≥ L for all t ∈ [t * , T ) by comparing with the stationary solution min{h(x, t * ), L}. The above result is stronger since it provides strict inequalities. (b) The proof of Theorem 5.1 additionally reveals the following estimate: Given any ball
6. Dependence on L. The extremal cases L = 0 and L = +∞
In previous sections we have implicitly used solutions of two associated problems to sandwich the solution u of (P)-(IC). Actually, we will obtain the associated problems as a limit of our problems when moving the two parameters of the equation, L and s. We devote this section to study in detail the dependence of the problem on L. For the sake of simplicity, we assume Consider the problems
Then u ≤ u ≤ u in R N × (0, T ).
Proof. By Theorem 5.1 we have that u(x, t) > 0 (and thus h(x, t) = u(x, t) + L) for all (x, t) ∈ Ω × [0, T ). Recall also that u = (h − L) + ≥ 0 in R N × (0, T ). Then u satisfies
Both u and u solve the fractional heat equation in Ω × (0, T ). Moreover, u(x, 0) = u 0 (x) ≥ u 0 (x)1 Ω (x) = u(x, 0) in R N and u ≥ u in Ω c × (0, T ), then standard comparison shows that u ≥ u in R N × [0, T ) (see [32] ). In fact u and u are obtained as the corresponding limits as L → 0 + and L → +∞ respectively when Ω is considered to be maximal open set where u 0 is positive.
Let Ω be the biggest open set such that u 0 (x) > 0 for all x ∈ Ω and assume that u 0 ∈ C(Ω). Define the initial data
and let h L ∈ L ∞ (R N ) be the corresponding very weak solution of (P)-(IC) with u L := (h L − L) + . Then, with u and u as in Theorem 6.1, we have:
Proof. By Remark 1.1 we can assume that the latent heat is 0 by shifting the problem, i.e.,
(b) By Theorem 6.1 we know that h L ≤ (h L ) + = u L ≤ u and thus {h L } L>0 bounded from above uniformly in L. This fact, together with the monotonicity proved in (a) ensures the existence of the pointwise limit w(x, t) := lim
Note also that u 0 (x) = lim L→0 + h 0,L (x). It is now standard now to check that for any
Thus w is a very weak solution of (P)-(IC) with initial data u 0 ≥ 0. By the comparison principle we get that w ≥ 0, and so w = w + . Thus, w solves (6.1), which by uniqueness (cf. [10] ) implies that w = u.
(c) Since {u L } L>0 is uniformly bounded from below by u, and monotone by part (a), we can define v(x, t) := lim L→+∞ u L (x, t).
First, we show that v = 0 in Ω c × [0, T ). On one hand, v(x, 0) = lim L→∞ u L (x, 0) = u 0 (x) and thus v(·, 0) = 0 in Ω c . On the other hand, assume by contradiction that there exists a set Ω * ⊂ Ω c such that |Ω * | > 0 and v > 0 in Ω * . Since {u L } L>0 is nonincreasing as L → +∞, u L > 0 in Ω * , and so h L = u L > 0 in Ω * . We now use the definition of very weak solutions (see Definition 2.1 and Lemma 3.23) with the test function ψ(x, t) := ϕ(x)1 [0,τ ] (t) where ϕ ≥ 0, smooth, and supported in Ω * . We get
The right hand side is bounded by τ u 0 L ∞ (R N ) (−∆) s ϕ L 1 (R N ) which is uniformly bounded in L, while for the right hand side we havê
This is a contradiction which shows that |Ω * | = 0. Since τ > 0 was arbitrary, we have shown
Second, the strict positivity of u in Ω (cf. [32] ) implies (by Theorem 6.1) that for all t ∈ (0, T ), we have that
Thus, v solves (6.2), which by uniqueness (cf. [32] ) implies that v = u.
6.1. Limits in the selfsimilar case. We can formulate a version of Theorem 6.1 and Theorem 6.2 at the level of the selfsimilar solutions presented in Section 3. Since the parameter L has been shown to play no role in the behaviour of the free boundary, for simplicity, we fix L = 0 (see Remarks 1.1 and 3.2). Theorem 6.3. Assume L = 0 and P 1 , P 2 > 0. Consider the initial data
Let h P 2 ∈ L ∞ (Q T ) be the corresponding very weak solution of (P)-(IC) and let ξ 0,P 2 be given by Theorem 3.1(c). Then {ξ 0,P 2 } P 2 >0 is a monotone sequence such that (6.3) ξ 0,P 2 → 0 as P 2 → +∞ and ξ 0,P 2 → +∞ as P 2 → 0 + .
The corresponding profiles {U P 2 } P 2 >0 are also monotone for every ξ ∈ R, and the limits correspond to the solutions of the respective limit problems, i.e., U (x) := u(x, 1) and U := u(x, 1) with u and u as in Theorem 6.1.
Remark 6.4. In the proof of Theorem 6.3 we will make use of the results in Theorem 6.2. Note that we are allowed to do this by making use of the usual trick of shifting, i.e., considering the equivalent problem with L := P 2 andĥ 0,P 2 = h 0,P 2 + P 2 . Note also that u 0 = P 1 1 {x≤0} is continuous in Ω = (−∞, 0) , the biggest open set of strict positivity of u 0 .
Proof of Theorem 6.3. By Theorem 6.2(a) and the fact that U P 2 (ξ) = (h P 2 (ξ, 1)) + = u P 2 (ξ, 1), we know that {U P 2 } P 2 >0 is a monotone sequence of functions. Since, moreover, the profiles U P 2 (ξ) are nonincreasing in ξ for all P 2 > 0, {ξ 0,P 2 } P 2 >0 is monotone.
We have to establish both limits in (6.3). Note that the biggest open set where u 0,P 2 := (h 0,P 2 ) + > 0 is Ω = (−∞, 0). By Theorem 6.2(b), we have that
where u is the solution of (6.1). The strict positivity of u in R automatically implies that ξ 0,P 2 → +∞. By Theorem 6.2(c), we have that
where u is the solution of (6.2) with Ω = (−∞, 0). Since u(·, 1) = 0 in [0, +∞) we have that lim P 2 →+∞ ξ 0,P 2 = 0.
In Figure 2 we have computed the value of ξ 0 depending on P 2 . This is done using the numerical schemes presented in Section 9. Without loss of generality we have fixed L = 0 and P 1 = 1. The tendencies ξ 0 → 0 as P 2 → +∞ and ξ 0 → +∞ as P 2 → 0 + , as well as the monotonicity in P 2 predicted by Theorem 6.3 are clearly observed. In terms of the fractional parameter s, there are two extremal cases. On one hand, when s → 1 − we recover the classical one-phase Stefan problem
This problem has been extensively studied as mentioned in the introduction. On the other hand, when s → 0 + , we obtain
This is an ODE for every fixed x, whose solution is given by
and thus u(x, t) := u 0 (x)e −t . In this extreme case, the free boundary does not move, since the positivity set of u(·, t) is precisely the same as the one of u 0 (x).
Convergence of solutions. The stability of (P) in s has been proved in [1] , where its Theorem 3 shows that the solution of (P) converges to the solution of (7.1) as s → 1 − and to the solution of (7.2) as s → 0 + as expected. The proof applies for more general equations and diffusion nonlinearities Φ. See also [26] and [28] .
Convergence of the selfsimilar interphase. Given s ∈ (0, 1), define ξ 0,s to be the interphase point given by Theorem 6.2(c). Clearly, one expects that In Figure 3 we present the above described phenomena by computing numerically (using the convergent schemes of Section 9) the value of ξ 0,s in the range s ∈ (0, 1) for different values of P 2 . We can see several interesting phenomena in Figure 3 :
• The sequence {ξ 0,s } s∈(0,1) is not necessary monotone in s and its behaviour strongly depends on P 2 .
• Observe that the expected behaviour ξ 0,s → 0 as s → 0 + is obtained independently of P 2 .
• For values of s close to 0, the value of free boundary point ξ 0,s is very sensitive to variations of P 2 .
• The limit of ξ 0,s as s → 1 − corresponds to the free boundary parameterξ 0 of the local one-phase Stefan problem. This fact can be clearly observed in Figure 4 , where one can see that for s = 0.99 and s = 1 the free boundary points are essentially the same. The simulation for the local case is done using the standard finite difference method for the Laplacian. • For s large, the sensitivity of ξ 0 depending on P 2 is very weak.
• It is worth mentioning that ξ 0,s may be larger, even much larger, or smaller thanξ 0 corresponding to the classical Stefan problem, depending on the ration P 2 /P 1 . See also comment after Figure 5 .
Much work is needed to understand the behaviour of the free boundaries of general solutions and their limits as s tends to the limits 0 + and 1 − .
Asymptotic behaviour
We are also able to establish large time asymptotic behaviour for solutions with initial data with the right properties of growth/decay at ±∞. In this case, the proof is a simple consequence of the study of the selfsimilar solutions and we include it here.
Theorem 8.1 (Asymptotic behaviour). Leth be the selfsimilar solution of (P)-(IC) for N ≥ 1 withh 0 given by (3.1) as initial data. Let h 0 ∈ L ∞ (R N ) be such that supp{h 0 −h 0 } ⊂ B R (x 0 ) for some x 0 ∈ R N and some 0 ≤ R < +∞. Then the corresponding very weak solution h ∈ L ∞ (R N ) of (P)-(IC) satisfies
for some modulus of continuity Λ ∞ . Actually, for every p > 1, we have
The assumption supp{h 0 −h 0 } ⊂ B R (x 0 ) for some x 0 ∈ R N and some 0 ≤ R < +∞ means that h 0 differs fromh 0 only in a ball of radius R.
Proof of Theorem 8.1. By rotational and translational invariance and the structure of our selfsimilar solutions, we can assume that we are in dimension N = 1, thath 0 andh are given by Theorem 3.1 and also that supp{h 0 −h 0 } ⊂ B R (0).
Clearly, we then have thath 0 (x+R) ≤ h 0 (x) ≤h 0 (x−R) andh 0 (x+R) ≤h 0 (x) ≤h 0 (x−R), which by comparison implies
Recall also thath(x, t) =H(xt −1/(2s) ) whereH is given by Theorem 3.1. SinceH ∈ C(R), lim ξ→−∞H (ξ) = L + P 1 and lim ξ→+∞H (ξ) = L − P 2 ,H is in fact uniformly continuous in R, that is, |H(ξ 1 ) − H(ξ 2 )| ≤ Λ(|ξ 1 − ξ 2 |) for some modulus of continuity Λ that does not depend on ξ 1 and ξ 2 . We thus have that
Since the last estimate is independent of x we conclude (8.1).
For the general L p -asymptotic behaviour, we get that
The proof is complete.
Numerical schemes and experiments
In this section we first propose convergent numerical schemes and then present a number of interesting numerical experiments. 9.1. Theoretical background. The theory to solve (P)-(IC) (and more general problems like (A.1)) numerically via monotone finite-difference schemes is developed in [29, 30] for initial data in L 1 ∩ L ∞ . Our selfsimilar solution h comes from bounded initial data h 0 with the property h 0 − h 0 (· + ξ) ∈ L 1 (R N ) for all ξ > 0. As we will show in Theorem 9.2, this assumption is enough to make the framework of [29, 30] still hold.
We discretize (P)-(IC) explicitly in space and time to obtain
where V is the numerical solution associated to the enthalpy, i.e V j β ≈ h(x β , t j ) for all x β := β∆x ∈ ∆xZ N and t j = j∆t ∈ (∆tN) ∩ [0, T ], which for any ∆x, ∆t > 0 defines a uniform grid. As initial condition, take either V 0
In (9.1), L ∆x is a monotone finite-difference discretization of (−∆) s which has been extensively studied in [29] . It takes the form:
where ω γ,∆x = ω −γ,∆x are nonnegative weights chosen such that
Existence, uniqueness and stability properties of (9.1) can be obtained from [30] .
Remark 9.1. Among the many possible choices, the experiments performed in Section 9.2 (and elsewhere in the paper) are done using the so-called powers of the discrete Laplacian, which are known to produce errors of order O(∆x 2 ) in (9.3) independently of s ∈ (0, 1) (see Section 4.5 in [29] ).
By [30] , we can easily deduce the following convergence result which holds even in our general context of very weak solutions. Theorem 9.2. Let h ∈ L ∞ (Q T ) be the very weak solution of (P)-(IC) with h 0 ∈ L ∞ (R N ) as initial data such that h 0 − h 0 (· + ξ) ∈ L 1 (R N ) for all ξ > 0, ∆t, ∆x > 0 be such that ∆t ∆x 2s , L ∆x be such that (9.2) and (9.3) hold, and V j β be the solution of (9.1). Then, for all compact sets K ⊂ R N , we have that
The above convergence is the discrete version of convergence in C([0, T ]; L 1 loc (R N )). Remark 9.3. The condition ∆t ≤ C∆x 2s is the so-called CFL-condition which ensures good properties of the explicit scheme, such us stability and the comparison principle. The precise constant C is given in [30] and depends on s, Φ, and the L ∞ -norm of the initial data. Such a condition can be removed by considering an implicit scheme, but this is out of the scope of our paper.
Comments on the proof of Theorem 9.2. A close inspection of the convergence proofs in [30] reveals that V j β converges in the above sense to the unique very weak solution h if proper equicontinuity in both space and time of V j β hold. These properties hold precisely when, in addition to L ∞ -properties, we require
This property is ensured by just assuming h 0 − h 0 (· + ξ) ∈ L 1 (R N ) for all ξ > 0 rather than the stronger assumption h 0 ∈ L 1 (R N ). We also remark that the uniqueness result of [36] is crucial to obtain convergence of the full sequence of numerical solutions (rather than up to a subsequence). As it can be seen in Figure 5 , the behaviour of the selfsimilar solution strongly depends on s. Note that for short times the interphase points of the four solutions are very close, this indicates that the interphase parameter ξ 0 is very similar in these cases. However, for large times, the propagation is bigger the smaller is s. This is because the selfsimilar solution has the form h(x, t) = H(xt −1/(2s) ), and thus, the interphase point is at x = ξ 0 t −1/(2s) .
Note also that as s → 1 − the selfsimilar solution is more abrupt in the ice region close to the interphase point, which is coherent with the fact that in the classical Stefan problem, the solutions are known to be discontinuous. 9.2.2. Instant and nonconnected water emerging solutions. Here we present an example of a solution for which the water region is a connected domain at time t = 0, but another not connected water region instantaneously emerges due to the nonlocal character of our equation. This phenomena is not present in the local Stefan problem but it has been shown for other nonlocal Stefan type problems like the one in [19] . Note that in Figure 6 , initially the water region is located in B 2 (0) while for any positive time another water region is also present in B 2 (5) . Some other interesting phenomena can also be observed in Figure 6 such as the infinite speed of propagation of the enthalpy predicted by Theorem 4.4, the finite speed of propagation and the estimate on the maximum support of the temperature u given in Theorem 4.1 or the preservation of positivity regions of the temperature u of Theorem 5.1. 9.2.3. Noninstant and nonconnected water emerging regions. The phenomenon of instant emerging regions of Section 9.2.2 happen because the initial enthalpy was equal to the latent heat in the upcoming water emerging region. However, if we avoid such a situation, the emerging water region phenomenon cannot occur instantaneously, since we can compare with one of our selfsimilar solutions with finite speed of propagation of the temperature. Thus, the emerging region show up, but only after some time (see Figure 7 ). 
Comments and open problems
• We will first comment on the comparison with the mid-range interaction model
studied in [11] . There are a number of differences with our results for the fractional one-phase Stefan model, like:
(i) Their temperature u has a waiting time, while for model (P) a counterexample of this property is given by the selfsimilar solutions of Theorem 3.1 and Corollary 3.3.
(ii) In (10.1) the enthalpy h has finite speed of propagation, while in (P) it has infinite speed of propagation, as shown in Theorem 4.4.
(iii) In (10.1) there is no regularizing effect, while in (P) the selfsimilar solution is an example of a continuous enthalpy solution for all positive times with a discontinuous initial datum.
From a more theoretical and technical point of view, there are also many differences:
(iv) The fact that J * u − u is a zero-order integro-differential operator allows them to work with classical solutions, and well-posedness is more or less straightforward. For us, we need to work with a more general concept of solution, which introduces several nontrivial technicalities such as uniqueness of a good class of solutions.
(v) The absence of scaling in (10.1) does not allow for selfsimilar solutions, which are one of the main features of our model.
Of course, there are also some similarities between (P) and (10.1) such as finite speed of propagation of the temperature, or the creation of nonconnected water regions.
We devote the remainder of this section to comment on open problems which are quite relevant to our work, but do not fit in the scope of this paper.
• As shown in Theorem 3.1 and Corollary 3.3, discontinuous initial data can produce enthalpy solutions which are continuous for all positive times. We wonder whether this phenomenon can be generalized: Is any solution corresponding to some L ∞ initial data continuous (at least close the interphase region {h = L})? This continuity property is in general not true in the classical Stefan problem, nor in the mid-range interaction Stefan problem of [11] .
• We present our work in the context of bounded very weak solutions. It will be interesting to explore if these solutions are in fact more regular, such as weak energy solutions. On this subject, we refer to Corollary 1.5 in [36] , where it is shown that very weak solutions have at least a local energy in L 2 loc ([0, ∞); H s (R N )). • Here we prove that the selfsimilar profile H is C ∞ in the ice region and C 1,α in the water region. Is the regularity in the water region optimal, or can it be improved? Similar questions can be asked for general solutions.
• We note that (P) can be written in the form of a conservation law involving nonlocal gradients:
Equations with the structure of (10.2) have also been studied in the recent literature. We refer to [12, 8, 45, 46] for works regarding well-posedness and properties of propagation.
• Can we derive from (10.2) an equation for the free boundary y(t)? In the 1-D local Stefan Problem, the free boundary equation reads
with y(0) = 0. The nonlocal counterpart we suggest is given by
In the terminology of [8] , ∇ 2s−1 := ∇(−∆) s−1 is called the nonlocal gradient.
• It will also be interesting to study the large time behaviour of general solutions with compactly supported initial data in the spirit of [11] , where they are proved to converge to a mesa type profile.
• Much work is needed to understand the behaviour of the free boundaries of general solutions and their limits as s tends to the limits 0 and 1.
Appendix A. Very weak solutions of the generalized porous medium equation
The goal of this section is to obtain properties of a class of bounded very weak solutions for initial data and right-hand sides in L ∞ . We consider the following more general equation:
where v is the solution, Φ is a merely continuous and nondecreasing function, f = f (x, t) some right-hand side, and T > 0. The nonpositive, symmetric operator L σ,µ is given as The general theory developed in [28, 27, 29, 30] mainly regards L 1 ∩ L ∞ very weak solutions of (A.1). However, for the purpose of this paper, we need to develop a pure L ∞ theory.
Very weak solutions of (A.1) are defined just as in Definition 2.1 replacing (−∆) s by L σ,µ and letting Φ(v) be as in (A Φ ) rather than just (v − L) + . From the papers [28, 27, 30] , we have existence, uniqueness, and properties of very weak solutions with L 1 ∩ L ∞ data. From there, we now prove a result regarding pure L ∞ solutions. where Λ K is a modulus of continuity depending on K, v 0 (· + ξ) − v 0 L 1 (R N ) and f (· + ξ, ·) − f L 1 (Q T ) .
Remark A.2. Uniqueness is unknown for general L ∞ very weak solutions of (A.1). However, in [28, 27] it is proved under the extra assumption that v −v ∈ L 1 (Q T ). This extra condition has been recently removed in [36] when Φ is locally Lipschitz and L σ,µ = (−∆) s , and this is enough for the purpose of the current paper. Unfortunately, the uniqueness technique of [36] does not seem to be easily adaptable to the general context of (A.1), but this is not of concern here. Proof of Theorem A.1. The proof of Theorem A.1 will consist in an approximation by L 1 ∩L ∞ very weak solutions. It is also possible to obtain uniqueness in the class of L ∞ solutions that are approximated by L 1 ∩ L ∞ solutions. Since this result is not relevant for this paper, and will require a more delicate formulation, we omit it.
To prove existence we will approximate by L 1 ∩ L ∞ solutions in a particular way; in fact, we follow [3] (see also [2] ). Let ρ, η > 0 and define v ρ,η 0 (x) = max{v 0 (x), 0}1 Bρ (x) + min{v 0 (x), 0}1 Bη (x), and f ρ,η (x, t) = max{f (x, t), 0}1 Bρ (x) + min{f (x, t), 0}1 Bη (x).
Clearly v ρ,η 0 ∈ L 1 (R N ) ∩ L ∞ (R N ) and f ρ,η ∈ L 1 ((0, T ) : L 1 (R N ) ∩ L ∞ (R N )). Then, by the results in [28, 27] , there exists a unique very weak solution v ρ,η ∈ L 1 (Q T ) ∩ L ∞ (Q T ) of (A.1) with datum v ρ,η 0 and f ρ,η . These solutions also satisfies properties (iia)-(iid). In particular v ρ,η (·, t) L Thus, v ρ,η (x, t) is uniformly bounded (form above and below) in ρ and η. It is also clear that given any ε > 0 we have that v ρ,η 0 ≤ v ρ+ε,η 0 , v ρ,η+ε 0 ≤ v ρ,η 0 , f ρ,η ≤ f ρ+ε,η , and f ρ,η+ε ≤ f ρ,η , so by comparison (as stated in (iib)) we get that v ρ,η ≤ v ρ+ε,η and v ρ,η+ε ≤ v ρ,η .
We have proved that the family {v ρ,η (x, t)} ρ>0 is uniformly nondecreasing (in ρ) for almost every (x, t) ∈ Q T , and is also uniformly bounded. Therefore we have that there exists a measurable function v η ∈ L ∞ (Q T ) such that and v L ∞ (Q T ) ≤ M v 0 ,f . We will show that v is a very weak solution of (A.1). Note that, for given ψ ∈ C ∞ c (Q T ), |v ρ,η ||∂ t ψ| ≤ M v 0 ,f |∂ t ψ| ∈ L 1 (Q T ) and |Φ(v ρ,η )||L σ,µ [ψ]| ≤ |Φ(M v 0 ,f )||L σ,µ [ψ]| ∈ L 1 (Q T ). Since v ρ,η → v, and then also Φ(v ρ,η ) → Φ(v), pointwise a.e. in Q T as R → +∞, we can use the Lebesgue dominated convergence theorem to obtain
Similarly, we pass to the limit in the terms involving v 0 and f , which shows that v is a very weak solution of (A.1). This proves the existence result given in (i) together with the bound in (iia). Part (iib) follows trivially from the pointwise convergence. A standard use of the monotone convergence theorem shows that we can pass to the limit in the estimate in (iic). Finally (iid) follows easily using the dominated convergence theorem.
We show now how the result in [5] is applied to get continuity of Φ(h) in the context of very weak solutions of (P)-(IC).
Proof of Theorem 2.4. The authors of [5] work with the variable u = Φ(h) and approximate problem (P) by regularizing Φ, or more precisely β = Φ −1 , by a sequence of nondegenerate increasing nonlinearities β ε . By the results of [49] , the regularized problem admits a unique weak energy solution u ε when the data belong to L 1 (R N ) ∩ L ∞ (R N ), and that solution is uniformly bounded, and also smooth if β ε is smooth. Recall that here u 0 ≥ 0 and u ε ≥ 0. Sections 2 and 3 in [5] prove that these uniformly bounded solutions u ε are equi-continuous for t ≥ τ > 0 with a given modulus of continuity that does not depend on ε, only on β and the norm of h 0 in L ∞ . On one hand, we can thus extract a subsequence of {u ε } ε converging locally uniformly to a function u ∈ L ∞ (Q T ) which is continuous with the same modulus for all t ≥ τ > 0. On the other hand, the sequence h ε := β ε (u ε ) = Φ −1 ε (u ε ) is uniformly bounded in Q T , hence it converges after extraction of yet another subsequence (locally weakly in every L p , 1 < p < ∞) to some h ∈ L ∞ (Q T ). We conclude that u = Φ(h) by using standard properties of limits for monotone nonlinearities. By taking limits it is clear that the pair (h, u) produces a very weak solution of (P)-(IC) in the sense of Definition 2.1. For data in L ∞ (R N ) but not in L 1 (R N ), we proceed by monotone approximation of the initial data as in the proof of Theorem 2.3. Uniqueness of very weak solutions (Theorem 2.3) ensures that [5] 's result applies to our class of solutions. Finally, the last statement is easy.
