We address the question of computing one selected term of an algebraic power series. In characteristic zero, the best algorithm currently known for computing the N th coefficient of an algebraic series uses differential equations and has arithmetic complexity quasi-linear in √ N . We show that over a prime field of positive characteristic p, the complexity can be lowered to O(log N ). The mathematical basis for this dramatic improvement is a classical theorem stating that a formal power series with coefficients in a finite field is algebraic if and only if the sequence of its coefficients can be generated by an automaton. We revisit and enhance two constructive proofs of this result for finite prime fields. The first proof uses Mahler equations, whose sizes appear to be prohibitively large. The second proof relies on diagonals of rational functions; we turn it into an efficient algorithm, of complexity linear in log N and quasi-linear in p.
INTRODUCTION
One of the most difficult questions in modular computations is the complexity of computations mod p for a large prime p of coefficients in the expansion of an algebraic function. D.V. Chudnovsky & G.V. Chudnovsky, 1990 [11] .
Context. Algebraic functions are ubiquitous in all branches of pure and applied mathematics, notably in algebraic geometry, combinatorics and number theory. They also arise at the confluence of several fields in computer science: functional equations, automatic sequences, complexity theory. From a computer algebra perspective, a fundamental question is the efficient computation of power series expansions of algebraic functions. We focus on the particular question of computing one selected term of an algebraic power series f whose coefficients belong to a field of positive characteristic p. Beyond its * We warmly thank the referees for their very helpful comments.
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.) Given as input the polynomial E and an integer N > 0, our algorithmic problem is to efficiently compute the N th coefficient fN of f = i fix i . The efficiency is measured in terms of number of arithmetic operations (±, ×, ÷) in the field Fp, the main parameters being the index N , the prime p and the bidegree (h, d) of E with respect to (x, y).
In the particular case d = 1, the algebraic function f is actually a rational function, and thus the N th coefficient of its series expansion can be computed in O(log N ) operations in Fp, using standard binary powering techniques [20, 14] .
Therefore, it will be assumed in all that follows that d > 1.
Previous work and contribution. The most straightforward method for computing the coefficient fN of the algebraic power series f proceeds by undetermined coefficients. Its arithmetic complexity is O(N d ). Kung and Traub [19] showed that the formal Newton iteration can accelerate this toÕ(dN ). (The soft-O notationÕ(·) indicates that polylogarithmic factors are omitted.) Both methods work in arbitrary characteristic and compute fN together with all fi, i < N .
In characteristic zero, it is possible to compute the coefficient fN faster, without computing all the previous ones. This result is due to the Chudnovsky brothers [10] and is based on the classical fact that the coefficient sequence (fn) n≥0 satisfies a linear recurrence with polynomial coefficients [12, 9, 3] . Combined with baby steps/giant steps techniques, this leads to an algorithm of complexity quasilinear in √ N . Except for the very particular case of rational functions (d = 1), no faster method is currently known.
Under restrictive assumptions, the baby step/giant step algorithm can be adapted to the case of positive characteristic [4] . The main obstacle is the fact that the linear recurrence satisfied by the sequence (fn) n≥0 has a leading coefficient that may vanish at various indices. In the spirit of [4, §8] , p-adic lifting techniques could in principle be used, but we are not aware of any sharp analysis of the sufficient padic precision in the general case. Anyways, the best that can be expected from this method is a cost quasi-linear in √ N .
We attack the problem from a different angle. Our starting point is a theorem due to the second author in the late 1970s [2, Th. 12.2.5] . It states that a formal power series with coefficients in a finite field is algebraic if and only if the sequence (fn) n≥0 of its coefficients can be generated by a p-automaton, i.e., fN is the output of a finite-state machine taking as input the digits of N in base p. This implicitly contains the roots of a log N -method for computing fN , but the size of the p-automaton is at least p
, see e.g. [22] . In its original version [7] the theorem was stated for F2, but the proof extends mutatis mutandis to any finite field. A different proof was given by Christol, Kamae, Mendès-France and Rauzy [8, §7] . Although constructive in essence, these proofs do not focus on computational complexity aspects.
Inspired by [1] and [13] , we show that each of them leads to an algorithm of arithmetic complexity O(log N ) for the computation of fN , after a precomputation that may be costly for p large. On the one hand, the proof in [8] relies on the fact that the sequence (fn) n≥0 satisfies a divide-andconquer recurrence. However, we show (Sec. 2) that the size of the recurrence is polynomial in p d , making the algorithm uninteresting even for very moderate values of p. On the other hand, the key of the proof in [7] is to represent f as the diagonal of a bivariate rational function. We turn it (Sections 3-4) into an efficient algorithm that has complexity O(log N ) after a precomputation whose cost isÕ(p) only. To our knowledge, the only previous explicit occurrence of a log N -type complexity for this problem appears in [11, p. 121] , which announces the bound O(p · log N ) but without proof.
Structure of the paper. In Sec. 2, we propose an algorithm that computes the N th coefficient fN using Mahler equations and divide-and-conquer recurrences. Sec. 3 is devoted to the study of a different algorithm, based on the concept of diagonals of rational functions. We conclude in Sec. 4 with the design of our main algorithm.
Cost measures.
We use standard complexity notation. The real number ω > 2 denotes a feasible exponent for matrix multiplication i.e., there exists an algorithm for multiplying n × n matrices with entries in Fp in O(n ω ) operations in Fp. The best bound currently known is ω < 2.3729 from [16] . We use the fact that many arithmetic operations in Fp[x] d , the set of polynomials of degree at most d in Fp [x] , can be performed inÕ(d) operations: addition, multiplication, division, etc. The key to these results is a divide-and-conquer approach combined with fast polynomial multiplication [23, 5, 18] . A general reference on fast algebraic algorithms is [17] .
USING MAHLER EQUATIONS
We revisit, from an algorithmic point of view, the proof in [8, §7] of the fact that the coefficients of an algebraic power series f ∈ Fp[[x]] can be recognized by a p-automaton. Starting from an algebraic equation for f = n fnx n , we first compute a Mahler equation satisfied by f , then we derive an appropriate divide-and-conquer recurrence for its coefficient sequence (fn)n, and use it to compute fN efficiently. We will show that, although the complexity of this method is very good (i.e., logarithmic) with respect to the index N , the computation cost of the recurrence, and actually its mere size, are extremely high (i.e., exponential) with respect to the algebraicity degree d. 
Concretely, the successive powers f
, and any dependence relation between them delivers a nontrivial Mahler equation with polynomial coefficients
whose order K is at most d. 
The first three columns are linearly dependent and lead to the Mahler equation
A Mahler equation instantly translates into a recurrence of divide-and-conquer type, in short a DAC recurrence. Such a recurrence links the value of the index-n coefficient fn with some values for the indices n/p, n/p 2 . . . , and some shifted indices. The translation is absolutely simple: a term x s f (x) in equation (1) translates into fn−s; more generally, a term x s f (x q ) becomes f (n−s)/q , with the convention that a coefficient fν is zero if ν is not a nonnegative integer.
Example 2 (A binomial case). Let p > 2 be a prime 
which translates into a recurrence on the coefficients sequence
It is possible to make the recurrence more explicit by considering the p 2 cases according to the value of the residue of n modulo p 2 .
Nth coefficient via a DAC recurrence
The DAC recurrence relation attached to the Mahler equation (1), together with enough initial conditions, can be used to compute the N th coefficient fN of the algebraic series f . The complexity of the resulting algorithm is linear with respect to N . The reason is that the coefficient c0(x) in (1) generally has more than one monomial, and as a consequence, all the coefficients fi, i < N are needed to compute fN .
Example 3 (A binomial case, cont.). We specialize Ex. 2 by taking p = 7 and compute f N with N = 100. Applying (3) to n = 106, we need to know the value for n = 99, next for n = 98, n = 15, n = 14, and also for n = 97, . . ., n = 91, n = 14, n = 13, n = 2. In the end, it appears that all values of fn for the indices n smaller than N = 100 are needed to compute f N .
It is possible to decrease dramatically the cost of the computation of fN , from linear in N to logarithmic in N . The idea is to derive from (1) another Mahler equation with the additional feature that its trailing coefficient c0(x) is 1. To do so, it suffices to perform a change of unknown series.
, we obtain the Mahler equation
Obviously this approach assumes that c0 is not zero. But, as proved in [2, Lemma 12.
2.3], this is the case if (1) is assumed to be a minimal-order Mahler equation satisfied by f . The series g(x)
is no longer a power series, but a Laurent series in Fp((x)). We cut it into two parts, its negative
Let us rewrite Eq. 
The third is the negative part of L(x, M )g−(x), and it is zero because it is the only one which belongs to
Example 4 (A toy example, cont.). The change of (2) gives the new equation To compute the coefficient f N for N = 1251, this approach only requires the computation of thirteen terms of the sequence hn, namely for n ∈ {0, 3, 5, 7, 43, 45, 47, 243, 245, 247, 1243, 1245, 1247}. This number of terms behaves like 3 log p N , and compares well to the use of a recurrence like (3), which requires N terms.
At this point, it is intuitively plausible that the N th coefficient fN can be computed in arithmetic complexity O(log N ): to obtain fN , we need a few values hN and these ones are essentially obtained from a bounded number of h N/p , h N/p 2 . . . . 
Nth coefficient via the section operators
In other words, there is a section operator for each digit of the radix-p numeration system and the rth section operator extracts from a given series its part associated with the indices congruent to the digit r modulo p. These operators are linear and well-behaved with respect to the product:
In particular, for g(x) = h(x p ) the previous formula becomes
because of the obvious relationships with the Mahler operator
, SrM = 0 for r > 0. The action of the section operators can be extended to the field Fp((x)) of formal Laurent series and the same properties apply to the extended operators, which we denote in the same way. The section operators permit to express the coefficient hN of a formal power series h(x) using the radix-p digits of N .
Proof. We first apply the section operator SN 0 to the series h(x) associated with the least significant digit of N , that is we start from N0 and we pick every pth coefficient of h(x). This gives SN 0 h(x) = hN 0 + hN 0 +px + hN 0 +2px 2 + · · · . Iterating this process with each digit produces the series
whose constant coefficient is hN .
Linear representation
Let us return to the algebraic series f (x) and its relative h(x). The Mahler equation (5) can be rewritten
The coefficients b(x) and a k (x), 1 ≤ k ≤ K, are polynomials of degrees at most D, say. As a matter of fact, the vector space W of linear combinations
D is stable under the action of the section operators. Indeed, from
), (10) and the polynomials Sr(a+b0b) and Sr(b0a
The important consequence of this observation is that we have produced a finite dimensional Fp-vector space W that contains h(x) and that is stable under the sections (Sr) 0≤r<p . This will enable us to effectively compute the coefficient hN using formula (8) , by performing matrix computations.
The vector space W is spanned over Fp by the family
Ar be a matrix of Sr with respect to F, let C be the column vector containing only zero entries except an entry equal to 1 at index (j, k) = (0, 0), and L be the row matrix of the evaluations at 0 of the elements of F.
With these notation, Eq. (8) rewrites in matrix terms:
Definition 3. The family of matrices L, (Ar) 0≤r<p , C is a linear representation of the series h(x). A power series that admits a linear representation is said to be p-rational.
As it was pointed out in [1, p. 178] , an immediate consequence of Eq. (11) is that the coefficient hN can be computed using only O(log N ) matrix-vector products in size (D+ 1)(K+1), therefore in arithmetic complexity O((DK) 2 log N ). Actually, the matrices Ar are structured, and their product by a vector can be done faster than quadratically. Indeed, Eq. (10) shows that one can perform a matrix-vector product by the matrix Ar using K polynomial products in Fp[x]D, thus in quasi-linear complexityÕ(DK). We deduce: Proposition 4. The N th coefficient hN of the solution h of (9) can be computed in timeÕ((DK) log N ).
Nth coefficient using Mahler equations
We are ready to prove the main result of this section. 
To do this, we first need a preliminary result that will also be useful in Sec. 4. It provides size and complexity bounds for the remainder of the Euclidean division of a monomial in y by a polynomial in y with coefficients in Fp[x] . Proof. We first prove the correctness part. Since the Ri's all live in the vector space generated by 1, f, . . . , f
over Fp(x), the algorithm terminates and returns a Mahler operator of order K at most d.
At step s we have Rs = y Generically, the size bounds in Theorem 5 are quite tight. This is illustrated by the following example. 
It appears that the coefficients c 0 = 1, c 1 , c 2 , c 3 and the right-hand side b(x) have respectively heights 0, 92, 365, 1157, and 1103. We arrive at a linear representation with size (1 + 3 + 1) × (1 + 1157) = 5790 for p = 3. If we increase the prime number p, we successively find sizes 155190 for p = 5, and 1342725 for p = 7. We do not pursue further because it is clear that such sizes make the computation unfeasible.
USING DIAGONALS
To improve the arithmetic complexity with respect to the prime number p, we need a different way to represent the algebraic series f . It is given by Furstenberg's theorem, and relies on the concept of diagonal of rational functions. 
From algebraic equation to diagonal
Furstenberg's theorem [15] tells us that every algebraic series is the diagonal of a bivariate rational function 
Then f is the diagonal of the rational function a/b with
Fig. 1 shows pictorially that f (x) is the diagonal of a/b.
We will follow the path drawn in [6] , and compute the N th coefficient fN using a/b as intermediate data structure.
Nth coefficient via diagonals
Bivariate section operators can be defined by mimicking (6). Although they depend on two residues modulo p, we will always use them with the same residue for both variables; thus we will simply denote them by Sr for 0 ≤ r < p. A nice feature is that they commute with the diagonal operator,
Together with (12) , this property translates the action of the section operators from the algebraic series f to the rational function a/b. Moreover, property (7) extends to bivariate section operators and justifies the following computation
y) .
Algorithm Nth coefficient via diagonals The crucial difference with the linear representation in Sec. 2.2 is that the dimension of the new one is much smaller.
It remains to compute fN by using the rational nature with respect to the radix p of the power series f (x). The process is summarized in Algorithm 3. Anew we conclude that the arithmetic complexity for the computing of fN is O(log N ). More precisely, since the linear representation has size (1 + dx)(1 + dy), the computation of fN is of order O(d Example 7 (A cubic equation, cont.). We return to Ex. 5 with p = 7. We find a = −y − xy 2 + 3y 3 + 3xy 4 + 2x 2 y 4 and b = −1 + x − xy + y 2 + xy 3 + x 2 y 3 , hence dx = 2, dy = 4. Next we compute B = b p−1 and we build the linear representation. The main point is the size of the representation, namely (1 + dx) ( dy) = 15. This is ridiculously small as compared to the value obtained in Ex. 5. Even more importantly, the size remains the same if we change the prime number.
Although it is not necessary that we see the linear representation with our human eyes, it is quite normal that we watch it if only to control the computations. The matrices Ar, whose size is (1 + dx)(1 + dy), have indices which are pairs of pairs. We can view them as square matrices of size 1 + dx whose elements are square blocks of size 1 + dy. The coordinates over x i y j of the image Trx n y m is in the block with indices (i, n) at place (j, m).
We only display the matrix A 1 (the zero coefficients are replaced by dots), in Fig. 2 . It gives us for example the value of T 1 xy 2 . Because the exponent of x is 1, we look at the column of blocks number 1 (the second one) and because the exponent of y is 2 we look at the column number 2 (the third one) in the matrices of this column (red column). In the first block, which corresponds to x 0 , we see a coefficient 1 in row number 1, hence a term x 0 y 1 = y. In the second block, we see a coefficient 1 in row number 1 hence a term x 1 y 1 = xy and a coefficient 6 in row number 2 hence a term 6x 1 y 2 = 6xy 2 . We conclude T 1 xy 2 = y + xy + 6xy 2 .
Precomputation
All the needed information to build the linear representation is contained in the polynomial B = b p−1 . Indeed, when we compute the image of an element x i y j of the canonical basis by the pseudo-section operator Tr, we first multiply B by x i y j ; this transformation is merely a translation of the exponents, that requires no arithmetic operation. Next, we extract the monomials whose exponents are congruent to r modulo p, again without any computation in Fp. The conclusion is that, apart the final computation to obtain the value fN , the cost comes from the computation of B = b p−1 . This can be done using binary powering and Kronecker's substitution. Since B has partial degrees at most pdx in x and at most pdy in y, the arithmetic complexity isÕ(p 2 dxdy). Gathering the study of the computation and the precomputation, and using Eq. (13), we obtain the following result. 
The striking points are the decreasing of the exponent of p from 3d to 2, and the replacement of the multiplicative complexity p 3d × log N of Theorem 5 by the additive complexity p 2 + log N . This is already a tremendous improvement. In the next section, we will present a further improvement.
A FASTER ALGORITHM
We will improve the algorithm of the previous section in order to decrease the exponent of the prime p from 2 to 1.
A small part of the large power is enough
As pointed out in Sec. Fig. 3 for the equation E(x, y) = x − (1 + x)y + x 2 y 2 + (1 + x)y 3 = 0, already encountered in Ex. 5 and 7. We use p = 11 on the left-hand side, and p = 109 on the right-hand side. The polynomial B is represented by its monomial support (in black). Besides, the points (α, β) defined by α = pk + r − i, β = p + r − j, with 0 ≤ i ≤ dx, 0 ≤ j ≤ dy are colored, with a color which goes from blue to red when r goes from 0 to p − 1 (but the pieces overlap). This generates strips with slope 1: only monomials in these strips contribute to the linear representation. For p small (p = 11), the strips cover almost the whole rectangle, but for p moderately large (p = 109) the proportion of useful coefficients in B becomes much smaller.
To emphasize the difference exponent δ = β−α, we perform a change of variables x := x/t, y := t, which produces Laurent polynomials with respect to t, namely b(x/t, t) and
By construction, the coefficient π δ (x) is a polynomial, namely the δ-diagonal
Bi,jx i y j . Let δ− be the opposite of the lowest degree with respect to t of b(x/t, t), and δ+ be the degree with respect to t of b(x/t, t). An immediate bound is δ− ≤ dx and δ+ ≤ dy.
By the previous discussion, all the information needed to build up the matrices of the linear representation is contained in the polynomials π δ ( 
Partial bivariate powering
Our aim is to show that the collection of π δ (x) for δ ∈ ∆ can be computed in complexity quasi-linear in p. where the coefficients bv(x) are polynomials in x and the coefficients cv(x) are rational functions in x. Now, the polynomial π δ (x) is expressed by a convolution
The constraint u + pv = δ implies u ≡ δ mod p. Therefore, it is sufficient to compute the c δ (x) for all δ ∈ ∆ = pδ− + ∆.
To do this efficiently, we will exploit the fact that the sequence of rational functions (cu(x))u satisfies a linear recurrence with coefficients in Fp [x] . The coefficients of the recurrence relation are those of the polynomial t δ − b(x/t, t). We are facing the following issue: since we need the values of c δ (x) for indices of order δ = Θ(p), we can not unroll the recurrence relation directly, otherwise the complexity (and actually the mere arithmetic size of the rational functions ci(x), i < u, computed along the way) becomes quadratic in p. Fortunately, one can compute the N th term of a recurrent sequence without computing all the previous coefficients. The key is the following lemma. Fiduccia's algorithm [14] relies on Lemma 9 and computes t N mod b * (t) by binary powering. As a consequence, the N th term of a linear recurrent sequence of order d is computed iñ O(d log N ) operations in R. In our setting, we use Fiduccia's algorithm for R = Fp(x). Proof. By (14) , to compute π δ it is sufficient to have the coefficients c δ−pv for −dx ≤ v ≤ dy. 
