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Zusammenfassung
Diese Dissertation erforscht die Wechselwirkung von Licht und Materie mithilfe der
Attosekunden-Spektroskopie, die es ermöglicht, die Bewegung von Elektronen in Festkör-
pern in Echtzeit zu studieren. Diese Untersuchung auf der natürlichen Zeitskala der
Elektronendynamik gibt Einblicke in den Ursprung der zugrundeliegenden Effekte, er-
laubt deren Verständnis und ermöglicht ihre Kontrolle. Die Steuerung dieser Prozesse ist
unter anderem Voraussetzung für die Entwicklung neuartiger optoelektronischer Geräte,
die Datenspeicherung und -verarbeitung mit Petahertz-Wiederholraten ermöglichen.
Als zentrales Beispiel wird in dieser Arbeit der magnetische Zustand einer ferromagne-
tischen Schicht mit zirkular polarisierten Attosekundenpulsen untersucht. Die dadurch
erhaltene Spin-Sensitivität ermöglicht erstmals, Magnetisierungsdynamiken mit der au-
ßergewöhnlichen Zeitauflösung der Attosekundenphysik zu bestimmen. Diese erstma-
lige Demonstration von Attosekunden-Zirkulardichroismus als neuer Spektroskopieme-
thode erlaubt es einen vom oszillierenden elektrischen Feld eines ultrakurzen und inten-
siven Laserpulses angetriebenen, kohärenten Ladungsträger- und Spintransport über die
Grenzfläche eines ferromagnetisch-paramagnetischen Schichtsystems hinweg zu beobach-
ten. Der Abfluss der Spins schwächt das magnetische Moment in der ferromagnetischen
Komponente des Schichtsystem ab und führt zu einer effektiven Entmagnetisierung der-
selben. Diese Änderung des magnetischen Moments wird direkt durch das elektrische
Feld des Lichtpulses verursacht, obwohl das elektrische Feld nicht an die Spins der Elek-
tronen koppelt und verläuft damit etwa zwei Größenordnungen schneller ab, als die
bisher schnellsten beobachteten Magnetisierungsphänomene.
Ein weiterführendes Experiment untersucht Nanopartikel, die wie hier gezeigt wird
trotz ihres Durchmessers von weniger als 10 nm ein magnetisches Moment ausbilden
können. Attosekunden-Spektroskopie an Nanopartikeln bietet die Möglichkeit, die beein-
druckende Zeitauflösung mit extremer räumlicher Beschränkung zu kombinieren, um
zeitaufgelöste Einblicke auf der Nanometer-Skala zu erhalten. Hierfür wird die Absorp-
tion der Nanopartikel im statischen Fall sowie in Anwesenheit eines intensiven Laser-
pulses gemessen und der zeitliche Verlauf der Änderung der elektronischen Eigenschaften
und der Besetzungsverteilungen aus der Messung rekonstruiert.
Zum Abgleich der beobachteten magnetischen Änderungen mit der rein elektronischen
Materialantwort in Experimenten mit ultrakurzen Laserimpulsen werden Ergebnisse
viii
einer weiteren experimentellen Methode vorgestellt, welche es ermöglicht, die Polari-
sation eines Mediums mit Petahertz-Abtastraten zu vermessen. Diese Technik wird
verwendet, um nichtlineare Effekte in einem Halbleiter zu analysieren, die durch einen
ultrakurzen Lichtpuls, der nur aus etwas mehr als einem optischen Oszillationszyklus
besteht, hervorgerufen werden. Das Experiment erlaubt es Rückschlüsse auf die elek-
tronische Antwort des Systems und ihre zeitliche Struktur zu ziehen, sowie über den
dynamischen Energieaustausch während der Wechselwirkung der Probe mit dem starken
elektrischen Feld des Laserpulses. Aufgrund der kleinen Bandlücke von Halbleitern
werden vergleichsweise niedrige elektrische Feldstärken benötigt, um nichtlineare Ef-
fekte hervorzurufen und die Messung erlaubt erste Einblicke in die Rolle elektronischer
Kohärenzen in der Starkfeldpyhsik.
Abstract
This thesis examines the light-matter interaction. Electronic processes are tracked in
real-time using attosecond solid state spectroscopy. Understanding and controlling elec-
tronic motion on its natural timescale is an essential prerequisite for the creation of a
new class of optoelectronic devices, enabling data processing and storage at petahertz
clock rates.
This work reports on changing the magnetic moment of matter with unprecedented
speed by equipping attosecond transient absorption spectroscopy with spin sensitivity
and measuring magnetic circular dichroism in the extreme ultraviolet spectral domain.
This novel approach allows for tracking of coherent carrier and spin migration across a
tailored multilayer interface, triggered by the strong electric field of a near-single-cycle
waveform. The spin transfer leads to a loss of magnetic moment in one of the constituents
of the multilayer. This manipulation of the magnetic state of matter is directly driven
by the laser pulse, although the electric field of light and spins do not couple to each
other.
A closely related experiment studies a series of magnetic nanoparticles, which, despite
their size of sub-10 nm can exhibit a magnetic moment. Attosecond spectroscopy of
nanoparticles offers the possibility to combine the unique temporal resolution with ex-
treme spatial confinement in order to get time-resolved information on the nanometre
scale. The nanoparticles’ absorption is recorded for the static case, as well as in the
presence of the strong laser field, the temporal evolution of the change of their electronic
structure as well as the population distribution is reconstructed from the measurement.
To compare the observed magnetic changes with the purely electronic material response
of experiments with ultrashort laser pulses, results from an additional experimental
method will be presented. This method allows to sample the polarisation of a medium
with Petahertz sampling rates. The technique is used to analyse nonlinear effects in a
semiconductor, which are driven by a near-single-cycle light pulse. The measurement
of the nonlinear polarisation gives direct access to the response time of the system
and the energy transfer dynamics during the strong-field interaction with the medium.
Semiconductors are particularly interesting, due to their small band gap, as the field
strengths needed to drive nonlinear processes are much smaller and therefore easier
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to reach. Additionally the measurement gives first insights into the role of electronic
coherence in strong-field physics.
List of Publications and
Conference Contributions
Contributions to Peer Reviewed Journals
F. Siegrist, J. Gessner, M. Ossiander, C. Denker, Y.-P. Chang, M. Schröder, J. Walowski,
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Chapter 1
Introduction
Modern electronic devices, despite their computational power, still rely on classical
charge transport, a fully incoherent process. The rapidly growing field of spintronics,
that is often considered an alternate route for future signal processing, relies on inco-
herent phenomena as well. The lack of coherence leads to charge transport scattering
and thus to energy dissipation and heat. which limits the scalability. Decoherence was
no problem in the past, where computational power still followed Moore’s Law and dou-
bled its potency every two years [1]. However, we currently observe technology reaching
fundamental limits, where further downsizing of integrated circuits is no longer possible.
Progress in ultraviolet and extreme ultraviolet spectral regime lithography made tran-
sistors with a size of 5 nm [2] possible and might even enable it to go down to 3 nm, as
announced by Samsung a year ago [3]. However, classical downsizing is limited when
the structure size approaches the interatomic distance, because quantum mechanical
effects have to be considered. Another path is enhancing the computational speed of
electronics. Computational speed is limited by the dissipated energy that is converted
into heat. Without taking additional measures to cool the system, the clock rate of
electronic devices is limited to a few Gigahertz.
An entirely new route to faster and more efficient computational devices could be realised
by coherent control, where the quantum state of a system is manipulated and exploited.
However, the coherent state of a system is fragile: after the excitation by a short laser
pulse an electron is in a coherent state. This state, however, is then quickly destroyed
by thermalisation or scattering.
Modern day efforts to build quantum computers also rely on the coherent control of
entangled quantum states. Only recently, Google reported the successful operation of
a quantum computer consisting of a 53 qubit-processor which outperforms state-of-the-
art supercomputers, with billions of bits, by orders of magnitude [4]. However, the
coherence that is needed for quantum computers is frail, and it takes much effort to
protect it from its environment. That is one of the reasons why quantum computing is
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still far away from replacing conventional computers. Therefore, the improvement of the
existing technology and the development of new approaches is deemed necessary.
The field of spintronics offers a such a novel approach away from conventional charge-
based electronics. In spintronic devices not only the electron as a charge carrier holds
the information, but also the spin of the electron is relevant. This additional degree of
freedom enables a whole new class of devices based on spin-dependent effects resulting
from the interaction with the magnetic properties of the components [5]. The field of
spintronics was propelled by the discovery of the giant magnetoresistance (GMR) in
1988 [6,7], which was awarded the Nobel Prize in 2007. GMR showed that a conductor
fully capped by a ferromagnetic layer experiences a different resistivity depending on
the magnetisation direction of the capping, showing a direct link between the electrons
charge and its spin.
It was known long before the discovery of GMR that electricity and magnetism are
connected: Hans-Christian Ørstedt discovered a connection between electronic motion
and magnetic fields already in 1820. He found that a compass needle changes its pointing
direction in the vicinity of a current-conducting wire [8]. This work inspired Michael
Faraday for his studies on electromagnetic induction. In 1846 he published his work ”On
the magnetisation of light and the illumination of magnetic lines of force” that describes
the rotation of the polarisation of an electromagnetic wave upon transmission through a
magnetised medium [9]. Driven by these achievements, James Clerk Maxwell developed
his famous equations, which describe classical electromagnetism and the interplay of
electric and magnetic fields [10].
More than 100 years later, electromagnetic waves, described by these very equations,
were used to change the magnetic state of matter at unprecedented rates [11]. Beaure-
paire et al. focused a laser pulse on a nickel thin-film and measured the magnetisation
using the magneto-optical Kerr effect. This experiment is often considered the corner-
stone of modern ultrafast magnetism and was followed by many experiments changing
the understanding of ultrafast magnetism [12–16].
Although most experiments focus on bulk materials, interesting ultrafast laser-driven
magnetisation dynamics have been seen in a heterostructure [17, 18]. Many demagneti-
sation processes occurring at interfaces were proposed and experimentally confirmed,
such as superdiffusive spin transport [19,20], spin-transfer-torque switching [21,22] and
spin tunnelling through MgO [23]. Another process, spin accumulation at the interface
that leads to demagnetisation, is still debated [24,25].
One seminal experiment in the context of ultrafast magnetism was the demonstration
of all-optical switching [26]. Magnetic bits, without any external magnetic field, were
switched by a single laser pulse (τ ' 40 fs), where the helicity of the light determined
the state of the bit. Applying this technique to real-world devices would outperform the
speed of any existing memory device.
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From a technological as well as from a scientific point of view, the advances in ultrafast
magnetism are compelling. Technologically, the knowledge can be used to design devices
in which ultrafast all-optical switching is implemented. Scientifically, the underlying
physical phenomena that, e.g. determine the switching speed or limit the up-scaling,
have to be found. The studies conducted in the field of ultrafast magnetism, despite the
numerous breakthroughs, still have not yet entered the attosecond regime, the natural
timescale of electron dynamics.
Since its birth, about 20 years ago, attosecond science has allowed the study of electronic
motion in atoms, molecules and solids in real-time [27,28]. One of the first achievements
was the direct recording of the oscillating electric field of light [29,30]. The new methods
were then first applied to scrutinise the dynamics of atomic and molecular systems
[31–34]. The first study of the dynamics of a solid-state system was done in 2007, by
looking at the photoemission delay of photoelectrons from a surface [35].
At the beginning of this decade, attosecond tools were applied to bulk materials. Tran-
sient absorption measurements allow the tracking of electron excitation with attosecond
time resolution [36–38]. Complementary to this, high-harmonics from solids give in-
sights into electronic motion in and between valence and conduction bands [39–41]. At
the same time, time-dependent density functional theory (TD-DFT) was able to model
these systems, due to the accessibility to supercomputers, which are needed to perform
the expensive computations. Attosecond spectroscopy, in tandem with TD-DFT, reveals
the elementary electronic motion that controls physical properties and processes.
Attosecond spectroscopy and time-resolved magnetic studies are brought together by
utilising magnetic circular dichroism (MCD). MCD is typically studied at the character-
istic absorption L-edges, however also M-edges exhibit MCD. M-edge absorption of the
3d transition metal elements can be probed by XUV light, driving the optical transition
from the 3p core levels to the 3d valence states. These transitions lie in the energy
region between 50− 70 eV, where isolated attosecond pulses from a table-top source can
be generated. This enables the study of MCD with the unique temporal resolution of
attosecond science.
However, a prerequisite for the detection of MCD is circular polarisation of the prob-
ing light. Inspired by an idea that turned XUV synchrotron radiation from linear to
circular polarisation, we designed a device for the application on isolated attosecond
pulses [42]. A similar device was used before for high harmonic radiation but without
temporal characterisation of the radiation and with almost an order of magnitude smaller
transmission [43].
Laser light provides coherent light. Together with the ultrashort character of the few-
cycle laser pulses, which are a prerequisite for attosecond science, the bursts of light serve
an excellent base for coherent control of matter at unprecedented clock rates. Within
the scope of this thesis, these ultrashort coherent laser pulses are not only used for
coherent control over the spin state of matter but are also be applied to a semiconductor,
where they trigger charge-carrier injection. This small band gap material serves as a
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prototypical experiment to test coherent excitation and how long the coherent excitation
exists.
This work demonstrates for the first time how the oscillating electric light-field can di-
rectly manipulate the magnetic properties of a ferromagnetic layer stack. This marks
a decrease of magnetic response time of almost two orders of magnitude, entering the
regime of attosecond magnetism. The study unveils light-field coherent control of spin
dynamics. The manipulation happens in the initial non-dissipative temporal regime and
might pave the way towards coherent spintronic applications.
Descriptive Outline
The second chapter gives a brief overview of the theoretical foundation on which this
thesis is based. Ferromagnetism, detectable by MCD, is described using the band picture
introduced by Stoner. The XUV absorption will be introduced phenomenologically by us-
ing Beer-Lambert’s law. Afterwards the transition probabilities for the XUV absorption
are calculated, as they are needed for the description of the MCD effect. Additionally,
sum rules for MCD, which allow the prediction of the spin orbital angular momentum
of a magnetic material, will be introduced.
The attosecond manipulation of the magnetic moment of matter is presented in the third
chapter. The design of the transmissive waveplate for the XUV, which equips attosecond
spectroscopy with spin sensitivity, is introduced. Electronic excitation triggered by the
intense laser pulse, enables the measurement of the arrival time of the few-cycle near-
infrared laser pulse. The change in XUV transmission allows following electron dynamics
in the metal. After that, the sub-femtosecond quenching of the magnetic moment in a
ferromagnetic-paramagnetic multilayer sample is presented, and, in addition, a pure
ferromagnetic thin-film is manipulated in the same way, not showing sub-femtosecond
quenching. The underlying physical effect of optically induced intersite spin transfer is
introduced and time-dependent density functional theory is performed to back this up.
To get further insights into the demagnetisation process, MCD sum rules are used to
track the time evolution of the spin and orbital angular momentum.
The experimental technique introduced in chapter three is then applied to nanoparticles.
Three different types of nanoparticles are investigated, all of them containing nickel,
which allows the comparison with the bulk-like samples. The nanoparticles’ absorption
in the absence and presence of a strong external laser field as well as their dichroic
behaviour is studied.
In chapter four, light-matter interaction of a semiconductor and an intense laser pulse
is discussed. Attosecond polarisation sampling is applied to look at the strong-field
response of silicon. This experiment investigates how dissipation-free, coherent control
of electrons in a semiconductor can be realized.
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Every chapter has a short summary and outlook. A last chapter summarizes the main
findings, followed by an outlook on the impact of the results on ongoing and future work
and emerging research opportunities.
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Chapter 2
Magnetic Circular Dichroism in
the Extreme Ultraviolet
A possible way to measure the magnetic moment of a medium and track magnetisation
dynamics is magnetic circular dichroism (MCD). This effect is mostly studied in the
x-ray regime but can also be observed in the extreme ultraviolet (XUV).
The underlying physical effects that are important for the understanding of MCD are
ferromagnetism and XUV absorption. Ferromagnetism is introduced using the band
model developed by Stoner. XUV absorption is presented in a phenomenological way
first and then treated quantum mechanically. This will give the necessary framework to
qualitatively and quantitatively describe the MCD effect afterwards. The last section
presents the sum rules for the spin and orbital angular momentum, and their applicability
for time-resolved studies at the M-edges.
2.1 Band-Ferromagnetism
Magnetic phenomena were aready observed and described in ancient Greece by Thales
of Miletus [44]. The commonly used term of magnetism relates mostly to the effect
of ferromagnetism. Ferromagnetic materials exhibit an intrinsic microscopic magneti-
sation, with different domains, which are arbitrarily oriented. By applying an external
magnetic field, these domains align in one direction and lead to a uniform magnetisa-
tion of macroscopic extent. Although ferromagnetism has been known for centuries and
has been studied intensely, so far, no unified theory exists [45]. One successful way to
describe it is band-ferromagnetism, which will be explained in the following.
In general, the response of an object, e.g. an atom or a solid to an external magnetic
field, can be expressed by the magnetic moment ~m, which describes the strength and
orientation. In atoms the magnetic moment ~m is given by integer multiples of the
Bohr magneton µB ~m = (2s + l)µB/h̄, where s is the spin quantum number, l is the
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orbital quantum number, and h̄ is the reduced Planck constant. In the atomic case, this
description works, as the electrons are fully localised and fully described by quantum
numbers. For example, a nickel atom with the electron configuration, as shown in
Fig. 2.1, possesses the spin magnetic moment ms = 2µB. The electron configuration
follows Hund’s second rule, which states that the total spin of the system is maximised,
meaning that the spin of unpaired electrons align parallel.
Nickel Configuration [Ar]3d84s2
1s
2s
3s
4s
2p
3p
3d
Figure 2.1: The electron configuration of nickel. Following Hund’s second rule, in nickel,
the two unpaired electrons in the 3d state align such that the total spin is maximised,
ergo in the parallel direction. The faint arrows indicate the empty states in the 3d level.
This representation also shows that the electrons from the 3d level are responsible for
the magnetisation of nickel, as all other states are filled and paired spins do not have a
net magnetic moment.
In solids, electrons are not fully localised. Hence the description with quantum numbers
is no longer possible. This even holds for deeply bound core electrons. The delocalisation
can be seen in the fact that the magnetic moment is no more an integer multiple of µB,
e.g. for nickel, it is 0.616µB. The delocalisation is also reflected in the band model of
solids that was introduced by Felix Bloch [46].
In the band model, the discrete energy levels of atoms are replaced by a bandstructure.
The bands originate from the periodic potential inside a solid and are formed by the
allowed energetic states in reciprocal space depending on the wavevector ~k. An often-
used quantity that is derived from the band structure is the density of states (DOS). For
the DOS, the band structure is integrated over all ~k-states of the Brillouin zone. This
provides the number of available states that can be occupied within a specific energy
range.
The band structure model was first applied to describe the properties of magnetic ma-
terials by Mott and Slater in the 1930s [47, 48]. Another description was proposed by
Stoner a few years later [49]. This model is illustrated here.
A ferromagnetic medium has an intrinsic splitting of the band structure for the spin-
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up and the spin-down states without an external magnetic field, as it is energetically
beneficial for the system, as illustrated in Fig. 2.2.
En
er
gy
Density of States D(E)
spin-up
„majority spins“
spin-down
„minority spins“
EF
Eexchange
En
er
gy
Density of States D(E)
Hext
Fermi 
Energy EF EF -δE
D-(E)D+(E)
N+ N-
N+ + N- = N
Figure 2.2: Both panels show the energy dependent DOS, for spin-up and spin-down.
The left panel illsutrates the origin of band-ferromagnetism. Initially the DOS is the
same for spin-up and spin-down D+ = D−. Therefore, also the population is the same.
Then one electron changes its spin and the population changes by D(EF ) · δE (striped
area). The calculations show that this can be energetically beneficial for the system.
The splitted bands in a ferromagnet are illustrated in the right panel. The population
number of spin-up electrons is larger than spin-down, this gives them the name majority
spins and minority spins. The magnetic moment of the ferromagnet aligns with the
external magnetic field. The magnetic moment is antiparallel to the majority spins.
The levelling at the Fermi Energy leads to a difference in unoccupied states and an
energy offset, called exchange energy Eexchange (dashed green line). The external field
is not necessary for the band splitting to happen. However, the external field aligns the
spins and leads to an unidirectional macroscopic magnetisation.
In a system where there is no intrinsic magnetisation, the density of states D± for the
spin-up (+) and spin-down (-) are the same, and they level at the Fermi Energy.
D+(EF ) = D−(EF )
N+ = N−
(2.1)
Now consider that one electron from the spin-down side changes its spin direction. This
modifies the occupation and is described by:
D+(EF )δE =
1
2
D(EF )δE, (2.2)
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with D the total density of states and δE being the energy that the spin-up side gained.
As all states up to the Fermi energy are occupied, the electron that changed its spin
state has higher energy. This leads to an increase in the kinetic energy of the system
that is equal to:
∆Ekin =
1
2
D(EF )δEδE. (2.3)
At the same time, the parallel alignment of the spins leads to a decrease in potential
energy. A mean-field is created by the magnetic field of the residual electron spins. This
mean-field generates a magnetisation, which can be calculated and is attributed to the
difference of the number of spin-up and spin-down electrons. The mean-field can be
expressed as B = λµ0M , where λ is a parameter for the strength of the mean-field, µ0
the vacuum permeability and M the magnetisation. Moreover, the magnetisation can
be expressed in terms of the difference of the spin-dependent electron densities N±.
M =µB∆N = µB(N− −N+)
=µB
(
1
2
N +
1
2
D(EF )δE −
1
2
N +
1
2
D(EF )δE
)
=µBD(EF )δE =
1
λµ0
B.
(2.4)
From thermodynamics it is known that the free energy F is given by F = U − TS and
that it relates to the magnetisation through dF = −MdB [50]. Here U is the potential
energy, T the temperature of the system and S its entropy. Assuming no change of
the second term of the free energy, the gain or loss of the potential energy can then be
calculated by:
∆Epot = −
∫ M
0
M ′µ0λdM
′ = −1
2
µ0λM
2 = −1
2
UD(EF )δE
2 (2.5)
with the strength of the mean-field U = µ0µ
2
Bλ. The total change of energy is given by:
∆E =∆Ekin + ∆Epot =
1
2
D(EF )δEδE −
1
2
UD(EF )δE
2
=
1
2
D(EF )δE
2(1− UD(EF )).
(2.6)
This describes the change of energy of the system caused by a spin flip. For ∆E ≤ 0 the
energy of the system will be reduced or remain the same. This means it is beneficial for
for system, that one electron changes its spin and causes an imbalance of spin-up and
spin-down electrons. As this is the requirement for ferromagnetism, a criterion can be
derived so that ∆E ≤ 0 is true:
UD(EF ) ≥ 1. (2.7)
This is known as the Stoner criterion. The derivation above describes the origin of the
band splitting in ferromagnets.
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The Stoner band splitting is illustrated in Fig. 2.2. The situation at T = 0 K, where all
states up to the Fermi Energy EF are filled, is shown. The terms majority and minority
become clear when looking at the the right panel of the figure. More spin-up states are
populated, giving them the name majority and respectively the spin-down are named
minority carriers. The orientation of the magnetic moment is opposite to the majority
spin alignment ~ms = −gµB~s, this means that the external magnetic field is also antipar-
allel to the majority spin direction. As the DOS of minority and majority carriers differ
also their number of unoccupied states above the Fermi Energy is different. This is one
of the reasons for the appearance of MCD.
While the understanding of the Stoner model is intuitive, it is also incomplete as it only
looks at the DOS and ignores the ~k-dependence of the bandstructure. For a qualita-
tive description and the basic understanding of ferromagnetism and later MCD, it is
sufficient.
2.2 XUV Absorption
A phenomenological way to describe frequency-dependent absorption of an electromag-
netic wave inside a medium is the Beer-Lambert law; it is illustrated in the left panel of
Fig. 2.3. The intensity I0 of the impinging electric field decays exponentially inside the
medium. The strength of the attenuation is given by the absorption coefficient µ. The
frequency-dependent transmitted intensity I(ω, z) after a medium of length z is:
I(ω, z) = I0(ω)e
−µ(ω)z, (2.8)
where ω denotes the angular frequency of the oscillating electric field. The element-
specific absorption coefficient has the unit of [1/length]. Beer-Lambert’s law is a simple
model, however, widely applicable.
The light-matter interaction can also be described in terms of the dimensionless complex
refractive index. This description is valid for the whole range of the electromagnetic
spectrum and is dependent on the frequency ω. Here, the following form is used:
n(ω) = 1− δ(ω) + iβ(ω), (2.9)
where δ(ω) denotes the frequency-dependent real part of the complex refractive index,
which is attributed to refraction, while β(ω) is the imaginary part that describes the
absorption. This notation is commonly used in x-ray spectroscopy, in the visible range
usually the notation n = ñ+ iκ is used, where n > 1 is the real part and κ the absorptive
imaginary part. This description explains not only the absorption, but also an induced
phase shift between the unperturbed and the transmitted electromagnetic wave. For non-
isotropic media, the polarisation state of the electromagnetic wave can also influence the
light-matter interaction, leading to effects such as birefringence and dichroism. The first
is caused by a polarisation-dependent real part δ, the latter by a polarisation-dependent
imaginary part β.
The attenuation coefficient relates the intensity of an electromagnetic wave that enters
a medium to the transmitted intensity and the medium’s length. It is also possible to
12 2. Magnetic Circular Dichroism in the XUV
1
0
0.25
µ 
n=1-δ+iβ1
0
-1
N
or
m
. E
le
ct
ric
 F
ie
ld
N
or
m
. I
nt
en
sit
y
I0 
I = I0 e
-µz
E0
E0 = E0e
inkz = E0 e-iδkz e-βkz  
�φ
�I
�E
z z
0.5
0.75
I α IEI2 → 0.25 I0 α 0.5 E0
z
Figure 2.3: The left panel illustrates Beer-Lambert’s law. A monochromatic electromag-
netic wave with intensity I0 is transmitted through a medium (blue) with a characteristic
absorption coefficient µ. The attenuation of the wave is given by I(z) = I0e
−µz where z
is the propagation length inside the medium. The same light-matter interaction can also
be described in terms of the electric field of the electromagnetic wave and the complex
refractive index n = 1− δ+ iβ. In this description, not only the absorption, but also the
phase evolution of the electromagnetic wave, caused by the real part of the refractive
index, is described. The amplitude of the oscillating electric field inside the medium is
attenuated (purple line), and the oscillation appears at smaller wavelength inside the
medium (green line) compared to the same wave in vacuum (dashed green line), which
leads to a phase shift ∆ϕ at the exit of the medium. The attenuation introduced by the
medium is equal in both cases.
define an absorption cross-section, which is a measure for the probability for a photon of
a certain energy to be absorbed within a specific length inside a medium. The number
of photons dN which is absorbed within a length dx is given by
dN
dx
= −Nnσ (2.10)
where σ is the absorption cross-section, N is the number of impinging photons, and n
is the number of absorbing atoms in the penetrated volume.
In a more descriptive way, the absorption cross-section can be expressed in the following
way:
[σabs] =
[
# absorbed photons × illuminated area
# incident photons × # atoms
]
=
length2
atom
. (2.11)
The attenuation coefficient describes the ratio of absorbed photons, incident photons and
the atoms in the volume. The density is given by the atomic number density ρA. So,
in other words, the absorption cross-section is the quotient of the attenuation coefficient
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and the atomic number density, which give the number of atoms in a specified volume.
Moreover, the atomic number density can be expressed in terms of the mass density ρm,
Avogadro’s constant NA and the molar mass A:
σabs =
µ
ρa
=
A
NAρm
µ. (2.12)
To relate the absorption cross-section and the absorption coefficient with the complex
refractive index, it is used that:
I ∝ |E|2 (2.13)
As depicted in Fig. 2.3, the modified electric field after the interaction with the medium
can be written as:
E = E0 e
inkz = E0 e
−iδkz e−βkz, (2.14)
where E0 is the amplitude of the incident electric field, the second term is the phase shift
due to the real part of the refractive index, and the last term is the absorption induced
by the imaginary part.
With Eq. (2.13) the square modulus of the electric field can be related to the intensity:
|E|2 = |E0|2e−2βkz ∝ I (2.15)
The comparison of Eq. (2.8) and (2.15) gives a direct relation between the complex part
of the refractive index and the linear absorption coefficient:
β =
µ
2k
=
ρa
2k
σabs (2.16)
with k being the wavevector k = 2π/λ.
Absorption, the optical transition between an initial and a final state, can not only be
treated classically but also quantum mechanically. In the quantum mechanical approach
the polarisation state of the electric field manifests directly in the expressions. A modified
version of Fermi’s Golden Rule gives the transition rate from an initial state |i〉 to a final
state |f〉 upon absorption of a photon with energy h̄ω:
Ii→f =
2m
h̄
(Ef − Ei)2
h̄ω
| 〈f |~e · ~r|i〉 |2 (2.17)
here ~r are the electron’s coordinates, while ~e is the polarisation vector of the driving
photon, Ef − Ei gives the energy difference between initial and final state. The scalar
product ~e · ~r already indicates that the polarisation state of the photon plays a role in
the transition. A second order term, which describes transitions through intermediate
states, is neglected, as these transitions are unlikely and not studied in this work.
Using Cartesian coordinates the normalized electric field vector for a right circular
polarised photon is given by ~e = −1/
√
2(~ex + i~ey), for a left polarised photon ~e =
1/
√
2(~ex − i~ey) respectively. This simplifies Eq. (2.17) to:
Ii→f =
2m
h̄
(Ef − Ei)2
h̄ω
| 〈f |x± iy|i〉 |2 (2.18)
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The dipole operators can be expressed in terms of Racah’s spherical tensors [51]. The
spherical tensors C
(l)
ml, can be further decomposed into spherical harmonics Y
ml
l (θ, φ),
with l = 1 and ml = ±1 due to the photon spin.
This leads to the dipole operators P in terms of spherical harmonics with the quantum
numbers l and ml.
P
(1)
1 =
1√
2
(x+ iy) = rC
(1)
1 = r
√
4π
3
Y 11 (2.19)
P
(−1)
1 =
1√
2
(x− iy) = rC(−1)1 = r
√
4π
3
Y −11 (2.20)
With the dipole operators it is now possible to calculate the polarisation dependent
transition intensities from an initial state |i〉 to a final state |f〉.
2.3 Magnetic Circular Dichroism
The description of the MCD effect combines the Stoner model and x-ray absorption.
First, a quantum mechanical approach is chosen to calculate transition probabilities,
afterwards a model is introduced the illustrates that MCD effect - the so-called two-step
model.
Quantum Mechanical Description
The magnetic circular dichroism can be calculated from the transition probabilities,
between an initial state |i〉 and a final state |f〉. In the case of M2,3-edge absorption,
the transition happens between states of the spin-orbit split 3p level and the 3d valence
states. In this discussion, the magnetisation of the sample is chosen parallel to the spin-
up direction. Moreover, right-handed polarisation has helicity +1, while left-handed
polarisation has helicity -1. For the qualitative description, it is convenient to use a
one-electron picture, where only one vacancy in the 3d level exists, see the upper panel
of Fig. 2.4. In the case of a magnetic field parallel to spin-down, this vacancy has spin-
down. The assumption of only one vacancy simplifies the calculations. This description
is the atomic equivalent to the Stoner picture and the band splitting [52].
As all spin-up states are occupied, the respective band picture shows no vacancies above
the Fermi energy, on the contrary there is one vacancy for the spin-down state. Note
that the two green circles in Fig. 2.4 only indicate that electrons from both core levels
can occupy that state, it does not say anything about the number of empty states.
As this description uses an atomic approach, quantum numbers can be used for the
description of the electronic states. In this one-electron picture the transitions happen
from the 3p1/2 and the 3p3/2 state to the 3d valence states. The 3d states are degenerate
and the hole can be in any of the states (ml = −2,−1, 0, 1, 2), therefore the transition
probability has to be calculated to each of these states and then averaged.
Transitions are calculated using the wavefunctions in the |l,ml, s,ms〉 basis. As the
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Figure 2.4: Top: Exemplary system, with only one vacancy. This electron configuration
is considered for the calculations of the transition probabilities. The lower part of the
figure illustrates the MCD effect. Left panel: The two-step model. Circularly polarised
light excites electrons independent of their spin direction or core level. Depending on
whether there are empty states above the Fermi Energy EF (indicated by red crosses, no
empty states and green circles, empty states), the excitation can happen. From this, the
resulting transition probabilities can be calculated. Right panel: the absorption for the
two cases. The resulting MCD signal here is shown below and is symmetrical, however,
due to final state selection rules, the actual MCD signal is not symmetrical, but has
larger amplitude at lower photon energy.
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dipole operator does not act on ms and s, only the angular part of the transition matrix
element will be considered. The initial and final states have the same n, ms and s and
can therefore be simplified to:
|i〉 = |l,ml〉 (2.21)
for spin-up:
|f〉 = |n, l + 1,ml + 1〉 (2.22)
and for spin-down:
|f〉 = |l − 1,ml − 1〉 (2.23)
The dipole operators for the transitions were derived in the previous section 2.2, Eq. (2.19)
and Eq. (2.20).
Putting all the above together, one can calculate the strength of the optical oscillator
driving transitions between the initial and final state for the spin-up electrons:
〈n, l + 1,ml + 1|P
(1)
1 |n, l,ml〉 = −
√
(l +ml + 2)(l +ml + 1)
2(2l + 3)(2l + 1)
R (2.24)
and for spin-down electrons:
〈n, l + 1,ml − 1|P
(1)
− 1|n, l,ml〉 = −
√
(l −ml + 2)(l −ml + 1)
2(2l + 3)(2l + 1)
R. (2.25)
Here the work from Bethe and Salpeter was used to evaluate the matrix elements [53].
The radial matrix element R, the integral over the overlap of the initial and final state
wavepacket, is assumed to be constant for all transitions, as the wavepackets for all the
spin split states are assumed to be the same.
From the oscillator strengths it is also straightforward to show that switching the mag-
netisation is equivalent to changing the polarisation direction of the light source.
〈n, l + 1,−ml + 1|P
(1)
1 |n, l,−ml〉 = 〈n, l + 1,ml − 1|P
(1)
−1 |n, l,ml〉 (2.26)
This is important for the experiment as switching the magnetisation can be realized
much more easily.
General selection rules for dipole transitions are ∆l = ±1 and ∆ml = 0,±1. The
discussion only considers p→ d as they are 20 times more likely, meaning that p→ s i.e.
∆l = −1 is excluded [52]. The convention used is that right-handed circular polarisation
has ml = +1 and left-handed circular polarisation has ml = −1. Linear polarisation is
equivalent to ∆ml = 0 and is not considered.
In the simplified one electron picture all spin-up states are occupied and only one spin-
down state is empty (see Fig. 2.4). Thus, only transitions of spin-down electrons have
to be considered and only the spin-down wavefunctions have to be evaluated. Starting
from the p orbital with spin-down electrons, the wavefunctions are given by:
|i〉 = aml
∣∣∣∣l = 1, s = 12 ,ml, β
〉
= amlY
ml
l β, (2.27)
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where aml are coefficients to normalize the wavefunctions, the coefficient can be found
here [52]. β represents the spin-down part of the wavefunction.
For the final d states 5 spin-down wavefunctions are used and the spin-orbit splitting is
neglected as it has no influence on the result. They then take the form:
|f〉 =
∣∣∣∣l = 2, s = 12 ,ml, β
〉
= Y ml2 β, (2.28)
with the values for the magnetic quantum number ml ranging from −l to l. The strength
of the transition can be calculated by:
I±Mk =
∑
i,f
| 〈f |P (1)±1 |i〉 |
2, (2.29)
with the sum over all initial states i and final states f , where k = 2, 3 and ±1 indicates
the helicity of the photon or the direction of magnetisation, as demonstrated above. The
calculation gives the following transition probabilities from the 3p3/2 core level to the 3d
valence states:
A+3p3/2 =
1
3
R2; A−3p3/2 =
5
9
R2 (2.30)
and for the transition from the 3p1/2 core level:
A+3p1/2 =
1
3
R2; A−3p1/2 =
1
9
R2. (2.31)
The transition probabilities are also written in the right panel in Fig. 2.4. The strength
for the optical transition from 3p3/2 and 3p1/2 driven by right circular light is the same,
for left circular light it differs.
This result gives the strength of the optical transition. Band ferromagnetism and XUV
absorption were put together to arrive at this point and now allows the calculation of
the dichroic signal. The dichroism is defined as IMCD = A
+ − A−, where A± are the
absorptions for opposite helicities. They can also denote the absorption for reversed mag-
netisation of the medium while keeping the helicity the same. Calculating the dichroism
separately for the two spin-orbit split initial states, gives the following:
IM3MCD = −
2
9
R2 and IM2MCD =
2
9
R2. (2.32)
Surprisingly, the magnitude for both edges is the same. This is the result for the one-
electron picture, where only one empty state is considered. Hence only one spin direc-
tion can contribute. If the non-magnetised case is considered, the result exhibits the 2:1
branching ratio that corresponds to the sublevels. Also, the very first work on MCD by
Erskine and Stern arrived at 1:1 as they used the one electron picture [54]. However,
as it is known even from the very first experiments at the K-edge of iron or the M-edge
of gadolinium and terbium [55, 56], the magnitude of the dichroism signal for the two
absorption edges differs, and is close to the 2:1 ratio. This is due to spin-orbit coupling in
the final state. The stronger the spin-orbit coupling is, the more selective the excitation
becomes. This selectivity then reflects in the branching ratio, which tends to be in the
order of 2:1.
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Two-Step Model for Magnetic Circular Dichroism
In the two-step model, the excitation process is split into two subsequent events. The
first step is the excitation of an electron, independent of its spin orientation. However,
in the second step, the transition can only be completed if there is an empty state with
the right spin orientation.
As the initial excitation process is spin-independent, light of both helicities can excite
electrons with spin-up or spin-down. The transition probabilities, Eq. (2.30) and (2.31),
allow the quantitative prediction of the excitation probability. Eq. (2.26) shows that
the dichroic signal is identical whether the magnetisation direction of the sample is
changed or the helicity is changed. Hence, the absorption spectra look the same, e.g.
for magnetisation in up-direction with right circularly polarised light or magnetisation
down with left circularly polarised light. This circumstance tells that the transition
probabilities calculated above contain complementary information.
In the above calculations, it was considered that the helicity is changed, but the valence
state vacancy always has the same spin orientation. Now it is considered that both spin
orientations have a vacancy and the helicity is kept the same. Using Eq. (2.26) and
Eq. (2.30), the probabilities to excite an electron with spin-up or spin-down with light
of the same helicity (here right circularly polarised) are:
Adown3p3/2 =
1
3
R2; Aup3p3/2 =
5
9
R2. (2.33)
In other words, 62.5% of the electrons excited by right circularly polarised light have
spin-up and 37.5% have spin-down, as illustrated in Fig. 2.5. The same can be done for
the initial state 3p1/2. There the shares are 25% spin-up and 75% spin-down. For left
circularly polarised light the situation is inverse. As there is no spin selection in the final
states, the excitation from each level is the same for each helicity. Therefore, the lack of
final state selectivity removes the dichroic signal.
However, in a ferromagnet, the final states are spin-sensitive due to the Stoner band-
splitting. This spin-selectivity of the final state is the second step to the two-step model.
Fig. 2.5 illustrates how the restrictions of the final state remove one excitation path
per level and therefore lead to the dichroic signal. Interestingly, the number of excited
electrons in the model is the same for each helicity.
The sensitivity of the detection of the final state depends on the degree of magnetisa-
tion. If there are exclusively empty spin-up states, only spin-up electrons can be excited
and the dichroism signal gets maximised. For partial magnetisation, the dichroism sig-
nal is weaker. For aligned photon-spin direction and magnetisation, the magnitude of
the dichroic signal is given by the difference in holes for spin-up and spin-down, and
proportional to the magnetic moment m [57].
IMCD = N
+
h −N
−
h ∝ m (2.34)
Therefore the amplitude of the MCD signal is a direct measure for the magnetic moment
of the medium [55].
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Figure 2.5: The Left and middle panel show the transition probability of the optical
transition with a specific spin state driven by a left or right circularly polarised electro-
magnetic wave. The percentage describes the proportion that this path contributes to
the total transition from this level; e.g. 13 of
8
9
(
= 13 +
5
9
)
corresponds to 37.5%. Chang-
ing the helicity does not influence the total amount of excited electrons. Spin-selective
final states, which only allow one spin direction for the transition, lead to a suppression
of the other direction (opaque lines and numbers). Changing the helicity yields the
dichroic signal in the absorption difference.
2.4 Sum Rules for Spin and Orbital Momentum
In 1992 Thole et al. proposed a way to determine the orbital part ml of the total magnetic
moment m0 of a material from an x-ray MCD measurement [58]. Only one year later,
Carra et al. developed this method further, also allowing the determination of the spin
part mS of the magnetic moment [59]. The magnetic moment is of fundamental interest
as it determines the properties of magnetic materials. In their initial form, the sum rules
were derived in a localised picture with only a single ion and tested at the L2,3-edges of
the 3d-transition metals. This approach will be presented here, followed by a discussion
of the applicability of the sum rules to the M2,3-edges of the 3d-transition metals.
Using the picture derived in Fig. 2.4, a typical MCD spectrum for an L-edge of a 3d
transition metal qualitatively looks as shown in the lower-left panel of Fig. 2.6 (green
line). Thole and Carra came up with a systematic approach to use this characteristic
trace to retrieve the spin and orbital momentum, using the absorption for right circularly
(µ+), left circularly (µ−) and linear polarised light (µ0). µ0 is also called white-line and
can be determined by the mean of µ+ and µ−, µ0 =
1
2(µ+ + µ−). The sum rule for the
expectation value of the orbital angular momentum 〈Lz〉 is given by
∫
j++j−
dE(µ+ − µ−)∫
j++j−
dE(µ+ − µ− + µ0)
=
1
2
l(l + 1) + 2− c(c+ 1)
l(l + 1)(4l + 2− n)
〈Lz〉 (2.35)
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and for the expectation value of the spin momentum 〈Sz〉 with the expectation value of
the magnetic dipole operator 〈Tz〉:∫
j+
dE(µ+ − µ−)− c+1c
∫
j−
dE(µ+ − µ−)∫
j++j−
dE(µ+ − µ− + µ0)
=
l(l + 1)− 2− c(c+ 1)
3c(4l + 2− n)
〈Sz〉
+
l(l + 1)[l(l + 1) + 2c(c+ 1) + 4]− 3(c− 1)2(c+ 2)2
6lc(l + 1)(4l + 2− n)
〈Tz〉 .
(2.36)
Here, c and l are the initial and final state’s orbital quantum number and n is the number
of valence electrons. j+ corresponds to the spin-orbit split level at lower binding energy,
whereas j− sorreponds to the one at higher binding energy.
Another version of the sum rules was proposed by Wu et al. [60, 61]. They suggest
considering only the ratio of the orbital momentum Lz and the sum of the spin Sz and
Tz.
〈LZ〉
2 〈Sz〉+ 7 〈Tz〉
=
2
3
∫
j++j−
dE(µ+ + µ−)∫
j+
dE(µ+ − µ−)− 2
∫
j−
dE(µ+ − µ−)
(2.37)
However, this does not eliminate the treatment of Tz. Stöhr and König came up with
an approach to measure the magnetic dipole moment Tz: the magnetic dipole moment
becomes of significant magnitude in materials with large anisotropies. Therefore their
approach is an orientation-averaged sum rule, calculated from a series of measurements
at different orientations [62]. However, the contribution of the magnetic dipole oper-
ator for an isotropic medium e.g. iron, cobalt and nickel is usually on the order of
10% [59,63,64]. It can be neglected, as will be done in the scope of this work.
In the past, the sum rules have been tested against theoretically obtained values for
the orbital and spin momentum. It turned out that the agreement was within 10% for
the orbital momentum. In contrast deviations of up to 50% from the calculated values
appeared for the spin momentum sum rule [60,61].
In theory, the application of the sum rules is straightforward. The contribution from
the absorption at, e.g. the L-edge from the 2p1/2 and from the 2p3/2, can be separated
and independently integrated. Experimentally the situation is not always that clear:
the chosen integration range can change the results significantly. It will be shown later
that uncertainties of the integration range have a much stronger impact on the expec-
tation value of the spin moment than on the angular orbital momentum. Furthermore,
the removal of the background and experimental noise can contribute to a discrepancy
between the experimental data and the theoretically predicted values.
Nevertheless, the sum rules are established tools, e.g. for the use at the L-edges of
3d-transition metals (Fe, Co, Ni) [65]. Moreover, they are applied to time-resolved
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measurements to observe the evolution of 〈Lz〉 and 〈Sz〉 during and after laser excita-
tion [14,66].
The sum rules were derived under many assumptions [67]. These assumptions must be
considered when applying them.
2.4.1 Applicability of Sum Rules to M-edges
Although the first prediction of magnetic dichroism in 1975 by Erskine and Stern was
made for the nickel M-edges [54], MCD at that very absorption edge is rarely studied [68].
Moreover, the sum rules have not been applied to M-edges of the 3d-transition metals
yet, as they were derived for systems with large spin-orbit coupling such as L2,3-edges of
the 3d-transition metals and the M4,5-edges of the 4f rare-earth elements. This raises
the question, if the sum rules can also be applied to the M-edges of the 3d-transition
metals. Looking at the assumptions that were made for their derivation and transferring
them, an estimation about their validity will be given.
The sum rules cannot be applied when two transition channels compete, in the case
of M-edges, those are 3p → 3d and 3p → 4s. However, the oscillator strength of the
3p→ 3d transition is much larger, as the electronic levels have the same principal quan-
tum number [69], which means that 3p→ 4s transition can be neglected.
Another crucial point for the validity of the sum rules is the normalisation of the in-
tegrals. Only when this normalisation is done correctly, the numeric value that results
from the sum rules is meaningful. The assumption is that the normalisation factor N
cancels the radial matrix element. However, this is not always true, as the radial matrix
element is spin- and energy-dependent [70] and can change up to 30% within the d-band
of nickel [61, 71]. But this is only a problem for the validation of the spin sum rule.
The orbital momentum is proportional to the spin-orbit coupling energy, which is not
affected by the radial matrix element [72].
One more assumption that is made for the sum rules is that spin-orbit coupling is the
dominant interaction. At M-edges, this is not the case. The exchange interaction be-
tween 3p and 3d is much larger than the 2p and 3d, and as the spin-orbit coupling is
much smaller, this assumption does not hold. However, this also does only act out on
the spin sum rule [73,74].
The above indicates that the orbital sum rule can be used for also for the M2,3 of the
3d-transition metals. The case of the spin sum rules is more difficult, the assumptions,
already lead to severe deviations from the actual result at the L-edges [58, 75–77]. This
becomes even more severe when going to the M-edges.
The following section will show how the sum rules are applied to spectra, where the spin-
orbit coupling is smaller than the linewidth of the core levels, despite of the problems
that arise from the assumptions that do not necessarily hold for small spin-orbit coupling.
Later-on, this approach will be applied to time-resolved measurements.
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2.4.2 Evaluating Absorption Spectra Using the Sum Rules
The two cases of L- and M-edges are schematically illustrated in the upper panels of
Fig. 2.6, focusing on their different spin-orbit splitting.
In this idealised scenario, the following assumptions are made: (i) no background con-
tribution; (ii) absorption only resonant from the core states with a finite width; and (iii)
no competing absorption channels. In this case, the integration range is unambiguously
defined. The slightly bulky equations (2.35) and (2.36) can be condensed using the
following notation:
∆Qi =
∫
ji
∆MCDdE; Qi =
∫
ji
µ0dE (2.38)
where ji denotes the spin split core-levels, ∆MCD = µ+ − µ− is the MCD signal and
µ0 =
1
2(µ+ − µ−) is the white-line absorption, of a non-magnetised sample. Within this
notation, the sum rules for the orbital momentum becomes:
〈Lz〉 =
2
3
Hh
Pccosθ
∆Q3 + ∆Q2
Q3 +Q2
(2.39)
and for the spin momentum:
〈Sz〉 =
1
2
Hh
Pccosθ
∆Q3 − 2∆Q2
Q3 +Q2
− 7
2
〈Tz〉 , (2.40)
where Hh denotes the number of holes, Pc the ellipticity of the circularly polarised light.
θ is the angle between the magnetisation of the sample ~m and the k-vector of the incident
light ~k.
The equations are illustrated in Fig. 2.6. In the upper panels, the absorption µ at the two
spin-orbit split levels p1/2 and p3/2 is shown, for light of opposite helicities ± together
with the white-line absorption. Additionally, the integral over the white-line absorption
is plotted and labelled Q3 +Q2. In the lower-left panel, the two integral build-ups for Sz
and Lz are shown, the integral over the sum of the two levels ∆Q3 +∆Q2 (solid red line)
and integral over the difference of the two ∆Q3 − 2∆Q2, including the factor of 2 for
Q2 (dashed red line). These formulas can be understood in terms of the l − s and l + s
notation: The sum of both removes the s-component, and isolates the l-component. The
difference achieves the opposite. The factor of two corrects for the ratio of the electron
content in the respective level. So adding the two will remove the s-component while
subtracting will only leave the s-part.
The right panels in Fig. 2.6 contain the situation as it occurs at the M-edges. In this
simplified description, the absorption peaks are only split by 0.8 eV so that they ener-
getically overlap. When integrating the sum of the two absorption peaks, as is done for
Lz, the final value of the integral does not change. However, the integral for Sz heavily
depends on the selection of the integration ranges, as is indicated by the purple lines.
The main message here is that the value of Lz does not depend on the size of the
spin-orbit splitting, as long as the prerequisites for the application of the sum rules, as
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Figure 2.6: The upper panels show the absorption spectra for an exemplary system with
large and small spin-orbit splitting, corresponding to absorption at the L- and M-edge.
The integral over the white-line absorption is plotted in purple. Its final value does
not depend on the exchange splitting. In the lower panel, the MCD difference signal is
plotted (green). The purple lines represent the numerator of Sz (dashed line) and Lz
(solid line), respectively.
discussed in 2.4.1, are met.
Looking at experimental data from L-edges, e.g. [14, 78] shows that in the presence
of background and satellite peaks, the evaluation is not completely straightforward.
Discrepancies could be caused, for example, by slightly varying integration ranges or
different background subtraction. At the M-edges, an additional challenge arises from
the energetic overlap of the spin-orbit split core-levels, which is problematic for the de-
termination of Sz. However for Lz these restrictions do not apply, even the overlap of
the absorption lines, do not influence the value of the integral.
To summarize, the application of the sum rule for Lz seems to not bear many prob-
lems; one has to be careful when applying it for Sz, especially for statements about the
magnitude. Nevertheless, for time-resolved studies the evolution of the signal and its
quantitative value are two different observables. Even if the value is not accurate, its
time evolution still holds information.
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Additionally modern theoretical tools and TD-DFT calculations can support the efforts.
Calculated spectra allow to partially disentangle contributions from the 3p1/2 and 3p3/2
level. Given that calculations can provide that information, this can be applied to ex-
perimental data as well.
In the following, one has to aware of the restrictions due to the assumptions made in
the derivation of the sum rules. However, it seems worthy to use the achievements of
the last 25 years and advance the use of sum rules.
Chapter 3
Attosecond Magnetisation
Dynamics
The change of the magnetic state of matter by light has been demonstrated by several
experiments in the past two decades [11, 12]. All of these experiments show that laser
pulses trigger a sequence of effects that lead to demagnetisation. Such effects are e.g.
spin-orbit coupling, electron-phonon coupling or spin-lattice relaxation.
However, all these studies did not provide insight into the very early stage of demagneti-
sation. In particular, sub-femtosecond resolution yielding information on whether the
electric field of light can directly manipulate the magnetic moment of matter is missing.
In the course of this thesis, an experimental scheme was developed which is capable of
tracking changes in magnetisation with sub-femtosecond resolution. For this, the polar-
isation of an attosecond pulse is turned circular to probe magnetic circular dichroism
(MCD) in a transient absorption type experiment. A phase-stabilised few-cycle near-
infrared laser pulse excites the sample, and triggers electronic and magnetic dynamics.
The following chapter will describe the experimental procedure, as well as, the under-
lying physics that made it possible to detect the theoretically proposed light-induced
spin-transfer across an interface [79,80].
3.1 Basic Idea
A circularly polarised XUV attosecond pulse is transmitted through a magnetised sample
consisting of a ferromagnetic and a paramagnetic domain. The transmitted attosecond
pulse is then sent into a spectrometer, see Fig. 3.1. By applying the Beer-Lambert law
µ(ω) = ln
I(ω)
I0(ω)
(3.1)
the sample specific absorbance µ(ω) can be calculated.
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Figure 3.1: A circularly polarised XUV light pulse is transmitted through a magnetised
sample. The sample consists of ferromagnetic and paramagnetic layers. The transmitted
spectrum is recorded, and the absorbance µ± is calculated. Due to magnetic circular
dichroism the transmitted spectra for opposite magnetisation are different. This differ-
ence is the dichroic signal. The effect can be studied looking at the transmission only or
calculating the absorption.
In conventional MCD spectroscopy the signal is the subtracted absorbance of left- and
right-circular polarisation.
∆convMCD(ω) = µ
+(ω)− µ−(ω) (3.2)
In the experiment and study conducted here, a different convention is used. In the case
of atto-MCD the contrast ∆M is given by:
∆attoM (ω) = T
+(ω)− T−(ω) = ∆M (3.3)
where T+(ω) is the frequency dependent transmitted spectral intensity for right circular
polarised light and respectively T−(ω) for left-circular polarised light.
In Fig. 3.2, both definitions are plotted, to justify the use of atto-MCD. It is safe to say
that the two compare quite well, the main peak feature is slightly shifted in energy and
the pre-edge is not as pronounced in the conventional definition. Nevertheless, both sig-
nals provide direct access to the magnetic dichroism and therefore, to the magnetisation
of the sample.
Later-on where the time-evolution of the magnetisation will be investigated, the two
definitions will be compared again. The agreement is not surprising, as I0(ω) in the case
of conventional MCD is a constant factor and only the natural logarithm changes the
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Figure 3.2: The panels in this figure compare the different ways of evaluation of the data
as well as the signals from the different samples. Each colour represents one sample and
evaluation method. Ni atto-MCD (red), Ni/Pt atto-MCD (blue), Ni conventional MCD
(yellow), Ni/Pt conventional MCD (purple). The atto-MCD signal for Ni and Ni/Pt
differs in magnitude, as the absorption in platinum lowers the overall transmission and
leads to a decreased dichroic signal. Atto-MCD and the conventional MCD evaluation
are for Ni and Ni/Pt very similar, justifying the use of the atto-MCD evaluation. The
panel at the bottom shows the comparison of short (20 s) and long (5 min) integration
times. The dichroic signal is clearly visible after 20 s, longer integration time suppresses
the noise.
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shape slightly. From now on throughout the thesis, the atto-MCD contrast, according
to Eq. (3.3), will be used.
A strong electric field that coincides with the attosecond pulse triggers electronic pro-
cesses in the sample. These processes include carrier excitation from valence states to
above the Fermi energy or spin migration and flips that lead to a change in magnetisa-
tion. This is where attosecond transient absorption spectroscopy can show its strengths.
All these processes manifest themselves in changes in the XUV absorption of the sam-
ple. The electrons’ actions can be mapped with sub-femtosecond resolution, owing to
the temporal confinement of only a few hundreds of attoseconds.
As the amplitude of the atto-MCD contrast provides information on how strongly mag-
netised the sample is, tracking its temporal evolution gives insights into how fast the
change of magnetisation happens and therefore allows to reconstruct the underlying
processes.
3.2 Experimental Setup
The experiment was carried out at the AS2 beamline. A few-cycle near-infrared phase-
stabilised laser pulse (τNIR < 4 fs) generates high-harmonic radiation (for details about
the beamline and the lasersystem, see Appendix A.1). The fundamental and the high-
harmonics are then spatially separated into a Mach-Zehnder-type interferometer. A thin
metal foil (150 nm aluminium) blocks the residual laser light while the XUV radiation
is transmitted. After this, the attosecond pulse is sent through an XUV phase retarder
that changes its polarisation to elliptical. Further spectral filtering is achieved by a
multilayer mirror designed to reflect at 66 eV with a bandwidth of 8 eV. In the other
arm of the interferometer, the NIR pulse is delayed by a piezo stage.
Subsequently, the two beams are recombined and focused by a toroidal mirror under
grazing incidence onto the sample. The sample is magnetised by two static neodymium
magnets which are mounted on a motorised wheel, enabling to switch the direction of
the magnetic field within fractions of a second. Behind the target, a metal plate with
a 200µm slit serves as a beam block for the NIR to reduce stray-light on the camera
and also serves as an entrance slit for the spectrometer. The spectrometer consists of a
platinum-coated toroidal grating (Jobin Yvon HORIBA, 2105 lines/mm) and an XUV
sensitive CCD camera (Princeton Instrument, PIXIS XO400B).
The focused dimension of the spectrum covers approximately 8-10 pixels (160-200µm)
of the chip of the camera. Integrating over these columns of the chip yields the spectral
intensity as a function of energy.
3.2.1 Quarter-Wave Phase Retarder for XUV Attosecond Pulses
To measure magnetisation dynamics on atto- or sub-femtosecond timescales, circularly
polarised attosecond pulses are required. To turn the polarisation of an attosecond pulse
circular, an idea that was originally proposed for sychrotron radiation is used [42].
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Figure 3.3: The attosecond transient absorption setup in the AS2 beamline. A few-cycle
laser pulse generates high-harmonic radiation. Spectral filtering is done by an aluminium
filter and a multilayer mirror, providing isolated attosecond pulses. The phase retarder
makes the pulse circularly polarised. A delay is introduced in the NIR arm of the Mach-
Zehnder-type interferometer. After the recombination, the beams get focused on the
magnetised sample. The transmitted spectrum is recorded by a self-built spectrometer.
Initial publication in [81].
The idea is to orient four mirrors in such a way that the reflections lead to a total
phase shift between s- and p-polarisation of a quarter of a wave, resulting in circular
polarisation. However being designed for the use at synchrotrons with comparably long
bursts of XUV radiation, the requirement for the mirrors are higher when dealing with
attosecond pulses. For the use in an attosecond experiment, special care has to be taken
regarding the temporal phase these mirrors introduce.
This idea was already taken up in 2011 for the use with XUV from a high-harmonic
source [82], however this source did not provide isolated attosecond pulses but attosecond
pulse trains and the phase retarder had a transmission of a few percent only. Therefore,
further development of the idea was necessary.
The design of reflective optics for attosecond pulse follows two main considerations, (i)
no significant increase of the pulse duration, (ii) high reflectivity for high photon flux.
For the design of the device, which changes the polarisation, another consideration was
important: the phase for s- and p-polarisation and that the beam must not propagate
in a different direction when changing the polarisation state by rotating the apparatus.
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The polarisation state after reflection off a mirror can be expressed by the Fresnel equa-
tions. They provide a term for the reflected s- and p-polarised part and therefore the
phase difference can be calculated from [83]:
r̃s = rse
iδs =
cos θi −
√
εr − sin2 θi
cos θi +
√
εr − sin2 θi
(3.4)
r̃p = rpe
iδp =
εr cos θi −
√
εr − sin2 θi
εr cos θi +
√
εr − sin2 θi
(3.5)
It becomes clear that upon reflection the phase shift between s- and p-polarised light is
not the same. This leads to a difference of
∆ϕ = δs − δp (3.6)
which then can be exploited to tailor the phase shift as desired. From Eq. (3.4) and
(3.5), it is clear that ∆ϕ can be manipulated by the incidence angle θi on the mirrors
and εR which is given by the material of the mirror.
However, two angles can be varied, see Fig. 3.4. The incidence angle θi that is the angle
between the surface normal of the mirror and the incoming beam and the rotation angle
θpa of the mirror setup. The latter one does not influence rs and rp and therefore, the
phase shift. However, it does determine the amplitude ratio of s and p. As not only the
phase shift determines the ellipticity but also the intensity of the two polarisation states.
In order to be perfectly circularly polarised s- and p-polarisation need to have the same
amplitude.
The polarisation state of the light emerging from the phase retarder is analysed with
a Rabinovitch setup [84]. An XUV multilayer mirror is placed in the beam reflecting
under 45◦. The intensity of the reflected beam is recorded by a reverse-biased XUV
sensitive photodiode (AXUV100G, OptoDiode Corp.). The 45◦ mirror, together with
the photodiode, can be rotated around the beam axis. The resulting intensity vs rotation
angle data gives the polarisation state and is shown in Fig. 3.5. In the top panel, the
theoretical predictions are shown. For the case of θpa = 90
◦ the signal becomes a sine-like
curve.
For completely polarised light the ellipticity can be determined from the measured in-
tensities. It is given by [84]:
ε =
√
Imin
Imax
, (3.7)
where Imax is the maximum intensity and Imin the minimal intensity for a specific
rotation of the phase retarder. From the above formula follows that for an ellipticity
ε = 0 the light is either completely s- or p-polarised and 1 for perfectly circular polarised.
Perfect circular polarised would yield a flat line of the intensity as a function analyser
rotation, as shown in Fig. 3.5.
For the case of this setup a maximum ellipticity of ε ≈ 0.5 was achieved for a rotation
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Figure 3.4: The quarter-wave phase retarder that is used to turn the polarisation of
the attosecond pulse circular. It has two angles that can be tuned to achieve that.
The incident angle θi and the angle under which it is hit θpa. The panels illustrate
how this is done. The incident angle is fixed by the construction of the device. The
polariser angle, which is the angle between the linear polarisation direction of the incident
electromagnetic wave and the projected surface normal of the mirrors, can be changed
by rotation of the quarter-wave phase retarder. M1-M4 indicate the order in which the
mirrors are illuminated. The lower panel shows a CAD drawing of the phase retarder, the
mirror holders are mounted in an aluminium block, fabricated by the MPQ workshop.
32 3. Attosecond Magnetisation Dynamics
0 20 40 60 80 100 120 140 160 180
0
0.04
0.08
0.12
0.16
0.2
Rotation of Analyser Mirror [°]
Si
gn
al
 A
m
pl
itu
de
 [a
rb
.u
.]
90°
36°
0°
0 20 40 60 80 100 120 140 160 180
90°
36°
0°
60°
Rotation of Analyser Mirror [°]
θpa θpa
0
0.04
0.08
0.12
0.16
0.2
Figure 3.5: The left panel shows the calculated signal amplitude of the photodiode as a
function of the rotation angle of the analyser mirror for three orientations of the phase
retarder. Maximal ellipticity is achieved for θpa = 36
◦. Fully circular polarisation would
give a constant line in this diagram. The right panel shows the experimental results for
four orientations of the polariser, confirming the predicted values.
angle of θpa = 54
◦ of the phase retarder . This is in good agreement with the theoretical
predicted value of εtheo = 0.549 at 66 eV, for details see [85].
After the confirmation that the XUV radiation when emerging from the polarising device
is indeed elliptically polarised, it still has to be verified that the attosecond pulse does
not lose its temporal structure. For this reason, attosecond streaking was performed.
Details about the technique can be found in chapter 5. As expected, the attosecond pulse
was not affected a lot by the four mirror reflections, due to their flat spectral phase. A
FROG like retrieval algorithm was used to retrieve a duration of τXUV = 310 ± 20 as.
Fig. 3.6 shows the raw streaking spectrogram and the retrieved electric field.
3.2.2 Data Acquisition and Evaluation
The data is recorded with an XUV sensitive CCD camera (Princeton Instruments PIXIS
XO 400B). This camera is controlled by a custom LabView Software. Typical integration
times for the measurement were 15-20 seconds.
The software is capable of controlling the rotation of the magnets as well as a beam
block in the NIR beam path. This allows the measurement of the following sequence for
one delay step: magnetisation 1 with NIR pump light - magnetisation 1 without NIR
pump light - magnetisation 2 with NIR pump light and magnetisation 2 without NIR
pump light. This sequence was then repeated for every delay step, leading to a duration
of maximum 1.5 minutes for one delay step. As drifts of the beamline and CEP locking
make measurement durations of more than 3 hours unreliable, this set an upper limit to
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Figure 3.6: Attosecond streaking with a circularly polarised attosecond pulse. The
retrieved pulse duration is τXUV = 310 as. The retrieved vector potential (white) and
the electric field (red) are plotted.
the total investigated delay range. Data evaluation was performed using a self-written
MATLAB GUI, which allowed for quick comparison of the measurements, with many
adjustable parameters.
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3.3 Electronic Response of a Metallic System
The XUV absorption gives access to the electronic structure of a medium around the
Fermi energy. In the case of interaction between a strong laser electric field and a spec-
imen it is possible to make deductions about the response of the electrons to the strong
external field. This was previously shown for semiconductors and dielectrics [36–38].
The first metallic system was studied only recently [86]. The experiment presented here,
intrinsically designed to track magnetisation dynamics, is also capable of measuring
light-induced electron dynamics manifesting themselves as changes in the XUV absorp-
tion.
As described in section 3.2.2, each measurement consists of the acquisition of four spectra
per delay step. For both magnetisation directions, one spectrum is taken in the presence
of the intense laser field and one in its absence. Each set for one of the magnetisation
directions itself contains the information on how the electric field of the laser changes
the electronic structure and therefore the XUV absorption.
In general, there are two options to evaluate the measured data. The first one is to use
the spectrum of the incident beam and calculate the frequency-resolved absorption and
see how it changes with the delay. This is in analogy to the conventional MCD defini-
tion presented in section 3.1. The second option, the option used here, is to simply use
the frequency-resolved transmitted spectrum and compare the spectra with and without
strong-field interaction. The change in XUV transmission is given by:
∆T (ω) =
Tpump(ω)
T0(ω)
(3.8)
where Tpump describes the transmitted spectral intensity. The evaluation of the trans-
mitted spectra only, has the big advantage that drifts in the XUV spectrum do not
manifest themselves in the results, as all spectra suffer from it. These small slow drifts
do occur and originate from, e.g. beamline drifts or small fluctuations of the pressure in
the high harmonic target.
Fig. 3.7 illustrates the transmitted spectra through an 8 nm thick nickel film for the
unperturbed case (red) before the NIR laser pulse triggers electronic excitation and
slightly after the passage of the strong field interaction (blue). At a laser pulse intensity
of I = 5× 1012 W/cm2, the increased absorption appears as a shift of the absorption
edge of up to 150 meV, or a decrease in transmission of up to 5% at the M2,3 absorption
edge.
A possible reason for this change of the XUV absorption is that electrons around the
Fermi edge get promoted to above the Fermi energy, where they occupy previously un-
occupied states. The emptied states now become available for core-transitions from the
M2,3 edges, leading to an increased absorption at energies below the ones corresponding
to the resonant excitation from 3p1/2 and 3p3/2.
Although previously seen [12], in this study, no pronounced increase in the transmission
is observed. The rise of transmission at higher photon energies is supposedly present,
however, very small and spread over a larger bandwidth. This can be seen as direct
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Figure 3.7: The transmitted XUV spectrum through an 8 nm thick nickel film in the
absence of an external perturbation and slightly after the interaction with a few-cycle
NIR laser pulse. The onset of the absorption is shifted by 150 meV towards lower photon
energies indicating that the laser pulse frees states below the Fermi energy, enabling core-
level transition to lower energetic states.
evidence that the electrons that get excited are subsequently accelerated in the bands
and promoted into higher bands.
Recording the change of the XUV transmission over time, Fig. 3.8 shows a rapid drop
during the interaction with the strong laser electric field and a quick recovery < 1 ps.
For different pump energies, the induced absorption change varies. In Fig. 3.8, the change
for three different values ranging from 1× 1012 W/cm2 to 5× 1012 W/cm2 is shown and
time constants of the recovery are determined. The retrieved relaxation times based on
fitting an exponential recovery to the data, varies between 289±79 fs for the low intense
case and 319 ± 65 fs for the high intense one in pure nickel and is 376 ± 103 fs for the
nickel/platinum multilayer sample. The value gives the time after which the signal has
recovered half its amplitude. Within the experimental errors, the recovery for different
pulse energies is on the same scale. Additionally Fig. 3.8 shows the comparison of a
pure nickel sample and a nickel/platinum multilayer stack. Their responses are fairly
identical only the change in magnitude differs slightly. In the next section, that covers
the magnetisation dynamics, the reason for the two samples will be explained.
Using the full power of the attosecond beamline and zooming into the time interval
where the laser pulse is present one gets a trace as shown in Fig. 3.9. The decrease
in transmission around 66 eV does not appear homogeneously over the duration of the
laser pulse, as Fig. 3.8 might suggest. It happens in a step-like fashion. The steps
are in synchrony with the oscillation period of the NIR pump pulse (green line). The
exact phase relation between the steps and the driving field is not yet known. Here it is
arbitrarily chosen to guide the eye.
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Figure 3.9: The XUV transmission at 66±0.5 eV as a function of time. The raw data
(grey) shows a step-like decrease which is more pronounced when a moving average filter
is applied (blue). These steps are in synchrony with the field evolution of the laser pulse
(green line, as a guide to the eye). After the laser pulse has passed the XUV transmission
stays changed.
3.3 Electronic Response of a Metallic System 37
The synchrony of the oscillating electric field and the changes in the material’s properties
is of great interest for multiple reasons. The first one is that this behaviour has been
discovered in semiconductors and dielectrics before [36, 37]. Another very important
point is that it allows the determination of the arrival time of the laser pulse. As these
oscillations can be resolved, it is direct evidence that the response time of the system to
the external perturbation must be shorter than a half-cycle duration of the laser pulse.
If the electronic excitation was delayed, the effect would integrate over the oscillations
of the laser pulse, and the step-like structure would vanish. Therefore the sub-cycle
response of the XUV transmission provides confinement of time-zero to about 1 fs.
The presence of the sub-cycle structure equips the measurement of the magnetic moment
with a marker for the arrival of the electric field, meaning that a delayed response of the
magnetic moment could be tracked.
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3.4 Attosecond Magnetic Circular Dichroism
The finding of the above-described effect is a fortunate result of the initial experiment
to study the early time dynamics of the magnetic moment in ferromagnetic systems. It
buries the prospect of underlying fundamental physics. Moreover, in tandem with the
already existing results from a small and wide band gap material a unified concept for
light-matter interaction might be possible. However, in the scope of this thesis, the focus
lies on the study of time-resolved changes of magnetisation.
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Figure 3.10: Atto-MCD contrast for the nickel/platinum multilayer at three different
pump-probe time delays. The curves are normalised to the unperturbed spectrum at t1
(blue). At t2 = 20 fs (red) the atto-MCD contrast is already reduced by almost 30%,
after several hundred femtoseconds t3 = 200 fs (green) the atto-MCD contrast has lost
more than half of its amplitude. Initial publication in [81].
The experiment was conducted in a way that in a first step, the atto-MCD contrast as
defined in Eq. 3.3, was recorded at three different delay times between the NIR pump
and the XUV probe pulse, see Fig. 3.10. The first instant is in the absence of NIR laser
light t1. A second trace is recorded about t2 = 20 fs after the interaction of the sample
with the pump pulse followed by a third measurement at a delay of t3 = 200 fs. This
proves the technique’s capability to track fast variations in the magnetic moment of the
studied species.
In Fig. 3.10, it is evident, that nickel, within a Ni/Pt multilayer system, changes its
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magnetic moment already within the first 20 fs. The atto-MCD contrast is normalised
to the unperturbed case indicating a reduction of the magnetic moment of 30% after
20 fs and up to 70% after the laser pulse has passed. As the signal amplitude gets weaker
for longer delays, the noise becomes more pronounced, making exact quantitative state-
ments unreliable.
These results demonstrate the capability of the measurement technique of mapping
element-specific changes in the magnetic moment in a time-resolved manner.
3.4.1 Sub-fs Quenching of the Magnetic Moment
To get a better understanding of the involved effects and to distinguish them, a closer
look has to be taken at the early time evolution during and right after the light-matter
interaction. Due to the long timescale instabilities of the measurement, as mentioned
above, the investigated time window is limited to 9 fs. In Fig. 3.11, the main findings of
this work are shown. The dashed red line represents the light-induced change in XUV
transmission, as explained before. The sub-cycle evolution is clearly visible and indicates
the arrival time of the driving laser pulse.
In blue the atto-MCD contrast ∆M is shown, the value is taken from the peak region of
∆M , as shown in Fig. 3.10 at around 67 eV. The laser pulses used for these measurements
had a duration of τNIR < 4 fs and a peak intensity of I = 4× 1012 Wcm2 . The shaded areas
represent the standard deviation, 95% confidence interval. This graph clearly shows that
even in the first sub-10 fs, the atto-MCD contrast, hence the magnetic moment of nickel is
quenched by up to 40% when looking at the delay of -3 fs it might even quench on a sub-fs
time scale. The synchrony of light-induced electron redistribution, manifesting in XUV
transmission change, and the reduction of magnetic moment indicate a manipulation of
magnetism that is driven by photons. As there is no first-order coupling of photons and
spins, a different effect has to be responsible for this effect. The ∆M signal shows some
oscillatory behaviour. However, commenting on these oscillations is pure speculation as
they lie outside the experimental certainty.
In the course of finding the responsible process leading to the rapid change of mag-
netisation, a control experiment with a different sample, however, otherwise exact same
experimental conditions was conducted. The Ni/Pt multilayer sample was exchanged
with a pure nickel thin-film sample (8 nm) that has also been used for the measurements
of the electronic response as shown before, Fig. 3.8.
Again the red dashed line represents the change of the XUV transmission manipulated
by the intense laser pulse. Although the sub-cycle evolution is not as prominent in this
measurement, it is sufficient to estimate the arrival time of the laser pulse. The blue
line shows the temporal trend of the atto-MCD contrast ∆M. Here in striking contrast
to the multilayer sample, the magnetic moment of nickel stays, within the error of the
measurement, constant during the time where the sample interacts with the strong elec-
tric field of the laser.
The missing heavy metal ad-layer of platinum seems to hinder the rapid manipulation of
the magnetic properties of the ferromagnetic layer. As the magnetic moment is mostly
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Figure 3.11: The XUV transmission of a Ni(2 nm)/Pt(2 nm)/[Pt(2 nm)/Ni(4 nm)]x2 mul-
tilayer array (dashed red line) changes in the previously shown sub-cycle manner, see
Fig. 3.9. At the same time the atto-MCD contrast ∆M of the array (solid blue line) de-
creases by ∼40%. This loss of magnetic moment happens during the presence of the NIR
laser pulse within a few femtoseconds. A change of the magnetisation on this timescale
has not been seen before. The shaded areas depict the respective standard deviation.
Initial publication in [81].
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Figure 3.12: The XUV transmission of an 8 nm nickel slab (red) changes during the
interaction with a strong laser pulse, compare Fig. 3.9. At the same time the atto-MCD
contrast (blue) stays unchanged. The absence of the sub-fs loss of magnetic moment
in nickel indicates that the previously seen effect in the Ni/Pt is sample specific and
must root in the multilayer structure. The shaded areas depict the respective standard
deviation. Initial publication in [81].
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governed by the orientation of the electrons’ spin, this unprecedented behaviour has to
be attributed to a change of the spins in the material.
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Figure 3.13: The comparison of the time-evolution for the analysis using the
conventional-MCD type and the atto-MCD. The signals are basically identical, with
a few small discrepancies.
Fig. 3.13 shows the comparison of the temporal evolution of atto-MCD and conventional
MCD. The two traces look fairly identical with a few minor discrepancies. However,
proving that the effect is indeed real and on that magnitude and not owed to the evalu-
ation.
3.4.2 Long Timescale Behaviour of the Magnetic Moment
The question arises what happens after a few tens of femtoseconds. Do the samples level
up in the change of the magnetic moment or does the early induced reduction manifest
and last? Measurements were performed where the delay steps were chosen longer, on
the order of 1 fs with a delay axis of up to 200 fs, to answer that question. The results
of this measurement are shown in Fig. 3.14.
The figure shows the atto-MCD contrast ∆M normalised to time zero for the two different
samples. The measurements were done at a peak intensity of 2× 1012 W
cm2
, slightly lower
compared to Fig. 3.11 and 3.12. Nevertheless, this set of data shows exactly the same
behaviour qualitatively. The multilayer sample responds fast to the strong laser electric
field, whereas the nickel slab does not show a rapid decay. Notably, nickel exhibits a small
drop of the magnetic moment (< 5%), consistent throughout a series of measurements,
which could not be observed that precisely in the close-up scans. This might be on
account of longer integration times and generally more stable laser performance, due to
the absence of the necessity to run it with a locked CE-phase.
After the initial change, the multilayer sample seems to stay in a plateau regime (10 to
35 fs), before decaying further. Nickel, however, starts to rapidly change its magnetic
moment after around 30 fs, reaching the same level as Ni/Pt and then decaying at the
same rate. At around 40 to 50 fs, where the change of magnetisation is independent of
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the sample, the driving processes can be attributed to the interaction of electrons and
spins through phonons.
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Figure 3.14: The long timescale behaviour for the two samples is shown. Multilayer
(blue) exhibits a steep, rapid decrease as established in the short timescale measurement,
whereas nickel slab (red) stays more or less constant in the first few femtoseconds. After
30 fs nickel’s magnetic moment changes and from there on the demagnetisation appears
to happen at comparable rate.
3.4.3 Comparison with TDDFT Calculations
In order to distinguish the different processes which mediate the quenching in the early
stage, a full TD-DFT calculation was performed. The calculations were done by Sangeeta
Sharma (MBI Berlin) using the open-source ELK code [87]. The ab-inito calculations
give the magneto-optical function of the system. The imaginary part of the magneto-
optical function is half of the conventional MCD signal [88]. The two parameters are
compared in Fig. 3.15.
The two curves look similar in terms of the pre-edge feature between 62 eV and 66 eV
and also agree at the main MCD peak in both magnitude and width.
The left panel of Fig. 3.16 shows five curves, the red ones correspond to nickel and the
blue lines correspond to the Ni/Pt multilayer. For the nickel slab, the TD-DFT calcula-
tion (dashed-dotted line) shows a small decrease in the magnetisation of a few percent.
The experimentally recorded trace, although seeing a slightly larger loss of magnetisa-
tion (≈ 5%), reproduces that behaviour up to 30 fs. Here the first lattice contribution
and the onset of phonons might lead to spin flips and a loss of magnetic order. Such
dynamics cannot be accounted for by the calculation and may cause the discrepancy.
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Figure 3.15: The TD-DFT calculation provides the magneto-optical function (blue). Its
imaginary part is proportional to the the dichroic signal. The experiment gives the
attosecond MCD contrast or the conventional MCD signal. Here the conventional MCD
µ+−µ− is shown. The magneto-optical function has to be corrected by a factor of 2 [88].
In the case of the multilayer, the solid line depicts the experimental results. For the
calculations, there are two results, one trace where the treatment is complete and one
where the spin-orbit coupling is turned off (see labels). When the spin-orbit coupling
is turned on the calculated trace agrees with the experimental data, in both temporal
evolution as well as in magnitude. Turning spin-orbit coupling off makes the calculated
signal level off after 10 fs, with only half the amplitude, compared to the full calculation.
This means that the initial drop (0− 10 fs) does not depend on the spin-orbit coupling.
A different mechanism has to govern this early magnetisation change during and after
laser excitation. Dewhurst et al. found a process where electrons and their spins co-
herently migrate from the ferromagnetic to the paramagnetic site, where their spin is
absorbed. They named it optically induced intersite spin transfer (OISTR) [79]. This
measurement shows that this process exists and is capable of changing the magnetic
moment at unprecedented speed.
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Figure 3.16: The experimental data is displayed by the solid lines, multilayer in blue,
nickel slab in red. Results from TD-DFT calculation are plotted in dashed and dashed-
dotted lines. The agreement for nickel slab is satisfactory up to 30 fs. For the multilayer
sample, two scenarios are shown, full calculation and calculation without spin-orbit
coupling. In the first few femtoseconds the two curves overlap excellently. Only after
10 fs, a further loss of magnetic moment can be observed in the full calculation. In the
left panel the complete loss of magnetic moment in the multilayer after around 500 fs is
shown. Initial publication in [81].
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3.4.4 Optically Induced Intersite Spin Transfer
The spin selective charge transfer occurring during the interaction of the multilayer sam-
ple with the intense laser pulse can be very well understood when looking at the DOS
diagram in Fig. 3.17. The calculated DOS for nickel (grey) and platinum (gold) is shown.
Nickel exhibits, due to its ferromagnetic nature, a strong Stoner splitting between the
DOS for spin-up and spin-down. This splitting leads to an imbalance of unoccupied
states between the two spin directions. Platinum’s DOS, however, is only slightly in-
fluenced by the external magnetic field, due to its paramagnetic characteristics, leaving
the unoccupied states not spin selective.
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Figure 3.17: The calculated DOS for nickel (grey) and platinum (yellow). Nickel has
unoccupied states for spin-down, whereas, for spin-up, nearly all states are occupied.
For platinum, unoccupied states exist independently of the spin direction. This opens
an excitation path for the spin-up electron from nickel into platinum (red arrow). Initial
publication in [81].
As soon as the strong electric field of the laser pulse interacts with the sample, majority
carriers with spin-up get excited, but the number of empty spin-up states in nickel is
smaller than in platinum. For that reason, electrons with spin up migrate across the
interface from the ferromagnetic into the paramagnetic layer. This transfer leads to a
reduction of majority carriers, thus a reduction of the magnetic moment. At the same
time, electrons from platinum can also transfer from the one into the other domain.
However, as platinum has heavy spin-orbit coupling, the electrons leaving platinum do
not have a distinct orientation of their spin. So these electrons cannot compensate for
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the loss of magnetic moment induced by the migration of the majority carriers. Note
that the net charge stays constant and no polarisation due to charge flow is induced.
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Figure 3.18: Semiclassical picture of OISTR. The spins of the electrons in nickel (grey)
are aligned along the external magnetic field, in platinum strong spin-orbit coupling
hinders the alignment of the spins. A laser pulse excites a coherent electron wavepacket
across the interface, reducing the magnetic moment in nickel. Initial publication in [81].
Another way of looking at the OISTR process is a semiclassical somewhat real-space
picture, as illustrated in Fig. 3.18. The spins of the unpaired 3d electrons in nickel align
along the external magnetic ~B field. In platinum due to strong spin-orbit coupling, all
angular momentum is stored in orbital momentum. The laser pulse (red) excites an
electron in nickel and creates a coherent electron wavepacket (green) that can travel
across the interface where it then can populate an empty state. Vice versa an electron
wavepacket from platinum can propagate into nickel. As it does not have a distinct spin
orientation, it does not contribute positively to the local magnetic moment.
It is worthwhile to mention that the OISTR process does not overcome fundamental
limitations connected to spin flips and spin rearrangements. In OISTR the local mag-
netic moment of one species gets manipulated by moving charge carriers and their spins
coherently.
The theoretically predicted OISTR process that leads to a change of the local mag-
netic moment in a ferromagnet on the timescale of the pulse duration of the driving few
femtosecond pulse is experimentally confirmed here. This intersite transfer of carriers
is happening on sub-exchange and sub-spin-orbit timescales. Note that this effect is a
pure interface effect between two different domains. However, they are not necessarily
ferromagnetic and paramagnetic, but can also be, e.g. ferromagnetic-ferromagnetic or
ferromagnetic-antiferromagnetic. This will be further discussed in section 3.6.
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3.5 Determination of 〈Lz〉 and 〈Sz〉 from the Sum Rules
The sum rules allow the measurement of spin and angular orbital momentum from MCD
signals. Recently, these sum rules were applied to time-resolved measurements [14,66,89]
to access the temporal evolution of the quantum numbers 〈Sz〉 and 〈Lz〉 during ultrafast
demagnetisation. These pioneering experiments in the field of ultrafast magnetism were
the first ones to apply the sum rules to time-resolved measurements. In all three studies,
both 〈Sz〉 and 〈Lz〉 reduce their magnitude after the laser excitation. Interestingly the
processes happen on different timescales for the two quantum numbers. This raises
the question what determines the different timescales of 〈Sz〉 and 〈Lz〉 and how they
behave during or directly after laser excitation. The temporal resolution of the studies
so far lacked single femtosecond resolution and therefore, insights into the early stage of
interaction was not gained. However, especially this early stage of the demagnetisation
is of major interest. On these short timescales the lattice is quasi inactive as it reacts
much more slowly and therefore does not contribute to the demagnetisation. The whole
loss of magnetic moment is owed to electronic processes.
As angular momentum conservation dictates, the whole system has to have a conserved
angular momentum.
~Jtotal = ~L+ ~S + ~Jlattice (3.9)
where ~Jtotal denotes the total angular momentum, ~L the orbital angular momentum of
the electrons, ~S the spin angular momentum and ~Jlattice the angular momentum of the
lattice.
Consider, that at early times the lattice is unperturbed as it is too slow to react within
a few femtoseconds, this eliminates ~Jlattice in Eq. (3.9). This means that the change in
the system must be governed by ~S and ~L. In this context, the sum rules are applied
here, as described in chapter 2.4.
The sum rules are given by Eq. (2.39) and (2.40).
〈Lz〉 =
2
3
nh
Pccosθ
∆Q3 + ∆Q2
Q3 +Q2
〈Sz〉 =
1
2
nh
Pccosθ
∆Q3 − 2∆Q2
Q3 +Q2
(3.10)
For a detailed discussion of the formula, look at chapter 2.4. It was also discussed there
that for the orbital sum rule, the overlap of the two levels is not relevant as the integral
is taken over the sum of both absorption edges, see Fig. 2.6. For the spin sum rule, this
does not apply. Therefore, the deconvolution of the two edges is important, as well as
the right choice of the boundaries for the integral. The spin sum rule will underestimate
the magnitude of 〈Sz〉, when the two absorption edges of the two levels overlap, again
see Fig. 2.6.
For the deconvolution of the measured absorption spectra, the help of theoretical calcu-
lations is needed. Fig. 3.19 compares the calculated and measured absorption. Although
the overall agreement is not good, the dichroic features are present in the calculation at
the same position, one at ∼ 66 eV and one slightly above 68 eV.
Calculations can be performed only considering one of the two transitions, e.g. 3p3/2 →
3d. Such a calculation can be done for both helicities, as is shown in Fig. 3.20. The
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Figure 3.19: The experimentally obtained absorption spectrum (left) and calculated one
(right) for opposite helicity. The experimental data shows dichroism of a few percent
of the total absorption. The calculated spectra show the pronounced absorption peaks
from the 3p1/2 and the 3p3/2 core level and an overall stronger dichroism. Both datasets
show the main features of the dichroism. For both spectra the background is subtracted.
upper part shows the calculated absorption spectra together with the absorption spectra
for only one of the core levels (purple and green). It can be seen that 3p1/2 and the 3p3/2
are not pure states but that their wavefuncitons mix, because each absorption spectrum
has contributions from the other level.
The separation can be used in the context of the MCD sum rules Eq. (3.19) to decom-
pose the measured spectra into contributions from 3p1/2 and the 3p3/2. Afterwards the
dichroic signal for each core level can be calculated and then used, as described by the
sum rules to calculate 〈Sz〉 and 〈Lz〉.
The lower panels of Fig. 3.20 show how the experimentally obtained data is separated
into two parts. The individual parts agree quite well with the single level absorption
spectra plotted in the upper panel.
With these spectra it is now possible to apply the sum rules to measured data. The
result of this is plotted in Fig. 3.21. The following discussion is done under the premise
that both sum rules are valid, although this can be doubted (chapter 2.4).
The results indicate an increase of Lz after laser excitation and a decrease after ∼ 30 fs.
In contrast, as Lz increases, Sz seems to decrease rapidly and after ∼ 30 fs converges
slowly towards 0. This would support the theory that the system immediately reacts to
external distortion, due to the laser pulse, by a rearrangement of the magnetic moment.
Then after ∼ 30−50 fs the lattice starts to move and Lz and Sz decrease simultaneously.
The magnitude of Lz and Sz, is due to all the assumptions made in the theory part,
most likely not accurate. Therefore the plot is in arbitrary units. 〈Sz〉 is underestimated
in any case.
The results are nonetheless impressive, the behaviour these measurements indicate would
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Figure 3.20: The calculated spectra can be decomposed into contributions from the
two spin-split core levels 3p1/2 (green) and the 3p3/2 (purple). Due to the mixing of
the states’ wavefunctions each absorption spectrum has contributions from both levels.
The splitting ratio is then applied to the recorded absorption spectra (lower panels).
Although in Fig. 3.19 the spectra do not agree too well, the calculated ratios applied to
the recorded spectra look very much alike.
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Figure 3.21: The early time evolution of Sz and Lz. Shortly after the interaction Lz
seems to increase and almost doubles its numeric value. However Sz stays constant or
slightly decreases after the initial excitation, and then after 15 fs starts to decrease. Also
Lz decreases after the initial increase and levels with Sz after 200 fs.
allow a deeper understanding of the demagnetisation process. Moreover, in a multilayer
system, as used for the OISTR measurement, it might be able to track the spin transfer
manifesting itself in the time-evolution of 〈Sz〉 and 〈Lz〉.
3.6 Main Findings and Future Tasks
In this chapter, a manifold of novelties was presented. To start off with attosecond
transient absorption measurements in a metallic system, in the presented case, nickel.
It was shown that a change of the electronic state can be introduced by a few-cycle
near-infrared laser pulse. This was manipulation manifested itself in the change of the
XUV transmission of the sample. This was done with such great temporal resolution
that the sub-cycle contributions due to the oscillating electric field could be resolved.
Furthermore, the relaxation of this perturbation was be successfully tracked, showing
that this process indeed recovers with several hundreds of femtoseconds.
These experimental findings were obtained on the way to the actual goal of this study.
The measurement of manipulation of magnetisation on a few- or even sub-femtosecond
timescale. By the use of a tailored multilayer sample consisting of ferro- and paramag-
netic materials, this was successfully measured. In the mentioned system, a change of the
magnetic moment of the ferromagnetic material was recorded. This change happens syn-
chronously with the electronic response of the system. Moreover, it was found that this
change of magnetisation can be attributed to a process named OISTR, which describes
the transport of charge carriers and their spin across an interface. This was backed up
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by a control measurement, where no interface, which supports transport process, was
present. Therefore the magnetisation could not be changed during the interaction of the
sample with the laser pulse.
These findings were followed by an approach to retrieve information about the quantum
numbers Sz and Lz that describe the spin angular and orbital angular momentum. Con-
necting MCD measurements to the quantum numbers through the so-called sum rules
is an established method and has been done before. Here the novelty was to apply these
sum rules to M- instead of L-edges and look at the temporal evolution.
For the future there are many possibilities to further develop the presented results.
Regarding the electronic response a more thorough study could be done using attosec-
ond transient absorption. Looking closer at the intensity scaling and the relaxation
dynamics might enable insights into the driving effects of excitation and relaxation.
Also considering a follow-up experiment that uses the attosecond polarisation sampling
technique could be of interest. Attosecond polarisation sampling is mainly sensitive to
states around the Fermi energy (no core levels involved), which makes it easier to model
with, e.g. TD-DFT.
The magnetisation study offers many possibilities for new experiments. First of all a
general improvement of the atto-MCD measurement technique with higher photon flux,
leading to better signal-to-noise ratio would be highly useful for the experiment and the
possible conclusions. However, this is rather a technological challenge than related to
physics. From this perspective it is of large interest to use a system where the absorption
edges of both elements of the multilayer can be tracked by attosecond transient absorp-
tion. As the magnetic moment in constituent changes, this should also have an influence
on the other one. Probing both elements at the same time should give information about
the whole system e.g does the magnetisation increase in one while it decreases in the
other and how long the total magnetisation is conserved. Suitable systems for that might
be CoPt or Heusler alloys [90].
Additionally, to follow-up on the sum rules and the measurement of the spin and orbital
angular momentum future free-electron lasers (FEL) with attosecond resolution might
provide the right infrastructure to measure it, as FELs give access to the L-edges of the
transition metal elements.
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Chapter 4
Electronic Excitation and
Magnetic Circular Dichroism in
Nanoparticles
Over the past decades, nanoparticles have emerged as a vivid and quickly growing re-
search field. Due to their small size, typically 1 − 100 nm and therefore low number of
atoms (N ≈ 105 − 108), nanoparticles can behave fundamentally different than their
corresponding bulk material. With size, shape and composition as tunable parameters,
many phenomena have been observed, making them the subject of a vast amount of
studies, e.g. in ultrafast optics, magnetism, and as well as in catalysis [91–93].
The study was performed in close collaboration with Dr. Florian Lackner (TU Graz).
Different nanoparticles, all of them containing nickel, have been studied and compared
with the results from the bulk-like experiment of the previous chapter.
4.1 Synthesis of Nanoparticles
In this study, two types of nanoparticles were investigated: spheres and nanowires. Both
of them can be fabricated in a core@shell fashion [94]. This means that the particles
consist of a core of one element, fully enclosed by a shell of a second constituent. Spher-
ical core@shell nanoparticles can be synthesised using different approaches, e.g. through
annealing with a femtosecond laser or galvanic exchange in a solution [95,96]. Nanowires
can be fabricated using ligand control or oriented attachment [97,98]. A technique that
is capable of providing the core@shell structure, as well as the nanowire dimensionality,
uses superfluid helium nanodroplets. The fabrication scheme is shown in Fig. 4.1 [94].
In a first vacuum chamber, cryogenically-cooled helium (THe ≈ 4 K) is evaporated
through a nozzle with a diameter of a few micrometres, where the geometry of the
nozzle defines the size of the droplet. A skimmer collimates the single droplets, defines
their propagation direction and focusses them into a beam into the second chamber.
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Figure 4.1: A nozzle in a vacuum chamber emits superfluid helium nanodroplets. A
skimmer focusses them into a second chamber where they pass several pickup cells,
equipped with, e.g. nickel and gold. The helium nanodroplets absorb the particles,
which form clusters. Due to evaporation, the size of the nanodroplet reduces until there
is no helium left. In a third chamber, the fabricated nanoparticles are deposited onto
a substrate and can be removed from the vacuum. Several diagnostic tools allow for
the characterisation of the particles. Every chamber is equipped with vacuum pumps
(indicated by the arrows and the pump volume) to reduce background pressure and
eliminate contamination of the nanoparticles.
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In the second chamber, the actual nanoparticle is created. Several pickup cells are
equipped with dopants and allow for different core@shell structures. The dopants, liq-
uid or gaseous, collide with the nanoparticle and are absorbed by the helium droplet.
During the propagation of the droplet, it can pick up several thousands of atoms. While
the atoms are being incorporated, they start to form clusters and by doing so, release
binding energy. The emitted binding energy is absorbed by the helium nanodroplet,
leading to the evaporation of helium atoms. Therefore, the size of the helium droplet
determines the final size of the nanoparticle.
After passing the second chamber, the formation of the nanoparticles is finished. In
the third chamber, they can be deposited onto a substrate and then extracted from the
vacuum. Several diagnostics allow for characterisation of the generated particles.
For this study, three different types of particles were produced. The following table
summarises the important parameters.
Sample number Type Material Substrate Coverage
I nanowires pure Ni, 30%
oxidised to NiO
II nanowires Ni@Au 70-100%
(Ni core, Au shell) (20-30% Ni)
III spherical particles Ni@Au 40%
4.2 Experimental Results
The measurements were performed in the AS2 beamline, using the same setup as is
shown in Fig. 3.3. In the static absorption measurements, the polarisation of the XUV
was set to linear polarisation for maximised photon flux through the phase retarder.
4.2.1 Static XUV Absorption Measurements
To examine whether an attosecond XUV source is capable of resolving element-specific
information of such small particles, the static XUV absorption of each of the three sam-
ples was measured. The results are plotted in Fig. 4.2.
The graph shows the optical density (OD) of each sample. The OD is chosen over the
absorption coefficient µ, as the propagation length, due to the varying coverage, is not
well defined.
The first notable feature in the absorption is the more than a factor of two higher OD for
sample II. The enhanced OD stems from the almost full coverage of the substrate with
the Ni@Au nanowires. Qualitatively, sample II and III exhibit almost the same charac-
teristics, the onset of the absorption edge slightly below 66 eV, as well as the increased
absorption towards lower photon energy. Although the M-edge is less pronounced, it
energetically overlaps, in position and width, very well with the nickel thin-film data.
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Figure 4.2: The optical density (OD) as a function of photon energy for three samples.
Blue and red lines use the left y-axis, while green uses the right y-axis. The dashed
purple line is data from the previous chapter from a nickel thin-film. The nickel M2,3-
edge is most prominent in the data from sample I. The curve corresponding to sample I
also shows three peaks that are marked at ∼ 59 eV, ∼ 62 eV and ∼ 65 eV, their spacing
indicates that they are some residual harmonics and appear due to some drift. Sample II
and sample III do not exhibit such a pronounced nickel edge owing to their size and low
coverage on the substrate. Moreover, sample II shows a contribution from the gold
cladding at around 62 eV. The shift indicated by the black lines is due to a chemical
shift caused by the oxidisation of the nickel.
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Also, sample II exhibits a slightly increased OD in the range between 62 and 64 eV,
which can be attributed to absorption in the nanowires’ gold cladding.
In sharp contrast, sample I shows an entirely different structure. The curve that is shown
corresponds to an integration time of 800 s (≈ 13 min), whereas the integration time for
sample II was 300 s and for sample III 200 s respectively.
Sample I strongly absorbs at the M-edge and even displays the double-peak structure
due to the spin-orbit split 3p-level, as can be seen in the nickel thin-film data. The
spacing of the three peaks at low photon energy indicates that they have their origin in
the high-harmonics. In the calculation of the absorption this modulation should cancel,
however, small drifts in the high-harmonics spectrum could be the reason for this.
In comparison with the nickel thin-film data, the absorption is shifted towards higher
photon energies. The nickel particles have oxidised to some degree, making them Ni@NiO
spheres. The oxidisation introduces a chemical shift of the absorption edge towards larger
binding energies [99].
The table-top XUV attosecond source is in principle capable of measuring absorption
spectra from dispersed nanoparticles on a substrate. The low repetition rate, together
with low photon flux, compared to, e.g. a synchrotron source, lead to noisy spectra and
long integration times. However, the significant advantage over such facilities lies in the
unprecedented temporal resolution an attosecond beamline can provide. This will be
utilised for time-dependent absorption studies in the following section.
4.2.2 Transient Absorption Spectroscopy
The transient behaviour of the nanoparticles during the presence of a strong electric laser
field was studied as described in chapter 3.3. The XUV transmission of the nanoparticles
was measured while a short, intense laser pulse manipulates the electronic structure of
the particles. By introducing a varying time delay between the two beams, the time-
dependent change of the XUV absorption is recorded.
Fig. 4.3 shows the results of this study for sample I. The left panel focusses on the fast
dynamics, whereas, the right panel shows the slower recovery. The recorded data ex-
hibits strong noise, due to the small overall absorption in combination with the small
relative changes of this signal. Long integration times can increase the signal to noise
ratio (S/N) to a certain extent. Unfortunately, longer integration times limit the min-
imum step width of the delay axis to 0.5 fs, in order not to exceed the period of stable
laser operation.
Nevertheless, the measurement shows a distinct transient change in the XUV transmis-
sion of < 1%. This is rather small compared to the 3-4% in the thin-film and multilayer
sample in chapter 3.3; however, the structure of the nanoparticles is significantly differ-
ent, making a varied response plausible.
Especially the long-timescale behaviour looks familiar. The initial, almost instantaneous
drop is followed by a quick recovery of the electronic system within a 1 ps. This is again
in good qualitative agreement with the results obtained from the bulk and thin-film
sample.
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Figure 4.3: The temporal evolution of the XUV transmission of sample I. The panel on
the left shows short time evolution, the panel on the right shows the long time scale.
Thin lines represent raw data; thick lines are an adjacent average over seven points.
One reason for the discrepancy in the magnitude of the change of the transmission might
be different intensity settings for the optical excitation of the nanoparticles. The pa-
rameters known from the experiments on the nickel bulk and multilayer sample turned
out to be too high and damaged the sample. This issue was resolved by using lower
intensities (≈ 8× 1011 W
cm2
), which then led to a smaller change of the XUV transmis-
sion. A possible reason for the lower damage threshold might be the thermal contact
between the silicon substrate and the nanoparticles compared to an evaporated thin film.
The spherical shape prohibits a large contact area between particle and substrate not
providing sufficient heat transport away from the laser-excited nanostructures.
For sample II and III, the same experiment was performed, giving a similar trend, shown
in Fig. 4.4.
Comparing with chapter 3, the results from samples II and III confirm the earlier men-
tioned effect of a small drop of the XUV transmission. The effect is smaller (∼ 0.5%),
nevertheless, it is possible to see the decrease even in the raw data (thin blue line).
Applying an adjacent average filter to the data pronounces the effect.
4.2.3 Magnetic Circular Dichroism of Nanoparticles
The central part of this thesis revolves around the measurement of magnetic circular
dichroism in samples containing nickel. This is also the reason why nickel was chosen as
one of the nanoparticles’ constituent. For the absorption measurement, the nanoparticle
study already benefited from the knowledge of the bulk and thin-film measurements.
The question now was, if the nanoparticles also show dichroic behaviour.
The experiment closely followed the protocol developed for the measurements in the
previous chapter. The absorption was measured for alternating magnetisation, and the
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Figure 4.4: Transient absorption measurements for sample II (green) and sample III
(blue). The XUV transmission decreases between −3 fs and 3 fs coinciding with the
presence of the laser pulse.
atto-MCD contrast was calculated as defined in chapter 3, Eq. (3.3). Although the XUV
absorption of the nanoparticles is weak as discussed above, clear signatures of MCD were
found. Fig. 4.5 shows the results.
The NiO@Ni spheres and the Ni@Au nanowires show magnetic dichroism. Interestingly,
the external magnetic field of around 30 mT is enough to introduce a global magnetic
moment in the nanowires.
The Ni@Au spheres with a smaller coverage than sample II did not show a dichroic
signal. A few reasons for that are plausible. The spheric geometry might need a larger
external field to introduce a magnetic moment. Moreover, the signal might be buried in
the noise as the low overall coverage, and therefore a small amount of nickel leads to a
bad S/N.
The results are in agreement with earlier studies claiming X-ray MCD of nanoparti-
cles [100, 101]. In those studies, the L-edges of the 3d-transition metal elements were
investigated.
The presented data is static MCD only. The photon flux and the long term stability of
the system did not allow to measure the MCD contrast in a pump-probe manner as it
was done in the previous chapter.
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Figure 4.5: Atto-MCD contrast measured for two samples. The raw data for both sam-
ples show a clear MCD signature. Applying an adjacent average (thick lines) highlights
the dichroic character of the signal. Both spectra were integrated over 5 minutes.
4.3 Main Findings and Outlook
It was shown that a table-top attosecond beamline is capable of performing spectro-
scopic measurements of nanoparticles. This beamline also offers the possibility to per-
form time-resolved measurements, not only of excitation dynamics but potentially also
of magnetisation dynamics. The first one was already done in this study, whereas the
latter has to be subject to future experiments.
The presented results show promising features. Nanoparticles often exhibit fundamen-
tally different properties as bulk materials, however in the work presented here, no major
differences could be found. It was possible to measure electronic excitation on a few-
femtosecond timescale. The magnitude of the signal was weaker compared to the results
of the bulk-like thin film samples.
Moreover, relaxation processes take place on a comparable timescale as they do in bulk.
Successful measurement of MCD for two of the three samples was performed. The inte-
gration time to get conclusive spectra is long, which makes time-resolved studies, with
state-of-the-art kHz laser system, challenging.
The results from this study can be used to design optimised samples for future studies.
The influence of the oxidisation, could be analysed performing a control experiment with
nickel nanoparticles that are transferred in vacuum conditions from the fabrication to
the experiment prohibiting oxidisation.
Improvements can be made by using a layer stack of thinner silicon samples, 50 nm in-
stead of 200 nm, and depositing nanoparticles on both sides. By stacking a few (∼ 3−4)
of them, the OD can be significantly improved, allowing for shorter integration times.
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The low photon flux and the comparably long integration times are problematic. In-
creasing the repetition rate and the photon flux can eliminate that problem. This could
also be solved by using an FEL, however table-top sources, such as the one used in this
experiment are superior in terms of availability and flexibility.
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Chapter 5
Attosecond Polarisation Sampling
in Silicon
The control of nonlinear processes in solids is a hot topic in fundamental research.
Nonlinearities are of high interest as they hold the prospect for signal processing at
unprecedented frequencies. In 2016 Sommer et al., showed that the electronic structure
of dielectrics, such as fused silica, and sapphire can be manipulated on a sub-femtosecond
timescale.
Attosecond polarisation sampling (APS) is used to study the fundamental processes
during the interaction between a strong electric field and a semiconductor [102]. This
measurement technique is capable of mapping the refractive index and the polarisation
inside a solid, both of them enabling the reconstruction of the electronic motion in real-
time. Moreover, it gives access to the energy that is deposited inside the sample during
and after the strong-field excitation. This is a measure for the energy dissipation during
the interaction, which is an important quantity, when it comes to real-world applications
and towards coherent control and dissipation-free switching.
5.1 Experimental Concept
The concept of APS was first introduced a few years ago by Sommer et al. [102]. The idea
is to measure the electric field of an intense laser pulse after the interaction with matter.
This is enabled by the use of attosecond streaking spectroscopy and its capability of
directly measuring the oscillating electric field of light.
In Fig. 5.1, the basic principle of the sequence of measurements is shown. The attosecond
streak camera records the vectorpotential AL(z, t) of the laser pulse. The electric field
is obtained by taking the derivative of the vectorpotential. The unperturbed streaking
trace with the superimposed vectorpotential is shown as case 1. In case 2 the 200 nm
thick silicon sample is inserted under Brewster’s angle in the focus. Brewster’s angle is
chosen to eliminate reflections at the surface of the sample. Due to the high refractive
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Figure 5.1: APS consists of three individual measurements. In the first measurement
(case 1), the unperturbed electric field of the driving laser pulse is recorded. In the
two following measurements, the silicon sample is put into the beam, once in the focus
(case 2) and once out of focus (case 3). In the lower panel, the three retrieved waveforms
are plotted, case 1 (green), case 2 (red) and case 3 (blue).
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index of Silicon (3.71@780 nm) the reflection is about 40%. Nevertheless, reflection
cannot be completely eliminated as every frequency of the laser pulse has a different
Brewster’s angle. However, it is minimised such that reflections from now on can be
neglected.
The streaking spectrogram and the vectorpotential of the strong field AstrongL (z, t) after
propagation through the silicon sample are illustrated in case 2. The last step in the APS
measurement is the recording of the waveform of the weak field, case 3, see AweakL (z, t).
For this, the sample is moved out of the focus to a position where the intensity is about
an order of magnitude smaller.
Taking the derivative of all three vectorpotential yields the waveform of the electric field
of the ultrashort laser pulse (see the lower panel). This figure gives a first glimpse of
how the nonlinearities act on the electric field. Both waves, which have propagated
through the medium (blue and red line), are delayed by a few femtoseconds due to the
refractive index n > 1. In addition, the strong field exhibits a capping of the most
intense half-cycles. This measurement scheme is implemented in the experimental setup
of the beamline, which was already introduced in chapter 3.
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Figure 5.2: The experimental setup of APS. A Mach-Zehnder-type interferometer sep-
arates the XUV and the NIR pulse. The XUV is spectrally filtered in order to get
isolated attosecond pulses. In the NIR arm, an intermediate focus is generated, where
the sample is placed under Brewster’s angle to eliminate reflection losses. A perforated
mirror recombines both pulses, and a toroidal mirror focuses them into the attosecond
streak camera. An exemplary attosecond streaking trace is shown. The false colour plot
shows the number of photoelectrons as a function of delay and electron kinetic energy.
A few-cycle NIR laser pulse is focused into a neon-filled ceramics target. According
to the three-step model of high-harmonic generation, the strong lase field ionised neon
atoms through tunnel ionisation, the freed electrons are then subsequently accelerated
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in the dressing laser field, before the electrons recombine with their parent ion under
the release of high energetic photon [103]. This leads to the emission of bursts of XUV
light. After the generation of the XUV, the two beams are spatially separated and sent
into an interferometer. In the one arm, isolated attosecond pulses are generated through
spectral filtering, realised by a thin metal foil and a multilayer XUV mirror, which acts
as a Bragg reflector. In this setup the highest energetic photons were centred around
115 eV.
In this experiment the other arm of the interferometer is more important. An interme-
diate focus is generated, in which the silicon sample is placed. Using a translation stage,
the sample can be moved along the beam. After the intermediate focus the two beams
are recombined and focused into the attosecond streak camera [104]. The attosecond
XUV pulse ionises neon atoms, which are sent into the vacuum chamber through a noz-
zle. The electrons that have the initial kinetic energy Ekin, which is equivalent to the
difference of the photon energy h̄ω and the binding energy EB. After their release, the
electrons experience a shift in energy, due to the external electric field, which is depen-
dent on their birth time with respect to the electric field. A time-of-flight spectrometer
(TOF) measures the final kinetic energy and produces an oscilloscope picture of the
electric field. As the change of the electron’s momentum integrates over the electric field
from the time of birth until the pulse has passed, the recorded waveform is proportional
to the vectorpotential of the laser pulse, and the derivative has to be taken to get the
electric field of the pulse [105].
5.2 Nonlinear Effects
The response of a medium to an external electric field E(t) can be expressed in terms of
the polarisation [106]
P (t) = ε0χ
(1)E(t), (5.1)
with the vacuum permittivity ε0 and the first order susceptibility χ
(1) of the medium.
This is the most basic expression and satisfies conventional, linear optics. Linear in the
sense that the polarisation depends linearly on the applied electric field.
When the field strength of the external electric field becomes large, a more general
description is needed which also covers the nonlinear response of the system to the
external field. The polarisation P (t) can be Taylor expanded and split into a linear and
a nonlinear part. The latter one consists of all the higher-order contributions.
P (t) = PL(t) + PNL(t) (5.2)
P (t) = ε0(χ
(1)E(t) + χ(2)E2(t) + χ(3)E3(t) +O(E4)) (5.3)
Here χ(2) and χ(3) are the higher-order susceptibilities. They are chosen to be scalar;
however, in general, the susceptibility of order n is a tensor of n+1 rank. Processes
connected to χ(2) are called second-order nonlinearities, and χ(3) processes are named
third-order nonlinearities.
Second-order nonlinearities need non-centrosymmetric materials so that the second-rank
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tensor does not vanish. Only a few media lack this inversion symmetry and can exhibit
second-order nonlinearities, such as second harmonic generation. However, the medium
that is studied in this work, silicon is centrosymmetric. Therefore, second-order pro-
cesses are not further discussed.
One third-order process that shall be discussed is the Kerr effect. The refractive index
is dependent on the intensity. However, the influence of this dependence only becomes
significant when the intensities of the electromagnetic wave become large. In the previ-
ously cited work by Sommer et al. the discovered behaviour of the nonlinear response
to the applied electric field was mainly attributed to the Kerr effect.
Third Order Effects and the Refractive Index
As introduced above the third-order polarisation is given by:
P (3)(t) = ε0χ
(3)E3(t). (5.4)
Using a simplified case where the electric field as a function of time is a monochromatic
wave with angular frequency ω, described by:
E(t) = E0 cos(ωt) (5.5)
and therefore the polarisation can be rewritten as:
P (3)(t) =
1
4
ε0χ
(3)E30 cos(3ωt) +
3
4
ε0χ
(3)E30 cos(ωt). (5.6)
The first term oscillates at three times the fundamental frequency, it leads to a pro-
cess called third-harmonic generation, where three photons of the initial frequency are
transformed into one photon of frequency 3ω. The second term has the fundamental
frequency. This is the process that leads to a modification of the refractive index, the
so-called Kerr effect.
Kerr Effect
The intensity dependent refractive index is given by:
n(I) = n0 + n2I(t) (5.7)
with the Kerr coefficient n2, which is typically on the order of 10
−14 − 10−15cm2/W,
it therefore needs large intensities of the incident radiation to become considerable.
The derivation of this formula is rather straightforward and will be quickly outlined.
Starting from the polarisation in the frequency domain for a centrosymmetric medium
and ignoring higher orders:
P (ω) = ε0(χ
(1)E(ω) + χ(3)E3(ω)). (5.8)
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The part from Eq. (5.6) that oscillates at higher frequencies is also neglected and the
polarisation can be rewritten and simplified to
P (ω) = ε0(χ
(1)E(ω) +
3
4
χ(3)|E(ω)|2E(ω))
= ε0χeffE(ω)
(5.9)
where the effective susceptibility χeff is given by:
χeff = χ
(1) +
3
4
χ(3)|E(ω)|2. (5.10)
The fundamental relation between the refractive index n and the susceptibility χ, n2 =
1 + χ can be applied here and yields the following relation, it is used that I = |E|2.
(n0 + n2I)
2 = 1 + χ(1) +
3
4
χ(3)|E(ω)|2, (5.11)
now neglecting higher orders of n2 on the left side and using the above mentioned, gives
a term for n2:
n2 =
3
8
χ(3)
n0
. (5.12)
It shall be noted that throughout literature different prefactors can be found that depend
on the convention of the electric field and its intensity envelope.
Two Photon Absorption and Free Carrier Response
Another third order effect that influences the refractive index is two-photon absorption
(TPA). The excited carriers in the conduction band change the refractive index, similar
to a plasma. The electrons act as quasi-free particles and react to the external electric
field.
The imaginary part of the susceptibility tensor is responsible for the two-photon absorp-
tion and also determines its strength [107]. The TPA coefficient is given by:
β =
3π
ε0n2cλ
Im(χ(3)) (5.13)
It relates to the number of excited charge carriers by a laser pulse with intensity I, a
fluence F and a carrier frequency ω through TPA as follow [108]:
N = F βI
2h̄ω
. (5.14)
The spectrum of the laser pulse via TPA is resonant to the direct band gap, but also
resonant to single photon absorption (SPA) over the indirect band gap. Therefore the
number of free carriers is not only determined by the TPA coefficient. This will be
discussed further in section 5.3.
The free carrier response can be easily understood in terms of the Drude model [109].
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The Drude model describes the motion of quasi-free electrons in a metal classically.
Excited electrons in silicon are also quasi-free in the potential of the conduction band
and the Drude model can be applied to derive the optical properties as a function of the
number of excited charge carriers.
The starting point is the equation of motion for a charged particle in an external electric
field without damping. The damping is neglected in the Drude model, as the electrons
are considered free particles. The equation then reads:
m∗
d2~r(t)
dt2
+m∗ω20~r(t) = −e ~E(t), (5.15)
where ~r(t) is the electron displacement introduced by the electric field, m∗ is the effective
mass and e is the unit charge. It can be used that the displacement is proportional to the
polarisation ~r(t) = −
~P (t)
Ne . Using
~P (t) = ~P0e
iωt and switching to the frequency domain
Eq. (5.15) becomes:
−ω ~P (ω) + ω20 ~P (ω) = −ε0ω2p ~E(ω). (5.16)
ωp denotes the plasma frequency and is given by ωp =
√
Ne2/ε0m∗. It gives an expres-
sion for the polarisation:
~P (ω) =
ε0ω
2
p
ω + iγω
~E(ω). (5.17)
Analogously to the polarisation used in the previous section Eq. (5.4), the complex
relative permittivity is directly related to the complex refractive index and is given
by: [110]
n2(ω) = εr(ω) = −
ω2p
ω2 + γ2
+ 1 + i
ω2pγ
ω3 + γ2ω
(5.18)
With the definition of the plasma frequency ωP , it can be seen from the above Eq. (5.18),
how an increase in excited charge carriers leads to an increased ωP and therefore reduces
dielectric function and a reduced refractive index.
The effect of free carriers on the refractive index can also be expressed in a slightly
different way using the definition of ωP :
∆nfc(N) = −
e2
2πnω2
N
m∗
, (5.19)
where nfc(N) is the change of refractive index due to the free carriers as a function of the
number of the excited electrons, e is the unit charge, n the refractive index corresponding
to the frequency ω and m∗ the effective mass of the excited electron.
5.3 Time-Integrated Strong-Field Interaction
A time-integrated study gives a first impression of the nonlinear behaviour of silicon.
The results presented in the following chapter were acquired together with a master
student. Therefore, they are also presented in the master thesis of Malte Schröder [111].
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The concept that is used here is based on an open aperture z-scan. The silicon sample is
moved along the focus. At the same time, the transmitted pulse energy is recorded. In
the fully linear regime, the position of the sample with respect to the focus position does
not affect the transmitted energy. This can be expressed in terms of the Beer-Lambert
law:
I = I0e
−αz (5.20)
where α denotes the frequency and material-dependent absorption coefficient, and z is
the propagation length inside the medium. In the case of nonlinear absorption between
the incoming light source and the sample, Beer-Lambert’s law can be extended by an
intensity dependent absorption term:
I = I0e
−αz−β(I)z (5.21)
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Figure 5.3: An open aperture type z-scan is performed. The transmitted power is mea-
sured as a function of the position of the sample. Due to the varying beam size, the
intensity changes towards the focus. In the linear absorption case, the absorption is de-
scribed by Beer-Lambert’s law. If the absorption gets nonlinear, an intensity dependent
absorption term can be included, leading to an enhanced absorption towards the focus,
as indicated by the solid black line.
As stated in the introduction of this chapter, one main question that should be addressed
by this study is the role of TPA. Using the formulas, presented in [112], a coefficient
for TPA can be calculated and compared with the literature. Moreover, it allows the
comparison with the direct excitation through single-photon absorption (SPA).
The attenuation coefficient α of silicon varies largely over the spectral range covered by
the laser pulse, it is between 26 630 cm−1 for 450 nm and 61.6 cm−1 for 1µm. It reflects
the band-structure quite well, as the photon energy approaches the band gap energy of
silicon, the attenuation coefficient rapidly increases. The values for α give a transmission
of 58% and 99.8% respectively for the 200 nm thick sample [113]. The experiment yields
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Figure 5.4: Left Panel: Transmitted Energy as a function of sample position, the in-
cident pulse energy is 1080 nJ. Moving towards the focus at around 95 mm increases
the absorption, leading to a reduced transmission. The two colours (red and blue) indi-
cate moving the translation stage forward and backwards, ensuring that no irreversible
change has been introduced to the sample. Right Panel: Transmittance as a function of
intensity. The measured data (red points) agrees very well with a linear fit (green line)
indicating TPA. Adapted from [111].
a transmission of 820 nJ out of focus and 700 nJ in focus, which is a relative transmission
of 24% and 35% at an incident pulse energy of 1080 nJ, see Fig. 5.4.
For laser pulses weaker than the ones used in this study, a term for the number of
excited charge carriers near the surface is given in [108]. In that experiment, reflectivity
measurements have been performed, and the change in reflectance was connected to the
excitation. Although the laser pulse parameters are not identical, that work is used to
give an estimate for the number of excited carriers. It was found that the number of
excited carriers can be described by:
N = (1−R)F
(
α
h̄ω
+
β(1−R)F
2h̄ωτL
,
)
, (5.22)
where R is the reflectivity according to the Fresnel equations under normal incidence, F
is the fluence, α the absorption coefficient and h̄ω the central photon energy, while τL
is the laser pulse duration.
The TPA coefficient β can be determined by the z-scan measurements [112]. It is given
by:
I(z) =
I0(1−R)e−αz
1 + βαI0(1−R)(1− e−αz)
. (5.23)
For both, Eq. (5.22) and (5.23), it is used that the measurement was carried out under
Brewster’s angle, making the reflectance R = 0, which simplifies the equation signifi-
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cantly. The coefficient for TPA can then be expressed as follows:
β = α
(
I0e
−αz − I(z)
)
. (5.24)
This result is quite intuitive. In the absence of reflection and TPA, that means linear
absorption in the sample, the difference between the intensity at the exit of the sample
I(z) is equivalent to the value given by Beer-Lambert’s law. which is the first term in
this equation. This makes the difference zero, hence β and the TPA are also zero.
Here it shall be noted that this is a simplified model, in which every difference in absorp-
tion is attributed to TPA. This might be true for [108] and [112]; however, for the electric
fields used in this study, more effects can influence the absorption, such as tunnelling
or multiphoton absorption into higher conduction bands. However, for an estimation of
the TPA in this study it is sufficient.
From Eq. (5.24) and a series of z-scan measurements, it is now possible to determine an
intensity-dependent TPA coefficient. The results are shown in Fig. 5.5.
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Figure 5.5: The two-photon absorption coefficient β as a function of intensity retrieved
from the open aperture z-scan measurements. Over the investigated intensity range β,
stays rather constant, with one outlier at low intensity, most likely due to a systematic
error in the measurement. The two data points at high intensity also seem to be outliers.
However, it is more likely that the two outliers are due to higher-order phenomena, such
as multiphoton absorption or tunnelling, which leads a reduced β. The error bars indicate
the standard deviation from the average over eleven measurements. Adapted from [111].
The average value for β is 2.5 ± 1.1 cm/GW. The comparison with literature values is
challenging, as most studies are carried out in the infrared regime. There, the technolog-
ical important telecommunication wavelengths are located. The closest value that was
found for the TPA coefficient β was 2.0±0.5 cm/GW at 850 nm [114]. In another study
conducted by Lin et al. [115], a fund a value for β < 1cm/GW, however, in the infrared
above 1µm. Although the pulse parameters are fairly different in the experiment of
Bristow et al., the two results agree surprisingly well. As this result does overlap so well
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with values from literature it is justifiable to carry on with the evaluation along this
path.
Therefore, it is useful to go back to Eq. (5.22). This equation can be split into two parts.
The first part describes the linear absorption, which leads to SPA. And a second term
that describes the nonlinear absorption, in this case, TPA.
NSPA = F
α
h̄ω
(5.25)
NTPA = F
βI
2h̄ω
(5.26)
where I = F/τL is the intensity. The interpretation of these two formulas is again rather
intuitive. The linear absorption attributed to α is scaled by the fluence F and divided
by the photon energy of a single photon resulting in the number of excited carriers. The
same is done for β, first the fluence connected to β is determined, scaled by the intensity
and divided by the energy of two photons.
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Figure 5.6: The number of excited carriers per atom is plotted as a function of intensity.
At the threshold intensity (grey dashed line) two-photon absorption (red) becomes the
dominating process over single-photon absorption (blue). The error bars indicate the
standard deviation for the intensity as well as for the number of excited carriers from
the average of eleven measurements. Adapted from [111].
Plotting the results for excited carriers as a function of intensity shows an interesting
feature, see Fig. 5.6. For intensities below 1013 W/cm2 excited electrons are mainly
due to SPA and direct excitation across the indirect band gap. At 1013 W/cm2 both
processes, SPA and TPA contribute equally to excited charge carriers in the conduction
band. After this point, TPA dominates. This point marks the threshold intensity, where
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nonlinear processes dominate the response of the medium to the strong electric field.
It is interesting to look not only at the fraction of excited charge carriers per atom,
which reaches 1h, but also to look at the total doping concentration. Considering
an atomic density of 5 × 1022 atoms/cm−3 it corresponds to a doping concentration of
up to 1019 1/cm−3. This doping concentration achieved by light-matter interaction is
at least one order of magnitude than what is possible using conventional doping for
semiconductors [116].
Section 5.2 shows that a large number of excited charge carriers in a medium lead to a
change of the refractive index. In simple words, a medium with many excited electrons
becomes like a plasma. Therefore, the real part of the refractive index gets smaller.
Applying Eq. (5.19), introduced before, an intensity-dependent change of the real part
of the refractive index can be derived, as plotted in Fig. 5.7. The refractive index gets
reduced by the value on the y-axis in Fig. 5.7.
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Figure 5.7: The excited free carriers in silicon lead to a negative contribution to the
refractive index, which scales linearly with the intensity (semi-logarithmic plot). At
an intensity inside the sample slightly above 1013 W
cm2
the change is on the order of
1% of the refractive index (3.71 @ 780 nm). The atomic density was chosen as 5 ·
1022atoms/cm3. The error bars indicate the standard deviation from the average over
eleven measurements. Adapted from [111].
At intensities inside the sample above I = 1012W/cm2 the change of refractive index
∆n becomes on the order of 1%. It should be noted that the effective mass is taken
into this calculation and the effective mass during the strong-field interaction can vary
considerably from the equilibrium values [117]. The field strengths used here are on the
lower end of the region, where these effects play a role. Therefore they are neglected,
and the literature values are used.
Interestingly this negative contribution is countered by a positive contribution from
the Kerr effect. The nonlinear refractive index n2 is given in the literature as n2 =
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4.6 × 10−14cm2/W by Bristow et al. [114]. The dispersion of n2 is supposed to be flat,
as this value is for 850 nm. For an intensity of 1 × 1013W/cm2 the contribution due to
the Kerr effect is about ∆n = 0.46. This number seems too high, as it would change
the refractive index by more than 10%. However, it illustrates that the free carrier
contribution is countered by another nonlinear effect.
5.4 Time-Resolved Strong-Field Interaction
During the interaction of a strong laser field and a solid, many nonlinear effects can
be driven, e.g. multi-photon absorption, Kerr effect and tunnelling between the va-
lence band and the conduction band, to name a few. These nonlinearities are highly
interesting, as mentioned at the beginning of this chapter.
5.4.1 Theoretical Description
The nonlinear polarisation describes the response of the system to a strong electric field
and can therefore, give information about the occurring processes. The same is true for
the refractive index, which will be investigated too.
Nonlinear Polarisation
The propagation of a light pulse is given by:
∂2
∂z2
E(z, t)− 1
c2
∂2
∂t2
E(z, t) =
1
ε0c2
∂2
∂t2
P (z, t) (5.27)
switching to the frequency domain and using:
E(z, t) =
∫
Eω(z)e
−iωtdω (5.28)
P (z, t) =
∫
Pω(z)e
−iωtdω (5.29)
allows to rewrite Eq. (5.27) in the following way:
∂2
∂z2
Eω(z)−
ω2
c2
Eω(z) = −
ω2
ε0c2
Pω(z) (5.30)
In the case of a weak pulse the polarisation has only a linear contribution and is given
in terms of the linear susceptibility χω.
Pω = ε0χωEω(z) (5.31)
This allows Eq. (5.27) to be restated in the following way:
∂2
∂z2
Eω(z) = −
ω2
c2
(1 + χω)Eω(z) = −
ω2
c2
n2ωPω(z) (5.32)
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with the refractive index n2ω = 1 + χω. A general solution for Eq. (5.30) is:
Eω(z) = Fωe
ikωz +Gωe
−ikωz (5.33)
where k denotes the wavevector and is given by kω = ωnω/c, Fω and Gω are the spectral
amplitudes of the forward and backward propagating wave. The part of the solution
propagating in the backward direction is ignored here, as only the transmitted fraction
of the pulse is of interest. In the experiment, mounting the sample under Brewster’s
angle eliminates the backwards propagating part.
The transmitted field in the linear regime allows the complex refractive index to be
determined. The field at the entrance of the medium is given by:
Eweak(0, t) =
∫
dωFωe
−iωt (5.34)
and after propagation through the thin sample of thickness L by:
Eweak(L, t) =
∫
dωFωe
−iωteikωL (5.35)
From the comparison of the two equations it becomes clear that ñω can be retrieved:
eikωL =
∫
Eweakeiωtdt∫
Eweakeiωtdt
(5.36)
The above described case is valid in the presence of a weak pulse. The comparison of
the unperturbed electric field with the transmitted electric field gives direct access to
the dielectric function of the medium.
In the next step, the electric field strength shall be high enough to cause nonlinear
effects inside the medium. When nonlinearities become substantial, Eq. (5.30) no longer
holds and a nonlinear polarisation contribution has to be considered. Therefore the
polarisation becomes:
P (z, t) = ε0
∫
χ(t− t′)E(z, t′) + PNL. (5.37)
Putting that into Eq. (5.27) gives in analogy to Eq. (5.30):
∂2
∂z2
Eω(z) = −
ω2
c2
n2ωPω(z)−
ω2
ε0c2
PNLω (z) (5.38)
Again using the Ansatz from before, Eω(z) = Fω(z)e
ikωz, here Fω(z) exhibits a z-
dependence due to the spatial dependence of the nonlinearity.
With the assumption that the spatial dependence is small, ∂2/∂z2Eω(z) can be approx-
imated as follows:
∂2
∂z2
Eω(z) =
∂2Fω(z)
∂z2
eikωz + 2ikω
∂Fω(z)
∂z
eikωz − k2ωFω(z)eikωz
≈ 2ikω
∂Fω(z)
∂z
eikωz − k2ωFω(z)eikωz
(5.39)
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This leads to a simpler term for the nonlinear polarisation:
2ikω
∂Fω(z)
∂z
= − ω
2
ε0c2
PNω L(z)e
−ikωz. (5.40)
In the same way as in Eq. (5.34) and (5.35), the same thing is done here for the strong
field case and the measured unperturbed field is given by:
Estrong(0, t) =
∫
dωFω(0)e
−iωt (5.41)
and the strong electric field after the interaction with the sample can be expressed as:
Estrong(L, t) =
∫
dωFω(L)e
−iωteikωL, (5.42)
again note that Fω(z) exhibit a z-dependence due to the nonlinearity.
To find an expression that links the nonlinear polarisation PNL with the measured fields
Estrong(0, t) and Estrong(L, t), a representation of Eq. 5.41 and 5.42 is needed that can
be put into Eq. 5.40. Therefore using the inverse:
Fω(0) =
1
2π
∫
dteiωtEstrong(0, t) (5.43)
Fω(L) =
1
2π
∫
dte−kωLeiωtEstrong(L, t) (5.44)
(5.45)
and again ignoring the second derivative, as it is small, a term for the nonlinear polari-
sation can be formulated:
PNLω ≈ −2ikω
ε0c
2
ω2
Fω(L)− Fω(0)
L
eikωz (5.46)
Using that the weak pulse is simply an attenuated replica of the incident pulse:
Fω(0) =
1
β
Fω (5.47)
leads to final term for the nonlinear polarisation as function of the transmitted strong
and weak electric field [102]:
PNLω ≈ −2ikω
ε0c
2
ω2
Estrongω (L)− Eweakω (L)/β
L
eikω(z−L). (5.48)
The determination of the nonlinear polarisation and the direct measurement of the
waveform of the electric field allow the calculation of the work that was done to the
sample. The transferred energy can be easily calculated as it is the integral over the
electric field multiplied by the current flown into the sample. Here the current is given
by the time derivative of the polarisation:
W (t′) =
∫ t
0
E(t′)
dP (t′)
dt′
dt′ (5.49)
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Refractive Index During Strong Field Interaction
The measurement of the exact waveform before and after the propagation through a
medium allows the complete reconstruction of the frequency dependent complex refrac-
tive index:
ñ(ω) = n(ω) + iκ(ω). (5.50)
In Fig. 2.3 it is shown how the real and imaginary part of the refractive index act out
on the waveform. The attosecond streak camera allows the recording of the oscillating
electric field of the short laser pulse. This enables the reconstruction of the amplitude
and phase.
The real part n(ω) of the refractive index leads to a phase shift, whereas the imaginary
part κ(ω) results in a modulation of the amplitude, as can be seen in the following:
Ẽω,out = Ẽω,in e
ikz,with k =
ωñ(ω)
c0
. (5.51)
This can be rewritten into:
Ẽω,out = Ẽω,in e
iωn(ω)z
c0 e
−ωκ(ω)z
c0 . (5.52)
By disentangling the real and the imaginary part, it is possible to write each as a function
of the incident Ein and transmitted waveform Eout:
n(ω) =i
log(<(E
ω
out
Eωin
))c0
ωz
κ(ω) =i
log(−=(E
ω
out
Eωin
))c0
ωz
(5.53)
where ω is the frequency, z the propagation distance, c the speed of light.
These expressions allow in principle for a Gabor-transform a time-frequency analysis,
basically a windowed Fourier transformation. This gives insight into which frequencies
come at which time, and when they are preferably absorbed or in the case of new gen-
erated frequencies, when they are created.
5.4.2 Results of the Time-Resolved Study
The experimental details were described in section 5.1. One APS measurement consists
of four individual scans to record four waveforms. The first scan records the unperturbed
waveform, followed by the measurement of the strong and the weak field, after propaga-
tion through the sample. Finally, the unperturbed waveform is recorded once more. The
last measurement is done to assure the absence of timing jitter and phase drifts within
one set of APS measurements. Only so-called ”quartets”, where no significant drift was
apparent, were used for further evaluation. From now on, the waveforms are referred to
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as unperturbed, strong and weak.
The first striking result is shown in Fig. 5.1 and plotted in more detail in Fig. 5.8. The
figure compares the two transmitted waveforms of the strong and the weak pulse. There
is an excellent agreement between the waveforms in the weak part of the pulse, between
−15 fs and −3 fs and again between 5 fs and 15 fs. However, where the electric field of
the pulse is strong, a strong truncation of the waveform is evident.
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Figure 5.8: Two waveforms recorded by attosecond streaking. The waveform that was
transmitted through the sample at high intensity (red) exhibits a distinct attenuation
of the strong half-cycles of the electric field. Before and after the intense part of the
pulse, the waveform overlaps well with the weak pulse (blue). This truncation can be
attributed to nonlinear processes, such as TPA, which only happens when the electric
field is strong.
It has to be noted that the Gouy phase does not play a role here. Although the wave-
forms when interacting in focus and out of focus have a different CEP, due to the Gouy
phase, the attosecond streak camera images the waveform of the intermediate focus in
Fig. 5.2. In this intermediate focus, the Gouy phase is the same (close to zero) for both
waveforms and therefore does not play a role in the following discussion.
Linear vs. Nonlinear Regime
Fig. 5.8 already illustrates that the interaction between the medium and the electric
field can be nonlinear. This also means that pulse with the weak electric field can al-
ready exhibit modifications of the waveform that are not only owed to linear dispersion.
Numerical propagation of the unperturbed waveform trough the medium can give an
answer to the question, whether there the weak field experiences nonlinearities. Lit-
erature values for silicon are used to do this numerical propagation, taken from [118].
In addition, Sommer et al. found, that numerical propagation to the midpoint of the
sample is ideal for the comparison of the waveforms. The nonlinearities in the medium
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lead to an accumulated error between the the numerical propagation direction, that can-
not be compensated numerically. Therefore the midpoint was found to exhibit the least
errors [102]. Fig. 5.9 compares the numerically forward propagated waveform with the
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Figure 5.9: The comparison between the backpropagated weak field (blue) and the
forward propagated unperturbed field (green) for two different intensities, low intensity
upper panel, high intensity lower panel. If the field strengths are weak, the forward
propagated and the backpropagated field (upper panel) overlap quite well, especially
in the intense half-cycles. For the higher intensities (lower panel), the most intense
half-cycles start to differ from each other. This is caused by nonlinear effects, as the
propagation only accounts for linear dispersion. In the lower panel the oscillations before
and after the pulse overlap excellent.
transmitted waveform that was numerically backpropagated. The two panels represent
different intensities of the incident wave of 5 × 1011W/cm2 and 6 × 1011W/cm2 in the
focus, for the weak field that is studied here, the intensity is an order of magnitude less.
There are two points that have to be considered here when comparing the two wave-
forms. First, the overall agreement, which is a measure for the stability and sensitivity
of the measurement, and secondly, the agreement in the intense half-cycles, which gives
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information about the nonlinearities that might already occur at low intensities.
The overall agreement in the lower panel is better than in the upper panel. The attosec-
ond streaking camera is more sensitive for larger electric field amplitudes therefore the
S/N is better. The superior S/N ratio is visible, especially in the weak oscillations before
and after the pulse. The agreement in the strongest half-cycles, however, is better in the
upper panel. The backpropagated waveform actually overestimates the field strength
at the midpoint. In the lower panel, the onset of nonlinear behaviour is evident. Two
of the three most intense half-cycles already suffer from nonlinear absorption and are
capped. This shows that for weak enough intensities (< 5 × 1012W/cm2 in the focus)
the assumption holds that moving the sample is enough to probe the linear response of
silicon.
From now on the terms forward propagated and backward propagated refer to the numer-
ically propagated fields to the midpoint of the silicon sample. In particular, forward is
the initially unperturbed field that is propagated into the sample using literature values
for the refractive index, and backward describes the weak and strong fields that are both
numerically propagated into the sample, only using linear considering linear dispersion.
The terms do not state anything about the propagation direction of the electromagnetic
field.
Beahviour of the Nonlinear Polarisation
The nonlinear polarisation quantifies the response of the system to a strong external
perturbation. Eq. 5.48 gives an expression for the nonlinear polarisation PNL depending
on the transmitted weak Eweak and strong electric field Estrong. It also allows the calcu-
lation of the deposited energy in the medium as a function of time during the strong-field
interaction, as described by Eq. 5.49.
Fig. 5.10 illustrates the nonlinear polarisation PNL and its phase relation to the driving
electric field. In the case of silicon, the nonlinear response PNL is more or less zero
up to the point where the electric field is strong and where nonlinear processes start.
The small oscillations before and after the main pulse can be attributed to noise in the
measurement. PNL starts to evolve, when the electric field becomes larger than 0.05 V/Å.
It exhibits a phase-shift with respect to the driving field. This phase shift stays until
the pulse is over and is on the order of π/2. This indicates a flow of energy into the
sample, as the phase-shift does not change the sign, it also means that the flow is only
unidirectional and that the energy remains inside the sample within the duration of the
pulse.
As the experiment was carried out at multiple field strengths, the nonlinear polarisation
response can be investigated as a function of electric field strength. Fig. 5.11 illustrates
the four cases of the PNL with increasing field strengths.
The nonlinear polarisation varies between 0.01 C/m2 and 0.14 C/m2. Following the Tay-
lor expansion, which was introduced in the theoretical part, the effect of increased field
strength on PNL can be estimated. The field strength for the shown nonlinear polarisa-
tion changes by a factor of 3.7, whereas the PNL changes by a factor of 14 only. This is
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Figure 5.10: The backwards propagated weak field (blue line) and the corresponding
nonlinear polarisation PNL (dashed red) at an intensity of I0 = 4.2 · 1012 W/cm2. The
nonlinear polarisation is phase shifted to later times with respect to the driving electric
field. This indicates a large number of excited and therefore quasi-free electrons, which
follow the electric field, similar to the control experiment in gas in the framework of
Sommer et al. [102].
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Figure 5.11: The nonlinear polarisation as a function of intensity. The measurements
were performed at four different field strengths as plotted. The nonlinear polarisation
increases towards higher field strengths, however it seems not to scale with the electric
field to power of three.
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in contradiction to the expected third-order process. If PNL was caused by a third-order
process, it should increase by 3.73 ∼ 50. This indicates a superimposed second-order
process, and will be discussed later-on.
Energy Dissipation
The direct measurement of the electric field and the polarisation equips this technique
to determine the amount of energy that has gone into or out of the system at every
time, according to Eq. (5.49). The upper panel in Fig. 5.12 shows the deposited energy
W (t) as a function of time, for four different intensities of the driving laser field. With
increasing field strength, the external wave moves and excites more and more electrons
out of their equilibrium position. The irreversible transferred energy, the energy that is
in the sample after the oscillations caused by the electric field are gone, scales linearly
with the intensity.
In the lower panel the contributions from linear and nonlinear polarisation are decon-
volved. The linear polarisation leads to a virtual excitation modified by double the laser
frequency that is gone after the pulse. The irreversible transfer can be fully attributed to
the nonlinear polarisation. The transfer has small oscillation itself, during the presence
of the laser field, towards the end of the pulse at ∼ 3 fs (dark blue line).
The relation between the contributions from linear and nonlinear polarisation also indi-
cate that whenever the field is strong, the slope of the irreversibly deposited energy is
maximised. The lifetime of the excited carriers outlasts the interaction period.
The results look very similar to the results from earlier studies in dielectrics, indicating
a somehow universal behaviour for small and wide band gap materials.
Comparison with TD-DFT Calculations
The experimental results were backed up by full ab-inito TD-DFT calculations by collab-
orators in the group of Prof. Kazuhiro Yabana from the University of Tsukuba (Japan)
using the open-source code SALMON, which was developed in that group. For compu-
tational details see appendix.
In contrast to most TD-DFT calculations and theoretical models, their code is equipped
with the possibility to use measured laser pulses as input into their calculations. This
allows a direct comparison of the calculated and the experimental results. Moreover,
they were successful in making it possible to propagate the laser pulse into the sample
under oblique incident, i.e. in this case, Brewster’s angle. This is relatively simple to
realise in an experiment, but bears a challenge. For the calculations, again see appendix
for details.
These measured pulses were then propagated in the same manner as in the experiment,
once at high intensity and once at low intensity. In the low intensity case, the pulse
is linearly propagated through the sample using the calculated dielectric function from
TD-DFT calculations. A numerical linear, backwards propagation into the sample was
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Figure 5.12: The transferred energy calculated from the integral over the electric field
multiplied by the temporal derivative of the polarisation, which is the current. This can
be done for different intensities (upper panel). Moreover, it allows the deconvolution of
the work into a linear (green line) and a nonlinear (dark blue line) contribution, which
can also be seen as virtual and permanent excitation. The lower panel deconvolves the
blue curve from the upper panel (I = 5 · 1012 W/cm2).
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Figure 5.13: The blue curves in the left panel show the results of the TD-DFT cal-
culations. It shows the pulse that was used as input for the calculations (dark blue),
the linear propagated pulse (blue) and the strong field pulse, including nonlinear effects
(light blue). The calculations reflect the experimentally observed effects excellently. The
right panel shows nonlinear polarisation (red) and the driving laser pulse at the midpo-
ingt of the sample. The nonlinear polarisation follows the driving electric field with a
constant phase shift of π/2.
then applied in the same way as it was done to the experimental results. The unper-
turbed pulse was linearly forward propagated. The results are shown in Fig. 5.13.
The agreement with the experimental result is not only excellent in quality but also
agrees quantitatively very well. It shows the truncation of the most intense half-cycles.
Additionally, before and after the main part of the pulse, the oscillations align in all
three cases, indicating the nonlinear nature of the effect. In the case of low intensity
a slight discrepancy between the forward and backwards propagated waveform is ap-
pearing, which can be attributed to a residual reflection in the case of the TD-DFT
calculations.
The retrieved nonlinear polarisation shows a delay of a quarter-wave, as seen before in
the experimental data. This phase shift is constant over the whole range of the pulse.
This excellent agreement between experimental and calculated data, allows to draw fur-
ther conclusion. Fig. 5.14 shows how the nonlinear polarisation, that can be derived from
the calculated data, scales with the exponent of the electric field. It clearly illustrates a
trend away from a third-order process towards a second-order process.
The exponent of the electric field with which the nonlinear polarisation scales as a
function of intensity is plotted. In this depiction, it becomes evident that the scaling of
PNL follows more a second-order than a third-order process. Due to the lack of inversion
symmetry in silicon, second-order processes cannot happen. However, the behaviour
observed here shows a clear trend at higher field intensities towards a process that scales
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Figure 5.14: The figure shows the exponent of the electric field as a function of the
nonlinear polarisation PNL ∝ Ex. It shows how the dependence on the exponent changes
from three to two, marking a change from a third-order to a second-order process. This
can be attributed to the change from TPA to tunnelling [37].
with the electric field squared. This indicates a transition from a multiphoton process,
such as TPA, to the tunnelling regime, where electrons tunnel from the valence band
into the conduction band with some probability to go into higher conduction bands.
This transition is described by the so-called Keldysh parameter γ [119]. For γ > 1
multiphoton absorption dominates, for values smaller than 1 tunnelling becomes the
favourable process.
Additionally the deposited work inside the sample can be compared.
The deposited energy inside the sample per volume can be calculated analogously to the
experimental data. The data again agrees with the experimentally obtained one. Espe-
cially the agreement with the dissipated or irreversible deposited energy is impressive.
Based on these results further statements can be made, e.g. about electronic motion
upon excitation in real space, which can be derived from the calculation [120].
Refractive Index Reconstruction
In addition to the evaluation of the nonlinear response of the system, as done above
and theoretically discussed in section 5.4.1, the second approach as introduced in sec-
tion 5.4.1, shall be briefly presented here.
Using the Fourier transformed signal of the waveforms and comparing weak and strong
fields with the incident electric field, frequency-resolved values for the refractive index
can be retrieved. Note that here no forward or backward propagation is done, as this
would remove the contribution from linear dispersion.
In Fig. 5.16, the results of this Fourier transformation and the refractive index retrieval
are shown. The spectrum of the strong pulse shows clearly less amplitude over the whole
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Figure 5.15: The total energy that has been transferred in the sample (solid blue line),
deconvolved into linear (dotted) and nonlinear (dashed) or transient and lasting contri-
butions. Whenever the electric field (red line) is strong, the nonlinear contribution has
maximum slope. The agreement with the experimental data (Fig. 5.12) is excellent.
spectral range than the weak and unperturbed pulse. This also reflects in the lower right
panel, where the extinction coefficient κ is plotted.
The retrieved spectral phase is not plotted here, as it is not comprehensive. The real
part of the refractive index n is shown in the lower left panel. It agrees quite well with
the literature values and does not differ much between strong and weak fields either.
Although, at higher frequencies, this analysis does see a slightly higher refractive index
for the strong field case.
A point that has to be taken into account here is that even if the refractive index changed
by 0.1, which corresponds to about 3%, attosecond streaking would probably not see it
if the sample was only 200 nm thick. This thickness does not suffice to introduce a large
enough phase-shift that can be resolved by attosecond streaking.
This technique, however, suffers from the poor spectral resolution. The gathered infor-
mation could also be retrieved from, e.g. a white-light interferometer. In principle, the
idea was to use a time-frequency analysis (Gabor-transform) to see which frequencies are
favourably absorbed and at which times, maybe even the generation of new frequencies
could be observed. Limitations of this technique are the long measurement time on the
one hand, and, on the other hand, the poor sensitivity of attosecond streaking, which
limits the spectral resolution. Advances in the measurement of electric fields might be
able to resolve this better and allow time-frequency analysis to be performed.
5.5 Main Findings and Outlook
The findings presented in this chapter clearly prove that Attosecond Polarisation Sam-
pling does not only work in a dielectric as demonstrated a few years ago, but is also a
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Figure 5.16: The three waveforms are Fourier transformed and this Fourier transforma-
tion is used to retrieve the spectral intensity (top panel) for the case of unperturbed
(green), strong (red) and weak (blue) field. From this, the real and imaginary part of
the refractive index, for the weak and strong electric field are retrieved and compared
with literature values (purple). While the real part only slightly differs at short wave-
lengths, the imaginary part differs significantly. This is just another way to illustrate
the enhanced absorption at high intensities of the incoming laser pulse.
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viable tool for the real-time observation of strong-field interaction with a semiconductor.
One main finding of this study is the very pronounced truncation of the electric field
oscillations to the most intense half-cycles. This is a clear indication for nonlinear pro-
cesses in silicon induced by the strong electric field. Moreover, indications were found
that suggest the change of behaviour from a χ(3) to a χ(2) process, which can be ex-
plained in terms of a change from a two-photon absorption dominated process to the
tunnelling regime [121]. In analogy to previous work [102], the transferred energy could
be extracted from the measured data, which can be deconvolved into different contribu-
tions.
A way to retrieve the refractive index during the strong-field interaction is presented,
that proves that this type of evaluation is in principle possible.
These results are highly interesting as they provide insight into the early stages of co-
herent excitation of electrons and track the dielectric function during the strong-field
interaction. With further improvements in the existing technique or the development of
new techniques in analogy to [122] measurements could be possible that allow for longer
scan ranges due to shorter integration times. The recording of the pulse over a longer
range provides better spectral resolution, e.g. for the retrieval of the refractive index.
Additionally, a setup with two pulses, where one pulse excites the sample and a second
time-delayed pulse probes the system, can provide further insights when recording the
probe as function of the pump pulse. This is experimentally more challenging as it needs
at least three pulses (a third one to measure the waveform of the probe pulse). How-
ever, it promises cleaner signals as excitation and induced nonlinear effects are probed
independently.
Another approach is to use longer wavelength drivers or materials that do not have indi-
rect band gaps, which are resonant to the spectrum of the laser pulse, then single-photon
excitation is not possible anymore. Therefore, the signal from two-photon absorption is
cleaner and additionally the transition to the tunnelling regime can be investigated.
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Chapter 6
Summary and Outlook
This work demonstrates the direct manipulation of the magnetic momentum of matter
by light. It establishes optical frequencies as a speed limit for magnetic manipulation,
paving the way for future coherent spintronic devices. Additionally, the presented study
proves that the electronic response of a metallic system follows the oscillations of a
strong electromagnetic wave. Both effects are recorded with a resolution better than the
half-cycle duration of the oscillations of the electric field of light.
A follow-up experiment shows that nanoparticles exhibit a similar behaviour as the
bulk-like thin-film samples. Electronic excitation was measured by tracking the tran-
sient XUV absorption. The nanoparticles also show magnetic circular dichroism, when
an external magnetic field is applied. This demonstrates that the nanoparticles possess
a macroscopic, homogeneous magnetic moment.
The time-resolved study of strong-field interaction with a semiconductor witnesses non-
linear absorption confined to the most intense half-cycles of the electric field. The
nonlinear response of silicon changes from a χ(3)-effect, indicating two-photon absorp-
tion, towards a χ(2)-effect, corresponding to tunnelling between valence and conduction
band. In a non-time-resolved way the change of the refractive index, due to two-photon
absorption, could be determined. The change of the refractive index is a mixed effect
mainly caused by the two counteracting effects of free-carrier contributions from excited
electrons and the Kerr effect. The detailed study of the change of refractive index has
to be subject to future experiments with improved spectral resolution.
The results provide several possibilities for future studies a few of them shall be out-
lined here. The breakthrough in ultrafast magnetism is most likely the one with the
most influence in the research field, as this work hopefully marks the starting point of
ultrafast magnetism resolved on the attosecond timsescale. There are many directions
to further develop this field and there are new questions that come up. Questions which
will hopefully be answered by future research.
Computations for OISTR predict the increase of the magnetic moment in the constituent
into which the spin transport happened. An experimental scheme that probes MCD in
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two species at the same time could allow the measurement of this local increase.
Tailored correlated systems, such as Heusler compounds, are promising objects for ul-
trafast spin transfer. Specially designed nanostructures with an increased number of
interfaces could maximize the OISTR effect. In principle this can enable the complete
removal of magnetic moment in of the constituents within a few femtoseconds.
The extension to other measurement techniques, e.g. ARPES (angle-resolved photo-
electron spectroscopy) or PEEM (photoemission electron microscopy) could give spatial
information about the magnetic processes. ARPES can resolve electron dynamics in
momentum space, whereas PEEM can be used to raster scan microscopic structures.
Applying this to the tailored nanostructures can thus reveal valuable spatially resolved
information about the magnetisation dynamics.
Free electron lasers (FEL) now provide pulses with durations below 1 fs which can cover
the spectral range from the soft x-ray all the way up to the hard x-rays [123]. This
enables studies at the absorption L-edges of the 3d-transition metals. Using an FEL
for time-resolved studies at the L-edges could be the right experiment to answer the
question about the early time evolution of the spin and orbital angular momentum.
In future experiments on nanoparticles, the variety of the tunable parameters can be
exploited. Especially the wide range of constituents allows for countless combinations
and might favour unique behaviour. Special combinations of ferromagnetic and param-
agnetic elements, that have been proven to allow all-optical switching of the magnetic
state [124], might be able, in combination with the scalability of the nanoparticles, to
pave the way towards data storage at Petahertz clock rates.
Appendix A
Appendix
A.1 FP3 Lasersystem and AS2 Beamline
The experiments were carried out at the Laboratory for Attosecond Physics (LAP) at the
Max-Planck-Institute of Quantum Optics (MPQ). The lasersystem used was FP3 and
the beamline was AS2, detailed descriptions of both can be found elsewhere [125, 126].
Only little modifications have been done to those systems.
Lasersystem FP3
The front-end is a Kerr lens passively mode-locked titanium-doped sapphire (Ti:Sa) os-
cillator. A frequency-doubled neodymium yttrium vanadate (Nd:YVO4) CW laser (Co-
herent Verdi V6 ) pumps the Ti:Sapphire crystal. The output power of the Nd:YVO4
pump laser is modulated by an acousto-optical modulator (AOM). The oscillator pro-
vides pulses with a duration of ∼ 8 fs at a repetition rate of 78 MHz and a pulse energy
of ∼ 2.5 nJ.
The carrier-envelope-offset (CEO) of the output is stabilised using a fast loop, which
adjusts the pump power by the AOM. The CEO frequency is measured by an f-to-0
scheme. The output pulse is focussed into a periodically-poled lithium-niobate crystal
(PPLN) for difference frequency generation (DFG). A fast photodiode detects the beat
signal between the fundamental and the DFG generated in the PPLN crystal [127]. Af-
ter the oscillator and the f-to-0, the beam is directed through a 13.5 cm long SF57 glass
block. This stretches the pulse duration to ∼ 1 ps. The pulse is then amplified in a
nine-pass chirped pulse amplifier (CPA) [128]. The gain medium of the CPA is again a
Ti:Sapphire crystal, that is pumped by a frequency doubled Nd:YLF laser (Photonics
Industries DM30 ). After four passes a Pockels cell reduces the repetition rate to 4 kHz
a Dazzler (FASTLITE ) corrects for higher-order dispersion effects. Subsequently the
pulse passes 5 more times through the Ti:Sapphire crystal. At the exit of the CPA the
pulses have an energy of 1 mJ.
The laser beam gets collimated and sent into a grating compressor, that compress the
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pulse close to its Fourier limit of ∼ 20 fs. Due to gain narrowing the laser pulse loses
significant spectral bandwidth in the amplification process. The laser pulse is then fo-
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Figure A.1: The Lasersystem FP3 provides pulses with 0.5µJ between 450 − 900 nm
compressed to < 4 fs at a repetition rate of 4 kHz. Adapted from [111].
cussed into a neon-filled hollow-core fibre (HCF), with a pressure of ∼ 1.6 bar. The high
intensity of the laser pulse leads to new frequencies inside the HCF, due to self-phase
modulation (SPM). A beam stabilization actively stabilizes the laser pulse spatially onto
the entrance of the HCF.
After the 1.5 m long HCF the spectrum spans from 350 − 1100 nm. Chirped mirrors
compress frequencies between 450− 900 nm to a pulse duration below 4 fs, which corre-
sponds to 1.5 cycles of the oscillating electric field at the central wavelength of 780 nm.
Slow drifts of the CEO are compensated by a f-to-2f scheme. A fraction of the pulse is
sent into a BBO crystal, generating second harmonic of the fundamental. This creates
an interference in the spectral domain, where the two spectra overlap. This is fed back
to the stretcher, after the oscillator, where a glass wedge compensates for the slow drifts.
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and a grating spectrometer is located. Adapted from [129].
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Beamline AS2
In the first chamber the near-infrared pulse (NIR) is focused into a ceramics target with
a hole of ∼ 300µm. The target is filled with a noble gas, typically neon for photon
energies around 100 eV and above or argon for photon energies in the range between
60− 80 eV. The driving NIR and the generated XUV then propagate colinearly into the
delay chamber.
A perforated mirror separates the NIR and the XUV, using that the XUV has lower
divergence, due to the shorter wavelength. The XUV can be sent onto a XUV sensitive
CCD camera, where it is imaged by a mirror and characterised using a diffraction grat-
ing. Metal foils serve as spectral filter, to filter the cut-off region and provide isolated
attosecond pulses. A multilayer mirror for XUV further selects the desired spectrum
and corrects for atto-chirp [130]. The XUV pulse is guided through a second perforated
mirror, where it is recombined with the NIR.
The NIR that is reflected off the first perforated mirror, is intermediately focused to
allow measurement such as APS. A mirror on a translation and a piezoelectric stage
introduces a variable delay between the NIR and the XUV allowing for pump-probe
measurements.
After the recombination, the two beams, are focused by a toroidal mirror under gracing
incidence into the experimental chamber. Gracing incidence is chosen to minimize the
reflection losses for the XUV.
In the experimental chamber a time-of-flight spectrometer can measure photoelectrons,
e.g. for the attosecond streak camera. Another possible target are thin foils that can be
investigated by attosecond transient absorption spectroscopy. For this purpose a toroidal
grating is located in the experimental chamber that, diffracts the light onto a another
XUV sensitive CCD camera. For alignment and diagnostics a CCD camera is installed
outside the chamber. A beam guiding system can send the beam onto it.
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A.2 Sample Preparation and Characterisation
The nickel thin-film and the nickel/platinum multilayer were grown on silicon mem-
branes in fcc structure. The 8 nm Ni film and Pt(2)[Ni(4)Pt(2)]x2 Ni(2nm) multilayer
were deposited on 200 nm thick polycrystalline silicon membranes (Norcada) at room
temperature by electron beam evaporation under ultrahigh vacuum conditions. The in-
dividual layer thickness in the multilayer stack were optimized to increase the number of
active interfaces for OISTR while maintaining sufficient XUV transmittance and provid-
ing maximized atto-MCD contrast. Additionally they had to be designed in a way that
they sill magnetise homogeneously in-plane. The multilayer sample was protected by an
inert 2 nm thick platinum capping layer and a 2 nm thick nickel seed layer was grown on
the substrate to provide identical surrounding to all platinum layers and ensure uniform
growth of the layer stack.
The in-plane magnetic properties were characterised by a standard longitudinal Magneto-
Optical Kerr Effect (MOKE) setup with a 3 mW HeNe cw-laser, a photoelastic modu-
lator and Glan-laser prisms in longitudinal geometry. Measurements on both, the frame
and the samples membrane window, yield similar ferromagnetic properties. For both
types of samples, we found coercive fields of a few mT and a remanence around 60-70
of the saturation magnetisation. MOKE measurements confirm the absence of ferro-
magnetism in the nickel seed layer at room temperature validating that the layer does
not affect the magnetic moment of the sample. Sample production, sample shipping
and experiments are performed under vacuum to prevent oxidation. Nevertheless, we
confirmed that no change of the MOKE signal is observed after 48 hours exposure of
the samples to air, ensuring that the ferromagnetic properties persist and do not suffer
from an assumed oxidic passivation of the sample surface.
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A.3 Computational Details for Magnetisation Dynamics
TD-DFT Calculations
Computations rely on the Runge-Gross theorem establishing that the time-dependent
external potential is a unique functional of the time dependent density, given the initial
state [131]. Based on this theorem, a system of non-interacting particles can be chosen
such that the density of this non-interacting system is equal to that of the interacting
system for all times. The wave function is represented as a Slater determinant of single-
particle Kohn-Sham (KS) orbitals. A fully non-collinear spin-dependent version of this
theorem entails that these KS orbitals are two-component Pauli spinors determined by
the equations:
ih̄
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∂t
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2
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(A.1)
where the first term is the kinetic term and responsible for the flow of current across the
interface [?]. Aext(t) is a vector potential representing the applied laser field, and σ are
the Pauli matrices. The KS effective potential
vs(~r, t) = vext(~r, t) + vH(~r, t) + vXC(~r, t) (A.2)
is decomposed into the external potential vs(r, t), the classical electrostatic Hartree po-
tential vH(r, t) and the exchange-correlation (XC) potential vXC(r, t). Similarly, the KS
magnetic field is written as
Bs(r, t)(~r, t) = Bext(~r, t) +BH(~r, t) +BXC(~r, t) (A.3)
where Bext(~r, t) is the magnetic field of the applied laser pulse plus possibly an additional
magnetic field and BXC(~r, t) is the XC magnetic field. The final term is the spin-orbit
coupling term.
Calculations of a magneto-optical function for Ni/Pt layer were performed by a 3 step
process: (i) The ground-state of Ni/Pt multilayers was determined using DFT, (ii) a
fully spin-polarised GW calculation was performed to determine the correct position
and width of nickel 3p states and (iii) finally the response function was calculated on top
of GW-corrected Kohn-sham ground-state. This response function is calculated within
linear response TD-DFT in which the excitonic effects [132] and local field effects can be
easily included. The magneto-optical function was determined without any experimental
parameter.
For a periodic sequence of 3 monolayers of nickel on 7 monolayers of platinum, a fully
non-collinear version of TD-DFT as implemented within the Elk code [87] is used for
all calculations presented here. Computational cost prohibits inclusion of more mono-
layers in the calculation. The results presented for Ni/Pt required 240 Xeon processors
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constantly running for 47 days.
A regular mesh in k-space of 8x8x1 is used and a time step of t=2 as is employed for
the time-propagation algorithm. To mimic experimental resolution, a Gaussian energy
broadening is applied with spectral width of 0.027 eV. The laser pulse used in the present
work is linearly polarised (out of plane polarisation) with central frequency of 1.55 eV,
full-width-at-half-maximum duration 8 fs and fluence of 5.4 mJ/cm2.
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A.4 Computational Details for Silicon TD-DFT Calcula-
tions
The calculations were performed in a coupled scheme, similar to the work for Sommer et
al. [102]. The propagation of the laser pulse in vacuum is done by one-dimensional wave
equation. The interaction with silicon was done by time dependent density functional
theory, which is capable of calculating electron dynamics, as proposed by Yabana et
al. [121].
The propagation of the of the pulse with the vector potential Az(t) of the wave along
the z-axis is described by the wave-equation:
1
c2
∂2Az(t)
∂t2
− ∂
2Az
∂z2
= −4πe
c
Jz(t) (A.4)
Jz(t) is the electric current and is obtained from the TD-DFT calculation. At each point
z the electron orbitals unk(r, t) are determined, that follow the Kohn-Sham equation.
ih̄
∂
∂t
unk(~r, t) =
(
1
2m
(
− ~p+ h̄~k + e
c
~A(t)
)2
+ Vion + VH + VXC
)
unk(~r, t) (A.5)
here e, m and h̄ are the electron charge, its mass and the reduced Planck constant. unk
is the Bloch orbital of the band with index n and the crystalline wave number k. Vion,
VH and VXC are the ionic potential, the Hartree potential and the exchange correlation
potential. The vetorpotential ~A is given by the integral over the electric field of the laser
pulse. To reproduce the band gap of the material, it is important that the exchange-
correlation interaction is chosen good. Here, the MetaGGA is used [133].
The electronic current can be calculated from the Bloch orbitals according to [120]. the
polarisation is then obtained by integrating the electric current density ~J(t) over time.
~P (t) =
∫
t
~J(t′)dt′. (A.6)
The oblique incidence problem is solved by reducing the equation depending on three
variables x, y, t to two variables:
A(x, y, t) = A(x, τ = t− y sin θ
c
). (A.7)
This gives expressions fot the 3-dimensional current density only depending on two vari-
ables and can be solved.
The input electric field was the waveform retrieved from the experiment. The calcula-
tions were performed on the Oakforest PACS supercomputer using 50 nodes. The real
space grid consists of 16x16x16 points and the k-space grid has 8x8x8 points. The time
steps are 1.92 as.
Appendix B
Data Preservation
The data is preserved in one folder and stored on MPQ’s AFS server. Every figure has
its own folder. For every figure there is the pure figure either as .eps or as .pdf file. The
different chapters are organized slightly different.
Chapter 2
The .eps files are saved, no data was presented in this chapter.
Chapter 3
Each figure folder contains a ReadMe.txt data that explains how the results from the
raw data were obtained. Most of them use the GUI that is in the chapter 3 folder. It
can be run from this folder. The settings for the GUI are given either in screenshots or
in separate .txt files. The data is in each of the figures folder.
Some Figures are then created in the GUI directly and can be exported from there, some
datasets are exported from the GUI and then separately plotted. Those scripts are also
stored in the individual folders.
Chapter 4
Each folder has the preprocessed data together with the script that creates the plot.
The pdf are the plots as they are in the thesis.
The preprocessing happens with the GUI v3.m as it is in the folder of chapter 4. Each
dataset in the folder has screenshot that shows the settings that were used for the eval-
uation with the GUI. Importing the data and evaluating it with the GUI according to
the settings shown in the screenshot. This gives the results that are saved in the .txt
files (TA.txt, XMCD.txt, Energy.txt).
Chapter 5
The raw data is processed by the DissStreakingSpectrogramEvaluation.m script. From
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the Figure folder it is apparent which data set was used. This data set has to be im-
ported into this script entering in line 28 the data in the format ”YYYYMMDD” and in
the following line the number of the scans. This data set can be exported and imported
into the ”DissPropertyEvaluation.m”.
Then the the DissPropertyEvaluation.m is run to get the porperties from the datasets.
Each folder contains the preprocessed data that then can be evaluated with the Dis-
sPropertyEvaluation.m, The relevant figures are produced by that script.
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[57] Kittel, C. Einführung in die Festkoerperphysik (Oldenbourg, 2002). URL https:
//www.degruyter.com/view/product/231310.
[58] Thole, B. T., Carra, P., Sette, F. & van der Laan, G. X-ray circular dichroism as
a probe of orbital magnetization. Physical Review Letters 68, 1943–1946 (1992).
URL https://link.aps.org/doi/10.1103/PhysRevLett.68.1943.
[59] Carra, P., Thole, B. T., Altarelli, M. & Wang, X. X-ray circular dichroism and
local magnetic fields. Physical Review Letters 70, 694–697 (1993). URL https:
//link.aps.org/doi/10.1103/PhysRevLett.70.694.
[60] Wu, R., Wang, D. & Freeman, A. J. First principles investigation of the validity
and range of applicability of the x-ray magnetic circular dichroism sum rule. Phys-
108 BIBLIOGRAPHY
ical Review Letters 71, 3581–3584 (1993). URL https://link.aps.org/doi/10.
1103/PhysRevLett.71.3581.
[61] Wu, R. & Freeman, A. J. Limitation of the Magnetic-Circular-Dichroism Spin
Sum Rule for Transition Metals and Importance of the Magnetic Dipole Term.
Physical Review Letters 73, 1994–1997 (1994). URL https://link.aps.org/
doi/10.1103/PhysRevLett.73.1994.
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[75] Wu, Y., Stöhr, J., Hermsmeier, B. D., Samant, M. G. & Weller, D. Enhanced
orbital magnetic moment on Co atoms in Co/Pd multilayers: A magnetic circular
x-ray dichroism study. Physical Review Letters 69, 2307–2310 (1992). URL https:
//link.aps.org/doi/10.1103/PhysRevLett.69.2307.
[76] Vogel, J. & Sacchi, M. Polarization and angular dependence of the L 2 , 3
absorption edges in Ni(110). Physical Review B 49, 3230–3234 (1994). URL
https://link.aps.org/doi/10.1103/PhysRevB.49.3230.
[77] Böske, T., Clemens, W., Carbone, C. & Eberhardt, W. Circular magnetic x-ray
dichroism of 3d impurities in Ni. Physical Review B 49, 4003–4009 (1994). URL
https://link.aps.org/doi/10.1103/PhysRevB.49.4003.
[78] Chen, C. T., Sette, F., Ma, Y. & Modesti, S. Soft-x-ray magnetic circular dichroism
at the L 2,3 edges of nickel. Physical Review B 42, 7262–7265 (1990). URL
https://link.aps.org/doi/10.1103/PhysRevB.42.7262.
[79] Dewhurst, J. K., Elliott, P., Shallcross, S., Gross, E. K. U. & Sharma, S. Laser-
Induced Intersite Spin Transfer. Nano Letters 18, 1842–1848 (2018). URL http:
//pubs.acs.org/doi/10.1021/acs.nanolett.7b05118.
[80] Dewhurst, J. K., Shallcross, S., Gross, E. K. & Sharma, S. Substrate-Controlled
Ultrafast Spin Injection and Demagnetization. Physical Review Applied 10,
044065 (2018). URL https://link.aps.org/doi/10.1103/PhysRevApplied.
10.044065.
[81] Siegrist, F. et al. Light-wave dynamic control of magnetism. Nature 571, 240–244
(2019). URL http://www.nature.com/articles/s41586-019-1333-x.
[82] Vodungbo, B. et al. Polarization control of high order harmonics in the EUV
photon energy range. Optics Express 19, 4346 (2011). URL https://www.
osapublishing.org/oe/abstract.cfm?uri=oe-19-5-4346.
110 BIBLIOGRAPHY
[83] Hecht, E. Optik (De Gruyter, Berlin, Boston, 2018). URL http:
//www.degruyter.com/view/books/9783110526653/9783110526653/
9783110526653.xml.
[84] Rabinovitch, K., Canfield, L. R. & Madden, R. P. A Method for Measuring
Polarization in the Vacuum Ultraviolet. Applied Optics 4, 1005 (1965). URL
https://www.osapublishing.org/abstract.cfm?URI=ao-4-8-1005.
[85] Chang, Y.-P. Circularly Polarized Attosecond Pulses for Time-Resolved XUV Spec-
troscopy. Master thesis, Ludwig-Maximilians-Universität München (2017).
[86] Volkov, M. et al. Attosecond screening dynamics mediated by electron localization
in transition metals. Nature Physics 1–5 (2019). URL http://www.nature.com
/articles/s41567-019-0602-9.
[87] Dewhurst, J., Sharma, S. & Gross, E. The Elk Code. URL http://elk.sourcef
orge.net/.
[88] Willems, F. et al. Magneto-Optical Functions at the 3p Resonances of Fe, Co, and
Ni: Ab initio Description and Experiment. Physical Review Letters 122, 217202
(2019). URL https://link.aps.org/doi/10.1103/PhysRevLett.122.217202.
[89] Bergeard, N. et al. Ultrafast angular momentum transfer in multisublattice ferri-
magnets. Nature Communications 5, 3466 (2014). URL http://www.nature.com
/articles/ncomms4466.
[90] Elliott, P., Müller, T., Dewhurst, J. K., Sharma, S. & Gross, E. K. U. Ultra-
fast laser induced local magnetization dynamics in Heusler compounds. Scientific
Reports 6, 38911 (2016). URL http://www.nature.com/articles/srep38911.
[91] Link, S. & El-Sayed, M. A. Optical Properties and Ultrafast Dynamics of
Metallic Nanocrystals. Annual Review of Physical Chemistry 54, 331–366
(2003). URL http://www.annualreviews.org/doi/10.1146/annurev.physchem
.54.011002.103759.
[92] Bansmann, J. et al. Magnetic and structural properties of isolated and as-
sembled clusters. Surface Science Reports 56, 189–275 (2005). URL https:
//www.sciencedirect.com/science/article/pii/S0167572904001001.
[93] Heiz, U. & Landmann, U. (eds.) Nanocatalysis (Springer-Verlag, Berlin, Heidel-
berg, 2007).
[94] Thaler, P. et al. Synthesis of nanoparticles in helium droplets - A characteriza-
tion comparing mass-spectra and electron microscopy data. Journal of Chemical
Physics 143, 134201 (2015). URL http://scitation.aip.org/content/aip/
journal/jcp/143/13/10.1063/1.4932182.
BIBLIOGRAPHY 111
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