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To build a universal quantum computer from fragile physical qubits, effective implementation of quantum error correction
(QEC)1 is an essential requirement and a central challenge. Existing demonstrations of QEC are based on an active schedule
of error syndrome measurements and adaptive recovery operations2–7 that are hardware intensive and prone to introducing
and propagating errors. In principle, QEC can be realized autonomously and continuously by tailoring dissipation within
the quantum system1,8–14, but so far it has remained challenging to achieve the specific form of dissipation to counter the
most prominent errors in a physical platform. Here we encode a logical qubit in Schro¨dinger cat-like multiphoton states15
of a superconducting cavity, and demonstrate a corrective dissipation process that stabilizes an error syndrome operator:
the photon number parity. Implemented with continuous-wave control fields only, this passive protocol realizes autonomous
correction against single-photon loss and boosts the coherence time of the multiphoton qubit by over a factor of two. Notably,
QEC is realized in a modest hardware setup with neither high-fidelity readout nor fast digital feedback, in contrast to the
technological sophistication required for prior QEC demonstrations. Compatible with additional phase-stabilization and
fault-tolerant techniques16–18, our experiment suggests reservoir engineering as a resource-efficient alternative or supplement
to active QEC in future quantum computing architectures.
Robustness in modern classical computers is often aided by
passive dissipation acting as a restoring force against environ-
mental perturbations, rather than active error correction proto-
cols. A quantum analogy for dissipative stabilization of qubits,
or autonomous quantum error correction (AQEC), is possible
but has important distinctions from its classical counterpart
(Fig. 1a): Since qubit states form a continuous two-dimensional
encoding manifold C, the restoring dissipation must be tailored
perpendicular to C to not disrupt the manifold of code states,
which leaves any perturbations tangential to C unrecoverable.
Therefore, the encoding manifold C itself also has to be specif-
ically designed to ensure that the physical errors only occur or-
thogonal to the surface, as formulated by the Knill-Laflamme
QEC criteria19.
These simultaneous requirements dictate that the form of dis-
sipation needed for AQEC will be rather exotic20. Advances in
quantum reservoir engineering21 have paved the way to synthe-
size dissipation operators not naturally available, enabling stabi-
lization of various non-classical states22–24. More recently, dissi-
pation has been tailored to confine a quantum harmonic oscilla-
tor to delocalized regions in phase space25 to suppress bit-flips26.
However, the stabilized manifold does not permit QEC of the
dominant decoherence process in the system: single photon loss.
Encouraging proposals for AQEC have emerged for a number
of experimental platforms10–13, but they require hardware archi-
tectures yet to be developed. In this Article, we introduce and
implement an AQEC scheme in a common transmon-based su-
perconducting circuit QED device27–29, which is solely enabled
by the synthesis of a highly-specific dissipation operator.
Error correction code and strategy
Following the accelerating progress in bosonic QEC re-
search30,31, we take advantage of the large Hilbert space and the
long coherence time28 of microwave-photon states in a super-
conducting cavity to store a logical qubit. The qubit, |ψL〉 =
x |0L〉 + y |1L〉 (with x and y being complex coefficients con-
taining the logical information), is encoded in an odd-parity sub-
space of the cavity using the following Truncated 4-component
Cat (T4C) code32:
|0L〉 = C1 |1〉+ C5 |5〉 , |1L〉 = C3 |3〉+ C7 |7〉 , (1)
where C1, C3, C5, C7 =
√
0.35,
√
0.9,
√
0.65,
√
0.1 are code
word coefficients of the four Fock-state components, chosen to
approximately balance the average photon numbers in |0L〉 and
|1L〉 (n¯ ≈ 3.5). The xˆ basis states (instead of zˆ) of the code,
|±L〉 = (|0L〉 ± |1L〉)/
√
2, resemble the Schro¨dinger cat su-
perpositions of coherent states, |Cα〉 = (|α〉 − |−α〉)/N . The
coherent-state amplitude, |α| ≈ 1.87, is a measure of the size of
the cat-state encoding. Single-photon loss, the dominant intrin-
sic error in a superconducting cavity to be corrected, converts
odd-numbered Fock components to even-numbered ones. The
photon-number parity Pˆ = eipiaˆ
†aˆ effectively plays the role of a
QEC stabilizer operator, which can be repetitively measured in
active QEC protocols5,6.
The main technical accomplishment of this work is the
realization of Parity Recovery by Selective Photon Addition
(PReSPA) via a constantly-applied dissipation operator
Πˆeo = |1〉 〈0|+ |3〉 〈2|+ |5〉 〈4|+ |7〉 〈6| . (2)
This operator stabilizes the photon-number parity while preserv-
ing coherence between the Fock components. Whenever a parity
jump arises from photon loss, PReSPA performs AQEC by auto-
matically adding a photon back to the cavity. PReSPA is not con-
structed from a true parity operator (∝ eipiaˆ†aˆ). However, by ex-
plicitly constructing a superposition of four targeted dissipative
processes, it achieves a workaround to the well-recognized chal-
lenge of implementing continuous quantum non-demolition par-
ity projection13,34, which has been a major obstacle for AQEC.
It should be noted that Πˆeo does not fully reverse the effect of
a photon loss event (Πˆeoaˆ 6= Iˆ); rather it leads to a net gain in
mean photon numbers for all logical states, which is approxi-
mately equivalent to an increase of |α|. PReSPA also does not
correct for the continuous decrease of |α| in the absence of par-
ity jumps5. However, the accumulated entropy in the size uncer-
tainty of the cat-state encoding is not associated with significant
leakage of logical information (which is encoded in the phases
of the cat states), and can be removed from the logical qubit ef-
fectively using a proper decoding transformation. Theoretically,
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FIG. 1. Autonomous quantum error correction: concept and pro-
tocol. a, A classical bit is stored in isolated points in configuration
space, which are local energy minima stabilized by dissipation in all
directions. In comparison, a logical qubit |ψ〉 is encoded in a contin-
uous two-dimensional code space C designed in a way that both natu-
ral errors (which map the states to the error space E) and engineered
dissipation are only allowed perpendicular to C. b, Schematic of the
circuit QED device composed of storage cavity A, transmon ancilla
q and reservoir resonator R. c, AQEC scheme against single-photon
loss illustrated in a level diagram (not to scale). The level indices re-
fer to A, q, R sequentially. A continuous wave (cw) “transmon comb”
is applied to resonantly excite the transmon ancilla with a Rabi rate λ
(magenta arrows), selectively targeting the four even-parity states (red
levels) when χq  λ. Similarly, a cw “mixing comb” targets the
|2n, e, 0〉 ↔ |2n+ 1, g, 1〉 transitions with an equal Rabi rate Ω (black
arrows). Both combs are composed of four tones equally spaced by 2χq
as indicated by the varying slopes of the magenta and black transitions.
Spontaneous decay of the reservoir R converts the quantum state back
to the code space (blue levels) without leakage of which-path informa-
tion; note the identical slopes of the light-green arrows. The numbered
labels show the error and recovery sequence 1©- 4© for one of the four
parallel paths (using the initial state |1g0〉 as an example).
instantaneous and exact Πˆeo operations to this T4C code can re-
duce its logical error rate from single-photon loss by ∼50 times
(or more if a larger |α| is chosen for the encoding). See Methods
for the theory of this approximate AQEC protocol.
AQEC technique and device implementation
Our experiment is carried out in a 3D-planar hybrid circuit
QED architecture29 at a base temperature of about 10 mK. A
high-coherence cylindrical post cavity A (with T1A = 520
µs, T2A = 380 µs) is used to store the logical qubit28. A
dispersively-coupled transmon27 qubit q (with T1q = 39 µs,
T ∗2q = 17 µs) is used as an ancilla for encoding and decoding
of the cavity state. A coaxial stripline resonator R with fast de-
cay rate (κ/2pi = 0.58 MHz) is used both for readout and as the
source of dissipation (Fig. 1b). The leading-order terms of the
system Hamiltonian are:
Hˆ
~
=ωAaˆ
†aˆ+
ωq
2
σˆz + ωRrˆ
†rˆ − χq
2
aˆ†aˆσˆz − χr
2
rˆ†rˆσˆz, (3)
where aˆ and rˆ are the lowering operators in A and R, σz is the
Pauli operator of the transmon. The dispersive shift between
modes q and A is χq/2pi = 1.32 MHz and between modes q
and R is χr/2pi = 2.8 MHz. The PReSPA operator is imple-
mented with a four-fold degenerate two-stage pumping process,
as illustrated in Fig. 1c. Two continuous-wave (cw) frequency
combs, each consisting of four tones equally spaced in frequency
by 2χq , are applied to drive transitions targeting the four even-
number Fock states, |2n〉A (n = 0, 1, 2, 3). Under the rotating
wave approximation, the drive Hamiltonian is
Hˆd
~
=
3∑
n=0
(
λ |2n, e, 0〉 〈2n, g, 0|
+ Ω |2n+ 1, g, 1〉 〈2n, e, 0| )+ h.c. (4)
The selectivity on individual levels relies on the photon-number
dependent transition frequencies of the dispersive Hamiltonian.
Hence, it is critical that λ  χq , so the odd-parity code space
remains unperturbed. The other rates follow a hierarchy of
λ < Ω < κ < χq . When a photon emission occurs in R,
the even-parity states are simultaneously projected to the odd-
parity subspace by gaining a photon. By adiabatic elimination
of the fast dynamics in q and R, we obtain Πˆeo as the effective
operator acting on cavity A. Phase coherence among the four
converted states is expected to persist, since no which-path in-
formation leaks into the environment as long as 1) the transition
rates along the four paths are identical, and 2) the frequency of
the emitted reservoir photon is independent of the path choice.
This path-degenerate pumping process is inspired by several the-
oretical proposals11,14,35, but our two-stage construction of the
coherent drives is crucial for achieving path-independent reser-
voir emission frequencies while maintaining parity selectivity.
Each of the two frequency combs is generated by single-
sideband modulation of a microwave carrier source with four
intermediate-frequency (IF) control signals digitally combined.
The amplitudes and phases of these IF signals can all be inde-
pendently tuned. The ancilla state is measured using dispersive
readout via mode R, which is not sufficiently optimized to en-
able single-shot state assignment. Measurement outcomes are
converted to a nominal excited state probability by scaling the
averaged demodulated signal relative to the reference ground
and excited states. After a series of calibration experiments
and compensating for multi-tone parametric mixing effects (see
Methods), we experimentally obtain λ ≈ 27 kHz, Ω ≈ 88 kHz
for all transition paths.
Characterization of dissipation operator
We characterize the engineered PReSPA operator first by
tracking the probability distribution of photon numbers in cav-
ity A over time. This distribution can be measured using spec-
troscopy of the ancilla qubit (Fig. 2a), whose frequency shifts
by −χq for every additional photon37. As an example, Fig. 2b,c
shows dissipative generation of a one-photon Fock state from
vacuum under PReSPA as a result of the |1〉 〈0| element of the
operator. To demonstrate the simultaneous action of the four
parallel conversion paths, we apply PReSPA to an even-parity
cat state (α = 1.6). As expected, the cavity state converges
to an odd-parity state, with all four Fock components shifted
up by one photon (Fig. 2d,e). The characteristic time scale of
each conversion process can be measured by preparing the Fock
state |2n〉 and tracking the population of |2n+ 1〉 as a function
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FIG. 2. Characterization of the PReSPA operator: photon population conversion. a, Control pulse sequence of a transmon spectroscopy
measurement to infer the cavity photon distribution after PReSPA: We initialize cavity A to a specific initial state using an Optimal Control Theory
(OCT) pulse33, apply PReSPA for a variable time t, apply a spectrally-selective pi-pulse to transmon q at a variable detuning ∆ωq , and measure
the transmon excitation probability P (∆ωq, t). b, Transmon spectroscopy data P (∆ωq, t) for cavity A initialized in vacuum. The bright feature is
shifted from ∆ωq = 0 to −χq over time, showing the |0〉A → |1〉A conversion. (For 0 < t < 20µs an additional delay time of 20 µs is inserted
between PReSPA pumps and the transmon pi-pulse to improve clarity of the spectroscopy data by allowing the partially-excited transmon to relax.)
c, Cuts of Fig. 2b at t = 0 and 25 µs (grey dashed line). d, e, P (∆ωq) for A initialized in an even-parity cat state at d, t = 0 and e, t = 25 µs. All
four spectroscopy peaks corresponding to even photon numbers (red) are shifted by −χq after t = 25 µs indicating odd photon numbers (blue). f,
Probability of achieving the target cavity state |2n+ 1〉A, as measured by P (t) for fixed ∆ωq = −(2n + 1)χ, for cavity A initialized in |2n〉A.
Error bars reflect standard error of the mean. These four time-domain curves are fitted using a numerical model of the cascaded pumping process
(see Methods and Extended Data Fig. 3), resulting in Ω = 92, 88, 87, 85 kHz; and λ = 28, 27, 27, 26 kHz, respectively. The inset shows a block of
the cavity process χ matrix for 25µs of PReSPA. The matrix elements χnn,n′n′ are calculated from transmon spectroscopy measurements from all
pairs of initial Fock states |n〉A and final Fock states |n′〉A.
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FIG. 3. Characterization of PReSPA operator: preservation of coherence. a, Cavity Wigner tomography of six even-parity superposition states,
( |n〉A + |m〉A)/
√
2, prepared by OCT pulses, as input states for PReSPA. b, Wigner tomography of the six corresponding output states after 25
µs of PReSPA, which are converted approximately to odd-parity superpositions ( |n′〉A + |m′〉A)/
√
2, with n′ = n+ 1, m′ = m+ 1. The Wigner
function, a quasi-probability distribution in the oscillator phase space, is directly measured via photon number parity measurements after variable
cavity displacements36. From each Wigner function we reconstruct the density matrix, and the most significant off-diagonal element is ρn,m (or
ρn′m′ ) that reflects the coherence between |n〉 and |m〉 (or between |n′〉 and |m′〉). We also perform similar measurements with permutations of
odd-parity superpositions as input states (not shown). The χmatrix block describing the coherence of the process can be computed by combining all
the off-diagonal elements in these reconstructed density matrices (Extended Data Fig. 8). The result for the six key elements characterizing PReSPA
coherence, χnm,n′m′ , are shown next to the vertical arrows and to a good approximation equal to ρn′m′/ρn,m. The deviations of χnm,n′m′ from
unity reflects the infidelity of the PReSPA process.
of time (Fig. 2f). The four conversion paths show well-matched
temporal profiles with convergence half-time of Teo ≈ 8 µs. The
fidelity of the conversion decreases for higher photon numbers,
consistent with faster photon loss.
To fully benchmark an engineered jump operator like
PReSPA, a different type of tomographic characterization and
experimental fidelity measure has to be devised. Here for sim-
plicity, we probe the process χ matrix over 25 µs ( Teo) of
PReSPA pumping as a proxy to experimentally benchmark the
operator. The population conversion from |n〉A to |n′〉A is ex-
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FIG. 4. AQEC performance. a-c, Cavity Wigner tomography for the six cardinal-point states of our Truncated 4-component Cat (T4C) code. We
measure the states at (a) t = 0, (b) after 143 µs of free evolution, and (c) after 143 µs of AQEC using PReSPA. Center points of the Wigner function
show a measurement of state parity, which is well-preserved under PReSPA. The Wigner functions have been manually rotated into the correct
rotating frame for the ease of comparison. d, Quantum process fidelity of information storage with the AQEC protocol (green) compared with other
reference methods performed with the same physical system. We use each method to store quantum states corresponding to the six cardinal points
of the Bloch sphere, wait for a variable time t (or apply PReSPA for the AQEC curve), retrieve the state via the transmon using a decoding unitary,
and perform quantum state tomography of the transmon. Process fidelity is calculated from the quantum state fidelity for the corresponding six
measurements. All curves are fitted to the model F (t) = .25 +Ae−t/τ to extract characteristic times and error bars are one standard error.
pressed in the χnn,n′n′ matrix elements, which are measured
using spectroscopy and shown in the Fig. 2f inset.
Quantum coherence of the even-to-odd conversion is reflected
in the six key elements of the process matrix, χ02,13, χ24,35,
χ46,57, χ04,15, χ26,37 and χ06,17, which can be measured from
the transformation of off-diagonal elements of the relevant den-
sity matrices. We prepare the six pair-wise superposition states
of |0〉, |2〉, |4〉 and |6〉 as input states, and measure the odd-
parity output states at t = 25 µs using Wigner tomography36
(Fig. 3). The interference fringes in the output Wigner functions
demonstrate the persistence of coherence after photon addition.
From density matrix reconstruction, we find that PReSPA con-
verts even-parity superposition states with nearly zero additional
phase and an average fidelity of approximately 67%.
For the process χ matrix to reflect the full extent of the par-
ity recovery, we choose a relatively long evolution time of 25
µs so that the initial even-to-odd conversion process is expected
to complete with >98% probability. Various imperfections in
the system also accumulate over time, including cavity dephas-
ing, thermal excitations, and ongoing single-photon losses that
trigger new rounds of PReSPA operation. Therefore, the above
characterization should be interpreted as measuring the com-
bined process of a one-time PReSPA operation with a finite suc-
cess probability together with continuous degradation of quan-
tum states over 25 µs.
AQEC performance
We demonstrate AQEC by applying PReSPA to a set of six
cavity multiphoton states corresponding to the cardinal points of
the logical Bloch sphere. Over 143 µs we measure the Wigner
function of the cavity states demonstrating that PReSPA pre-
serves the Wigner negativity, a measure of non-classicality, to
a greater extent than after uncorrected free evolution.
We can further retrieve the logical state from the cavity af-
ter a variable time with a unitary operation mapping it to the
ancilla transmon, |ψL〉 → x |g〉q + y |e〉q . We maximize this
information retrieval by mapping both the logical code word,
|0L〉, as well as its orthogonal vector, C5 |1〉 − C1 |5〉, to the
same transmon state |g〉q (likewise for |1L〉 and |e〉q) to create
a decoding that is insensitive to the size of the encoding. We
observe a longitudinal relaxation time of Γ−1l = 365 ± 8 µs
for the pole states (|0L〉 and |1L〉) and a transverse relaxation
time of Γ−1t = 258± 6 µs for the equator states. From the pro-
cess fidelity of this information storage process (compared to the
identity matrix), we determine the corrected logical qubit’s life-
time is 288 ± 5 µs, more than twice its uncorrected counterpart
(Fig. 4b). However, as in any QEC scheme, redundant storage
of information incurs an overhead in decoherence, which in our
case causes the uncorrected T4C qubit to decay over three times
faster than the uncorrectable bare-cavity qubit (represented by
the lowest-energy Fock states). Therefore our corrected qubit’s
lifetime has not yet reached the QEC break-even point as in a
landmark demonstration earlier using digital feedback5.
The performance of the current AQEC demonstration is lim-
ited by a number of experimental factors, and has substantial
room for improvement. Our ancilla transmon has a spurious
thermal excitation rate of 1.4 ms−1, which increases up to 2.0
ms−1 during AQEC due to a combination of heating effect and
intrinsic off-resonance excitations (see Supplementary Materi-
als). Spontaneous transmon excitation can activate a sequential
two-photon-gain process under PReSPA, leading to an incoher-
ent logical bit-flip error (Extended Data Fig. 7). This effect ac-
counts for ∼80% of the observed Γl and ∼50% of the Γt of the
logical qubit, which can be significantly reduced38,39 with state-
of-the-art filtering and shielding of the thermal environment.
The rest of the logical qubit decoherence can be mostly at-
5tributed to the finite success probabilities (Sl and St) of PReSPA
in correcting single-photon loss. We define Si = 1 − Gi−1
(i = l, t), where Gi is the QEC gain factor between the natu-
ral photon-loss rate (n¯/T1A ≈ 1/150 µs−1) and the part of the
corrected logical qubit’s error rate (Γl or Γt) that can still be
attributed to photon loss. Various imperfections can each be an-
alyzed in terms of a correction failure rate that reduces Sl and
St. We estimate Sl = 89% and St = 76%, with prominent fail-
ure modes including a second photon loss or ancilla decay dur-
ing a PReSPA operation, virtually-activated pumping processes,
and higher-order cavity non-linearity (see Extended Data Table
III and Supplementary Materials). The QEC success probability
should be understood as a hypothetical measure for a standalone
PReSPA operation. Actual fidelity of a quantum state that ex-
periences an error-and-correct cycle over a realistic time frame
includes additional contributions from new errors at total rates of
Γl and Γt after the initial error is corrected. For example, a log-
ical equator state incurring a photon loss can be expected to re-
cover after 25 µs with fidelity F ≈ Ste−tΓt = 69%. This is con-
sistent with the characterized χ matrix for PReSPA process, and
is further confirmed in a separate experiment using initialized er-
ror states (Supplementary Materials). The required QEC success
probability to reach break-even in the absence of any undesirable
transmon excitation is 13Sl +
2
3St > 1− 23 n¯−1 = 81%. Modest
improvement in ancilla and cavity lifetimes can lift Sl, St suffi-
ciently above this threshold to enable AQEC above break-even
under realistic experimental conditions (see Methods for simu-
lation results).
Outlook
The four-component cat code (and its truncated vari-
ants)5,6,17,18 has been pursued as a hardware-efficient paradigm
for universal quantum computation32, offering a full gate set
and first-order error protection for logical qubits encoded in
single cavities. However, there has been a caveat: the repeti-
tive parity checks required to correct single-photon loss5,6 are
not simultaneously compatible with the continuous driven dis-
sipation needed for phase-space stabilization16,25. A compet-
ing bosonic QEC approach based on two-component cat qubits
with strongly-biased noise channels26,40 defers the challenge of
photon-loss correction to a next-level repetition code (e.g. with
a chain of cavities), but comes at the cost of increased hard-
ware complexity. Our introduction of PReSPA provides a non-
invasive method for photon-loss correction, paving the road for
concurrent logic operations or dissipative stabilization within
the odd-parity subspace. For example, modest four-photon dis-
sipation16,32 induced by a second reservoir can be applied to-
gether with PReSPA to evacuated entropy from cat-size changes
and correct for phase drifts, hence completing fully-passive
first-order protection of a single-cavity logical qubit. Au-
tonomously corrected quantum gates can be constructed from
path-independent unitary operations acting on the code-space
and error-space in parallel17,18,41. To improve fault tolerance,
forward propagation of ancilla relaxation errors can be sup-
pressed by error-transparent processes through the second ex-
cited state of the transmon17 or using a biased-noise ancilla40,42.
In addition, our cascaded pumping technique to realize path era-
sure can be generalized to construct a broad family of dissi-
pation operators of the form Lˆ =
∑
i,j λi,j |i〉 〈j| in the Fock
basis, providing the tools for realizing various other AQEC
schemes11,13,20.
For reducing errors in quantum computing, the development
of intrinsically protected physical qubits by Hamiltonian
engineering43,44 and implementation of QEC codes based on
redundancy1,19 have often been considered two distinct pursuits.
The establishment of continuous AQEC of prominent errors,
joined by recent developments of driven qubits with biased
noise channels26,40, bridges this divide. In our demonstra-
tion, the cavity qubit is protected by a QEC code executed
by a driven-dissipative environment in quasi-equilibrium, as
described by a time-independent rotating-frame Hamiltonian
and dissipation operators. Beyond specific implementations
in circuit QED, our work suggests reservoir engineering as a
unifying force that applies the flexibility of code-based error
correction to improve the robustness of physical qubits with
minimal resource overhead.
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METHODS
Approximate AQEC and decoding unitary
The T4C code belongs to the class of bosonic code with
N = 2 rotational symmetry46. It can be understood as an ap-
proximate version of a Schro¨dinger cat code32,47 at small photon
numbers. In the idealized limit of large photon numbers and
instantaneous operations of Πˆ′eo =
∑∞
n=0 |2n+ 1〉 〈2n| upon
photon loss, such a cat code would enable perfect retrieval of
quantum information. Here we have extended the PReSPA op-
erator to an infinite series Πˆ′eo, which can be viewed as a parity-
selective version of the Susskind-Glogower bare raising opera-
tor48. Practical limitations, however, necessitate a compromise
accounting for the growth of the photon loss rate with aver-
age photon number and the increasing technical challenge of
expanding the terms in the dissipation operator. The compro-
mise struck with the T4C code employing the code words Eq. (1)
composed of odd-numbered Fock states |n〉 with n ≤ 7.
6|ψ150 (t)⟩
|u0⟩ = |0L⟩
|u1⟩ = |0L⟩⊥
|ψ15j−1(t)⟩
|ψ15j (t)⟩
|1⟩
|5⟩
C1
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θ0
θj
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Extended Data Fig. 1. a, Diagram illustrating the quantum-trajectory state
∣∣ψ15j (t)〉 after a time period t, given a certain number j of jumps.
The initial state is |ψ(0)〉 = |0L〉 in the subspace H15 = span {|u0〉 , |u1〉}. Both jump and no-jump evolution lead to rotation of
∣∣ψ15j (t)〉 over
time within the subspace, and the angle θj(t) parametrizes this rotation. For each quantum trajectory,
∣∣ψ15j (t)〉 slowly and continuously rotates
clockwise in the absence of jumps and occasionally undergoes stochastic jumps clockwise. The diagram and the dynamics for the states
∣∣ψ37j (t)〉
in the H37 = span {|v0〉 , |v1〉} subspace (not shown) follows an analogous pattern. b, Comparing the decay of process fidelities for three cases:
T4C encoding using the ideal PReSPA scheme of this section (corrected T4C code, green), T4C encoding without using PReSPA (uncorrected T4C
code, teal), and Fock state encoding (uncorrected Fock |0〉, |1〉, blue). Experimental values of T1A and K are used, and cavity dephasing is not
considered. Exponential curves for the T4C fidelity use the equation Fprocess(t) = 0.75e−t/τ + 0.25 to extract decay rate τ .
Within T4C encoding, the joint effect of loss and instanta-
neous PReSPA, as described by a combined loss operator Πˆeoaˆ,
generally induces an unwanted distortion of the original quan-
tum state. Specifically, given a number of j loss/PReSPA events
within a time period t, the initial state |ψ0〉 = x|0L〉 + y|1L〉
evolves into the state
|ψj(t)〉 = xn15j (t)
∣∣ψ15j (t)〉+ yn37j (t) ∣∣ψ37j (t)〉 . (5)
Here,
∣∣ψklj (t)〉 = ∑n=k,l Cnnj/2e−nt/2T1A |n〉 /[nklj Nj(t)] are
orthonormal, and the coefficients recording the unwanted state
distortion are nklj (t) = ‖
∑
n=k,l Cnn
j/2e−nt/2T1A |n〉 ‖/Nj(t)
where k, l = 1, 5 or 3, 7.
The decoding transformation seeks to transfer the amplitudes
x, y from the logical cavity qubit to the auxiliary transmon. Per-
fect transfer is impeded by two key factors. First, the coeffi-
cients nklj (t) in Eq. (5) will generally differ and, hence, lead to
the mentioned distortion of x and y. Second, the code words
undergo rotations within the H15 and H37 subspaces described
by
|ψj(t)〉 = xn15j (t)
(
cos θj |u0〉+ sin θj |u1〉) (6)
+ yn37j (t)
(
cosϕj |v0〉+ sinϕj |v1〉
)
.
Here, the angles θj and ϕj depend both on time and the number
of loss events. See Extended Data Fig. 1a for a visual descrip-
tion of the effect of jump and no-jump dynamics. The states
{|u0〉 , |u1〉} and {|v0〉 , |v1〉} denote orthonormal bases of the
H15 andH37 subspaces, respectively.
Constructing a decoding unitary Uˆd such that:
|g〉 ⊗ |u0〉 7→ |g0〉 , |g〉 ⊗ |u1〉 7→ |g1〉 ,
|g〉 ⊗ |v0〉 7→ |e0〉 , |g〉 ⊗ |v1〉 7→ |e1〉 , (7)
one obtains the reduced transmon density matrix
ρˆq =
∑
j
pj
( |x|2(n15j )2 x∗yn15j n37j cos ζj
xy∗n15j n
37
j cos ζj |y|2(n37j )2
)
, (8)
with pj denoting the probability for observing j loss events, and
ζj = θj − ϕj . In general, θj and ϕj will not be identical, thus
causing a second contribution to amplitude distortions. Never-
theless, they vary in the same direction as j varies, and this par-
tial cancellation plays a significant role in limiting the intrinsic
loss of information in this approximate AQEC protocol. See
Supplementary Material for analytic details.
We further note that the photon-number expectation value,
when averaged over all trajectories, remains exactly constant
under the effect of Πˆeoaˆ. In essence, despite its continuous de-
crease (under no-jump evolution) and stochastic increase (due
to PReSPA after a photon loss), the effective cat size |α| of the
encoding remains a constant on average. This is different from
the cat states in parity-measurement-based bosonic QEC exper-
iments5,17. In these experiments, the cat states decrease deter-
ministically in size over a time scale of 1/2κ, hence quickly
experiencing wavefunction overlap between Cα and Ciα. The
T4C code thus has the advantage of being self-sustained in en-
ergy, and the loss of orthogonality at small α is only encountered
through a (2nd-order) diffusive process.
We quantify deviations of Eq. (8) from the intended target
transmon states with the process fidelity F obtained by aver-
aging Fxy(t) = |〈ψq|ρˆq(t)|ψq〉|2 over the six cardinal Bloch
sphere points and rescaling its range to 1/4 ≤ F ≤ 1. Ex-
tended Data Fig. 1b compares the theoretical process fidelity
for PReSPA-corrected T4C (using the codeword coefficients in
our experiment as shown below Eq. (1)) to free evolution with-
out PReSPA, for both T4C and Fock-state encoding. Theoret-
ically, the corrected logical qubit incurs no longitudinal relax-
ation, and the transverse relaxation rate Γt is 40 times lower
than the single-photon loss rate n¯κ, corresponding to an intrin-
sic QEC failure rate of 1− St = 2.5%.
The T4C code can also be viewed as an instance of the bino-
mial code class49, assuming the two logical codes contain equal
photon numbers (n¯). Indeed, informational leakage associated
with photon loss is minimized with equal n¯ for |0L〉 and |1L〉,
and the slight imbalance in our experimental code (n¯ = 3.6, 3.4
7for |0L〉, |1L〉) was incidental and not optimal. However, we cal-
culated that a revision to an equal n¯ of 3.5 would only improve
St by 0.08%, which is extremely marginal compared with all
the imperfections that lead to 1 − St ≈ 24% in the experiment.
Assuming balanced n¯ in a binomial code, the value of n¯ can be
chosen to balance the trade-off between the intrinsic QEC fail-
ure rate (minimized at n¯ = 4) and photon-loss rate (minimized
at n¯ = 3, the smallest possible in this code). Given the coher-
ence parameters of the transmon and the cavity in this present
study, the AQEC performance can be improved by choosing a
smaller n¯ close to 3.
Device and fabrication
Our device uses a 3D-planar-hybrid cQED architecture29,
and the design specifics are similar to Ref. 50. The cavity is
machined from 5N5 Al (99.9995% pure) and houses a large
waveguide section containing two cylindrical re-entrant quarter-
wave resonators28 and a small waveguide tunnel to fit a sap-
phire chip. The transmon and the low-Q readout resonator are
made from thin-film aluminum deposited on the sapphire chip.
The transmon contains a single Al-AlOx-Al Josephson junction
and is fabricated using a Dolan bridge technique. Electron-
beam lithography is carried out with a 30keV JEOL JSM-7001F
SEM, and the evaporation/oxidation is performed with a Plassys
MEB550S evaporator.
Of the two high-Q storage cavity modes, the lower-frequency
mode A is used for this experiment while the higher-frequency
(6.089 GHz) mode, B, is idle in the vacuum state throughout the
experiment. Cavity mode B has a dispersive coupling with the
transmon of 6.5 MHz that we found too high for implementing
PReSPA. It has a thermal population of 1%-2%, which has a
small contribution to the dephasing of A.
Driven Josephson circuit Hamiltonian under PReSPA
The Hamiltonian of the circuit QED system can be derived
using the perturbation theory51 that adds weak anharmonicity to
three harmonic oscillator modes corresponding to the Cavity A,
transmon ancilla q and the stripline resonator R:
Hˆ
~
= ω˜q qˆ
†qˆ + ω˜Aaˆ†aˆ+ ω˜Rrˆ†rˆ − EJ~
(
cos ϕˆ+
ϕˆ2
2
)
(9)
where ω˜q , ω˜A, ω˜R are the frequencies of the eigenmodes of the
linearized system, qˆ, aˆ and rˆ their lowering operators,
EJ the Josephson energy of the junction, and ϕˆ = φq qˆ +
φAaˆ+ φRrˆ+ h.c. the phase operator of the Josephson junction.
φq , φA, φR are the mode zero-point phase fluctuations across
the junction for modes q, A and R.
Implementing PReSPA requires two frequency combs: one
comb exciting the transmon, and one mixing comb converting
that transmon excitation into excitations in A and R. This mix-
ing comb activates a four-wave mixing process using the nonlin-
earity of the Josephson junction. To account for the four mixing
tones with frequencies ωm in our Hamiltonian, we make a uni-
tary transformation by displacing the qubit annihilation operator
qˆ → qˆ+∑m ξmeiωmt, and the phase across the junction is (see
e.g. Supplementary materials of Ref. 25):
ϕˆ = φq qˆ + φAaˆ+ φRrˆ +
3∑
m=0
φqξme
iωmt + h.c. (10)
Expanding the cosine, going to a rotating frame, and employing
a dispersive transformation that cancels 2nd order terms, the rel-
evant 4th and 6th order terms include non-driven terms (without
ξm) and driven terms. The non-driven terms, generic to most
circuit QED systems, are:
Hˆnd
~
=− χq qˆ†qˆaˆ†aˆ−−χr qˆ†qˆrˆ†rˆ − χAraˆ†aˆrˆ†rˆ
− K
2
aˆ†aˆ†aˆaˆ− χ
′
q
2
qˆ†qˆaˆ†aˆ†aˆaˆ (11)
where χq , χr, χAr are the dispersive couplings between the
transmon and Cavity A, between transmon and reservoir R, and
between A and R, respectively. K is the self Kerr of Cavity A,
and χ′q is the 6
th order non-linearity. We treat the transmon as a
two-level system since the higher excited states are not accessed
in this experiment. Likewise, for all operations except readout,
R is either in the ground or first excited state and we ignore its
higher order terms.
By setting ωm = ωa + ωr − ωq + mη we get stationary, or
Symbol Value
Transmon frequency ωq/2pi 5489.59 MHz
Transmon anharmonicity αq/2pi 201.22 MHz
Transmon T1 T1q 39 µs
Transmon T ∗2 Ramsey T ∗2q 17 µs†
Transmon T2 Echo 36 µs
Transmon |e〉q population 5%
Reservoir frequency ωr/2pi 7337.8 MHz
Reservoir-transmon coupling χr/2pi 2.8 MHz
Reservoir T1 1/κ 0.27 µs
Cavity A frequency ωA/2pi 4067.445 MHz
Cavity A-transmon coupling χq/2pi 1.313 MHz
Cavity A-reservoir coupling χAr/2pi 7 kHz‡
Cavity A anharmonicity K/2pi 1.7 kHz
Cavity A 2nd order coupling χ′q/2pi 5.5 kHz
Cavity A T1 T1A 520 µs
Cavity A T2 T2A 380 µs#
Cavity A |1〉 population ∼1%
Extended Data Table I. System parameters.
†The transmon T ∗2 reflects any 1/e decay time of Ramsey oscillations.
The transmon displays a random switching behavior between two val-
ues of ωq/2pi 40 kHz apart, with a dwell-time split of approximately
85%:15%. The switching time scale is on the order of sub-seconds to
seconds. All our experimental data reflects the averaged result from
sampling the two ancilla frequencies.
‡ The cross-Kerr χAr is derived from other measured parameters.
#Cavity A has a distinctive switching behavior between a regular state
with stable T2A (380 ± 25 µs) and occasional “bad periods” lasting
for 2-8 hours where T2A fluctuates wildly in the range of 200-340 µs.
The reduced cavity coherence during these periods is not accompanied
by any other changes of system parameters, and can be recovered by
a Hahn echo pulse (with echo, cavity T2A ≈ 390 µs at all times). We
exclude data during these unstable periods throughout the paper except
for Extended Data Fig. 5 where its impact on AQEC performance is
illustrated.
8ωωω
η
ω
ηη


		〉〈		

	〉〈	

	〉〈	

	〉〈	

ηηη

∆











∆






∆ ∆


 ­ 



­
∆∆ ∆ω


 ­ 

­
∆∆

〉〈		
 
〉〈	
 
〉〈	
 
〉〈	


Extended Data Fig. 2. PReSPA spectroscopy. a, b, Control pulse sequence for two-dimensional (2d) spectroscopy to find the resonance conditions
for the PReSPA mixing comb and transmon comb. We prepare an even-parity Fock state (|0〉, |2〉, |4〉, or |6〉), apply PReSPA for a fixed time (12
µs) with varying detunings of the transmon comb (∆q) and the mixing comb (∆m) in an attempt to activate dissipative photon addition. After a
1 µs wait time for the reservoir to relax, we either (a) selectively pi-pulse the transmon conditioned on Cavity A being in the targeted final state
(|1〉, |3〉, |5〉, or |7〉) or (b) skip this pulse (for a background measurement), and proceed to read out the transmon state. The difference between
the two measurements informs the likelihood of successful photon addition. c, 2d PReSPA spectroscopy data: likelihood of photon addition as a
function of the comb detunings (∆q and ∆m) for the |0〉 to |1〉 transition. Note that the linewidth of the four-wave-mixing transition is an order of
magnitude greater than that of the transmon excitation due to the short reservoir T1r . We can repeat this procedure to find all four sets of transition
frequencies. d, Cartoon spectrum of PReSPA drive frequencies. Four transmon drives, left, and four mixing drives, right, compose PReSPA. The
colored ticks indicate the actual transition frequencies while the vertical black bars show the microwave drive frequencies in PReSPA. The transmon
drive for the |0〉 to |1〉 conversion process is approximately at the Stark-shifted transmon frequency, ωq −∆Stark, and the |0〉 to |1〉 mixing drive is
near ωA + ωR − ωq + ∆Stark. Because of the equal frequency spacing η in each comb and the unequal frequency spacing between the transitions
with different photon numbers (due to the 6th-order non-linearity, χ′q), not all drives can be placed exactly on resonance. Experimentally, we settle
for η slightly greater than 2χq , and ∆q = ∆m slightly smaller than ∆Stark to compensate for the effect of χ′q .
slowly rotating, four-wave mixing terms:
Hˆmix
~
= −EJ
~
φ2qφaφr
3∑
m=0
ξme
imηtqˆaˆ†rˆ† + h.c. (12)
where η is the difference in frequency between each nearest pair
of mixing tones. The four mixing tones will each individually
Stark shift the transmon but we can simply absorb those into
the transmon frequency for the rotating frame transformation
mentioned above. There will also be slowly-rotating Stark shift
terms that are a result of the cross terms of two different mixing
tones:
HˆStark
~
= −EJ
~
φ4q
3∑
k=0
3∑
l=0
l 6=k
ξkξ
∗
l e
−i(l−k)ηtqˆ†qˆ (13)
The four mixing tones acting together drive the four
|2n, e, 0〉 ↔ |2n+ 1, g, 1〉 (n = 0, 1, 2, 3) transitions (the black
solid arrows in Fig. 1c). We can calculate the complex Rabi rate
of these driven transitions under a weak-drive approximation of
|ξk|2  ~η/(EJφ4q):
Ωn = −EJ~
√
2n+ 1φ2qφaφr
[
ξn −
EJφ
4
q
~η
∑
m;k;l 6=k
ξm
(l − k)
× (ξkξ∗l δn−m,l−k − ξ∗kξlδn−m,k−l) +O(
E2Jφ
8
qξ
4
~2η2
)
]
(14)
where δ is the Kronecker delta function. This rate is caused by
two different mechanisms: a direct drive by one of the four tones
that is on resonance, and a multi-tone parametric effect. This
parametric effect arises from the time-modulation of transmon
frequency by the Stark shift induced by pairs of mixing tones.
When the detuning of one of the off-resonant mixing tones ex-
actly matches the modulation frequency, the transition can be
parametrically driven by a combination of three tones. Depend-
ing on the relative phases of the three tones, these terms can
contribute constructively or destructively to the transition rate.
Due to the bosonic enhancement factor
√
2n+ 1, higher photon
number states typically require smaller ξn.
This calculation has been done with the assumption that the
spacing between tones η is constant but we could also consider
non-even frequency spacing. In this case, terms that rotate very
slowly with time would appear in the mixing rates which would
cause our PReSPA operator to undesirably change with time. We
9index n raw mixing amp. (AU) ξn (approx.) Ωn (kHz) (theory) |Ωn| (kHz) (fit)
0 (|0〉 to |1〉) -1.22 -0.058 -125 92
1 (|2〉 to |3〉) 1.00 0.048 127 88
2 (|4〉 to |5〉) 0.64 0.030 127 87
3 (|6〉 to |7〉) 0.49 0.023 124 85
index n raw transmon amp. (AU) Λn (kHz) λn (kHz) (theory) |λn| (kHz) (fit)
0 (|0〉 to |1〉) -0.98 e−0.43i -21.4 e−0.43i -27 e−0.37i 28
1 (|2〉 to |3〉) 1.52 e0.00i 33.1 e0.00i 28 e0.04i 27
2 (|4〉 to |5〉) 1.27 e0.02i 26.7 e0.02i 28 e0.02i 27
3 (|6〉 to |7〉) 1.14 e−0.35i 24.9 e−0.35i 27 e−0.34i 26
Extended Data Table II. Comparison of calculated and measured PReSPA transition rates. Using calibrated amplitudes and phases of the
transmon comb and mixing comb in the experiment, the complex-valued PReSPA transition rates (λn and Ωn) can be calculated based on Eqs. (14,
15). Here the transmon comb amplitude Λn is calibrated from ancilla Rabi oscillations, and the amplitudes of mixing tones are approximately
converted to the dimensionless displacement parameter ξn by measuring the Stark shift ∆Stark induced by that single tone: ξ ≈
√
∆Stark/2αq . The
experimentally measured PReSPA transition rates result from fitting the time-domain dynamics of the photon addition processes as in Extended Data
Fig. 3, which do not contain phases. Note that Ω0 is intentionally set opposite to others in phase to suppress multi-tone mixing effects [Eqs. (14,
15)] by destructive interference.
make the choice of keeping η constant to avoid these complica-
tions.
A similar calculation can be done for the four selective trans-
mon drives. To preserve path independence we use the same
frequency spacing magnitude |η| as the mixing drives but with
the opposite sign. As the transmon drives are relatively weak,
they do not cause a significant single-tone or multi-tone Stark
shift but the frequency modulation caused by the mixing drives
will allow for similar three-tone parametric mixing effects (two
mixing tones and one transmon tone). We can write the rates for
the four transmon transitions as:
λn = Λn −
2EJφ
4
q
~η
∑
m6=n;k;l 6=k
Λmξkξl
m− n δn−m,k−l (15)
where Λn are the bare transmon Rabi rates without the mixing
drives. For either comb, the effect of this parametric mixing is a
renormalization of the Rabi rates Ωn and λn from the Rabi rates
by individual resonant tones (that are proportional to ξn and Λn).
PReSPA spectroscopy and rates
Implementing PReSPA requires initial parameter guesses sup-
plemented with experimental corrections. We make the ini-
tial assumption that the comb frequency spacing η = 2χq
and that the |0e0〉 ↔ |1g1〉 (mixing) transition frequency is
ωA + ωR − ωq . Because our strong off-resonant drives Stark
shift the transmon, a detuning ∆ needs to be added to the mix-
ing comb frequencies and subtracted from the transmon comb
frequencies to best match the desired transitions.
In addition, the presence of non-zero χ′q adds a quadratic shift
to the transmon frequency based on the cavity photon occupa-
tion. Therefore, there is no choice of evenly-spaced tones that
can drive all transitions on resonance. To best match the exper-
imentally measured transitions we calibrate η and ∆ through a
set of spectroscopy measurements (Extended Data Fig. 2c). Ex-
perimentally we choose η = 2.679 MHz and ∆ ≈ 2.9 MHz
(calibrated on a daily basis) to ensure no pair of tones are far-
ther than 10 kHz (≈ 2χ′q) off-resonant to their corresponding
transitions.
To match the dissipative processes across the four parallel
paths in PReSPA, we measure the probability of photon addi-
tion, over time, to each of the four even states as described in
Extended Data Fig. 3. By fitting the curves of photon popu-
lation and transmon excitation probability we can extract Ωn
and λn for each of the four conversion paths. The fit model
considers the quantum dynamics across the four relevant levels
(|2n, g, 0〉, |2n, e, 0〉, |2n+ 1, g, 1〉 and |2n+ 1, g, 0〉) in a two-
stage pumping process. It is simulated with QuTiP and includes
the small detuning of the drives due to χ′q , the decay of CavityA
and ReservoirR, and the relaxation, dephasing, and the spurious
two-frequency switching behavior (see notes in Extended Data
Table I) of the transmon.
From Eqs. (14, 15) we can also estimate Ωn and λn from
the amplitudes and phases of the microwave tones. We find ex-
perimentally that achieving equal Ωn and λn for the four con-
version paths requires significantly different microwave ampli-
tudes within each comb, in quantitative agreement with theoret-
ical predictions (Extended Data Table II). There is a discrepancy
in a global pre-factor in the magnitude of Ωn, possibly caused
by the coarse estimates of zero point fluctuation parameters (φ′s)
from measurable experimental parameters (i.e. frequencies and
dispersive shifts).
Cavity and transmon Ramsey under PReSPA
To characterize the phase evolution of various multiphoton
superposition states under PReSPA, we perform a Ramsey-
style experiment (PReSPA Ramsey, as shown in Extended Data
Fig. 4). This can be used both for measuring the frequency and
coherence of odd-parity superposition states under PReSPA and
for tuning up superposition phases in the PReSPA operator Πˆeo.
We measure the phase imparted in the photon addition pro-
cess by starting with an equal superposition of two even states
(e.g. |0〉+|2〉√
2
) and perform a PReSPA Ramsey at times greater
than 25 µs, sufficient for nearly-complete even-to-odd conver-
sion. By fitting the Ramsey oscillations, we can extract the
phase of the PReSPA-converted state (e.g. |1〉+|3〉√
2
), which is
calibrated against the phase extracted from another PReSPA
Ramsey experiment on the corresponding odd-parity initial state
10
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Extended Data Fig. 3. Calibration of PReSPA transition rates. a, b, Control pulse sequence diagram for tracking the convergence of cavity state
towards a target Fock state and the transmon excitation probability over time. For tracking the cavity state (a), we prepare initial even Fock states
|0〉, |2〉, |4〉, and |6〉, perform a variable time of PReSPA, and a photon-number selective transmon pi-pulse at fixed detunings (−1χq ,−3χq ,−5χq ,
and −7χq respectively), and read out the transmon state. For tracking transmon excitations (b), the pi-pulse is omitted. c-f, Transmon excitation
probability (black dots) and cavity photon addition probability (red dots) calculated from these two measurement sequences. These measurements
are performed for photon conversion from each even state to the next corresponding odd state. The dynamics of excitation transfer is not in the Zeno
limit of κ Ω, λ, but rather can be understood as a slightly-overdamped coupled-oscillator system. To include various detunings and decoherence
rates, we fit these curves with a numerically-solved two-stage pumping model (blue and green dashed curves) and extract the PReSPA transition
rates (Ωn and λn). The fit contains only three free parameters: Ωn, λn and a y-axis scaling factor.
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Extended Data Fig. 4. Cavity Wigner and PReSPA Ramsey measurements. a, Experimental Wigner function W (α) of |0L〉, acquired by
applying a cavity displacement operation Dˆα = exp
(
αaˆ† − α∗aˆ) with variable complex amplitude α followed by an ancilla-assisted photon-
number-parity measurement (which is composed of two pi/2 pulses of the ancilla and a delay time of pi/χq and an ancilla readout36,52). The Wigner
function rotates around the origin over time at a rate proportional to the frequency difference between |1〉 and |5〉 in the rotating frame of the
experiment. b, Measured Wigner function values at a fixed phase-space position (as indicated by the cross in a, at α = 0.75) as a function of
time under PReSPA. Analogous to a qubit Ramsey measurement, this cavity PReSPA Ramsey experiment can be used to efficiently track the phase
evolution of any two-component superposition states using the interference effect enabled by the coherent cavity displacement (Dˆα) before readout.
The exponential envelope of the sinusoidal fit indicates the rate of decay for the coherence between |1〉 and |5〉 under the correction of PReSPA.
Similar measurements are applied to various superposition states to provide direct calibration of the frequencies and phases of these states under
PReSPA. PReSPA enhances the ability to use such Ramsey measurements at high photon numbers since it approximately preserves photon number
distributions in the cavity.
(e.g. |1〉+|3〉√
2
). Phase and amplitude parameters of the microwave
combs are adjusted to minimize the imparted phases of the pho-
ton addition process.
PReSPA Ramsey is further used to measure the phase accu-
mulation rate of our logical code words. When measuring the
process fidelity of error correction we work in a frame where
|0〉L is stationary. By measuring the phase of |1〉L as a function
of time we can calculate the correct decoding angle.
We also perform a regular qubit Ramsey experiment for the
transmon in the presence of the mixing combs of PReSPA (with-
out exciting Cavity A). This allows measurement of the Stark
shift of the transmon rapidly and accurately, because to a very
good approximation, only the mixing comb contributes to the
Stark shift of the transmon. This experiment further shows that
the coherence time of the transmon is not affected by the strong
off-resonant drives of PReSPA (with T ∗2q = 17 µs).
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Extended Data Fig. 5. Tracking AQEC performance over time. a, We interleave measurements of the corrected logical qubits under two
differently-calibrated PReSPA parameter sets (PReSPA-1, red and PReSPA-2, blue) while also monitoring the cavity T2A. Each circle corresponds
to the decay time of process fidelity extracted from measuring all six cardinal points of the logical Bloch sphere as described in Fig. 4. The decay
rates for state fidelity are shown in triangles for the two logical pole states (upwards triangles) and the four equator states (downwards triangles).
The state fidelity is measured by quantum state tomography of the ancilla after decoding the cavity state as described in Methods. For ancilla state
tomography, we measure all six Pauli operators (σˆx, σˆy , σˆz , −σˆx, −σˆy , −σˆz) by performing ancilla rotations before readout. The over-complete
measurement set is used for simultaneous calibration of the readout signal contrast, allowing for accurate determination of the transmon state.
PReSPA-1 is calibrated by adjusting control parameters to achieve matched PReSPA rates and zero conversion phases as discussed in the Methods.
For PReSPA-2, we employ further empirical parameter optimization to maximize equator state lifetime as described in the Supplementary Materials.
Cavity A has a two-state switching behavior of unknown origin (see notes in Extended Data Table I). For distinct stretches of 2-8 hours, Cavity A
shows fluctuating and abnormally low T2A, and all data recorded during such periods (with example data shown in the shaded region) are excluded
in all other parts of the paper. b, Process fidelity averaged over the data, excluding the shaded region, for both PReSPA 1 and 2. Data reported in
Fig. 4d for the corrected T4C encoding is a duplication of the blue points here. c, Equator and pole state fidelity for the same time period for both
PReSPA 1 and 2. Oscillatory behavior in the data is caused by the numerical differences between the two decoding pulses discussed in “GRAPE
Methods.”
GRAPE methods
Pulses for state preparation and decoding are constructed us-
ing quantum optimal control (QOC) theory33,53–55, as adapted
for arbitrary cavity-state controls in circuit QED in Ref. 33 (see
Supplementary Materials, Sec. 2.4 for additional details). QOC
numerically optimizes the envelopes of tones acting on the trans-
mon and storage cavity, such that deviations of the realized
state or unitary from the target state or target unitary are min-
imized. Deviations are quantified as state or process infideli-
ties and incorporated into a cost functional C, which is subject
to gradient-descent minimization via GRAPE (Gradient Ascent
Pulse Engineering)56.
Two envelope-modulated drives with carrier frequencies ωA
and ωq are applied to storage cavity and transmon for prepara-
tion of the cavity states shown in Figs. 3a and 4a. By adjusting
the respective envelopes, GRAPE maximizes the state-transfer
fidelity Fprep = | 〈ψT |ψ〉 |2, where |ψT 〉 and |ψ〉 are the cav-
ity target state and the actual cavity state realized by the pulse.
Closed-system time evolution is simulated based on the rotating-
frame Hamiltonian (11).
GRAPE is further utilized in constructing a decoding unitary
Uˆd seeking to map the T4C-encoded cavity state to the trans-
mon. As minimal constraints on Uˆd, it is required to act on the
four relevant basis states as shown in Eq. (7). This does not
fully determine the unitary in the seven-dimensional subspace S
spanned by |g, n〉 and |e, `〉 where n = 0, 1, 3, 5, 7 and ` = 0, 1.
We therefore specified three additional constraints for the nu-
merical optimization. However aside from preserving unitarity,
these additional constraints were discretional. Beyond unitarity,
no constraints were placed in the algorithm on the action of Uˆd
on states in the remaining space orthogonal to S. In this study,
the actual form of transformation on those states is not charac-
terized and may have a small positive or negative impact on the
fidelity of decoded qubit state. Future enforcement of additional
constraints may lead to small improvements in logical fidelity.
Cavity Kerr effect on decoding
The truncated cat states evolve with a deterministic collapse-
revival cycle due to the self Kerr introduced by the Josephson
junction57. This effect does not directly cause logical qubit de-
cay (except for a small reduction to QEC success probability
St, see Extended Data Table III). However, it imposes an in-
convenience that for an arbitrary time t (modulo pi/K or 288
µs), a dedicated OCT decoding pulse is needed to account for
the phase accumulation due to the Kerr. In our experiment, by
accounting for an effective Z-rotation of the logical qubit after
decoding, we can recycle the same decoding pulse every pi/4K
or 72 µs.
To see this, in the rotating frame chosen to make |0L〉 station-
12
Rate of occurrence Longitudinal relaxation rate Transverse relaxation rate Rate scaling
Unrelated to single-photon loss:
ancilla spurious excitation γ↑ 1.8 ms−1 1.9 ms−1 1.8 ms−1
off-resonant excitation by transmon comb 0.2 ms−1 0.3 ms−1 0.2 ms−1 < γm(λ/χq)2
other cavity dephasing 0.3 ms−1 0.3 ms−1
Fail to correct single-photon loss:
ancilla relaxation T1q 7% · (n¯/T1A) 0.5 ms−1 1/(γmT1q) · (n¯/T1A)
2nd photon decay 6% · (n¯/T1A) 0.7 ms−1 0.4 ms−1 (n¯teo/T1A) · (n¯/T1A)
incorrect pumping path by mixing comb 3% · (n¯/T1A) 0.2 ms−1 (κ/2χq)2 · (n¯/T1A)
K & correction time uncertainty 2% · (n¯/T1A) 0.1 ms−1 (Kteo)2 · (n¯/T1A)
χ′q & correction time uncertainty 1% · (n¯/T1A) 0.1 ms−1 (χ′q/γm)2 · (n¯/T1A)
χAr & correction time uncertainty < 0.5% · (n¯/T1A) (χAr/κ)2 · (n¯/T1A)
intrinsic code word distortion 2.5% · (n¯/T1A) 0.2 ms−1
other PReSPA phase errors ∼ 2% · (n¯/T1A) ∼ 0.1 ms−1
Total 2.8 ms−1 3.8 ms−1
Extended Data Table III. Breakdown of the decoherence sources of the logical qubit under AQEC. See Supplementary Materials for detailed
discussions on all error channels. Some of the listed decoherence channels can be unambiguously associated with discrete quantum jumps, such as
transmon γ↑, T1q error, 2nd photon loss and other cavity dephasing. Each event fully scrambles cavity photons phases and therefore translate to
logical transverse relaxation at a 1:1 ratio. Bit-flip rate from the occurrence of double photon gain (∼50% of γ↑ events, see Extended Data Fig. 7)
and 2nd photon loss is converted to longitudinal relaxation rate via a factor 2 by definition. Other decoherence channels are more continuous in
nature, for which we define their effective rate of occurrence as the resultant logical transverse relaxation rate. They arise from various competing
time scales in PReSPA such as dispersive shift against reservoir linewidth and dissipation rates against various higher-order nonlinearity. The scaling
law for each contribution is also listed when applicable. γm is the transmon decay rate via the reservoir in the presence of the mixing comb, ∼0.35
ms−1 in our experiment. Definition of other rates can be found in Extended Data Table I or in the main text. For intrinsic code word distortion,
see Methods-Approximate AQEC and decoding unitary. Other cavity dephasing effects are caused by thermal excitation in the reservoir mode and
other cavity modes of the system. Other possible small PReSPA phase errors include imperfect matching of λ and Ω for the four photon addition
paths, and second-order sensitivity to a low-frequency-noise problem present in our transmon ancilla (see Extended Data Table I caption).
ary (calibrated by the PReSPA Ramsey, Extended Data Fig. 4),
the Kerr evolution of a T4C state (without decoherence) is:
|ψ〉 = x(C1 |1〉+ C5 |5〉 )+ ye−2iKt(C3 |3〉+ C7e8iKt |7〉 )
(16)
In the experiment, we computed two different decoding pulses.
The first decoding pulse, used for t = 0 (mod 72 µs), imple-
ments the original transformation prescribed by Eq. (7):
|g〉 ⊗ (C1 |1〉+ C5 |5〉 ) 7→ |g0〉 ,
|g〉 ⊗ (C1 |5〉 − C5 |1〉 ) 7→ |g1〉 ,
|g〉 ⊗ (C3 |3〉+ C7 |7〉
) 7→ |e0〉 ,
|g〉 ⊗ (C3 |7〉 − C7 |3〉
) 7→ |e1〉 , (17)
The second decoding pulse, used for t = 36 µs (mod 72 µs),
implements a modified transformation where the coefficient of
|7〉 acquires a extra minus sign in Eq. (17).
These two decoding pulses differ slightly in their perfor-
mance. This is responsible for the alternating pattern in the state
and process fidelity of T4C code (as a function of time) in Fig. 4b
and Extended Data Fig. 5b, c.
Simulation of experimental AQEC
In order to verify the error contribution from various experi-
mental imperfections, we perform numerical simulations of the
AQEC experiment by solving the master equation in QuTiP. The
simulation is carried out in a Hilbert space of 9 × 2 × 2 dimen-
sions and a rotating frame of frequencies ωq , ωA, ωr for the
transmon, cavity and reservoir excitations. The fast dynamics
on the scale of mode frequencies are therefore not simulated,
but the relative dynamics of different photon-number states on
the time scale of ∼ χq are fully captured.
The simulated system Hamiltonian is composed of the non-
driven terms Hˆnd (Eq. (11) with parameters listed in Extended
Data Table I) and the following time-dependent drive Hamilto-
nian:
Hˆd/~ =
3∑
n=0
e−i[2nχq+(5n−2)χ
′
q ]t
8∑
m=0
(λn |m, e, 0〉 〈m, g, 0|
+ Ωn
√
m+ 1
2n+ 1
|m, e, 0〉 〈m+ 1, g, 1|) + h.c. (18)
This drive Hamiltonian describes four transmon excitation tones
and four four-wave mixing tones that are ±2χ′q detuned from
the transition frequencies, as shown in Extended Data Fig. 2. λn
and Ωn are the transmon drive rate and four-wave mixing rate
for the intended transitions as listed in Extended Data Table II,
accounting for the small differences in rates within each comb.
Crucially, Eq. (18) encapsulates the resonant and off-resonant
dynamics of each photon-number state (m = 0 to 8) under the
effect of all four tones (n = 0 to 3) in each PReSPA comb. We
assume the constant Stark shift of all modes have been included
in the rotating frame. We also make the assumption that the
effect of two-tone modulated Stark shift is fully captured by the
renormalization of comb rates λn and Ωn in the spirit of Eq. (14)
and (15).
In addition to single photon loss, we account for the spurious
excitations, relaxation, dephasing of the ancilla and other causes
of cavity dephasing. The QuTip simulation thus solves the mas-
13
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Extended Data Fig. 6. Predicted AQEC performance in numerical simulations. The results are based on master-equation simulations of a T4C
qubit (with encoding n¯ = 3.4 for both basis states) under the Hamiltonian Eqs. (11) and (18) which captures the dynamics under the microwave
combs of PReSPA. a, Gain factor of the corrected logical qubit lifetime over the physical photon lifetime (T1A/n¯) in the T4C encoding as a
function of Ancilla T1q , Tφ (which are made equal for convenience) and cavity T1A. To illustrate the intrinsic performance of our transmon-based
PReSPA pumping scheme, we have assumed no ancilla thermal excitations and other cavity dephasing errors. However, ancilla excitations due to
the imperfect frequency selectivity of PReSPA, which is unrelated to photon loss, is reflected in the simulation. Therefore, the gain factor shown is
different fromGi defined in the main text, and decreases slightly at long T1A. b, The QEC break-even ratio, defined as the T4C qubit lifetime under
PReSPA over the lifetime of the |0/1〉 Fock-state encoding. Here we use a specific set of achievable coherence times T1A = 1 ms, T1q = Tφ = 100
µs33,50 and show the degradation of AQEC performance in the presence of spontaneous transmon excitation (γ↑) errors caused by the stray thermal
background (horizontal axis) or pump-tone-induced heating from PReSPA (vertical axis). QEC breakeven can be reached if the γ↑ rate is kept
reasonably low. The dashed lines in both a and b indicate where the QEC break-even ratio equals 1.
Relevant system parameters: In a, we use λ/2pi = 17.5 kHz, Ω/2pi = 45 kHz, κ/2pi = 227 kHz, χq/2pi = 1.05 MHz, χr/2pi = 1.6 MHz,
scaled from the experiment by 50%, 50%, 40%, 80%, 80% respectively. In b, we use λ/2pi = 21.6 kHz, Ω/2pi = 72 kHz, κ/2pi = 364 kHz,
χq/2pi = 1.18 MHz, χr/2pi = 1.8 MHz, scaled from the experiment by 80%, 80%, 64%, 90%, 90% respectively. The choice of parameters here
is guided by the scaling laws of various error channels (Extended Data Table III) but did not go through optimization of individual parameters.
ter equation,
∂ρ(t)
∂t
= − i
~
[
(Hˆnd + Hˆd), ρ(t)
]
+
( 1
T1A
D[aˆ] +
1
T1r
D[rˆ]
+
1
T1q
D[qˆ] +
1
Tφ
D[qˆ†qˆ] + γ↑D[qˆ†] + γφD[aˆ†aˆ]
)
ρ(t) (19)
where D[Oˆ]ρ(t) = OˆρOˆ† − 12{Oˆ†Oˆ, ρˆ}. The T1A, T1r, T1q are
the relaxation times for cavity, reservoir and transmon respec-
tively. γ↑ is the spurious ancilla excitation rate and γφ is the
storage cavity dephasing rate.
The density matrix of the system at any given time t is trans-
formed by the decoding unitary Eq. (7) so that the cavity logical
information is decoded into the transmon state just like in the
experiment. The cavity Kerr effect is taken into account by ad-
justing the phases of the decoding unitary as discussed earlier in
Methods. The quantum state fidelity against the targeted ancilla
state is then computed as a function of time t.
The simulation shows a corrected logical qubit lifetime of 290
µs, with Γ−1l = 383 µs and Γ
−1
t = 255 µs, in excellent agree-
ment with the experiment. We also performed sensitivity anal-
ysis to individual Hamiltonian or loss parameters in the simula-
tion, and the results are consistent with our estimates of individ-
ual error channels presented in Extended Data Table III and the
Supplementary Materials.
Since the simulation quantitatively captures all the error chan-
nels displayed is the experiment, we can evaluate the perfor-
mance of our PReSPA pumping scheme when the system pa-
rameter improves. With better cavity and transmon coherence,
for the same static and driven Hamiltonian parameters, the log-
ical error rates due to transmon decay and the second photon
decay will be suppressed quadratically, as expected for an ideal
first-order QEC protocol. However, other error channels due
to higher-order nonlinearity and drive-tone selectivity will not
scale down equally. Therefore, reduced χq , κ, Ω and λ should
be chosen to partially trade away the gain from coherence im-
provement to suppress these error channels. This is analogous
to the situation in active QEC experiments, where less frequent
parity measurements may be desirable when coherence time im-
proves5,6.
Extended Data Fig. 6a demonstrates the simulated AQEC per-
formance including all the imperfections intrinsic to a transmon-
based PReSPA scheme, which is computed using a specific set
of Hamiltonian parameters (which corresponds to 50% lower
PReSPA rates and 80% lower dispersive shift than the experi-
ment). The result shows logical lifetime 7-9 times longer than
the physical photon loss time for a n¯ = 3.4 T4C code, or 40-
80% above the breakeven point, using current state-of-the-art
cavity and transmon of the same style as in our experiment. Ex-
trinsic effects such as thermal excitation of the transmon is not
included, but in Extended Data Fig. 6b we show for a specific
attainable case of T1A = 1 ms, T1q = T1φ = 100 µs, QEC
breakeven can be achieved with a few percent of transmon ther-
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Extended Data Fig. 7. Cavity heating effect caused by spurious transmon excitations. a, Schematic mechanism of sequential two-photon gain
triggered by spurious excitation of the transmon. Starting from |1g0〉, following the transitions labeled with circled numbers, the system is excited
to |1e0〉 by a transmon γ↑ jump, and then driven unintentionally to |2g1〉 by mixing tones that are off-resonance by only ±χq/2pi = ±1.3 MHz
(which does not provide strong enough frequency selectivity relative to the reservoir linewidth κ/2pi = 0.58 MHz), and then relaxes to |2g0〉
following reservoir decay. Once a photon is added in this spurious odd-to-even conversion process, the PReSPA scheme by design will add a second
photon, driving the system ultimately to |3g0〉. Similarly, a transmon γ↑ jump can add two photons to |3〉 and |5〉 states (but not |7〉). b, Schematic
illustration of the steady-state photon number distribution established between the ancilla-γ↑-induced photon addition and the natural photon loss
of the cavity. The figure corresponds to the configuration of the test experiment in (d) when only the mixing comb (but not the transmon excitation
comb) is applied. c, Steady-state (t → ∞) cavity photon number distribution under PReSPA, as probed by ancilla qubit spectroscopy. In this
measurement, PReSPA is applied nearly at all times, only briefly interrupted by spectroscopy probes once every 2 ms. The peak amplitudes confirm
that odd photon number parity is permanently stabilized, and also reveals the presence of spurious excitation processes in the cavity. d, Steady-state
cavity photon number distribution when only the mixing comb of PReSPA is applied, as in (b). Under this configuration, a transmon γ↑ jump may
add just one spurious photon in the cavity, leading to an effective cavity heating rate out of its vacuum state γ01 ≈ γ↑ (when the transmon decay
rate through the reservoir γm  1/T1q). The relative probability of |0〉 vs. |1〉 informs the balance between the cavity decay rate 1/T1A = 1.9
ms−1 and the heating rate γ01. e, Blue triangles: cavity heating rate γ01, as measured with the technique described in (d), as a function of the
Rabi amplitude of a single |0e0〉 ↔ |1g1〉 mixing tone. γ01 initially follows the expected values corresponding to transmon γ↑ = 1.4 ms−1 (green
dashed curve), but additional heating effects due to the microwave pump is observed at higher Ω.
mal populations.
In Extended Fig. 6a, assuming constant λ and χq , the QEC
gain factor decreases at the longest T1A (> 2 ms). This is
because of increased weight of error contribution from off-
resonance excitation of the transmon due to imperfect frequency
selectivity of the transmon comb. Further reduction of λ (ac-
companied with smaller reduction of χq) is needed to further im-
prove the gain factor. A more promising alternative in this high-
coherence regime is to use |2n+ 1, f, 0〉 instead of |2n, e, 0〉 as
the first intermediate level of PReSPA, which can immediately
reduce all frequency-selectivity-related errors by a factor of 4
at the expense of 2× faster transmon decay (a relatively small
contribution in this regime).
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1. BOSONIC CODE FOR APPROXIMATE AQEC
1.1. Applying PReSPA to Schro¨dinger-cat code (|α|  1)
Odd-parity cat states of the form |C−α 〉 = (|α〉 − |−α〉)/N , |C−iα〉 = (|iα〉 − |−iα〉)/N with large photon number, |α|2  1,
can be used as cat-codes1,2 that allow for perfect retrieval of information with an appropriate unitary. As shown in the following,
single-photon loss followed by ideal PReSPA extended to infinite photon numbers
Πˆ′eo =
∞∑
n=0
|2n+ 1〉 〈2n| (S1)
preserves the capability to recover the initially stored quantum information.
Consider a general initial state |ψ(0)〉 = x |C−α 〉+ y |C−iα〉 in the cat encoding. Within a given time period t, this state undergoes
stochastic evolution governed by photon-loss events and continuous AQEC driving, resulting in a piece-wise deterministic process
for |ψ(t)〉. Jump events are caused by photon loss, instantaneously followed by a PReSPA operation. In our analysis, we neglect the
short time span te  T1A involved in the PReSPA operation itself. Under these conditions, the compound effect of photon loss and
PReSPA is described by the jump operator Πˆ′eoaˆ =
∑∞
n=0
√
2n+ 1 |2n+ 1〉〈2n+ 1|. The deterministic time-evolution between
jumps, as viewed from the rotating frame, is governed by the non-unitary operator
Vˆ (t) = exp
(
− t
2T1A
aˆ†aˆ
)
. (S2)
Note that Vˆ (t) decreases the cat size, α → α˜(t) = αe−t/2T1A . By contrast, photon loss/PReSPA events cause an increase in the
mean photon number. For j loss/recovery events during time t, the final state is given by
|ψj(t)〉 = x |C−α˜,j〉+ y |C−iα˜,j〉 , (S3)
where |C−α˜,j〉 = (Πˆ′eoaˆ)j
∣∣C−α˜ 〉 /N . Although the latter are not perfect cat states anymore, they maintain parity and near orthogo-
nality. Upon averaging over trajectories with different jump numbers j , one finds for the density matrix of the joint transmon-cavity
system:
ρˆ(t) = |g〉〈g| ⊗
∑
j
pj(t) |ψj(t)〉〈ψj(t)| = |g〉〈g| ⊗ (x+ yeipia†a/2)
∑
j
pj(t) |C−α˜,j〉 〈C−α˜,j | (x∗ + y∗e−ipia
†a/2). (S4)
Here, pj(t) is the probability for j loss/recovery events to occur during time t.
For recovery of the amplitudes x and y to succeed, |C−α˜,j〉 and |C−iα˜,k〉 should be orthogonal ∀j, k. Since 〈C−iα˜,j |C−α˜,k〉 ∝
e−|α˜|
2
sin
(|α˜|2), (near-)orthogonality is given for |α|2  1. Accordingly, the cavity Hilbert space splits into two orthogonal
subspaces, with |C−α˜,j〉 ∈ H1, |C−iα˜,j〉 ∈ H2, and the prescriptions |g〉 ⊗ |C−α˜,j〉 → |g〉 ⊗ |C−α˜,j〉, |g〉 ⊗ |C−iα˜,j〉 → |e〉 ⊗
e−ipia
†a/2 |C−iα˜,j〉, are compatible with a unitary decoding transformation. Once applied to the state (S4), this yields
ρˆd = UˆdρˆUˆ
†
d = (x |g〉+ y |e〉)(x∗ 〈g|+ y∗ 〈e|)⊗
∑
j
pj |C−α˜,j〉 〈C−α˜,j | , (S5)
leaving the transmon qubit in the desired pure state x |g〉+ y |e〉.
1.2. Evolution of truncated 4-component cat (T4C) states under photon loss and PReSPA
Our T4C encoding is an instance of the single-cavity binomial code3. It can also be understood as a cat code with |α|2 ≈ 3.5
truncated at a photon number cutoff at 7. Here, we encode the quantum information in the superposition |ψ(0)〉 = x |0L〉+ y |1L〉,
where the logical code words are
|0L〉 = C1 |1〉+ C5 |5〉 , |1L〉 = C3 |3〉+ C7 |7〉 . (S6)
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2The effective jump operator for loss/recovery events is a truncation of the original Πˆ′eoaˆ, namely Πˆeoaˆ = |1〉〈1| +
√
3 |3〉〈3| +√
5 |5〉〈5|+√7 |7〉〈7|. The resulting quantum trajectory given j events is
|ψj(t)〉 = 1
Nj(t)
[
x
∑
n=1,5
+y
∑
n=3,7
]
Cnn
j/2e−nt/2T1A |n〉 , (S7)
where Nj(t) is the time-dependent normalization factor. Note that the trajectory (S7) exhibits no dependence on the specific
jump times, because the jump operator Πˆeoaˆ commutes with the deterministic evolution operator (S2). To compare Eq. (S7) with
(S3), we rewrite the trajectory state as a superposition of two states from the orthogonal subspaces H15 = span{|1〉 , |5〉} and
H37 = span{|3〉 , |7〉}, namely
|ψj(t)〉 = xn15j (t) |ψ15j (t)〉+ y n37j (t) |ψ37j (t)〉 . (S8)
Here,
∣∣ψklj (t)〉 = ∑n=k,l Cnnj/2e−nt/2T1A |n〉 /[nklj Nj(t)] are orthonormal, and nklj (t) = ‖∑n=k,l Cnnj/2e−nt/2T1A |n〉 ‖/Nj(t).
As a side note, although the mean photon numbers n¯ varies from trajectory to trajectory, the ensemble-averaged photon number,
〈n¯〉, of a cavity state is conserved under the combined effect of Πˆeoaˆ. This is because the operator Πˆeoaˆ is a (diagonal) dephasing-
type of jump operator that does not extract or supply energy to the system. One can also conveniently prove this by checking the
diagonal vector of the Lindblad master equation, and see for any density matrix ρ: diag[ρ˙] ∝ diag[L(Πˆeoaˆ, ρ)] = 0.
1.3. T4C decoding unitary for approximate quantum information retrieval
Given the distortion due the nklj (t) coefficients, as well as the rotations within the H15 and H37 subspaces, to what degree does
it remain possible to decode the original quantum information? The answer and mitigation strategy depends on the elapsed time t.
Here, we focus on short times t/T1A  1, for which only small jump numbers j are relevant. [For t/T1A  1, pj(t) is peaked at
j = 0 and falls off rapidly as j increases. These jump probabilities are given by pj(t) = (t/T1A)jN2j (t)/j!]
We divide our discussion into two parts, addressing the distortion coefficients and spurious rotations separately. Starting with
the former, we note that the distortion via nklj (t) is not observed in Eq. (S3) for the cat code. For the T4C scheme the distortion
originates from the truncation to small photon numbers. We may mitigate this issue by choosing the code-word amplitudes Cn
is such a way as to minimize distortion, i.e., make the relevant nklj (t) as close to unity as possible. Expanding numerator and
denominator of (nkl0 )
2
[
(n150 )
2 or (n370 )
2
]
for t/T1A  1 yields the intermediate expression
[nkl0 (t)]
2 =
1− t/T1A〈n〉kl + (t/T1A)
2
2 〈n2〉kl +O((t/T1A)3)
x2
[
1− t/T1A〈n〉15 + (t/T1A)22 〈n2〉15 +O((t/T1A)3)
]
+ y2
[
1− t/T1A〈n〉37 + (t/T1A)22 〈n2〉37 +O((t/T1A)3)
] ,
(S9)
where 〈nm〉kl is the m-th moment of the photon number probability distribution, with probabilities |Ck|2 and |Cl|2 = 1 − |Ck|2.
This expression reveals that nkl0 = 1 up to second order in t/T1A if the mean and second moments obey 〈n〉15 = 〈n〉37 and
〈n2〉15 = 〈n2〉37. These two conditions, along with the normalization requirement, fully determine the optimal choices for the
code-word amplitudes: C1 = C7 = 1/2 and C3 = C5 =
√
3/2. (The choice C1 =
√
0.35, C5 =
√
0.65, C3 =
√
0.9, and
C7 =
√
0.1 used in the experiments yields mean photon numbers of 3.6 and 3.4, and second moments of 16.6 and 13, constituting
a reasonable, though not optimum, choice.) Expansion to higher orders in t/T1A as well as consideration of jump numbers j > 0
lead to additional conditions 〈nm〉15 = 〈nm〉37 with m > 2, which cannot be satisfied anymore.
Second, we consider the spurious rotations within each code-word subspace, while focusing on the construction of a suitable
decoding unitary. For t/T1A  1 and small jump numbers, this unitary Uˆd should approximately map the state (S8) to a product
state, in which the transmon occupies the state x |g〉+ y |e〉, i.e.
|Ψj(t)〉 = |g〉 ⊗
(
xn15j (t)
∣∣ψ15j (t)〉+ yn37j (t) ∣∣ψ37j (t)〉 ) Uˆd−−→ |Ψj(t)〉d ≈ (x |g〉+ y |e〉 )⊗ |φj〉 , (S10)
where the cavity states |φj(t)〉 must be consistent with the unitarity of Ud, but can otherwise be chosen at will. To approxi-
mate this transformation, we select orthonormal bases of the two code-word subspaces, H15 = span{|u0〉 , |u1〉} and H37 =
span{|v0〉 , |v1〉}, and choose Ud to map
|g〉 ⊗ |u0〉 → |g0〉 , |g〉 ⊗ |u1〉 → |g1〉 , |g〉 ⊗ |v0〉 → |e0〉 , |g〉 ⊗ |v1〉 → |e1〉 . (S11)
We only specify Uˆd for these 4 basis states relevant to the T4C code, leaving the rest undetermined. Decomposed in this basis, the
evolved T4C state reads
|Ψj(t)〉 = |g〉 ⊗ xn15j (t)
(
cos θj |u0〉+ sin θj |u1〉) + y n37j (t)
(
cosϕj |v0〉+ sinϕj |v1〉
)
, (S12)
where the angles θj and ϕj parametrize the states |ψklj (t)〉 (see main text, Extended Data Fig. 1a). The state resulting after
application of the decoding unitary is
|Ψj(t)〉d = Uˆd |Ψj(t)〉 = xn15j (t) |g〉 ⊗
(
cos θj |0〉+ sin θj |1〉
)
+ y n37j (t) |e〉 ⊗
(
cosϕj |0〉+ sinϕj |1〉
)
. (S13)
3The decoding fidelity can in principle be optimized by a suitable choice of the cavity states |uk〉, |vk〉. Here, we omit optimization
and simply select the original code-words as basis states, |u0〉 = |0L〉 and |v0〉 = |1L〉. This is appropriate for t/T1A  1
where small jump numbers dominate. From series expansion of cos2 θ0 = |
〈
0L
∣∣ψ150 〉 |2 and cos2 ϕ0 = | 〈1L∣∣ψ370 〉 |2, one finds
θ0 = ϕ0 +O((t/T1A)2) if the optimum code-word amplitudes Cn are employed. Imperfections in decoding do arise in the small-
time limit for larger jump numbers. Following the decoding operation, the reduced density matrix of the transmon takes on the
form
ρˆq = Trcavity
Uˆd∑
j
pj |Ψj〉〈Ψj | Uˆ†d
 = ∑
j
pj
( |x|2(n15j )2 x∗yn15j n37j cos(θj − ϕj)
xy∗n15j n
37
j cos(θj − ϕj) |y|2(n37j )2
)
, (S14)
where time dependence is implied but not shown explicitly to simplify notation.
ρˆq is a good short-time approximation to the intended state |ψq〉〈ψq|. The deviation between the two is quantified by the process
fidelity that is obtained from averaging the state-transfer fidelityFxy(t) = |〈ψq|ρˆq(t)|ψq〉|2 over the six cardinal points on the Bloch
sphere and then rescaled to the range from 1/4 to 1,
Fprocess(t) = 3
2
〈Fxy(t)〉 − 1
2
, (S15)
where 〈Fxy(t)〉 is the Bloch sphere average. Future work may include optimization of this fidelity with respect to the choice of
decoding basis states.
2. OPTIMAL CONTROL FOR UNITARY OPERATIONS AND STATE TRANSFER
Pulses for state preparation and decoding are constructed using quantum optimal control (QOC)4–7, designed to steer the time
evolution of a quantum system in order to maximize the fidelity of the desired state transfer or unitary operation. More specif-
ically, QOC iteratively adjusts the set of control pulses {u1(t), . . . , uM (t)} in a way that minimizes the deviations between the
realized unitary Uˆ and the target unitary UˆT (or between realized state |ψ〉 and target state |ψT 〉). The concrete quantity to be
minimized is the cost functional C[{uk(t)}], which incorporates the process or state infidelity, as well as additional cost contribu-
tions crucial for achieving realistic pulse shapes. We employ an automatic-differentiation extension8 of GRAPE (Gradient Ascent
Pulse Engineering)9, which performs minimization via gradient descent. In the following, we provide additional details on the
implementation.
For numerics, the control fields are reduced to a finite number of optimization parameters by discretization of the time axis: the
pulse duration td is split into a number N  1 of small time intervals (here: δt = 1 ns). The corresponding discrete time instances
are denoted tn = nδt, along with the control amplitudes evaluated at these times, ukn = uk(tn). The latter can now be grouped
into a vector u = (ukn) ∈ RMN containing all optimization parameters. The primary quantity for optimization is either the process
fidelity (target unitary, such as for decoding) or the state-transfer fidelity (target state, such as for preparation of specific cavity
state). These are defined as
Fdecoding(u) = 1
D2
|Tr(Uˆ†T Uˆ(u))|2, (S16)
Fprep(u) = | 〈ψT |ψ(u)〉 |2, (S17)
where D = 7, the dimension of the subspace considered for the decoding operation. The realized unitary or state is computed by
decomposing the evolution operator Uˆf governing the full duration td into short-time propagators Uˆn = exp(−iHˆnδt) describing
the unitary evolution of the system from time tn to tn + δt,
Uˆf = UˆN UˆN−1 · · · Uˆ1Uˆ0. (S18)
Each short-time propagator only involves the Hamiltonian evaluated at time tn,
Hˆn = Hˆ(t = tn) = Hˆ0 +
M∑
k=1
uknHˆk (S19)
with Hˆ0 denoting the time-independent system Hamiltonian and {Hˆk} the set of control operators. In our case, the latter correspond
to the transmon and cavity operators {σˆx, σˆy, xˆA, pˆA}, and the static system Hamiltonian is given by
Hˆ0 = −χq
2
aˆ†aˆσˆz − K
2
aˆ†aˆ†aˆaˆ− χ
′
q
4
aˆ†aˆ†aˆaˆσˆz (S20)
in the appropriate rotating frame. The coefficientsK, χq , χ′q parametrize the self-Kerr, 4
th-order cross-Kerr, and 6th-order cross-Kerr
terms, respectively.
4In addition to the primary contribution C1 = 1 − F to the cost function, i.e. the process or transfer infidelity, it is beneficial to
incorporate secondary cost contributions which favor pulse shapes compatible with experimental capabilities and constraints. One
secondary cost contribution,
C2 =
∑
k,n
|ukn − ukn−1|2, (S21)
penalizes rapid temporal changes of the pulse envelopes, thus helping to limit overall pulse bandwidth. Another secondary cost
contribution we employ is
C3 =
∑
k,n
|ukn|2, (S22)
which limits the overall pulse power. Finally, we introduce a cost for occupation of certain higher states |ψF 〉 (“forbidden” states).
This can, for example, minimize leakage of the transmon into states outside the {|g〉 , |e〉} logical subspace, and generally help
avoid any population close to the Hilbert space truncation level (truncation levels used were 3 and 24 for the transmon and cavity
Hilbert space, respectively). The corresponding cost contribution is
C4 =
∑
n
| 〈ψF |ψn〉 |2, (S23)
where |ψn〉 is the state at time tn. The total cost function to be minimized is a weighted sum of the individual contributions,
C(u) = C1(u) + α2C2(u) + α3C3(u) + α4C4(u). (S24)
In its basic form, gradient descent minimizes C(u) by repeatedly updating u with a vector opposite to the cost function gradient,
up+1 = up − ηp ∂C(up)
∂up
. (S25)
Here, we use ADAM10, a “momentum accelerated” gradient-descent method which updates u using a moving average of both the
gradient direction and magnitude. To make convergence properties more stable, we apply the common strategy of a decaying learn-
ing rate ηp = η0e−βp. Gradients ∂C(up)/∂up are computed using a TensorFlow-supported automatic differentiation algorithm11.
Rather than hard-coding analytical gradients, this algorithm decomposesC(up) into a computational graph of elementary functions,
whose known derivatives are extracted via the chain rule through a back-propagation process.
For bootstrapping, we used Gaussian white noise as initial pulses u0 in order to avoid bias towards any particular pulse shape.
Computations were carried out on a CPU with a step count of N = td/δt. For state preparation, td = 1µs and for decoding,
td = 2µs. The total number of iterations to achieve sufficient fidelity convergence typically ranged from 1,000-2,000, thus requiring
only moderate computation times of a few hours.
3. ERROR SOURCES OF THE CORRECTED LOGICAL QUBIT
The errors in the autonomously corrected logical qubit can be divided into two main categories: 1) errors unrelated to single
photon loss that are not yet corrected by our AQEC scheme, and 2) errors caused by various failure modes of our AQEC scheme
while it corrects single photon loss. A breakdown of the contributions from various error mechanisms is listed in Extended Data
Table III. The total effect is consistent with the experimentally measured longitudinal (366 ± 10 µs) and transverse (256 ± 7 µs)
relaxation times of the logical qubit within 5%.
3.1. Photon-loss unrelated errors
Cavity dephasing is not correctable with the PReSPA scheme. The dominant source of cavity dephasing is spontaneous excitation
(the rate γ↑) of the ancilla transmon from its ground state to excited states, which we believe is caused by stray radiation from the
microwave transmission line. In addition to its dephasing effect to the cavity (due to the dispersive Hamiltonian −χqaˆ†aˆσz2 ), an
ancilla γ↑ event may trigger an odd-to-even photon addition process under PReSPA due to the relative lack of photon-number
selectivity in the second stage of the pumping process (Extended Data Fig. 7a). This process erroneously switches the cavity to
the even-parity sub-space, which will immediately gain another photon under PReSPA. Effectively, each γ↑ jump has a substantial
probability to induce the addition of two photons to the cavity state, moving the cavity state between the {|1〉 , |5〉} subspace and the
{|3〉 , |7〉} subspace, which is a bit flip error for logical pole states. From competition of relevant rates in this multi-stage process,
we estimate this probability to be about 50%. For logical equator states, γ↑ produces a transverse relaxation error by fully dephasing
the cavity. In total, our AQEC scheme, as currently constructed, leaves the logical qubit modestly more susceptible to γ↑ of the
ancilla compared with a bare cavity using Fock states |0〉 and |1〉 to store information.
5Strong parametric pumping as used in our mixing tone increases spurious transmon excitation. We observe an increase in
transmon γ↑ rate by about 30% under long-time pumping of the mixing comb, from 1.4 ms−1 in the idle state to 1.8 ms−1, as
extracted from a set of specifically designed experiments probing spurious cavity excitations (Extended Data Fig. 7b-e). We note
that all mixing tones in PReSPA combined (computed as the sum of |ξi|) are still weaker than reported thresholds for causing
spurious transmon excitations in prior experiments12–14, so it is likely that the observed heating effect is extrinsic and reducible
by better thermalization. In addition, we estimate that the pump-induced linear displacement to the transmon operator qˆ should
contribute negligibly to spurious transmon excitations. However, we cannot rule out contributions from non-perturbative dynamics
of a driven Josephson circuit15, especially considering a comb of multiple pump tones may cause additional complexities in the
dynamics beyond what has been reported so far. This scenario corresponds to a fundamental limitation of using a transmon as a
parametric mixer, and motivates the adoption of novel types of ancillas in future AQEC experiments. Nevertheless, a future iteration
of better-optimized transmon-based PReSPA protocol with better coherence properties will employ weaker (rather than stronger)
pumping than the current demonstration, hence alleviating this concern of pump-induced spurious excitations. (See Methods-AQEC
Simulations.)
Separately, the transmon comb of PReSPA has an intrinsic effect of exciting the transmon off-resonantly when the cavity is in
the odd-parity code space. With our parameters, this effect is weak compared with other γ↑ effects and difficult to experimentally
characterize, but we determine it to be slightly lower than 0.2 ms−1 from numerical simulations. This excitation rate can be
estimated as γm(λ/χq)2, where γm is the transmon decay rate through the four-wave mixing process. In the long run, this intrinsic
effect requires trade-off in the QEC operation speed. It is important to note that its scaling is to the third power of the QEC operation
speed if we scale λ, Ω, κ proportionally, as we confirmed in simulations.
3.2. Photon-loss correction efficiency
PReSPA is designed to correct for single photon loss, which occurs on a timescale of T1A/n¯ ≈ 150 µs in our T4C-encoded
logical qubit and induces both longitudinal and transverse errors. An intuitive quantity to evaluate the efficacy of this correction
process is the QEC success rate, Sl or St, as we defined in the main text. It represents the fraction of photon-loss errors whose
impact to the logical qubit is successfully eliminated by the AQEC scheme. For the convenience of arguments, we imagine that
each photon loss occurring to the T4C qubit, when uncorrected, induce a single depolarization error from anywhere on the Bloch
sphere (equivalent to a longitudinal relaxation error for pole state and a transverse relaxation error for an equator state). This is in
fact a decent approximation for the uncorrected T4C code.
In the absence of any error unrelated to photon loss, the corrected logical qubit lifetime is equal to the inversely averaged
relaxation time of the 6 cardinal-point states of the Bloch sphere:
τC =
6
4Γt + 2Γl
=
T1A
n¯
1
1− 23St − 13Sl
(S26)
where we have used Γi = n¯T1A (1 − Si) by our definition of Si. On the other hand, the Fock |0/1〉 encoding has lifetime of
τ01 =
3
2T1A. Hence to reach break-even the overhead factor due to redundant encoding one has to overcome is 3n¯/2. From
τC > τ01, a necessary requirement for QEC break-even is:
1
3
Sl +
2
3
St > 1− 2
3
n¯−1 (S27)
We note that due to intrinsic off-resonant excitation of transmon in our current PReSPA scheme, error channels not attributed
to photon loss cannot be fully eliminated. This effect, together with other types of uncorrectable errors, means that a greater
success rate than indicated by Eq. (S27) is needed to achieve break-even. However, this minimum threshold still serves as a useful
benchmark to consider the performance of a QEC process in correcting the errors it is designed to correct.
An ideal (infinitely-fast) implementation of PReSPA dissipation using a perfect ancilla can fully eliminate longitudinal errors and
correct transverse errors at 97.5% success probability (see Methods-Approximate AQEC). Experimentally, there are multiple other
failure modes associated with the photon-loss-correction process, as listed in Extended Data Table III, adding up to an estimated
total of 11% and 24% failure rates for correcting pole and equator states in this work. (This corresponds to Sl = 89% and St = 76%
as discussed in the main text.)
Relaxation of the ancilla and the loss of a second photon during the correction process account for a significant part of the failure
rates. During each error-correction process, the probability of transmon T1 decay can be computed as
∫
Pe(t)dt/T1q = 7%, where
Pe(t) is the transmon excitation probability (Extended Data Fig. 3c-f). The probability of a second photon decay can be estimated
as teon¯/T1A = 5.6%, where teo is the halftime of the error-correction process. Since a second photon decay is a bit-flip error, its
reduction to Sl is twice of its occurrence rate, or about 11%. These failure rates are dictated by the competition between the speed
of the QEC operation and the hardware coherence, and can be expected to improve proportionally with better transmon and cavity
lifetime.
In addition, there are several failure modes associated with the competing time scales in PReSPA. Firstly, the pumping process
can be activated virtually by a neighboring mixing tone that is 2χq detuned from the resonance condition, causing cavity dephasing.
6This occurs at an estimated 3% probability based on the relative rates of the virtual (unintended) vs. resonant (intended) four-wave-
mixing transitions, and scales as (κ/2χq)2. In our experiment, κ can be reduced by at least ∼20% without compromising the speed
of the AQEC operation, hence improving overall AQEC performance.
Secondly, due to the stochastic nature of the dissipative correction process, the cavity spends an uncertain period of time in
the even-parity error space. This time uncertainty δteo is smaller than but scales linearly with the average correction time teo. It
multiplies with the self-Kerr (K) of the cavity Hamiltonian to produce a phase uncertainty to the PReSPA operator, and hence a
logical dephasing error to the QEC process.
Furthermore, in the presence of other higher-order nonlinear effects from χ′q and χAr, the two groups of intermediate states in the
PReSPA dynamics (|2n, e, 0〉 and |2n+ 1, g, 1〉) are not equally spaced. One might expect them to cause which-path information
leakage due to reservoir photon emissions at different frequencies. However, the actual effect is more subdued: In a dissipative
Λ transition, the emission frequency is solely dictated by the energy difference of initial/final states and energy supplied by the
drives, not the intermediate levels. (The energy differences due to Kerr is already accounted for, see the paragraph above). This is
a technique to promote path-independence using slightly-virtual transitions16. In this scenario, because the quantum states do not
transit through the intermediate states exactly on resonance, there is a subtle geometric phase uncertainty causing a relatively small
dephasing effect. The scaling of this residual error has been analyzed in detail in Appendix C of Ref.16, which applied to the present
cases is (χ′q/γm)
2 and (χAr/κ)2 respectively. Here γm ≈ 0.35 µs−1 is the rate of transmon decay via the reservoir due to the
mixing comb.
Our AQEC process is insensitive to dephasing (Tφ) error of the ancilla. Owing to the mirrored dynamics of the four photon-
addition paths in PReSPA, a phase jump of the transmon ancilla during the photon addition resets the process but does not cause
cavity dephasing. The net effect is a small reduction of the correction rate of PReSPA, which can be compensated by choosing a
larger λ. Similarly, low-frequency (i.e. 1/f ) noise of the ancilla does not affect PReSPA performance to the first order either. This
insensitivity to ancilla dephasing has an interesting correspondence to the scenario in measurement-based bosonic QEC, where a Tφ
error leads to a parity (error syndrome) measurement error but does not propagate forward to the cavity state17. This type of error
in discrete parity measurements in principle can be mitigated by repetition and majority voting, which however, amplifies other
types of errors (such as ancilla T1) and are typically undesirable in experiments17,18. In comparison, our continuous AQEC protocol
effectively repeats its error detection process automatically until it succeeds with minimal overhead.
4. ERROR RECOVERY TEST
In the process of tuning up PReSPA, we developed an experiment to evaluate the efficiency of PReSPA in performing a single
QEC operation. To do this we prepare with an OCT pulse the “ideal error state”:
|ψe〉 = 1√
2
(C1 |0〉+ eiφ3C3 |2〉+ eiφ5C5 |4〉+ eiφ7C7 |6〉). (S28)
This is a state that the ideal PReSPA operator (Eq. (2) of the main text) will correct back to the |X〉L state after 25 µs. The phases
φ3, φ5 and φ7 are chosen to compensate for the phase accumulation due to the cavity self-Kerr.
After applying 25 µs of PReSPA, we use the decoding unitary to map the logical state to the transmon, and measure the σˆx
projection. To compensate for the loss in fidelity due to encoding and decoding we perform a separate experiment of encoding and
immediately decoding a logical |x〉L state before taking a σˆx projection. By comparing the results of these two measurements we
measure a normalized fidelity of the recovered state F = 67± 2%.
This measurement is analogous to characterization of the PReSPA process χ-matrix, which includes additional errors accumulated
over the 25 µs process time in addition to the one-time parity restoration process. It is therefore in direct agreement with the 67%
average preservation of phase coherence in Fig. 3. It is also consistent with the success probability St = 76% for a one-time
PReSPA operation after accounting for the compounded 10% fidelity loss from all transverse error channels.
5. PRESPA OPTIMIZER FOR LOGICAL EQUATOR STATES
To achieve a better choice of PReSPA control parameters (the amplitudes and phases of microwave tones) we implement an
empirical optimization routine. The ultimate goal of our optimization is to decrease the decay rate of the process fidelity to increase
AQEC efficiency. For this we initialize a logical state, apply 144 µs of PReSPA, decode the state and perform transmon tomography.
We can optimize this fidelity by slightly varying a PReSPA control parameter and performing this procedure. By iterating over each
PReSPA control parameter, we can gradually optimize the AQEC scheme. Experimentally we find that the logical equator states
(|X〉L, |−X〉L, |Y 〉L, |−Y 〉L) are more susceptible to small changes in PReSPA parameters than the pole states (|Z〉L, |−Z〉L).
Because of this, we choose our optimization cost function to be a mean of the fidelities of these four states.
This optimization was implemented to choose control parameters used for PReSPA-2 in Extended Data Fig. 5. We achieved a
slight gain in logical coherence time over PReSPA-1, whose control parameters were only chosen using the calibration experiments
described in the methods section. While better for logical lifetimes, we observed that the PReSPA-2 rates (Ωn and λn) were less
well matched than those for PReSPA-1. Further work is needed to understand how a dissipative operator that deviates from Eq. (2)
7can achieve better AQEC performance.
6. ALL ABOUT READOUT
To readout the transmon state we perform a heterodyne measurement on the readout cavity state looking for a disspersive shift
in its frequency dependant on transmon state. This signal is amplified by a TWPA, HEMT and room temperature amplifier but we
don’t have the signal to noise ratio to confidently perform single shot readout. Instead we measure the transmission signal with the
transmon prepared in the nominal ground and excited states to measure the contrast by which we convert raw, averaged signals to
excited state population measurements.
The nominal ground state of the transmon is its equilibrium prepared by waiting for a sufficiently long time (> 10T1q) for the
transmon to decay, and the nominal excited state is obtained by pi-pulsing the qubit from its nominal ground state. Since our
transmon has a 5% excited state population in equilibrium, this means that all reported quantum state fidelity should be understood
as scaled up by 10% compared to the true pure target state. However, since all the main results reported in this manuscript focus
on the relative change between two states, such as process fidelity or decay time, this factor affects measurements of both states
proportionally and therefore does not affect the quantitative conclusions of our experiment. For example, the relaxation rates
measured in Fig 4b are independent of the way this error is handled.
Due to the cross-Kerr between our readout mode and cavity A we see a slight photon-number dependent reduction in readout
contrast. Usually this error happens on measurements where we are selectively measuring the transmon frequency to probe cavity
A photon number. By removing the selective transmon rotation and performing readout we can measure the shift in readout contrast
due to the cavity occupation.
This cross-Kerr readout error also shows up in Wigner parity measurements. For these we perform two measurements, one
mapping |even〉A → |g〉q and |odd〉A → |e〉q while the other performs the map |even〉A → |e〉q and |odd〉A → |g〉q . With both of
these measurements we can calculate the impact of cavity occupation on readout contrast.
In Fig. 2f we are measuring at times with significant transmon excitation probabilities. This means that the measurement
contrast will be effected. We apply the same background measurement that calculates cross-Kerr readout shifts to measure transmon
excitation probability. With this we can accurately show the photon addition probability over time. This transmon excitation data is
also useful to accurately calculate λ and Ω as shown in Extended Data Fig. 3.
Because our OCT state preparation pulses have errors we perform a correction to some measurements based on this state prepa-
ration error. Fig. 2f, Extended Data Fig. 3 and 8 have numbers re-normalized to these state preparation errors. As these figures are
characterizing the PReSPA process we didn’t want to include these inaccuracies. These state preparation errors are not compensated
for in any figure discussing AQEC such as Fig. 4d.
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