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The least number of nonzero entries among the m by n connected, row-
orthogonal matrices is determined. In addition, the zero patterns of the matrices for
which equality holds are characterized.  1999 Academic Press
1. INTRODUCTION
Recently there has been interest in determining the combinatorial struc-
ture of orthogonal matrices (see, for example, [BBS, S, W]). This interest
is largely motivated by Paul Halmo s’ challenge at the ‘‘Qualitative and
Structured Matrix Theory’’ conference in 1991 to characterize the sign-pat-
terns of orthogonal matrices which have no zero entries, and Miroslav
Fiedler’s conjecture at the SIAM Applied Linear Algebra meeting in 1991
for the least number of nonzero entries in an n by n connected, orthogonal
matrix. In this paper, which extends the work in [BBS, S], we study the
question of how sparse a matrix with orthogonal rows can be under two
natural notions of irreducibility.
Define a real m by n matrix to be row-orthogonal if each of its rows is
nonzero, and its rows are pairwise orthogonal. One may ask, what is the
least number of nonzero entries in an m by n row-orthogonal matrix? Since
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the matrix [Im O] is row-orthogonal, where Im is the m by m identity
matrix, the answer is m. Thus, the question is trivial if no further
irreducibility restriction is placed on the matrices.
An m by n matrix A is disconnected, if the rows and columns of A can
be permuted to obtain a matrix of the form
_A1O
O
A2& .
Here, either of the matrices A1 or A2 may be vacuous by virtue of having
no rows or no columns. But neither A1 nor A2 is allowed to be the 0 by
0 matrix. The matrix A is connected if it is not disconnected. In [BBS] it
is shown that for n2 the least number of nonzero entries in an n by n
connected, orthogonal matrix is 4n&4. This settles (in the affirmative) the
conjecture of Fiedler. A simpler proof of this result is presented in [S]. If
A is an n by n orthogonal matrix, then it is easy to verify that if A contains
a zero submatrix whose dimensions sum to n, then the submatrix com-
plementary to it is also a zero submatrix. Hence an n by n orthogonal
matrix is connected if and only if there exists an r by s zero submatrix of
A for some positive integers r and s with r+s=n. For non-square row-
orthogonal matrices this suggests another notion of irreduciblity. We define
an m by n matrix A with mn to be indecomposable provided A does not
contain a zero submatrix whose dimensions sum to n. As noted above, for
square orthogonal matrices the notions of connected and indecomposable
are equivalent.
We now can state the main results of this paper.
An m by n connected, row-orthogonal matrix has at least 4m&4 non-
zero entries if n2m&2, and at least n+2m&2 nonzero entries if
n>2m&2. These bounds are tight for each m and n.
An m by n indecomposable, row-orthogonal matrix with m<n has at
least 8m&4n nonzero entries if n<4m3, at least 4m&n nonzero entries if
4m3n<2m, and at least 2m nonzero entries if 2mn. These bounds are
tight for each m and n.
For each of the main results, the matrices for which equality holds in the
bounds are characterized.
We end this introductory section by describing a few results from [BBS]
which we will need. Recursively define a family of (0, 1)-matrices of order
n2 as follows. Let
B2=_11
1
1& .
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If n is odd, define
Bn=_
0
& .
b
Bn&1 0
1
1
0 } } } 0 1 1
If n4 is even, define
Bn=_
0
& .
b
Bn&1 0
0
1
0 } } } 0 1 1 1
As noted in [BBS], Bn (n2) is the zero pattern of an n by n connected,
orthogonal matrix and has exactly 4n&4 nonzero entries. In addition, the
matrix
Q4=_
0
1
1
1
1
0
1
1
1
1
0
1
1
1
1
0&
is the zero pattern of a 4 by 4 connected, orthogonal matrix and has
exactly 12 nonzero entries. Theorem 2.2 of [BBS] asserts that for n2 an
n by n connected, orthogonal matrix, Q, has at least 4n&4 nonzero entries,
and if equality holds then, up to permutation of rows and columns, the
zero pattern of Q is either Bn , BTn or Q4 .
All of the results in this paper are easily extended to complex row-
orthogonal matrices.
2. CONNECTED, ROW-ORTHOGONAL MATRICES
Let m and n be positive integers with mn, and let f (m, n) denote the
least number of nonzero entries in an m by n connected, row-orthogonal
matrix. In this section we determine f (m, n). Throughout we let *(A)
denote the number of nonzero entries in the matrix A.
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It is useful to associate to each matrix a bipartite graph. Let Q=[qij] be
an m by n matrix. The bipartite graph of Q is the graph with vertices
1, 2, ..., m and 1$, 2$, ..., n$ which has an edge joining i and j $ if and only if
qij {0. It is easily verified that the matrix Q is connected if and only if the
bipartite graph of Q is connected.
We begin by describing a way to build row-orthogonal matrices from
smaller row-orthogonal matrices. Let
A=_A

aT&
be an m by n row-orthogonal matrix and let
B=_b
T
B &
be a k by l row-orthogonal matrix, where A is (m&1) by n and B is
(k&1) by l. Define A hB to be the (m+k&1) by (n+l) matrix
A O
Ah B=_aT bT&O B
Certainly, Ah B is a row-orthogonal matrix. Since the bipartite graph of
Ah B is obtained from the bipartite graphs of A and B by identifying a
vertex from each, A h B is connected if and only if both A and B are
connected. We can extend this construction to use any number of row-
orthogonal matrices by defining Ah B h C as (A h B) h C.
This construction can be used in a recursive manner to construct sparse
m by n connected, row-orthogonal matrices. For each integer k2, let B k
be a k by k orthogonal matrix with exactly 4k&4 nonzero entries. First
consider the case that n>2m&2. Let J be the 1 by (n&2m+2) matrix of
all ones. Then J hB 2 h } } } h B 2 , where there are m&1 B 2 ’s, is an m by n
connected, row-orthogonal matrix with exactly n+2m&2 nonzero entries.
Therefore,
f (m, n)n+2m&2 for n>2m&2. (1)
More generally:
Construction 1. If A1 is an m by (n&2m+2) matrix with exactly one
nonzero entry in each column and A2 is an m by (2m&2) connected,
row-orthogonal matrix with *(A2)=4m&4, then
[A1 A2]
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is an m by n connected, row-orthogonal matrix with exactly n+2m&2
nonzero entries.
Now consider the case that n2m&2. Then 2(n&m+1)n, and it
follows that there exist integers k1 , k2 , ..., kn&m+1 each at least 2 such that
k1+k2+ } } } +kn&m+1=n. Then B k1 h B k2 h } } } h B kn&m+1 is an m by n con-
nected, row-orthogonal matrix with exactly 4m&4 nonzero entries. Hence,
f (m, n)4m&4 for n2m&2. (2.2)
More generally:
Construction 2. If A1 is a k by k connected, orthogonal matrix with
*(A1)=4k&4, and A2 is an (m&k+1) by (n&k) connected, row-
orthogonal matrix with *(A2)=4m&4k, then A1 h A2 is an m by n
connected, row-orthogonal with exactly 4m&4 nonzero entries.
We now show that Constructions 1 and 2 characterize the sparsest m by
n connected, row-orthogonal matrices.
Theorem 2.1. Let A be an m by n connected, row-orthogonal matrix
such that
*(A){n+2m&24m&4
if n>2m&2
if n2m&2.
(2.3)
Then equality holds in (2.3). Furthermore
(a) if n>2m&2, then the columns of A can be permuted so that
A=[A1A2],
where A1 is an m by (n&2m+2) matrix with exactly one nonzero entry in
each column and A2 is an m by (2m&2) connected, row-orthogonal matrix
with *(A2)=4m&4;
(b) if m<n2m&2, then the rows and columns of A can be per-
muted to have the form A=A1 h A2 where A1 and A2 are connected,
row-orthogonal matrices with *(A1)=4r&4 and *(A2)=4s&4, where
r, s2 equal the number of rows of A1 and A2 , respectively;
(c) if n=m2, then up to row and column permutations the zero
pattern of A is either Bn , BTn or Q4 .
Proof. The proof is by induction on m+n. If m=1, then since A is
connected each entry of A is nonzero, and hence *(A)=n=n+2m&2
and A has the form in (a). Assume that m2 and proceed by induction.
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First consider the case that n>2m&2. Since A is connected, each
column of A has at least one nonzero entry. Let x equal the number of
columns of A with exactly one nonzero entry. Then
x+2(n&x)*(A)n+2m&2,
from which it follows that xn&2m+2. Thus we may take A to have the
form
[A1 A2],
where A1 is an m by (n&2m+2) matrix with exactly 1 nonzero entry in
each column. Since A is row-orthogonal and connected, so is A2 . Thus, A2
is an m by (2m&2) connected, row-orthogonal matrix with
*(A2)=*(A)&(n&2m+2)4m&4. (2.4)
By inductive hypothesis we conclude that equality holds in (2.4), and hence
*(A)=n&2m+2+4m&4=n+2m&2.
Thus equality holds in (2.3). Furthermore, A has the form described in (a).
Next consider the case that n2m&2. If m=n, then the results in
[BBS] assert that *(A)=4m&4 and A has the form described in (c).
Thus, we may assume that m<n. We note that since n$+2m$&2>4m$&4
when n$>2m$&2, the inductive hypothesis implies that an m$ by n$ con-
nected, row-orthogonal matrix with m$+n$<m+n has at least 4m$&4
nonzero entries. If some column, say column 1, of A has exactly one non-
zero entry, then by the inductive hypothesis we are led to the contradiction
that *(A)=1+*(A$)1+4m&4, where A$ is the m by (n&1) row-
orthogonal matrix obtained from A by deleting column 1. Thus, each
column of A has at least 2 nonzero entries.
We claim that there exists a row of A whose deletion results in a discon-
nected matrix. For suppose not, that is suppose that each matrix obtained
from A by deleting a row is connected. Applying the inductive hypothesis
to the matrix obtained from A by deleting some row j, we conclude that
each row of A has at most 4 nonzero entries.
First suppose that A has a row with exactly 2 nonzero entries. Without
loss of generality we may take
A=_ax
b
y
0 } } }
C
0& ,
where x and y are column vectors and C is an (m&1) by (n&2) matrix.
Since each column of A has at least 2 nonzero entries, both x and y are
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nonzero. Because the first row of A is orthogonal to each of the other rows,
x is a multiple of y, say x=:y. Since each matrix obtained from A by
deleting a row is connected, *(x)2. It is easy to verify that the (m&1)
by (n&1) matrix
A$=[(- 1+:2) y C]
is row-orthogonal and connected. Hence by the inductive hypothesis,
*(A$)4m&8. Since 4m&4*(A)=*(x)+2+*(A$) and *(x)2,
we conclude that *(A)=4m&4 and *(x)=2. Since *(A$)=4m&8 and
A$ is not square, the inductive hypothesis implies that the deletion of some
row of A$ results in a disconnected matrix. Since x=:y, the deletion of the
corresponding row of A results in a matrix which is disconnected, contrary
to our assumptions. Thus, we conclude that no row of A has exactly 2
nonzero entries.
Next suppose that each row of A has exactly 3 nonzero entries. Without
loss of generality we assume that
A=_
aT1
aT2
b
aTm
0 } } }
C
0
& ,
where C is an (m&1) by (n&3) matrix. For j{1, row j of A is orthogonal
to row 1 of A, and hence aTj is zero or *(a
T
j )2. Without loss of
generality assume that a2 , ..., ak are nonzero and ak+1 , ..., am are zero. Let
; be the indices of the columns of A which contain a nonzero entry in rows
k+1 to m. Since A is row-orthogonal, and each row contains exactly 3
nonzero entries, it follows that the subgraph induced by the row vertices
k+1, ..., m and the column vertices in ; is either empty or is a connected
component of the bipartite graph of A that does not contain row vertex 1.
Since A is connected, we conclude that ; is empty. Thus k=m, and each
aj has at least two nonzero entries. We now claim that A has at most
4 columns. For suppose that A has at least 5 columns. Then there exists
a row, say row 2, of A with a nonzero entry in column 4, and a row, say
row 3, of A with a nonzero entry in column 5. Since rows 2 and 3 of A are
orthogonal, a2 and a3 each have exactly one zero and this is in the same
column. This along with the fact that rows 2 and 3 are both orthogonal to
row 1, implies that a2 and a3 are multiples of each other. But this
contradicts the fact that the inner product of rows 2 and 3 of A equals 0.
Thus, n4. Since 4m&4*(A)=3m, we conclude that m4. This
contradicts the fact that n>m. Therefore, some row, say row m, of A has
exactly 4 nonzero entries.
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Let A$ be the m&1 by n matrix obtained from A by deleting row m. The
inductive hypothesis implies that *(A$)4m&8. Thus, 4m&4*(A)=
4+*(A$)4m&4, and we conclude that *(A)=4m&4 and *(A$)=
4m&8. By the inductive hypothesis, up to permutation of rows and
columns, A$=A1 h A2 for some connected, row-orthogonal matrices A1
and A2 satisfying *(A1)=4r&4 and *(A2)=4s&4, where r and s are the
number of rows in A1 and A2 , respectively. Since m<n, either A1 or A2 ,
say A1 is not square. Since *(A1)=4r&4 and A1 is not square, the induc-
tive hypothesis allows us to conclude that up to permutation of rows and
columns A1=A3 h A4 for some connected, row-orthogonal matrices A3
and A4 . It follows that up to row and column permutation that either A$
has the form
_
B1
O
O
bT1
O
B2
O
bT2
O
O
B3
bT3& (2.5)
where bT1 , b
T
2 and b
T
3 are row vectors, or A$ has the form
B1 O O
bT1 b
T
2 O_ O B2 O & , (2.6)O b2$T bT3O O B3
where bT1 , b
T
2 , b$2
T, and bT3 are row vectors.
First consider the case that A$ has the form in (2.5). We note that each
of the matrices
Bi$=_BibTi & (i=1, 2, 3)
is a connected, row-orthogonal matrix. Since *(A$)=*(B$1)+*(B$2)+
*(B$3)4m1&4+4m2&4+4m3&4=4m&8, where mi equals the num-
ber of rows in Bi $, we conclude that Bi $ has with exactly 4mi&4 nonzero
entries. Hence by the inductive hypothesis, each column of each of these
matrices has at least 2 nonzero entries. Let [aT1 a
T
2 a
T
3 ] be the last row
of A, partitioned to conform with the partition in (2.5). Since aTi is
orthogonal to each row of Bi , we conclude that no aTi has exactly one non-
zero entry. Since the deletion of any row of A results in a connected matrix,
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we conclude that each aTi is nonzero. But then the last row of A has at least
*(aT1 )+*(a
T
2 )+*(a
T
3 )6 nonzero entries, a contradiction.
Now consider the case that A$ has the form in (2.6). As in the last case
we note that each of the matrices
Bi$=_BibTi & (i=1, 3),
and
bT2
B$2=_B2&b2$T
is a connected, row-orthogonal matrix. Furthermore, each Bi$ has with
exactly 4mi&4 nonzero entries, where mi is the number of rows of Bi$.
Hence by the inductive hypothesis, each column of each of these matrices
has at least 2 nonzero entries. Let [aT1 a
T
2 a
T
3 ] be the last row of A, par-
titioned to conform with the partition in (2.6). Since aTi is orthogonal to
each row of Bi , we conclude that no aTi has exactly one nonzero entry.
Since the deletion of any row of A results in a connected matrix, we con-
clude that both aT1 and a
T
3 are nonzero. Since the last row of A has exactly
4 nonzero elements we conclude that aT2 is zero. This in turn implies that
the matrix
B1
_bT1 &aT1
is a connected, row-orthogonal matrix with m1+1 rows, and *(B$1)+2=
4m1&4+2=4m1&2 nonzero entries. But this contradicts the inductive
hypothesis that such a matrix has at least 4(m1+1)&4=4m1 nonzero
entries.
Therefore some row, say row m, of A has the property that its deletion
results a disconnected matrix. Then, since each column of A has at least 2
nonzero entries, we may permute the rows and columns of A so that
A1 O } } } O
O A2 } } } O_ b O . . . b &O O } } } AkaT1 aT2 } } } aTk
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where k2, aT1 , ..., a
T
k are nonzero row-vectors, and each of the matrices
A j=_AjaTj &
is connected. In addition, A j is a row-orthogonal matrix and hence by
induction it has at least 4mj&4 nonzero entries, where mj is the number of
rows of A j . Since each nonzero entry of A is in exactly one of the A j ’s,
*(A)4(m1&1)+4(m2&1)+ } } } +4(mk&1)=4m&4.
Thus, *(A)=4m&4, and *(A j)=4mj&4 for j=1, 2, ..., k. Furthermore,
up to permuting the rows and columns of A,
A=_A1aT1 &h_
aT2
A2
b
O
} } }
} } }
. . .
} } }
aTk
O
b
Ak& .
Thus A has the form described in (b), and the proof is complete. K
As an immediate consequence we have the following corollary.
Corollary 2.2. Let m and n be positive integers with mn.
f (m, n)={4m&4n+2m&2
if n2m&2,
if n>2m&2.
Let m<n2m&2, and let A be a connected, row-orthogonal matrix
with *(A)=4m&4. By Theorem 2.3, A=B hC where B and C are con-
nected, row-orthogonal matrices, and have the least number of nonzero
entries for their sizes. It is easy to verify that either B is square, or there
is a square submatrix B$ of B, and a matrix C$ such that up to row and
column permutations, A=B$h C$. Moreover, both B$ and C$ are con-
nected, row-orthogonal matrices which have the least number of nonzero
entries for their sizes. Thus it follows that, up to row and column permuta-
tions, the m by n row-orthogonal matrices with 4m&4 nonzero entries are
precisely the matrices that can be constructed (via Construction 2) by
sequentially identifying rows of n&m square matrices each with the least
number of nonzero entries for its size.
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3. INDECOMPOSABLE, ROW-ORTHOGONAL MATRICES
For positive integers m and n with mn, let g(m, n) denote the least
number of nonzero entries in an m by n indecomposable, row-orthogonal
matrix. Using the results of the last section, it is possible to determine
g(m, n), and to characterize the zero patterns of the matrices which meet
the bound. For sake of brevity we only summarize the results here.
Complete details can be obtained from either of the authors.
It is not difficult to show that if A is an m by (m+1) row-orthogonal
matrix then A is connected if and only if A is indecomposable. Hence
g(m, m+1)= f (m, m+1), and up to row and column permutation, the
sparse indecomposable, row-orthogonal m by (m+1) matrices have zero
pattern of the form Br hBs where r+s=m+1.
Theorem 3.1. Let m and n be positive integers with mn. Then
2m if 2mn,
4m&n if 4m3n<2m,
g(m, n)={8m&4n if m<n<4m3,4m&4 if m=n2,
1 if m=n=1.
Moreover, if A is an m by n indecomposable, row-orthogonal matrix with
g(m, n) nonzero entries, then the following holds:
(a) if 2mn, then up to permutation of rows and columns the zero
pattern of A is the direct sum of m [1 1]’s, and an 0 by (n&2m) zero
submatrix;
(b) if 4m3n<2m, then there exist nonnegative integers k and l
with 2k+l=3n&4m and mk+2l such that up to permutation of rows
and columns the zero pattern of A is the direct sum of k matrices of the form
[1 1], l matrices of the form
_11
1
1
0
1& (2.7)
and n&m&k&l matrices of the form
1 1 0 0
_0 0 1 1& ; (2.8)1 1 1 1
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(c) if m<n<4m3, then there exist integers m1 , m2 , ..., mn&m each at
least 3 such that m=m1+m2+ } } } +mn&m and A is permutationally equiv-
alent to the direct sum of A1 , ..., An&m , where Ai is an m i by (mi+1)
indecomposable, row-orthogonal matrix with exactly 4mi&4 nonzero entries;
and
(d) if n=m, then the zero pattern of A is one of Bn , BTn or Q4 .
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