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We consider optimal importance sampling for approximating
integrals
I(f ) =
∫
D
f (x)%(x) dx
of functions f in a reproducing kernel Hilbert space H ⊂ L1(%)
where % is a given probability density on D ⊆ Rd. We show that
there exists another density ω such that the worst case error of
importance sampling with density function ω is of order n−1/2.
As a result, for multivariate problems generated from nonnega-
tive kernels we prove strong polynomial tractability of the integra-
tion problem in the randomized setting.
The density function ω is obtained from the application
of change of density results used in the geometry of Banach
spaces in connection with a theorem of Grothendieck concerning
2-summing operators.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
For a probability density function % on a Borel measurable set D ⊆ Rd we consider the integration
problem
I(f ) =
∫
D
f (x)%(x)dx, (1)
where the functions f : D→ R belong to some Hilbert spaceH of functions. We consider randomized
algorithms using n function evaluations of f to approximate the integral I(f ). In order to have function
valueswell definedwe assume thatH is a reproducing kernel Hilbert spacewith kernelK : D×D→ R.
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For the integration problem (1) to be well defined it is necessary that∣∣∣∣∫
D
f (x)%(x)dx
∣∣∣∣ <∞ for f ∈ H (2)
which implies that also∫
D
|f (x)|%(x)dx <∞ for f ∈ H,
i.e. H is a subset of L1(%).
In terms of the kernel this means that the initial error and the norm of the functional I ,
C init =
(∫
D
∫
D
K(x, y)%(x)%(y)dxdy
)1/2
<∞, (3)
are finite.
In general, (2) or, equivalently, (3) does not imply that H ⊂ L2(%). Hence standard Monte Carlo
approximation of the integral does not necessarily have finite error, and it is not clear whether
randomized algorithmswith error of order n−1/2 exist. Themain result of this paper is that importance
sampling is a possible remedy. We will need that the embedding operator
JH : H → L1(%) (4)
is not only well-defined but also bounded which means that∫
D
|f (x)|%(x)dx ≤ Cnorm‖f ‖H for f ∈ H
where Cnorm = ‖JH‖ is the operator norm of the embedding operator (4).
The boundedness of JH is a consequence of the Closed Graph Theorem as follows. Assume that a
sequence (fn) ⊂ H converges to f in H and to g in L1(%). Since H is a reproducing kernel Hilbert space,
f is also the pointwise limit of the sequence (fn). Moreover, convergence in L1(%) implies convergence
in measure with respect to the measure %dx. Convergence of (fn) to g in measure now implies that
a subsequence of (fn) converges to g almost everywhere with respect to %dx. Now f and g are equal
almost everywhere with respect to %dx, so they are equal in L1(%); the graph of JH is indeed closed.
Importance sampling with another probability density function ω on D means that we write the
integral (1) as
I(f ) =
∫
D
f (x)%(x)
ω(x)
ω(x)dx,
choose n random sample points x1, x2, . . . , xn according to the probability density ω and use the
Monte Carlo algorithm
Qn(f ) = 1n
n∑
i=1
f (xi)%(xi)
ω(xi)
. (5)
In the case ω = % we obtain the standard Monte Carlo algorithm.
The worst case error of the randomized algorithm (5) is en given by the formula
e2n = sup‖f ‖H≤1
E|I(f )− Qn(f )|2
= 1
n
sup
‖f ‖H≤1
(∫
D
f (x)2%(x)2
ω(x)
dx− I(f )2
)
, (6)
where the expectation is with respect to the random choice of the sample points according to the
probability density ω. Now, independently of the concrete integral I(f ) in question, we have the
estimate
en ≤ n−1/2C(ω),
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where C(ω) is given by
C(ω) =
(
sup
‖f ‖H≤1
∫
D
f (x)2%(x)2
ω(x)
dx
)1/2
.
Let
C imps = inf
ω
C(ω)
where the infimum is taken over all probability densities on D. Hence C imps < ∞ is a sufficient
condition for importance sampling to have a worst case error of order n−1/2.
In the recent paper [9] the authors use the inequality |f (t)| ≤ √K(t, t) for ‖f ‖ ≤ 1 to conclude
that
C(ω) ≤
(∫
D
K(x, x)%2(x)
ω(x)
dx
)1/2
. (7)
For the standard Monte Carlo case ω = % one obtains the standard diagonal kernel condition
C std :=
(∫
D
K(x, x)%(x)dx
)1/2
<∞
as a sufficient condition for a worst case error of standard Monte Carlo of order n−1/2.
Of course one can define ω∗ to minimize the right side of inequality (7)
ω∗(x) =
√
K(x, x)%(x)
C
(8)
and it is clear that C(ω∗) <∞ if the diagonal kernel condition
C sqrt =
∫
D
√
K(x, x)%(x)dx <∞
is satisfied.
The chain of inequalities
C init ≤ C imps ≤ C sqrt ≤ C std
is obvious. In [9], examples are analyzed for which C std is infinite but C sqrt is finite. The aim of the
current paper is to go beyond this condition and analyze cases where C sqrt is infinite but we still have
finite C imps.
The remaining part of the paper is organized as follows. In Section 2wedescribe the necessary tools
from Banach space theory. In particular we need a certain amount of knowledge about p-summing
operators, the Little Grothendieck Theorem and its application to change of density results. Since our
paper seems to be the first application of this part of Banach space theory to complexity studies of
integration algorithms we go into some detail here. In particular, we present the key steps of the
proof of the required change of density result in order to illuminate how the densityω is constructed.
Section 3 contains themain result of the paper and its proofwhich shows that importance sampling
works with worst case error of the order n−1/2. In Section 4 we study tractability of multivariate
integration problems. In Section 5 we present examples which show that our approach gives new
algorithms and new information about the integration problem in the randomized setting.
2. Change of density
We know that C init <∞means that H is a subspace of L1(%) and that JH : H → L1(%) is a bounded
operator. We would like to change the density so that H is actually a subspace of L2. This suggests
trying the change of density approach which is used in Banach space theory to study the structure of
(mainly finite dimensional) subspaces of Lp.
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Our result will be that, after an appropriate change of density, not only is H a subspace of L2, but
also the corresponding embedding operator is bounded.
We need the concept of p-summing operators. We recall here the definition and the Pietsch
Domination Theorem,which is basic in the theory and application of p-summing operators. For further
information we refer the reader to the books [1,8] and, for a gentle introduction, to [2].
Let 1 ≤ p <∞. A bounded linear operator T from a Banach space X to a Banach space Y is called
p-summing if there exists a constant c ≥ 0 such that
n∑
i=1
‖Txi‖p ≤ cp sup
‖a‖X ′≤1
n∑
i=1
|a(xi)|p
for every n and every family x1, x2, . . . , xn ∈ X . Here X ′ is the dual Banach space of linear and bounded
functionals on X . In other words, a p-summing operator maps weakly p-summable sequences in X to
strongly p-summable sequences in Y . The smallest possible constant c is the p-summing norm of T
and is denoted by pip(T ).
The Pietsch Domination Theorem is the fundamental characterization of p-summing operators. For
the formulation given here, see e.g. [8, 17.3.2 and 17.3.3].
Theorem 1. The operator T : X → Y is p-summing if and only if there exists a constant c ≥ 0 and a
regular Borel probability measure ν on the weak-∗-compact closed unit ball BX ′ of X ′ such that
‖Tx‖p ≤ cp
∫
BX ′
|a(x)|pdν(a)
for all x ∈ X.
If X = C(M) is the space of continuous functions on a compact Hausdorff spaceM then ν can be chosen
as a regular Borel probability measure on M such that
‖Tf ‖p ≤ cp
∫
M
|f (t)|pdν(t)
for all f ∈ C(M). Moreover, pip(T ) is in both cases the smallest possible constant c.
The proof of this theorem requires aHahn–Banach type argument. Hence, in general, themeasure ν
is not obtained in a constructive way. However, in many cases such a measure can be given explicitly.
The measure ν is often called a Pietsch measure for the operator T .
We now provide the change of density result that we need. In the form stated here it is taken from
Johnson and Schechtman [3, Proposition 1, Chapter 19]. If X is actually a subspace of L1(Ω, µ) with
the norm inherited from L1(Ω, µ) then this result is due to Rosenthal [10, Theorem1, implication 2⇒
3]. The proof in that paper can be literally carried over to give the result as stated here. Nevertheless,
we indicate the key steps of the proof below. We also refer the reader to Maurey [5].
Theorem 2. Let X be a Banach space of functions in L1(Ω, µ) where µ is a probability measure. Let
J : X → L1(µ) be the embedding and let C = ‖J‖ be its operator norm which is assumed to be
finite. Additionally, assume that X has full support, i.e. that there does not exist a measurable subset of
Ω with positive measure such that all f ∈ X equal 0 almost everywhere on this subset. If the dual operator
J ′ : L∞(Ω, µ)→ X ′ is q-summing for some 1 ≤ q < ∞ then there exists a measurable function g > 0
onΩ such that
∫
Ω
gdµ = 1 and such that the isometry
M : L1(Ω, µ)→ L1(Ω, gdµ) given by Mf = fg−1
maps X to a space X˜ = M(X)which is contained in Lp(Ω, gdµ), where p is the dual index of q defined as
1/p+ 1/q = 1. Moreover, if we equip X˜ with the norm from X, i.e. if we set
‖Mf |˜X‖ = ‖f |X‖ for f ∈ X,
then the embedding J˜ : X˜ → Lp(Ω, gdµ) has norm
‖˜J : X˜ → Lp(Ω, gdµ)‖ ≤ piq(J ′ : L∞(Ω, µ)→ X ′).
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In particular, under the assumptions of the theorem, we obtain for f ∈ X that(∫
Ω
|f |pg1−pdµ
)1/p
= ‖fg−1|Lp(gdµ)‖ = ‖Mf |Lp(gdµ)‖
≤ piq(J ′ : L∞(Ω, µ)→ X ′)‖Mf |˜X‖
= piq(J ′ : L∞(Ω, µ)→ X ′)‖f |X‖.
We now indicate the key steps in the proof of Theorem 2. For the necessary C∗-algebra facts we
refer the reader to [4].
The spaceA = L∞(Ω, µ) is a commutative C∗-algebra, so the Gelfandmap gives a ∗-isomorphism
between L∞(Ω, µ) and the space C(P ) of continuous functions on the space P of pure states on
A which is a compact Hausdorff space with respect to the weak-∗-topology. Moreover, states on
A correspond to regular Borel probability measures on P . In particular, µ corresponds to a Borel
probability µˆ on P and a density with respect to µ corresponds to a density with respect to µˆ. So we
may assume that L∞(Ω, µ) is equal to C(P ).
Let I be the canonical embedding of L1(Ω, µ) into C(P )′ = L∞(Ω, µ)′. Then the restriction T
of J ′I ′ to C(P ) is q-summing and piq(T ) = piq(J ′). Now Theorem 1 provides us with a regular Borel
probability ν on P such that
‖Th‖q ≤ piq(J ′)q
∫
P
|h(t)|qdν(t) (9)
for all h ∈ C(P ). This implies that T factors as T = VIq where Iq : C(P )→ Lq(P , ν) is the canonical
embedding andV : Lq(P , ν)→ X ′ has norm ‖V‖ ≤ piq(J ′). By duality and density of C(P ) in Lq(P , ν),
(9) implies
‖V ′f ‖Lp(P ,ν) = ‖IJf ‖Lp(P ,ν) ≤ piq(J ′)‖f ‖X (10)
for all f ∈ X where we canonically identified X with a subspace of X ′′. Moreover, I ′qV ′|X = IJ and
I ′q : Lp(P , ν)→ C(P )′ is the canonical map given by
〈I ′qh, ϕ〉 =
∫
P
f (t)ϕ(t)dν(t) (11)
for h ∈ Lp(P , ν) and ϕ ∈ C(P ). In particular, I ′q maps Lp(P , ν) into L1(P , ν).
Now the Radon–Nikodym theorem gives us a Borel measurable and µ-integrable nonnegative
function g on P and a measure ν1 singular with respect to µ such that dν = gdµ + dν1. It follows
from I ′qV ′|X = IJ and the singularity of ν1 with respect toµ that (IJf )dν1 = 0 for all f ∈ X . Since X has
full support with respect toµ, we get ν1 = 0. Hence g has full support with respect toµ,
∫
Ω
gdµ = 1,
and dν = gdµ. By duality, I ′qV ′ = IJ and (11) imply that f dµ = (V ′f )dν = (V ′f )gdµ for f ∈ X . Hence
V ′f = f /g almost everywhere with respect to µ. Now the inequality (10) completes the proof.
3. Importance sampling from change of density
Theorem 3. Let H be a Hilbert space of functions with reproducing kernel K . Let % be a probability density
such that C init <∞ or, equivalently, the embedding JH : H → L1(%) is a bounded operator. Assume that
H has full support with respect to the measure % dx. Then
C imps ≤
√
pi
2
‖JH : H → L1(%)‖.
In particular, there exists a density function ω > 0 such that the worst case error of importance sampling
with density function ω for the integral
I(f ) =
∫
D
f (x)%(x)dx
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is bounded by
en ≤
√
pi
2
‖JH : H → L1(%)‖n−1/2.
Remark. The restriction to densities %with full support is not essential. If % does not have full support
we may restrict % to the support of JH(H) and renormalize. This increases ‖JH : H → L1(%)‖ but not
the rate of convergence of en. This applies also to the upcoming Theorems 4 and 5.
Proof. The Little Grothendieck Theorem (see e.g. [8, 22.4.2]) tells us that the dual operator J ′H :
L∞(%)→ H is 2-summing with
pi2(J ′H) ≤
√
pi
2
‖JH‖.
Now the change of density theorem, Theorem 2, provides us with a measurable function g > 0 such
that ∫
D
g(x)%(x)dx = 1
and (∫
D
|f (x)|2g(x)−1%(x)dx
)1/2
≤
√
pi
2
‖JH‖‖f ‖H for f ∈ H.
Letting ω = g% we obtain ω > 0 and ∫D ω = 1 and
C(ω) =
(
sup
‖f ‖H≤1
∫
D
f 2%2
ω
dx
)1/2
≤
√
pi
2
‖JH‖. 
The following theorem deals with the case where the reproducing kernel is nonnegative.
Theorem 4. Let H be a Hilbert space of functions with nonnegative reproducing kernel K and let % be a
probability density such that
C init =
(∫
D
∫
D
K(x, y)%(x)%(y)dxdy
)1/2
<∞.
Assume that H has full support with respect to the measure %dx. Then
C imps ≤
√
pi
2
C init.
In particular, there exists a density function ω > 0 such that the worst case error of importance sampling
with density function ω for the integral
I(f ) =
∫
D
f (x)%(x)dx
is bounded by
en ≤
√
pi
2
C initn−1/2.
Proof. This follows immediately from Theorem 3 and the observation that for a nonnegative kernel
the embedding JH : H → L1(%) is always bounded with operator norm Cnorm = C init. 
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4. Tractability of multivariate integration
Theorems 3 and 4 have immediate consequences for the tractability of multivariate integration
problems. For more details on the notion of tractability we refer the reader to [6].
Let {Kd, %d}∞d=1 be a sequence of kernels and densities defined on Dd ⊂ Rd and consider the
corresponding sequence of integration problems Id from (1). Let Hd be the corresponding sequence
of Hilbert spaces. Let n(ε, d) be theminimal number of sample points necessary such that there exists
a randomized algorithm with error en ≤ ε for the integration problem Id, where the error is given
by (6). Then the multivariate weighted integration problem is called polynomially tractable for the
absolute error criterion in the randomized setting if there exist constants c, a, b ≥ 0 such that
n(ε, d) ≤ cε−adb for ε ∈ (0, 1) and d = 1, 2, . . . .
If b = 0 then the problem is called strongly polynomially tractable for the absolute error criterion. If
we require en/C init = en/‖Id‖ ≤ ε, the corresponding notions are (strong) polynomial tractability for
the normalized error criterion.
The following result directly follows from Theorems 3 and 4.
Theorem 5. With the above notation, let CRId = 1 for the absolute error criterion and CRId = ‖Id‖ for
the relative error criterion. If the embeddings JHd : Hd → L1(%d) have full support with respect to the
measures %ddx, and ‖JHd‖/CRId is uniformly bounded, then the multivariate weighted integration problem
is strongly polynomially tractable in the randomized setting with exponent a = 2. This is in particular the
case if all the kernels Kd are nonnegative.
If the embeddings JHd : Hd → L1(%d) have full support with respect to the measures %ddx, and the
norms satisfy an estimate
‖JHd‖
CRId
≤ cdβ for d = 1, 2, . . .
for some constants c, β ≥ 0, then the multivariate weighted integration problem is polynomially tractable
in the randomized setting with exponents a = 2 and b = 2β .
5. Examples
The first example which illustrates the difference between standard Monte Carlo, the algorithm
from [9] and the results of Section 3 is artificially constructed to show the main points clearly. It is
the same example as is used in [9] to point out the difference between the conditions C init <∞ and
C sqrt <∞.
The example is built on D = [0,∞)with the kernel
K(x, y) =
∞∑
j=1
a2j 1j(x)1j(y),
where 1j stands for the indicator function of the interval [j− 1, j). Moreover, the weight % is given by
%(x) =
∞∑
j=1
rj1j(x)
for some rj ≥ 0 with∑j rj = 1. The functions aj1j are an orthonormal basis of H .
In this case,
C init =
( ∞∑
j=1
a2j r
2
j
)1/2
,
so the problem is well defined whenever (ajrj) ∈ `2.
Since the kernel is nonnegative, Theorem 4 applies. However, it is easy to directly construct a
weight ω such that
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C(ω) = C imps = C init =
( ∞∑
j=1
a2j r
2
j
)1/2
.
Indeed, we can choose
ω(x) = (C init)−2 ∞∑
j=1
a2j r
2
j 1j(x).
Moreover,
C sqrt =
∫ ∞
0
√
K(x, x)%(x)dx =
∞∑
j=1
|aj|rj,
and hence C sqrt <∞ is satisfied iff (ajrj) ∈ `1. Finally,
C std =
(∫ ∞
0
K(x, x)%(x)dx
)1/2
=
( ∞∑
j=1
a2j rj
)1/2
,
and hence C std <∞ is satisfied iff (a2j rj) ∈ `1.
It is also worth observing that H is a subspace of L2(%) (and the embedding is bounded) iff
(a2j rj) ∈ `∞. So standard Monte Carlo in this case still has error of order n−1/2 even though C std and
C sqrt might be infinite.
The second example uses the kernel K(x, y) = min{x, y} on D = [0,∞) which is the covariance
kernel of the Wiener measure. In this case, the Hilbert space H obtained from the reproducing kernel
K is the space of all absolutely continuous functions f : [0,∞)→ Rwhich satisfy f ′ ∈ L2[0,∞) and
f (0) = 0, with norm
‖f ‖2H =
∫ ∞
0
f ′(x)2dx <∞.
We obtain
C init =
(
2
∫ ∞
0
x%(x)
∫ ∞
x
%(y)dydx
)1/2
C sqrt =
(∫ ∞
0
√
x%(x)dx
)1/2
C std =
∫ ∞
0
x%(x)dx.
The kernel is obviously nonnegative and H has full support, so Theorem 4 applies and C imps ≤√
pi/2C init.
Let us first consider a polynomial weight of the form %(x) = cα min{1, xα} for α < −1, where cα
is chosen so that % is a probability density. Then
C init <∞⇐⇒
∫ ∞
1
x2+2αdx <∞⇐⇒ α < −3/2
C sqrt <∞⇐⇒
∫ ∞
1
x1/2+αdx <∞⇐⇒ α < −3/2
C std <∞⇐⇒
∫ ∞
1
x1+αdx <∞⇐⇒ α < −2.
So there is no difference between the conditions C init <∞ and C sqrt <∞ in this case, but C std <∞
is more restrictive.
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This example is also interesting since for α = −2 we already have infinite C std but, nevertheless,
H is still continuously embedded in L2(%)which means that standard Monte Carlo still has worst case
error of order n−1/2. Indeed, if we set g(x) = f ′(x) for f ∈ H , then
f (x)
x
= 1
x
∫ x
0
g(y)dy.
Then it follows from Hardy’s inequality that f ′ = g ∈ L2(0,∞) implies f (x)/x ∈ L2(0,∞) and there
exists a constant C > 0 such that∫ ∞
0
f (x)2
x2
dx ≤ C
∫ ∞
0
f ′(x)2dx = ‖f ‖2H
which is what we claimed. Observe also that H is not a subset of L2(%) if α > −2, so standard Monte
Carlo does not have finite error.
Now let us look more closely at the borderline case α = −3/2. We consider a weight of the form
%(x) = cβ min{1, x−3/2(log(1 + x))β} for β ∈ R, where cβ is now chosen so that % is a probability
density. In this case we obtain that C std = ∞ and
C init <∞⇐⇒
∫ ∞
1
x−1(log(1+ x))2βdx <∞⇐⇒ β < −1/2
C sqrt <∞⇐⇒
∫ ∞
1
x−1(log(1+ x))βdx <∞⇐⇒ β < −1.
So in this case the difference between C init <∞ and C sqrt <∞ is again visible.
The final two examples show the application of the tractability result to uniform integration on
weighted Sobolev spaces. That is, we takeDd = [0, 1]d and %d(x) = 1. Both exampleswere considered
in [11] and in [13].
In both examples, the d-dimensional kernel
Kd(x, t) =
d∏
j=1
K γj(xj, tj) for x, t ∈ [0, 1]d
is a tensor product of one-dimensional weighted kernels K γ for some γ ≥ 0 with
K γ (x, t) = 1+ γ min(x, t) for x, t ∈ [0, 1] (12)
in the first case and
K γ (x, t) = 1+ γ (min(x, t)− xt) for x, t ∈ [0, 1] (13)
in the second case. The Hilbert spaces Hd are tensor products Hd = ⊗dj=1 Hγj of the one-dimensional
Hilbert spaces Hγ consisting of absolutely continuous functions on [0, 1] whose first derivatives
belong to L2[0, 1]with norm
‖f ‖2Hγ = |f (0)|2 +
1
γ
∫ 1
0
|f ′(x)|2dx.
In the first case (12), which is called the non-periodic case, there is no further restriction on the
functions f . In the second case (13), the periodic case, the functions f have the additional restriction
f (0) = f (1).
It is known that in both the non-periodic and the periodic case, the multivariate integration
problem with the normalized error criterion is strongly polynomially tractable in the deterministic
setting iff
∑
γj < ∞ [12], and the standard Monte Carlo algorithm is strongly polynomial iff∑
γ 2j < ∞ [11]. It is shown in [13] that importance sampling with the weight ω∗ from (8) provides
a strongly polynomial algorithm for the periodic case iff
∑
γ 3j <∞. Now Theorem 5 shows that the
problem is strongly polynomially tractable (with importance sampling) without any condition on the
weights γj in both the periodic and the non-periodic case.
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