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Abstract
We prove sharp pointwise estimates for functions in the Sobolev spaces of radial functions defined in
a ball. As a consequence, we obtain some imbeddings of such Sobolev spaces in weighted Lq -spaces. We
also prove similar imbeddings for Sobolev spaces of functions with partial symmetry. Our techniques lead
to new Hardy type inequalities. It is important to observe that we do not require any vanishing condition on
the boundary to obtain all our estimates. We apply these imbeddings to obtain radial solutions and partially
symmetric solutions for a biharmonic equation of the Hénon type under both Dirichlet and Navier boundary
conditions. The delicate question of the regularity of these solutions is also established.
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In the search of symmetric solutions of boundary value problems it is important to intro-
duce Sobolev spaces of corresponding symmetric functions and to study their imbeddings in
Lq -spaces. The main feature of this paper is to prove several such imbeddings. We emphasize
that due to the symmetry of functions involved they are in fact imbedded in certain weighted
Lq -spaces with q much higher than the usual exponents in Sobolev spaces when no symmetry
is assumed and no weight exists. This is a relevant fact when treating boundary value problems
in case the nonlinear terms have a high polynomial growth. Consequently, we can find solu-
tions even for problems which are supercritical, and this constitutes one of the motivations of the
present work.
First we present some sharp estimates for radial functions in the spaces Wm,p(B), where
p  1, m  1 is an integer and B ⊂ RN stands for the unit ball centered at the origin. Observe
that in the estimates below no boundary conditions are assumed.
Theorem 1.1 (Sobolev imbeddings in the spaces of radial functions). Let m  1 be an integer
and let p  1 be a real number. Let Wm,prad (B) denote the space of functions in Wm,p(B) which
are radially symmetric.
(1) Every function u ∈ Wm,prad (B) is almost everywhere equal to a function U ∈ Cm−1(B\{0}).
In addition, DαU(x) (in the classical sense) exists a.e. |x| ∈ (0,1), for all α with |α| = m.
(2) If N >mp, then there exists a positive constant C such that for all u ∈ Wm,prad (B)
∣∣U(x)∣∣ C [∫B(∑mj=0 |Dju|p) dx]1/p|x|(N−mp)/p , ∀x ∈ B\{0}, (1.1)
with U as in item (1). As a consequence, Wm,prad (B) is continuously imbedded in Lq(B, |x|β)
for every 1 q  p(N+β)
N−mp and β  0.(3) If N = mp and p > 1, then there exists a positive constant C > 0 such that for all u ∈
W
m,p
rad (B)
∣∣U(x)∣∣ C[∫
B
(
m∑
j=0
∣∣Dju∣∣p)dx]1/p(∣∣log |x|∣∣ p−1p + 1), ∀x ∈ B\{0}, (1.2)
with U as in item (1).
(4) WN,1rad (B) is continuously imbedded in C(B).
Here Dju represents the Nj -vector of all partial weak derivatives of u of order j and |Dju|
stands for the Euclidean norm of this vector. Observe that [∫
B
(
∑m
j=0 |Dju|p) dx]1/p is equiva-
lent to the usual norm in Wm,p(B). Throughout this paper
Lq
(
B, |x|β)= {u :B →R measurable; ∫ |u|q |x|β dx < +∞}.B
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following compact imbeddings.
Corollary 1.2. Let N > mp and β  0. If 1  q < p(N+β)
N−mp , then the imbedding W
m,p
rad (B) ↪→
Lq(B, |x|β) is compact.
Observe that in general Sobolev spaces, when no symmetry assumed, the above statement on
the imbeddings hold true only up to pN
N−mp .
We mention that a Radial Lemma for functions in H 10,rad(B) was an essential fact in the
pioneering result of Ni [27] about the Hénon equation [20] under Dirichlet boundary condition.
Later, Gazzini and Serra [14, Lemma 2.1] proved a Radial Lemma for functions in H 1rad(B)
to treat the Hénon equation under Neumann boundary condition. To study the corresponding
equation involving the biharmonic operator under Dirichlet boundary condition, Dalmasso [11,
Lemme 3.1] obtained a Radial Lemma for functions in H 20,rad(B). In the study of Solitary Waves,
Strauss [30] had the need of a similar Radial Lemma for functions in H 1rad(RN). We also mention
that a similar result to item (3) above appears in [2, Corollary 2.2] for the space W 1,N0,rad(B).
Now we present some Hardy type inequalities for general functions in Wm,prad (B). Observe that
in the theorem below we do not require vanishing on the boundary ∂B .
Theorem 1.3 (Hardy type inequalities). Suppose N > mp and p  1. For each j = 1, . . . ,m
there exists a constant Cj such that for all u ∈ Wm,prad (B),∫
B
∣∣∣∣ |Dm−j u(x)||x|j
∣∣∣∣p dx  Cj ∫
B
m∑
i=m−j
∣∣Diu(x)∣∣p dx. (1.3)
Assuming appropriated vanishing conditions on the boundary, similar results have been
proved in [13,25] for general domains. The Hardy type inequalities (1.3) are, as far as we are
aware, new and can be useful, in particular, to treat boundary value problems involving second
order elliptic operators under Neumann boundary conditions.
So far we have presented results linked to imbeddings of Sobolev spaces of radially sym-
metric functions. Next we present some imbeddings for Sobolev spaces of functions with partial
symmetry.
Theorem 1.4 (Sobolev imbeddings in the spaces of functions with partial symmetry). Let l be
an integer such that 2  N − l  l. Let m  1 be an integer and let p  1 be a real number.
Set pl := p(l + 1)/(l + 1 − mp) if l + 1 >mp and let pl be any number in the range (p,∞) if
l + 1mp. In addition, set ql := N − (N − l + 1) ppl . Let W
m,p
l (B) = {u ∈ Wm,p(B): u(y, z) =
u(|y|, |z|), (y, z) ∈ B} where y = (y1, . . . , yl), z = (z1, . . . , zN−l ) and x = (y, z). If β > plqlp ,
then there exists a positive constant C such that for all u ∈ Wm,pl (B)(∫
B
|x|β |u|pl dx
)p/pl
 C
∫
B
m∑
j=0
∣∣Dju∣∣p dx. (1.4)
As a consequence we obtain the imbeddings on such spaces.
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W
m,p
l (B) ↪→ Lq(B, |x|β) is continuous if 1 q  pl and it is compact if 1 q < pl .
Observe that the exponent pl in Corollary 1.5 is higher than the usual Sobolev exponent
pN/(N − mp), since l + 1 < N . Our proof of Theorem 1.4 also works if N − l = 1; however
in this case we have no new imbeddings since pl is exactly pN/(N − mp). If we remove the
hypothesis N − l  l in Theorem 1.4, then we must replace pl by min{pl,pN−l}.
As an application of the imbedding theorems of this paper, we study boundary value problems
for the biharmonic equation
2u = |x|α|u|p−1u in B, with Bu = 0 on ∂B, α > 0, (1.5)
where either Bu = u, u (Navier boundary condition) or Bu = u, ∂u
∂ν
(Dirichlet boundary
condition). Our aim is to prove existence, multiplicity and regularity of solutions obtained by
variational methods and since the biharmonic operator appears to model some problems from
the theory of elasticity, see [17, Chapter 1] for some examples, the results presented here may
have some importance in these applications.
Our solutions of (1.5) to start with lie in some Sobolev spaces of symmetric functions. In
this paper we give a special attention to the regularity process, which has not been considered
completely even in the case of the Hénon equation
−u = |x|α|u|p−1u in B, with u = 0 on ∂B, α > 0. (1.6)
Hence in Section 5 we also present some regularity results for solutions of (1.6). For further
results on (1.6) see [27,29,28,10,4] and the references therein.
Now we list our results on the existence of solutions of (1.5).
Theorem 1.6 (Existence of a radial solution of (1.5) under Navier boundary condition). Let
N  5. Consider (1.5) under Navier boundary condition (note u > 0 in B iff −u> 0 in B).
1. If p  [N + 2(2 + α)]/(N − 4), then (1.5) has no positive classical solution u ∈ C4(B).
2. If 1 <p < [N +2(2+α)]/(N −4), then (1.5) has a positive solution u ∈ C4(B). In addition,
u and −u are radial and strictly radially decreasing.
We mention that a similar theorem under Dirichlet boundary condition was proved in Dal-
masso [11, Corollaire 2.1 and Théoréme 1.1].
Theorem 1.7 (Existence of solutions with partial symmetry of (1.5) under Dirichlet boundary
condition). If N = 4 or N = 5 assume p > 1. If N  6 assume 1 < p < (N + 3)/(N − 5). Then
there exists α0(p,N) > 0 such that (1.5) with B(u) = u, ∂u∂ν has at least [N/2] − 1 non-radial
C4(B) solutions for every α > α0(p,N). For each of these solutions u, there exists an integer l,
with 2  N − l  l, such that u(y, z) = u(|y|, |z|), x = (y, z) ∈ B where y = (y1, . . . , yl), z =
(z1, . . . , zN−l ). In addition, all these solutions satisfy u > 0 in B and u changes sign in B .
Theorem 1.8 (Existence of solutions with partial symmetry of (1.5) under Navier boundary con-
dition). Assume:
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(H2) 2(N − l)/(N − l − 1) < p + 1 < 2l , where 2l := 2(l + 1)/(l − 3) if l  4 and 2l is any
number in the range (2,∞) if l < 4.
For each pair (p, l) satisfying (H1) and (H2) there exists α0(p,N, l) > 0 such that for all α >
α0(p,N, l), (1.5) with Bu = u, u has a non-radial C4(B) solution ul such that ul(y, z) =
ul(|y|, |z|), x = (y, z) ∈ B where y = (y1, . . . , yl), z = (z1, . . . , zN−l ). In addition, any such
solution ul satisfies ul , −ul > 0 in B .
The restriction N − l  l in Theorems 1.7 and 1.8 is used to obtain solutions that are not
equivalent by rotations.
It is important to observe that the term |x|α in (1.5) modifies the range of values of p for
which the problem has a solution. The critical exponent, which in the case of α = 0 is 2∗ :=
2N/(N − 4), is changed by the presence of |x|α , and it is then 2♦ := (2N + 2α)/(N − 4). In
particular, we find multiple positive solution for (1.5) even when p+1 is larger than the classical
critical exponent 2∗.
In Sections 2 and 3, respectively, we prove results about the Sobolev spaces Wm,prad (B) and
W
m,p
l (B). In Section 4 we prove results on the existence and multiplicity of solutions of (1.5).
In Section 5 we prove results on the regularity of solutions for both (1.5) and (1.6). Finally, in
Section 6 we present further comments on the multiplicity of positive solutions for both (1.5)
and (1.6).
2. The Radial Lemmas and the imbeddings
Looking for the necessary estimates, let us mention the following statement of
G.H. Hardy [19]:
“I think that it was Harald Bohr who remarked to me that all analysts spend half their time
hunting through the literature for inequalities which they want to use and cannot prove.”
Fortunately, in our other half time we succeed in proving the inequalities we wanted! So in
this section we prove the important estimates given at Theorems 1.1 and 1.3.
A radial function defined in B may be seen as function defined on [0,1). Associated with
u ∈ Wm,prad (B), let v be the function defined in (0,1) by v(t) := u(x) with t = |x|. So, a natural
question is: which properties does v inherit from u? To answer this question, we establish im-
portant relations between the spaces Wm,prad (B) and certain weighted Sobolev spaces on (0,1),
which will be essential in the proof of Theorem 1.1.
Given an integer m 1 and a real number p  1 let Wm,p((0,1), tN−1) be the Sobolev space{
v : (0,1) →R; v has weak derivatives up to order m and
1∫
0
∣∣v(j)(t)∣∣ptN−1 dt < +∞, j = 0,1, . . . ,m}.
Endowed with the norm
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( 1∫
0
m∑
j=0
∣∣v(j)(t)∣∣ptN−1 dt)1/p, v ∈ Wm,p((0,1), tN−1),
Wm,p((0,1), tN−1) is a Banach space.
Remark 2.1. It follows from [8, Section VIII.2] that v ∈ Wm,p((0,1), tN−1) if, and only if,
there exists V ∈ Cm−1((0,1]) such that V (m)(t) (in the classical sense) exists a.e. t ∈ (0,1),
V (m) is a measurable function, v(j) = V (j) a.e. in (0,1) and ∫ 10 |v(j)(t)|ptN−1 dt < +∞ for
j = 0,1, . . . ,m.
In view of the above remark, throughout this paper we replace any element v ∈ Wm,p((0,1),
tN−1) by its representative V as above. However we continue keeping the notation v.
Given a function u ∈ Wm,prad (B), let v be the function defined in (0,1) by v(t) := u(x) with
t = |x|. The next result presents a crucial inequality in the relation between Wm,prad (B) and
Wm,p((0,1), tN−1).
Theorem 2.2. If u ∈ Wm,prad (B), then v ∈ Wm,p((0,1), tN−1). Moreover, for a.e. |x| ∈ (0,1)∣∣Dju(x)∣∣ ∣∣v(j)(|x|)∣∣, for all j = 0,1, . . . ,m. (2.1)
The complete relation between Wm,prad (B) and W
m,p((0,1), tN−1) is given by the next theo-
rem.
Theorem 2.3. For every p  1 and every integer m 1:
(1) Wm,prad (B) ↪→ Wm,p((0,1), tN−1).
(2) W 1,prad (B) ≡ W 1,p((0,1), tN−1).
(3) If m 2, then Wm,prad (B) ≡ Wm,p((0,1), tN−1) if, and only if, N > (m− 1)p.
One could guess that Wm,prad (B) ≡ Wm,p((0,1), tN−1) by means of the identification u(x) =
v(|x|). However, item (3) above says that this is not true in general.
Example 2.4. Let p  1 and m  2 be an integer such that (m − 1)p  N . So v(t) = t ∈
Wm,p((0,1), tN−1), but u(x) = |x| /∈ Wm,prad (B).
2.1. Proof of Theorem 2.2
Given a function u ∈ Wm,prad (B) let v be the function defined in (0,1) by v(t) := u(x) with
t = |x|. The first step is to prove that v has weak derivatives up to order m explicitly given by the
identity
v(j)
(|x|)= ∑ Dαu(x) xα|x|j , a.e. |x| ∈ (0,1), ∀j = 1, . . . ,m. (2.2)|α|=j
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∂ |α|u
∂α1x1∂α2x2···∂αN xN .
To do that, let ϕ ∈ C∞c ((0,1)) and set ψ(x) := ϕ(|x|), x ∈ B . First we prove that
ϕ(j)
(|x|)= ∑
|α|=j
Dαψ(x)
xα
|x|j , ∀x ∈ B\{0}, ∀j  1. (2.3)
The proof of (2.3) is based on the following induction argument. Since ψxi (x) = ϕ′(|x|) xi|x| , it
follows that
N∑
i=1
ψxi (x)
xi
|x| = ϕ
′(|x|).
So, for each j = 1,2, . . . ,N ,
∂
∂xj
(
N∑
i=1
ψxi (x)
xi
|x|
)
= ∂
∂xj
ϕ′
(|x|)= ϕ′′(|x|) xj|x| .
Therefore,
ϕ′′
(|x|)= N∑
j=1
[
∂
∂xj
(
N∑
i=1
ψxi (x)
xi
|x|
)]
xj
|x|
=
N∑
i,j=1
[
ψxixj (x)
xixj
|x|2 +ψxi (x)
∂
∂xj
(
xi
|x|
)
xj
|x|
]
=
N∑
i,j=1
[
ψxixj (x)
xixj
|x|2
]
.
In general the process continues by induction arguing in this way: if (2.3) holds for j , differentiate
both sides of (2.3) with respect to xk ; then multiply both sides of the resulting identity by xk|x| ;
finally sum in k from 1 to N to obtain (2.3) for j = m+1. So the identity (2.3) is proved. Observe
that we have used the identity ∇( ∂
∂xi
|x|) · ∇(|x|) = 0, which holds for all i = 1,2, . . . ,N and for
all x ∈ B\{0}.
Hence, for each j = 1,2, . . . ,N , for every ϕ ∈ C∞c ((0,1)), using ∇( ∂∂xi |x|) · ∇(|x|) = 0,
div( x|x|N ) = 0, and (2.3) we obtain
1∫
0
v(t)ϕ(j)(t) dt = 1
ωN
∫
B
u(x)ϕ(j)
(|x|) 1|x|N−1 dx
= 1
ωN
∫
B
u(x)
( ∑
|α|=j
Dαψ(x)
xα
|x|j
1
|x|N−1
)
dx
= 1
ωN
∫ ( ∑
|α|=j
u(x)
xα
|x|j+N−1 D
αψ(x)
)
dxB
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j
ωN
∫
B
( ∑
|α|=j
Dαu(x)
xα
|x|j
)
ψ(x)
1
|x|N−1 dx = (−1)
j
1∫
0
gj (t)ϕ(t) dt,
where gj (|x|) := ∑|α|=j Dαu(x) xα|x|j and ωN stands for the surface area of the unit sphere
SN−1 ⊂RN . This proves (2.2).
Now, since
∑
|α|=j (
xα
|x|j )
2 = 1, it follows from the Cauchy–Schwarz inequality and (2.2) that
∣∣Dju(x)∣∣ ∣∣∣∣ ∑
|α|=j
Dαu(x)
xα
|x|j
∣∣∣∣= ∣∣v(j)(|x|)∣∣,
and this finishes the proof of the theorem. 
2.2. Proof of Theorem 1.1 (Sobolev imbeddings in the spaces of radial functions)
Proof. The proof of Theorem 1.1 is a direct consequence of Theorem 2.2 and Lemmas 2.5, 2.6
and 2.7 which are stated and proved next. To obtain the continuous critical imbedding,
W
m,p
rad (B) ↪→ L
p(N+β)
N−mp (B, |x|β), given at Theorem 1.1 (2), we write
∫
B
|u| p(N+β)N−mp |x|β dx =
∫
B
|u| pNN−mp |u| pβN−mp |x|β dx. (2.4)
Then we observe that (1.1) guarantees the existence of a positive constant C such that
|u| pβN−mp |x|β  C
[∫
B
(
m∑
j=0
∣∣Dju∣∣p)dx]β/(N−mp), ∀u ∈ Wm,prad (B). (2.5)
Therefore, by (2.4), (2.5) and the continuous imbedding of Wm,p(B) in L
pN
N−mp (B) we obtain the
existence of a positive constant C such that
∫
B
|u| p(N+β)N−mp |x|β dx  C
[∫
B
(
m∑
j=0
∣∣Dju∣∣p)dx](N+β)/(N−mp), ∀u ∈ Wm,prad (B). 
Lemma 2.5. Suppose N > mp. There exists a constant C > 0 such that for all v ∈
Wm,p((0,1), tN−1)
∣∣v(t)∣∣ C (∫ 10 ∑mj=0 |v(j)(t)|ptN−1 dt)1/p
t
N−mp
p
, ∀t ∈ (0,1]. (2.6)
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v ∈ Wm,p((0,1), tN−1)
∣∣v(t)∣∣ C( 1∫
0
m∑
j=0
∣∣v(j)(t)∣∣ptN−1 dt)1/p(|log t | p−1p + 1), ∀t ∈ (0,1]. (2.7)
Lemma 2.7. WN,1((0,1), tN−1) is continuously imbedded in C([0,1]).
Proof of Lemma 2.5. Suppose p > 1. The case p = 1 is even simpler. Let t ∈ (0,1]. Arguing as
Ni [27], the identity
v(t) = v(1)−
1∫
t
v′(s) ds = v(1)−
1∫
t
v′(s)s
N−1
p s
1−N
p ds (2.8)
holds. From Hölder’s inequality,
∣∣∣∣∣
1∫
t
v′(s)s
N−1
p s
1−N
p ds
∣∣∣∣∣ 1
t
N−p
p
(
p − 1
N − p
) p−1
p
( 1∫
0
∣∣v′(s)∣∣psN−1 ds)1/p. (2.9)
On the other hand, there exists s0 ∈ (1/2,1) such that
v(s0) = 2
1∫
1/2
v(s) ds = 2
1∫
1/2
v(s)s
N−1
p s
1−N
p ds. (2.10)
In addition,
v(1)− v(s0) =
1∫
s0
v′(s) ds =
1∫
s0
v′(s)s
N−1
p s
1−N
p ds. (2.11)
Then, from (2.10)–(2.11), there exists a positive constant C, that depends only on 1/2,N and p,
such that ∣∣v(1)∣∣ C‖v‖
W
1,p
N−1
. (2.12)
Therefore, (2.8), (2.9) and (2.12) end the proof of (2.6) for m = 1. We observe that the inequality
(2.12) has already been used in [14, Lemma 2.1] in the case p = 2.
Now the argument is based on induction on m. Suppose m  1 and assume that (2.6) holds
for m.
Let N > (m + 1)p. Let t ∈ (0,1] and v ∈ Wm+1,p((0,1), tN−1). From the first identity in
(2.8), (2.12), the fact v′ ∈ Wm,p((0,1), tN−1) and the induction hypothesis, we have
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W
1,p
N−1
+C
1∫
t
‖v′‖Wm,pN−1
s
N−mp
p
ds  C‖v‖
W
1,p
N−1
+C‖v‖
W
m+1,p
N−1
1
t
N−(m+1)p
p
, (2.13)
which proves (2.6) for m+ 1. 
Proof of Lemma 2.6. The proof is based on Lemma 2.5, inequality (2.12) and the identity
v(t) = v(1)+
m−1∑
j=1
[
(−1)j
j !
(
v(j)(t)tj − v(j)(1))]
+ (−1)
m
(m− 1)!
1∫
t
v(m)(s)sm−1 ds, ∀t ∈ (0,1], (2.14)
which holds for every v ∈ Wm,p((0,1), tN−1). Observe that the term |log(t)| p−1p comes from
Hölder’s inequality applied to the expression
1∫
t
v(m)(s)sm−1 ds =
1∫
t
v(m)(s)s
N−1
p s
p(m−1)+1−N
p ds. 
Proof of Lemma 2.7. It is a consequence of (2.14) with m = N and the Dominated Convergence
Theorem. 
Once we have presented a proof for Theorem 1.1 let us make some comments about the case
N <mp.
Remark 2.8. Assume N < mp throughout this remark. [1, 4.12 Theorem] guarantees that
Wm,p(B), in particular Wm,prad (B), is continuously imbedded in C
m−[N
p
]−1,γ
(B), where
γ =
{ [N
p
] + 1 − N
p
, if [N
p
] is not an integer,
any positive number < 1, if [N
p
] is an integer.
Hence, the function U in Theorem 1.1, item (1), lies in Cm−[Np ]−1,γ (B)∩Cm−1(B\{0}).
We have some comments about Theorem 1.1, item (3), when vanishing conditions is assumed.
Remark 2.9. If N = mp and p > 1, then there exists a positive constant C > 0 such that for all
u ∈ Wm,p0,rad(B)
∣∣U(x)∣∣ C(∫
B
∣∣Dmu∣∣p dx)1/p∣∣log |x|∣∣ p−1p , ∀x ∈ B\{0}, (2.15)
with U as in Theorem 1.1, item (1).
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(1) and (2) are immediate consequences of Theorem 2.2. In view of part (1), in order to
complete the proof of part (3) we have just to prove that for m 2, the condition N > (m− 1)p
is necessary and sufficient for the continuous imbedding Wm,p((0,1), tN−1) ↪→ Wm,prad (B).
Example 2.4 says that N > (m − 1)p is a necessary condition for Wm,p((0,1), tN−1) ↪→
W
m,p
rad (B) to hold.
Now suppose N > (m − 1)p. Given a function v ∈ Wm,p((0,1), tN−1), let us define u(x) =
v(|x|), for each x ∈ B\{0}. Let α = (α1, α2, . . . , αN) be such that 2 |α|m. Observe that the
expression for Dαu(x) contains terms of the form
v(|α|)
(|x|), v(|α|−1)(|x|)|x| , . . . , v′(|x|)|x||α|−1 . (2.16)
Therefore, u ∈ Wm,prad (B) if each one of the terms in (2.16), with |x| replaced by t , is in
Lp((0,1), tN−1). Furthermore, Wm,p((0,1), tN−1) ↪→ Wm,prad (B) is continuous if each one of
the terms in (2.16) is bounded in Lp((0,1), tN−1) by ‖v‖Wm,pN−1 . Lemma 2.11 below, applied
to v′, ensures that N > (m− 1)p is a sufficient condition for this. 
2.4. Hardy type inequalities: proof of Theorem 1.3
Next we prove Hardy type inequalities (Theorem 1.3) for general functions, without requiring
any boundary condition, in Wm,prad (B). First we recall the following inequality.
Theorem 2.10. (See [22, Theorem 4.3 and Remark 4.4].) Let 1 <p < ∞. The inequality
1∫
0
∣∣z(t)∣∣pu(x) dx  C 1∫
0
∣∣z(m)(t)∣∣pv(x) dx (2.17)
holds for all functions z ∈ Wm,p((0,1), v) such that z(j)(1) = 0, for j = 0,1, . . . ,m− 1, if, and
only if,
sup
0<x<1
( x∫
0
(x − t)(m−1)pu(t) dt
)1/p( 1∫
x
(
v(t)
) −1
p−1 dt
)(p−1)/p
< +∞ and
sup
0<x<1
( x∫
0
u(t) dt
)1/p( 1∫
x
(t − x) (m−1)pp−1 (v(t)) −1p−1 dt)(p−1)/p < +∞.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
(2.18)
For more details about Theorem 2.10 in case m = 1 see also [22, Section 1.2 and Eq. (1.30)].
In the above theorem u and v stand for measurable functions which are positive a.e. in (0,1).
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stant Cj such that
1∫
0
∣∣∣∣w(m−j)(t)tj
∣∣∣∣ptN−1 dt  Cj
1∫
0
m∑
i=m−j
∣∣w(i)(t)∣∣ptN−1 dt, ∀w ∈ Wm,p((0,1), tN−1). (2.19)
Proof. Observe that if w ∈ Wm,p((0,1), tN−1), then w(m−j) ∈ Wj,p((0,1), tN−1). Hence, it is
enough to prove (2.19) with j = m.
In order to prove (2.19) for j = m we proceed as follows. Given w ∈ Wm,p((0,1), tN−1) we
define z by
z(t) = w(t)−
m−1∑
i=0
w(i)(1)
i! (t − 1)
i .
Then observe that z(i)(1) = 0 for every i = 0,1, . . . ,m − 1, z(m)(t) = w(m)(t) and, as proved
at (2.12),
∣∣w(i)(1)∣∣ C∥∥w(i)∥∥
W
1,p
N−1
, for every i = 0,1, . . . ,m− 1.
In case p > 1 we just apply Theorem 2.10, with u(t) = tN−mp−1 and v(t) = tN−1, to ob-
tain (2.19). Observe that N >mp is the necessary and sufficient condition for (2.18) to hold.
In case p = 1 we integrate by parts to obtain
1∫
0
∣∣z(t)∣∣tN−m−1 dt  2m
(N − 1)(N − 2) · · · (N −m)
1∫
0
∣∣z(m)(t)∣∣tN−1 dt
for all functions z ∈ Wm,p((0,1), tN−1) such that z(j)(1) = 0, for j = 0,1, . . . ,m − 1. In this
case we also mention [21, Theorem 6.2 and Remark 10.9]. 
Finally, as a consequence of Theorem 2.2 and Lemma 2.11, the proof of Theorem 1.3 is
complete.
3. Sobolev imbeddings in the spaces of functions with partial symmetry
In this section we prove Theorem 1.4. This theorem, in particular, is essential to build the
variational frameworks to find solutions with partial symmetry of either (1.5) or (1.6). It turns
possible to introduce the definition of weak partial symmetric solutions and moreover, it is the
key for proving that weak partial symmetric solutions are indeed regular.
Lemma 3.1. Let l,m,N,p,pl, ql be as in Theorem 1.4. Fix ρ ∈ (0,1). For each j ∈ N =
{1,2, . . .} set Ωj = {x ∈ RN : ρj < |x| < ρj−1} and Ej = {u ∈ Wm,p(Ωj ): u(y, z) =
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exists a positive constant C such that for all u ∈ Ej
∫
Ωj
m∑
i=0
∣∣Diu∣∣p dx  Cρjql(∫
Ωj
|u|pl dx
)p/pl
.
Proof. Set
D1 =
{
(y, t) ∈Rl+1: 1 < |y|2 + t2 < 1
ρ2
and t > |y|
}
,
D2 =
{
(s, z) ∈RN−l+1: 1 < s2 + |z|2 < 1
ρ2
and |z| < s
}
,
O1,j =
{
(y, z) ∈ Ωj : |z| > |y|
}
and O2,j =
{
(y, z) ∈ Ωj : |z| < |y|
}
.
By standard change of variables using polar coordinates, there exist positive constants K1,K2
such that for all f ∈ Lp(Ωj ) satisfying f (y, z) = f (|y|, |z|), the identity∫
Ωj
∣∣f (x)∣∣p dx = ∫
O1,j
∣∣f (x)∣∣p dx + ∫
O2,j
∣∣f (x)∣∣p dx
= K1
∫
ρjD1
∣∣f (y, t)∣∣ptN−l−1 dy dt +K2 ∫
ρjD2
∣∣f (s, z)∣∣psl−1 ds dz
holds.
Set w1(y, t) = u(ρjy,ρj z) with t = |z| and w2(s, z) = u(ρjy,ρj z) with s = |y|. So, argu-
ing as in Theorem 2.2, w1 ∈ Wm,p(D1), w2 ∈ Wm,p(D2) and most importantly, there exists a
positive constant C such that
u(y, z) = w1
(
y
ρj
,
t
ρj
)
,
∣∣Diu(y, z)∣∣ C
ρij
∣∣∣∣Diw1( yρj , tρj
)∣∣∣∣, i = 1,2, . . . ,m,
u(y, z) = w2
(
s
ρj
,
z
ρj
)
,
∣∣Diu(y, z)∣∣ C
ρij
∣∣∣∣Diw2( sρj , zρj
)∣∣∣∣, i = 1,2, . . . ,m.
Hence, for some positive constant C,
∫
Ωj
m∑
i=0
∣∣Diu∣∣p dx  C( ∫
ρjD1
m∑
i=0
∣∣∣∣Diw1( yρj , tρj
)∣∣∣∣ptN−l−1 dy dt
+
∫
ρjD2
m∑
i=0
∣∣∣∣Diw2( sρj , zρj
)∣∣∣∣psl−1 ds dz
)
=: I1 + I2.
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√
2 in D1 and s > 1/
√
2 in D2. In addition, since l  N − l, we have
the Sobolev imbeddings Wm,p(Di) ↪→ Lpl (Di) for i = 1,2 (see [1, 4.12 Theorem] and observe
that D1,D2, although not regular, satisfy the cone condition). So, since t  ρj and from the last
inequality, we have
I1  Cρj(N−l−1)
∫
ρjD1
m∑
i=0
∣∣∣∣Diw1( yρj , tρj
)∣∣∣∣p dy dt = CρjN ∫
D1
m∑
i=0
∣∣Diw1(y, t)∣∣p dy dt
 CρjN
(∫
D1
∣∣w1(y, t)∣∣pl dy dt)p/pl  Cρj [N−(N−l+1) ppl ]( ∫
ρjD1
∣∣u(y, t)∣∣pl dy dt)p/pl .
Similarly
I2  Cρj [N−(N−l+1)
p
pl
]
( ∫
ρjD2
∣∣u(s, z)∣∣pl ds dz)p/pl .
Putting together estimates I1 and I2 gives∫
Ωj
m∑
i=0
∣∣Diu∣∣p dx  Cρjql(∫
Ωj
|u|pl dx
)p/pl
. 
Proof of Theorem 1.4 completed. Fix ρ ∈ (0,1) and for each j ∈ N let Ωj be as in the previous
lemma. For every u ∈ W 2,pl (B)∫
B
|x|α|u|pl dx =
∞∑
j=1
∫
Ωj
|x|α|u|pl dx 
∞∑
j=1
ρα(j−1)
∫
Ωj
|u|pl dx
 C
∞∑
j=1
ρ
α(j−1)−j plql
p
( ∫
Ωj
m∑
i=0
∣∣Diu∣∣p dx)pl/p
 Cρ−α
( ∞∑
j=1
ρ
j(α− plql
p
)
)( ∫
Ωj
m∑
i=0
∣∣Diu∣∣p dx)pl/p.
Theorem 1.4 is now proved because
∑∞
j=1 ρ
j(α− plql
p
)
< +∞ by the hypothesis α > plql
p
. 
We end this section with an extra remark about the spaces Wm,pl (B). In particular it justifies
the hypothesis N − l  l in Theorem 1.4, namely
Remark 3.2. Let l be an integer such that 0 l N . So, Wm,pl (B) ↪→ Lq(B, |x|β) if, and only
if, Wm,pN−l(B) ↪→ Lq(B, |x|β).
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4.1. The radial case and proof of Theorem 1.6
Throughout this subsection, except otherwise explicitly stated, we assume N  5, α > 0 and
p ∈ (1, [N+2(2+α)]
N−4 ).
To simplify notation, Hrad stands either for
H 20,rad(B) if Bu = u,
∂u
∂ν
or for H 2rad(B)∩H 10 (B) if Bu = u, u. (4.1)
First observe that, as a consequence of Theorem 1.1, since the norms [∫
B
(|u|2 + |∇u|2 +
|D2u|2) dx]1/2 and (∫
B
|u|2 dx)1/2 are equivalent on Hrad, we obtain the following result.
Corollary 4.1. There exists a positive constant C such that for all u ∈ Hrad
∣∣u(x)∣∣ C (∫B |u|2 dx)1/2|x|(N−4)/2 , ∀x ∈ B\{0}. (4.2)
Corollary 4.2. If q ∈ [1, 2(N+α)
N−4 ), then the imbedding Hrad ↪→ Lq(B, |x|α) is compact.
Definition 4.3. We say that u ∈ Hrad is a weak solution of (1.5) if u is a critical point of the
C1(Hrad,R) functional
Jrad(u) = 12
∫
|u|2 dx − 1
p + 1
∫
|x|α|u|p+1 dx, u ∈ Hrad,
that is, u ∈ Hrad and satisfies∫
uv dx =
∫
|x|α|u|p−1uv dx, ∀v ∈ Hrad.
Now, we set
m,α,rad = inf
u∈Hrad,u =0
∫ |u|2 dx
(
∫ |x|α|u|p+1 dx)2/(p+1) . (4.3)
When necessary, we will write m,α,rad,DBC to emphasize that Hrad stands for H 20,rad(B) and
we are interested on (1.5) under Dirichlet boundary condition. Also, we will write m,α,rad,NBC
to emphasize that Hrad stands for H 2rad(B)∩H 10 (B) and we are interested on (1.5) under Navier
boundary condition.
From Corollary 4.2 we know that m,α,rad is attained by a function u ∈ Hrad. In addition, by
standard arguments, a suitable multiple of u turns out to be a weak solution of (1.5) as defined
above.
On the positivity of the solution. Next, in order to prove that the solution obtained above has
sign properties we use Proposition 4.5 below, which will give further information about the
minimizers of m,α,rad. Let us recall first the following important fact.
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f is radially symmetric. If u is the solution of
−u = f in B, with u = 0 on ∂B,
then the strong maximum principle [18, Theorem 2.2] and the invariance of  under orthogonal
transformations on RN guarantee: u > 0 in B , u is radially symmetric and u is radially non-
increasing. In addition, u is strictly radially decreasing if, and only if, there exists  > 0 such that
f (x) > 0 for all x such that |x| ∈ (0, ). The radial behavior of u is clearly seen on the identity
u′(s) = − 1
sN−1
s∫
0
f (t)tN−1 dt, ∀s ∈ (0,1].
Proposition 4.5. Let u ∈ Hrad, u = 0 be a minimizer of m,α,rad.
(1) If Bu = u, u, then u satisfies u,−u > 0 in B or u,−u < 0 in B . In addition, if
u,−u> 0 in B , then u,−u are strictly radially decreasing.
(2) If Bu = u, ∂u
∂ν
, then u satisfies u > 0 in B or u < 0 in B . However, u changes sign in B . In
addition, if u > 0 in B , then u is strictly radially decreasing.
Proof. In the next section the precise C4-regularity up to the boundary of any such minimizer
is proved. So, to simplify the arguments in the present proof, we already use that any such mini-
mizer lies in Hrad ∩C4(B).
Proof of item (1). Let u ∈ Hrad ∩ C4(B) be a minimizer for m,α,rad. It suffices to prove that
u does not change sign in B . Indeed, suppose by contradiction that it does. Consider w the
solution of
−w = |u| in B, with w = 0 on ∂B.
In particular w ∈ Hrad and observe that −(w ± u) 0 in B . Then, the strong maximum prin-
ciple [18, Theorem 2.2] implies w > |u| in B . Using w in the quotient that defines m,α,rad we
get a contradiction.
So, the strong maximum principle guarantees u,−u> 0 in B or u,−u< 0 in B . In case
u,−u> 0 in B , the equivalence between (1.5) and
−u = v in B, −v = |x|αup in B with u,v = 0 on ∂B, (4.4)
and Remark 4.4 guarantee that u,−u are strictly radially decreasing.
Proof of item (2). Which concerns the sign of u and its radial monotony is proved in [11,
p. 136]; see also [12, Lemma 2]. The remark concerning the changing sign of u is a straight-
forward consequence of Hopf’s Lemma [18, Lemma 3.4], once ∂u
∂ν
= 0 on ∂B . 
Proof of Theorem 1.6 completed. Item 2 of Theorem 1.6 is a direct consequence of Proposi-
tion 4.5. The proof of item 1 of Theorem 1.6 is based on the Pohozaev argument: observe the
equivalence between (1.5) under Navier boundary condition and (4.4) and apply [9, Proposi-
tion 6]. 
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prove using a similar argument as that used in the proof of [12, Theorem 4] that
m,α,rad,NBC <m,α,rad,DBC.
4.2. The case with partial symmetry and proofs of Theorems 1.7 and 1.8
Throughout this subsection, except otherwise explicitly stated, we suppose:
(H1) N  4; l is an integer such that 2N − l  l.
(H2) 2 < p + 1 < 2l , where 2l := 2(l + 1)/(l − 3) if l  4 and 2l is any number in the range
(2,∞) if l < 4.
(H3) ql := N − (N − l + 1) 22l and α >
2lql
2 .
To simplify notation, Hl stands either for
W
2,2
l (B)∩H 20 (B) if Bu = u,
∂u
∂ν
or for W 2,2l (B)∩H 10 (B) if Bu = u, u.
Since the norms [∫
B
(|u|2 +|∇u|2 +|D2u|2) dx]1/2 and (∫
B
|u|2 dx)1/2 are equivalent on Hl ,
we consider Hl endowed with the norm
‖u‖Hl =
(∫
B
|u|2 dx
)1/2
, u ∈ Hl.
As a consequence of Corollary 1.5, we have the following compactness result.
Corollary 4.7. The imbedding Hl ↪→ Lp+1(B, |x|α) is compact.
Definition 4.8. We say that u ∈ Hl is a weak solution of (1.5) if u is a critical point of the
C1(Hl,R) functional
Jl(u) = 12
∫
|u|2 dx − 1
p + 1
∫
|x|α|u|p+1 dx, u ∈ Hl,
that is, u ∈ Hl and satisfies∫
uv dx =
∫
|x|α|u|p−1uv dx, ∀v ∈ Hl.
Now, we set
m,α,l = inf
u∈Hl,u =0
∫ |u|2 dx
(
∫ |x|α|u|p+1 dx)2/(p+1) . (4.5)
When necessary, we will write m,α,l,DBC to emphasize that Hl stands for W 2,2l (B)∩H 20 (B)
and we are interested on (1.5) under Dirichlet boundary condition. Also, we will write m,α,l,NBC
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boundary condition.
From Corollary 4.7 we know that m,α,l is attained by a function u ∈ Hl . In addition, by stan-
dard arguments, a suitable multiple of u turns to be a weak solution, as defined above, of (1.5).
Next, in order to prove that the solution obtained above has sign properties we use Proposi-
tion 4.10 below, which will give further information about the minimizers of m,α,l . But first, let
us recall the following important fact.
Remark 4.9. On the inheritance of symmetry.
1. Let f ∈ L2(B) be such that f (y, z) = f (|y|, |z|) where x = (y, z). If u ∈ H 10 (B) is the weak
solution of
−u = f in B, with u = 0 on ∂B,
then the invariance of  under orthogonal transformations on RN and the fact O(l)×O(N −
l) ⊂ O(N) guarantee u(y, z) = u(|y|, |z|).
2. Let f ∈ L2(B) be such that f (y, z) = f (|y|, |z|) where x = (y, z). Let u ∈ H be the weak
solution of
2u = f in B, with Bu = 0.
Here H stands either for H 2(B)∩H 10 (B) if Bu = u,u or for H 20 (B) if Bu = u, ∂u∂ν . Then
the invariance of  under orthogonal transformations on RN and the fact O(l)×O(N − l) ⊂
O(N) guarantee u(y, z) = u(|y|, |z|).
Proposition 4.10 (The positivity of the solutions). Let u ∈ Hl , u = 0 be a minimizer of m,α,l .
(1) If Bu = u, u, then u satisfies u,−u> 0 in B or u,−u< 0 in B .
(2) If Bu = u, ∂u
∂ν
, then u satisfies u > 0 in B or u < 0 in B . However, u changes sign in B .
Proof. In the next section the precise C4-regularity up to the boundary of any such minimizer is
proved. So, to simplify the arguments in this proof, we already use that any such minimizer lies
in Hl ∩C4(B).
Proof of item (1). Let u ∈ Hl ∩C4(B) be a minimizer for m,α,l . It suffices to prove that u
does not change sign in B . Indeed, suppose by contradiction that it does. Consider w the solution
of
−w = |u| in B, with w = 0 on ∂B.
In view of Remark 4.9, w ∈ Hl and observe that −(w ± u)  0 in B . Then, the strong max-
imum principle [18, Theorem 2.2] implies w > |u| in B . Using w in the quotient that defines
m,α,l we get a contradiction. So, the strong maximum principle guarantees u,−u> 0 in B or
u,−u< 0 in B .
Proof of item (2). The proof that u > 0 a.e. in B or u < 0 a.e. in B follows from an abstract
result on a decomposition method in dual cones developed in [26], which nowadays is quite
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der Dirichlet boundary condition); see [15, Section 3 and Remark 1], [16, Lemma 2] and [12,
Section 2]. In addition, to prove that u > 0 everywhere in B or u < 0 everywhere in B we use
the positivity of the Green function G = G(x,x′) of 2 on B relative to the Dirichlet boundary
conditions; see [6, p. 126] and also [12, p. 572]. To finish, the Hopf Lemma [18, Lemma 3.4]
guarantees that u is changing sign, since ∂u
∂ν
= 0 on ∂B . 
Remark 4.11. Although we do not need the next observation for our existence results, we may
prove using a similar argument as that in the proof of [12, Theorem 4] that
m,α,l,NBC <m,α,l,DBC.
To obtain our multiplicity results we use the following argument.
Lemma 4.12. (See [24, Lemma 3.3].) Let N  4 and let l1, l2 be integers such that 2  N −
li  li , i = 1,2, with l1 = l2. Then Hl1 ∩Hl2 = Hrad.
4.2.1. Proof of Theorem 1.7 (Existence of solutions with partial symmetry of (1.5) under
Dirichlet boundary condition)
Let N  4. Observe that there are exactly [N/2] − 1 integers l that satisfy 2N − l  l. In
addition, in case N  6 observe that
2(N − 1)
N − 5 = min
{
2(l + 1)
l − 3 : 2N − l  l
}
.
The proof of Theorem 1.7 is a direct consequence of Lemma 4.12 and the next result.
Proposition 4.13. (See the proof in Appendix A.) Let N  4 and let l be an integer such that
2N − l  l. Let 2 <p + 1 < 2l , where 2l := 2(l + 1)/(l − 3) if l  4 and 2l is any number in
the range (2,∞) if l < 4. Then, there exists α0,D(p,N, l) > 0 such that for all α > α0,D(p,N, l),
m,α,l,DBC <m,α,rad,DBC.
4.2.2. Proof of Theorem 1.8 (Existence of solutions with partial symmetry of (1.5) under Navier
boundary condition)
The proof of Theorem 1.8 is a direct consequence of Lemma 4.12 and the next result.
Proposition 4.14. (See the proof in Appendix A.) Let N  4 and let l be an integer such that
2N − l  l. Let 2(N − l)/(N − l − 1) < p + 1 < 2l , where 2l := 2(l + 1)/(l − 3) if l  4 and
2l is any number in the range (2,∞) if l < 4. Then, for all there exists α0,N(p,N, l) > 0 such
that for all α > α0,N(p,N, l),
m,α,l,NBC <m,α,rad,NBC.
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Here we prove classical regularity of weak radial solutions of (1.6) with 0 <p < [N + 2(1 +
α)]/(N − 2) and (1.5) with 0 < p < [N + 2(2 + α)]/(N − 4). Some of these regularity results
have been used before, cf. [27, p. 806] and [11, p. 134], but a proof has not been offered. In
[23, Proposition 2.2] the authors state that any weak radial solution u of (1.6), in the sense of
Section 5.1 below, is indeed C1(B)∩C2(B)-regular. However there is a gap in their proof since
their C(Ω,α) at [23, p. 2188] is not well defined (in contrast C(Ω,β) from [10, p. 194] is well
defined because β < 0).
We also present a proof for the classical regularity of the weak solutions of (1.6) obtained
in [4, Theorem 1.1] and for the solutions of (1.5) obtained in Section 4.2.
It is important to note that the ordinary bootstrap argument, based on results in Agmon,
Douglis and Nirenberg [3], cannot be directly applied to regularize weak solutions of either
(1.6) or (1.5) involving “classical supercritical values of p”. Since the proofs of these regularity
results are not immediate we offer them in this section. In particular, our procedure stresses the
importance of Theorems 1.1 and 1.4.
5.1. Regularity of radial solutions of (1.6)
Throughout this subsection we assume
N  3, α > 0 and 1 <p < N + 2(1 + α)
N − 2 .
When Ni [27] studied (1.6) under the above hypotheses he proceeded as follows. He used
the compact imbedding H 10,rad(B) ↪→ Lp+1(B, |x|α), particular case of Corollary 1.2, to define
a weak solution of (1.6) as a critical point of the C1(H 10,rad(B),R) functional
Irad(u) = 12
∫
|∇u|2 dx − 1
p + 1
∫
|x|α|u|p+1 dx, u ∈ H 10,rad(B).
Ni proved the existence of a (positive) critical point of Irad using the Mountain Pass Theorem.
Our contribution here is a proof for the classical regularity of any such weak solution of (1.6)
under Ni’s hypotheses. We do that by means of the next two propositions.
Proposition 5.1. Let u ∈ H 10,rad(B) be a weak solution of (1.6), i.e. a critical point of Irad. Then
u ∈ W 2,qrad (B) ∩ W 1,q0 (B) for all q  1 satisfying q[p(N − 2) − 2α] < 2N and it is a strong
solution of (1.6).
Proposition 5.2. Let u ∈ W 2,qrad (B)∩W 1,q0 (B), for all q  1 satisfying q[p(N − 2)− 2α] < 2N ,
be a strong solution of (1.6). Then u ∈ C2,γ (B), with γ = min{1, α} if α = 1 and any 0 < γ < 1
if α = 1, is a classical solution of (1.6).
Proof of Proposition 5.1. From Theorem 1.1, |x|α|u|p−1u ∈ Lq(B) for all q  1 such that
q[p(N − 2)− 2α] < 2N . Note that the hypotheses N  3 and 1 <p < [N + 2(1 + α)]/(N − 2)
guarantee that there exists q > 1 satisfying q[p(N −2)−2α] < 2N . Let w be the strong solution
of
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Then, by the standard elliptic regularity for second order elliptic operators as in [3], w ∈
W 2,q (B)∩W 1,q0 (B) for all q in the above range.
Then, for every ϕ ∈ C∞0,rad(B),∫
w(−ϕ)dx =
∫
(−w)ϕ dx =
∫
|x|α|u|p−1uϕ dx
=
∫
∇u∇ϕ =
∫
u(−ϕ)dx. (5.1)
Now, given an arbitrary function ψ ∈ C∞c,rad(B) let ϕ be the solution of
−ϕ = ψ in B, with ϕ = 0 on ∂B.
Then ϕ ∈ C∞0,rad(B) and so, by means of (5.1),∫
B
(w − u)ψ dx = 0 ∀ψ ∈ C∞c,rad(B),
which implies
1∫
0
[
w(t)− u(t)]ψ(t)tN−1 dt = 0 ∀ψ ∈ C∞c ((0,1)).
Therefore, w = u a.e. in B . 
Proof of Proposition 5.2. It is enough to prove that u ∈ W 2,θ (B) for all θ  1. Indeed, if u ∈
W 2,θ (B) for all θ  1, then u ∈ C1,β(B) for all 0 < β < 1. Therefore, the result is a consequence
of the classical Schauder estimates for second order elliptic equations.
If p(N − 2)− 2α  0, then by hypothesis u ∈ W 2,q (B) for all q  1.
In case p(N − 2) − 2α > 0, Theorem 1.1 is the key in the bootstrap argument. Assume
N > 4N
p(N−2)−2α , otherwise u ∈ W 2,θ (B) for all θ  1 and the proof is finished. It follows from
Theorem 1.1 and the standard elliptic regularity for second order elliptic operators as in [3]
that u ∈ W 2,θ (B) for all θ  1 satisfying θ p(N−2q)−qα
q
< N and for all 1  q < 2N
p(N−2)−2α . If
p(p(N − 2) − 2α − 4) − 2α  0, then u ∈ W 2,θ (B) for all θ  1 and the proof is finished. In
case p(p(N − 2) − 2α − 4) − 2α > 0, to show that u ∈ W 2,θ (B) for all θ  1, we combine
Theorem 1.1 with m = 2 and the standard regularity for second order elliptic operators to prove
the statement:
“if u ∈ W 2,qrad (B) for all 1 q < r for some r 
2N
p(N − 2)− 2α ,
then u ∈ W 2,θ (B) for all 1 θ < r for some r with r  p(N − 2)− 2α ”.
r p(p(N − 2)− 2α − 4)− 2α
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p(p(N−2)−2α−4)−2α > 1 is sharply guaranteed by the
“subcritical” hypothesis p < [N + 2(1 + α)]/(N − 2). 
Remark 5.3. It is important to say that, in the last lemma, the bootstrap argument only worked
because we used Theorem 1.1 with m = 2. Such theorem guarantees the Sobolev imbedding
W
2,θ
rad (B) ↪→ Lq(B, |x|α) for every q  1 such that q(N − 2θ) < θ(N + α), which is better then
the usual Sobolev imbedding of W 2,θrad (B) ↪→ Lq(B) for every q  1 such that q(N − 2θ) θN .
5.2. Regularity of partially symmetric solutions of (1.6)
Throughout this subsection, except otherwise explicitly stated, we assume:
(h1) N  4; l is an integer such that 2N − l  l.
(h2) 2 <p + 1 < 2l , where 2l := 2(l + 1)/(l − 1).
(h3) ql := N − (N − l + 1) 22l and α >
2lql
2 .
Badiale and Serra in their theorem [4, Theorem 1.1] used, for each l, the compact imbedding
H 10,l(B) ↪→ Lp+1(B, |x|α), particular case of Corollary 1.5, to define a weak solution of (1.6) as
a critical point of the C1(H 10,l(B),R) functional
Il(u) = 12
∫
|∇u|2 dx − 1
p + 1
∫
|x|α|u|p+1 dx, u ∈ H 10,l(B).
Here H 10,l(B) stands for W
1,2
l (B)∩H 10 (B).
They proved the existence of a (positive) critical point of Il studying the minimization problem
m∇,α,l = inf
u∈H 10,l (B),u =0
∫ |∇u|2 dx
(
∫ |x|α|u|p+1 dx)2/(p+1) ,
and they were able to prove that such critical point of Il is not radially symmetric because
m∇,α,l < m∇,α,rad for every α sufficiently large. In addition, they proved that each l, as in (h1),
produces a different solution.
Our contribution here is a proof for the classical regularity of the (weak) solutions of (1.6)
given by [4, Theorem 1.1]. We do that by means of the next two propositions.
Proposition 5.4. Let u ∈ H 10,l(B) be a weak solution of (1.6), i.e. a critical point of Il . Then
u ∈ W 2,
2l
p
l (B)∩W
1, 2l
p
0 (B) and it is a strong solution of (1.6).
Proposition 5.5. Let u ∈ W 2,
2l
p
l (B)∩W
1, 2l
p
0 (B) be a strong solution of (1.6). There exists α0 > 0
(see Remark 5.6) such that if α > α0, then u ∈ C2,γ (B), with γ = min{1, α} if α = 1 and any
0 < γ < 1 if α = 1, and it is a classical solution of (1.6).
Proof of Proposition 5.4. From Theorem 1.4, |x|α|u|p−1u ∈ L
2l
p (B). Let w be the strong solu-
tion of
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Then, by the standard elliptic regularity for second order elliptic operators as in [3], w ∈
W
2, 2l
p (B)∩W 1,
2l
p
0 (B). Then, for every ϕ ∈ C∞0,l(B),∫
w(−ϕ)dx =
∫
(−w)ϕ dx =
∫
|x|α|u|p−1uϕ dx
=
∫
∇u∇ϕ =
∫
u(−ϕ)dx. (5.2)
Now, given an arbitrary function ψ ∈ C∞c,l(B) let ϕ be the solution of
−ϕ = ψ in B, with ϕ = 0 on ∂B.
Then ϕ ∈ C∞0,l(B) and so, by means of (5.2),∫
B
(w − u)ψ dx = 0 ∀ψ ∈ C∞c,l(B),
which implies
1∫
0
1∫
0
[
w(s, t)− u(s, t)]ψ(s, t)sl−1tN−l−1 ds dt = 0 ∀ψ ∈ C∞c ((0,1)× (0,1)).
Therefore, w = u a.e. in B . 
Proof of Proposition 5.5. As in the proof of Proposition 5.2, it is enough to prove that u ∈
W 2,θ (B) for all θ  1.
If p(l − 1)− 4 0, then by hypothesis u ∈ W 2,θ (B) for all θ  1.
In case p(l − 1) − 4 > 0, Theorem 1.4 is the key in the bootstrap argument. To show that
u ∈ W 2,θ (B) for all θ  1, we combine Theorem 1.4 with m = 2 and the standard regularity for
second order elliptic operator to prove the statement:
“if u ∈ W 2,ql (B) for some q 
2l
p
, then u ∈ W 2,θ (B) with θ
q
 l − 1
p(l − 1)− 4 .
And the bootstrap argument works because l−1
p(l−1)−4 > 1 is sharply guaranteed by the “subcriti-
cal” hypothesis p < l+3
l−1 . 
Remark 5.6. It is important to say that, in the last lemma, the bootstrap argument only worked
because we used Theorem 1.4 with m = 2. Such theorem guarantees a Sobolev imbedding
W
2,θ
l (B) ↪→ Lq(B, |x|β) for q = θ(l + 1)/(l + 1 − 2θ) provided β > 0 is sufficiently large.
This Sobolev imbedding is better then the usual Sobolev imbedding of W 2,θl (B) ↪→ Lq(B) with
q = θN/(N − 2θ).
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The following result will be needed in the proof of the regularity of solutions of (1.5).
Lemma 5.7. (See [3, Theorem 12.7] and [17, Theorems 2.19 and 2.20].) Consider the equation
2u = f in B, with Bu = 0 on ∂B. (5.3)
1. If f ∈ Lp(B), with 1 < p < ∞, then (5.3) has a unique strong solution u ∈ W 4,p(B) which
satisfies the boundary condition Bu = 0 in the trace sense.
2. If f ∈ C0,γ (B), with 0 < γ < 1, then (5.3) has a unique classical solution u ∈ C4,γ (B).
Throughout this subsection we assume
N  5, α > 0 and 1 <p < N + 2(2 + α)
N − 4 .
Here we prove the classical regularity of the weak radial solution of (1.5) as defined in Sec-
tion 4.1. We do that by means of the next two propositions.
Proposition 5.8. Let u ∈ Hrad be a weak solution of (1.5) as defined in Section 4.1. Then u ∈
W
4,q
rad (B) for all q  1 satisfying q[p(N − 4) − 2α] < 2N , u is a strong solution of (1.5) and it
satisfies the boundary condition Bu = 0 in the trace sense.
Proposition 5.9. Let u ∈ W 4,qrad (B), for all q  1 satisfying q[p(N − 4)− 2α] < 2N , be a strong
solution of (1.5) which satisfies Bu = 0 on ∂B in the trace sense. Then u ∈ C4,γ (B), with γ =
min{1, α} if α = 1 and any 0 < γ < 1 if α = 1, and it is a classical solution of (1.5).
Proof of Proposition 5.8. From Theorem 1.1, |x|α|u|p−1u ∈ Lq(B) for all q  1 such that
q[p(N − 4)− 2α] < 2N . Note that the hypotheses N  5 and 1 <p < [N + 2(2 + α)]/(N − 4)
guarantee that there exists q > 1 satisfying q[p(N −4)−2α] < 2N . Let w be the strong solution
of
2w = |x|α|u|p−1u in B, with Bu = 0 on ∂B.
Then, by Lemma 5.7, w ∈ W 4,q (B) for all q in the above range.
Then, for every ϕ ∈ C∞rad(B) such that Bϕ = 0 on ∂B ,∫
w
(
2ϕ
)
dx =
∫ (
2w
)
ϕ dx =
∫
|x|α|u|p−1uϕ dx =
∫
uϕ =
∫
u
(
2ϕ
)
dx. (5.4)
Now, given an arbitrary function ψ ∈ C∞c,rad(B) let ϕ be the solution of
2ϕ = ψ in B, with Bϕ = 0 on ∂B.
Then ϕ ∈ C∞ (B) satisfies Bϕ = 0 on ∂B and so, by means of (5.4),rad
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B
(w − u)ψ dx = 0 ∀ψ ∈ C∞c,rad(B),
which implies
1∫
0
[
w(t)− u(t)]ψ(t)tN−1 dt = 0 ∀ψ ∈ C∞c ((0,1)).
Therefore, w = u a.e. in B . 
Proof of Proposition 5.9. It is enough to prove that u ∈ W 4,θ (B) for all θ  1. Indeed, if u ∈
W 4,θ (B) for all θ  1, then u ∈ C3,β(B) for all 0 < β < 1. Therefore, the result is a consequence
of Lemma 5.7.
If p(N − 4)− 2α  0, then by hypothesis u ∈ W 4,q (B) for all q  1.
In case p(N − 4) − 2α > 0, Theorem 1.1 is the key in the bootstrap argument. Assume
N > 8N
p(N−4)−2α , otherwise u ∈ W 4,θ (B) for all θ  1 and the proof is finished. It follows from
Theorem 1.1 and Lemma 5.7 that u ∈ W 4,θ (B) for all θ  1 satisfying θ p(N−4q)−qα
q
< N and
for all 1 q < 2N
p(N−4)−2α . If p(p(N − 4) − 2α − 8) − 2α  0, then u ∈ W 4,θ (B) for all θ  1
and the proof is finished. In case p(p(N − 4)− 2α − 8)− 2α > 0, to show that u ∈ W 4,θ (B) for
all θ  1, we combine Theorem 1.1 with m = 4 and Lemma 5.7 to prove the statement:
“if u ∈ W 4,qrad (B) for all 1 q < r for some r 
2N
p(N − 4)− 2α ,
then u ∈ W 4,θ (B) for all 1 θ < r for some r with r
r
 p(N − 4)− 2α
p(p(N − 4)− 2α − 8)− 2α ”.
And the bootstrap argument works because p(N−4)−2α
p(p(N−4)−2α−8)−2α > 1 is sharply guaranteed by the
“subcritical” hypothesis p < [N + 2(2 + α)]/(N − 4). 
Remark 5.10. It is important to say that, in the last lemma, the bootstrap argument only worked
because we used Theorem 1.1 with m = 4. Such theorem guarantees the Sobolev imbedding
W
4,θ
rad (B) ↪→ Lq(B, |x|α) for every q  1 such that q(N − 4θ) < θ(N + α), which is better then
the usual Sobolev imbedding of W 4,θrad (B) ↪→ Lq(B) for every q  1 such that q(N − 4θ) θN .
5.4. Regularity of partially symmetric solutions of (1.5)
Throughout this subsection we assume (H1)–(H3) from Section 4.2. Here we prove the clas-
sical regularity of the weak solutions of (1.5) as defined in Section 4.2. We do that by means of
the next two propositions.
Proposition 5.11. Let u ∈ Hl(B) be a weak solution of (1.5) as defined in Section 4.2. Then
u ∈ W 4,
2l
p
l (B) is a strong solution of (1.5) and it satisfies the boundary condition Bu = 0 in the
trace sense.
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2l
p
l (B) be a strong solution of (1.5) satisfying Bu = 0 in the trace
sense. There exists α0 > 0 (see Remark 5.13) such that if α > α0, then u ∈ C4,γ (B), with γ =
min{1, α} if α = 1 and any 0 < γ < 1 if α = 1, is a classical solution of (1.5).
Proof of Proposition 5.11. From Theorem 1.4, |x|α|u|p−1u ∈ L
2l
p (B). Let w be the strong
solution of
2w = |x|α|u|p−1u in B, with Bw = 0 on ∂B.
Then, by Lemma 5.7, w ∈ W 4,
2l
p (B). Then, for every ϕ ∈ C∞l (B) such that Bϕ = 0 on ∂B ,∫
w
(
2ϕ
)
dx =
∫ (
2w
)
ϕ dx =
∫
|x|α|u|p−1uϕ dx
=
∫
uϕ =
∫
u
(
2ϕ
)
dx. (5.5)
Now, given an arbitrary function ψ ∈ C∞c,l(B) let ϕ be the solution of
2ϕ = ψ in B, with Bϕ = 0 on ∂B.
Then ϕ ∈ C∞l (B) and satisfies Bϕ = 0 on ∂B . Hence, by means of (5.5),∫
B
(w − u)ψ dx = 0 ∀ψ ∈ C∞c,l(B),
which implies
1∫
0
1∫
0
[
w(s, t)− u(s, t)]ψ(s, t)sl−1tN−l−1 ds dt = 0 ∀ψ ∈ C∞c ((0,1)× (0,1)).
Therefore, w = u a.e. in B . 
Proof of Proposition 5.12. As in the proof of Proposition 5.9, it is enough to prove that u ∈
W 4,θ (B) for all θ  1.
If p(l − 3)− 8 0, then by hypothesis u ∈ W 4,θ (B) for all θ  1.
In case p(l − 3) − 8 > 0, Theorem 1.4 is the key in the bootstrap argument. To show that
u ∈ W 4,θ (B) for all θ  1, we combine Theorem 1.4 with m = 4 and Lemma 5.7 to prove the
statement:
“if u ∈ W 4,ql (B) for some q 
2l
p
, then u ∈ W 4,θ (B) with θ
q
 l − 3
p(l − 3)− 8”.
And the bootstrap argument works because l−3
p(l−3)−8 > 1 is sharply guaranteed by the “subcriti-
cal” hypothesis p < l+5
l−3 . 
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because we used Theorem 1.4 with m = 4. Such proposition guarantees a Sobolev imbedding
W
4,θ
l (B) ↪→ Lq(B, |x|β) for q = θ(l + 1)/(l + 1 − 4θ) provided β > 0 is sufficiently large.
This Sobolev imbedding is better then the usual Sobolev imbedding of W 4,θl (B) ↪→ Lq(B) with
q = θN/(N − 4θ).
6. Final remarks on multiplicity of solutions for (1.6) and (1.5)
If we impose a more restrictive growth we collect some results to improve the statement of [4,
Theorem 1.1] concerning the multiplicity of positive solutions for (1.6).
Remark 6.1. Assume N  4 and 1 < p < (N + 2)/(N − 2). Then, there exists α0(p,N) such
that for all α > α0(p,N), problem (1.6) has at least [N/2]+ 1 non-rotational equivalent positive
classical solutions. Precisely:
(1) one radial positive solution;
(2) the [N/2] − 1 solutions given by [4, Theorem 1.1];
(3) the (positive) ground state solution, which is non-radial provided α > α0(p,N) but, which
is foliated Schwarz symmetric; see the proof in [28, Theorem 3.1 and p. 281].
Similarly, assuming more restrictive growth, we can improve the statement of Theorem 1.7
concerning the multiplicity of positive solutions for (1.5) under Dirichlet boundary condition.
Remark 6.2. If N = 4 assume p > 1. If N  5 assume 1 < p < (N + 4)/(N − 4). Then, there
exists α0(p,N) > 0 such that for all large α > α0(p,N), problem (1.5) under Dirichlet bound-
ary condition (Bu = u, ∂u
∂ν
) has at least [N/2] + 1 non-rotational equivalent positive classical
solutions. Precisely:
(1) one radial positive solution;
(2) the [N/2] − 1 solutions given by Theorem 1.7;
(3) the (positive) ground state solution, which is non-radial provided α > α0(p,N) is sufficiently
large but, which is foliated Schwarz symmetric (see the proof in [5, Theorem 2]).
In addition all these solutions satisfy u > 0 in B and u changes sign in B .
Now we comment on results about the existence of multiple positive solutions of (1.5) un-
der Navier boundary condition. Firstly, analyzing the pairs (p, l) that satisfy (H1)–(H2) from
Theorem 1.8 we present a multiplicity result there contained.
Remark 6.3. Consider (1.5) under Navier boundary condition (Bu = u,u). Then Theorem 1.8
guarantees that for all large α:
(1) If N = 4,5 and p > 3, then (1.5) has [N/2] − 1 non-radial positive classical solutions.
(2) If N = 6,7,8 and 4 < p + 1 < 2(N − 1)/(N − 5), then (1.5) has [N/2] − 1 non-radial
positive classical solutions.
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2(N + 6)
N + 1 <p + 1 <
2(4N − 1)
4N − 21 in case
4N − 1
5
∈ N and
2[(N + 1)/5]
[(N − 4)/5] <p + 1 <
2[(4N + 4)/5]
[(4N − 16)/5] in case
4N − 1
5
/∈ N.
(a) If N is odd and 4N−15 ∈ N, then (1.5) has [(4N − 1)/5] − N+12 non-radial positive clas-
sical solutions.
(b) If N is odd and 4N−15 /∈ N, then (1.5) has [(4N − 1)/5] − N−12 non-radial classical
positive solutions.
(c) If N is even and 4N−15 ∈N, then (1.5) has [(4N −1)/5]− N2 non-radial classical positive
solutions.
(d) If N is even and 4N−15 /∈ N, then (1.5) has [(4N − 1)/5] − N−22 non-radial classical
positive solutions.
In case (N − 4)(p + 1) < 2N , it is proved in [7] that the (positive) ground state solution
of (1.5) under Navier boundary condition is foliated Schwarz symmetric. Therefore, each pair
(p, l) satisfying (H1)–(H2) from Theorem 1.8, (N − 4)(p + 1) < 2N and with α sufficiently
large, produces a non-radial positive classical solution which is non-rotational equivalent to the
(positive) ground state solution. This analysis helps to restate Remark 6.3 in the same sense that
Theorem 1.7 was restated at Remark 6.2.
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Appendix A. Proofs of Propositions 4.13 and 4.14
Let us start by proving the following proposition.
Proposition A.1. Let N  4 and let l be an integer such that 2N − l  l. Let 2 < p + 1 < 2l ,
where 2l := 2(l + 1)/(l − 3) if l  4 and 2l is any number in the range (2,∞) if l < 4. Set
ql := N − (N − l + 1) 22l . Given α0 >
2lql
2 (see Theorem 1.4), there exists C(p,N, l) > 0 such
that
m,α,l  C(p,N, l)α(N−l−1)
1−p
p+1 +2 p+3p+1 , ∀α  α0, (A.1)
with m,α,l (under both Dirichlet and Navier boundary conditions) as defined by (4.5).
Proof. Let u : RN → R be a regular function such that u(y, z) = u(|y|, |z|) where y =
(y1, . . . , yl), z = (z1, . . . , zN−l ) and x = (y, z). Given such a function u let v(s, t), for s > 0
and t > 0 be the function defined by v(s, t) := u(y, z) with s = |y| and t = |z|. Under these
variables we have
u(x) = vss(s, t)+ l − 1vs(s, t)+ vtt (s, t)+ N − l − 1vt (s, t) =: Luv(s, t).
s t
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w(ρ, θ) := v(ρ cos θ,ρ sin θ), we get
u(x) = wρρ(ρ, θ)+ N − 1
ρ
wρ(ρ, θ)+ 1
ρ2
wθθ (ρ, θ)
+ 1
ρ2
wθ
[
(N − l − 1)cos θ
sin θ
− (l − 1) sin θ
cos θ
]
=: Buw(ρ, θ),
where w is defined in {(ρ, θ): ρ > 0 and 0 < θ < π2 }.
Setting
D := {(s, t) ∈R2: s > 0, t > 0 and s2 + t2 < 1}, A := {(ρ, θ): 0 < ρ < 1, 0 < θ < π
2
}
,
we have ∫
B
|u|2 dx = C
∫
D
∣∣Luv(s, t)∣∣2sl−1tN−l−1 ds dt
= C
∫
A
∣∣Buw(ρ, θ)∣∣2ρN−1H(θ)dρ dθ, (A.2)
where
H(θ) = cosl−1 θ sinN−l−1 θ. (A.3)
In addition, ∫
B
|x|α|u|p+1 dx = C
∫
D
(
s2 + t2) α2 ∣∣v(s, t)∣∣p+1sl−1tN−l−1 ds dt
= C
∫
A
ρα+N−1|w|p+1H(θ)dρ dθ. (A.4)
Set
A˜ =
(
1
4
,
3
4
)
×
(
π
6
,
π
3
)
.
Fix ψ ∈ C∞c (A˜), ψ = 0. For each  > 0 set
w(ρ, θ) = ψ
(
ρ
1
 ,
θ
)
.
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A˜ =
{
(ρ, θ):
(
1
4
)
< ρ <
(
3
4
)
and 
π
6
< θ < 
π
3
}
⊂⊂ A.
Associated with w , for each  > 0, we define u(x) = v(s, t) = w(ρ, θ), with x = (y, z),
s = |y|, t = |z|, s = ρ cos θ and t = ρ sin θ . Then u ∈ Hl for every  > 0.
Now we compute
∫ |u |2 dx
(
∫ |x|α|u |p+1 dx)2/(p+1)
for a suitable value of  to obtain an upper bound of m,α,l .
First observe that from (A.4)
∫
B
|x|α|u |p+1 dx = C
∫
A˜
ρα+N−1
∣∣∣∣ψ(ρ 1 , θ
)∣∣∣∣p+1H(θ)dρ dθ.
Using the change of variables r = ρ 1 and θ = θ
∫
B
|x|α|u |p+1 dx = C
∫
A˜
2r(α+N)−1
∣∣ψ(r, θ)∣∣p+1H(θ)dr dθ.
Now we choose
 = N
α +N (A.5)
and we obtain ∫
B
|x|α|u |p+1 dx = C2
∫
A˜
rN−1
∣∣ψ(r, θ)∣∣p+1H(θ)dr dθ.
Now observe that there exist positive constants C1,C2 such that
C1
N−l−1 H(θ) C2N−l−1, ∀(r, θ) ∈ A˜. (A.6)
Hence, we have∫
|x|α|u |p+1 dx  CN−l+1
∫ ∣∣ψ(r, θ)∣∣p+1rN−1 dr dθ, with  = N
α +N ,B A˜
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a change of variables, just a change of notation)
∫
B
|x|α|u |p+1 dx  CN−l+1
∫
A˜
∣∣ψ(ρ, θ)∣∣p+1ρN−1 dρ dθ, with  = N
α +N . (A.7)
Now, using (A.2), we estimate
∫
B
|u |2 dx = C
∫
A˜
∣∣Buw(ρ, θ)∣∣2ρN−1H(θ)dρ dθ.
Observe that with π6 < θ <
π
3
∣∣Buw(ρ, θ)∣∣2  C[w2ρρ + 1ρ2 w2ρ + 1ρ4 w2θθ + 1ρ4 w2θ
]
.
Hence, using that w(ρ, θ) = ψ(ρ 1 , θ ) and proceeding with steps similar to the ones above we
obtain ∫
B
|u |2 dx  CN−l−3
∫
A˜
[
ψ2ρρ(ρ, θ)ρ
4 +ψ2ρ(ρ, θ)ρ2 +ψ2θθ (ρ, θ)
+ψ2θ (ρ, θ)
]
ρ−1 dρ dθ,  = N
α +N . (A.8)
From (A.7) and (A.8), it follows that there exists C > 0 such that
m,α,l  C
(
α +N
N
)(N−l−1) 1−p
p+1 +2 p+3p+1
 Cα(N−l−1)
1−p
p+1 +2 p+3p+1 , ∀α  α0, (A.9)
since
(N − l − 1)1 − p
p + 1 + 2
p + 3
p + 1 > 0. (A.10)
Observe that (A.10) is a straightforward consequence of
(l − 3)(p + 1) < 2(l + 1) and N − l  l.
Observe also that (l − 3)(p + 1) < 2(l + 1) comes directly from p + 1 < 2l . 
On the other hand the following result also holds.
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where 2l := 2(l + 1)/(l − 3) if l  4 and 2l is any number in the range (2,∞) if l < 4. There
exists α0(p,N) and C(p,N) > 0 such that:
m,α,rad,DBC  C(p,N)α
2
p+1 +3, ∀α  α0(p,N), (A.11)
m,α,rad,NBC  C(p,N)α
2
p+1 +2, ∀α  α0(p,N). (A.12)
Here m,α,rad,DBC and m,α,rad,NBC are as defined by (4.3).
Proof. Let u ∈ Hrad, with Hrad as defined by (4.1). Associated to u, let v be as in Theorem 2.2
and Remark 2.1 such that u(x) = v(|x|). Set  = N
N+α and
w(ρ) = v(exp(−ρ)). (A.13)
So w ∈ C1([0,∞)), w′′ (in the classical sense) exists a.e. in (0,∞) and w(0) = 0. In addition,
v′
(
exp(−ρ))= −−1 exp(ρ)w′(ρ) and
v′′
(
exp(−ρ))= −2 exp(2ρ)[w′′(ρ)+ w′(ρ)]. (A.14)
Now observe that
∫
B
∣∣u(x)∣∣p+1|x|α dx = ωN 1∫
0
∣∣v(t)∣∣p+1tα+N−1 dt
= ωN
∞∫
0
∣∣w(ρ)∣∣p+1 exp(−Nρ)dρ. (A.15)
On the other hand, from (A.14) we have that
∫
B
|u|2 dx = ωN
1∫
0
∣∣∣∣v′′(t)+ N − 1t v′(t)
∣∣∣∣2tN−1 dt
= ωN−3
∞∫
0
∣∣w′′(ρ)− (N − 2)w′(ρ)∣∣2 exp(−(N − 4)ρ)dρ
= ωN−3
∞∫ ∣∣(exp(−(N − 2)ρ)w′(ρ))′∣∣2 exp(Nρ)dρ. (A.16)
0
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B
|u|2 dx
(
∫
B
|u(x)|p+1|x|α dx)2/(p+1)
= ω(p−1)/(p+1)N −(
2
p+1 +3)
∫∞
0 |(exp(−(N − 2)ρ)w′(ρ))′|2 exp(Nρ)dρ
(
∫∞
0
∣∣w(ρ)∣∣p+1 exp(−Nρ)dρ)2/(p+1) . (A.17)
Set
z(ρ) := exp(−(N − 2)ρ)w′(ρ). (A.18)
Then z ∈ C([0,∞)) and z′ exists a.e. in (0,∞). Now the proof splits in two cases.
Case A: Dirichlet boundary condition. Observe that in this case z(0) = 0 and therefore
∣∣w(t)∣∣= ∣∣∣∣∣
t∫
0
w′(s) ds
∣∣∣∣∣=
∣∣∣∣∣
t∫
0
exp
(
(N − 2)s)z(s) ds∣∣∣∣∣
=
∣∣∣∣∣
t∫
0
exp
(
(N − 2)s)( s∫
0
z′(ρ) dρ
)
ds
∣∣∣∣∣.
Using the Cauchy–Schwarz inequality in the inner integral we can estimate
∣∣w(t)∣∣ ( ∞∫
0
∣∣z′(ρ)∣∣2 exp(Nρ)dρ)1/2 t∫
0
exp
(
(N − 2)s)( s∫
0
exp(−Nρ)dρ
)1/2
ds
=
( ∞∫
0
∣∣z′(ρ)∣∣2 exp(Nρ)dρ)1/2 t∫
0
(
exp(2(N − 2)s)− exp((N − 4)s)
N
)1/2
ds

( ∞∫
0
∣∣z′(ρ)∣∣2 exp(Nρ)dρ)1/2(exp(2(N − 2)t)− exp((N − 4)t)
N
)1/2
t.
Therefore
∞∫
0
∣∣w(t)∣∣p+1 exp(−Nt)dt  ( ∞∫
0
∣∣z′(ρ)∣∣2 exp(Nρ)dρ)(p+1)/2
·
∞∫
0
(
exp(2(N − 2)t)− exp((N − 4)t)
N
)(p+1)/2
· tp+1 exp(−Nt)dt. (A.19)
3768 D. Guedes de Figueiredo et al. / Journal of Functional Analysis 261 (2011) 3735–3770Observing that
lim
→0+
exp(2(N − 2)t)− exp((N − 4)t)
N
= t, (A.20)
it follows from (A.18), (A.19) and (A.20) that there exists a constant α0(p,N) > 0
∞∫
0
∣∣w(t)∣∣p+1 exp(−Nt)dt
 2
( ∞∫
0
∣∣(exp(−(N − 2)ρ)w′(ρ))′∣∣2 exp(Nρ)dρ)(p+1)/2 ∞∫
0
t
3(p+1)
2 exp(−Nt)dt (A.21)
for all α > α0(p,N).
Therefore, from (A.17) and (A.21) it follows that there exists a constant C(p,N) > 0 such
that
m,α,rad  C(p,N)−(
2
p+1 +3) = C(p,N)
(
N
N + α
)−( 2
p+1 +3)
 C(p,N)α(
2
p+1 +3), ∀α > α0(p,N).
This finishes the proof of (A.11).
Case B: Navier boundary condition. Observe that in this case z does not necessarily vanish at
zero and therefore the identity z(s) = ∫ s0 z′(ρ) dρ does not necessarily holds. For this reason we
apply z(s) = − ∫∞
s
z′(ρ) dρ instead. So,
∣∣w(t)∣∣= ∣∣∣∣∣
t∫
0
w′(s) ds
∣∣∣∣∣=
∣∣∣∣∣
t∫
0
exp
(
(N − 2)s)z(s) ds∣∣∣∣∣
=
∣∣∣∣∣
t∫
0
exp
(
(N − 2)s)( ∞∫
s
z′(ρ) dρ
)
ds
∣∣∣∣∣.
As in the previous case we use the Cauchy–Schwarz inequality and we obtain
∣∣w(t)∣∣ ( ∞∫
0
∣∣z′(ρ)∣∣2 exp(Nρ)dρ)1/2 t∫
0
exp
(
(N − 2)s)( ∞∫
s
exp(−Nρ)dρ
)1/2
ds
=
( ∞∫ ∣∣z′(ρ)∣∣2 exp(Nρ)dρ)1/2(N)−1/2 t∫ exp( (N − 4)s
2
)
ds.0 0
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∞∫
0
∣∣w(t)∣∣p+1 exp(−Nt)dt
 C(p,N)
( ∞∫
0
∣∣(exp(−(N − 2)ρ)w′(ρ))′∣∣2 exp(Nρ)dρ)(p+1)/2− p+12 (A.22)
for all α > α0(p,N).
Finally, from (A.17) and (A.22) it follows that there exists a constant C(p,N) > 0 such that
m,α,rad  C(p,N)−(
2
p+1 +2) = C(p,N)
(
N
N + α
)−( 2
p+1 +2)
 C(p,N)α(
2
p+1 +2), ∀α > α0(p,N).
This finishes the proof of (A.12). 
End of proofs of Propositions 4.13 and 4.14. Now we just compare some exponents. Proposi-
tion 4.13 is a straightforward consequence of Proposition A.1 and (A.11), since p > 1 and N > l.
Also, the proof of Proposition 4.14 follows from Proposition A.1 and (A.12).
Remark A.3. The change of variables w(ρ) = v(ρ), which has been used in the proof of [29,
Theorem 4.1] to treat (1.6), in place of (A.13) induces
m,α,rad,DBC  C(p,N)α
2
p+1 +2, ∀α  α0(p,N) and
m,α,rad,NBC  C(p,N)α
2
p+1 +2, ∀α  α0(p,N).
This turns out to be our estimate in the case of Navier boundary condition (cf. (A.12)), but weaker
in the case of Dirichlet boundary condition and not sufficient for our purposes.
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