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SISTEM PINTAR PENGECAMAN BENTUK AGREGAT BERASASKAN 
RANGKAIAN NEURAL 
ABSTRAK 
Penghasilan sesebuah konkrit bergantung kepada kandungan agregat (batu baur) yang 
terkandung di dalam konkrit tersebut. Bentuk agregat-agregat yang terdapat di dalam 
konkrit dikatakan mempengaruhi kualiti konkrit yang akan dihasilkan. Agregat yang 
mempunyai bentuk yang dikatakan elok (well-shaped) akan menghasilkan konkrit yang 
bermutu tinggi dengan mengurangkan kadar air kepada simen di dalam konkrit. 
Sebaliknya, bentuk agregat-agregat yang buruk (poor-shaped) selalunya menyebabkan 
penghasilan sesebuah konkrit itu memerlukan kadar air kepada simen yang tinggi. 
Kebiasaannya, kualiti sesebuah konkrit ditentukan dengan mengira kadar peratusan 
kandungan agregat yang elok kepada agregat yang buruk yang terkandung di dalam 
konkrit. Masalah penentuan secara manual ini ialah lambat, terlalu subjektif dan 
memerlukan tenaga buruh yang ramai, sekaligus menyebabkan tidak efektif dan mahal. 
Dalam usaha untuk mengurangkan masalah ini, penyelidikan yang dilakukan telah 
memfokuskan kepada pembangunan sistem pengecaman pintar bentuk agregat 
berasaskan rangkaian neural. Sistem yang dibangunkan menggunakan teknik 
pemprosesan imej digital dan rangkaian neural untuk mengkelaskan bentuk-bentuk 
agregat yang diperolehi kepada dua kategori, "elok" dan "buruk". Sistem ini merangkumi 
dua bahagian utama iaitu pengekstrakan ciri-ciri imej dan pengecaman. Dalam bahagian 
pengekstrakan ciri-ciri imej, ciri-ciri yang dipertimbangkan ialah momen Zernike, momen 
Hu, saiz dan ukurlilit. Pengekstrakan ciri-ciri momen Zernike dan momen Hu dikira 
berdasarkan kepada saiz dan ukurlilit objek. Disebabkan momen Hu peringkat tinggi lebih 
sensitif kepada hingar, maka hanya momen Hu peringkat pertama dan kedua sahaja 
x x 
digunakan. Bagi ciri momen Zernike pula, nilai momen yang digunakan ialah jumlah 
penambahan nilai momen Zernike dari tertib 0 hingga tertib 4 kerana ia memberikan 
keputusan perkelompokan yang lebih baik. Dalam bahagian pengecaman, rangkaian 
neural yang dibangunkan ialah rangkaian hibrid berbilang lapisan perceptron (HMLP). 
Rangkaian tersebut telah dilatih menggunakan algoritma ralat ramalan berulang 
terubahsui (MRPE) dan memberikan prestasi pengecaman sebanyak 85.53%. Ini 
membuktikan sistem pengecaman bentuk agregat secara automatik yang dibangunkan 
berjaya mengkelaskan bentuk-bentuk agregat kepada dua kategori iaitu "elok" dan 
"buruk". Sebagai langkah awal untuk menghasilkan sistem pengecaman bentuk agregat 
mudah alih, sistem pengecaman menggunakan mikro pengawal juga telah dihasilkan dan 
dibuktikan keberkesanan dan kebolehpercayaannya. Sistem pengecaman yang 
berasaskan mikro pengawal ini telah menghasilkan peratus pengecaman yang sama 
nilainya dengan peratus pengecaman yang diperolehi menggunakan komputer peribadi. 
x x i 
INTELLIGENT SHAPE CLASSIFICATION SYSTEM OF AGGREGATE BASED 
ON NEURAL NETWORKS 
ABSTRACT 
Production of concrete depends on the aggregates characteristics. The shape of 
aggregates reflects the quality of concrete produced. The well-shaped aggregates are 
said to produce high quality concrete by reducing water to cement ratio. On the contrary, 
poor-shaped aggregates often require higher water to cement ratio in concrete production. 
Conventionally, the quality of concrete is determined by calculating the ratio of well-
shaped aggregate to poor-shaped aggregate contained in concrete. This procedure is 
slow, highly subjective and laborious, which is inefficient and expensive. In order to 
overcome these problems, this study has been done to focus on the development of an 
Intelligent Shape Classification System of Aggregate Based on Neural Network. The 
developed system use digital image processing technique and neural network to classify 
the aggregates into two categories well-shaped and poor-shaped. The system has two 
main components, the features extraction and classification. In the features extraction 
part, Zernike moment, Hu's moment, area and perimeter have been considered. The 
extractions of Zernike moment and Hu's moment have been calculated based on object's 
mass and boundary. The Hu's moment were selected for first order and second order 
since the higher orders are more sensitive to noise. For Zernike moment, the value used 
was the sum of the moment calculated from order 0 to 4. The Zernike values have been 
combined since it gave the better clustering results. For the classification part, the Hybrid 
Multilayered Perceptron Network (HMLP) has been developed. The network has been 
trained using Modified Recursive Prediction Error (MRPE) and produced classification 
performance as high as 85.53%. This shows that the automatic aggregate classification 
system developed successfully classified the aggregates into two categories, known as 
well-shaped and poor-shaped. As a first step to produce a portable classification system 
of aggregate's shape, a classification system using microcontroller has been developed 
and proven its effectiveness and reliability. This microcontroller based classification 
system produced same classification performance as obtained by personal computer. 
