Introduction
The aim of this paper is to give an inversion theorem for the bilinear Hilbert transform (BHT) defined in appropriate classes of functions and distributions. More precisely, for functions, the product f (x)g(x) is obtained as the inversion of the BHT at Lebesgue points (Theorem 1.1).
In several papers, Lacey and Thiele [4] [5] [6] had studied the continuity of BHT
f (x − y)g(x + αy) dy y , α ∈ R \ {0, −1}, where f ∈ L 2 (R) and g ∈ L ∞ (R), respectively f ∈ L p 1 (R) and g ∈ L p 2 (R), 1 < p 1 , p 2 < ∞. Their main result is the affirmative answer on the Calderon conjecture, first for p 1 = 2, p 2 = ∞ then for p 1 , p 2 ∈ (1, ∞) [5] . Let 2/3 < p = (p 1 p 2 /p 1 + p 2 ) or p 1 = 2, p 2 = ∞ and p = 2. Then their main result is 2 , where C > 0 depends on α, p 1 , p 2 . We refer to ref. [7] and the references therein for the extension of results concerning multi-linear operators given by singular multipliers as well as to ref. [8] for the proof of the same theorem for the bi-Carleson operators.
The bilinear Hilbert transform 
If p = 1, we will use notation A 1 f = A f . Our aim is to prove the following theorem.
where
This theorem is stated in ref. [2] .
Outline of the proof. Since
we have to prove that (1) and (2) tend to zero as
g . For this proof we need an appropriate analysis of p-Lebesgue points. Section 2 is devoted to p-Lebesgue points, Section 3 contains a preparation of Theorem 1.25, in ref. [10, Chapter I] , in the context of BHT and finally, at the end of Section 3, Theorem 1.1 is proved. This theorem is used in the appendix for the the inversion theorem of BHT in the spaces of distributions and ultradistributions.
On p-Lebesgue points
LEMMA 2.1 Let 1 ≤ p 2 ≤ p 1 and x ∈ A p 1 f . Then x ∈ A p 2 f .
Integral Transforms and Special Functions
and this implies the assertion.
Proof We have
For the first integral I we have:
.
So integral I → 0 as r → 0. Integral J also tends to zero as r → 0, according to Lemma 2.1 and we obtain that K tends to zero and that x ∈ A fg .
Since (p 3 /p 1 ) + (p 3 /p 2 ) = 1, for the first integral I we have:
−→ 0 as r −→ 0.
Now we consider
loc . By Lemma 2.1, J → 0 as r → 0 and the Lemma is proved because K → 0 as r → 0. . If we continue this procedure n − 1 times at the last iteration we have 1/q n−2 + 1/p n = 1/q n−1 and again, using Lemma 3 it follows that x ∈ A q n−1 F .
Proof The proof follows by Lemmas 2.4 and 2.2.
An approximation lemma for BHT
Our aim is to prove the following version of Lemma 1.2 Ch.VI in ref. [10] .
For the proof of Lemma 3.1 we need a version of Theorem 1.25, Ch. I in ref. [10] . This is Lemma 3.2:
Proof of Lemma 3.2 First we prove the following assertion: Let δ > 0. Then there exists η > 0 such that
We have
We estimate I 1 as follows:
Substituting αt = u we obtain
Assumptions on f and g imply that the right-hand side tends to zero as r → 0. Similarly for I 2 we have the same inequality because
The last expression tends to zero as r → 0. Thus, Equation (3) is proved.
As in ref. [1, p. 14], we will use the properties of the function ψ. Function ψ is radial (ψ(
, |x| = r then ψ 0 is a decreasing function of |r|. We will use the fact that 
Put
and d 1,− and d 2,− are defined in the same way, for t < 0. Put
and
We will estimate D 1,+ (t) and in the same way one can estimate D 1,− (t). For the estimates of D 2,+ (t) and D 2,− (t) one has to make the decomposition This completes the proof of Theorem 1.1.
