Abstract-Dynamic movement primitives (DMPs) are widely used as movement parametrization for learning robot trajectories, because of their linearity in the parameters, rescaling robustness, and continuity. However, when learning a movement with DMPs, a very large number of Gaussian approximations needs to be performed. Adding them up for all joints yields too many parameters to be explored when using reinforcement learning (RL), thus requiring a prohibitive number of experiments/simulations to converge to a solution with a (locally or globally) optimal reward. In this paper, we address the process of simultaneously learning a DMP-characterized robot motion and its underlying joint couplings through linear dimensionality reduction (DR), which will provide valuable qualitative information leading to a reduced and intuitive algebraic description of such motion. The results in the experimental section not only show that we can effectively perform DR on DMPs while learning, but we can also obtain better learning curves, as well as additional information about each motion: linear mappings relating joint values and some latent variables.
I. INTRODUCTION

M
OTION learning by a robot may be implemented in a similar way to how humans learn to move. An initial coarse movement is learned from a demonstration and then rehearsed, performing some local exploration to adapt and possibly improve the motion (see Fig. 1 for the target task to be learned by a dual-arm robot from human demonstrations).
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Digital Object Identifier 10.1109/TRO.2018.2808924 Such muscle synergies lead to a drastic reduction in the number of DoF, which allows humans to learn and easily remember a wide variety of motions. For most current robots, the relation between actuators and joints is more direct than in humans, usually linear, as in Barrett's whole arm manipulator (WAM) robot.
Learning robotic skills is a difficult problem that can be addressed in several ways. The most common approach is learning from demonstration, in which the robot is shown an initial way of solving a task, and then tries to reproduce, improve, and/or adapt it to variable conditions. The learning of tasks is usually performed in the kinematic domain by learning trajectories [2] , [3] , but it can also be carried out in the force domain [4] - [6] .
A training dataset is often used in order to fit a relation between an input (experiment conditions) and an output (a good behavior of the robot). This fitting, which can use different regression models such as Gaussian mixture models [7] , is then adapted to the environmental conditions in order to modify the robot's behavior [8] . However, reproducing the demonstrated behavior and adapting it to new situations does not always solve a task optimally, thus, reinforcement learning (RL) is also being used, where the solution learned from a demonstration improves through exploratory trial-and-error. RL is capable of finding better solutions than the one demonstrated to the robot. These motor/motion behaviors are usually represented with movement primitives (MPs), parameterized trajectories for a robot that can be expressed in different ways, such as splines, Gaussian mixtures [9] , probability distributions [10] , or others. A desired trajectory is represented by fitting certain parameters, which can then be used to improve or change it, while a proper control (a computed torque control [11] , for example) tracks this reference signal.
Among all MPs, the most used ones are dynamic MPs (DMPs) [12] , [13] , which characterize a movement or trajectory by means of a second-order dynamical system. The DMP representation of trajectories has good scaling properties w.r.t. trajectory time and initial/ending positions, has an intuitive behavior, does not have an explicit time dependence, and is linear in the parameters, among other advantages [12] . For these reasons, DMPs are being widely used with policy search (PS) RL [14] - [16] , where the problem of finding the best policy (i.e., MP parameters) becomes a case of stochastic optimization. Such PS methods can be gradient-based [16] , based on expectation-maximization (EM) approaches [15] , can also use information-theoretic approaches like relative entropy PS (REPS) [17] , [18] or be based on optimal control theory, as for the case of policy improvement with path integrals (PI2) [19] - [21] . All these types of PS try to optimize the policy parameters θ, which in our case will include the DMPs' weights, so that an expected reward J(θ) is maximal, i.e., θ * = argmax θ J(θ). After each trajectory reproduction, namely rollout, the reward/cost function is evaluated and, after a certain number of rollouts, used to search for a set of parameters that improves the performance over the initial movement.
These ideas have resulted in algorithms that require several rollouts to find a proper policy update. In addition, to have a good fitting of the initial movement, many parameters are required, while we want to have few in order to reduce the dimensionality of the optimization problem. When applying learning algorithms using DMPs, several aspects must be taken into account: 1) Model availability: RL can be performed through simulation or with a real robot. The first case is more practical when a good simulator of the robot and its environment is available. However, in the case of manipulation of nonrigid objects or, more generally, when accurate models are not available, reducing the number of parameters, and rollouts is critical. Therefore, although model-free approaches like deep RL [22] could be applied in this case, they require large resources to successfully learn motion. 2) Exploration constraints: Certain exploration values might result in dangerous motion of the real robot, such as strong oscillations and abrupt acceleration changes. Moreover, certain tasks may not depend on all the degrees of freedom (DoF) of the robot, meaning that the RL algorithm used might be exploring motions that are irrelevant to the task, as we will see later. 3) Parameter dimensionality: Complex robots still require many parameters for a proper trajectory representation. The number of parameters needed strongly depends on the trajectory length or speed. In a 7-DoF robot following a long 20-s trajectory, the use of more than 20 Gaussian kernels per joint might be necessary, thus, having at least 140 parameters in total. A higher number of parameters will usually allow for a better fitting of the initial motion characterization, but performing exploration for learning with such a high-dimensional space will result in a slower learning. Therefore, there is a tradeoff between better exploitation (many parameters) and efficient exploration (fewer parameters). For these reasons, performing dimensionality reduction (DR) on the DMPs' DoF is an effective way of dealing with the tradeoff between exploitation and exploration in the parameter space to obtain a compact and descriptive projection matrix that helps the RL algorithm to converge faster to a (possibly) better solution. Additionally, PS approaches in robotics usually have few sample experiments to update their policy. This results in policy updates where there are less samples than parameters, thus, providing solutions with exploration covariance matrices that are rank-deficient (note that a covariance matrix obtained by linear combination of samples cannot have a higher rank than the number of samples itself). These matrices are usually then regularized by adding a small value to the diagonal so the matrix remains invertible. However, this procedure is a greedy approach, since the unknown subspace of the parameter space is given a residual exploration value. Therefore, performing DR in the parameter space results in the elimination of unexplored space. On the contrary, if such DR is performed in the DoF space, the number of samples is larger than the DoF of the robot and, therefore, the elimination of one degree of freedom of the robot (or a linear combination of them) will not affect such unexplored space, but rather a subspace of the DoF of the robot that has a negligible impact on the outcome of the task.
Other works [23] - [25] proposed DR techniques for MP representations. In our previous work [26] , we showed how an iterative DR applied to DMPs, using policy reward evaluations to weight such DR could improve the learning of a task, and [27] used weighted maximum likelihood estimations to fit a linear projection model for MPs.
In this paper, our previous work [26] is extended with a better reparametrization after DR, and generalized by segmenting a trajectory using more than a single projection matrix. The more systematic experimentation in three settings shows their clear benefits when used for RL. After introducing some preliminaries in Section II, we will present the alternatives to reduce the parameter dimensionality of the DMP characterization in Section III, focusing on the robot's DoF. Then, experimental results with a simulated planar robot, a single 7-DoF WAM robot, and a bimanual task performed by two WAM robots will be discussed in Section IV, followed by conclusion and future work prospects in Section V.
II. PRELIMINARIES
Throughout this work, we will be using DMPs as motion representation and REPS as PS algorithm. For clarity of presentation, we first introduce the basic concepts we will be using throughout this paper.
A. Dynamic MPs
In order to encode robot trajectories, DMPs are widely used because of their adaptability. DMPs determine the robot commands in terms of acceleration witḧ 
where With this motion representation, the robot can be taught a demonstration movement, to obtain the weights ω of the motion by using least squares or maximum likelihood techniques on each joint j separately, with the values of f isolated from (1).
B. Learning an Initial Motion From Demonstration
A robot can be taught an initial motion through kinesthetic teaching. However, in some cases, the robot might need to learn an initial trajectory distribution from a set of demonstrations. In that case, similar trajectories need to be aligned in time. In the case of a single-demonstration, the user has to provide an arbitrary initial covariance matrix Σ ω for the weights distribution with a magnitude providing as much exploration as possible while keeping robot behavior stable and safe. In the case of several demonstrations, we can sample from the parameter distribution, increasing the covariance values depending on how local we want our PS to be.
Given a set of taught trajectories τ 1 , ..., τ N k , we can obtain the DMP weights for each one and fit a normal distribution ω ∼ N (μ ω , Σ ω ), where Σ ω encodes the time-dependent variability of the robot trajectory at the acceleration level. To reproduce one of the trajectories from the distribution, the parameter distribution can be sampled, or tracked with a proper controller that matches the joint time-varying variance, as in [28] .
This DMP representation of a demonstrated motion will then be used to initialize an RL process, so that after a certain number of reproductions of the trajectory (rollouts), a cost/reward function will be evaluated for each of those trajectories, and a suitable RL algorithm will provide new parameters that represent a similar trajectory, with a higher expected reward.
C. Policy Search
Along this work, we will be using REPS as PS algorithm. REPS [17] , [18] finds the policy that maximizes the expected 
where ω are the parameters of a trajectory, R(ω) their reward, and π(ω) is the probability, according to the policy π, of having such parameters. For DMPs, the policy π will be represented by μ ω and Σ ω , generating sample trajectories ω. Solving this constrained optimization problem provides a solution of the form
where η is the solution of a dual function (see [17] for details on this derivation). Having the value of η and the rewards, the exponential part in (4) acts as a weight to use with the trajectory samples ω k in order to obtain the new policy, usually with a Gaussian weighted maximum likelihood estimation. Table I shows a list of the parameters and variables used throughout this paper; those related to the coordination matrix will be introduced in the following section.
III. DMP COORDINATION
In this section, we will describe how to efficiently obtain the joint couplings associated to each task during the learning process, in order to both reduce the dimensionality of a problem, as well as obtaining a linear mapping describing a task. In [30] , a coordination framework for DMPs was presented, where a robot's MPs were coupled through a coordination matrix, which was learned with an RL algorithm. Kormushev et al. [31] worked in a similar direction, using square matrices to couple d primitives represented as attractor points in the task space domain.
We now propose to use a not necessarily square coordination matrix in order to decrease the number of actuated DoF and, thus, reduce the number of parameters. To this purpose, in (1) we can take
for each timestep t, Ω being a (d × r) matrix, with r ≤ d a reduced dimensionality, Ψ T t = I r ⊗ g, similarly as in the previous section, and ω is an (rN f )-dimensional vector of motion parameters. Note that this representation is equivalent to having r MPs encoding the d-dimensional acceleration command vector f (x). Intuitively, the columns of Ω represent the couplings between the robot's DoF.
The DR reduction in (5) is preferable to a DR on the DMP parameters themselves for numerical reasons. If such DR would be performed as f (x t ) = Ψ T tΩ ω, thenΩ would be a high-dimensional matrix but, more importantly, the number of rollouts per policy update performed in PS algorithms would determine the maximum dimension of the explored space as a subspace of the parameter space, leaving the rest of such parameter space with zero value or a small regularization value at most. In other words, performing DR in the parameter space requires N f times more rollouts per update to provide full information than performing such DR in the joint space.
In order to learn the coordination matrix Ω, we need an initial guess and also an algorithm to update it and eliminate unnecessary DoF from the DMP, according to the reward/cost obtained. Within this representation, we can assume that the probability of having certain excitation values
Along this section we will first present the initialization of such coordination matrices in Section III-A, and how they can be updated with a reward-aware procedure in Section III-B. Additionally, Section III-C presents ways of eliminating robot DoF irrelevant for a certain task, and in Section III-E, we present a multiple coordination matrix framework to segment a trajectory so as to use more than one projection matrix. Finally, we consider some numerical issues in Section III-F and a summary in Section III-G.
A. Obtaining an Initial Coordination Matrix With Principal Component Analysis (PCA)
In this section, we will explain how to obtain the coordination motion matrices while learning a robotic task, and how to update them. A proper initialization for the coordination matrix Ω is to perform a PCA over the demonstrated values of f [see Eq (1)]. Taking the matrix F of all timesteps f t in (5), of size (d × N t ), for the d DoF and N t timesteps as
f de being the average over each joint component of the DMP excitation function, for the demonstrated motion (de subindex).
Then we can perform singular value decomposition (SVD), obtaining
pca . Now having set r < d as a fixed value, we can take the r eigenvectors with the highest singular values, which will be the first r columns of
as coordination matrix in (5), having a reduced set of DoF of dimension r, which activate the robot joints (dimension d), minimizing the error in the reprojection
F rob , with Σ the part of Σ pca corresponding to the first r singular values.
Note that this DR does not take any reward/cost function into consideration, so an alternative would be to start with a full-rank coordination matrix and progressively reduce its dimension, according to the costs or rewards of the rollouts. In the next section, we will explain the methodology to update such coordination matrix while also reducing its dimensionality, if necessary.
B. Reward-Based Coordination Matrix Update (CMU)
In order to tune the coordination matrix once initialized as described in Section III-A, we assume that we have performed N k reproductions of motion, namely rollouts, obtaining an excitation function f
.N t , and DoF j = 1..d. Now having evaluated each of the trajectories performed with a cost/reward function, we can also associate a relative weight P k t to each rollout and timestep as it is done in PS algorithms such as PI2 or REPS. We can then obtain a new d × N t matrix F co with the excitation function on all timesteps defined as
which contains information of the excitation functions, weighted by their relative importance according to the rollout result. A new coordination matrix Ω can be obtained by means of PCA. However, when changing the coordination matrix, we then need to reevaluate the parameters {μ ω , Σ ω } to make the trajectory representation fit the same trajectory. To this end, given the old distribution (represented with a hat) and the one with the new coordination matrix, the excitation functions distributions, excluding the system noise, arê
We then represent the trajectories as a single probability distribution over f using (6)
where O = I N t ⊗ Ω, and
..
whereÔ = I N t ⊗Ω, andΨ is built in accordance to the value of r in case the dimension has changed, as it will be seen later.
To minimize the loss of information when updating the distribution parameters μ ω and Σ ω , given a new coordination matrix, we can minimize the KL divergence betweenp ∼ N (μ ω ,Σ ω )
and † representing the Moore-Penrose pseudoinverse operator. This reformulation is done so that we have two probability distributions with the same dimensions, and taking into account that the KL divergence is not symmetric, using f t as an approximation off t .
As the KL divergence for two normal distributions is known [32] , we have
Now, differentiating w.r.t. μ ω and w.r.t. (MΣ ω M T ) −1 , and setting the derivative to zero to obtain the minimum, we obtain
Minimizing the KL divergence provides the solution with the least loss of information, in terms of probability distribution on the excitation function.
C. Iterative Dimensionality Reduction (IDR)
In RL, the task the robot tries to learn does not always necessarily depend on all the DoF of the robot. For example, if we want to track a Cartesian xyz position with a 7-DoF robot, it is likely that some DoF, which mainly alter the end-effector's orientation, may not affect the outcome of the task. However, these DoF are still considered all through the learning process, causing unnecessary motions that may slow down the learning process or generate a final solution in which a part of the motion was not necessary.
For this reason, the authors claim that the main use of a coordination matrix should be to remove those unnecessary DoF, and the coordination matrix, as built in Section III-B, can easily provide such result. Given a threshold η for the ratio of the maximum and minimum singular values of F new co defined in (9), (16)- (17) we can discard the last column of the coordination matrix if those singular values verify σ 1 /σ r > η.
In Algorithm 1, we show the process of updating and reducing the coordination matrix, where the parameter α is a filtering term, in order to keep information from previous updates.
D. DR in the Parameter Space (pDR-DMP)
While most approaches found in the literature perform DR in the joint space [25] - [27] , for comparison purposes we also derived DR in the parameter space. To do so, the procedure is equivalent to that of the previous subsections, with the exception that now the parameter r disappears and we introduce the parameter M f ≤ dN f , indicating the total number of Gaussian parameters used. Then, (5) becomes
with Ψ T t being a (d × dN f ) matrix of Gaussian basis functions, as detailed in Section II and Ω being a (dN f × M f ) matrix with the mappings from a parameter space of dimension M f to the whole DMP parameter space. The DMP weight vector ω now has dimension M f . In order to initialize the projection matrix Ω, we have to take the data matrix in (7), F, knowing that
which can be expressed as a least-squares minimization problem as
where † represents the pseudoinverse matrix. We can then obtain the projection matrix Ω by performing PCA in (20) . Note that, in order to fit the matrix Ω (dN f × M f ), we need at least a number of timesteps N t > M f .
E. Multiple Coordination Matrix Update (MCMU)
Using a coordination matrix to translate the robot DoF into others more relevant to task performance may result in a too strong linearization. For this reason, multiple coordination matrices can be built in order to perform a coordination framework that uses different mappings throughout the trajectory. In order to do so, we will use a second layer of N s Gaussians and build a coordination matrix Ω s for each Gaussian s = 1..N s , so that at each timestep the coordination matrix Ω t will be an interpolation between such constant coordination matrices Ω s . To compute such an approximation, linear interpolation of projection matrices does not necessarily yield robust result. For that reason, given the time t and the constant matrices Ω s , we compute
where φ s , s = 1..N s are equally distributed Gaussians in the time domain, and . F is the Frobenius norm. A new Gaussian basis function set is used in order to independently choose the number of coordination matrices, as the number of Gaussian kernels for DMPs is usually much larger than the number needed for linearizing the trajectory in the robot's DoF space. Such number N s can then be freely set, according to the needs and variability of the trajectory. The optimization cost is chosen for its similarity with the covariance terms of the KL divergence, and if we use the number of DoF of the robot d as a factor in the equation and the matrices Ω s are all orthonormal, then the optimal solution is a linear combination of such matrices
Note that ϕ t s acts as an activator for the different matrices, but it is also used to distribute the responsibility for the acceleration commands to different coordination matrices in the newly computed matrix F s co . Then we can proceed as in the previous section, with the exception that we will compute each Ω s independently by using the following data for fitting:
and use the following excitation function in (1):
Note that, in (24), F s co will probably have columns entirely filled with zeros. We filtered those columns out before performing PCA, while an alternative is to use ϕ as weights in a weighted PCA. Both approaches have been implemented and show a similar behavior in real-case scenarios. Now, changing the linear relation between the d robot's DoF and the r variables encoding them within a probability distribution [see (6) ] requires to update the covariance matrix in order to keep it consistent with the different coordination matrices. In this case, as Ω is varying, we can reproject the weights similarly as in (10)- (17), by using
for the new values of r, Ω s , ∀s, compared to the previous values (now denoted with a hat). We can then use (16) and (17) to recalculate μ ω and Σ ω .
F. Numerical Issues of a Sum of Two Coordination Matrices 1) Orthogonality of Components and Locality:
When using (23) to define the coordination matrix, we are in fact doing a weighted sum of different coordination matrices Ω s , obtaining a matrix whose jth column is the weighted sum of the jths columns of the N s coordination matrices. This operation would not necessarily provide a matrix with its columns pairwise orthonormal, despite all the Ω s having that property. Nevertheless, such orthonormality property is not necessary, other than to have an easier-to-compute inverse matrix. The smaller the differences between consecutive coupling matrices, the closer to an orthonormal column-wise matrix we will obtain at each timestep. From this fact, we conclude that the number of coupling matrices has to be fitted to the implicit variability of the task, so as to keep consecutive coordination matrices relatively similar.
2) Eigenvector Matching and Sign: Another issue that may arise is that, when computing the SVD, some algorithms provide ambiguous representations in terms of the signs of the columns of the matrix U pca in Section III-A. This means that it can be the case of two coordination matrices, Ω 1 and Ω 2 , having similar columns with opposite signs, the resulting vector being a weighted difference between them, which will then translate into a computed coupling matrix Ω t obtained through (23) with a column vector that only represents noise, instead of a joint coupling.
It can also happen that consecutive coordination matrices Ω 1 , Ω 2 have similar column vectors but, due to similar eigenvalues coming from the SVD, their column order becomes different.
Because of these two facts, a reordering of the coupling matrices Ω s has to be carried out, as shown in Algorithm 2. In such algorithm, we use the first coordination matrix Ω 1 as a reference and, for each other s = 2..N s , we compute the pairwise column dot product of the reference Ω 1 and Ω s . We then reorder the eigenvectors in Ω s and change their signs according to the dot products matrices.
G. Variants of the DR-DMP Method
To sum up the proposed DR methods for DMPs (DR-DMP and IDR) with variable dimension described in this section, we 
Iterative DR while recalculating multiple Ω s EM DR-DMP(r) DR with EM as in [27] 
DR in the parameter space as in Section III-D 
list their names and initializations in Tables II and III, which show their descriptions and usages. In Table III , PCA(r) represents principal component analysis keeping the r eigenvectors with the largest singular values (see Section III-A). N s − PCA(r) is used to represent the computation of N s PCA approximations and coordination using equally initialized weights in (24) . The CMU algorithm is defined in Algorithm 1, and its MCMU variant in Section III-E. EM DR-DMP(r) represents the adaptation of the work in [27] to the DMPs. Finally, IDR-DMP is used to denote the iterative DR as described in Section III-C, either with one coordination matrix, IDR-DMP CMU (r), or N s coordination matrices, IDR-DMP MCMU (N s , r) .
IV. EXPERIMENTATION
To assess the performance of the different algorithms presented throughout this paper, we performed three experiments. An initial one consisting of a fully simulated 10-DoF planar robot (Experiment 1 in Section IV-A), a simulated experiment with 7-DoF real-robot data initialization (Experiment 2 in Section IV-B) and a real-robot experiment with two coordinated 7-DoF robots (Experiment 3 in Section IV-C). We set a different reward function for each task, according to the nature of the problem and based on similar examples in the literature [14] . Different variants of the proposed latent space DMP representation have been tested, as well as an EM-based approach [27] adapted to the DMPs. We used episodic REPS in all the experiments and, therefore, time-step learning methods like [25] were not included in the experimentation. The application of the proposed methods does not depend on the REPS algorithm, as they can be implemented with any PS procedure using Gaussian weighted maximum likelihood estimation for reevaluating the policy parameters, such as for example PI2 [19] - [21] .
A. 10-DoF Planar Robot Arm Experiment
As an initial learning problem for testing, we take the planar arm task used as a benchmark in [20] , where a d-dimensional planar arm robot learns to adapt an initial trajectory to go through some via-points.
1) Initialization and Reward Function:
Taking d = 10, we generated a minimum jerk trajectory from an initial position to a goal position. As a cost function, we used the Cartesian positioning error on two via-points. The initial motion was a min-jerktrajectory for each of the 10 joints of the planar arm robot, with each link of length 1 m, from an initial position q j (t = 0) = 0 ∀j, to the position q j (t = 1) = 2π/d [see Fig. 2(a) ]. Then, to initialize the trajectory variability, we generated several trajectories for each joint by adding
where A a ∼ N (0, 1 4d ), and obtained trajectories from a distribution as those shown for one joint in Fig. 2(b) . We used those trajectories to initialize μ ω and Σ ω .
The task to learn is to modify the trajectory so as to go through N v = 2 via points along the trajectory. As a reward function for the experiments, we used R = t r t , where r t is the reward at time-step t defined as (27) which is a weighted sum of an acceleration command and a via-points error; x t , x v being the Cartesian trajectory point and via-point coordinates for each of the 1..N v via-points. This cost function penalizes accelerations in the first joints, which move the whole robot. As algorithmic parameters, we used a bound on the KL-divergence of 0.5 for REPS, and a threshold η = 50 for the ratio of the maximum and minimum singular values for DR in Algorithm 1. We used REPS for the learning experiment for a fixed dimension (initially set to a value r = 1..10), and starting with r = 10 and letting the algorithm reduce the dimensionality by itself. We also allowed for an exploration outside the linear subspace represented by the coordination matrix (noise added to the ddimensional acceleration commands in simulation) following noise ∼ N (0, 0.1).
2) Results and Discussion: After running the simulations, we obtained the results detailed in Table IV , where the mean and its 95% confidence interval variability are shown (through 20 runs for each case). An example of solution found can be seen in Fig. 2(c) , where the initial trajectory has been adapted so as to go through the marked via-points. The learning curves for those DR-DMP variants considered of most interest in Table IV are also shown in Fig. 2(d) .
In Table IV we can observe that: 1) using two coordination matrices yields better results than using one; except for the case of a fixed dimension set to 10, where the coupling matrices would not make sense as they would have full rank; 2) among all the fixed dimensions, the one showing the best results is r = 2, which is indeed the dimension of the implicit task in the Cartesian space; 3) the variable-dimension iterative method produces the best results.
B. 7-DoF WAM Robot Circle-Drawing Experiment
As a second experiment, we kinesthetically taught a real robot-a 7-DoF Barrett's WAM robot-to perform a threedimensional (3-D) circle motion in space.
1) Initialization and Reward Function:
We stored the realrobot data obtained through such kinesthetic teaching and a plot of the end-effector's trajectory together with the closest circle can be seen in Fig. 3(a) .
Using REPS again as PS algorithm with KL = 0.5, 10 simulated experiments of 200 policy updates consisting of 20 rollouts each were performed, reusing the data of up to the previous 4 epochs. Using the same REPS parameters, we ran the learning experiment with N f = 15 Gaussian basis per DoF, and one constant coordination matrix Ω and dif- DR-DMP variants for several reduced dimensions after the indicated number of updates, using 1 or 2 coordination matrices, were tested. Fig. 3 . 7-DoF WAM robot circle-drawing experiment. (a) End-effector's trajectory (blue) resulting from a human kinesthetically teaching a WAM robot to track a circle and closest circle in the three-dimensional Cartesian space (green), which is the ideal trajectory; in black, one of the best solutions obtained through learning using DR-DMP. (b) Learning curves showing mean and 95% confidence intervals for some of the described methods.
ferent dimensions r = 1..7, namely DR-DMP 0 (r). We also ran the experiment updating the coordination matrix of constant dimension after each epoch, DR-DMP CMU (r). Similarly, we ran the learning experiments with N s = 3 coordination matrices: With constant coordination matrices initialized at the first iteration, DR-DMP 0 MCMU (3, r), and updating the coordination matrices at every policy update, DR-DMP MCMU (3, r) . We also ran the iterative DR with N s = 1 coordination matrix, IDR-DMP CMU , and with N s = 3 matrices, IDR-DMP MCMU (3) . We then implemented and tested a weighted EM approach for linear DR with an expression equivalent to that found in [27] , where DR was applied to the forcing term f , with one coordination matrix and a fixed number for the reduced dimension r, EM DR-DMP(r). Finally, we added to the comparison the pDR-DMP(M f ) variant described in Section III-D, using M f = 15 · 1, ..., 6, an equivalent number of Gaussian kernels as for the DR-DMP(r) method with r = 1, ..., 6.
As a reward function, we used
where r circle is the minimum distance between the circle and each trajectory point, q 2 is the squared norm of the acceleration at each trajectory point, and α = 1 5·10 6 is a constant so as to keep the relative weight of both terms in a way the acceleration represents a value between 10% and 20% of the cost function.
2) Results and Discussion: The results shown in Table V have the mean values throughout the 10 experiments, and their confidence intervals with 95% confidence. Fig. 3(b) shows the learning curves for some selected methods. Using the standard DMP representation as the benchmark for comparison, with r = 7 as fixed dimension (see first row in Table V) , we can say the following. 1) Using N s = 3 coordination matrices yields significantly better results than using only one. N s = 3 with a single dimension results in a final reward of −0.010 ± 0.008, the best obtained throughout all experiments. 2) It is indeed better to use a CMU with automatic DR than to use the standard DMP representation. Additionally, it provides information on the true underlying dimensionality of the task itself. In the considered case, there is a significant improvement from r = 4 to r = 3, given that the reward does not take orientation into account and, therefore, the task itself lies in the 3-D Cartesian space. Moreover, the results indicate that a 1-D representation can be enough for the task. 3) Fixing the dimension to 1 leads to the best performance results overall, clearly showing that smaller parameter dimensionality yields better learning curves. It is to be expected that, given a 1-D manifold of the Cartesian space, i.e., a trajectory, there exists a 1-D representation of such trajectory. Our approach seems to be approaching such representation, as seen in black in Fig. 3(a) . 4) Both DR-DMP CMU (r) and DR-DMP MCMU (3, r) provide a significant improvement over the standard DMP representation, DR-DMP 0 (r). This is specially noticeable for r ≤ 3, where the final reward values are much better as seen in Fig. 4 . Additionally, the convergence speed is also significantly faster for such dimensions, as the 10 updates column in Table V shows. 5) EM DR-DMP(r) shows a very fast convergence to highreward values for r = 4, 5, 6 but the results for smaller dimensions show a premature convergence too far from optimal reward values. 6) All pDR-DMP(M f ) methods display a very similar performance, regardless of the number M f of parameters taken. They also present a greedier behavior, in the sense of reducing the exploration covariance Σ ω faster given the difficulties in performing DR with limited data on a high-dimensional space. In order for this alternative to work, M f must verify that M f < N t and M f should also be smaller than the number of samples used for the policy update (note that a reuse of the previous samples is also performed).
C. 14-DoF Dual-Arm Clothes-Folding Experiment
As a third experiment, we implemented the same framework on a dual-arm setting consisting of two Barrett's WAM robots, aiming to fold a polo shirt as seen in Fig. 1 .
1) Initialization and Reward Function:
We kinesthetically taught both robots to jointly fold a polo shirt, with a relatively wrong initial attempt as shown in Fig. 5(a) . Then we performed 3 runs consisting of 15 policy updates of 12 rollouts each (totaling 180 real-robot dual-arm motion executions for each run), with a reuse of the previous 12 rollouts for the PS update. We ran the standard method and the automatic DR for both N s = 1 and N s = 3. This added up to a total of 540 real robot executions with the dual-arm setup.
The trajectories were stored in Cartesian coordinates, using 3 variables for position and 3 more for orientation, totaling 12 DoF and, with 20 DMP weights per DoF, adding up to 240 DMP parameters. Additionally, an inverse kinematics algorithm was used to convert Cartesian position trajectories to joint trajectories, which then a computed-torque controller [33] would compliantly track.
As reward, we used a function that would penalize large joint accelerations, together with an indicator of how well the polo shirt was folded. To do so, we used a rooftop-placed Kinect camera to generate a depth map with which to evaluate the resulting wrinkleness of the polo. Additionally, we checked its rectangleness by color-segmenting the polo on the table and fitting a rectangle with the obtained result [see Fig. 5(a) ]. Therefore, the reward function used was
where R acceleration is a term penalizing large acceleration commands at the joint level, R color has a large penalizing value if the result after the motion does not have a rectangular projection on the table [see Fig. 5(a) ], expressed as and it is computed using the code available from [34] .
2) Results and Discussion: Despite the efforts of the authors to reduce the variability of results w.r.t. environmental uncertainties, a slightest variation of the setup would change the outcome. The initial exact configuration of a garment hanging from two grasping points at the moment of starting the motion is hard to repeat with precision. We ran the initial attempt with the same DMP parameters [shown in Fig. 5(a) and (b)] 20 times with no exploration, yielding a mean and a standard deviation for the vision terms of the reward function of R depth = 0.473 ± 0.029 and R color= 0.799 ± 0.088. This uncertainty increased with exploration, resulting in slower learning curves than initially expected. Nonetheless, the resulting learning curves obtained from the experiments and displayed in Fig. 5(c) and Table VI show the following results.
1) The standard representation of DMPs, with 240 parameters, leads to a long transient period of very small improvement, specially between epochs 4 and 10. This is due to the large number of parameters w.r.t. the number of rollouts performed. 2) The automatic DR with N s = 1 algorithm presents a better and more stable improvement behavior. Ending with a reduced dimension of r = 6, reduces the dimensionality in the parameter space down to 120 parameters which, specially in the early stages, allows to keep improving over epochs.
3) The automatic DR with N s = 3 algorithm, IDR-DMP (3, 12) ending with a dimensionality of r = 4, meaning 80 DMP weights-a third of those in the standard methodhas a quicker learning at the early epochs, thanks to being able to quickly eliminate unnecessary exploration. The rewards for the three tested methods are shown with the average over rollouts and their standard deviation at each epoch.
After a certain number of iterations, the IDR-DMP(3) algorithm ends with a very similar result to that of IDR-DMP(1). A video showing some snapshots of this experiment is provided in the Supplementary Material. In such video, we can also see the complexity of the task itself as some humans struggle to correctly fold a polo shirt. Our method allows a dual-arm robot to improve its folding skill from an initial faulty demonstration.
Additionally, Fig. 5(d) shows a graphical interpretation of the three coordination matrices obtained by the IDR-DMP(3) method. Darker areas indicate a higher correlation than lighter ones. Knowing that within each 12 × 4 matrix the columns on the left are more relevant, some symmetries can be readily observed. For example, the z component appears very similar for both robot arms. The x and y components for the two arms show a barely symmetric pattern, which could presumably had been stronger if the arms had been placed in a perfectly symmetric configuration, which was not the case (see Fig. 1 ). We see this as a promising avenue for future research, namely to analyze ways of imposing symmetry constraints on either the motion of the two arms or the coordination matrices themselves so as to both speed up learning and improve solution quality.
V. CONCLUSION
Using DMPs as motion characterization for robot learning leads to a kind of exploration versus exploitation tradeoff (i.e., learning speed versus solution quality). Such tradeoff meaning that a good fitting of the initial trajectory yields too many parameters to effectively perform PS to improve the robot behavior, while too few parameters allows for faster improvements, but limit the optimality of the solution found after learning.
Throughout this paper, we proposed different ways to perform task-oriented linear DR of DMPs characterizations of motion. Such approaches help reduce the parameter dimensionality, allowing for faster convergence, while still keeping good optimality conditions.
We presented an algorithm to update the linear DR projection matrix with a task-related weighting in Section III-B, so that it better adapts to the directions expected to provide the most gain in performance in the following steps. In Section III-C, we showed how to remove unnecessary parameters from the trajectory representation, by discovering couplings between the robot's DoF and removing the redundant ones. Both these approaches were combined and extended to use several projection matrices in Section III-E, yielding improved behavior.
The results of the experiments performed (the fully simulated, the hybrid real-data simulated, and the dual-arm real-robot experiment) clearly show the advantages of using DR for improving PS results with DMP motion characterizations.
In general, when fitting a robot motion with a certain parametrized MP, it is common to have some overfitting that might result in meaningless exploration when learning. Such overfitting might be useful to have a wider range of exploration in early stages, but quickly eliminating it shows a significant improvement in the learning process of robotic skills.
Additional EM derivations [27] were tested for such linear DR, but those showed a more greedy behavior in the policy updates, resulting in premature convergence. Moreover, handcrafting a reward function may not always be possible, it is often unsatisfactory and might lead to unexpected solutions. To overcome this shortcoming, inverse RL may be used to infer a reward function for a certain task under some expertise assumptions on the demonstrated motions to the robot [35] , and future developments of this work will go in this direction. Another direction of future work is to automatically decide the number of coordination matrices N s , defined in Section III-E, which has been arbitrarily set along this paper. A study of the complexity of trajectories and their piecewise linearity might lead to an accurate estimation of the number of such matrices. Finally, the analysis of the obtained coordination matrices Ω for the dual-arm experiment unraveled the possibility of exploiting task symmetries to both speed up learning and improve solution quality, which seems also a promising idea to explore.
