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Abstract
We study closed string one-loop amplitudes in string theory, in
particular the average mass shift for states at given mass and Neveu-
Schwarz charges. Our analysis is based only on well-defined string
amplitudes and the exploitation of symmetries and unitarity proper-
ties of the torus amplitudes.
We obtain the result ∆M2 = −g2sM2+
3−D
2 in D space-time di-
mensions for the average closed string mas-shift (∆M2 = −g2s(M2 −
Q2)1+
3−D
4 for states with non-zero Neveu-Schwarz charges Q). An
interesting picture of one-loop corrections for the string in non - su-
persymmetric configurations comes out: the dominant interactions
responsible for these corrections are of long-range type (namely gravi-
tational) and it appears that perturbations theory is generally reliable
on the spectrum of massive string states.
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1 Introduction
String theory is a promising candidate for a quantum theory of gravity and
all the fundamental interactions. One of its appealing features is that a
perturbative expansion is possible and formally well-defined. Nonetheless,
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in fact very few is know in detail, already at the level of one-loop string
amplitudes.
Knowledge of one-loop corrections (mass shifts) is of great importance
both for fundamental aspects of the theory and for applications in the absence
of a protection mechanism against renormalization such as supersymmetry.
At the fundamental level it can confirm or question the reliability of the
formal expansion in powers of the string coupling, and better shape the region
of parameters (coupling) for which it is valid. Applications, on the other
hand, are represented for example by investigations of the black holes/string
correspondence for non-supersymmetric configurations [1, 2, 3].
The study of one-loop string diagrams has so far mainly focused on some
aspects: first of all, on the imaginary part of the diagrams for particular
states [4, 5, 6]. Indeed, thanks to the optical theorem the imaginary part has
an on-shell definition, which makes the computation, at least in principle,
straightforward.
As for the real part, properties such as the lack of UV divergences, uni-
tarity, conformal invariance, . . . were those generally investigated [7]. Only
a restricted number of works (see [8] and references) have coped with the
computation of the actual magnitude of the corrections. In fact those papers
have dealt only with particular states (such as those with maximal angu-
lar momentum), because of various advantages in the technology needed to
discuss them.
General studies on average mass shifts or similar statistical information
on the whole range of the string massive spectrum have instead developed
some sort of field theory or even semiclassical approximations of the string
calculation, but so far none of these attempts has proven fully reliable. In
particular they have generally assumed the predominance of gravitational
interactions in the self-energy of a string, but without verifying it on well-
defined string amplitudes.
The difficulties in coping with the mass shifts of strings are both techni-
cal and conceptual. On the one side, they are the consequence of the lack of
definition of the theory so far, still bound to an on-shell first-quantized ver-
sion1, and on the other, they are due to the complexity in the computation of
well-defined on-shell string amplitudes (see section 2 for a brief discussion).
This paper provides a rigorous study of string mass shifts, and in partic-
ular statistical information concerning the average mass shift for the whole
spectrum of massive states a a given mass. In fact, we will be able to clarify
1Studies on the definition and computation of off-shell amplitudes do exist, see for
example [9] and references, but the techniques are not well-formalized and most of the
results are in the field theory limit α′ → 0 and in the bosonic string theory.
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some of the statements expressed in the past about string mass shifts.
We will investigate closed string one-loop amplitudes and establish an
algorithm to study them efficiently, individuating the imaginary part, the
real one, the different asymptotic contributions and finally computing the
mass shift for large masses. Fully determining the dominant contribution will
turn out to be quite involved, but we will provide arguments and evidence
for our conclusions.
Our algorithm is well suited for both pure string states and mixed ones.
This is of particular interest, since it allows studying general average prop-
erties of string mass shifts. We stress, in any case, that the only ingredients
in the algorithm are well defined string off-shell amplitudes.
The paper is so subdivided: in Section 2 we review the string formulas
for one-loop amplitudes and summarize some of their features which will be
important in the following. In section 3 we re-write the one-loop amplitude
in a convenient way by expanding it2 as a sum of terms constituted by a
coefficient and an integral part. We then study these respectively in sections
3.2 and 3.3. We finally apply our techniques to the computation of the
average mass shift for states at a certain mass level N and charges Qi in
section 4.
Finally, we comment and conclude.
2 String formula for the one-loop amplitude.
Studying the mass shift of fundamental closed strings in perturbative string
theory means to compute torus amplitudes with the insertions of two vertex
operators representing the string state of interest (see figure 1). Such calcu-
lations are difficult to be performed and even defined in string theory for a
series of reasons:
• the form of vertex operators for massive states is complicated
• looking for statistical properties means in principle to be able to com-
pute one-loop two-points amplitudes for all possible string states in an
ensemble, but only a few vertex operators are explicitly known
• one-loop two-points amplitudes are divergent (due to the presence of
an imaginary part), therefore issues of analytical continuation must be
carefully studied. This is difficult within String Theory, since in its
present status the theory is defined only on-shell.
2No approximation is involved in this.
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Figure 1: Two-point one-loop amplitude for the state represented by the vertex
operator Vφ with four-momentum p.
An optimal method for solving (some of) these problems and computing
would be factorization [8]: starting from a known four-point amplitude, we
can factorize the external legs pairwise and obtain the squared mass shifts
for the intermediate states as the residue of the double pole for the center of
mass energy. In that case we do not need the detailed knowledge of the form
of vertex operators and, as we said above, the squared momentum flowing in
the loop is now a continuous variable, allowing analytical continuation.
Unfortunately this approach has a residual unsolved problem: in order
to identify mass shifts for the various states we need to know the form of all
their couplings with the external legs of the amplitude3.
In this work we will take another approach, considering instead well-
defined one-loop two-point string amplitudes and extracting from them the
string mass shifts for the states of our interest.
Our setup is closed superstring theory4 with 10−D small compactified di-
mensions5 (we consider toroidal compactification, for simplicity). The string
states taken into account are extended in the uncompactified dimensions
(that is they are constituted by excitations of the uncompactified string co-
ordinate operators only), but can possibly wrap or have momentum charges
(Neveu-Schwarz charges) along the compact dimensions.
3For particular states, namely those on the Regge trajectory, which are non-degenerate,
the method can be implemented, see [8].
4IIA or IIB, even though our techniques could be extended to type I theory.
5We use D for indicating the space-time extended dimension, d = D− 1 for the spatial
ones.
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We work in a time gauge ([10]), such that the on-shell vertex operators
have the form6:
Vφ = e
−ip0X0+i~p· ~XV (X i, ψi, Sα) (1)
where the Sα are spin-fields and i runs over the spatial dimensions. For the
bosonic string we would have Vφ = e
−ip0X0+i~p· ~XV (X i).
Furthermore, we choose to work in the center-of-mass reference system,
where
pµ = {p0, ~0, {pjL, pjR}}, j = d+ 1, d+ 2, . . . , (2)
where ~0 gives the momentum spatial components in the extended dimensions
and j runs over the compact ones.
To simplify the notation, we consider initial states φ having only Kaluza-
Klein or winding charges, not present both at the same time7. Therefore,
being the vertex operators on-shell,
(p0)2 = N +Q2 ≡ N +
∑
j
(pj
L(R))
2 , |pjL| = |pjR| , (3)
where M20 = N +Q
2 is the tree-level squared mass.
Note that the excitations present in V (X i, ψi, Sα) have i /∈ {d + 1, d +
2, . . . , D}, because the states we consider are extended only in the uncom-
pactified dimensions. Finally, in our units α′ = 4.
The string one-loop on-shell amplitude for a string state represented by
such a vertex operator Vφ is
8
iTT 2 = ig
2
s
∫∫∫
〈Vφ(0)Vφ(ν)〉T 2 (4)
= ig2s
∫
d2τ d2ν
e−4π(N+Q
2)
Im(ν)2
Im(τ)
(Im(τ))
d+1
2
L(dc, d, τ, τ¯ , ν, ν¯)
|η(τ)|2(D−2)
∣∣∣∣θ1(ν, τ)θ′1(0, τ)
∣∣∣∣
4N
× Pφ(W,Ω, ∂νΩ, .., Ω¯, ∂ν¯Ω¯, ..)
× Xφ(ν, τ)X˜φ(ν¯, τ¯)
6Here and in the following, our vertex operators do not have the usual closed string
coupling factor gs carried by the string vertex operators. This is because for clarity we have
decided to explicitly show all string coupling factors in the formulas for the amplitudes.
7In any case, all the analysis in this work can be repeated for cases where both charges
are present at the same time: it is sufficient to 1) distinguish the right- and left-moving
factors in the amplitude by introducingNR andNL respectively instead thanN , 2) operate
two distinct expansions in formula (14) with indexes s, s˜ and 3) modify accordingly the
analysis in the rest of this work.
8Here and in the following a bar over a quantity indicates its complex conjugate. Also,
the overall normalization of the one-loop amplitude has been absorbed in the correlator
〈Vφ(0)Vφ(ν)〉T 2 for simplicity of notation.
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with
Ω = ∂2ν ln(e
− πν2
Im(τ) θ1(ν, τ)) (5)
W =
2π
Im(τ)
(6)
and it is related to the S-matrix by:
S = 1l + i T. (7)
In the above formula, Pφ is a polynomial ofW ,Ω, Ω¯ and their higher deriva-
tives and Xφ(X˜φ) is the (anti)holomorphic fermionic part of the amplitude9.
All the relevant information regarding the state |φ〉, contained in the
factor V (X i, ψi, Sα) of the vertex operator (see formula (1)), is stored in the
quantities Pφ,Xφ, X˜φ. In particular, the amplitude for mixed string states,
represented by a density matrix such as
ρ =
∑
φ
cφ|φ〉〈φ|, (8)
can be written, using the vertex operator formalism, as the sum over the
one-loop two point functions for the physical states |φ〉 with the relevant
coefficients cφ. The form of the summed up amplitude is therefore analogous
to (4), with Pφ,Xφ, , X˜φ replaced by Pρ,Xρ, X¯ρ depending on W,Ω, Ω¯ and
higher derivatives, as well as the various {cφ}.
If we knew explicitly the form of the vertex operator Vφ, then we could
fully determine the quantities Pφ,Xφ, , X˜φ (similarly for mixed states, if we
knew the form of the vertex operators for the states entering the definition
of the density matrix). We will however show how symmetries and unitarity
properties of the torus help in specifying them up to some elements that
can be computed directly, even in cases where not all the relevant vertex
operators are known (such as for the string average, see section 4).
In formula (4), the contribution from the compactified dimensions is given
by L(dc, d, τ, τ¯ , ν, ν¯), which, assuming for simplicity compactification on a
torus, reads
L(dc, d, τ, τ¯) =
dc−d∏
i=1
1
R(i)
e
P
ni,wi
2πiτ
P
i
„
ni
Ri
+
wiR
i
4
«2
−2πiτ¯Pi
„
ni
Ri
−wiR
i
4
«2
(9)
×e−4πiν
P
i p
i
L
„
ni
Ri
+
wiR
i
4
«
+4πiν¯
P
i p
i
R
“
ni
Ri
−wiRi
4
”
, (10)
9If we were to study the bosonic string theory, the formula to use would be pretty
similar, with a different Pφ and no fermionic Xφ(X˜φ).
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where dc is the critical (spatial) dimension, that is 9 for the superstring
10.
The coordinate τ = τ1 + iτ2 represents the torus moduli and is therefore
integrated over the complex plane after dividing out the gauge transforma-
tions that preserve the metric (see [11], volume 1, chapter 5), namely, on
the torus, modular transformations. This translates, as we will discuss more
at length in the following, in a subdivision of the complex plane in several
fundamental regions and the integration is restricted to one of these. It is
customary to choose the one defined as
F = {τ ǫC : |τ | ≥ 1, |τ1| ≤ 1
2
}. (11)
On the other hand, ν = ν1+iν2 represents the modulus related to the position
of one of the vertex operators (the other one is fixed by the conformal Killing
vectors on the torus, see [11]) and is integrated over a region
0 ≤ ν2 ≤ τ2, |ν1| ≤ 1
2
. (12)
Finally, a brief note about the singularities of the one-loop amplitude. It
is well-known that there are no UV singularities because they would arise
from the region of integration where τ2 → 0, which is eliminated because of
modular invariance (see (11)). The remaining singularities arise all from IR
behavior.
In particular the dangerous limit is represented by ν → 0, that is when the
two insertion points of the vertex operators approach each other. The diver-
gence is a tadpole which signals a modification of the background. Nonethe-
less in most supersymmetric backgrounds (such as the one we have here)
these IR divergences actually vanish, while in the non-supersymmetric case
they are understood in terms of the Fischler-Susskind mechanism [12].
Having reviewed the general features of one-loop string amplitudes, we
now turn to a detailed study of their real and imaginary parts11. We will
proceed in the following way:
• rewrite the amplitude as a sum over different terms, each constituted
of a coefficient part and an integral over the moduli τ, ν
10It would be 25 for the bosonic theory.
11Recall that due to unitarity, the imaginary part of the one-loop S-matrix is related to
the sum over the final products of the squared modulus of the tree-level S-matrix for the
decays of the initial state:
TT 2,φ − T¯T 2,φ = i
∑
φ′,ζ
|Ttree,φ,φ′,ζ |2. (13)
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• focus on the integral part distinguishing the real and imaginary parts
• focus on the coefficient part
• compute the real part in a specific case: the average for large fixed
mass and fixed charges.
3 Real and imaginary part of the one-loop
amplitude
In this section we are going to obtain the main formulas we will use in the
computation of the string one-loop diagrams.
3.1 Expansion of the one-loop amplitude
We will now analyze formula (4) and suitably expand its integrand. In the
following we do not distinguish between pure and mixed states, since what
we will say is valid in both cases12.
To proceed, we need to distinguish the holomorphic and anti-holomorphic
part of the integrand. The factorization in these two parts is not exact,
due to the presence of the mixed derivative term W , but the integrand can
be expanded in powers of W and every term will factorize independently.
Therefore, we write
P(W,Ω, ∂νΩ, .., Ω¯, ∂ν¯Ω¯, ..) = (14)
=
∑
s
W s(τ)Ms(Ω, ∂νΩ, . . . , Ω¯, ∂ν¯Ω¯, . . .)
=
∑
s
W s(τ)
∑
u,u˜
ΩuΩ¯u˜Us,u(∂νΩ, . . .)U¯s,u˜(∂ν¯Ω¯, . . .) .
Using Newton’s binomial
Ωu =
(
∂2ν log θ1 −
2π
τ2
)u
(15)
=
u∑
f=0
(
u
f
)
(∂2ν log θ1)
u−f
(
2π
τ2
)f
(−1)f (16)
and defining
r ≡ f + s , r˜ ≡ f˜ + s (17)
12The notation will vary accordingly: we will neglect the suffixes in Pφ/ρ,Xφ/ρ and
simply write P ,X instead.
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we obtain
P(W,Ω, ∂νΩ, .., Ω¯, ∂ν¯Ω¯, ..) =∑
s,r,r˜
1
τ r+r˜−s2
Drs(∂2 log θ1, ∂3 log θ1, . . .)D¯r˜s(∂¯2 log θ¯1, ∂¯3 log θ¯1, . . .) (18)
where we have defined
Drs(∂2 log θ1, ∂3 log θ1, . . .) =∑
u
(2π)
s
2
(
u
r − s
)
(∂2ν log θ1)
u−r+s (−2π)r−s Us,u(∂νΩ, . . .) . (19)
Finally, we consider
(
2πi
θ1(ν, τ)
θ′1(0, τ)
)2N
Drs(∂2 log θ1, ∂3 log θ1, . . .)Xφ(ν, τ) ≡ F r,s(ν, τ) (20)
and expand it in powers of
v ≡ e2iπν w ≡ e2iπτ . (21)
The coefficients of the power series in v are
1
2πi
∮
dv
v
vm+NF r,s = χr,sm (w). (22)
The expansion in powers of v is valid inside an annulus between v = 1 and
v = w (which are singular points, recall also (12)). Remember, anyhow, the
discussion about the singularities in string one-loop amplitudes after (12):
we found that the singularity at v = 1 (ν = 0) is actually not present for
supersymmetric backgrounds (our case)13. Therefore the integrand of the
one-loop amplitude has actually a zero at v = 1.
We will show in section 3.3.1 that the coefficients (22) obey a finite dif-
ference equation,which will allow us to obtain their general form and the
dependence on the quantum numbers identifying the state under considera-
tion. Before doing that, we complete the analysis of the one-loop amplitude
formula.
13It is instead understood in terms of the Fischler-Susskind mechanism when supersym-
metry is absent.
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We further expand14 as
χr,sm (w) =
∑
p
χr,sm,pw
p. (23)
Note that m + p ≥ 0, ∀m, p.15 This will have a physical interpretation in
(32).
After expanding in the same way the anti-holomorphic part in power of
v¯, w¯, we can finally write (4) as
TT 2 = g
2
s
∫
d2τ
τ
d+1
2
+r+r˜−s
2
∫
d2νe
−4(N+Q2)π ν
2
2
τ2
∑
s,r,r˜
∑
p,m,p˜,m˜
χr,s−m,pχ˜
r˜,s
−m˜,p˜
× e2πipτ+2πimν e−2πip˜τ¯−2πim˜ν¯
×
dc−d∏
i=1
1
R(i)
∑
ni,wi
e
P
ni,wi
iτ
“
ni
Ri
+w
iRi
4
”2
−iτ¯
“
ni
Ri
−wiRi
4
”2
× e−4πiν
P
i p
i
L
“
ni
Ri
+w
iRi
4
”
+4πiν¯
P
i p
i
R
“
ni
Ri
−wiRi
4
”
.
(24)
14Note that the coefficient of the series in powers of v, w, v¯, w¯ are real. This can be
understood as follows. Let us start with the bosonic part. The term
(
2pii θ1(ν,τ)θ′
1
(0,τ)
)2N
has
clearly an expansion with real coefficients. The polynomial P depends on derivatives of
the Green functions. The state-vertex relation is αµ
−n → i ∂
n
ν
Xµ
(n−1)! and the analog for right-
moving quantities. By Wick’s theorem, every term of P is given by a product of two-point
correlators of the form 〈i∂nν i∂mν G〉 and analogues with anti-holomorphic derivatives as well.
The Green function on the torus for the scalar coordinates is G = −α′2 log |2pii θ1(ν,τ)θ′
1
(0,τ) |2 +
α′pi
(ν−ν¯)2
4τ2
which has an expansion of the form we are considering with real coefficients (the
background charge part will be acted upon by the derivatives and become a constant term).
Every ∂ν or ∂ν¯ acting on G brings down a factor i. But every term in the polynomial P
has an even number of derivatives because of the level matching condition. Therefore the
coefficient of the expansion are real. The same is valid for the antiholomorphic part.
The fact that the fermionic contribution has also an expansion in terms of real coeffi-
cients follows from the same considerations, for example taking a bosonized form for the
world-sheet fermions and considering level matching as well as conservation of fermion
number.
15This can be proven by observing that the torus amplitude can be divided into an
invariant contribution under ν → ν + τ , see section 3.3.1, and a part which transform
with periodicities related to the Neveu-Schwarz charges of the state. The terms we are
expanding here are part of the invariant contribution. Furthermore, the torus integrand
has a finite limit for τ2 → ∞ (that is w → 0). Therefore for every expansion term of the
form χm,pw
pvm under ν → ν+τ we have wpvm → wp+mvm and since the amplitude must
be finite for w→ 0, then m+ p ≥ 0.
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We see that the amplitude is now written as a sum of different terms consti-
tuted by some coefficient factors χr,s−m,pχ˜
r˜,s
−m˜,p˜ and some integral factors
Hm,p,m˜,p˜,{ni,wi}=
∫
F
d2τ
τ
d+1
2
+r+r˜−s
2
e
2iπτ1(p−p˜+
P6
i=1 wini)−2πτ2
„
p+p˜+
P
i=1
„
2n2i
R2
i
+
w2i R
2
i
8
««
∫
d2ν e
−4(N+Q2)π ν
2
2
τ2
+2iπν1(m−m˜)−2πν2(m+m˜−2N)
× e−4πiν
P
i p
i
L
“
ni
Ri
+w
iRi
4
”
+4πiν¯
P
i p
i
R
“
ni
Ri
−wiRi
4
”
. (25)
Written in a compact way, it reads:
TT 2 = g
2
s
dc−d∏
i=1
1
R(i)
∑
ni,wi
∑
s,r,r˜
∑
p,m,p˜,m˜
χr,s−m,pχ˜
r˜,s
−m˜,p˜ Hm,p,m˜,p˜,{ni,wi} (26)
The aim of the rest of this work is to determine the coefficient (χr,s−m,pχ˜
r˜,s
−m˜,p˜)
and integral (Hm,p,m˜,p˜,{ni,wi}) factors and finally compute the one-loop ampli-
tude (26). We turn now to study these factors separately and in details.
3.2 Integrals: real and imaginary part
We start with the study of the integrals in (25). Performing the integration
over ν1, we find
m = m˜+
∑
i
(niW i + wiN i) (27)
where we have written
piL(R) =
Ni
R(i)
± WiR(i)
4
. (28)
However, recall that we limit ourselves to the case where the string state does
not have both non-zero Kaluza-Klein and winding modes at the same time
in a compact dimension. This implies |piL| = |piR| and we define Qi = piL.
In order to discuss the real and imaginary parts arising from the integrals
it is convenient to reduce them to a form which is pretty similar to the one
a field theory one-loop diagram would have in Schwinger representation. To
do that, we change variables as ν2 → τ2ν2 and we find (we suppress indexes
on H to neaten formulas)
H =
∫
F
d2τ
τ
d+1
2
+r+r˜−s−1
2
∫ 1
0
dν2e
2iπτ1(p−p˜+
P6
i=1 wini) (29)
×e−4(N+Q2)πτ2 A(ν2),
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where we have defined (here i runs over the compactified dimensions)
A(ν2) = ν
2
2 +
1
N +Q2
(
m−N−2
∑
i
qiQ
i
)
ν2
+
1
N +Q2
(
p+ p˜−∑i niwi
2
+
∑
i
q2i ) (30)
with
qi =
(
ni
R(i)
+
wiR(i)
4
)
. (31)
Comparing this with a field theory one-loop diagram for a coupling φϕ1ϕ2,
we find
M21 =
p+ p˜
2
+
∑
i
(
n2i
R2(i)
+
w2iR
2
(i)
16
)
M21 −M22 = −m+ 2
∑
i
(
ni
R(i)
+
wiR(i)
4
)
Qi −
∑
i
Q2i , (32)
where M1,M2 are the masses of the states (also virtual ones) circulating in
the loops.
The function A(ν2) is a parabola. For m > N it is always positive and
therefore there is no imaginary part for the integral. However when m < N
and for certain p, p˜, ni, wi, A(ν2) is negative over a certain range of ν2, which
results in an imaginary part for the string self-energy. In that case the integral
as it stands is not well-defined and we have to use analytical continuation for
it.
Differently from field theory, we do not know the form of the amplitude
for generic squared momenta p2, where pµ is the momentum of the external
lines in the diagram in figure 1. In fact, we can define it only for specific
discrete points p2 = −(N+Q2), corresponding to the masses of on-shell string
states, because only in that case the vertex operators in the initial formula (4)
are correctly defined. Furthermore, note that off-shell string amplitudes are
generally quite different form their on-shell limit/counterpart (see [13] and
references therein). We therefore cannot trust an analytical continuation to
negative (N +Q2).
What we can do is instead to analytically continue the variable τ (and
therefore ν). This is indeed the correct procedure, since the integrand in H
is defined over continuous regions of τ, ν. Also, see [4], recall that physically
the string world-sheet propagator is defined as
∆ =
∫ +∞
0
dτ2
∫ 2π
0
dτ1
1
[Invariances]
e−iτ2(L0+L˜0−iǫ)−iτ1(L0−L˜0) (33)
12
Figure 2: The analytical continuation for the integration over the modulus τ .
and we usually consider its Euclidean continuation τ2 → −iτ2 (from A to B,
in figure 2). However, this continuation is possible only if the eigenvalues of
(L0 + L˜0 − iǫ) are positive defined. This is not the case when the system
is unstable and we can have decay, and this leads to the aforementioned
imaginary parts.
The correct analytical continuation is, in that case, τ2 → iτ2 (from A
to C in figure 2). In performing it16, we obtain an imaginary part and a
real part. Indeed the new path C of integration for τ2 can be divided into a
contribution from the imaginary axis and a semicircle shrinking around τ = 0.
The imaginary part comes from the integration around the semicircle, as was
discussed and obtained in [5, 4].
The real part comes from the integration of τ2 along the axis. In terms of
τ , the integration is over the complex plane, dividing out the invariances of
the metric, namely modular invariance. As we already mentioned this leads
to the definition of fundamental regions of integration.
Note that in the usual operatorial formulation of torus amplitudes in
string theory [18], the restriction of the integration region over a funda-
mental domain is sometimes inferred by checking invariance of the one-loop
amplitude once it is already analytically continued to τ2 → −iτ2, but the
amplitude is formally divergent (due to the imaginary part)!
The true physical reason for the restriction of the integration region is
16Note that the total amplitude, when analytically continued remains convergent since
the eta and theta functions are still convergent (only a finite number of terms in their
expansion in powers of w = e2piiτ will be affected by the continuation, namely those
powers with exponent 0 < n < N only).
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instead the necessity of dividing out the gauge invariances of the torus metric
(see Polchinski volume 1, chapter 5)
ds2 = |dσ21 + τdσ22|. (34)
and this must be taken into account by any analytical continuation.
We will now present first the formulas for the imaginary part, and then
those for the real one.
3.2.1 The imaginary part
For specific values of m(< N), p, p˜ and {qi}, we can write (30), as
A(ν2) = (ν2 − y−)(ν2 − y+) (35)
with two real root y+, y− given by (i runs over the compactified dimensions)
y± = − 1
2(N +Q2)
(
m−N − 2
∑
i
qiQ
i
)
(36)
±
√√√√(m−N − 2∑i qiQi
2(N +Q2)
)2
− 1
(N +Q2)
(
p+ p˜−∑i niwi
2
+
∑
i
q2i
)
.
Here n, p, ni, wi run only over values that make the square root real.
From (29), after the analytical continuation and integration over τ1,
Im(H) =
∫ y+
y−
dν2
sin(π(p− p˜+∑i niwi)
π(p− p˜+∑i niwi) π
(4(N +Q2)π|A(ν2)|)(d+12 +r+r˜−s−2)
Γ((d+1
2
+ r + r˜ − s− 1)) ,
(37)
where ν2 is integrated over the range where A(ν2) is negative (see (35)).
As we can see, the imaginary part is non-zero only for
p− p˜+
∑
iǫcomp
niwi = 0 (38)
which ensures that the emitted string states satisfy the level matching con-
dition.
Integrating over ν2 and inserting back the result in (24), we obtain
Im(TT 2) = g
2
s
dc−d∏
i=1
1
R(i)
∑
{ni,wi}
∑
s,r,r˜
∑
m,p
χr,s−m,p χ˜
r˜,s
−m˜,p˜
π
2
√
N +Q2
(4π̟2)
d+1
2
+r+r˜−s− 3
2
Γ(d
2
+ r + r˜ − s)
(39)
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where we have defined (i runs over the compactified dimensions)
̟ ≡
√
N +Q2
y+ − y−
2
(40)
=
√√√√(m−N − 2∑i qiQi
2
√
N +Q2
)2
−
(
p+ p˜−∑i niwi
2
+
∑
i
q2i
)
and p˜ is given by (38).
The result (39) is analogous to those, for example, in [6].
3.2.2 The real part
We must consider, defining it by analytical continuation where necessary,
H =
∫
F
d2τ
τ
d+1
2
+r+r˜−s
2
e2iπτ1(p−p˜)−2πτ2(p+p˜−
P
i n
iwi+2
P
i q
2
i )
∫
d2νe
−4(N+Q2)π ν
2
2
τ2
−4πν2(m−N−2
P
i qiQ
i)
. (41)
The integral does not exist in finite form. In order to estimate correctly
its value, we need to know better the asymptotes of the integrand in the
various regions of integration. These will depend on the values of m, p, p˜, . . .
and of course on N,Q. It is therefore convenient to discuss them once we
will have a more precise knowledge of the other ingredients of the one-loop
amplitude (the expansion coefficients (23)) that will enable us to individuate
the dominating contributions in terms of m, p, p˜, . . ..
In any case, by inspecting (41) we can start arguing how the integral
factor would affect, and suppress, certain contributions to the total sum over
p, p˜,m, ni, wi. The dominant contributions should give the correct asymp-
totic behavior of the whole amplitude.
We observe that terms with large p, p˜, q2 would be generally suppressed
by the exponential in the first line of (41) and force τ2 to the lower limit
of its integration region, which in turn would suppress the contribution due
to the exponential in the second line (in particular due to the first term in
the exponential). Analogously, contributions with m ≫ N will be similarly
suppressed.
Note that, due to the identification (32), the channel(s) where p, p˜ = 0
correspond to the case where at least one of the two states running in the
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loop is massless or a pure Kaluza-Klein/winding mode17. That massless
interactions (namely the gravitational one) dominate the mass shift for very
massive string is expected on general reasons18 ([2, 3]) and will be further
discussed in section 4.2.
Evidently, we need to check if the more or less suppression due to the
integral factors in the amplitude is compensated or not by the behavior of
the coefficient factors. Therefore our argument so far is not sufficient to
determine the favored channels of interaction.
We will now indeed turn to the study of the coefficients in the expansion
of the one-loop amplitude.
3.3 Coefficients
In this section we are going to obtain the coefficients of the expansion of the
one-loop amplitude (26), as defined in section 3.1, formulas (22, 23).
3.3.1 The finite difference equation
We will exploit the transformation properties of the one-loop amplitudes
under some symmetry transformations. This will enable us to write a system
of finite difference equations that the coefficients (22) must obey. By solving
it we will obtain the form of the coefficients. The discussion goes in parallel
for both χr,sm and χ˜
r˜,s
m˜ , therefore we will treat in details the first ones.
Beside the contour C we used in the definition (22), we consider two
different contours19 C′, C′′ (see figure 3), related by the transformations v′ =
vw−1, v′′ = wv−1.
Let us understand how the integrand of the one-loop amplitude (4) be-
haves under the transformations that relate the various loops integrations.
Knowledge of some properties of the integrand in (4) will be useful at this
17The condition we give is forM21 = 0. The condition forM
2
2 = 0 ism = − p+p˜2 , but since
the amplitude is invariant under M21 ↔ M22 (one can check it comes from the invariance
under ν ↔ τ − ν of the periodical -quantum- contribution to the torus amplitude, see
section 3.3.1), we need only to treat the case p = p˜ = 0, which will turn out to be simpler
to deal with, given the formulas (52) for the coefficients.
18The rationale behind this idea is that the gravitational interaction grows with the
mass and therefore becomes the dominant one for very massive states.
19The idea of exploiting specific transformations laws in order to obtain general equa-
tions constraining string amplitudes, when expanded in suitable power series, was first
used in [14] on partial inclusive tree-level amplitudes. Here we apply it to one-loop am-
plitudes, modifying it where useful. Ours analysis of the equations and their solution is
different from that in [14].
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1w
w0
Figure 3: The contours and relevant deformations involved in the derivation of the
finite difference equation for the expansion coefficients of the one-loop amplitude.
point. In particular, under the torus periodicities
ν → ν ± 1, ν → ν ± τ, (42)
the compactified coordinates transform as
X i(ν ± 1) = X i(ν) + 2πR(i)wi (43)
X i(ν ± τ) = X i(ν) + 2πR(i)li (44)
where li is the dual (in the sense of Poisson resummation) of the Kaluza-
Klein number ni. The path integral can be computed as usual by writing X i
as a classical solution with the correct periodicity plus a quantum piece with
periodic boundary conditions.
Since our states are not excited in the compactified dimensions, the quan-
tum (periodic) part is the only one that enters in F r,s(ν, τ), defined in (20).
Invariance under (42) of the total periodic contribution to the torus ampli-
tude implies that it transforms as
F r,s(ν ± τ, τ) = e∓i4Nπνe−i2NπτF r,s(ν, τ). (45)
By opportunely deforming the various contours, picking up the residues
at the singular points v = 0, 1, we find
1
2πi
∮
C′
dv′
v′
v′m+NF r,s(v′, w) = 1
2πi
∮
C′
dv
v
vm+3N
wm+2N
F r,s(v, w)
=
1
2πi
∮
C
dv
v
vm+NF r,s(v, w) +Rr,sm (46)
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with
Rr,sm =
1
2πi
∮
C1
dv
v
vm+NF r,s(v, w) , (47)
where C1 is a circuit around v = 1.
Similarly20
1
2πi
∮
C′′
dv′′
v′′
v′′m+NF r,s(v′′, w) = 1
2πi
∮
C′′
dv
v
vN−m
w−m
F r,s(v, w)
=
1
2πi
∮
C
dv
v
vm+NF r,s(v, w). (48)
We compute the residue Rr,sm in the appendix A, with the result
Rr,sm = 0 . (49)
Using the definition (22), equations (46, 48) read{
χr,sm+2N (w) = w
m+2N χr,sm (w)
χr,s−m(w) = w
−mχr,sm (w) .
(50)
3.3.2 The solution of the finite difference equation
We will now solve the system (50). First, we note that the integrand of the
torus amplitude has a finite result for w → 0 (τ2 → ∞). This implies that
the expansion in series of w for all coefficients χr,sm (w), for both positive and
negative m, can have only positive or null powers. Then, consider the last
equation of (50): for m > 0, being w−m a negative power of w, it must be
χr,sm (w) ∼ amwm. (51)
The general solution of (50) is
χr,s±m(w) = w
AN(A±1)+η(A+ 1±1
2
)χr,s−η(w) (52)
with
0 ≤ η ≤ 2N, m = 2AN + η. (53)
The solutions depend on some unknown coefficients χr,s−η, 0 ≤ η ≤ 2N . They
contain the information on the specific state (pure or mixed) whose one-loop
20Here we also used the invariance of Fr,s(ν, τ) under under ν → −ν, due to the fact
that the whole amplitude is invariant under the modular transformations ν → νcτ+d , τ →
aτ+b
cτ+d , ad− cb = 1 and we can choose a = d = −1, b = c = 0.
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two-point function we analyze. Not all of them are independent, in fact using
(50), we see that only the coefficients with 0 ≤ η ≤ N are such.
The system (50) by itself is not enough to determine them, but these
coefficients (with one exception) are those which participate in the imaginary
part of the amplitude. The only exception is the terms η = N , for which the
amplitude does not have an imaginary part. This is the only coefficient we
cannot fully determine. We will deal with the contribution η = M in more
details in section 4.4.
We can then compute the coefficients with 0 ≤ η ≤ N − 1 from the
tree-level amplitudes for the decays of our initial state into two string states.
Unfortunately this again would in principle require the knowledge of the form
of all string vertex operators, which we do not possess.
We turn now to the discussion of the specific case we are interested in:
the average closed string mass shift. We will see that it is possible to estimate
what are the dominant contributions to the one-loop self-energy and compute
exactly the relevant coefficients and integral factors in that case.
4 The average mass shift for closed string
states
The aim of this section is to obtain the average mass shift for closed string
states at three-level squared mass M20 = N +Q
2 for fixed N and Q. To the
reader’s convenience, let us summarize here our achievements so far and let
us anticipate what we are going to do now.
In the previous sections, we have studied in details the one-loop string
amplitude, individuating its imaginary and real parts. The amplitude has
been written in terms of a sum over coefficients and integral terms. Formulas
for the integrals have been given, both for the imaginary and the real part.
Formulas for the coefficients have been given as well, in terms of a subset of
such coefficients that strictly depend on the state under consideration. On
the other hand, we have proven in section 3.2 that this remaining subset of
coefficients (a part from one) can actually be determined by comparison to
three-level amplitudes (decay rates).
We are going now to
• define the relevant amplitudes and decay rates in order to obtain the
coefficients which are still unknown in (52).
• obtain the asymptotic behavior of the whole on-loop amplitude for large
initial N = M20 − Q2 by studying the different kinds of contributions
and individuating the asymptotically dominant ones.
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4.1 Definition of the relevant decay rates
We define here the tree-level computations useful to obtain the remaining
unknown expansion coefficients in (52) for the one-loop average string am-
plitude. They have the form:
Γ = g2sPσavL × σavR (54)
where
• P is the phase space, including the sum over the Neveu-Schwarz charges
of the final states and the normalization factor for the amplitude
•
σavL =
1√
Gc(N)
∑
φ|N
∑
φ′, ζ
|〈φ′L|Vζ,L|φL〉|2 (55)
is the sum over the final states21 φ′, ζ of the modulus square of the decay
amplitudes for the state(s) φ, averaged over physical states φ at mass
level N = NR = NL carrying fixed charges Q
i = QiL, |QiR| = |QiL|. σR
is obtained substituting to the left-moving quantities the right-moving
ones. Gc(N) is the degeneracy of closed string states at mass-level N .
In order to compare the sum over tree-level decays with the imaginary
part of the one-loop amplitude, it is convenient to reorganize the sum over
states φ′, ζ as a double sum over states at a given mass-level N ′, ℵ and all
possible mass-levels: ∑
ζ
=
∑
ℵ
∑
ζ|ℵ
∑
φ′
=
∑
N ′
∑
φ′|
N′
, (56)
and define
σℵ,N
′
L ≡
∑
ζ|ℵ ,φ|N
1√
Gc(N)
1
2πi
∮
dz′
z′N ′+1
〈φL|V †ζ, L(1) z′ NˆL Vζ, L(1)|φL〉. (57)
having used a mass-projector ([15])
ρN ′ =
1
2πi
∮
dz′
z′N ′+1
z′ NˆL , (58)
such that ∑
φ′|
N′
|φ′L〉〈φ′L| =
∑
φ′
physical
ρN ′ |φ′L〉〈φ′L| . (59)
21Our notation for closed string states here is |φ〉 = |φL〉|φR〉.
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The average case can be discussed in terms of a density matrix
ρav =
∑
φ|physical
cφ|φ〉〈φ|. (60)
defined by {
cφ ≡ Gc(N) for φ at mass-level N
cφ ≡ 0 for φ not at mass-level N .
(61)
In our case, as we said, it is also NR = NL = N (see (3)).
We can see then that the average is just a particular case of a more general
scenario and that our approach can be extended to other cases and used
for obtaining other statistical informations using different density matrices
representing different mixed states.
Let us concentrate now on the average case only. Its density matrix can
be re-written as ρav = ρN ρ˜N with
ρN =
1√
Gc(N)
1
2πi
∮
dx
xN+1
xNˆL , (62)
and we obtain
σℵ,N
′
L =
∑
ζ|ℵ ,φ|N
1√
Gc(N)
1
2πi
∮
dz′
z′N ′+1
〈φL|V †ζ,L(1) z′ NˆL Vζ,L(1)|φL〉
=
1√
Gc(N)
1
(2πi)2
∑
ζ|ℵ
∮
dx
xN+1
∮
dz′
z′N ′+1
tr[V †ζ, L(1)Vζ, L(z
′)(xz′)NˆL ]
=
1√
Gc(N)
1
(2πi)2
∑
ζ|ℵ
∮
dz
zN+1
∮
dz′
z′
z′N−N
′
tr[V †ζ, L(1)Vζ, L(z
′) zNˆL ]
(63)
where in the last line we have changed variables to
z ≡ xz′ . (64)
Here NˆL is the left-moving mass-level operator
22. We can write σR in the
same way using NˆR.
The last line of formula (63) is our main formula: σℵ,N
′
L(R) written in this way
can be computed in operator formalism in the same way as the one-loop two
22We will always distinguish an operator from its value by mean of a .ˆ
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point function for on-shell vertex operators V †ζ , Vζ, just without integrating
over the zero modes, without spin-structure one-loop signs and projecting
at the end on some mass-level. This ensures that only physical states enter
in the trace and therefore that these on-shell amplitudes are well-defined in
string theory.
Let us fix clearly the notation for future use (repeated index is summed):
• the initial state has momentum pµ, mass-level N , Neveu-Schwarz charges
Qi = QiL, |QiR| = |QiL|, from (3) and tree-level squared mass M20 =
N +Q2, Q2 = QiQi,
• the emitted state ζ has momentum k, mass-level ℵ, charges qi = qiL
(and qiR) and tree-level squared mass M
2
2 = ℵ+ q2, q2 = qiqi,
• the other final state has momentum p′, mass-level N ′, charges Q′ i = Q′ iL
(and Q′ iR) and tree-level squared mass M
2
1 = N
′ + Q′ 2, Q′ 2 = Q′ iQ′i.
The phase space then reads
P = c 2π
d
2
Γ(d
2
)
dc−d∏
i=1
1
R(i)
∑
{qi}
1
N +Q2
√√√√(N −N ′ + ℵ+ 2qiQi
2
√
N +Q2
)2
− ℵ−
∑
i
qiqi
D−3
,
(65)
where c is the overall normalization, and so we can write
Γ= cg2s
2π
d
2
Γ(d
2
)
dc−d∏
i=1
1
R(i)
∑
{qi},ℵ,N ′
√√√√(N −N ′ + ℵ+ 2qiQi
2
√
N +Q2
)2
− ℵ−
∑
i
qiqi
D−3
× 1
N +Q2
σℵ,N
′
L σ
ℵ,N ′
R (66)
We can compare this with the one-loop result for the imaginary part,
given in (39, 40).
By using
4π
M0
Im(TT 2) = Γ. (67)
and we obtain
∑
r,r˜,s
4r+r˜−s
Γ(d
2
+ r + r˜ − s)χ
r,s
−m,pχ˜
r,s
−m,p = c
23−D
π Γ(d
2
)
σp,m+pR σ
p,m+p
L , (68)
where we have used (38) in the case qiR = q
i
L and (32).
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4.2 Dominant channels of interaction
We will try now to argue which, among the possible contributions to the
one-loop amplitude, for different p, p˜,m, . . ., are the dominant ones. These
should provide us with the asymptotically correct result for the self-energy.
By looking at (60, 61), an apparent advantage seems to come from the fact
that the integrand of the one-loop amplitude for the average case (4) will be
weighted by a factor23 Gc(N)
−1, where Gc(N) is the string degeneracy at level
N . This would strongly suppress the coefficients of many contributions (see
(68)) by a factor ∼ e−2π
√
N (d−1) for large N . Non-suppressed contributions
are those for which this factor is compensated. However, simple arguments
can show that this can in fact happen, because of the summation over all
decay channels. These arguments are presented in the appendix B for what
concerns the contribution with non-zero imaginary part.
At the same time, these same remarks exclude that coefficient factors are
exponentially enhanced.
On the other hand, as we already said, different considerations point at
individuating the dominating contribution to the mass shift in those channels
of interactions where at least one of the two states running in the loop is
massless or possibly a pure Kaluza-Klein/winding mode.
We call these massless interactions, while the term massive will represent
those for which both states running in the loop have non-zero mass level,
that is they are massive form a ten dimensional point of view.
On general ground, gravitational interactions (where one of the states
running in the loop is a graviton, dilaton, Kalb-Ramond field or in general
a superposition of them) are supposed to dominate the self-energy of (very)
massive strings since the interaction grows with the mass ([2, 3]).
Another argument for this comes from the direct evaluation and estimate
of the asymptotic dependence for large initial mass M of the contributions
coming from massless and massive channels. Our expression for the one-loop
amplitude (26) allows to easily distinguish the two. We will now discuss the
latter and then the supposedly dominant massless channels.
It is difficult to determine exactly the contribution of the total of the
massive channels, but we can estimate it, when the massive states running
in the loop have 1 ≪ M1,2 < M . Indeed, from (68) the relevant coefficient
factors in those cases can be obtained from the semi-inclusive decay rate
M →M1 +M2. We can estimate the latter in the following way.
A closed string can decay in two massive strings only when two points
23It will indeed enter the terms Pρav ,Xρav , X¯ρav in the amplitude (see section 2), which
depend on the density matrix coefficients cφ.
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on the string get in contact. The first point can be placed everywhere on
the string, and therefore, for a highly massive string behaving like a random
walk [1], the probability of decay is directly proportional to the (average)
length24 N
1
4 of the string. For M1,2 ≫ 1 also the final decay products can
be considered as random walks of length ℵ 14 , N ′ 14 . Then, the probability for
two points at a distance min(ℵ 14 , N ′ 14 ) to meet is directly proportional to the
relative volumes
(
N
ℵN ′
)D−1
4 in d spatial dimensions.
Therefore (we use a sloppy notation here)
∑
r,r˜,s
χr,sχ˜r˜,s ∼M ΓM,M1,M2 ∼ N
1
4
(
N
ℵN ′
)D−1
4
. (69)
If we write N ′ = xN, ℵ ∼ (1− x)N , then∑
χχ˜ ≈ N 2−D4 (x− x2) 1−D4 . (70)
We see that the coefficient factors are maximized when either N ′ or ℵ are
small, that is when nearly in the massless case.
At the same time, as we have already discussed at the end of section 3.2,
generically all massive channels are suppressed by the integral factor(s) in
the amplitude (see (41) for m, p, p˜ 6= 0). In particular off-shell massive states
will be strongly exponentially suppressed by the integrals.
Therefore the only possibly non-negligible contributions, compared to
those of the massless channels that we will discuss in a moment (see (81))
appear to occur when one of the states running in the loop is nearly massless.
We will consider them a (possibly small) correction to the result given by
computing the asymptotic behavior of the massless channels, which will give
us the correct asymptotes for the whole amplitude.
We will give further evidence for the suppression of channels other than
the massless ones in section 4.4. We will also show that indeed the dominat-
ing contribution comes from the gravitational and not other forms of long
distance interaction (provided by the other string massless states). We will
also see that generally Kaluza-Klein and winding modes are suppressed, and
only the lowest ones can be sufficiently excited.
We are aware that the conclusion that the total contribution of massive
channels of interactions is really asymptotically subdominant with respect
to the massless ones’ does not come from a complete and exhaustive calcu-
lation, but we believe we have provided some more arguments supporting
this, beyond the physical intuition regarding the dominance of gravitational
24We use the notation introduced in the previous section.
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interactions for very large masses. However, even adopting a more conserva-
tive and minimal point of view, we will be able at least to obtain the correct
corrections due to the massless channels, therefore verifying previous approx-
imated result in the literature, which assumed the predominance of massless
(gravitational) interactions from the outset.
Looking back at (32), we see that we have massless or pure Kaluza-
Klein/winding modes circulating in the loop when25
p = p˜ = 0, (71)
which means that their contribution is given by the term w0 in the power
series of χr,sm (w).
Therefore, taking the limit w → 0, we find26

χr,sm (w)→ 0 for m > 0 and m < −2N
χr,s−m(w)→ unknown for 0 ≤ m ≤ N
χr,s−m(w) = χ
r,s
m−2N (w) for N < m ≤ 2N ,
(72)
using (50, 51, 52). The same occurs for χ˜r˜,sm˜ .
The unknown terms are those we will focus on in the following. Since they
contribute to the imaginary part (a part from χr,s−N , χ˜
r˜,s
−N which we will con-
sider later on), as we said we can obtain them form a tree-level computation
by using formula (68).
In particular, we will compute
Γ = g2s
∑
N ′
P σ0,N ′L σ0,N
′
R . (73)
Performing the sum over all states ζ at mass level ℵ = 0 means to compute
the quantity
σ0,N
′
L × σ0,N
′
R = (σ
g,N ′
L σ
g,N ′
R + σ
s,N ′
L σ
s,N ′
R + σ
g,N ′
L σ
s,N ′
R + σ
g,N ′
R σ
s
L)
= (σg,N
′
L + σ
s,N ′
L )× (σg,N
′
R + σ
s,N ′
R ), (74)
where σg,N
′
L σ
g,N ′
R comes from the contribution of the NS-NS part of the mass-
less spectrum, σs,N
′
L σ
s,N ′
R from the R-R part and σ
g,N ′
L σ
s,N ′
R + σ
s,N ′
R σ
g,N ′
L from
the NS-R and R-NS parts.
25See also note 17.
26See also appendix A for a discussion of this result.
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4.3 Computation of the coefficients
We will now compute in details the decay rate (73). Special care must be
given to the issues of normalization: writing the decay rate as (73, 74),
we must ensure that the various contributions contain the correct relative
normalization factors and also that the overall normalization for the total
decay rate is correct.
This issue is solved in string theory by computing typical tree-level am-
plitudes and comparing the results to well-known field theory results. This
procedure specifies the normalization of the vertex operators and the am-
plitude. We will follow these rules, using the conventions in [11]. However,
eventually, at our level of accuracy, constant factors of order one will be
neglected.
4.3.1 Gravitons, dilatons, Kalb-Ramond fields, Kaluza-Klein, Wind-
ing modes and Scalars (NS-NS sector)
In this case the relevant on-shell vertex operator Vζ is given by
27 (restoring
α′ for a moment)
Vg(k, z) =
2
α′
eik·X+iq·X(∂Xµ−iα
′
2
ψµk ·ψ) (∂¯Xν−iα
′
2
ψ˜µk ·ψ˜) ξµν , k2+q2 = 0
(75)
which, for µ, ν ∈ {0, . . . , d}, is (a superposition of) the graviton, dilaton,
Kalb-Ramond field as well as their D-dimensional massive Kaluza-Klein or
winding versions (when there are compactified dimensions).
From (63), it is found28 [16]
σg,N
′
L =
∑
ξ
ξ · ξ(N −N ′)√
Gc(N)
1
2πi
∮
dz
zN ′+1
f(z)2−D
1− zN−N ′
(
z−
D−2
16 g3(z)
D−2
−z−D−216 g4(z)D−2 + g2(z)D−2
)
, (76)
where
f(z) =
∞∏
n=1
(1− zn) (77)
g3(z) =
∞∏
r= 1
2
(1 + zr) , g4(z) =
∞∏
r= 1
2
(1− zr) g2(z) =
∞∏
r=0
(1 + zr) . (78)
27Note also that kσξσν + q
jξjν = 0.
28We have formally written ξµν = ξµξ˜ν .
26
σR is obtained from σL substituting left-moving quantities with right-moving
ones. The sum over the various decay products includes a sum over the
polarizations as ∑
ξ
ξ · ξ = D − 2 . (79)
As found in [15, 16], the loop integral over z has a large contribution when
N ′ ∼ N , yielding
σg,N
′
L ∼ (N −N ′)
e
−π√D−2(N−N′
2
√
N
)
1− e−π
√
D−2(N−N′
2
√
N
)
. (80)
Expanding:
σgL ∼
√
N
π
√
D − 2 . (81)
Moreover, from (65, 40) we see that for m = N ′ ∼ N only small values of
the compact momenta and windings {qi} can be excited. For m ≪ N and
p, p˜ small, modes with higher values for the {qi} can be excited, but such
contributions are suppressed by a factor e−
√
N+m ∼ e−
√
N from (76).
The contribution form the D-dimensional scalars and vectors (having
polarization tensor with one or both indexes in the compactified dimensions)
are subdominant, since in that case either σN
′
L or σ
N ′
R or both go like ∼ N−N ′,
N ′ ∼ N .
4.3.2 Spinors and gauge fields (R-R sector)
Amplitudes with Ramond-Ramond states are generally difficult to compute
within string theory, and the result we present here is novel.
One of the complication we have to face concerns the choice of pictures
for the vertex operators which must compensate for the superghost charge
anomaly. Therefore, we must consider29
σs,N
′
L =
1√
Gc(N)
1
(2πi)2
∑
s
∮
dz
zN+1
∮
dz′
z′
z′N−N
′
tr[V− 1
2
(1)V− 1
2
(z′)zNˆL ]
(82)
29In the following formulas of this section the index ± 12 for the vertex operators indicates
the picture the operators are written in.
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where the on-shell physical vertex operators (left-moving part) are
V− 1
2
(z, p) =
α′
1
4√
2
u¯α˙S
α˙(z)e−
φ
2
(z)eik·X(z)+iq·X(z) (83)
V 1
2
(z, p) =
(
2
α′
) 1
2
(
i∂Xµ(z)√
2
+
α′
2
p · ψ
4
ψµ
)
u¯α˙γµβS
β(z)e
φ
2
(z)eik·X(z)+iq·X(z)
k2 + q2 = 0 . (84)
Here
• φ is the bosonized ghost field
• S β˙(β)(z) is the spin field
• uβ˙(β) is a spinor wave function.
The right-moving part of the vertex operator is obtained by substituting
∂¯, ψ˜, . . . to the analogous quantities here.
The spin field is in a representation of SO(9, 1) as in [17]: it is given by
a product of spin field for SO(2). Again, using a formula such as (82) allows
us to use the same approach as a one-loop amplitude, of course without spin
structure one loop phases, therefore only physical states enter the amplitude.
The fact that the spin fields are written as tensor product of SO(2) spin
fields make it straightforward to study the cases where the number of ex-
tended dimensions D is even. We will therefore limit ourselves to that case30.
Before proceeding, it is useful and interesting to observe the Lorentz
structures originating from (82). It is straightforward to see that the only
non-zero contribution comes from
tr[u¯α˙S
α˙(1)e−
φ
2
(1)e−ikX(1)∂Xµ(z′)u¯α˙γµβSβ(z′)e
φ
2
(z′)eikX(z
′)] (85)
whose Lorentz structure is simply
u¯ /Pu (86)
which, after using the polarization sum31∑
s
u¯sus = /k + /q , (87)
30It would be possible to study odd extended dimensions, for example in the light-cone
gauge, but at the price of decomposing their spinor fields Sa in subgroups representation,
which is an effort not worth doing for the present analysis.
31The sum over the various decay products (spinors with various internal indices, as seen
form D extended dimensions) gives the same result as summing over the ten dimensional
polarizations.
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leads to a factor
8(−ωE + qiQi) = 8(N −N ′). (88)
We therefore obtain (for our definition of the theta functions, see the
appendix C)
σs,N
′
L =
8(N −N ′)
Gc(N)
1
(2πi)2
∮
dz
zN+1
∮
dz′
z′N ′+1
f(z)
3(2−D)
2
(1− z′) 10−D8
(
θ′1(0, z)
2π i θ1(z′, z)
)D−2
8
×
(
θ
D−2
2
3 (
√
z′, z)− θ
D−2
2
4 (
√
z′, z) + θ
D−2
2
2 (
√
z′, z)
)
, (89)
It is difficult at this point to give a final closed formula for this (left-
moving) quantity, since computing the loop integral over v is not straightfor-
ward in D 6= 10 (remember D is the number of extended dimensions). For
D = 10, in any case, using theta functions identities, we obtain:
σs,N
′
L =
8(N −N ′)
Gc(N)
1
(2πi)2
∮
dz
zN+1
∮
dz′
z′N ′+1
θ42(0, z)
f(z)12
θ′1(0, z)θ2(z
′, z)
2π i θ2(0, z)θ1(z′, z)
=
8(N −N ′)√
Gc(N)
1
2πi
∮
dz
zN ′+1
f(z)8
1 + zN−N ′
g2(z)
8, (90)
where f(w), g(w) has been defined in (77).
We see that σsR has a dominant contribution for N
′ ∼ N , as σgR had, but
this time:
σs,N
′
L ∼ N −N ′ . (91)
We expect similar results in any dimension D.
4.3.3 NS-R and R-NS sectors
The formula for the emission of gravitinos is given by σg,N
′
R σ
s,N ′
L + σ
s,N ′
L σ
g,N ′
R
with
σg,N
′
L given by (76) (92)
σs,N
′
L given by (89) (93)
and the correspondent left-moving quantities.
4.3.4 Total
By using (68, 73, 81, 91, 92, 93), we obtain that the dominant contribution
to the one-loop amplitude is given by
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• r = r˜ = s = 0 for the contributing coefficients32
•
χ0,0−m,0 =
2
3−D
2
π
σ0,mL ≈
N −m
e
π
√
D−2N−m
2
√
N − 1
, N −m .
√
N (94)
• contributions with m≪ N are exponentially suppressed.
4.4 The average mass shift
We are able now to sum up all that we have done so far and eventually obtain
the average closed string mass shift. Indeed, we can correctly individuate the
asymptotic behavior of the integrals factors (41), since we know which are
the dominant contributions. Once computed the integral asymptotically for
large N , we will include the coefficient factors and perform the sum over
the dominant channels in (26), which would give us the leading asymptotic
behavior for the amplitude.
Thanks to the analysis in the previous sections, we have seen that the
total one-loop amplitude can be subdivided in two contributions: one cor-
responding to massless interactions and the other to massive one. We have
argued at various points (see in particular section 4.2) that the asymptotes of
these two contributions are very different and that the first one is dominating.
Recall that the name “massless interactions” is a bit misleading: by this
we mean that at least one of the states running in the loop is massless or a
pure Kaluza-Klein/winding mode33.
Considering these contributions, given by p = p˜ = 0, and taking into
account section 4.3.4, (41) reads
1
Vc
∑
{qi}
Re(H)=
1
Vc
∑
{qi}
∫
F
d2τ
τ
d+1
2
2
∫
d2νe
−4π
˛˛˛
˛(N+Q2) ν
2
2
τ2
+(m−N)ν2−2q·Qν2+(q2−n·w2 ) τ2
˛˛˛
˛
,
(95)
where we have also included the sum over winding and Kaluza-Klein modes
with the volume factor for the compactified dimensions (in unit of α′ and
neglecting factors of 2π):
1
Vc ≡
dc−d∏
i=1
1
R(i)
. (96)
32This is specific for the average computation. It is easy to check, by choosing an initial
string state of preference that that is not generally the case. Note that r+ r˜− s is related
to the spin of the states.
33Which are not massless form the point of view of the extended dimensions, but are so
in ten dimensions.
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The absolute value in the exponent takes into account the analytical contin-
uation.
It is convenient to re-write (95) as
1
Vc
∑
{qi}
Re(H)=
1
Vc
∑
{qi}
∫
F
d2τ
τ
d+1
2
2
∫
d2νe
−4π
˛˛
˛˛N ν22
τ2
+(m−N)ν2+
“
(qi−Qi ν2τ2 )
2−n·w
2
”
τ2
˛˛
˛˛
.
(97)
From (94) and large
√
N =
√
M20 −Q2, the sum over m in the total ampli-
tude (26) for the dominant contribution can be approximated by an integral,
using
N −m ∼ y
√
N, 0 < y < 1. (98)
We obtain
1
Vc
∑
{qi}
Re(H) =
1
Vc
∑
{qi}
∫
F
d2τ
τ
d+1
2
2
∫
d2νe
−4
√
Nπ
˛˛
˛√Nτ2 ν22−yν2+
“
(qi−Qi ν2τ2 )
2−n·w
2
”
τ2√
N
˛˛
˛
.
(99)
In the limit
√
N ≫ 1 the (Laplace) integral over ν2 is strongly dominated by
ν2 ∼ y τ2√N . Then, the integral over τ2 favors qi ∼ Qi
y√
N
(especially for large
τ2, which will dominate as we will see in a moment). Since Q≪
√
N,M0 in
the limit34 N,M0 ≫ 1, then the favored channels have qi ∼ 0.
We can see that the contribution from τ2 <
√
N has a different asymptotic
behavior. Indeed, recall that the integrand of the one-loop amplitude has in
effect an expansion in terms of sin(πν) starting from the power | sin(πν)|−2,
as dictated by the OPE in order to have the correct limit for ν → 0. But
then, for a generic power n
| sin(πν)|n =
∑
l≥0
(
n
2
l
)
sin(πν1)
n
2
−l(sinh(πν2))l. (100)
When ν2 ∼ 0 asymptotically, we see that the only term that survives is the
one where there are no powers of sinh(πν2).
Going back to the expansion in section 3.1, we see that this shows up in
the term with m = N . This contribution to the amplitude does not have
an imaginary part, therefore its coefficient factor will have an asymptotic
behavior different from those of the terms that contribute for τ2 ≥
√
N . In
fact, this contribution corresponds to the excitation of a massless state with
zero momentum (in ten dimensions, see (65, 39, 40)). Such a term is related
to a tadpole-like diagram. We believe that it must be subdominant because of
34Recall that N =M20 −Q2.
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the behavior of the infrared singularity under supersymmetry or taking into
account the Fischler-Susskind mechanism when supersymmetry is absent35.
Even if this was not the case, its different origin and asymptotic behavior
allows us a least to separate this contribution from the fully computable
remaining one.
By rescaling τ2 →
√
Nτ2
√
1− τ 21 and taking into account the comment
after formula (99), the contribution from τ2 ≥
√
N gives instead
1
Vc
∑
{qi}
Re(H) ∼ 1
2Vc
√
N
∫ ∞
1
dτ2
N
D−3
4 τ
D
2
− 1
2
2
∫ 1
2
− 1
2
dτ1
1
√
1− τ1
D
2
− 3
2
=
c
(D − 2)Vc
√
N
N
3−D
4 . (101)
where c is a (positive) constant (taking into account also the integration over
τ1).
Stepping aside for one moment, we can see also that for contributions
different from the massless ones, so that N −m 6= y√N , the integral over ν2
is in general asymptotically suppressed unless τ2 > N . The not suppressed
contribution goes then likeN
2−D
2 and this tells us again that it is subdominant
to the massless contribution given in (101).
To obtain the total result for the real part (26), we sum36 over m approx-
imating, as we said, the sum with an integral in the limit of large mass as∑
m ∼ 2
√
N
∫
dy (see (98) and we recall
χχ˜ ∼ N y
2(
eπ
√
D−2
2
y − 1
)2 (102)
from (94)37. We then have to double the result to take into account massless
interactions in both arcs of the loop.
We finally obtain
Re(TT 2) ∼ 2
D − 2c
′g2s(M
2
0 −Q2)1+
3−D
4 (103)
where we have taken the compactified dimensions at radii R(i) ∼
√
α′ = 2 and
included the numerical factors in the (positive) constant c′. This result, here
35We are aware that this is only a supposition and not a rigorous proof.
36We consider all the non-zero contributions and their relations according to (72).
Among them, those asymptotically dominant are the important ones.
37Written here with a bit of sloppy notation.
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expressed in unit of α′, can be rewritten in terms of the Newton’s constant in
D spacetime dimensions, which in this case is related to the string coupling
(see[11]) by GDN = (2π)
D−3g2s(α
′)
D−2
2 . We redefine now gs in order to get rid
of the factor 2 c
′
D−2 .
Adding the result for the imaginary part from (67, 73), see also [16], we
obtain38
TT 2 = g
2
s (M
2 −Q2)1+ 3−D4 + iπg2sM2. (104)
Note that in this last formula we have expressed the mass shift and related
quantities in terms of the true mass instead than the tree-level one, which is
probably even a more accurate estimate.
We can now determine the average mass shift for closed string states.
Since we use a mostly plus metric, the field propagator for an unstable state
is39
G(p) ∼ Z
p2 +M2 − iMΓ , (105)
where Γ is the total decay. Indeed the time dependence of the propagator
shows the expected exponential decay:
G(~p, t) =
∫
dp0
2π
e−i p
0tG(p) ∼ Z√
p2 +M2 − iMΓe
−i
√
p2+M2−iMΓ
∼ Z√
p2 +M2 − iMΓe
−iE~p t− ME~p Γ t. (106)
Therefore, since it is Γ = M−1Im(TT 2), it must be
p2 +M20 − TT 2 = p2 +M20 −Re(TT 2)− i Im(TT 2) = p2 +M2 − iMΓ , (107)
so that the average squared string mass shift at mass level N is
∆M2 ≡M2 −M20 = −Re(TT 2) = −g2s(M2 −Q2)1+
3−D
4 . (108)
5 Discussion and Conclusion
In this work we have presented a detailed investigation of (closed) string
one-loop amplitudes in string theory, in particular dealing with the average
mass shift for states at a given squared mass and Neveu-Schwarz charges. Our
algorithm is based only on well-defined string amplitudes and the exploitation
of symmetries and unitarity properties of the torus amplitudes.
38We write here only the massless contribution to the imaginary part.
39We are not interested in the details of the numerator.
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We have been able to argue and show at various moments (sections 3.2.2,
4.2, and after formula (101)) that the dominant contribution to the decay
channel is given by long-range interaction (in fact gravitational ones).
We are aware, though, that our arguments are evidential, but not an
exhaustive mathematical proof. However they strengthen the physical in-
tuition that gravitational interactions (which grows with the mass) are the
dominant one for very massive states. Furthermore, our results, coming form
a direct string theory computation, clarify and correct previous estimates of
the string self-energy, obtained so far only in approximated models which
assumed the predominance of gravitational interactions from the outset.
In the limit of large mass, we find that the average squared mass shift for
states at a given mass is
∆M2 = −g2s(M2 −Q2)1+
3−D
4 . (109)
The interaction becomes important when (consider the case Q2 = 0)
gs ∼ M d−64 (110)
which is the expected behavior for this kind of interactions (see formulas 3.3,
3.4 in [2]).
Discussing (109) more in details, we distinguish two contributions to this
result: the first one (M2−Q2) comes from the coefficients (102) and therefore
the coupling, the second factor ((M2 − Q2) 3−D4 ) comes from the integration
over τ2.
Note that τ2 is linked to the range of the interactions. Indeed if we
consider the string formula (4) in the operator formalism (see [18]), it is
related to the internal loop momentum k by e−τ2k
2
. We expect it, therefore,
to be related to the squared range L2 of the interactions, and looking at (95,
109), we find that this is L2 ∼ √N =√M2 −Q2.
This result can be understood in a simple way. We observe that a string at
large mass is well-represented at tree-level by a random-walk of size L2 ∼ √N
([1]) and assume a Newton potential acting between two points on the string40∫
dr′
L
∫
dr
L
rD−3. We expect that the integration will have an upper bound
given by the size L of the string, so that the contribution is ∼ L3−D, which
is the second factor we find.
In performing the Newton potential calculation we have neglected the
contribution that arises from the small distances along the string (lower end
of the integral), for which a classical picture is not suited: it is only the
quantum computation that can give us the precise result.
40The factors L−1 represent an averaging since it is irrelevant where along the walk the
integrations start.
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An interesting picture of one-loop corrections to the string in non - su-
persymmetric configurations arises: the dominant interactions responsible
for the corrections are of long-range type (namely gravitational) and it ap-
pears that perturbations theory is generally reliable on the whole spectrum
of massive string states in any dimensions41.
6 Acknowledgments
I would like to thank Igor Pesando and Paolo di Vecchia for the many con-
versations regarding this project. I am especially grateful to Bo Sundborg
for his comments on the results of this work.
A Computation of the residue Rr,sm
Here we compute the residue Rr,sm involved in the derivation of the finite
difference equations for the one-loop amplitude series coefficients, see (47).
Recall its definition
Rr,sm =
1
2πi
∮
C1
dv
v
vm+NF r,s(v, w) , (111)
where C1 is a circuit around v = 1 (see figure 3). In order to find Rr,sm we
need to expand F r,s(v, w) around v = 1, that is ν = 0 (recall v ≡ e2π iν).
Recall the definition (20) of F r,s(v, w), here reproduced for the reader
convenience(
2πi
θ1(ν, τ)
θ′1(0, τ)
)2N
Drs(∂2 log θ1, ∂3 log θ1, . . .)Xφ(ν, τ) ≡ F r,s(ν, τ) . (112)
We know that
θ1(ν, τ)
θ′1(0, τ)
∼ ν
2
− π
2
12
ν3 (113)
∂nν log θ1 ∼
an
νn
(1 +O(ν)) (114)
for some constant an depending on n.
41That is to say, given a certain gs < 1, set by the dilaton vacuum expectation value,
the correction (109) is never larger than the tree-level value for any mass. Our result
does not exclude that particular sets of states, not representing significant portion of the
string spectrum (sets of “measure zero”) and therefore not affecting the average, could
have larger corrections and therefore not be suited for a perturbative treatment, such as
possibly the leading Regge trajectory states of [8].
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On the other hand, the OPE among physical vertex operators42 dictates
the most singular term to be (left-moving part only)
V Lφ (1)V
L
φ (v) ∼
1
ν2
(115)
and since the leading singularity in the correlator is given indeed by the OPE
computation, we find
Drs(∂2 log θ1, ∂3 log θ1, . . .)Xφ(ν, τ) ∼
c
ν2N+2−2 r
. (116)
This is straightforward to understand by observing formulas (14, 18, 19) and
realizing that the most singular term in the expansion (18) for P(W,Ω, Ω˜, . . .)
comes from the term D00(∂2 log θ1, ∂3 log θ1, . . .)D00(∂¯2 log θ¯1, ∂¯3 log θ¯1, . . .) be-
cause of (114). Terms with r, r˜ 6= 0 will have less singular behavior for ν → 0
because they contain r double derivative of log θ1 less than the case r = r˜ = 0
according to (14, 19),
Therefore, from (111, 113, 116) we obtain
R0,0m =
1
2πi
∮
C1
dv
v
vm+NF0,0(v, w) (117)
=
1
2πi
∮
dν
ν
e2π(m+N) iν
A0ν2N
ν2N+2
ZT 2 = 0.
for a supersymmetric background (ZT 2 is the relevant partition function).
Note that in a non -supersymetric case we would have found R0,0m = A0(m+
N), where A0 is a constant that for normalized states is A0 = 1 because of
the OPE (115).
Similarly we find
Rr 6=0,sm =
1
2πi
∮
C1
dv
v
vm+NF r,s(v, w) (118)
=
1
2πi
∮
dν
ν
e2π(m+N) iν
Ar,sν2N
ν2N+2−2r
= 0, ∀r ≥ 1.
We have then obtained (49).
The fact that poles at v = 1 are not present in supersymmetric back-
grounds also clarifies the results in (72). Indeed, the fact that massless
channels with m < −2N, p = p˜ = 0 do not contribute to the one-loop am-
plitude, having a zero coefficient factor could seem at first sight perplexing.
But it is simple to understand it once one realizes that the amplitude has an
42Here we assume normalized states.
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expansion in powers of (1− v) and only positive powers can occur, in order
not to have poles at v = 1. By looking at (4), it is possible to see that the
maximum power to appear in the limit w → 0 is (1− v)2(N−1).
The same should occur to massless contributions having m = p 6= 0, p˜ =
p +
∑
i niwi. We can verify it by using the formulas for the theta functions
in appendix C. By changing variables to x1 = e
2πi(τ−ν), x2 = e2πiν , it is
straightforward to see that those contributions are accounted for by the term
of order x02 in (4) which can be written as a series expansion in 1 − w with
no negative powers and maximum power (1− w)2(N−1).
B Arguments for suppression due to averag-
ing
We show here how simple arguments can make us understand why averaging
cannot individuate a preferred contribution channel to the one-loop coeffi-
cients. We concentrate on those contributions to the amplitude which have a
non-zero imaginary part. In those cases the coefficient of expansion (26) are
related to the decay rates as in (68). Let us concentrate on the latter, then.
Recall
Γi = g
2
sPσL × σR , (119)
which has been defined in section 4.2 and by formula (63) which we re-write
here for the reader’s convenience:
σℵ,N
′
L =
1√
Gc(N)
∑
ζ|ℵ
∮
dz
zN+1
∮
dz′
z′
z′N−N
′
tr[V †ζ, L(1)Vζ, L(z
′) zNˆL ].
As we said in section 4.2, apparently the suppressing factor Gc(N)
−1 ∼
e−2π
√
d−1√N in (119) could lead to a kinetic suppression of many contribu-
tions.
In order to investigate when this is the case, let us further study the
quantity σR,(L). It is straightforward to realize that one gets
tr[V †ζ,R(1)Vζ,R(v)w
Nˆ ] = f(w)2−DF (v, w) (120)
f(w) =
∞∏
n=1
(1− wn)
where the factor f(w)2−D comes from the contractions among the (bosonic
part of the) states running in the trace (alternatively one reaches the same
conclusion by realizing that (120) is a one-loop amplitude projected down
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to some definite mass levels and without interaction over zero modes of the
fields). This factor is where one expects the large degeneracies to come from.
F (v, w) is a function of Ω defined in (5) and its higher derivatives (and
not of W as instead P in (4)).
By looking at the definition of Ω (and therefore of its derivatives), we
see that the term of order vN
′−N picked up by the v loop integration in (63)
is accompanied (generally) by a factor w(N−N
′)ℓ, ℓ ≥ 1. Therefore the final
loop integral becomes ∼ ∮ dwwN(ℓ−1)−N ′−1 and we see that we obtain the
largest contribution ∼ eπ
√
d−1
√
N ′ for ℓ = 1.
On the other end we have to sum over all possible |ζ〉 at mass level
ℵ ∼ N − N ′ with degeneracy eπ
√
d−1√N−N ′and this implies a total result of
eπ
√
d−1(√N−N ′+
√
N ′). Similar arguments apply to σL. The product of these
two results compensates the suppressing factor Gc(N)
−1 ∼ e−2π
√
d−1√N in
(119).
C Theta functions
Our conventions for the theta functions are
θ1 = i
∞∑
n=0
(−1)nw (n+
1
2 )
2
2 (vn+
1
2 − v−n− 12 ) θ2 =
∞∑
n=0
w
(n+12 )
2
2 (vn+
1
2 + v−n−
1
2 )
θ3 = 1 +
∞∑
n=1
w
n2
2 (vn + v−n) θ4 = 1 +
∞∑
n=1
(−1)nw n
2
2 (vn + v−n).
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