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Abstract
We describe the cohomology ring of the symplectic reductions by tori of coad-
joint orbits, or weight varieties. Weight varieties arise from representation
theory considerations, and are temed as such because they are the symplectic
analogue of the T-isotypic components (weight spaces) of irreducible repre-
sentations of G. Recently, Tolman and Weitsman expressed the (ordinary)
cohomology ring for the abelian quotients of any Hamiltonian T space M
in terms of other data, such as the equivariant cohomology of M and the
restriction in equivariant cohomology to the fixed points. While the Tolman-
Weitsman result indicates that a finite number of calculations is necessary
to find the cohomology ring of a weight variety, one must choose among an
infinite number the relevant ones. Furthermore, there is no systematic way to
carry out the calculations. Here we apply the Tolman-Weitsman result to the
specific case of weight varieties. Using results of Kirwan, Goresky-Kottwitz-
MacPherson, Atiyah-Bott, Bernstein-Gelfand-Gelfand, and Kostant, we find
a simplification which allows an explicit description for the cohomology rings
of weight varieties for SU(n) coadjoint orbits. Our method consists of two
distinct contributions to the work of previous authors: an explicit list of a
finite number of sufficient calculations, and a method for carrying out these
calculations.
Thesis Supervisor: Victor Guillemin
Title: Professor of Mathematics

Acknowledgements
I'd like to thank my advisor Victor Guillemin for all the time he has spent with
me over the past five years. Victor's enthusiasm and generosity has made M.I.T. a
really great place to learn mathematics. While he suggested the problem presented
here, he had the clever tactic of letting me believe it was my own. Victor shared
with me not only his insight and methods in mathematics, but also his favorite
restaurant (Noodles), where he treats movies and wine just as enthusiastically as
he does quanitazation.
I have also had two pseudo-advisors: Allen Knutson and Shaun Martin. Their
contribution is not measured so much in terms of the particular results of the
work presented here, rather in my understanding a larger picture. Allen taught
me everything I know (and many things I don't) about symplectic geometry. His
breadth of knowledge and willingness to think about just about anything played
a huge role in just about everything I have thought about since coming to M.I.T.
He's also responsible for most of the movies I've seen in the past five years. Shaun
showed me the beauty and depth of mathematics. His patience can be measured
only in the years that we spent discussing mathematics. With Shaun I began to
understand the process of discovery in mathematics, and learned to trust my own
judgement and asthetic. Shaun and Allen have become like a second family to me.
There have been several people who played a very important role for the re-
sults I present here. Sue Tolman and Jonathan Weitsman convinced me that the
problem I was trying to answer was worthwhile and doable. I also want to thank
Sara Billey, with whom I had many extremely useful discussions about the rela-
tionship between combinatorics and symplectic geometry. There are many people
who made the thesis itself possible. I'd like to thank Allen Knutson who was
always available for answering last minute questions and editing tedious drafts.
Sara Billey helped me get the combinatorial details and references correct, and
Tara Holm said "Let there be pictures!" Needless to say, she did them all.
There are also plenty of other people here at M.I.T. without whom my expe-
rience would have been totally different. I am indebted to Dan Dugger and Julie
Rehmeyer for many interesting discussions about mathematics and life. Anda
Degeratu, Carmen Young, Phil Bradley, and Tara Holm were always a source of
entertaining conversation and friendship. Carmen Young and Allen Knutson both
shared their homes with me for extended periods while I rented no more than
an airline seat. Dimitri Kountourogiannis was the all-tolerant officemate who has
provided me with friendship and gossip for almost 10 years now.
Lastly, my husband (!!) Giorgio has been a source of calmness and strength,
which has spilled over into my approach to mathematics. Without his support,
love, and perspective, I would have failed out of M.I.T. years ago. The Italian
dinners were probably necessary as well. My sister Andrea and my parents always
believed in me, and gave me constant counseling on the dangers of taking graduate
school too seriously. My father has been a particular inspiration to me, perhaps
because my psyche echoes his own. They all knew there would be a day when I
could say, "I did it!"
Contents
1 Introduction 9
1.1 The Role of Equivariant Cohomology . . . . . . . . . . . . . . 11
1.2 The Role of Combinatorics . . . . . . . . . . . . . . . . . . . . 11
1.3 The Main Theorem . . . . . . . . . . . . . . . . . . . . . . . . 12
2 Topology of Coadjoint Orbits 15
2.1 Equivariant Cohomology . . . . . . . . . . . . . . . . . . . . . 15
2.1.1 For Hamiltonian T-Spaces . . . . . . . . . . . . . . . . 17
2.2 Equivariant Cohomology of Coadjoint Orbits . . . . . . . . . . 18
2.3 Equivariant Thom Classes . . . . . . . . . . . . . . . . . . . . 23
2.4 Permuted Schubert Varieties and the a-Ordering . . . . . . . . 25
2.5 Bott-Samelson Manifolds . . . . . . . . . . . . . . . . . . . . . 27
2.6 Generalized Equivariant Thom Classes: Existence . . . . . . . 29
2.7 Generalized Equivariant Thom Classes: Uniqueness . . . . . . 33
2.8 Permuted Double Schubert Polynomials . . . . . . . . . . . . 35
2.8.1 The Support of 'I,(u, x) . . . . . . . . . . . . . . . . . 38
3 Geometry of Coadjoint Orbits 41
3.1 Bare Bones of Symplectic Geometry . . . . . . . . . . . . . . . 41
3.1.1 Hamiltonian Actions and the Moment Map . . . . . . . 42
3.1.2 Symplectic Reduction . . . . . . . . . . . . . . . . . . . 44
3.2 Geometry of the Moment Map for SU(n) Coadjoint Orbits . . 45
3.3 Left Versus Right Actions . . . . . . . . . . . . . . . . . . . . 47
3.4 The Kirwan Surjection . . . . . . . . . . . . . . . . . . . . . . 48
3.5 A Sufficient Set of Hyperplanes . . . . . . . . . . . . . . . . . 49
3.6 The Main Theorem and Its Proof . . . . . . . . . . . . . . . . 52
7
8 CONTENTS
4 Zero Weight Variety Calculations 55
4.1 SU(3) Coadjoint Orbits ........................... 55
4.2 SU(n) Extremal Coadjoint Orbits . . . . . . . . . . . . . . . . 57
4.3 SU(4) Non-Extremal Coadjoint Orbits . . . . . . . . . . . . . 61
A The T-Equivariant Cohomology of Flag Manifolds 67
B Weyl Group and Schubert Variety Facts 75
Chapter 1
Introduction
The question posed and answered in this thesis falls under a large umbrella:
what is the geometry of the symplectic (or geometric invariant theory) quo-
tient M//G, where M is a symplectic manifold with a Hamiltonian G action.
Initially, physicists were interested in symplectic reductions because they
arise as the space of solutions to differential equations under certain physical
assumptions, such as conservation of energy or momentum, and quotiented
by some existent symmetry. Interest in symplectic reductions rose with the
result that "quantization commutes with reduction" [18],[34]. It was finally
understood that the geometry of M//G gave information about representa-
tion theory of G. Reduced spaces are also found in the form of various moduli
spaces and so have become important to symplectic topologists.
Recent results in symplectic geometry have exploited the relationship
between geometry and combinatorics. Perhaps the first insight into the pro-
fundity of this relationship was discovered in the early 1980's by Guillemin-
Sternberg [17] and Atiyah [1], who realized that for a Hamiltonian torus T
action on a symplectic manifold M, the moment map <k : M -- + t into
the dual of the Lie algebra of T has as image the convex hull of the image
of the fixed point set. This result bore the question: how much of the ge-
ometry of the T-space M is represented by the image of the moment map?
And more apropos to the subject of symplectic reductions, how much of the
geometry of M//T is represented by the image of the moment map for M?
Theoretically at least, M//T is easier to understand than M, and contains
all the information that M originally described. However, the geometry (for
it inherits a symplectic structure) and the topology of the reduced space are
both quite complicated and have led to a large body of research.
9
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Among the questions addressed is finding the symplectic volume of the
reduced space as the parameter y varies; the seminal work of Duistermaat
and Heckman in 1982 [10], [11] is often cited as among the most essential
to current research and thinking. More generally, people have investigated
cohomology pairings on the reduced space [33], [32], [12], [14]. Many authors
have contributed to the understanding of how the topology of M//G changes
as p varies over singular values on the moment map, including Martin [33],
Jeffrey-Kirwan [24], Guillemin-Kalkman [15] and Guilleman-Sternberg [19].
A slightly different perspective on invariants of the reduced space is to
compute its cohomology ring. Kirwan [25] is amongst the first to tackle this
by computing Betti numbers using equivariant Morse theory. Brion studied
the cohomology of the symplectic quotient of complex projective space with
a G action [8]. In [22], Knutson calculated the cohomology of the product of
two-spheres quotiented by a (diagonal) PU(2) action.
The purpose of this thesis is to describe the cohomology ring of the sym-
plectic reductions by tori of coadjoint orbits, or weight varieties. Weight va-
rieties arise from representation theory considerations, and were first termed
as such by Knutson [26] because of their relationship to T-isotypic compo-
nents (weight spaces) of irreducible representations of G. Recently, Tolman
and Weitsman [36] expressed the (ordinary) cohomology ring for the abelian
(torus) quotients of any Hamiltonian T space M in terms of other data, such
as the equivariant cohomology of M and the restriction in equivariant coho-
mology to the fixed points. While as stated, the Tolman-Weitsman theorem
requires one to do an infinite number of calculations to find the cohomology
of the quotient, it is clear (and the authors say as much) that only a finite
number are necessary. It is not evident, however, which of these calculations
(and how to do them) are necessary.
Here we apply the Tolman-Weitsman result to the specific case of weight
varieties. Using results of Kirwan, Goresky-Kottwitz-MacPherson, Atiyah-
Bott, Bernstein-Gelfand-Gelfand, and Kostant, we find a simplification which
allows an explicit description for the cohomology rings of weight varieties for
SU(n) coadjoint orbits. Our method consists of two distinct contributions to
the work of previous authors: an explicit list of a finite number of sufficient
calculations, and a method for carrying out these calculations.
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1.1 The Role of Equivariant Cohomology
One of the most powerful tools in this game is of course equivariant coho-
mology. Equivariant cohomology is more subtle than ordinary cohomology,
because it takes into account a group action. While equivariant cohomol-
ogy dates to the 1950's when Cartan and Borel independently developed the
theory, it was not until 1984 when Atiyah-Bott [2] and Berline-Vergne [3]
brought it into play in the symplectic setting specifically.
For Hamiltonian T spaces, there are two results for equivariant cohomol-
ogy which are most often used. The first is the injection of the equivariant
cohomology of M onto the equivariant cohomology of its fixed point set MT:
H*(M) "- H*(MT). (1.1)
Borel [5] showed that the kernel of this map is nilpotent in the early 1950's,
and Kirwan [25] showed that for the case of M symplectic with a Hamiltonian
T action, the map is honestly injective. The second result is also due to
Kirwan: the natural restriction map of the equivariant cohomology of M to
the (regular) cohomology of the symplectic reduction at a regular value p of
the moment map
H*(M) -> H*(M//T) (1.2)
is a surjection. These statements are fundamental to much of the research
currently conducted. The first map (1.1) allows us to use properties of the T
action on the normal bundles of the fixed point sets to deduce properties of
M. The second map (1.2) allows us to explore the geometry of the reduced
space using behavor of the T action on M. In the present work, the inter-
action between these two maps is important; it is the restriction to the fixed
points in the first map which allows us to do calculations of the kernel of the
second.
1.2 The Role of Combinatorics
In 1974, Chang and Skjelbred [9] described the image of the map
i* : H4(M) -+ H*(M T ).
More recently, Goresky, Kottwitz, and MacPherson [13] stated the result in a
simple and combinatorial manner for the case where T acts with isolated fixed
11
CHAPTER 1. INTRODUCTION
points, and codimension-one tori of T fix spaces with real dimension less than
or equal to two. Their model (with insights from Tolman and Weitsman [37])
spawned the graphical approach to symplectic geometry. This has become
almost a philosophical point of view, in which most notably Guillemin and
Zara [21], [20] have recast well-known results for symplectic manifolds with
Hamiltonian torus actions into results about GKM graphs, or graphs which
maintain certain combinatorial properties. These graphs are not available
for every Hamiltonian T space, nor does every such graph correspond to
some manifold. However, the graphs have extremely accessible combinato-
rial properties which allow insight into K-theory, localization formulae, and
symplectic reduction.
In the work presented here, as well, the cast of characters includes combi-
natorics. The origin is not so mysterious. Just as the combinatorial Schubert
polynomials introduced by Lascoux and Schiitzenberger [29], [30] lends in-
sight into the geometric question of how certain varieties intersect in the
flag variety, we present a sort of "equivariant Poincare dual" to equivariant
Schubert varieties whose combinatorial properties allow us to answer geo-
metric questions. These equivariant cohomology classes are actually double
Schubert polynomials, also first described by Lascoux and Schiitzenberger,
permuted by the Weyl group (see Section 2.8.
1.3 The Main Theorem
Weight varieties are the symplectic reduction of coadjoint orbits by a torus.
Let 0 x be a coadjoint orbit of SU(n) and p E t* a regular value of the
moment map <D. Let Ox//T(p) denote the symplectic reduction of OX by T
at p, or the p-weight variety.
In this exposition, we find an explicit description of the (ordinary) co-
homology of 9 x//T(). While the topology of OA does not change as we
vary A within the interior of the positive Weyl chamber, even the Betti num-
bers of Ox//T(p) depend on A. (An exception to this may be found with
the coadjoint orbits of SU(3), all of whose non-trivial weight varieties are
two-spheres.) Weight varieties for SU(n) are smooth, in contrast to weight
varieties for the other compact Lie groups, which are typically orbifolds.
We noted in Section 1.1 that the natural map
12
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1.3. THE MAIN THEOREM
is surjective. Thus the cohomology of weight varieties can be expressed as
the quotient of H (O) by ker r.
The coadjoint orbits 0 \ of SU(n) can be identified with isospectral sets
of Hermitian matrices with the condition that the eigenvalues sum to zero.
For any sequence of real numbers
such that Ej Ai = 0, 0,X is the space of all Hermitian matrices with spectrum
equal to (A, . . . , An). Generically, all of these inequalities will be strict; this
is the case we consider.
Each A C V is identified with the diagonal matrix with entries equal
to the (ordered) eigenvalues (A,,... , An). The choice that A, > ... > An
is equivalent to a choice of positive Weyl chamber of t*.For A a sequence
of strictly decreasing eigenvalues, the coadjoint orbit 0 A will intersect the
interior of this chamber exactly once, at the diagonal matrix with diagonal
entries (A,, ... An).
Let el, ... , en be functionals on V (hence elements of t) such that ei(A) =




on t*, for o E W, k = 1,..., n - 1.
Theorem 1.3.1 Let X = x//T(p) be the p-weight variety of the SU(n)
coadjoint orbit 0 A. Then
H(X) -[j..X71 . n
iB" (1+ Xi) - n 1"(1 + Ui) s x
where IA,, consists of the classes 'I" _ defined in Section 2.8 for all o, w E W
such that f,,k(A - w) > f,,k pY) for some k.
The basic structure of the thesis is as follows. In Chapter 2, we discuss
the topology of flag varieties, idependent of choice of symplectic form. Of
course, there is no mention of weight varieties in Chapter 2. In Chapter 3, we
tackle the symplectic side of the story, introducing the additional structure of
13
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the symplectic form. We present Tolman and Weitsman's seminal theorem of
reduction as well as results by others that are helpful to the cause. In the last
part of Chapter 3, we restate and prove the main result above. In chapter 4,
we do a few examples: the symplectic reduction of SU(3) coadjoint orbits,
the reduction of SU(n) coadjoint orbits where all but one of the eigenvalues
are close together, and the reduction at 0 of SU(4) coadjoint orbts where
the eigenvalues are far apart. In Appendix A we compute the equivariant
cohomology of SU(n) flag varieties using methods of Bott and Tu [7], and in
Appendix B we collect together a series of useful facts about the Weyl group.
Chapter 2
Topology of Coadjoint Orbits
2.1 Equivariant Cohomology
Equivariant cohomology is one of the simplest invariants of manifolds with
group actions. While we define the equivariant cohomology for a compact Lie
group G, only abelian equivariant cohomology is necessary for the purposes
of our work. Consequently, with rare exception, all examples are using T
equivariant cohomology, for T a torus. There are two basic notions in equiv-
ariant cohomology. The first we have already mentioned, which is tracking
the G action on a manifold. The second is calculating the (ordinary) coho-
mology of the quotient of M by G. While these two goals seem at odds with
one another, in that the quotient explicitly ignores the G action, they are in
fact very neatly interwoven. G-equivariant cohomology of M is the ordinary
cohomology of M/G only when G acts freely. At the other extreme, if G
acts fixing M, the equivariant cohomology is H*(M) 0 S(g*)G, the ordinary
cohomology of M tensored with the G-invariant symmetric functions in g*.
There are several ways of defining equivariant cohomology. Here we
present the method championed by Borel, and used by Atiyah and Bott
[2]. As we said, if the G action on M is free, the equivariant cohomology
is just the regular cohomology of M/G. If the action is not free, we make
it free by crossing M with EG, a contractible space with a free G action.
For any contact Lie group G, EG exists and is well-defined up to homotopy.
The space M x EG is then homotopically equivalent to M, yet has a free
G-action.
Definition 2.1.1 Let EG be a contractible space with a free G-action. For
15
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M a manifold with a G-action, we define the Borel space of M:
MG:= (M x EG)/G
where g E G acts on M x EG by g - (m,e) := (g- M, g - e). We sometimes
write MG = M XG EG.
If M already has a free G-action, one can check that MG is homotopically
equivalent to M/G, which we write as ~-.
Definition 2.1.2 Let M be a manifold with a G-action. The equivariant
cohomology is defined
H (M) H*(MG)
where MG = M XG EG is the Borel space of M.
HG is a contravariant functor. The map M -> pt induces H (pt) -* H (M)
and makes H (M) into a module over the equivariant cohomology of a point.
Example 1. For G = S', we can take EG = Soc, the unit sphere in Hilbert
space.
H (pt) = H*(EG/G) = H*(S /Sl) = H*(CP ) = CIx],
where x is of degree 2. Similarly, for G = T, we can take EG = (S')' and
H (pt) = H*((CP )") = C[xi, . .x,]
where dim T = n and deg xi = 2.
Example 2. Let G/T be the homogeneous space with T the maximal torus
in G. Any EG is automatically an ET.
H (G/T) = H*(EGXGG/T) = H*(EGxTpt) = H*((CP )n) = C[x 1,... ,x n]
where dim T = n.
From this point forward, we will only be concerned with the case where
G is a compact, connected, abelian Lie group, i.e. G = T. Note that
M x ET -+ ET under the projection onto the second factor is a T-equivariant
map and hence descends to the quotient
MT -& BT := ET/T.
The fibre of this map is M and we refer to this bundle by MT.
2.1. EQUIVARIANT COHOMOLOGY
Definition 2.1.3 A manifold M with a T action is equivariantly formal if
the E 2 term of the Leray-Serre spectral sequence of the bundle MT collapses.
In other words, as modules over H (pt),
H*(M) c H*(M) ® H*(BT).
If M is a symplectic manifold with a Hamiltonian T action, then M is equiv-
ariantly formal [13].
2.1.1 For Hamiltonian T-Spaces
Suppose M is a symplectic manifold with a Hamiltonian T-action. We refer
the reader to Section 3.1 for the appropriate definitions. For such mani-
folds, the analogy between equivariant cohomology and ordinary cohomol-
ogy breaks down: there are results for equivariant cohomology which are "far
from the truth" in ordinary cohomology. For example,
Theorem 2.1.1 (Borel) Let M be an equivariantly formal T-space. Then
the map in equivariant cohomology induced by the inclusion of the fixed point
set is injective:
H*(M) _4 H*(MT).
In the case of Hamiltonian T actions, then, we can justify the following
definition of support:
Definition 2.1.4 Let a E H.(M) be an equivariant cohomology class. We
say that a is supported on a T-invariant variety X C M if a restricts to 0
on all fixed points of M which are not in X.
The restriction to fixed point sets allows one to construct classes locally,
as we see with the following theorem.
Theorem 2.1.2 (Kirwan) Let f be a proper Morse-Bott function on a
Hamiltonian T space M, and define
Ma := {m E M~f (m) < a}.
Assume further that f is the moment map for some restricted S1 C T action
on M. Let C be a critical set of index A for f such that there are no other
17
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critical sets in f-1 (f(C) - e, f(C) +E) for some e > 0. Then we have a short
exact sequence in equivariant cohomology
0 -- + H*~7(C) -+ H*(M(c)+E) -- + H*(Mf(c)-E) -- + 0.
Furthermore, the composition
injection restriction
H - (C) > H (Mf(c)+e) > H (C)
is the cup product with the equivariant Euler class of the negative normal
bundle v-(C) of C.
In particular, let a E H (M(c)+E) be a class which restricts to 0 on Mf(c)-,.
Then the restriction of a to C is r*a = 3 e(v-(C)), where 3 is some
equivariant cohomology class.
Remark 1 Let a E H (M) be zero restricted to Mf(c)-, and equal to
e(v-(C)) restricted to C. The class a is not uniquely determined. Let C'
be another critical set with f(C') > f(C), and -y any class which is zero on
Mf(c')-E,. Then a + -Y has the same properties as a on Mf(c)+E-
2.2 Equivariant Cohomology of Coadjoint Or-
bits
Coadjoint orbits have a Hamiltonian torus action which comes from the coad-
joint action of T on the orbit. We show in Appendix A that a generic coad-
joint orbit of G = U(n) is equivariantly diffeomorphic to the quotient G/T
with the action of the torus on the left. The space G/T is also called the
flag variety, because of its diffeomorphism with the space of complete flags in
Cn. The main result presented in the Appendix is the explicit computation
of the T-equivariant cohomology of G/T, and hence of the coadjoint orbit,
using methods of Bott and Tu [7]. Let G = U(n) and T" its maximal torus.
We show that
H*n(G/Tn) = C[x 1 , . . ,X ,u 1 , ... ,u ]
(H>(1 + ui) - HI[ (1 + Xi)
Given a splitting T = S' x ... x S', each ui is the first Chern class of the
dual to the tautological line bundle over the ith copy of BS' ~_ CP' in
18
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BT = BS' x ... x BS'. Each xi is a first Chern class of a quotient bundle
obtained from G/T XT ET - BT. Furthermore, for G' = SU(n) and its
maximal torus T- 1 , we have the further quotient:
H*-(G'/T"-1= C[Xi, . .,,, u1 ,.. . , Un] (2.1)
(H (1+ui) -- H 1 (1+ Xi), EnUi
Note that U(n)/T" n SU(n)/Tn-1 and we therefore use the term G/T to
refer to both. The torus Tn acts on both, but with only an effective Tn-
action. Consequently, it is somewhat more useful to let G = SU(n) and
T = Tn-1, however one may think of either. The fixed point sets are the
same, and we will therefore blur the distinction unless clarification is needed.
The restriction of the equivariant cohomology of G/T to the fixed point
set is an inclusion because T acts in a Hamiltonian fashion. In this section, we
express the cohomological result above in terms of the inclusion H (G/T) -+
H ((G/T)T), where (G/T)T is the set of points fixed by T. In particular, we
explicitly compute the restriction of the generating equivariant cohomology
classes above (the xi's and uj's) to the fixed point set.
Let M be a Hamiltonian T space, and MK the fixed point set in M of
any subgroup K C T.
Definition 2.2.1 We say that a Hamiltonian T-space M is a GKM space
if MT is a finite set of points, and for K c T any codimension-one torus,
each connected component of MK has dimension at most 2.
If M is a GKM space, it follows that each component of MK is either a point
or a two-sphere, for all codimension-one K. Label the spheres S1, . . . , Sm, and
the corresponding codimension-one tori which fix them K 1, ... , Km (possibly
repeating). Each Si has distinguished T fixed points which we label (in no
particular order) fi, and fi.
Remark 2 The flag manifold G/T is a GKM space.
Theorem 2.2.1 (Goresky, Kottwitz, MacPherson) /13] Let M be a GKM
space. Its equivariant cohomology is a subring
H (M) C @ S(t*)
pEMT
with the restrictions that for any polynomial P DPEGMT S(t*), we have that
P|f, = P|fi on tj for all i, where tj = Lie(Ki).
19
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Theorem 2.2.1 is a description of the equivariant cohomology of M in terms
of its fixed points. It says that the cohomology is the cohomology of its fixed
points with certain relations imposed. In the case of M = U(n)/T, the fixed
points of the T action on the left are in one-to-one correspondence with the
elements of the Weyl group.
The description of the equivariant cohomology as a quotient above (2.1) as
presented in Appendix A has the benefit of a natural geometric interpretation
of its generators. The second description in terms of Theorem 2.2.1 profits
from its combinatorial nature. The relationship between these two pictures
will be a great aid in calculating the cohomology of the symplectic reduction
of G/T.
The correspondence between the two descriptions is given simply by re-
stricting the generators in expression (2.1) to the fixed points. We describe
in Appendix B how fixed points of T acting on G/T are indexed by the Weyl
group W := N(T)/T. In the case of U(n), W = Sn, the set of permutations
on n letters. For a- E S, label the corresponding point p,. Let the maps
ra : p, -+ G/T
be the inclusions of the fixed points, and
r : F " G/T
be the inclusion of the fixed point set F = (G/T)T.
Theorem 2.2.2 The map r, : p, -± G/T induces a restriction
r*: H (G/T) -- + H (p,) = S(t*) = C[ui,... ,un1 (2.2)
such that r* : xi 4 uoi) and r*. : ui " i, where xi and ui, i = 1,.. . ,n are
the generators in expression (2.1). In particular, r F --+ G/T induces a
map
r* : H*(G/T) -- + H*(F) = G C[ui,..., un]
pEF
whose further restriction to each component in the direct sum is r*..
Proof. First we consider what happens to the classes ui under the restriction
to the fixed point set. For any M, the map r : M -+ pt induces a map (the
pullback) on equivariant cohomology
7r * : H* (pt) ---+ H* (M)
20
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which makes H(M) a module over H (pt). By definition, the classes ui
generate the image of ir*. For every p c MT, the map
rp* : H(M) -- + H* (p)
is a module homomorphism, so r*ui is just ui itself.
Now let M = G/T. The classes xi described in Theorem A.0.2 are not
pullbacks from the map M -+ pt, and will therefore have different restrictions
to the different fixed points. We recall from Section A that the classes xi
are Chern classes of the tautological line bundles over projective bundles
over BT. In particular, we noted that for E = V XT ET, H4(Fl(V)) =




The map Fl(E) -+ BT splits into a sequence
Fl(E) = P(Qn- 2 ) > .-1 - - ± I P(Q1) 7r' P(E) 7' > BT
where Q, is the quotient 7r*(E)/S1 for S, the tautological line bundle over
P(E). Then Q2 is the quotient Q1/S2 where S 2 is the tautological line bundle
over P(Q1), etc. Pulling back E all the way to the flag bundle gives a splitting:
7r*E = Qn_1 ( Sn_1 E - S- .
The class xi is by definition c1 (Si), where the relevant pull back maps are
suppressed.
A fixed point p E M in the Borel construction corresponds to a fixed copy
of BT a p XT ET in M XT ET. Under the equivariant diffeomorphism
h: U(n)/T -+ Fl(V)
defined in Lemma A.0.1, we can restrict the xi to the fixed points of Fl(V),
and then use the Borel construction to make the restriction equivariant. The
T action on V splits V into a sum of 1-dimensional vector spaces, or lines
1,... , in. Any flag written (i1) C (li,, 42) c - C (l41,. .. , ) = V is a fixed
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point of the T action on Fl(V). These flags inherit a labeling from W under
h. In particular, for o- E W, the corresponding fixed point in Fl(V) is
P, = (l(1)) C (l(1), lG(2)) C C lC(1 ), ... , lo(n))-
We first compute r*(xi) for any o- c W, and proceed inductively to obtain
r* (xi) for all i. We may project p, to its one-dimensional component l,(1),
a fixed point of the descending T action on P(V). Then l(1) is a line in the
tautological line bundle over P(V). In other words, lG(1) XTET is a line in Si,
the tautological line bundle over P(V) xT ET a P(V XT ET) e P(E). Recall
x1 is the generator of the cohomology of the fibre CP" 1 of r, : P(E) -+ BT.
We then have that
r*(Xi) = C1\(Si) x ETm
where c1(Si) is the first Chern class of the bundle Si -+ P(E). In other words,
restricting xi to a fixed point p, x BT G FL(E) amounts to restricting the
bundle 7r*E - Fl(E) to p, and calculating the restriction of the cohomology




and we show in Appendix A that V XT ET = @nLi, where Li = 1i xT, ET
and Ti S i acts on 1i with weight one and on 1j trivially for j Z i. By
naturality,
c1(S1)I()xTET = c1(L,(1)).
We note that by definition, ui = c1(Li) and hence
r*(xi) = c1(S1)l, ET = c1(L,(i)) = U0(1).
We continue inductively: the point p, also specifies a two-dimensional fixed
subspace (l,(1), l(2)) of V containing l,(1). Under the Borel contruction, this
two space is a point in the quotient Q, = 7r*E/S, or a line in its tautological
line bundle S 2 . Then
r*(x 2 ) = c1(S2)11,( 2)XTET = Ua(2)-
It is clear how to proceed from here. For each xi, there is a projection from P
to the corresponding i-space, which can (after crossing with ET and modding
out by T) be realized as a line in Si. We obtain
r*(Xi) = c1(Si)(i)XTET - Ua(i)
22
2.3. EQUIVARIANT THOM CLASSES
which concludes the proof. l
Clearly the difference of symmetric polynomials in the xi and in the ui
maps to 0 under r*, which shows that r* descends to a map
r* : C-1 ... ,-,3, .,u-+ (Ds(t*).( n 1(1 + xi) - H" (1 + us) pEM T
That this map is an injection follows immediately from the fact that flag
manifolds are GKM spaces (see Definition 2.2.1). The surjection onto the set
of classes in @pEMTS(t*) satisfying the restrictions in Theorem 2.2.1 follows
from a dimension count.
2.3 Equivariant Thom Classes
Equivariant Thom classes are, as the name would suggest, an extension of
ordinary Thom classes to the case where all the spaces in sight have a group
action and all maps in sight are equivariant with respect to the action. In or-
dinary cohomology, the Thom class of a submanifold X in M has the defining
property that there is a deRham representative which integrates to 1 along
the fibre of the normal bundle to X in M. The Borel construction introduced
in Section 2.1 forces us to consider infinite dimensional spaces, so we cannot
use de Rham forms with integration properties to define equivariant Thom
classes.
We recount the definition of equivariant Thom classes, as found in [2].
Let X C M be a submanifold, where X and M both have smooth G actions,
and where the inclusion i : X -+ M commutes with the action. We also
assume that X and M are both compact. As before, let EG be a contracible
space with a free G action, and the Borel space XG associated to X be
XG : X XG EG. There is an inclusion iG : XG -+ MG induced by i :
X - M. We denote by v(XG) the normal bundle of XG in MG. While
the spaces XG and MG are infinite-dimensional, note that the codimension
is finite dimensional. The normal bundle can be defined explicitly as follows:
consider the projection of p, : X x EG -* X by mapping onto the first factor.
Let v(X) be the normal bundle of X in M. Pull back v(X) to X x EG to
obtain a bundle p*(v(X)) -+ X x EG. This bundle is equivariant under the
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anti-diagonal G action, and hence descends to a bundle over XG, which we
denote v(XG) -± XG.
As with equivariant cohomology, we define Thom classes by applying the
ordinary Thom theory to bundles over MG instead of over M. We choose a G-
invariant metric on the normal fibres of v(XG). The Thom class is an element
r of H*(Dn(v(XG)), Sn(V(XG))) where n = dim v(XG), D"(V(XG)) is the
unit disk bundle and Sn-(v(XG)) the n - 1-dimensional sphere bunele in
Dn(v(XG)). T is the unique class which maps to 1 in the degree-changing iso-
morphism given by the Thom Isomorphism H*(Dn(v(XG)), S"1(v(XG)))
H*(XG) ® H*(Dn, Sn 1 ), where H*(DU, S- 1 ) , HI*(Sn), the reduced coho-
mology of Sn. See, for example, [35] for details on the Thom isomorphism.
Instead of using a disc bundle and a sphere bundle, one may directly use
the pair (MG, MG - XG). The exact sequence in relative cohomology for the
pair (MG, MG - XG) is
H*-(MG - Xc) > r H*(MG, MG - XG) > H*(MG) = H (M)
and the Thom Isomorphism Theorem says that the pushforward map
(iG)* : H*(XG) -- + H*l'(MG),
where q is the codimension of XG in MG, factors through T, i.e.
(iG)* = 0 r.
Having stated the theory in this precise form, we revert to the standard
identification of the Thom class with its image in H*(MG).
Definition 2.3.1 Let X be an equivariant submanifold of a manifold M with
the action of a compact Lie group G. The equivariant Thom class T E H (M)
is the image of 1 under the pushforward i, : H (X) ---+ H (M) induced by
the inclusion i : X - M.
Similarly, we define the equivariant Euler class to be the pull back of the
Thom class to XG. In other words,
eG(V(X)) := iG*(ZG),(1) E HY(X).
The following lemma follows from this definition and from naturality of Thom
classes:
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Lemma 2.3.1 (Naturality) Let p E X be a G fixed point in X, where X
is a G-invariant submanifold of M. Let r* : H (M) -+ H (X) be the map
induced by the inclusion of the submanifold, and r; : H (X) -+ H (p) be
the map induced by the inclusion of the point. Then
r*r(T) = r*eG(vX) =eG(VX p)
where vXlp is the restriction to p of the normal bundle to X.
Lastly, we make a brief statement about restricting the equivariant Thom
class to fixed points.
Lemma 2.3.2 Let MG be the fixed point set of G on M, and p E MG. Then
under the restriction HG(M) -- HG(MG), the Thom class r is zero on all
p MG nX.
Proof. We noted earlier that r can be thought of as a class in the relative
cohomology H*(MT, MT - XT). In particular, for p a point with p E M - X,
we have PT E MT - XT and thus H*(MT, MT - XT) -4 H*(pT) is the zero
map. L
2.4 Permuted Schubert Varieties and the a-
Ordering
For a short while, let G be a complex semisimple Lie group and B a Borel
subgroup, and T a maximal torus in B. Note that G/B and K/T are diffeo-
morphic, where K is the maximal compact subgroup of G. For example, for
G = Sl(n, C), K = SU(n) and K/T is the space that has been under dis-
cussion in previous sections. Unfortunately, describing the quotient by K/T
clouds the complex structure (as neither K nor T has one), but G/B descrip-
tion makes it patently obvious that coadjoint orbits are complex. The the-
ory of Schubert varieties, developed in large part from an algebro-geometric
point of view, identifies complex algebraic varieties of G/B as Poincar6 dual
to cohomological generators. The theory has an equivariant analogue. In
Appendix B the reader will find a brief review of the standard theory of
Schubert varieties and the Weyl group.
Here we introduce a slight generalization of Schubert varieties and the
Bruhat order (also defined in Appendix B). We use the Weyl group to
CHAPTER 2. TOPOLOGY OF COADJOINT ORBITS
permute the Schubert varieties. We will see later that an analogue to a
Poincare dual to Schubert varieties in the equivariant setting will play an
important role in Theomem 1.3.1 an explicit description of the cohomology
of SU(n)-weight varieties.
Definition 2.4.1 We define the permuted Schubert varieties as
X" = -Ba-wB/B.
Note that X' is the point corresponding to -, and X|| = X,, the standard
Schubert variety for w. Furthermore, the fixed points of X" are {-v : v <
c-'w}, where < indicates the Bruhat partial ordering (see Appendix B).
Fact 2.4.1 The permuted Schubert varieties are T-equivariant subvarieties
of M.
There is a slight generalization of the standard partial ordering (the
Bruhat order, described in Appendix B) on elements of the Weyl group.
Recall that for any roote ai, there is a corresponding reflection bi, and for
any choice of simple roots, the Weyl group W is generated by the corre-
sponding simple reflections. For {ai} a choice of simple roots, and si the
corresponding relflections, there is a set {c-a} of permuted simple roots for
any - e W. Any w E W has a o--reduced expression w = so, ... si o- with
0i = uai, 1 minimal, and so, the reflection corresponding to the root o-ai.
This way of writing w generates a new partial ordering.
Definition 2.4.2 We write v <, w if and only if for every o--reduced ex-
pression so . sol of w, there is a u--reduced subexpression s. ... so. a
for v.
An important fact about the o- ordering is the following relationship to the
standard ordering.
Lemma 2.4.1 Let v, w be elements of the Weyl group. Then v < w in
Bruhat order if and only if -v K, -w in the - order.
Corollary 2.4.0.1 The fixed point set of the T action on the permuted Schu-
bert variety X", is
{-v : v < o-w}= {-v f : < < w}= {v: v <, w}.
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Proof of Lemma. By definition, we have -v <, -w if and only if for every
reduced expression o-w = s,,1 ... sa, a with /3 = Ua, there is a minimal length
subword x- = sp, ... s,. o-. But then we obtain a reduced expression
-1 -1 -
w = or -1s ... s3, o- = 1 so-. ... U--s, c- i=ls . .. si,
since s,, = -simo . Similarly, V = o- sr,. . .. so. a- = sil .. .s'j is a
reduced subword of w, so that v < w. El
2.5 Bott-Samelson Manifolds
Bott-Samelsons are in some sense a simultaneous resolution of the singu-
larities that arise in Schubert varieties. We describe in Appendix B that
any element w C W can be written as a reduced expression, i.e. a mini-
mal product of simple reflections. For every Schubert variety X", there is
a Bott-Samelson manifold 1X, associated to a choice of reduced expression
for w, and a map 7r : X1 -- + Xw. For every Bott-Samelson associated to
the long word wo, and for each w E W, there is a submanifold which is a
Bott-Samelson for some reduced expression for w. Moreover, the map wrw is
generically one-to-one. Just as X,, has a compact torus T action on the left,
Bott-Samelsons also have a left T action and the projection is equivariant.
Furthermore, the cohomology of G/B injects into the cohomology of Xo, for
any reduced expression of the long word wo [6]. For our purposes, the Bott-
Samelsons allow us to treat a Schubert variety X,,, as a submanifold of G/B.
While Schubert varieties are not generally smooth, their Bott-Samelson coun-
terparts are smooth. We use the Thom classes of these manifold analogues
of Schubert varieties to extend the notion of equivariant Thom class to the
Schubert variety case.
Let a,, ... , ain1 be a choice of simple roots in the root system, and A+
the set of positive roots associated to this chioce. To each positive root O3,
there is an associated reflection over the hyperplane perpendicular to Oi. In
the case where /i is a simple root, these are simple reflections. The Weyl
group W = N(T)/T is a finite group (for G semi-simple), and is generated
by the simple reflections.
Notational Remark. For the simple root ai, we denote by si the asso-
ciated reflection. In the G = SL(n) case, we may choose oi = ui - ui+1-
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Then the corresponding simple reflection si acts on the polynomial ring
C[u, ... , u,] '-- t* by interchanging the ith and (i + 1)" letters. We therefore
use the transposition in cyclic notation (i i + 1) in place of si where conve-
nient. Any positive root ui - uj, i < j has a corresponding reflection which
acts on t* by the transposition (i ).
To each simple root is associated a minimal parabolic subgroup P of
Sl(n, C). For the root ai = ui - uj 1 , the parabolic P consists of matrices
which are upper-triangular, except for one off-diagonal entry in the (i +1 i)th
entry of the matrix. For example, P2 looks like
* * * * ... *\
o * * * ... *
o * * * --- *
0000... *
More generally, for any semi-simple complex G, under the adjoint T ac-
tion, g splits into the sum g = te Uiga, where t is dim(T) copies of the trivial
representation, and &,, is the complex one-dimensional representation of T
with weight ac. Then P = B exp g is the minimal parabolic subgroup
associated to aj.
We now define the Bott-Samelson manifold associated to a reduced ex-
pression for w.
Definition 2.5.1 Choose a reduced expression w = sil ... si,. Let P = Pi, x
... x Pi, be the product of the corresponding parabolics. P has an action of
B' as follows: for b = (b1, ... , b),
b - (p1, . . ., pi ) = (p~, bi- i1PAb2 . .. , bj-\jpjbj).
The Bott-Samelson manifold associated to the reduced expression for w is the
quotient P/B'.
In other words, all but the last copy of B act anti-diagonally, and the last
copy acts on the right. The map (p1, . .. , pl) -- pi ... pi is a well-defined map
from P to G, and it descends to a map on the quotient 7r, : P/B' -- + G/B.
cite? Even better, its image is the Schubert variety Xv,. Clearly, 7r. is equivariant
with respect to the B action on the left.
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Generically this projection is one-to-one. By construction, the set of fixed
points in Xkm are all possible (formal) subwords si - - - sig of the particular
chosen reduced expression for w, where ji < ... < jm. By "formal" we mean
that this expression may not be reduced. In particular,
Fact 2.5.1 Over the point w of Xw, there is exactly one point in the Bott-
Samelson XW..
For a choice of reduced expression for the long word wo, this construction
yields a Bott-Samelson manifold which covers G/B.
Lemma 2.5.1 Given a reduced expression wo = Sil ... sik and the associated
Bott-Samelson manifold X,,, for every w G W, there is a Bott-Samelson
manifold !, associated to a reduced expression for w which is a submanifold
of Xw. Conversely, for every reduced expression w = sil ... sik and associ-
ated Bott-Samelson manifold X,,, there is a reduced expression for wo such
that X is a submanifold of the associated Bott-Samelson X 0 .
Proof. For every reduced expression sil ... sik of wo, and for any w E W,
there is a subword si, ... si, which is a reduced expression for w. Conversely,
for any choice of reduced word for w, there is a sequence of length-increasing
reflections which, when multiplied by the reduced word for w, yield a reduced
expression for wo [23]. l





of T spaces and equivariant maps. The map f is an inclusion of a submani-
fold, while i is an inclusion of a subvariety (which is not necessarily smooth).
2.6 Generalized Equivariant Thom Classes:
Existence
Schubert varieties are not smooth, and therefore do not support the standard
notion of equivariant Thom class. While we have no hope to extend the
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definition of Thom class to a class T which restricts to the generator of the
fibre in the normal bundle fibration (as the normal bundle is not well-defined
for Schubert varieties), there are two properties satisfied by the equivariant
Thom classes to a submanifold X in M which we may hope to attain:
1. The restriction of r to fixed points which lie outside X is zero.
2. The restriction of r to a smooth fixed point p E X is the equivariant
Euler class of the normal bundle to X at p.
In this section, we define the generalized equivariant Thom class to a
Schubert variety X, in G/B, and show that it satisfies the first property
above. It also satisfies the second property, but we only prove that it satisfies
it in a restricted sense in this section. In Section 2.7 we show that these
(restricted) properties uniquely define the generalized equivariant Thom class
for Schubert varieties.
Let X,, c+ G/B be the inclusion of a Schubert variety. The corresponding
Bott-Samelson picture has an equivariant Thom class i associated to the
inclusion X, -+ X.. Because there is a dense open subset of a Bott-
Samelson which maps one-to-one to the corresponding Schubert variety, the
pushforward 7r, of ; is a good candidate for a generalized equivariant Thom
class for the Schubert variety X,.
Definition 2.6.1 The generalized equivariant Thom class r of the Schubert
variety X, in G/B is the equivariant pushforward under r : X,-- G/B
of the equivariant Thom class r for X,, in X, 0 :
T := ir,(I~).
Remark 3 The generalized equivariant Thom class does not depend on the
choice of reduced expression for w or for wo. This follows from Corollaries
2.6.0.3 and 2.6.0.4, and the uniqueness argument in Section 2.7.
From Lemma 2.3.2, we have
Corollary 2.6.0.2 Let T E H (X; 0 ) be the equivariant Thom class for the
submanifold X. of the Bott-Samelson XO. Then i is 0 restricted to fixed
points which lie outside X.
By Definition 2.6.1, it follows immediately that
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Corollary 2.6.0.3 Let r be the generalized equivariant Thom class of X,
in G/B. Then r is 0 restriced to fixed points which lie outside X".
Fact 2.6.1 The variety X, is always non-singular at the point pw corre-
sponding to w.
Let ; denote the equivariant Thom class of Xw - Xw.. We calculate the
pushforward of ~ under the map ir : 12, -- + G/B restricted to the point pw.
First we find the restriction of ~ to a distinguished point in the Bott-Samelson
manifold X W0 over G/B.
Lemma 2.6.1 Let 1rw : X, - X,, be the projection of a Bott-Samelson
manifold to the Schubert variety Xw. Let? be the equivariant Thom class of
the inclusion X C Xw and i-v be the unique point given by Fact 2.5.1 such
that ,r,(C) = pw in the Schubert variety Xw. Then
-yEAflwA±
where i* is the map in equivariant cohomology induced by the inclusion & c
kWO.
Proof. By definition, ~r must restrict to the equivariant Euler calss of the
normal bundle to Xw at w. The T action splits the normal bundle into a
direct sum of line bundles
YEI
where I is a set of weights. The equivariant Euler class is the top Chern class,
or the product of the first Chern classes of these line bundles. Each weight y
has a codimension one annihilator by C t. The corresponding codimension-
one torus H, = exp 0. has a CP 1 fixed point component containing Cv. The
weights in IC, the complement of I in A+, are those -y such that this CP 1 lies
in X2. Conversely, those -y I are those whose CP' fixed point components
containing fv intersect X, in just the point.
Choose reduced expressions w = si, ... si, and wo = si s . . sik such
that wo has the same first p simple reflections. Then
Xi = Pl x -.. x Pi c X2 W = Pil X ... X Pi,
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by assigning the identity in the last k - p entries. Clearly ail E IC, as
its kernel is precisely the codimension one torus which preserves the CP'
in P 1 which is not contained in the Borel. For each P 3 , j < p, there is
exactly one CP in is, which contains w: sl x sij_1 x CP x - x si.
We see si ai, E IC as its kernel H,, i2 preserves the CP' corresponding
to Pac2 ; the left action by H,8 l a2 is equivalent (using the quotient by the
k copies of B) to an action on the left on the second parabolic. Then this
action preserves the corresponding CP'. Inductively, we find that I' -
{ai, sai2,..., 7s ... si,_,a5 }. However, by Fact B.O.2 in Appendix B, this
set is precisely A+ n w&-. Then I = A+ n w/+ is the complement. E
Corollary 2.6.0.4 The pushfoward of T under ,r : Xwa -+ GB restricted to
pw G GB is
r*pr,(i) = fi
-yEA+flwA±
where r* is the map in equivariant cohomology induced by the inclusion pw -
G/B.
Proof. We noted in Fact 2.5.1 that for any choice of Bott-Samelson mani-
fold over Xw, there is exactly one point zT' in Xw which maps to Xw under
7rW. Thus the value of the pushforward at pw is equal to the value of the
equivariant Thom class of X restricted to Cv. E
Lastly, we note that the corollary above is expected from the geometry of
the Schubert variety X, in G/B. In the same manner as above, we may
compute the equivariant Euler class of the normal bundle to Xw at pw, even
if X, is not smooth. Let v denote this T bundle over the point p.
Lemma 2.6.2 The equivariant Euler class of the normal bundle v over pw
of Xw c G/B is
-yEiA+fwA+
Proof. By definition, the equivariant Euler class is obtained as follows.
Consider the bundle v -+ p, (note that v may be trivial as a nonequivariant
bundle, but not as a T-bundle). Under the T action, v is split into lines
V = GC(a)
aEI
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where a E t* is the weight of the action, and I is a set of weights. Since v
is a subspace of the tangent space Ts, we know these weights correspond
to positive roots. By abuse of notation we refer to both the roots and the
weights as a. The equivariant Euler class is the top Chern class of v, or the
product of the first Chern classes of the line bundles C(,). Each first Chern
class is just the root itself, which implies
e(v) = fl a.
aEI
We have left to calculate the action of T on each copy of C in v. The set I
consists of weights y whose corresponding reflection s, satisfies
1(s'YW) > 1(W).
The lemma then follows from the following characterization of I:
Lemma 2.6.3 Let ^/ c A+ such that l(slw) > 1(w). Then -y c wA+.
Proof of Lemma. The set I of all such y E A+ is the complement in A+
of
We characterize Ic. Let si1 Si2 ... sip be a reduced expression for w. Then by
the Strong Exchange Lemma (p. 117, [23]), there exists a unique j such that
sw = sil ... si ... sip. Then,
s- = sl .?.l . Sij ... sipsip ... = s .i 3 .. si a_, sisitj si.
Hence =si ... sij 1 aij. We again invoke Fact B.O.2:
A+ n wA- = {ail, sil ai2, - - - ) sil ... - ai,}
where w = sil ... sip is a reduced expression. Then it is clear that IC -
A+ n wA~ and that therefore I = A+ n wA+, which concludes the proof. El
2.7 Generalized Equivariant Thom Classes:
Uniqueness
In this section we prove that the properties given in Corollaries 2.6.0.3 and
2.6.0.4 uniquely describe a cohomology class. The generalized equivariant
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Thom class r of a subvariety X, in G/B is the only cohomology class with
these properites.
Theorem 2.7.1 Let X,, be a Schubert variety in G/B. Let r E H (G/B)
be a homogeneous equivariant cohomology class that satisfies the properties
1. For any T-fixed point p E G/B, such that p § X., the restriction
r*(r) 0, where r* : H (G/B) -+ H (p) is induced by the inclusion of
the fixed point, and
2. Restricted to the distinguished point pw G X,, associated to the Weyl
group element w, we have
r*,(T)= 17 .
recA+flwA+
Then T is unique.
Remark 4 There are many ways to prove this theorem. Perhaps the first
proof is due to Kostant, stated nicely in by Sara Billey in [4] in which he as-
sumed that the class T depended on a choice of orbit point A. This meant that
T was not a purely topological invariant. Billey realized that double Schubert
polynomials were Kostant polynomials, which allows Kostant's uniqueness
arguments to be applied in the context of equivaraint cohomology. Kostant
generalized his work with Kumar in [27] for Weyl groups which are not finite,
and dropped the reliance on an orbit point. For Kostant and Kumar, what
we refer to as equivariant cohomology classes were polynomials that could
be evaluated on orbit points of the Weyl group acting the fixed point set.
The properties of their polynomails are the same as the ones presented here,
modulo the action of the long word of the Weyl group (in the finite case).
Remark 5 Corollaries 2.6.0.3 and 2.6.0.4 show that the generalized equiv-
ariant Thom class T of Xw in G/B satisfies properties 1 and 2 above.
Notice that if T satisfies the properties above, then its degree is 2 times the
cardinality of A+ n wA+ since the degree of any root is 2. We know that
|A+ nwA I = l(w) by Fact B.0.2, so that JA+ n wi+l = 1(wo) - l(w), where
we use that A+l = n(n - 1)/2 = 1(wo).
We continue to assume that we have picked a Schubert variety X" in
G/B for which r is a generalized equivariant Thom class, and suppress the
dependence on w in our notation 7.
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Lemma 2.7.1 Suppose r c H(G/B) satisfies the properties of Theorem
2.7.1. Then we have
r*(T) =JyEA fwA± V = W1 0 l(v) > l(w) and v f w.
This lemma is just restating a weaker version of the properties of Theorem
2.7.1.
Proof of Theorem 2.7.1. We show that uniqueness follows from the weaker
properties of Lemma 2.7.1. Suppose r were not unique, i.e. there exists some
class o e H (G/B) satisfying the same properties of Lemma 2.7.1. Because
the map of the equivariant cohomology of G/B into the equivariant coho-
mology of the fixed point set is an inclusion, r and o must have different
restrictions to the fixed point set. The properties that both satisfy imply
that the restriction of T and o- may only be different on points v such that
1(v) < 1(w). In particular, T-U- has support on points v such that 1(v) < 1(w),
i.e. restricts to 0 outside this set. By Theorem 2.2.1, at any point where the
difference is non-zero, T - o- must be a multiple of the product of all roots
pointing out of this set. Because l(v) < l(w), the degree of T - c- must be at
least 2(1(wo) - l(v)). But this is strictly greater than 2(1(wo) - l(w)), which
is the degree of r and -, a contradiction to the assumption that the classes
are homogeneous.
The following theorem is practically a corollary of Lemma 2.7.1.
Theorem 2.7.2 Let a c H(G/T) be a homogeneous class which restricts
to 0 on all fixed points p, such that v < w in the Bruhat order. Then a is
a linear combination of classes T, where T, is a multiple of the generalized
equivariant Thom class of the Schubert variety X,.
2.8 Permuted Double Schubert Polynomials
In this section we introduce the role of double Schubert polynomials Gw(u, x)
and their permutations, called permuted double Schubert polynomials'I.(u, x).
We show that they are homogeneous elements of the T-equivariant cohomol-
ogy of 09 , in the basis described in Appendix A (also expression (2.1)), and
that their support lies on the permuted Schubert varieties X". These poly-
nomials are classes of minimal degree with support on X ,, and are therefore
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generalized equivariant Thom classes of X,. The role of these permutations
is to provide a large set of cohomology classes which we can use to compute
the kernel of the Kirwan map, as described in the introduction. Because
these polynomials can be interpreted as elements of H.(Ox), they do not
depend on a choice of A. However, we will see in Chapter 3 that the kernel
of the map r,: H (OX) -+ H*(OA//T(u)) does depend on A.
Let R be the algebra S(t*) 0 S(t*). Let ai for i = 1, . . . , n - 1 be a choice
of simple roots, and si the corresponding reflections over the hyperplanes
defined by aj. We note that S(t*) = C[ai,... , an_1]. For the An case, we
write ai = ui - ui+1 . We let 1, ... , an-_ be a basis for the first copy of S(t*)
in R, and X1,... , Xnbe a basis for the second copy, with E xi = 0. Then a
function in f(u, x) E R is a function of two alphabets: u = u1,... , mn and
x = x 1 ,... , xn. The set A+ of positive roots consists of all positive linear
combinations of ai which correspond to reflections. For the An case, the
positive roots are {ui - uj ji < j}. For # a root (either positive or negative),
we notate the corresponding reflection so.
We defend some notational liberties. The Weyl group acts on the roots
as follows: w - (ui - uj) = uw(i) - Uw(j), and in particular, - - (w - (ui - uj)) =
uwo(i) - uwo(j). In this sense the action is on the right, and we will write /3w
for w - / where / is a root. The literature often uses wo for w -,3, and on
occasion, when there is no source for confusion, we will also use this standard
notation.
Definition 2.8.1 For any reflection s3, there is a corresponding divided dif-
ference operator 0,3 which acts on R by
aof f - s,3fOpf =f- f
where s3 acts on f(u, x) by interchanging the appropriate u variables. The
permuted divided difference operator is by definition
aw,= goil 002.. a i
where w = s31 S ... s - is a o-reduced expression for w with /i = oai.
Remark 6 For a = id and o- = wo, the set {aai} = {aj}, but the divided
difference operators 9o are different.
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Divided difference operators take polynomials to polynomials [31]. Even
better, they take homogeneous polynomials to homogeneous polynomials.
Double Schubert polynomials, and more generally permuted double Schubert
polynomials, are defined by the iterated application of these operators to a
determinant polymomial.
Definition 2.8.2 We define the permuted determinant polynomial in R as
A'(u, X) = (u0. - x).
j<i
For o- = id, we have AoS = H3< (uj - xj), and for a-= wo, the determinant
polynomial is A' =_ l-(ui - xj), which is the standard determinant
polynomial [31].
Definition 2.8.3 The permuted double Schubert polynomials are the set of
polynomials in Z[u, x] defined by
TO,(u, x) = , A'(u, x).
Notice that Two (u, x) = 9wwo Aw (u, x) are the standard double Schubert poly-
nomials 6w. In addition, the standard (single) Schubert polynomials can be
obtained from the double ones by G6, (u, 0). Following almost immediately
from the definition is
Fact 2.8.1 Permuted double Schubert polynomials satisfy the properties that
1. For all w c W,
T" w(u, X ) if SOWm >' W,By T, (u, X) = 'w f0 else
2. T' (u, x) is a homogeneous polynomial of degree 1(wo) - 1(w) - l(0-).
It is well-known that the regular Schubert polynomials 6,(u, 0) have
an interpretation as (ordinary) cohomology classes of G/B. For equivariant
cohomology, T"o has analogous properties. We show more generally that for
all o E W, Tw2 are equivariant cohomology classes with support on permuted
Schubert varieties. First we present a lemma which allows it all to be possible:
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Lemma 2.8.1 The permuted divided difference operators act on the equiv-
ariant cohomology of the coadjoint orbit 0 A
Proof. By definition, the divided difference operators act on C[u, x]. We
need to show that they descend under the quotient
7r : C[x, u] -+C[u, X]/I
where I = (1[(1 + xi) - H(1 + ui), E ui). Recall by Theorem A.0.2,
this quotient is the T-equivariant cohomology of 0,\. Let S(u, x) be any
homogeneous difference of a symmetric function in u and the same function
in u. Then a.S(u, x) = 0 for all w E W since permutations fix symmetric
functions. l
Successive application of the divided difference operators on the quotient
yields the following result.
Corollary 2.8.0.5 The permuted double Schubert polynomials T" (u,x) are
T-equivariant cohomology classes for the coadjoint orbit OA.
2.8.1 The Support of 'I(u, x)
The equivariant cohomology of (x injects via the restriction map into the
cohomology of the fixed point set. In particular, the support of a cohomology
class can be read off rather easily by this restriction. We now show that
TO (U, x) has support on a set of fixed points which lie on the variety Xw.
Theorem 2.8.1 The equivariant cohomology class 'T,(x, u) has support on
the variety X".
Proof. We prove the theorem by finding support in the fixed point set, and
using that set to identify the variety. As we showed in Theorem 2.2.2, the
restriction to a point p, in the fixed point set F,
r* : H* (GIB) --+ H* (p,)
has the property that r*(xi) = u,(i) and r*(ni) = ui. We prove that the
support theorem by induction, beginning with w = o-. We note that
a~ A' (u, X) =f(u0,(i -Xj).
i<i
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Then
r*=j (ua (i) -uU(j))= 17 - 7 0.
j~i EaA -
On the other hand, restricting to any w =/o- yields
JJ (U0(i) - Wi)
j<i
If o-(i) $ w(j) for all j < i, then a(i) # w(1) for all i > 1 implies w(1) = o-(1).
Then o-(i) # w(2) for all i > 2 implies -(2) = w(2), etc. We obtain - = w,
a contradiction. Therefore some term in the product must be zero, and the
product is zero. This shows that the support of To is X.0, which consists of
the point -.
Suppose now that the support for To' lies on Xw (whose fixed points are
{v : v <o w}), and that sow >, w. Then
8 3W &/0
Given v G W not less than sow in the - order, and in particular, v not less
than w in the c- order, we have
,~ , r*To(u, x) - r*Two(uso, x)
0 - To,(usp, U')
s80 (r,* To (u, X))
By our inductive hypothesis, this expression is zero if s 1 v = sov is not less
than w in the a- order. We will show that sov , w in two cases.
Case 1: Suppose sov >, v. If soV <, w, then
sow >, W >o SoV >r V
is a contradiction, since we assumed v was not less than sow in the a order.
Case 2: Now suppose sov <, v. The following lemma will make this case
an easy consequence.
CHAPTER 2. TOPOLOGY OF COADJOINT ORBITS
Lemma 2.8.2 Choose some 0 E {crci}. Suppose that syv >, v, and spw >,
w. If sov <, spw, then v <, w.
Proof. Let b1 ... b, - be a --reduced expression for sow, and bi1 - bi, - a
--reduced expression for spo. Given a reduced expression c1 ... c-10 for w,
we have soc1 ... c_1- a reduced expression for spw. There are two cases:
either spo = spci ... Cik-1_7 or spo = ciy ... ci.. In the first case, we get
v = Ci- ... Cikl,_, i.e. v expressed as a subword of w, and in the second case,
v , sov implies that v can be expressed as a subword v = Cj - c'jk_, of
w. E
If s py <, v and sow >, w, then by the lemma v >, sow implies soy >a, w.
Then the expression r*1 TT(u, x) is 0 by our inductive assumption. D
Remark 7 The fact that the support of T' lies on the variety X, is equiv-
alent (by definition) to the fact that the restriction to the fixed point set of
Xw is non-zero, and zero outside Xw. This theorem then also follows from
a Weyl-group-permutation of Kostant and Kumar's work [28] in which they
prove vanishing properties for these polynomials.
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Geometry of Coadjoint Orbits
The structure of this chapter is the following. In Section 3.1 we introduce
the reader to the basic tenets of symplectic geometry. In Section 3.2 we
discuss the geometry of the image of the moment map for SU(n) coadjoint
orbits, with particular emphasis on the combinatorial translation of facts
about matrices. In Section 3.3, we kvetch about the annoyance of left versus
right actions, and restate the restriction to the fixed points (Theorem 2.2.2)
precisely for the case of coadjoint orbits. We then introduce the powerful role
that equivariant cohomology has in calculating the ordinary cohomology of
reduced spaces in Section 3.4 and present Tolman and Weitsman's seminal
theorem (3.4.2) on the subject. We continue in Section 3.5 to pare down their
theorem to a much simpler result in the case of coadjoint orbits by using the
geometry spelled out in Section 3.2. In some ways, Theorem 3.5.1 is the
central result, that, combined with the explicit calculation of the equivariant
cohomology of Ox and the restriction map to the fixed point set, allows us
to find a simple computational method for the cohomology of the reduced
spaces. In the final section, we restate and prove the main theorem. We
will see how the permuted double Schubert polynomials, which play the role
of equivariant Thom classes, together with Theorem 3.5.1 are exactly the
combinatorial tools that we need to make explicit calculations.
3.1 Bare Bones of Symplectic Geometry
We begin this chapter with a brief introduction to symplectic geometry.
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Definition 3.1.1 We say the pair (M, w) is symplectic if M is a manifold,
and w has the following two properties:
1. w is closed, i.e. dw = 0, and
2. w is non-degenerate, i. e. for each point p E M and non-zero vector v in
the tangent space TpM at p of M, the one-form wp(v, -) has no kernel.
It should be noted that while all coadjoint orbits have a symplectic structure
(called the Kirillov-Kostant symplectic form) and are hence different sym-
plectically, the generic ones are all equivariantly diffeomorphic, which means
topological data will not detect this difference. This is the reason that in the
previous chapter, in which only the topology of G/T was of interest, there
was no need to introduce a symplectic structure.
Indeed, the notation G/T itself defies the specification of a symplectic
structure, while Ox does not. The information that the coadjoint orbit goes
through the point A allows us to define its symplectic structure as follows.
At any point p E 0 X, let v and w in g be vectors whose image under the
projection g -** TOA, (induced by the G action) are U and iT, respectively.
we define the two form w at p by
Here the bracket is the Lie bracket on g and we evaluate p C g* on [v, w]. The
reader may check that this choice of w satisfies the properties of a symplectic
form. The symplectic form is independent of a choice of lift of U and T.
3.1.1 Hamiltonian Actions and the Moment Map
Given a symplectic manifold, and a torus action which respects the symplec-
tic structure, one may ask whether the action is Hamiltonian.
Definition 3.1.2 Let T act smoothly on (M, w) preserving the symplectic
form. We say that the action is Hamiltonian if for every 6 c t, and V the
vector field on M generated by 6, we have
w(V%, -) - -db (3.1)
for <V some function on M.
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Note that both sides of the equation are one-forms. The functions #6 must
exist for every ; & can therefore be thought of as a map from t into functions
on M. Alternatively, for every point in M, 4D maps elements of t to R. The
dependence of t is linear, and thus we have
Definition 3.1.3 Let (M, w) have a Hamiltonian torus action. The map
4: M -- + t*
which satisfies the condition (3.1) for every point in M is called the moment
map. We call (3.1) the moment map condition.
The moment map has become one of the most useful tools in the school of
answering questions in symplectic geometry using combinatorics. For Hamil-
tonian T actions, Guillemin-Sternberg [17] and Atiyah [1] proved that the
image of the moment map is a polytope formed by the convex hull of the
image of the fixed point sets. Even better than a polytope, one can use the
geometry of the action to form a polytope with "internal structure", in which
one records information not just about the fixed point set, but also about
the fixed point sets of subtori.
The moment map condition allows us to measure the stabilizer of T acting
on a point p C M in terms of how degenerate the function 1 is. A regular
value of the moment map is by definition the image of a point where d4f f 0,
for any non-zero . If a point is fixed by T, in contrast, we have #P = 0 for
every 6. This follows from the simple reasoning that at a fixed point, V = 0
for every 6, which implies by (3.1) that d1 = 0. Let H C T be a subtorus
which fixes some set N C M. On N, the map on tangent spaces dD is not
surjective onto t*. Its image will have codimension equal to dim H; we call
such an image a "wall" of the moment polytope.
Definition 3.1.4 Let H C T be a k-dimensional subtorus of T, and M!j be
a connected component of the fixed point set MH of H. The image (1(Mj')
is called a codimension-k wall of the moment polytope.
Example 1. At a fixed point p of M, d4 = 0 for all 6 E t, and thus the
image of d1 is 0. This is a 0-dimensional wall.
Example 2. Let M be a coadjoint orbit of SU(3) through A. The moment
map for M -- + V* is the inclusion M "-+ g* composed with the projection
g* -- * induced by the inclusion t C g. The image of M in the * is the
43
CHAPTER 3. GEOMETRY OF COADJOINT ORBITS
convex hull of the six fixed points, designated by the permutations of the
diagonal entries (A1 , A2, A3). The image of these points in M are 6 points in




are fixed by the one-dimensional torus
eio 0 0
0 ejo 0
0 0  e-20)
Such matrices are actually SU(2) coadjoint orbits, or two-spheres. The image
of these points under 4< is the set of points on the line in t* joining the points
(Al, A2 , A3) and (A2 , A,, A3). Because they are fixed by a one-dimensional
torus, their image under the moment map will have codimension one. There
are other two-spheres fixed by the same one-dimensional torus, mainly those
with A2 or A, in the last entry along the diagonal (and stars in the same
place). The image of the moment map of these other two-spheres is two
parallel lines, parallel to the line we just drew. They connect (A,, A3, A2 )
and (A3, A,, A2 ), and (A2 , A3, A,) and (A3, A2 , A,), respectively. Similarly, one
can find two other one-dimensional tori which fix two-spheres in the SU(3)
coadjoint orbit, and the images of these spheres under the moment map will
be lines between various fixed point images.
3.1.2 Symplectic Reduction
The moment map for torus actions is invariant, which means that orbits of T
in M map to the same point in t*. More generally, moment maps M -+ g* are
equivariant with respect to the coadjoint action, but we restrict our attention
to the torus case. This implies that any level set of 4) has a T action.
Definition 3.1.5 Let,<b : M -- t* be a moment map for a T action on M.
The symplectic reduction of M at p E t* is the space
M//T(p)
M//T(p) is sometimes written M// yT in the literature.
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Figure 3.1: The image of a coadjoint orbit of SU(3) under the
moment map has 6 vertices. The lines between vertices indicate the
image of an S' fixed point set.
For p a regular value, the level set has an effective T action, which means
that the quotient will at worst have orbifold singularities. In the case of
SU(n) coadjoint orbits, the reductions at regular values are in fact manifolds.
3.2 Geometry of the Moment Map for SU(n)
Coadjoint Orbits
Let M = Ox be a coadjoint orbit of SU(n) through A c t*, and 4 : M -+ t*
a moment map for the left T action. The image 4(M) of the moment map
is a convex polytope. Its codimension-one walls are formed by the image of
fixed point sets of a one-dimensional circle action by S' C T. We show here
that there is a combinatorial description of the T-fixed points that lie on the
S1 fixed point set.
The codimension-one walls of the moment polytope are formed by the
image under 4 of submanifolds N of M such that the stabilizer
Stab(N)''=- S1.
A generic diagonal matrix in T C SU(n) acts by conjugation on the
Hermitian matrices preserving only diagonal matrices. If the entries of the
diagonal matrix t are e'o0 in the jth diagonal entry, and A = (akj) a Hermitian
matrix, then tAt- 1 = (akjei(Ok-Oi). If no 0, = 0 k for j $ k, then A is fixed if
and only if it is diagonal. The stabilizer of a diagonal matrix is the whole of
the torus.







Figure 3.2: The image of a coadjoint orbit of SU(4) under the mo-
ment map. Two walls are indicated with the corresponding subgroup
of S, which indexes the fixed points on the submanifold which maps
to that wall.
To find a subset of matrices with a smaller stabilizer, we must obtain
larger fixed point sets. By the form of the matrix tAt- 1 we see that this
happens if and only if some Ok = 93. Suppose we partition the n 09's into 1
sets of equal entries. Up to permutation of the entries, we can write these
matrices with the first set of entries along the diagonal all equal, then the
second set of entries all equal, etc., up to the 1th set. These matrices fix
block-diagonal Hermitian matrices. But the stabilizer of a block-diagonal
matrix is isomorphic to S' if and only if I = 2. But this means that, up to
permutation, the submanifold N which has Stab(N) ~ S' is of the form
( 0), (3.2)0 C'
where B and C are k x k and (n - k) x (n - k) block matrices, respectively.
The fixed points which lie in the set of matrices indicated by (3.2) consist of
all the permutations of the eigenvalues of B, and all the permutations of the
eigenvalues of C. This set is exactly a subgroup Sk x Sn-k of Sn. Because
we also consider the sets described by (3.2) permuted by the Weyl group,
we note that Sk consists of the permutations of any k letters in Sn. Thus
all the subgroups Sk x Snk1_ of Sn are expressed as the T-fixed point set of
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some submanifold N such with S' stabilizer. Because <b(N) is a wall of the
moment polytope, these fixed points will lie on the wall. One may want to
keep in mind that there are also internal walls.
3.3 Left Versus Right Actions
The Weyl group acts on the fixed point set of G/B on both the left and the
right. Until now, we have been using the left action. Unfortunately, now
that we have introduced the moment map, the geometry of t* also has an
opinion on the matter, and suggests the use of a right action. We have been
using isomorphisms between the space of flags Fl(V), the coset space G/T,
and the coadjoint orbit OX. We used the isomorphism between Fl(V) and
G/T to induce an action on Fl(V) that came from the left action of T on
G/T, and in Theorem 2.2.2 we are using that induced action to explore the
restriction of cohomology classes on Fl(V) to its fixed points. Of course, the
theory behind our calculations is independent of which action we choose.
However, the tricky part in the symplectic picture is that the left Weyl
group action on the fixed points in Fl(V) actually induces a right Weyl group
action on the fixed points in OX. This follows from matrix multiplication.
Using the coadjoint action, the flag p, c Fl(V) corresponds to conjugation
of the matrix A by the matrix a-. Our notation for matrices is:
A1  0 ... \ A(1) 0 ... 0
A - 0 A2 ... 0 5 W - 0 Aw(2) ... 0
0 0 '--. 0 0 0 . 0
00 ... A, 0 0 ... Aw(n)
We proceed inductively on the length of w. First, conjugation of the diagonal
matrix A by sj will switch the rows and the columns, yielding a matrix A,,.
Suppose now we have the matrix Aw and we conjugate by some si. Then
switching the appropriate rows and columns of A, we see that we obtain the
matrix A,,.. Hence conjugating A by o- will yield the matrix Ai.
We state this in the form of a theorem:
Theorem 3.3.1 The diffeomorphism h' : O- Fl(V) introduced in Lemma
A.0.2 takes the fixed point (A,(1),... , A,(n)) E O to the fixed point (lC-1(1)) C
(1011(1), 117-1(2)) C .. -- C (101-1(1)) ..-. )1(7-1(n)) E Fl(V).
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This is quite important for our picture under the image of the moment
map, and for our general discussion since our primary interest is indeed
coadjoint orbits. In this light we restate Theorem 2.2.2 for coadjoint orbits:
Theorem 3.3.2 Let r : A - W -- + 0A be the inclusion of the fixed points
A -w in 0 A, for w E W, and r, the inclusion of A -o- in OX. Then r, induces
a restriction
r*, : H*(O,\) -- + Hc(A - *)= 1 ,. ., u] (3.3)
such that r* : xi -+ u.a,-1() and r* : ui -+ uj. In particular, r : F " Ox
induces a map
r* : H (OA) -- + H (A -W) = ( C[Ul,... -, Un]
cyEW
whose further restriction to each component in the direct sum is r*.
3.4 The Kirwan Surjection
Until now, we have largely been concerned with the restriction map in equiv-
ariant cohomology. Restriction is, however, a topological invariant of M, and
as such cannot possibly give the complete story for the reduction M//T(A),
which depends on the symplectic structure. One might even ask, given that
M//T(p) does not even have a T action (in general), how could equivari-
ant cohomology possibly give any insight into the cohomology of symplectic
reductions?
Recall that by definition M//T(p) is the quotient of 4-'(p) by T. In
equivariant cohomology, there is a restriction induced by the inclusion of
this submanifold:
H*(M) -+
We have assumed that p is regular, which means that the torus will act
with finite stabilizer. The reduction will have at worst orbifold singularities,
and in particular, rational cohomology will not detect these singularities. It
follows that
= H*(-1(p)/T) = H*(M//T(p)).
The result due to Kirwan that makes equivariant cohomology play such an
important role is the following.
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Theorem 3.4.1 (Kirwan) Let M be a Hamiltonian T space with moment
map 4) and p E t* a regular value of 4D. Then the map induced by restriction
r,: H*(M) -± H*(M//T(p))
is a surjection.
This theorem made it clear that the cohomology of the symplectic reduc-
tion can be computed if one can compute the equivariant cohomology of the
original manifold, and the kernel of the Kirwan map K. Recently, Tolman
and Weitsman answered this question in a general framework [36].
Theorem 3.4.2 (Tolman-Weitsman) Let M be a compact symplectic man-
ifold with a Hamiltonian T action and fixed point set F. Let 4P : M -+ V*
be a moment map such that p is a regular value. Define
M := {m E Mj(<k(m),) ;> 6(p)}
and
K := {a E H*(M)|ajFnMC = 01.
Then the kernel of the natural map r,: H (M) --- H*(M//T) is
K := U K.
One can think of the classes in the kernel as generated by classes which have
non-zero restriction to fixed points which (under the moment map) lie on
one side of any hyperplane through p.
While the Tolman-Weitsman result indicates that one might have to take
infinitely many planes to generate all the classes, because M is compact, it
is clear that only a finite number will be necessary.
3.5 A Sufficient Set of Hyperplanes
By Theorem 3.4.2, the T-equivariant cohomology classes on M which restrict
to 0 on fixed points whose image under the moment map lie on one side of
a hyperplane through p E t* generate the kernel of the map n : Hj(M) -+
H (M//T(p)). Let M = Qx, the SU(n) coadjoint orbit through A.
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In this section we find a small number of hyperplanes through P that one
must consider in order to generate the kernel of the Kirwan map r. We show
these are the hyperplanes which are parallel to codimension-one walls of the
moment polytope. As before, we let ej be coordinate functions on V, so that
if A E t* is written (A1,.. . , A,), then ej(A) = Aj. Recall that we have chosen
A such that A, > ... > A,. Let indicate a hyperplane perpendicular to
( t through p. Suppose also that among points A -w, the function attains
its minimum at w = id, i.e. - is in the positive Weyl chamber in t.
Lemma 3.5.1 The function respects the Bruhat order, i.e. (A - v) <
((A -w) if v < w in the Bruhat order.
Proof. Write E = bjej in the basis given above, with bi E R. Comparing
(A -id) with 6(A -si), for example, we have (by our minimality assumption)
biAj + b2A2 < bA 2 + b2A1. Since A, > A2 , we find b1 < b2 . Continuing
inductively, we have
b1 < --- < bn.
If v < w, then there is a sequence of length decreasing simple reflections
sil ... i-k such that v = wsil ... Si-k. For each reflection, we claim the value
of 6 decreases. Without loss of generality, suppose sil = sl. For this we only
need compare blAw(l) + b2Aw( 2) with blAws 1(i) + b2A,8 1 (2) = blAw( 2) + b2Aw(1).
But ws1 < w implies that w(1) < w(2), and thus Aw(l) > Aw( 2 ). As the
difference is positive,
bi(Aw(l) - Aw( 2 )) < b2 (Aw(j) - Aw( 2))
and therefore bAw(1) +b 2Aw( 2) < b1Aws(1) +b2Aws1 (2), which implies 6(A -w) <
w(A - s 1 ). We then apply the same proof to the other length-reducing simple
transpositions to obtain the result. D
Theorem 3.5.1 Let M = 0 A be a coadjoint orbit of SU(n). A sufficient set
of hyperplanes in Theorem 3.4.2 is the set of all hyperplanes through p E V
which are parallel to the codimension-one walls of the moment polytope.
Proof. We first consider hyperplanes that specify A itself as a "minimal"
point, and then permute the story to obtain the more general result. Any
hyperplane in t* is given by 6', where 6 E t. Let 6 E t be such that 6(A -id) <
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(p) and (A - id) < (A - v) for any v E W with v z id. Let a E H (M)
be a homogeneous class which restricts to zero on all point A - v such that
*(A -v) > ((). In other words, a restricts to 0 on the side of ' opposite to
A -id. Then by Theorem 2.7.2, a is a linear combination of classes a, where
a, is a multiple of the generalized equivariant Thom class of X" introduced
in Section 2.6. (Alternatively, one may assume the weaker statement that a,
is supported on X,). By corollary 2.6.0.3, a, has support on {v : V < w}.
We show (A.) < (p) implies that a, is then zero on one side of a plane
parallel to a wall of the moment polytope. A wall which includes the image
of the fixed point A -id is the convex hull of the image of the fixed points A -w
for w E Sk X Sn-k acting on the diagonal matrix (A1, ... , An), as we saw in
Section 3.2. The corresponding element of t which is perpendicular to these
walls is 7k - E'= ej. Note that 77k also attains its minimum at A -id, for
any k. By Lemma 3.5.1, if v < w, we have k(A - v) < )k(A - w) for all k.
Therefore, we need only show that
for some k.
Suppose that the equality (3.4) does not hold for any k. We have have a
series of inequalities
Aw(n) > An
Aw(n-1) + Aw(n) > An-1 + An
Aw(2) + --- + Aw(n) > A2 + --- + An-
Because ( E t is in the positive Weyl chamber, we showed in the proof of
Lemma 3.5.1 that b1 < ... bn. Therefore,
(bn - bn-1)Aw(n) > (bn - bn_1)pI
(bn_1 - bn- 2)(Aw(n-1) + Aw(n)) > (bn_1 - bn- 2)(pn- 1 + A)
(b2 - bi)(Aw(2) + Aw(n) > (b2 - bi)(P 2 + An) + .
Summing the inequalities, we obtain
bnAw(n) + bn_1Aw(n-1)+ - , + b2 Aw( 2) - bi(Aw( 2) + - + Aw(n))
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But n Ai = E__1 pi = 0 implies that this is equivalent to
bnAw(n) + ... b1 Aw(1 ) > bnn + - + bn1y 1 ,
or ((A - w) > (p), a contradiction.
The proof extends for is a linear function on t* which minimizes A - 0-.
There are some subtleties that do not arise for o = id. We restate Lemma
3.5.1 in slightly greater generality.
Lemma 3.5.2 Let , be a function on * which attains its minimum on A - -.
Then v- 1 <,-I w- 1 implies ,(A -v) < 6,(A -w).
Note that if o- = id, we have v < w in the Bruhat order if an only if v- 1 < w-1
and the lemma reduces to 3.5.1.
Proof of Lemma. We use Lemma 3.5.1 to prove this. First one notes that
the Weyl group element v- 1 corresponds to the point A - v, by the compu-
tation in Section 3.3. By Lemma 2.4.1 we have v- 1 <,-i w- 1 if and only
if oV- 1 < -w-1, which is equivalent to vou 1 < w- 1 . Let 6 := , o o-.
Then 6 is minimized at the identity, and in particular, 6(vo-1) < 6(wo- 1 )
by Lemma 3.5.1. But then we have 6(v-- 1) = 6,(v) and 6(wou-1) = ,(w)
implies 6,(v) < $,(w) D
It is now clear that a hyperplane that specifies A - o as a "minimal point"
can also be represented by hyperplanes parallel to the wall of the moment
polytope. These hyperplanes will be described by the functions 77,,k =
i~k+1 e0 -1(j) in the same way that 
71k describes those hyperplanes which
contain (A 1, ... , An).
3.6 The Main Theorem and Its Proof
We now return to our goal of stating the cohomology of SU(n)-weight va-
rieties. We first restate the main result from the introduction (Theorem
1.3.1).
Let e1 ,. .. , en be a basis of t such that ej(A) = Ai for all A c t.
Theorem 3.6.1 Let X = (Ox)//T(p) be the p-weight variety of the SU(n)
coadjoint orbit OX. Then
H* (X) H C[xu,...,) X- u ) ... uu]
i [" (1 + Xi) -- ]n 1(1 + Ui) sI,
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where I,j consists of the classes T' defined in Section 2.8 for all o, w G W
such that f,,k(A - w) > f,,k(P) for some k = 1,...,n - 1, and the linear
functions f,,k on t* are
k
i=1
for all o C W.
Proof. By Theorem 3.4.2, the classes in the kernel of the surjective map
K : H*(OX) -- 4 H*(0,\11T(p))
are generated by classes a which vanish on fixed points whose image under
the moment map lie on one side of any hyperplane in t* through p. By
Theorem 3.5.1, we need only consider hyperplanes parallel to the walls of the
moment polytope, translated through the point p. These walls are described
by level sets of the linear function on t*
k
forallo-E Wand k=1,..,n-1.
We note that -f,,k minimizes A - - and so repects the o ordering by
Lemma 3.5.2: v- <,-l w 1 implies -f,,k(A - v) < -fa,k(A - w). We showed
in Section 2.8.1 that the permuted double Schubert polynomials T'-_ have
support on the set {v- 1 : v- 1 <'-1 w- 1}, so clearly if
-f,(A -w) < -f,,k(A)
then To _i is in the kernel of K.
By our work in Section 2.7, these TO i are the unique classes specified
by Theorem 2.1.2 with minimal degree that have this support, and any class
supported on v such that -f,,k(A - v) < -f,,k(A) is a linear combination of
multiples of such T' . This implies that the set of T _I such that








We assume without loss of generality that the relevant coadjoint orbits are
through the point A = (, I... , An) with A, > ... > An.
4.1 SU(3) Coadjoint Orbits
A generic SU(3) coadjoint orbit has 6 dimensions, and a 2-dimensional torus
acting in a Hamiltonian fashion. All the reductions at regular values of SU(3)
are therefore 2-dimensional symplectic manifolds. They have no degree-
one cohomology, because the equivariant cohomology of SU(3)/T is evenly
graded, and maps surjectively onto the cohomology of the reduction. These
reductions are in fact two-spheres. In this section, we reprove this result
cohomologically, to give the reader a simple introduction to the methods of
finding the kernel to the map
ir,: H.(OA) -+ H*(Ox//T(0)).
Recall that for Ox a generic coadjoint orbit of SU(3), we have
(0x) C[uiu 2 ,u 3 ,X 1 ,X 2 ,X3 1 (4.1)
( 11(1 + Ui) - 11(i + xi), E Uj)
By negating if necessary, we can assume without loss of generality that the
coadjoint orbit is through the point A = (A, A2, A3) where A, > 0 > A > A3
and each generator has degree 2.
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Theorem 4.1.1 The kernel of H (Ox) -+ H*(Ox//T(O)) is the ideal gen-
erated by the classes {xi - u 1 , x1 - u 2, x1 - u3 }-
Dividing out by this kernel, we find the following.
Corollary 4.1.0.6 The cohomology of the zero-weight variety OA//T(O) is
C[X]/(x 2 ), where deg x = 2.
Proof of Corollary. The cohomology is described by the quotient of the ring
in Equation (4.1) by the kernel in the theorem. Let I be the ideal in the quo-
tient in Equation (4.1), and K be the ker t as in the theorem. Then the co-
homology of the reduced space is described by C[u1, u 2 , u3 , x1, x 2 , X3]/(K, I).
The elements of K indicate that x1 = U1 = U2 = u3 , and we rewrite the
cohomology of the quotient as C[Xi, x 2 , x 3]/(I', 12), where 12 consists of re-
maining degree 2 terms of I, and I' consists of degree 4 and higher elements
of I. From 12 we have E3 jXi = E3 ui = 3x 1 = 0 which implies that the
ring simplifies to the expression C[x 2 , x 3 1/(x 2 + X 3 , I'). Let x = 2- X3 be a
generator of this quotient. Then using the equalities that derive from K, I'
consists only of the class x2, giving the result. L
We now prove Theorem 4.1.1 using the techniques devoloped for Theorem
1.3.1.
Proof of Theorem. We first find degree two elements of the kernel. For
each choice of u, we will see that there is one degree two permuted Schubert
polynomials which is zero to one side of the hyperplanes indicated by f,,k .
For a = id, the functionf,,k= el+ - - -+ ek, k = 1, 2 denotes (the perpen-
dicular of) a relavent hyperplane. The four points w = [123], [213], [132],
and [312] have the property that fa k(A - w) > 0 for some k. By Theorem
1.3.1, for each such w, we have T. E ker r. But only d has degree 2c kertc. ut oly 231]
(where [231] = [312]-1) . We calculate:
12$31]=0[231A = 0(12)a(23) (i - xj)
i<j
= 0(1 2 )a( 2 3 )(u 1 - x2 )(ui - x3)(u 2 - X3 )
= 0(12) (U1 - X2 )(Ui - X3) = (ul + u 2 ) - (x 2 + X3 )
= - U3
yielding one of the three generators in the theorem.
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For a = [213] we obtain the same class. In this case, f,,i = e2 and f,,2 =
e2 +e1 . We find that f,,k(A-w) > 0 for some k for w = [123], [213], [132], [312]
as before. Their inverses are w- 1 = [123], [213], [132], [231]. Using the o,-- =
[213] ordering, Ta3 is the only class of degree 2. The simple transpositions
for the --lai simple roots are {(12), (13)}. Using the fact that [132] =
(12)(13)[213] is a uo1-reduced expression,
[13] = 0(12)0(13) = 2 (12)0(13) 17(Ua-1(i) - x3 )
i<j
= a( 1 2 )a(1 3 )(u 2 - X2 )(U2 - X3 )(ui - X3 ) = 19( 12 )(U 2 - X2)(U2 - X3 )
= (Ui + U2 ) - (x 2 + X3)
= X1 - U3
Continuing in the same vein, the reader may check that for o- = [312], the
only degree 2 class is T1' = X1 - ul. The choice o- = [321] makes the same
contribution to the kernel. Lastly, o- [132] and o- = [231] both contribute
the degree 2 class 1=132  X1 - U2. There are no degree four (or higher)[321]
classes in the kernel, as seen by the fact that H (O) quotiented by the ideal
generated by these three degree 2 classes already has no degree 4 (or higher)
elements. D
4.2 SU(n) Extremal Coadjoint Orbits
Extremal coadoint orbits are those SU(n) coadjoint orbits through points
close to an edge of the Weyl chamber. More precisely,
Definition 4.2.1 An extremal coadjoint orbit Ox of SU(n) is an orbit through
A = (A,,.. ., An) where A, > ..-. > An_1 > 0 > An or A1 > 0 > A2 > -.-' > An-
It is well-known that the reduction at 0 of these coadjoint orbits are
(dimensionally) smaller coadjoint orbits (one can find this result in some
generality in [16]). Here we give another proof of the weaker result that the
cohomology of the 0 weight space is the cohomology of a smaller coadjoint
orbit.
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Theorem 4.2.1 Let Ox be an extremal coadjoint orbit with moment map P.
If 0 is a regular value of A, then
H*(Ox//T(0)) = C[x... ,x,1 , (4.2)
(HizW (1 + x) =)
the cohomology of an SU(n - 1) coadjoint orbit.
Assume without loss of generality that A, > ... > An_1 > 0 > An. By
Theorem 3.6.1, H*(Ox//T(O)) can be expressed as the quotient of H (Ox)
by equivariant classes which restrict to zero on fixed points lying to one
side of hyperplanes parallel to the walls of the moment polytope. The chief
observation is that the relevant hyperplanes are those described by fi = ej,
where i = o 1(1) varies from 1 to n. In Lemma 4.2.1, we show that classes
restricting to 0 on one side of these very simple hyperplanes are generated
by the monomials x, - ui for i = 1,..., n. We then show in Lemma 4.2.2
that these classes are sufficient to generate all the classes in the kernel of
r : H (Ox) -- H*(Ox//T(0)). Lastly, we compute the quotient to obtain
Equation (4.2).
Lemma 4.2.1 Let Hi be the hyperplane perpendicular to the function ej,
and F the image under the moment map of fixed points A - w such that
w(i) = n. The image of the fixed point set is separated by Hi into sets F and
the complement of F. For 0,x extremal, the classes which vanish restricted
to F are generated by the monomial x, - ui.
Proof of Lemma 4.2.1. The hyperplane Hi separates points into those
such that ei(A - w) = Aw(i) > 0 and those such that ei(A - w) = Aw(j) < 0.
Since Ai < 0 if and only if i = n, we have proven that the points F lie on one
side of Hi, and the complement on the other. The class xn - ui restricts to
uW-1(n) - Ui on A -w by Theorem 3.3.2. Then for points such that w(i) = n,
Xn- ui restricts to 0; these points are exactly elements of F.
Now suppose that a class a(x,. .. , xn, u 1 , . . , u) restricts to zero on Fi.
We prove that a must have a factor of x, - ui.
By the inclusion of the equivariant cohomology of SU(n)/T into the
equivariant cohomology of the fixed point set, we know that any a which
restricts to 0 on all the fixed points must be in the ideal generated by the
difference of symmetric functions in the xi's and those in the uj's. Similarly,
F is a copy of (n - 1)! points which correspond to the fixed point set of an
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SU(n - 1)/T - 2 . Thus the points which restrict to zero on Fj are in the ideal
generated by the difference of elementary symmetric functions in x 1 , . .. , Xn_1
and u1 ,. . . , .. . , un, or the difference of symmetric functions in Xn and ui
themselves.
Clearly, a difference of symmetric functions in X, and ui is divisible by
xn -ui. Let si denote the jth elementary symmetric function in the indicated
variables. We suppose that
a = sj(Xli,...,iXn-1) - sj(ui, ...,I ii...,7Un)
and prove that a must have a factor of x,, - ui. The relations that symmetric
functions in (all) the Xk's equal symmetric functions in (all) the Uk'S, can be
expressed
Xn (sj- _(XI, . . . , X,_1,)) + sj (X1,. ,,,_)
= Ui(Sj_1(U , . . ., i, . . ., un))
+ sj(Ui, . .. ,.. 7 . , un),
or in other words,
a =ui(sj1(ui, ... , 4, . .. , us)) - Xn(sj _(Xi, . . . , 1))
=Ui (s_1 (U, . ... Unu) - uisj-2(ul, - - . , i, .. . Un))
- Xn(sj-1(x1, 
. . . , X,) - Xspj-2(x1, .. . , Xn_1)).
But since sj(Ui, ... , un) = sj (x 1 , ... , X,) for all j, this reduces to
a = (ui--xn)s_(x, . . . , a)+xnsj-2(X,.. . , Xn1)-Uisj-2(ui, ... 4,7,. . ,U).
Applying the same trick recursively, we obtain
a =(ui - n)s-1 (,. , X) - (uf -xz)sJ2(x,... , x)
+ - - + (-1)-2(U- 1 - x?-)s 1 (x1 , . . .
+ (-l1)-l(u so(ui, ... ,i, ... ,Un) - -~1 so(Xi, ... ,X 1)).
Since so = 1, we have proven that a is divisible by x,, - ui. El
Lastly, we show that the planes Hi are sufficient; a class which restricts to 0
on one side of any hyperplane restricts to 0 on one side of Hi for some i, and
is therefore in the ideal generated by the xn - ui. By Theorem 3.6.1, these
classes generate the kernel of r : H (O\) -+ H*(OA//T(0)).
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Lemma 4.2.2 Let H be any hyperplane through the origin in t*. Then for
some i, j, F lies entirely on one side of H, and F lies entirely on the other.
Proof of Lemma 4.2.2. Any hyperplane through the origin is described by
= 0 for some E t. Let = be 1+- --+bnen with bi E R. Assume that for no
i does F lie entirely on the positive side of H, i.e. that (A -wi) < 0 for some
A -wi E F for each i. Substituting wi(i) = n and A = -- (A1 + + ± An- 1),
we obtain
bAw,(l) + - - bi(A 1 + - + A_ 1) + bi+lAw,(i+1) + - + bnAw (,) < 0
for each i. This simplifies to
(b1 - bi)Aw (l) + + (bn - bi)Aw,(n) < 0
where, because 0 X is extremal, Aw,(j) is positive for all j $ i. We exploit
the fact that at least one coefficient bj - bi must be negative for each i, and
proceed inductively on i.
Let i = 1, and assume without loss of generality that b2 - b1 < 0. Then for
i = 2, the coefficient b1 - b2 > 0 and we can assume without loss of generality
that b3 - b2 < 0. For i = 3 the coefficient b2 - b3 > 0, and there is a choice.
If we assume b1 - b3 < 0, then we have a contradiction since b2 < b1 and
b3 < b2 . Eliminating this possibility we can assume without loss of generality
that b4 - b3 < 0, and continue our reasoning for i = 4. For i = n - 1, we
are forced to choose bn - bn_ 1 < 0, and then we find a contradiction: for
i = n all the coefficients must then be positive. This proves that some Fj lies
entirely on the 6 > 0 side of H. The same reasoning applies for the 6 < 0
side, proving the lemma.
Lastly we compute the quotient of H+(OA) by the classes x, - uj. We set
Xn = ui for all i in the expression
H ( A) - C [3 1 , . . . , U n, X 1 , . . . , X ] u
H +(1+ u) - H(1±++ ), E uE
Then the term E ui in the quotient above becomes E nX = 0, or Xn = 0.
In other words, ui = Xn = 0 for all i. These are all the relations in the kernel
K, and so we find that the cohomology above divided by ker r, is that in
Equation (4.2).
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4.3 SU(4) Non-Extremal Coadjoint Orbits
Here we use the result in Theorem 3.6.1 to compute the cohomology of the
0 weight variety in the case where A1 > A2 > 0 > A3 > A4, which is the
simplest non-extremal coadjoint orbit of SU(n).
There is one choice that has an effect on the kernel of the Kirwan map
Kc: H (Ox) -+ H*(OA//T(0)): either A2+A3 > 0 (which implies A,+A 4 < 0),
or A2 + A3 < 0 (which implies A, + A4 > 0). This choice is of the same nature
of that encountered in the extremal coadjoint orbit case, in which we chose
A, to have different sign from the other Ai's, and may have chosen A, to play
this role. The resulting cohomology ring is isomorphic, and so we choose
A2 + A3 > 0, negating if necessary. This forces the ordering on the partial
sums:
A + A2 > A, + A3 > A2 + A3 > 0 > A, + A4 > A2 + A4 > A3 + A4 (4.3)
Theorem 4.3.1 For Ox the coadjoint orbit through A satisfying the relation
(4.3), the cohomology of the zero weight variety is described by
H*(OA//T(0)) = ( H(1 + ui) - (1+ xi), Ei u, a1 , ... ,a 14 )
where ai for i = 1,.. . ,14 are the following degree 4 classes:
i = (U1 - Xi)(Ui - X2) a8 =
Ce2 = (Ui - X3)(Ui - X4) a =
a3 = (u 2 - X1)(u 2 - X2) aio =
a 4 = (u2 - X3 )(U2 - x4) a11 =
a5 = (U3 - X1)(U3 - X2) a 12 =
a 6 = (U3 - X3)(U3 - x4) a 13 =
(U 4 - x3)(u4 - X4)
(u1 - x4 )(u 2 - x4)
(U 2 - X4 )(U 3 - X4 )
(U 2 - x4)(u4 - x4 )
(ui - X4 )(u3 - X4 )
(U 3 - X4)(u4 - x4)
a7 = (u4 - X1)(u4 - x2) a 14 = (U1 - x4 )(u4 - x4).
Corollary 4.3.0.7 Let 0 x be a non-extremal coadjoint orbit of
Poincari polynomial for Ox//T(0) is 1 + 6t 2 + 6t4 + t 6 .
SU(4). The
Proof of Theorem. By Theorem 3.6.1, classes in the kernel are gener-
ated by those which vanish to one side of a hyperplane through the origin
(C[xi, .. . , X4, U1, . .. , U41
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which is parallel to a wall of the moment polytope. In the SU(4) case, these
hyperplanes are perpendicular to the following functions:
1 :=e 2 :=e2 + e3 + e4
3 :e 2 64 :=e 1 + e3 + e4
5 := e3  6 :=el + e2 + e4
7 :=e 4 6s :=ei + e 2 + e3
69 :=ei+e 2 610 :=e3 +e 4
61 1 :=e 2 +e 3  12 :=e1 +e 4
6 13 :e 1 + e3  14 :=e2 + e4
Note that any wall of the moment polytope is described by a level set of
the sum of some number of coordinate functions ei. Because E'Ai = 0,
a sum of three is equivalent to the sum of just one, and the sum of two
is equivalent to the sum of the complementary two. Thus several of these
functions are repeating, but we list them all because Theorem 3.6.1 specifies
for each o- E W (Theorem 3.6.1 may be stated with fewer hyperplanes by
including the appropriate V. for f,,k(A - w) < 0 as well as f,,k(A -w) > 0.)
We need only compute the classes which restrict to 0 on the positive
side of these ten hyperplanes. We do this by using each i to separate the
image of the fixed point sets into those with &(A - w) > 0 and those with
i(A -w) < 0. We then find the corresponding permuted Schubert varieties
which lie on each side, and calculate their equivariant Thom classes. The
computation is quite long, as we must compute the Thom class of for each of
4! different permutations of each Schubert variety which lies entirely on one
side of any of these hyperplanes. It turns out that the Thom classes of only
the (complex) codimension 2 Schubert varieties are necessary to generate
the kernel; in other words, only the (polynomial) degree 2 (cohomologically
degree 4) permuted double Schubert polynomials generate ker r,.
We provide two sample calculations, and leave it to the reader to verify
that the other permuted double Schubert polynomials are those listed in
Theorem 4.3.1.
The function 61 = e2 + e3: This function splits the fixed point set into
two sets of twelve each. First we find classes which restrict to zero on the
positive side of the hyperplane 6L, i.e. on points A -w such that 61 (A -w) > 0.
In one-line notation, the points which lie above the hyperplane 6' are the
points (in one-line notation) with the second and third entries among the
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sets {1, 2}.{1, 3}, {2.3}, i.e. the points
w =[2134], [4132], [2314], [4312], [3124], [4123], (4.4)
[3214], [4213], [1234], [4231], [1324], [4321]. (4.5)
The points below (1 are the complementary set.
The point - = [3124] is above (u and is among the points maximized by
d. Then using this choice of - we find the corresponding permuted double
Schubert polynomials T _i designated in Theorem 3.6.1 which will be in the
kernel of K : H4(SU(n)/T) -+ H*(Ox//T). First we find for the above w, we
have the inverses
w 1 =[2134], [2431], [3124], [3421], [2314], [2341], (4.6)
[3214], [3241], [1234], [4231], [1324], [4321]. (4.7)
Then using the o- = [2314]-ordering (see Section 2.4 for the definition of
the --ordering), we have the permuted simple roots a- 1ai yield the per-
muted transpositions {(23), (13), (14)}. Then consider the point [4321] on
the positive side of (1, whose inverse is itself. In the ca--ordering, we write
w-1 = [4321] = (14)(13)(23)(13)[2314].
The corresponding permuted Schubert polynomial is by definition (see Sec-
tion 2.8)
TO-' = 9(14) a(13) 0(23)09(13)$
= ((14)a(13)a(23)(13)(U2 - x2 )(U2 - X3 )(u2 - x4 )(u 3 - x3)(u 3 - x 4)(ui - x4 )
= 0(14)0(13)(23)(u 2 - x2 )(U2 - x3)(u2 - x4 )(u3 - x4 )(Ui - X4 )
= 0(14 )0(1 3 )(U2 - X4 )(u 3 - x 4 )(ui - X4 )(u2 + u3 - (X2 + X3 ))
= 0(14) (U2 - x4 )(u 3 - x 4 )(ui - x 4 )
= (u 2 - X4 )(u 3 - x 4 )
='o.
Theoretically, one should go through all 12 such w which lie on the posi-
tive side of J', and calculate each corresponding permuted double Schubert
polynomial. However, in this case, there is only one such polynomial which
is degree 2 (cohomologically degree 4); one can check this by writing each of
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Figure 4.1: The hyperplane in light gray indicates a degree 4 class in the
kernel of the Kirwan map . : H,* (OA) -+ H*(O//T(0)). Using the inverse
restriction map, one can check that the class a 14 = (X4 -U4) (x4 -u) restricts
to 0 above this hyperplane.
the w- 1 as a or- 1-reduced expression, and finding that [4321] is the only one
with or'-length 4 or higher. Since A" is a degree 6 polynomial, and each
divided difference operator for a simple transposition reduces degree by 1,
only [4321] will produce a (cohomological) degree 4 class.
In contrast, to find the classes which restrict to zero below j', we find
those which restrict to zero above (n. Let o = [2431] and note that the
function 12 = f[2431],2 = e4 + el is maximized at the point o- = [2431],
(among other points). Then or = [4132] and again the set or'ai hands us
the permuted simple transpositions {(13), (34), (14)}. We note that [2143]
lies above the plane 612 and that a or 1-reduced expression its inverse (which
is itself again) is
[2143] = (23)(14)(13)(14)[4132].
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As before, we calculate
'[243 = (23) 4(14)19(13) a(14) 241 1
=08(23)a(14)a(13)0(14)(U4 - X2)(U4 - X3)(U4 - X4)(Ui - X3)(Ui - X4)(U3 - x 4 )
= a( 23 )a( 14 )a(13)(U 4 - X3)(U4 - X4)(Ui - X3)(Ui - X4)(U3 - x 4 )
= 0( 2 3 )a(1 4 )(U 4 - X3)(U4 - X4)(U1 - X4)(U3 - X 4 )
=9(23)(u 4 - X4)(Ui - X4)(U3 - x 4 )
(u4 - x 4)(ul - x 4 ) = a14
Similarly, one finds the remaining classes in the kernel. A laborious calcula-
tion shows that these classes are independent contributions to ker r,. El




The following theorem is a calculation of the equivariant cohomology of the
flag manifold using well-known techniques developed by Bott and Tu [7] to
calculate the (ordinary) cohomology of flag bundles.
Theorem A.0.2 Let T be a maximal torus of U(n). Then
HT(U(n)/T) = C[xl,...,7n zU1, ... ,iUn]
(u (1+ xi) - ,(1+ Ui)
In addition, for T the maximal (n - 1)-dimensional torus in SU(n), the
equivariant cohomology of its coadjoint orbit is
Hr (SU(n)/T) = C[x 1,..., Xn,u 1 , ... , un]
HT(1 + xi) - Hn 1(1 + us), En ui
The proof goes as follows. We first show that the homogeneous space
U(n)/T is equivariantly diffeomorphic to the flag manifold Fl(V) for V C 
where the T action on U(n)/T is on the left, and on Fl(V) is as follows: Let
U(n) act on V by standard matrix operations. Choose a basis for V such
that the restricted T action is by diagonal matrices. Any flag can be written
as V 1 C V2 C ... C V V, where dimc Vi = i. The torus T acts on
each V and V+1 preserving the inclusion, and so acts on Fl(V). Given
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such an equivariant map, it follows by functoriality that their T-equivariant
cohomologies are equivalent. The T-equivariant cohomology is equal to the
regular cohomology of its associated Borel space. We reconstruct the Borel
space of the flag manifold as a sequence of projective bundles, one over the
next, and use standard results on cohomology of projective bundles to prove
the formula above holds for H (Fl(V)).
Lemma A.0.1 There is a T-equivariant isomorphism h: U(n)/T -+ Fl(V), V
C" where T acts on U(n)/T on the left, and on Fl(V) by the action above.
Proof. For any coset gT E U(n)/T the matrix g E U(n) can be decomposed
into its linearly independent, orthonormal column vectors g1, 92, ... , gn. We
define the map
h: U(n)/T - Fl(V)
gT ((g1), (g1, 92), . - -, (91, - - - , 9n))
where (1 ... , g) is the C-span of the vectors gi, ... , gA and
((91), (g1, 92), --- ,(91, 9 n))
indicates the flag
(g1) C_ (91, 92) C -- -C_ (91, ... 9 n) = V
The image clearly consists of complete flags, since the gi's are orthonormal
and linearly independent, and so lies in Fl(V). The map h is well-defined
because multiplying g on the right by some element of T rotates each vector
gj by some e'0i and thus preserves its linear span. It is easy to check h is
bijective, and since the topology of Fl(V) is induced by the matrix topology,
h is a diffeomorphism. The action of T on U(n)/T is simply multiplication
on the left, i.e.
t : gT H-> tgT
and so we check that h is a map of T-spaces by comparing the induced action
of T on Fl(V) by the action on U(n)/T with the given action. The induced
action is
t . ((91), . . . , (g1, . . . , 9n)) = (((tg)1), . .. , ((tg) 1, . ... , (tg)n))
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where tg is the product of the matrices t and g and it clearly corresponds to
the action described above. E
The flag manifold Fl(V) is also topologically equivalent to Ox c g*, a
coadjoint orbit of U(n) at some regular value A E V*.
Lemma A.0.2 There is an equivariant diffeomorphism h' : O, -+ Fl(V).
Proof. For any p E 0x, we have a set of ordered eigenvectors v 1, ... , vn E V
with unique eigenvalues A1 < ... < An. Let h' : (, -- Fl(V) be defined by
p -+ ((vi),..., (v1, .. . , vn)). T acts on p by conjugation, and therefore on its
eigenvectors by multiplication on the left, since if v is an eigenvector p then
tv is an eigenvector of tpt- 1. In particular, h' commutes with the T-action.
We leave it to the reader to verify that h' is actually an isomorphism. E
Applying the functor HT, we have
Corollary A.0.0.8 H (U(n)/T) 2 H (O.) for A a regular value of t*.
We now compute the T-equivariant cohomology of the flag manifold, us-
ing methods introduced by Bott and Tu [7]. By definition, HT(M) = H(MT)
where MT = M xT ET is the associated Borel space. Here ET is any con-
tractible space with a free T action and in particular is homotopy equivalent
to Soo, the infinite sphere in a Hilbert space. Note that MT is a bundle over
BT := ET/T with fibre M. It is not hard to show that BT ~_ CP'. By
definiton, then, we have that
H*(Fl(V)) = H*(Fl(V) XT ET).
We will compute the cohomology of the right-hand side.
Lemma A.0.3 The action of T on Fl(V) lifts to an action on V. As bundles
over BT,
Fl(V) XTET a Fl(V XTET).
Proof. We need to show that the operation which consists of replacing each
fibre in a vector bundle with the flags on that fibre commutes with a T action
on the fibre. The T action on V 2 C' is, for all v c V, t c T
t -v = tv.
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Clearly T sends any k-dimensional subspace Vk C V to another k-space
t - V. The action on a sequence V1, V2 ,... , V, of subspaces with dimc Vi = i
is clearly the action introduced above on Fl(V). Therefore, taking flags in V
is an equivariant procedure; the T action on Fl(V) lifts to a T action on V. El
Let E = V XT ET -+ BT. We now apply a result found in Bott and Tu
on the cohomology of Fl(E). For the purposes of future exposition, it will
be useful to review the steps of this calculation here. More details can be
found in ([7], chapter IV).
Lemma A.0.4 (Bott and Tu) For a complex vector bundle p: E -+ M,
H*(Fl(E)) = H*(M)[i,... x]/ (1 + xi) = c(E))
where c(E) G H*(M) is the total Chern class of E -+ M.
Proof. First we find a description of Fl(E) as a sequence of projective
bundles over M. We then use the cohomology of projective bundles to (in-
ductively) obtain the cohomology of Fl(E).
Fl(E) as an iterated projective bundle: Let p: E -+ M be the projec-
tion with fibre V and 7r : Fl(E) -+ M be the associated flag bundle with
fibre Fl(V).
Any flag V C ... C V has a natural projection to its one-dimensional
subspace V1 , so every section of 7r : Fl(E) - M can be projected to a section
of P(E) -± M. In other words, 7r naturally splits into the map
Fl(E) -+ P(E) -- + M.




Consider the tautological line bundle S1 over P(E) whose fibre over each
point p is the line 1 in E represented by p. By definition, S1 = {(1p, v) E
7r*(E)lv E l,} and so Si C 7r*E.
71
Fl(E) also has a projection to a bundle over M of two-dimensional vector
spaces containing the one-dimensional vector spaces composing S1, or points
of P(E). Let Q, = 7r*E/S,. Q, is a bundle over P(E) with fibre over p equal
to the complement in V to the one-dimensional subspace represented by p.
Using this notation, we have just noted that p: Fl(E) -- M splits further:
Fl(E) > P(Q1) 'r2 > P(E) 7r' > M.
We continue this process inductively to obtain the bundle maps
Fl(E) = P(Qn-2) >n - ... -r2 P(E) - >-- M.
where Qk is a rank n - k vector bundle over P(Qk-1) and the fibre of the
projective bundle P(Qk) -+ P(Qk_1) is Cpn-k-1.
We also note that the pullback of E to P(E) is Q, @ S1 and to P(Qk) is
r*+17~ ...' 7*E = Qk+1 (1 r+ 1 Sk ( ... ( 7+1 2
where each Sk is the tautological line bundle over P(Qkil). In particular, the
pullback of E all the way to Fl(E) is a sum of line bundles:
7r*E = QS-1 @ Sn_1 Ge E S1
(where Si is shorthand for the pullback of Si to Fl(E)).
The cohomology of Fl(E): As Bott and Tu describe, this allows us to
compute the cohomology of the flag bundle. Consider the projective bundle
CP"-1 4 P(E) -+ M. By the Leray-Hirsch theorem and the definition of
Chern classes,
H*(P(E)) = H*(M)[x]/xn + c1(E)x"-1 + - + cn(E)
where x restricts to a generator of H*(CPn-1). Equivalently, H*(P(E)) =
H*(M) [c 1 (Si), c1 (Q1)]/ (c(S1)c(Q1) = lr*c(E)) where c(E) is the total Chern
class of E and c1(S*) = x. The equivalence follows directly from the fact
(due to naturality of Chern classes) that c(S1)c(Q1) = 7r*c(E). By induction
we obtain
H*(Fl(E)) = H*(M)[x1,.. , x,]1 (1 + xi) = c(E))
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where xi = c1(Si) i = 1, ... , n - 1 and x, - c1 (Q,_-).
To prove Theorem A.0.2, we apply Bott and Tu's result to the bundle E =
V XT FT over M = BT. Note that H*BT = C[ui,... , un], the polynomial
ring on n generators with deg ui = 2. We need only compute the Chern
classes of E. We first find a description of E as a direct sum of line bundles
and compute their Chern classes, making the result an easy consequence of
naturality.
Recall the action of T on V: T splits V into a direct sum of copies of C
and there is a splitting of T into a product Ti x ... x T, such that T acts
non-trivially with weight one on the ith copy of C, and T, j # i, acts trivially
on the ith copy of C. Write BT = BT x - x BTn and let 7ri : BT -+ BT.
Over each BT sits the bundle C xT, ET where T acts with weight one on
C.
Lemma A.0.5 Given the above splitting of T,
n
E=VXTET =e r*(C x, ET)
where 7r*(C xT, ET) is the pull-back of C xT , ET to BT.
Proof. Rewrite the bundle V XT FT -- BT as
C D ... C xT1 x...xTn ET1 x ... x ETn
BT1 x ... x BTn
where C D ... @ C is a splitting of V under the T action. For all (v, e) E
V XT ET, we have the equivalence (vt, e) ~ (v, te). In a T-invariant basis
(V1,... , vn) of V, we have
(vi, ... ,e id V j, ...,) Vn, e1, ... en) ~ (V1, ...,) Vn, el, ... , e'0j ej, ... , en)
for each j. We can express V XT ET as the direct sum of Lj -+ BT where Lj
consists of all (vj, ej) such that (vjeOj, ej) - (vj, es 6 iej). But this is exactly
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Lemma A.0.6 The bundle C xS1 ES' -+ BS1 is the dual L* of the tauto-
logical line bundle L over CP .
Proof. We have that BS' ~ CP , and L = {(v,lp)|v C ,}. L can be
realized by the quotient of C x ES1 by the circle with the action
0 - (v, e) := (ves6 , ei 9e)
where (v, e) E C x ES'. Then the action on the dual line bundle is just
0 - (v, e) := (ve-io, eiOe),
which, modding out by S' is precisely C x s' ES'. El
We are now prepared to calculate the Chern class in Lemma A.0.4.
Lemma A.0.7 The total Chern class c(E) is |(l_1(1 + ui) where each ui is
the first Chern class of the tautological line bundle over a copy of CP .
Proof. We use this formulation of V XT FT -- BT to compute its Chern
classes:
c(E)= c(V XT ET)
= c((iir*(C xT, ET))
c(7r*(C xT, ET)) by the Whitney Product Formula
= 7ric(C xT, ET) by naturality
i
J7ric(L*) by Lemma A.0.6
i
= J7(i + U%) where ui -7r ic(l.
i
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Lastly, the T' action on U(n)/Tn contains an S1 subgroup which acts
trivially. Thus the map
HT. (U (n)/IT"n) -- Hrn-1 (U(n)/T n)
which quotients out the trivial S1 action is a surjection and the kernel is the
pullback of the kernel in the map
HTn(pt) 
- HTn-1(pt).
As H (pt) = H*(BT), we need only observe how the trivially acting S1
sits inside of Tn in the basis in which we write H (BT) = C[ui,... ,U].
By inspection, S" is just the diagonal torus (e, .. . , e' 0). The Lie algebra
condition which quotients this torus is Z us. Noting that U(n)/T"=
SU(n)/T"-1, this concludes the proof of Theorem A.0.2.
.il
Appendix B
Weyl Group and Schubert
Variety Facts
In this appendix, we collect together a few facts for the Weyl group W for
G = U(n), and Schubert varieties for the flag variety U(n)/T". Much of
the discussion below is true quite generally, but we make no attempt to
decipher what is true for U(n) and what is true for all compact semi-simple
Lie groups. While one is certainly welcome to read this appendix independent
of the thesis, there are no promises of continuity or consistency. It is meant
as a reference for the rest of the thesis. A good source for at least some of
this material is [23].
Definition B.O.1 Let G be a compact Lie group and T a maximal torus in
G. Let N(T) denote the normalizer of T in G:
N(T) := {g E G: gtg- 1 C Tfor all t E T}.
The Weyl group W is the quotient N(T)/T.
Let F be the fixed point set in G/T of the T action on the left.
Theorem B.O.3 The Weyl group W can be identified with the fixed point
set F in G/T.
Proof. The T action on G is just the restriction of the G action on itself. Its
fixed points consist of g E G such that tg = g for all t, or g- 1 tg = id. Under
the quotient G -+ G/T, we need only that g-ltg E G, which is exactly the
definition of N(T), the normalizer of the torus in G. In the quotient, then,
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the fixed points are N(T)/T. 0
For G = U(n), the Weyl group W can be written as permutation matrices,
with exactly one entry in each column and each row. For G = SU(n), the
entry may be 1 or ±i to assure that the determinant of the matrix is 1.
Multiplication in the Weyl group corresponds to matrix multiplication.
Permutation matrices are generated by simple permutations s3 which have
ones down the diagonal except in the jt" and (j + 1)s' rows, which have 1
in the (j, j + 1)s' entry, and 1 in the (j + 1, j)h entry. Note that the group
of permutation matrices is isomorphic to S., the permutation group on n
letters. Thus the Weyl group for U(n) has n! elements. As an element of Sn,
sj switches the jh and (j + 1)" letters.
These simple permutations can also be viewed as simple reflections over a
hyperplane specified by a choice of root system (basis) in t*. Each vector in
t* specifies a hyperplane in t, and each sj is a reflection over this hyperplane.
Fact B.0.1 Any element of the Weyl group can be written as a product of
simple transpositions.
While there may well be many ways of writing down an expression for w E W
as a product of simple transpositions, there is always an minimal number of
simple transpositions required.
Definition B.O.2 Let w = sil ... si, be an expression for w as a product of
simple roots such that for all other expressions w = si' ... sik , we have k > 1.
We call 1 the length of w, and si, ... si, a reduced expression for w.
If the numbers a, b < n and a < b, and w has the property that w(a) >
w(b), then we say that w inverts a and b, and that w has an inversion. The
length is of w is equal to the number of inversions for distinct (non-ordered)
pairs (a, b).
Definition B.O.3 An element v E W is a subword of w if for every reduced
expression w = sil . . .si, there exists a reduced sub-expression v = s1 . .Ss
with jm E f1, ... , l} for m=1, .. .,k and j, < ... < jk-
This definition of subword gives us a partial ordering on elements of the Weyl
group.
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Definition B.O.4 The Bruhat order is a partial ordering on the Weyl group
W. We say that v < w in the Bruhat order if v is a subword of w and v f w.
Similarly, v > w if w is a subword of v and w $ v.
The identity is a subword of every w C W. For W finite, there is a unique
element with "longest-length", which we call wo. Every element w E W is a
subword of wo.
The Bruhat order is independent of which permutations were chosen as
a basis of W (correspondingly, a choice of basis of t*). For G = SU(n), the
maximal torus T, given by diagonal matrices with determinant one, naturally
sits inside the diagonal matrices of U(n). For the dual of the Lie algebras,
we consider the Lie algebra for the maximal torus of U(n) to be just dual to
matrices with one in the jth diagonal, and zero elsewhere. We call each such
dual element uj, j = 1, . . . , n. Then t*, the dual of the Lie algebra for the
maximal torus of SU(n) is generated by uj for j = 1,. . . , n with E" u= 0.
The simple roots for SU(n) are standardly chosen as uj - uj+1 , and the
corresponding transpositions sj are those that switch j and j + 1 in Sn. For
whatever choice of simple roots, the positive roots A+ are linear combinations
of the simple roots with all positive coefficients, and the negative roots A-
are linear combinations of the simple roots with all negative coefficients.
Fact B.O.2 Let w C W and w = sil ... sip be a reduced expression for w.
Then the set of positive roots which are also in w times the negative roots
can be written
A+ f wA- = {aI, sil ai2 - si- si,-1ai}
The study of Weyl group is motivated in part by the geometry of the flag
variety GC/B, where B is a choice of Borel in the complexification Ge of G.
The Bruhat decomposition is the observation that
GC= U BwB.
wEW
Here W can be thought of as NGc(TC)/TC. It follows that GC/B = UwewBwB/B.
While technically one should put a choice of lift in NGc (Te) of w in each term,
the coset is independent of the choice, so we just write w itself. Each term in
the union is called a Schubert cell, and the Schubert variety X,, is the closure
BwB/B.
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Note that for wo the longest word,
X = BwoB/B = G/B.
Fact B.O.3 The fixed points set of T on X,, is the set of all v E W such
that v < w in Bruhat order.
The connection between the Bruhat order and the Bruhat decomposition
is the following:
Fact B.O.4 The Schubert variety X, is in the closure of the Schubert cell
BwB/B if and only if v < w in the Bruhat order.
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