Wireless sensing systems (WSS) are currently gaining wide use in data collection in various applications such as environment monitoring, energy consumption monitoring and control, and industrial condition monitoring. The WSS systems are predominantly battery driven with low data rates; therefore, it is undesirable to gather all available data without considering the dynamics of the monitored environments or processes. This study investigates an adaptive sampling strategy for WSS aimed at reducing the number of data samples by sensing data only when a significant change in these processes is detected. This detection strategy is based on an extension to Holt's Method and statistical model. To investigate this strategy, the water consumption in a household is used as a case study. A number of performance metrics are used to evaluate the proposed strategy, including sampling fraction, missing ratio and sampling performance. The experimental results show that the proposed strategy over-performs compared to two existing sampling algorithms.
Introduction
Wireless sensing systems have recently become a topic of interest to many researchers, especially in terms of innetwork data collection. Wireless sensor networks (WSN) are considered one of the reliable environmental monitoring systems that are constructed using various techniques and numerous algorithms, which are studied and analysed according to the deployment plan. Courtesy of its targeted sensing accuracy, cost reduction, and energy consumption, the technology has been used in studies and experiments that have been conducted and implemented with great precision. Although many researchers are continuously working in this field, it appears less than satisfactory for the rapid development and technological improvements of the future. For example, for event detection; adaptive sampling is used to balance the sample rate when an abnormal behaviour or event in the collected data is detected.
This paper addresses the problem of capturing the essential details from the measurement of household water temperature while minimising the energy consumption of the sensor's battery. The existing adaptive sampling techniques proposed for data acquisition has critical limitations; particularly in the concern of energy consumption. Hence, we propose an adaptive sampling algorithm based on time series statistics and the concept of TCP Reno congestion control. Our approach is designed to generate data from the source node only when a significant change is detected. Gupta et al. (2011) carried out research work on monitoring pollution levels from car exhaust gases. They implemented their work in a novel sampling algorithm for the design and evaluation of the datasets. This team used the EDSAS (Exponential Double Smoothing based Adaptive Sampling) algorithm, which is considered as a time series technique. EDSAS was deployed as a data reduction technique based on predictions for an irregular sampled time series known as Wright's Extension to Holt's Method. It also incorporated the use of EWMA (Exponential Weighted Moving Average).
Furthermore, Le Borgne et al. (2007) proposed an adaptive model selection technique for time series prediction. The technique was considered as a lightweight, online algorithm for a temperature time series acquired from a sensor deployed in the real world. It was implemented to adaptively choose the best performing model for satisfying data prediction algorithm (Le Borgne et al., 2007 ). The selected model called Algorithm Model Selection (AMS) was based on an Auto Regression (AR) model, whose parameters can be updated in real-time. The authors stated that the prediction model allows the detection of outliers to be recovered with more possible testing values. However, other authors (de Aquino et al. 2007 ; Huang et al. 2011 ) concentrated on using different mechanisms for the purposes of monitoring increases in network lifetime and reducing both delays and energy consumption. Data stream and prediction filtering schemes for sampling are used respectively to solve the energy wastage problem. An adaptive data collection strategy was designed to allocate a number of updates that were allowed to be directed to the sink. Even though the lifetime-constrained strategy proposed was successful, missing data was recorded as having a more negative influence on data accuracy (Tang & Xu, 2008) .
Other researchers have proposed adaptive sampling techniques that focus on the reduction of the resources used by WSNs in a decentralised manner. The technique proposed by Bhuiyan and Wang (2013) and Jain and Chang (2004) , involved new samples to be collected. Notably, when the sampling rate violates a set range, a new one is requested from the server. Masoum et al. (2013) , targeted applications that can tolerate changes in sensor values as long as measurements fall outside a specific range. Cheng et al. (2010) , also presented another adaptive sampling approach that is focused on the efficiency of energy consumption. Their work proposed an approach using a new matrix called EDCA (Efficient Data Collection Approach) to lower the sampling rate and make sure fewer packets are transmitted. Moreover, Arici and Altunbasak (2004) proposed an adaptive sensing method that offers a compromise between system lifetime and distortion of the reconstructed image. The main idea in their method is to keep the sensors more active at intervals when the measurements show small variations.
Zhou and De Roure (2007) proposed yet another sampling technique that is applied in flood warning systems. Jin et al. (2010), designed and proposed a water environment monitoring system that was based on WSNs. This system can easily be configured as a random constraint or parameter monitoring network. Additionally, another system of remote water quality detection measuring and monitoring based on WSNs has been proposed by Wang et al. (2010) . It was designed mainly for the purposes of reducing energy consumption and ensuring effective information acquisition in WSNs. Most of the above water applications based on WSNs were designed to detect the quality of water or water pollution.
This paper presents part of the research outcomes from an ongoing EU funded project Integrated Support System for Efficient Water Usage and resources management (ISS-EWATUS) (http://issewatus.eu).We aim at achieving the best possible energy saving algorithm, as well as the accuracy of sensing readings. The experiment was conducted using a household's water temperature as a case study.
The rest of the paper is structured as follows: Section 2 presents the prediction model to analyse the raw data collected. Section 3 explains the details of the proposed adaptive sampling algorithm inspired by the TCP principle. Section 4 presents the results of the implementations and the comparison with other two existing techniques. Section 5 concludes the paper.
Time Series Prediction Model
Single Exponential Smoothing (SES) method is used here as a time series prediction model. SES forecasting uses a SES formula whose values are obtained using a smoothing parameter (α) as the highest for the current reading , and a decreasing weight (1-α) at the distant observation , while is a single step estimate and is the current estimate. This SES forecasting is presented in Eq. (1) (3) where represents the trend at instant t and β is a smoothing parameter used for the linear trend. Eq. (3) updates the trend with the difference between the two previous consecutive estimates. Introducing the trend t b into the SES forecasting to adjust the previous observation S t , the SES become exponential double smoothing (EDS) as shown in Eq. (4). This method, which uses trends, is known as Holt's Method. The step estimate is given in Eq. (5) (Wright, 1986) by assuming the trend is maintained at a same level for steps where being positive integer ( ).
1, t >0
Eq. (1) to (5) are normally used as a prediction model for constant sampling interval situation, i.e. the interval between two sampling points, instant t and t+1, is a constant. If the sampling interval is the multiple of a basic sampling interval in instant t Eq. (3) to (5) can be re-written as Eq. (6) to (8) . The first item in Eq. (6) represents the average contribution of the latest change in the prediction to the trend, the second item is the moving average. The second item in Eq. (7) introduces the adjusting to the previous prediction by taking consideration of the trend; the first item is the moving average. Eq. (8) is used for prediction only if there is no current reading available.
(6) (7) 1, t >0
Eq. (6-8) can be used for predicting long-term moving average ( ) and short-term moving average ( ) with two user defined smoothing parameters
, that are defined and tested as more sufficient statistics for the used data. This ratio η of the short term moving average ( ) and the long term moving average ( ) provides an indication of a sudden change or the occurrence of a rare event when the ratio η exceeds a user specified threshold (1.0 in this study)
Design of the Adaptive Sampling Algorithm

Algorithm design
In order to reduce the number of data samples and avoid unnecessary energy consumption, an energy efficient adaptive sampling algorithm is designed in this study. The algorithm is based on the implementation of time series forecasting described in the previous section to predict the future value and detect possible changes. In addition, it uses the basic concept of the TCP Reno congestion control to adjust the dynamic sampling interval, i.e. the step size and its maximum value; therefore, we name this new adaptive sampling algorithm as AS-TCP. Apart from saving energy, we must also ensure that any important changes that happen in the environment are not missed.
To explain the proposed AS-TCP algorithm, a schematic of slow start and congestion control algorithm is presented in Fig. 1 . In order to prevent network congestion, TCP Reno congestion control adopts Additive Increase Multiplicative Decrease (AIMD) congestion control mechanism. Following this TCP Reno idea, the sampling step size is doubled every interval until it reaches the pre-specified maximum step size ( ). The sampling is then halted and maintained at that interval as long as the forecast error is below the allowed error tolerance limit (δ) and no event is detected. During the additive increase phase and the maximum step size maintaining phase the sampling step size will be halved if the forecast error is beyond the allowed error tolerance limit or an event is detected. This is the multiplicative decrease phase. The AS-TCP pseudo is given in Fig. 2 . 
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Performance metrics
There are different performance metrics used to evaluate the dynamic sampling algorithms. Three of them are selected here for the convenience of comparison with other existing algorithms in next sections. These three metrics are sampling fraction (SF), Miss Rate (MR) and Sampling Performance (SP) described as follows (Gupta and Shum, 2011) .
Sampling Fraction (SF): SF is defined as the ratio of the total number of data samples taken by the sampling algorithm and the total number of data points available in the real dataset if a fixed sampling interval is taken. SF represents the energy saving achieved by the sampling algorithm. Miss Ratio (MR): MR is the fraction of the number of events/changes that have not been detected by the algorithm as shown in Eq. (10) where n denotes the total number of sampling points and n f denotes the number of miss points.
MR = (10)
Sampling Performance (SP): SP combines SF and MR into a single performance/cost metric as shown in Eq. (11) . (1-SF) denotes the energy saving obtained by the algorithm and MR denotes the miss ratio. Higher energy saving and lower data miss will lead to higher values of sampling performance.
SP = (11)
Experimental Results
Test results on the experimental dataset
An experimental dataset was generated by a wireless sensing system developed in ISS-EWATUS project for a household water usage over 24 hours. Both water temperature and flow rate were recorded by the system where a fixed sampling interval (1 second in this study) was utilized. Fig. 3 shows the prediction, missing data points, sensed data points by the adaptive sampling algorithm in comparison with the actual data from the original dataset. Only water temperature is used here for the sake of simplicity. Two critical parameters and δ are chosen at 600 and 0.5 respectively. There are a number of clearly noticeable outliers in the actual data. Outliers are defined as abnormal observations that do not imitate the normal behavior of the data. The outliers have been removed in the predicted data in Fig. 3 due to the moving average nature of the prediction model shown in Eq. (6) and (7). The predicted data follow the original dataset well. 4% data points have been missed over 24 hours sampling by implementing the adaptive sampling algorithm. The total number of the sensed data is 22% of the actual data points in the original dataset, which means that 78% energy saving is achieved. Tables 1 and 2 show more test results by setting two critical parameters and δ within the ranges (500, 1200) and (0.30, 0.99) respectively. Table 1 shows that there is no significant difference in terms of energy saving by changing the maximum step size . Table 2 illustrates that the number of missing data could be significantly different if the error tolerance limit δ is set as a different value. From these trial and error experiments are chosen for the experiment shown in Fig. 3 . Fig. 3 . Comparison of sensed data, missed data, predicted data with the actual dataset Table 1 . Performance metrics when is between 500 and 1200 and 
Relationship between critical parameters and performance metrics
In order to understand the influence of the critical parameters of the adaptive sampling algorithm on the performance metrics of the adaptive sampling, various experiments have been conducted here.
Setting the maximum step size at 600 and increasing the error tolerance δ from 0.1 to 1.0, both of the resulting sampling fraction (SF) and missing ratio (MR) are decreasing as shown in Fig. 4 . Similarly, setting the error tolerance δ at 0.99 and increasing the maximum step size from 100 to 1100, both of the resulting sampling fraction (SF) and missing ratio (MR) are decreasing as shown in Fig. 5 . If combing Fig. 4 and 5 together by using the sampling performance in the metric, the overview of the relationship between critical parameters and δ and the SP is obtained as shown in Fig. 6 . It notices that setting between 500 to 600 or 700 to 1000 could generate sharp increase in the sampling performance with the increase of δ from 0.6. This observation could be used as a guideline on how to set the critical parameters in terms of the desired sampling performance. 
Comparison with existing algorithms
Two existing algorithms are chosen for the comparison with the developed AS-TCP. The first one is EDSAS proposed by Gupta et al (2013) and the second one is the e-Sense (Liu et al. 2006 ). Their principles have been reviewed in the introduction section. Both of them aim to provide a sampling schedule for sensor node only when a state change is likely to happen, which is in a similar spirit with this research. Table 3 gives the comparison of these three sampling algorithms in terms of sampling fraction, missing ratio and energy saving. Figure 7 presents their comparison in terms of the sampling performance. The AS-TCP achieves the lowest sampling fraction and a similar missing ratio, therefore expecting the most energy saving. The sampling performance of the AS-TCP is slightly better than e-Sense and EDSAS. 
Conclusions
Inspired by computer network congestion control TCP mechanism this paper proposed an AS-TCP adaptive sampling algorithm and tested it in a domestic water temperature dataset offline. In average the AS-TCP can achieve 20% sampling fraction and maintain missing ratio around 18%. Comparing with two existing similar algorithms eSense and EDSAS, the AS-TCP has lower sampling fraction and similar sampling performance. Therefore the AS-TCP is expected to achieve more energy saving than e-Sense and EDSAS.
The algorithm has not been tested in a real-time environment. Even though a similar sampling performance is expected by the AS-TCP a number of implementation issues should be addressed before the real application is taken place. The first issue is to determine the location of implementing the algorithm which could be at an individual sensor level or a router level or even a coordinator level. The second issue is that a single sensor may be used to sense multiple variables which may not necessarily have a similar dynamic feature. Some of the sensed variable may be a quick response but other may not when an intervention is introduced. In this case different sets of critical parameters used in the AS-TCP might be necessary. Nevertheless, the AS-TCP proposed in this study could serve as the prototype for real dynamic sensing applications.
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