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For a real function, automatic differentiation is such a standard algorithm used to efficiently com-
pute its gradient, that it is integrated in various neural network frameworks. However, despite the
recent advances in using complex functions in machine learning and the well-established usefulness
of automatic differentiation, the support of automatic differentiation for complex functions is not
as well-established and widespread as for real functions. In this work we propose an efficient and
seamless scheme to implement automatic differentiation for complex functions, which is a compat-
ible generalization of the current scheme for real functions. This scheme can significantly simplify
the implementation of neural networks which use complex numbers.
I. INTRODUCTION
Uncountable problems in mathematics, science, com-
puter science and engineering can be formulated as find-
ing the minimum of a function F . For instance, the min-
imum total potential energy principle in physics states
that the stationary point of a static system is the one
that minimizes the potential energy [1]. In machine
learning one often has to minimize a so-called loss func-
tion. Finding the minimum of a function often entails
evaluating the gradients of the function itself. However,
given the typical complexity of the functions to be min-
imized, computing its gradients can be a very difficult
task. One can follow four different approaches [2, 3]: 1)
derive manually the analytic expression for the gradient,
which would result in efficient calculations but which is
not scalable for complicated loss functions; 2) estimate
the gradient via finite-differences methods [4], which is
also not scalable because it requires about N evaluations
of an N−paramenters function in order to compute the
gradients while, at the same time, losing accuracy due to
numerical truncation and round off errors [5]; 3) let the
computer perform a symbolic differentiation, which re-
turns an expression for evaluating the gradient of a func-
tion, but it does so at a large memory cost and shows
limitations when used in control flows [6]; 4) evaluation
of the gradient with automatic or algorithmic differenti-
ation (AD) which relies on considering the main function
as a composite function of several elementary functions
with known gradients, which then turns the computation
of the overall gradient into simple function evaluations
by using the chain rule of differential calculus [7–9]. Au-
tomatic differentiation can be further divided into two
modes: a) Forward-mode AD which is suited for func-
tions with a single input variable and multiple output
variables. This can be easily implemented using the dual-
number strategy [7], i.e. any variable v is stored as a
tuple (v, v′), where the second element is the derivative.
When one evaluates a function f(v), the derivative f ′(v)
is evaluated at the same time and stored in the result;
b) Reverse-mode AD which requires much more effort
to implement compared to the forward-mode, but is ef-
ficient for functions with multiple input variables and a
single output variable, thus ideal for loss functions whose
output is a single real number. In this work we focus on
reverse-mode AD while referring to it simply as AD.
While in many applications the function to be mini-
mized is F : Rn → R, i.e. from a vector of real numbers
to a real scalar, more generically the function could be
F : Cn → R, i.e. from a vector of complex numbers
to a real scalar. The use of such complex functions is
very natural in quantum physics, however their use is
at the center of an increasing number of investigations
in the machine learning community. For instance, re-
current neural networks (RNN) generally suffer from the
vanishing or exploding gradient problem [10, 11], some-
thing that can be cured by the use of unitary recurrent
neural networks (uRNN) which use complex unitary ma-
trices [12–17]. While basic theory for the use of complex
numbers for activation functions, gradients, Hessians and
back-propagation [18–20] has been long-established, only
recently the use of complex numbers has shown poten-
tial to enable easier optimization [21], noise-robust mem-
ory mechanisms [22], a richer representational capacity
[12, 13], faster learning [12] and better generalization
characteristics [23]. Complex numbers have also been
used in an LSTM [24] architecture [22].
The understanding of AD for a real loss function F :
Rn → R is mature enough that general-purpose AD has
already been integrated into numerical frameworks, such
as PyTorch [25], TensorFlow [26], Chainer [27], Auto-
grad [28] and Zygote [29]. However, despite the recent
interest in using complex numbers, such tools are not as
mature for complex functions F : Cn → R. For instance,
PyTorch currently does not support complex numbers,
TensorFlow provides a separate interface specifically for
complex numbers, and while the Zygote package is writ-
ten in Julia language [30] and it has a native support for
complex numbers, currently it may not, as we will explain
in detail later, return the correct gradients required by
the gradient-based optimizers. While one could avoid the
usage of complex numbers by treating them as tuples of
two real numbers, this would result in having to manu-
ally code the gradients of all complex functions resulting
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FIG. 1: (a) Forward evaluation of a function F (x1, x2) of two
variables x1 and x2. (b) Backward evaluation of the gradient
of the function F (x1, x2).
in making it highly non-trivial to build a general-purpose
AD package which supports complex functions.
In this work, we propose a generalized automatic dif-
ferentiation scheme which provides a unified interface
for both real and complex functions. For each elemen-
tary complex function g, we show that one only needs to
supply a slightly modified adjoint function which makes
use of the Wirtinger derivatives [31, 32], and then one
could obtain the correct complex gradients of the final
loss function F with no additional non-automatic effort.
Our approach is fully compatible with current methods
in that if the same function g takes real numbers as in-
put, the generalized adjoint function will simply reduce
to the standard adjoint function for real functions [2].
In the following we start by briefly reviewing the cur-
rent implementation of automatic differentiation for real
loss functions in Sec. II. Then in Sec. III, we present our
definition of generalized adjoint function which extends
automatic differentiation to the complex domain. In
Sec. IV, we give some explicit examples of our generalized
adjoint function for some commonly used holomorphic
and non-holomorphic functions and discuss some possible
applications of complex AD. We discussion our conclu-
sions in Sec. V. Throughout this work the same symbol
may be used for both scalars or arrays, and the exact
meaning can be determined by the number of subscripts.
To avoid confusion, the word “complex” always refers
to complex numbers or functions with complex numbers
involved.
II. REVIEW OF AUTOMATIC
DIFFERENTIATION FOR REAL FUNCTIONS
For completeness and easier understanding, we first
briefly review AD for a real function F : Rn → R. F (x)
can be viewed as a composite function built from some
elementary functions for which the gradients are known.
In Fig. 1 we explicitly show an instance of a two-variable
loss function. The function value F (x) can be derived by
sequentially evaluating each elementary function, which
is often referred to as the forward process and is shown in
Fig. 1(a). Mathematically, we can write a generic com-
posite function F (x) as
F = f ◦ g ◦ h ◦ · · · ◦ p(x). (1)
We first consider the case that x is a single real number
and that f , g, h, p are all scalar functions. The derivative
of F (x), denoted as dF/dx, can be computed using the
well-known chain rule
dF
dx
=
df
dg
dg
dh
. . .
dp
dx
. (2)
To evaluate Eq.(2) automatically, a key idea is to define
an adjoint function g˜ for each elementary function g as
g˜(ν)|x = ν dg
dx
. (3)
In general, the input of the adjoint function g˜ has the
same number of elements as the output of g, and the
output of g˜ has the same number of elements as the input
of g. We can also see that in the definition of g˜, the only
information one needs to known from g is the derivative
dg
dx . With Eq. (3), we can rewrite Eq. (2) as
dF
dx
= p˜ ◦ · · · ◦ h˜ ◦ g˜ ◦ f˜(1). (4)
By successively evaluating the adjoint function of each
elementary function in the reverse order, we obtain the
gradient of the loss function which is equivalent to the
one computed by using the chain rule.
In the general case, the input of F (x) is an array of
scalars and f , g, h, p are vector functions instead of scalar
functions, as shown in Fig. 1(b). As a result, the adjoint
function g˜ will be a linear mapping and Eq. (3) can be
generalized straightforwardly as
g˜j(ν)|x =
∑
i
νi
∂gi
∂xj
, (5)
and we can seamlessly write
∇F = p˜ ◦ · · · ◦ h˜ ◦ g˜ ◦ f˜(1). (6)
Eq. (6) is also referred to as the backward process, in
juxtaposition with the forward process. The advantage
of this approach is that one can predefine the adjoint
functions for a finite set of elementary functions and then
let the program “automatically” compute the gradient of
any function built from those elementary functions with
Eqs. (4, 6).
We stress here that the performance of AD will be
strongly affected by the way that the elementary func-
tions are chosen. Using too many elementary functions
would be more inefficient and require more memory since
a larger amount of intermediate variables have to be
stored. Using a much smaller number of elementary func-
tions would make the algorithm less “automatic”. There-
fore, in real applications one needs to balance between
performance and coding simplicity.
3III. AUTOMATIC DIFFERENTIATION FOR
COMPLEX FUNCTIONS
In the following we generalize Eqs.(3, 5) to the case of
complex functions. We first consider that the loss func-
tion is a function of a single complex number z and its
complex conjugate z∗, which can be written as F (z, z∗),
and we will generalize our results to arbitrary inputs in
a second moment. Since F is a mapping from a com-
plex number to a real number, it is in general a non-
holomorphic function, namely ∂F∂z∗ 6= 0. We thus use the
standard complex derivative of a complex function F as
dF =
∂F
∂z
dz +
∂F
∂z∗
dz∗, (7)
where we have used the Wirtinger derivatives ∂F∂z and
∂F
∂z∗
defined as
∂F
∂z
=
∂F (z, z∗)
∂z
|z∗=const = 1
2
(
∂F
∂x
− i∂F
∂y
)
; (8)
∂F
∂z∗
=
∂F (z, z∗)
∂z∗
|z=const = 1
2
(
∂F
∂x
+ i
∂F
∂y
)
. (9)
Note that the first equality in Eqs.(8,9) is a formal defi-
nition made rigorous by the second identity.
The chain rule in Eq. (2) can be straightforwardly gen-
eralized to the case of a complex loss function F (z, z∗)
using the Wirtinger derivatives
[
∂F
∂z
∂F
∂z∗
]
=
[
∂f
∂g
∂f
∂g∗
]
×
[ ∂g
∂h
∂g
∂h∗
∂g∗
∂h
∂g∗
∂h∗
]
×
· · · ×
[ ∂p
∂z
∂p
∂z∗
∂p∗
∂z
∂p∗
∂z∗
]
. (10)
Similar to the real case in Sec. II, we can define an adjoint
function g˜ for a complex function g as
g˜(
[
ν ν∗
]
)|z =
[
ν ν∗
]× [ ∂g∂z ∂g∂z∗∂g∗
∂z
∂g∗
∂z∗
]
=
[
ν ∂g∂z + ν
∗ ∂g∗
∂z ν
∂g
∂z∗ + ν
∗ ∂g∗
∂z∗
]
, (11)
which takes a pair of complex conjugates as input instead
of a single real number in Eq. (3). With Eq. (11) we can
verify that[
2∂F∂z 2
∂F
∂z∗
]
= p˜ ◦ · · · ◦ h˜ ◦ g˜ ◦ f˜([ 1 1 ]), (12)
where we have used the fact that the output of the last
function f is real, namely f = f∗. Eq. (12) can be used
for any complex loss function F (z, z∗), however, the input
and output of the complex adjoint function in Eq. (11)
are tuples of two elements in comparison with the real
case in Eq. (3). So, at this point, it seems that the ap-
proach with complex functions may not seemleasly in-
clude the case for real functions.
However here we should do a step back. It is impor-
tant to notice that Eq. (7) does not directly tell us the
correct gradient required by the gradient based optimiza-
tion algorithms as in the real case [33]. This is because
in Eqs. (8, 9) z and z∗ are not independent variables,
namely one cannot change z while keeping z∗ constant.
Essentially speaking, F (z, z∗) is just a function of z since
z∗ is dependent on z. To obtain the correct gradient re-
quired by gradient-based optimizers, one should think of
z = x + iy as a tuple of two real numbers, z = (x, y),
because x and y are independent variables. As a result,
the loss function becomes a function of x and y which
can be written as F (x, y), and the gradient of F (x, y)
is a tuple of partial derivatives
(
∂F
∂x ,
∂F
∂y
)
. Transform-
ing back into the complex domain, the correct gradient
required by gradient-based methods is thus 2 ∂F∂z∗ (for a
proof one can also refer to [34]). To demonstrate this in
more detail, we take the gradient descent algorithm as
an example. We assume a learning rate of λ where λ is
a small positive real number. Then, in one iteration of
the gradient descent algorithm, the real variables (x, y)
would be updated as (x− λ∂F∂x , y − λ∂F∂y ). The resulting
value of the loss function will decrease by
F (x− λ∂F
∂x
, y − λ∂F
∂y
)− F (x, y)
=− λ
[(
∂F
∂x
)2
+
(
∂F
∂y
)2]
+O(λ2). (13)
If F is treated as a function of z and z∗ instead, then it
is easy to verify that if z is updated as z − 2λ ∂F∂z∗ , one
would have
F (z − 2λ ∂F
∂z∗
, z∗ − 2λ∂F
∂z
)− F (z, z∗)
=− 4λ∂F
∂z
∂F
∂z∗
+O(λ2)
=− λ
[(
∂F
∂x
)2
+
(
∂F
∂y
)2]
+O(λ2), (14)
where we have used Eqs.(8, 9) and the fact that z∗ will be
updated to z∗ − 2λ∂F∂z accordingly since it is dependent
on z.
We can thus define a simplified complex adjoint func-
tion which only contains half of the pairs or, in other
words, we can simplify Eq. (11) to be
g˜(ν∗)|z = ν ∂g
∂z∗
+ ν∗
∂g∗
∂z∗
, (15)
Note that if g is a real function, namely ∂g∂z =
∂g
∂z∗ =
1
2
∂g
∂x ,
then Eq. (15) reduces to g˜(ν) = ν ∂g∂x , which is exactly
Eq. (3). Therefore, the definition of complex adjoint
function in Eq. (15) is fully compatible with the real case.
This implies that one can simply substitute the definition
of adjoint function in Eq. (3) by Eq. (15) and AD will
work perfectly for both real and complex functions with
negligible computational overhead. Based on Eq. (15),
Eq. (12) can be simplified as
2
∂F
∂z∗
= p˜ ◦ · · · ◦ h˜ ◦ g˜ ◦ f˜(1), (16)
4which has the same form as the real case in Eq. (4).
For a non-scalar complex function g, Eq. (15) can be
straightforwardly generalized to
g˜j(ν
∗)|z =
∑
i
(
νi
∂gi
∂z∗j
+ ν∗i
∂g∗i
∂z∗j
)
. (17)
Eqs.(15, 16, 17) constitute the main results of this work.
IV. EXAMPLES AND APPLICATIONS
A. Examples of complex gradients and some useful
properties
In table I we list some explicit examples as direct appli-
cations of Eqs.(15, 17). Table I shows that our definition
of adjoint functions is applicable for both real and com-
plex inputs.
TABLE I: Adjoint functions of some common func-
tions. The column denoted by “Function” is the name of the
function. The column denoted by “Forward” is the definition
of the function, and the column denoted by “Backward” is
the adjoint function of the original function. Symbols such
as z or w without subscript indicate a (complex) scalar. zi
with a single subscript indicates a vector and zij a matrix.
Einstein summation notation is used in this table. N in the
Fourier and inverse Fourier transformations inidcates the
length of the input vector.
Function Forward Backward
sine z → sin(z) ν∗ → ν∗ cos(z∗)
scalar exponential z → ez ν∗ → ν∗ez∗
scalar logarithm z → log(z) ν∗ → ν∗
z∗
scalar addition (z, w)→ z + w ν∗ → (ν∗, ν∗)
scalars multiplic. (z, w)→ zw ν∗ → (ν∗w∗, ν∗z∗)
scalars division (z, w)→ z
w
ν∗ →
(
ν∗
w∗ ,− ν
∗z∗
w∗2
)
real part z → Re(z) ν∗ → Re(ν∗)
imaginary part z → Im(z) ν∗ → iRe(ν∗)
absolute value z → |z| ν∗ → Re(ν) z|z|
inner product (zi, wj)→ z∗i wi ν∗ → (νwi, ν∗zj)
outer product (zi, wj)→ ziwj ν∗ij →
(
ν∗ijw
∗
j , z
∗
i ν
∗
ij
)
matrix multiplic. (zij , wjk)→ zijwjk ν∗ik →
(
ν∗ikw
∗
jk, z
∗
ijν
∗
ik
)
Fourier zn → e− 2piiN knzn ν∗k → ν∗ke
2pii
N
kn
inverse Fourier zk → 1N e
2pii
N
knzk ν
∗
n → 1N ν∗ne−
2pii
N
kn
We also point out that while evaluating Eq. (15) in
general requires to compute both ∂g∂z and
∂g
∂z∗ , there are
several special cases in which only ∂g∂z or
∂g
∂z∗ need to be
evaluated to derive Eq. (15). First, if g is a holomorphic
function, then Eq. (15) reduces to
g˜(ν∗)|z = ν∗ ∂g
∗
∂z∗
= ν∗
(
∂g
∂z
)∗
, (18)
and if g is an anti-holomorphic function we have
g˜(ν∗)|z = ν ∂g
∂z∗
. (19)
Second, if the input of g is real, that is g(x) =
g
(
1
2 (z + z
∗)
)
, then
(
∂g
∂z
)∗
=
(
∂g
∂z∗
)∗
= 12
∂g
∂x and we have
g˜(ν∗)|z = 2Re
(
ν
∂g
∂z∗
)
, (20)
where Re(z) means to take the real part of a complex
number z. Lastly, if the output of g is real, i.e. g = g∗,
then ∂g
∗
∂z∗ =
∂g
∂z∗ and we have
g˜(ν∗)|z = 2Re(ν) ∂g
∂z∗
. (21)
B. Comparison to using a tuple of real and
imaginary part of a complex number
An approach which is currently used in the study of
neural networks is to treat a complex number by split-
ting it into a tuple of two real numbers, and then redefine
the corresponding functions in terms of the resulting tu-
ple accordingly. To show how this approach compares
to the one we propose here, we consider a simple exam-
ple in which we take a complex function of two complex
numbers z and w
g(z, w) = zw, (22)
where z = az + ibz, w = aw + ibw and az, bz, aw and
bw are real. From Eq. (15), the adjoint function of g is
simply given by
g˜(ν∗)|z,w = (ν∗w∗, ν∗z∗) , (23)
where ν = u+iv is another complex variable. If, instead,
z and w are each treated as tuples and one use Eq. (3)
instead, then the adjoint function of g should be defined
as
g˜ ((u, v)) |(az,bz),(aw,bw) = ((uaw + vbw, vaw − ubw) ,
(uaz + vbz, vaw − ubw)) ,
(24)
which is already fairly cumbersome to compute even for
this simple case.
A different approach is to view g as a composite function
of “more” elementary functions as
g(z, w) = (Re(z)Re(w)− Im(z)Im(w),
Re(z)Im(w) + Im(z)Re(w)) , (25)
where, in fact, one needs to use the functions Re(z) and
Im(z) where the latter gives the imaginary part of a com-
plex number z. From Eq.(25) one can define the adjoint
functions of Re(·) and Im(·) as
R˜e(ν)|z = (ν, 0) (26)
˜Im(ν)|z = (0, ν) , (27)
5where ν is a real number. Then as long as one has defined
the adjoint functions of real arithmetics, the gradient of
g would be automatically derived with AD for real func-
tions. This approach can, in principle, allow AD for real
functions to work with complex functions with less non-
automatic work. However, as this simple example already
shows, this approach results in deeper nested functions
in the backward process, which would usually consume
more memory and reduce the efficiency of the computa-
tion. We highlight here that the Zygote [29] package in-
ternally treats complex numbers as tuples and automat-
ically derives complex gradients for them, however not
all the gradients defined in Zygote comply with Eq.(17).
For instance, the adjoint function of the vector inner dot
product function is defined as ν∗ → (ν∗wi, ν∗zj) in Zy-
gote, which differs from the expression in Table I. Hence,
it can result in incorrect gradients for complex loss func-
tions.
C. Unitary Recurrent Neural Networks
As mentioned in the introduction, complex numbers
become very convenient when dealing with unitary Re-
current Neural Networks, which provide a potent way to
overcome the vanishing or exploding gradient problem.
In general, the input for a RNN layer is a sequence of
data. The action of the RNN on one of the input se-
quence xt (where t labels the position in the sequence)
can be written as
ht = σ(Wht−1 + V xt); (28)
yt = Uht + c, (29)
where W , V and U are matrices, ht is the t-th hidden
state, yt is the t-th data of the output sequence, c is the
bias and σ is the (nonlinear) activation function.
In [12] the authors parametrized the W matrix as a
unitary matrix, and they chose a particular parametriza-
tion of such matrix which is given by
W = D3R2F−1D2ΠR1FD1, (30)
where Dσ are diagonal matrices with diagonal elements
Dσ,j,j = e
iωj , Rσ are reflection matrices defined as
Rσ = I − 2 vσv
∗
σ
||vσ||2 , (31)
with vσ a complex vector and σ = 1, 2, 3. Π is a fixed ran-
dom permutation matrix and F , F−1 are the Fourier and
inverse Fourier transformations. Therefore W is param-
eterized by three real vector plus two complex vectors.
In [12], the authors splitted each complex vector into two
real vectors and redefined the multiplication in Eq. (30)
accordingly. However, with our scheme for complex AD,
the gradients of W could be simply derived in the same
way as the real case without special handling of complex
functions, as long as we define the adjoint functions for
some elementary complex functions.
Since the parametrization in Eq.(30) is not all encom-
passing, in [13], the authors proposed to directly parame-
terizeW as a full unitary matrix, and proposed a different
way to update W given by
W ←
(
I +
λ
2
A
)−1(
I − λ
2
A
)
W, (32)
where λ is the learning rate, Aik =
∂F
∂W∗ij
Wik −W ∗ij ∂F∂Wij
with F (W ) the loss function. To compute ∂F∂Wij ,
W was splitted into a tuple of two real matrices as
(Re(W ), Im(W )) and then partial derivatives against the
real and imaginary parts were computed using real AD
respectively. For this to work, one has to redefine all
the linear algebra functions along the way to act on real
tuples. When the loss function F (W ) becomes more com-
plicated or there are more complex units in the deep neu-
ral network, this redefining process would cause a sizeable
amount of non-automated work. With the complex AD
discussed here, computing ∂F∂Wij would just be as easy as
for the real case.
V. CONCLUSION
In summary, we have presented a scheme which gen-
eralizes current automatic differentiation to work in the
complex domain. For functions with complex input, our
scheme relies on an adjoint function which has a sim-
ilar form as the current definition for real input, but
is able to derive the correct gradients of a generic loss
function required by gradient-based optimizers. While
the AD scheme we presented will not necessarily im-
prove the performance of existing codes, it should sig-
nificantly simplify the coding part, thus possibly result-
ing in an increased use of, for instance, unitary recurrent
neural networks or, more generally, the seamless develop-
ment of AD applications containing complex functions.
This scheme could be integrated into mainstream au-
tomatic differentiation frameworks which can use com-
plex numbers (e.g. running on Julia). For the inter-
ested readers, we have uploaded examples related to
Sec. IV of AD codes which uses our scheme for complex
numbers in https : //github.com/guochu/complexAD.
Moreover, the open source Julia package VQC
(https : //github.com/guochu/VQC.jl), which performs
auto differentiation for quantum circuits with parametric
quantum gate operations, is based on the scheme of this
work.
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