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Abstract
We prove an extension of the Thue-Vinogradov Lemma and show some applications. Among other
results we prove that the set of quadratic residues in Fp does not contain large sumsets. This paper
is another example for the application of the polynomial method.
1 Introduction
In the first part of the introduction we state two lemmas from Thue and Vinogradov. In Section 3 we
show applications of the new result. In particular we show that the set of quadratic residues in Fp does
not contain large sumsets. Such sumsets form cliques (complete subgraphs) in the Paley graph. Using its
additive structure, we give an upper bound on the size of any sumset inside quadratic residues in Fp.
The lemmas of Thue and Vinogradov are cleaver applications of Dirichlet’s box principle (also called
as pigeonhole principle). Our main result will go beyond that, it works with smaller sets. The technique
we are using here is a variant of the so called polynomial method in additive combinatorics. We are
going to use Re´dei polynomials [21], and the last step in the proof of Theorem 4 is a simple variant of
Stepanov’s method [25]; if a degree d polynomial is vanishing on a set of size n with multiplicity at least
m then n ≤ d/m.
1.1 The lemmas of Thue and Vinogradov
Thue’s Lemma is a useful tool in elementary number theory. The most famous application of the lemma
is to prove Fermat’s theorem on sums of two squares. There is a nice description of Thue’s argument
in the book ”Proof from THE BOOK” [1]. The lemma is used in finding solutions of Diophantine equa-
tions involving quadratic forms. There are various examples for such theorems and exercises in Nagell’s
Introduction to Number Theory [17], and in Vinogradov’s Elements of Number Theory [32].
Lemma 1 (Thue’s Lemma) [28] Let p be a prime. For any a ∈ N, p ∤ a, there are x, y
x, y ∈ {1, 2, . . . , ⌈√p⌉}
such that
ax ≡ ±y (mod p).
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Thue’s Lemma was extended by Vinogradov to an asymmetric form. He used it in the paper ”On
a general theorem concerning the distribution of the residues and non-residues of powers” [31, Lemma
1], where he gave an elementary proof of the Po´lya-Vinogradov inequality. His extension, the following
lemma, can be also used to find solutions for some quadratic forms, more efficiently than Thue’s Lemma.
Lemma 2 (Vinogradov’s Lemma) Let p be a prime. For any a ∈ N, p ∤ a, and α ∈ F∗p, there are x, y
x ∈ {1, 2, . . . , α} , y ∈
{
1, 2, . . . ,
⌊ p
α
⌋}
such that
ax ≡ ±y (mod p),
or equivalently
a ≡ ± y
x
(mod p).
Vinogradov’s result was generalized to multiple congruences by Brauer and Reynolds in [4] where
they provide a complete historic review of re-discoveries and generalizations of the Thue-Vinogradov
lemma, up to 1951. In the same paper they proved the following result [4, Theorem 4].
Theorem 3 Let g and k be positive integers where k is even, p an odd prime with p ≡ 1 (mod k) such
that g ≤ p. We set h = ⌈p/g⌉. If D is a k-th power residue, then at least one of the numbers lk, 2k, . . . , hk
is congruent to one of the numbers D, 2kD, . . . , (g − 1)kD.
Theorem 3 was also proved, independently, by Porcelly and Pall using Farey sequences in [19]. We
are going to prove a variant of this theorem in Section 3.3.
2 The Extension
The Thue-Vinogradov lemma is about initial segments providing solutions to ax ≡ ±y (mod p) for all
a. What can we say about shorter segments? Here we are using the polynomial method – in this case
the Re´dei polynomial – to prove that initial segments of Fp give many solutions of the above congruence.
Re´dei polynomials were used in number theory, group theory, and geometry of finite fields. There is a nice
survey on basic theorems and examples to such applications of the Re´dei polynomial (and other algebraic
methods) in [2].
Theorem 4 Let p be a prime. For any α, β ∈ F∗p, there are at least
min(p− 1, α(β + 1))
a ∈ F∗p for which there are x, y
x ∈ Iα = {1, 2, . . . , α} , y ∈ Iβ = {1, 2, . . . , β}
such that
ax ≡ ±y (mod p). (1)
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In Vinogradov’s Lemma if α(β + 1) > p, then the conclusion of the theorem holds for every a ∈ F∗p, even
with y ∈ {1, 2, . . . , β − 1} , so there are infinitely many cases when Vinogradov’s Lemma gives a better
bound (by one) if one needs to capture every a ∈ F∗p. The importance of Theorem 4 is that it covers the
range when αβ < p, when simple pigeonhole arguments won’t work.
P r o o f. Denote B ⊂ F∗p the set of elements which are not expressible as (1). The key of the argument is
the construction of a polynomial following Re´dei [21] and Szo˝nyi [23]. Their method was specialized to
Cartesian products in [5], in a way that we are going to follow here. The polynomial is defined as
H(x, y) =
β∏
i=0
(x− i)
∏
1≤k≤α
0≤j≤β
(x+ ky − j) =
∏
0≤k≤α
0≤j≤β
(x+ ky − j)
The important feature of the polynomial above is that whenever b ∈ B, all roots of H(x, b) are
distinct elements of Fp, i.e. H(x, b) divides x
p − x. To see that, let us consider the two possible cases of
repeated roots below
1. If the second product term (with y-s) had two equal roots then we had
kb+ j ≡ k′b+ j′ (mod p),
for some 1 ≤ k, k′ ≤ α and 0 ≤ j, j′ ≤ β. If k = k′ then j = j′, but then the two linear terms are
the same which is not possible. Note that b 6= 0 so
|k − k′|b ≡ ±(j′ − j) (mod p),
contradicting to the assumption b ∈ B.
2. The remaining case is when
kb+ j ≡ j′ (mod p),
for some 1 ≤ k ≤ α and 0 ≤ j, j′ ≤ β, leading to
kb ≡ ±(j′ − j) (mod p),
contradicting to the assumption b ∈ B.
The degree of H is d = αβ + α + β + 1. In particular, when α = β then the degree is (α + 1)2. It
was Szo˝nyi’s observation in [23] (see also in [24]) that there is an auxiliary polynomial of degree p − d,
denoted by f(x, y), such that
F (x, b) = f(x, b)H(x, b) = xp − x if b ∈ B. (2)
For the details, how to find f, we refer to [23] and [5]. Let us consider F (x, y) as a polynomial of x
with coefficients hi(y) ∈ Fp[y].
F (x, y) = f(x, y)H(x, y) = Fy(x) = x
p + h1(y)x
p−1 + h2(y)xp−2 + . . .+ hp(y)
where the degree of hi is at most i. From (2) one can see that hi(y)-s are zero for many y values,
whenever y ∈ B. If hi(y) = 0 for more than i distinct y values then hi(y) ≡ 0. This is the crucial
point of the application of Re´dei’s method. If one can show that hi 6≡ 0 for some i, then |B| ≤ i. When
|B| is small, one could use Re´dei’s theorem, which describes the structure of fully reducible lacunary
polynomials, however we follow a simpler calculation which gives a better bound in this case. Let us
check the polynomial F (x, y) when y = 0.
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F (x, 0) = f(x, 0)
(
β∏
i=0
(x− i)
)α+1
= xp + c1x
p−1 + c2xp−2 + . . .+ cp.
(3)
We need to show that a polynomial with form like in (3) has a nonzero ci coefficient for some not
too large i. Let ci denote the nonzero coefficient with the smallest index i. Checking the derivatives based
on the first and second rows, we see that F ′(x, 0) will vanish with multiplicity at least α on at least β+1
places and it has degree p− i−1. This implies that p− i−1 ≥ α(β+1) and then |B| ≤ i ≤ p−1−α(β+1)
as needed. 
Remark 5 Theorem 4 was stated for initial segments, but the same proof works if one requires
x ∈ µIα = {µ, 2µ, . . . , αµ} , y ∈ νIβ = {ν, 2ν, . . . , βν}
for some ν, µ ∈ F∗p values.
In the proof of Theorem 4 we used that the segments were almost closed to differences,
Iα − Iα := {a− b|a, b ∈ Iα} ⊂ {±Iα ∪ 0} = {−α, . . . ,−1, 0, 1, . . .α},
and the same holds for Iβ . The note in Remark 5 says that we can extend intervals to arithmetic
progressions in Theorem 4, but we can go beyond that. We define an arithmetic structure, SAP, which
has similar additive closedness like arithmetic progressions. It is a special case of generalized arithmetic
progressions, GAP-s, used in additive combinatorics.
Definition 6 For given integers, di, ri ∈ N if
∑s
i=1 diri ≤ p− 1 then the set SAP (d1, . . . , ds; r1, . . . , rs)
is defined and it is a subset of Fp given by
SAP (d1, . . . , ds; r1, . . . , rs) = {ℓ1d1 + ℓ2d2 + . . .+ ℓsds|0 ≤ ℓi ≤ ri} .
The above defined SAP -s are the most general objects we are going to state our main result with.
Let SAP (1) and SAP (2) be given.
Theorem 7 Let p be a prime. For any α, β ∈ F∗p, there are at least
min
(
p− 1,
∣∣∣SAP (1)∣∣∣ (∣∣∣SAP (2)∣∣∣+ 1))
elements a ∈ F∗p for which there are x, y
x ∈ SAP (1), y ∈ SAP (2)
such that
ax ≡ ±y (mod p). (4)
P r o o f. We will follow the proof of Theorem 4. The polynomial is defined as
H(x, y) =
∏
b∈SAP (2)
(x− b)
∏
a∈SAP (1)
b∈SAP (2)
(x+ ay − b) =
∏
a∈{SAP (1)∪0}
b∈{SAP (2)∪0}
(x+ ay − b).
As earlier, if B ⊂ F∗p, denotes the elements not expressible as (4) then if b ∈ B, all roots of H(x, b)
are distinct elements of Fp, i.e. H(x, b) divides x
p − x. Completing the same calculations as in Theorem
4 we get the desired bound. 
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3 Applications
We are going to show three applications of Theorem 4 and Theorem 7. We illustrate the method in three
ranges of B, the set of elements not expressible as bx ≡ ±y (mod p) in Theorem 4 and in Theorem 7. In
the first application almost all elements are outside of B, |B| ≤ c√p. In the second application B is just
above half of p, and in the third, p−|B| is small. In the first application we will prove (a weaker form of)
a result of Burgess, that among the first p1/4+ε elements of Fp there are many quadratic non-residues. In
Section 3.2 we show that the set of quadratic residues does not contain large sumsets. Our last application
is an improvement on Theorem 3. The first application is just an illustration, and in the other two we
prove some new results.
3.1 Small quadratic non-residues
The Thue–Vinogradov Lemma was mainly used to capture a particular element of Fp, like x, where
x2 ≡ −1 (mod p) in Thue’s first application for the sums of squares. In this application we show how
to use Theorem 4 when one needs some elements outside of a special, smaller set. This is an illustration
of the technique, no new results are claimed. We are going to use the ε notion for different values,
but everywhere it goes to zero as p goes to infinity In [32] Vinogradov proved that the least quadratic
non-residue is O
(
p
1
2
√
e
+ε
)
. Here we sketch an application of Theorem 4, showing the following:
Claim 8 The initial segment {1, . . . , p1/4+ε} has many, at least p1/4−ε, quadratic non-residues.
Although stronger than Vinogradov’s, the statement of the claim is clearly weaker than Burgess’
bound [6], which would guarantee that the number of of quadratic residues and non-residues are almost
the same in this segment. On the other hand we are not using his amplification technique here.
P r o o f. We work with the Legendre symbol, χ(n) =
(
n
p
)
, defined to be equal 0 when n is divisible by
p, +1 when n is a quadratic residue modulo p, and −1 when n is a quadratic non-residue modulo p. We
assume that p ≡ 1 (mod 4), so χ(n) = χ(−n). When p ≡ 3 (mod 4) one should be more careful due to
the lack of symmetry of quadratic residues. Since we are not proving a new result here, we won’t consider
that case now. In addition to Theorem 4 we need the following lemma
Lemma 9 Let h ≥ pε for some ε > 0. For any given δ > 0 one has the bound∣∣∣∣∣∣
∑
a≤n≤a+h
χ(n)
∣∣∣∣∣∣ ≤ δh (5)
for all but at most H = Oδ,ε(
√
p) values1 of a ∈ F∗p.
This lemma follows from the Po´lya–Vinogradov inequality [18, 29] and a bound of Davenport and
Erdo˝s in [9]. For the details and the proof we refer to the expository article of Tao in [26, 2.5 in Chapter
2]. 1
Set α and β so that α = β =
⌈√
2H
⌉
. By Theorem 4 there is a set, D, with at least 2H elements, a ∈
Fp, satisfy ax ≡ ±y (mod p) for some x, y ∈ {1, . . . , α}. By Lemma 9 there is a set, S = {a1, . . . , am} ⊂ D,
where for every ai ∈ S inequality (5) holds and |S| = m ≥ H. Then there are many (at least δpε/2)
1We are using the usual ”Big Oh” and ”Big Omega” notations where a possible subscript indicates that the implicit
constant depends on the parameters in the subscript
1One can get even sharper bounds by counting patterns of quadratic residues following Davenport’s approach from [8]
with an improved error term using Weil’s bound [33], like in [7].
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quadratic non-residues in the pε neighborhood of every ai ∈ S. Since we are not aiming for a sharp
estimate, choose just one non-residue for every ai. Let’s write ai = bi − hi where χ(bi) = −1 and
0 ≤ hi ≤ pε for every 1 ≤ i ≤ m. With this we have
(bi − hi)x ≡ ±y (mod p),
and
bix ≡ ±y + xhi (mod p).
In the above equation we have two possible cases; either χ(x(y+xhi)) = −1 or χ(x(−y+xhi)) = −1,
so there are many residue-non-residue pairs in the interval ±Iε =
{
±1, . . . ,±
⌈√
2H(pε + 1)
⌉}
. Form
the values of x, y and hi one can recover ai, therefore the number of distinct x, y + xhi pairs, where
χ(x(y + xhi) = −1, is at least Hp−ε. That means that then number of quadratic non-residues in Iε is
Ω(p1/4−ε). 
3.2 Sumsets in quadratic residues
The vertices of a d-dimensional cube are usually given as {0, 1}d. Here we are considering a ”projection”
of the cube onto Fp. Given d numbers, ai ∈ N, such that
∑d
i=1 ai ≤ p − 1. A d-dimensional cube in Fp,
is the set of elements Qd =
{∑d
i=1 δiai|δi ∈ {0, 1}
}
. If all ai-s are distinct then the cube is also called
sumset, or subset-sum set in the literature. The cardinality of Qd can be as large as 2
d if all sums are
distinct, and as small as d+ 1 if all ai-s are the same.
Problem 10 What is the size of the largest cube inside the set of quadratic residues (with 0 added)?
It seems like a hard problem to find a bound better than in Theorem 12 below on the size of the
largest cube among the quadratic residues. There are many conjectures and results about additive subsets
in quadratic residues. For a nice collection of problems and related results we refer to [22]. There is a
closely related work of Dietmann, Elsholtz, and Shparlinski [10] where they give a bound on d for sumsets
inside the quadratic residues. They proved that d ≤ p3/19+ε if all ai-s are distinct in Qd. (They proved a
more general result, but this bound is relevant here)
A similar problem for natural numbers is finding bounds on the Folkman number, F (k). It denotes
the least n so that if [n] = {1, 2, . . . , n} is two-colored, then there is a k-element subset A = {a1, . . . , ak}
such that all nonzero
∑d
i=1 δiai|δi ∈ {0, 1} sums are from the same color class. Erdo˝s and Spencer proved
in [11] that F (k) ≥ 2ck2/ log k using a random coloring of [n]. Actually, for a small enough constant c,
there won’t be a k-element subset A with all sums in the same color class, with high probability. On the
other hand if n ≥ 2Ck2 with a large constant C, then there is such A with high probability. Based on
these probabilistic arguments we state the following
Conjecture 11 There is a constant c > 0, such that the size of the largest cube inside the set of quadratic
residues is Ω
(
2c
√
log p
)
for infinitely many primes p.
The estimate on F (k) was improved to a doubly exponential lower bound in [3], using a partially random
coloring. (The best known upper bound for F (k) is of tower type [27])
When p ≡ 1 (mod 4), such cubes inside quadratic residues are special subsets of Fp, where all
differences are also quadratic residues. Cubes define a complete subgraph of the Paley graph, where the
elements of Fp are the vertices and two are connected iff their difference is a quadratic residue. Conjecture
11, if it was true, would drastically improve the current lower bound on the size of the clique number
of Paley graphs which is log p log log log p for infinitely many primes [13]. This bound comes from an
estimate of the least quadratic non-residue, which also gives a lower bound on the largest cube.
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The best know upper bound on the largest complete subgraph of the Paley graph on Fp is
√
p/2+1
proved recently in [14], and by using Re´dei’ polynomials in [5]. Here we prove a better upper bound on
the size of cubes. In what follows, let us assume that p ≡ 1 (mod 4), so χ(n) = χ(−n).
Theorem 12 Let us suppose that all nonzero elements of a cube are quadratic residues, i.e. for every
q ∈ Qd either χ(q) = 1 or q = 0. Then
|Qd| ≤
⌈√
6p
4
⌉
+ 2.
P r o o f. The proof will follow from Theorem 7 by taking SAP (1) = SAP (2) = Qd. Let us suppose that
|Qd| >
⌈√
6p
4
⌉
+ 2,
to prove the theorem by contradiction. Denote B the set of elements where for every b ∈ B either b is a
quadratic non-residue or b is a quadratic residue but b + 1 and b − 1 are not. We say that such triples
form a [−1, 1,−1] pattern in Fp. There are at least
p− 1
2
+
(
p− 1
8
− 2√p
)
=
5(p− 1)
8
− 2√p > 5p
8
− 2√p− 1
such elements in F∗p. In the second part of the sum, inside the parentheses, we counted the [−1, 1,−1]
patterns in Fp. The following result (in a slightly different form) is in Jacobsthal’s dissertation (Chapter
III. Section 2.) from 1906.
Lemma 13 (Jacobsthal [16]) Let p ≡ 1 (mod 4) and p = a2 + b2, where a, b are integers with b even
and a+ b ≡ 1 (mod 4). The number of [−1, 1,−1] patterns in Fp is 18 (p− 3 + 4χ(2))− 2a.
Similar results can be obtained for arbitrary patterns using Hasse-Weil bounds like in [7], but for our
case we only need to bound the points on the curve y2 = x3 − x, which was calculated by Gauss already
[12] and completely proved by Herglotz in [15]. (See [20] for a modern treatment of the problem.)
To prove our theorem let us consider B, the set of the ”bad” elements, which can not be solutions
of equation (4) as we show now. There are three cases to consider:
1. If bx ≡ ±y (mod p) then b should be a quadratic residue, so b+ 1 and b− 1 are not.
2. If bx ≡ y (mod p) then (b− 1)x ≡ y − x (mod p), so b− 1 is also a quadratic residue, which is not
possible.
3. If bx ≡ −y (mod p) then (b + 1)x ≡ x − y (mod p), so b + 1 is also a quadratic residue, which is
not possible either.
By Theorem 7 there are at least(⌈√
6p
4
⌉
+ 2
)(⌈√
6p
4
⌉
+ 3
)
> 3
(p
8
+
√
p+ 2
)
solutions, ax ≡ ±y (mod p), x, y ∈ Qd. But that would mean that there is a b ∈ B which is a solution in
one of the three cases above which would be a contradiction. 
7
3.3 Congruent pairs
This application is an illustration on how to use Theorem 4 when we need many, almost p solutions in
(1). This is closer in spirit to the classical applications of the Thue-Vinogradov inequality. In this section
we are going to show a variant of Theorem 3 stated in the introduction.
Theorem 14 Let g and k be positive integers where k is even, p an odd prime with p ≡ 1 (mod k) such
that g ≤ p. Let d = (k, p− 1), the greatest common divisor of k and p− 1, and h ∈ N be a number given
by
h =
⌈
p− d− g
g − 1
⌉
.
If D is a k-th power residue, then at least one of the numbers 1, 2k, . . . , hk is congruent to one of the
numbers D, 2kD, . . . , (g − 1)kD.
The improvement (in a certain range) compared to Theorem 3 is the required lower bound on h. In
Theorem 3 it was h = ⌈p/g⌉ instead of the present bound which is better (h is smaller by at least one)
whenever g(d+ g) ≥ p.
P r o o f. The equation xk ≡ D (mod p) has d solutions (see e.g. in [32], page 113). By Theorem 4 if
(g − 1)(h+ 1) + 1 ≥ p− d,
which is provided by the condition
h =
⌈
p− d− g
g − 1
⌉
,
then there is an a ∈ Fp such that ak ≡ D (mod p) and
ax ≡ ±y (mod p). (6)
where x, y are
x ∈ {1, 2, . . . , g − 1} , y ∈ {1, 2, . . . , h} .
The following equations
ax ≡ ±y (mod p)
akxk ≡ yk (mod p)
Dxk ≡ yk (mod p)
show that there is at least one congruent pair between{
D, 2kD, . . . , (g − 1)kD} and {1, 2k, . . . , hk} ,
as required. 
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