Abstract-A model for determining the cross-correlation function of partially correlated noise is presented. In this model a strong interferer is included and represented by a periodic signal common to both channels of the correlator. A general expression for the correlation function is deduced and verified. The power spectrum of a calculated correlation function is compared with a simulation. The results presented in this paper form a base for the design of modern multibit correlators. These are part of future generation radio astronomy receivers which increasingly have to cope with man-made interfering signals.
I. INTRODUCTION
W ITHIN radio astronomy, the radio window of the earth's atmosphere (roughly from 20 MHz to 30 GHz) is used for observations of celestial objects. In general, the power of the radiation received from these objects is below the power of the noise produced in the analog parts of a radio astronomy receiver (RA receiver). A technique to reduce the effects of the noise is to cross-correlate signals within a multiple-telescope RA receiver. This way, signals up to 70 dB below the noise level can be detected.
Interference, common to all telescopes, remains visible after cross-correlation. As a result of the nonlinearity of the analog-to-digital converter (A/D converter), harmonics of the interference are present as well, contaminating the whole spectrum. RA receivers have been designed to have sufficient selectivity in the analog paths to the A/D converters to remove interference. Because of the increasing bandwidth of the A/D converters and the growing use of the electro magnetic spectrum, the condition that the signals at the input of the A/D converters do not contain interference is no longer satisfied. For the design of modern RA receivers, it is therefore necessary to be able to analyze the effect of narrowband interference for different resolutions of the A/D converter.
The effects of quantization for the case no interference is present is studied in [1] and [2] . This work is strongly related to the analysis of quantizing systems using nonsubtractive dither [3] , where the measured correlation coefficients equal the nonsubtractive dithered second order moments. The cross-correlation of noise and periodic signals has been studied in [4] but only in case of extreme clipping and a small signal-to-noise ratio (SNR). Multibit quantization and arbitrary SNRs are not considered. Multibit quantization of sinusoidal signals has been studied intensively (see [5] and [6] ), but the developed theory is not applicable to correlation configurations.
Within this paper, a generic model of a cross-correlator for different types of input signals is given. A novel general expression for the measured cross-correlation function in case of multibit quantization of a signal containing noise and a periodic signal is found. This expression is elaborated in case the periodic signal is a sinusoidal signal. Only quantization effects are considered. We check the expression against known results and conclude with an example of a calculated and simulated spectrum.
II. A GENERAL CORRELATOR MODEL

A. The Correlation Function
The correlation function of a sine wave plus noise after extreme clipping has been determined in [4] . Based on that analysis, a general correlator model is presented in Fig. 1 .
There are two wide-sense stationary noise signals and . A periodic signal is added to both and . The resulting signals and are quantized by and , respectively, and cross -correlated. Because and are wide-sense stationary, the noise inputs can be described with a bivariate normal distribution. Without loss of generality it is assumed that and for both and . If we consider and at the respective times and , the correlation equals . and are quantized by an N-bit mid-riser quantizer with unit step size (1) 1070-9908/04$20.00 © 2004 IEEE is Heaviside's step function and determines the granularity of the quantization process. After quantization, and are multiplied and averaged. We define the time-dependent correlation function as the ensemble average of and (2) The correlation function equals the time average of over one cycle of the periodic signal with period (see [4] ). If the signal after multiplication is sampled and integrated, is described by (3)
B. Splitting the Noise Sources
As is done in [7] , the two signals and can be modeled by three uncorrelated Gaussian noise sources and , all having and
The operator is defined as
The periodic signal is added to both and . The components due to and are defined as displacements
This leads to the following expressions for and
For both quantizers, the input is the sum of two stochastic signals. Signals due to and are uncorrelated and have power , while the displacements and depend on . The power of equals 1. The time-dependent correlation function can be written as the ensemble average over the three noise sources and (11) where (12)
By rearranging this formula, two gain functions and can be defined (14) where (15) (16)
C. Elaborating
The quantization staircase consists of an ideal transfer function and an error (see [6] ) (17) Using this in (15), using standard rules for integration and trigonometry, and inserting (7), the expression for can be written as (18) A similar expression can be found for , where is replaced by and by .
D. Final Expression
Using the expressions for and (see (14)) can be calculated. In Appendix A, an expression is given for any periodic signal
. If the input signal is defined as , the following expressions can be used to rewrite the equation in Appendix A (19) (20) is the th-order Bessel function of the first kind. can then be expressed as (21) where An interpretation of the distortion coefficients is that and represent the distortion of the correlated noise part. represents the distortion of the sinusoidal signal.
and represent a combined effect.
An alternative approach to calculating the cross-correlation function in case no interference is present , is to use the second-order joint-moment given as
For the elaborated version of this formula, we refer to [8] . The gain of the system is influenced by and the error is reflected by . Both and are defined in [8] and depend on and , the expected values of and , respectively. The more intuitive analysis presented above equals the analysis of the second-order joint moments when .
III. CASE STUDIES
A. Single-Bit Quantization of Noise
In the case of single-bit quantization of noise, there is a one-to-one relation between the correlation function of the signals before quantization and the correlation function after quantization . This relation is well known as the Van Vleck relation (see [9] 
B. Multibit Quantization of a Sinusoidal Signal Without Noise
This situation occurs if the noise powers before quantization (and after scaling with ) are small. This means that is small. The power of the sinusoidal signal is nonzero. The measured correlation function then becomes (24) where The amplitude of the fundamental of the sinusoidal signal becomes
For the harmonic signals , the amplitudes of equal . The amplitudes found this way equal half the squared gain factors found in [6] . This is to be expected, since in [6] , the output signal of a single A/D converter as a function of time is considered, while in this document we are interested in the correlation function of this signal giving power.
C. An Example of a Spectrum
As an example, we calculated the cross-correlation of a 2.5 LSB sinusoidal signal with LSB root mean square (rms) noise at the quantization staircases using (21). The noise at the two A/D converters is partially correlated with . We also simulated the set-up where we used pseudorandom noise sources to model , and . The cross-correlation function is used to determine the cross-power spectral density. The results of both the calculation and the simulation are given in Fig. 2 .
The bandwidth of the correlated noise signal is nd of the sampling frequency and the frequency of the sinusoidal signal is th of the sampling frequency. It is chosen this way in order to illustrate the effect that the noise spectrum is repeated around the even harmonics of the sinusoidal signal. The bandwidth of the uncorrelated noise sources and is half the sampling frequency. A small difference between the simulated and calculated spectrum can be observed. This is due to the fact that for practical reasons, sampling before multiplication is used in the simulation model. This sampling causes aliasing on both inputs of the multiplier. Amplitudes of sinusoidal signals with frequencies which do not overlap before sampling but which do overlap after sampling, are summed. The derived model assumes sampling only after the multiplication. After integration and Fourier transformation, values for frequencies which overlap after sampling, are summed. These values represent power. So, in the case of the simulated spectrum, the amplitude of the sinusoidal signals with overlapping frequencies after sampling are summed while in case of the calculated spectrum only the power of these signals is summed. This explains the small difference. By calculating the spectra in case more noise is added to the channels of the cross correlator, the average distortion is decreased which is also known as the "dithering" effect (see, for example, [10] ).
IV. CONCLUSION
A general expression for the correlation function in the case of cross-correlating multibit quantized signals is determined for input signals consisting of partially correlated noise and a common periodic signal. Two extreme cases are: 1) the input signal consists of only noise and 2) the input signal consists of only a sinusoidal signal. For these cases, the results were already known and match with the developed expression. All other combinations of noise and periodic signals can also be analyzed using the general expression of the correlation function. In developing the model, the quantization staircase has been decomposed into a linear transfer function and an error-saw tooth. The effects of the error-saw tooth on the periodic signal are analyzed. The effects of the correlated and uncorrelated noise have been included. The well-known fact that noise smoothes the quantization staircase of an A/D converter is demonstrated with the above model. Not included in the model is the effect of the uncorrelated noise and the sinusoidal signal on the SNR of the measured correlation function and the effects of the linearity errors of the A/D converters. These are subjects for further study.
APPENDIX
A. General Expression of the Correlation Function
The general expression for with a periodic signal can be written as (26) 
