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Abstract
We present a recursive algorithm for 3D surface recon-
struction based on Photometric Stereo in the presence of
highlights, and self and cast shadows. We assume that the
surface reﬂectance outside the highlights can be approxi-
mated by the Lambertian model. The algorithm works with
as few as three light sources, and it can be generalised for
N without any difﬁculties. Furthermore, this reconstruction
method is able to identify areas where the majority of the
lighting directions result in unreliable pixel intensities, pro-
vidingthecapabilitytoadjustareconstructionalgorithmand
improve its performance avoiding the unreliable sources. We
report results for both artiﬁcial and real images and compare
them with the results of other state of the art photometric
stereo algorithms.
1. Introduction
Photometric stereo (PS) methods recover shape and
albedo of an object using multiple images under varying il-
lumination conditions in which the viewpoint is ﬁxed. In or-
der to recover gradient information of a surface patch, photo-
metric stereo assumes that neither highlights nor shadows are
present in the images used. In fact under orthographic pro-
jection, the only light source direction illuminating a scene
which can result in an entirely shadowless image is the one
aligned with the viewing direction. Therefore, shadowing is
nearly unavoidable in any image. Most reconstruction algo-
rithms either ignore the problematic pixels [2] or explicitly
exclude data with shadows and highlights.
Traditional photometric stereo assumes that each image
in the photometric set is acquired under a single point light
source [17]. Since at least three images, corresponding to
three different lighting directions, are needed to recover the
surface normal, it is a common practice to use more than
three illumination directions, to increase the possibility of
all surface points being illuminated by at least three sources
[5, 14, 11, 7, 16]. Thus, the challenges are ﬁrst to identify
which locations are problematic (i.e. correspond to high-
lights or shadows), and then to exploit the implied constraints
to the fullest extent to solve the PS problem using for each
pixel the three most appropriate images.
The motivation of this work is the problem arising when
performing photometric stereo in the presence of highlights
and shadows when the majority of the lighting directions re-
sult in unreliable pixel intensities. In [6, 15] only the problem
of highlights is analysed while in [4] solutions to the problem
of 3D surface reconstruction in the presence of shadows only
are suggested. Furthermore, both [2] and [4] are not able
to provide solution in the case when half (or more) of the
light sources result in shadowed or highlighted pixels. Addi-
tionally, these methods require at least four light sources and
cannot provide indications in the case when two or more of
the sources produce highlights or shadows: they are designed
to cope with only one problematic illumination direction per
pixel. So, in this paper, we propose a recursive method for
reconstructing 3D surfaces by using N-source photometric
stereo (where N ≥ 3) in the presence of highlights and shad-
ows.
2. Notation and preliminaries
The basic assumptions in standard photometric stereo the-
ory are a) the light source is a point source at inﬁnity, b) the
object is much smaller than the viewing distance, c) the ob-
ject is directly illuminated without the presence of cast- or
self-shadows and d) the surface of the object is Lambertian.
Based on [2] let us consider a Lambertian surface illumi-
nated in turn by three illumination sources with directions
  L1,   L2 and   L3. In this case, the intensities of the obtained
pixels can be expressed as
Ik = ρ(  Lk ·   N)w h e r ek =1 ,2,3 (1)
where ρ is the surface albedo, i.e. the ratio of the reﬂected to
incident radiation, and   N is the surface normal, expressed as
(−pn,−qn,1).
We stack the intensities and the illumination vectors Ik
to form the pixel intensity vector   I =( I1,I2,I3) and the
illumination matrix [L]=(   L1,   L2,   L3)T. Then equation (1)
could be rewritten in matrix form as
  I = ρ[L]   N (2)
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sameplane(non-coplanar), thenthephotometricillumination
matrix [L] is non-singular and can be inverted, giving
  M ≡ [L]−1  I = ρ   N (3)
where   M ≡ (m1,m 2,m 3)T. The surface gradient com-
ponents could be obtained from pn = −m1/m3 and qn =
−m2/m3 and the surface albedo is recovered by calculating
the length of vector   M, ρ =
 
m2
1 + m2
2 + m2
3.
We assume that shadows and highlights can be treated as
disturbances of the Lambertian law. We also assume that
both camera and light sources are far away from the surface,
and the viewing and illumination directions are the same for
everypointonthesurface. Incaseshadowsandhighlightsare
present, the surface recovery will be affected, with the body
colour appearing different and the normal leaning more to-
wards the light source which produced the highlight or away
from the source which produced the shadow.
Based on the fact that any n vectors, where n>3,i na
3D space are linearly dependent, there must be a linear equa-
tion expressing the relationship between the n illumination
direction vectors [2]:
a1  L1 + a2  L2 + a3  L3 + ...+ an  Ln =0 (4)
If we multiply both sides of this equation with the surface
albedo ρ and take the dot product of both sides with the nor-
mal of the surface patch, we obtain:
a1I1 + a2I2 + a3I3 + ...+ anIn =0 (5)
In other words, linear dependence of the illumination vec-
tors leads to the same linear equation for the corresponding
pixel intensities, if the Lambertian assumption holds. We
may rewrite equation (5) in vector form:
  a ·   I =0 (6)
where  a =( a1,a 2,...,a n)T. Vector  a can be directly calcu-
lated from the illumination matrix as an eigenvector of matrix
[LLT] which corresponds to the zero eigenvalue [2]. Unre-
liable pixels, containing either shadows or highlights do not
satisfy equation (5) and therefore this method allows one to
rule out the majority of the pixels that are not purely Lam-
bertian.
3. Recursive Photometric Stereo
Let us assume that photometric stereo has been performed
using all the available images Ik based on equation (1) and
that the unreliable pixels have been determined according to
equation (5). Prior to integration of the obtained surface nor-
mals, the information provided by the non-Lambertian pixel
map is used to correct the erroneous normals. Interpolation
or robust ﬁtting [13], is applied to replace the unreliable nor-
mals, preserving the altitude variation inside these areas dur-
ing the integration stage. The result of this step is shown in
ﬁgure 1, and prevents erroneous estimation of shadows due
to inaccurate surface reconstruction.
AB C
Figure 1. Original (dotted line), erroneously reconstructed (dashed
line) and interpolated (solid line) surfaces, where A indicates cast
shadows, B self shadows and C highlights.
In the next stage we consider the problem of reconstruct-
ing the surface from the modiﬁed normals. In this case,
to compute the shape of the surface, we need to obtain
the depth map. This suggests representing the surface as
(x,y,f(x,y)), so the normal as a function of (x,y) is
  N(x,y)=
1
 
1+
∂f
∂x
2
+
∂f
∂y
2
 
−
∂f
∂x
,−
∂f
∂y
,1
 T
(7)
To recover the depth map, we need to determine f(x,y) from
measured values of the unit normal. There are a number of
ways in which a surface may be recovered from a ﬁeld of
surface normals [3, 8, 9, 12, 18, 10]. There are local and
global methods based on trigonometry and the minimisation
of error functionals, respectively and the most suitable could
be selected for this part of the process.
Assume that the measured value of the unit normal at
some point (x,y) is (a(x,y), b(x,y), c(x,y)). Then
∂f
∂x
=
a(x,y)
c(x,y)
∂f
∂y
=
b(x,y)
c(x,y)
(8)
At this stage we may perform another check on our data
set. Because
∂2f
∂x∂y
=
∂2f
∂y∂x
(9)
we expect
A(x,y) ≡
∂
 
a(x,y)
c(x,y)
 
∂y
−
∂
 
b(x,y)
c(x,y)
 
∂x
(10)
to be small (close to zero) at each point.
Assuming that the partial derivatives pass the above sanity
test, we can reconstruct the surface up to some constant error
in depth. The partial derivatives give the change in surfaceheight with a small step in either the x or the y direction.
This means that we can get the surface by summing these
changes in height along some path. In particular, we have
f(x,y)=
 
C
 
∂f
∂x
,
∂f
∂y
 
·   dl + c (11)
where C is a curve starting at some ﬁxed point and ending
at (x,y),   dl is the inﬁnitesimal element along the curve and
c is a constant of integration, which represents the unknown
height of the surface at the starting point. The recovered sur-
face should not depend on the choice of the path followed for
performing the integral.
For example, we may reconstruct the surface at (u,v) by
starting at (0,0), summing the y-derivatives along the line
x =0to point (0,v), and then summing the x-derivatives
along the line y = v to point (u,v):
f(u,v)=
  v
0
∂f
∂y
(0,y)dy +
  u
0
∂f
∂x
(x,v)dx + c (12)
Since any other set of paths would work as well, it is best
to use many different paths and average the results so that we
reduce the error in the estimates of the derivatives. This in-
tegration algorithm did not yield satisfactory results: while it
seemed to do an average job on sharp edges, smooth surfaces
were noisy. In order to improve further the reconstruction we
combine it with a multigrid 2D integration algorithm, which
iteratively solves a global minimization problem, and is less
sensitive to the propagation of local errors.
Now, the challenge is to identify which pixels in the im-
age correspond to surface patches that are in shadow with
respect to each light source. A problem analogous to shadow
detection is determining light source visibility at every pixel.
In fact, the two problems are equivalent for a scene illumi-
nated by a single point source. Therefore, an approach used
in computer graphics was selected to identify the shadowed
(non-visible) areas of the reconstructed surface. According
to this method, a Z-buffer is created and during rasterisation
the depth/Z value of each pixel is checked against an existing
depth value. If the current pixel is behind the pixel in the Z-
buffer, the pixel is rejected, otherwise its depth value replaces
the one in the Z-buffer. The above procedure is repeated for
all illumination directions and a shadow-map is obtained for
each light source. Let Si be the shadow-map obtained by
the i-th light source. Then the highlight-map, in set theory
notation, is given by
H = E − (S1 ∨ S2 ∨ ...∨ Sn) (13)
where E is the non-Lambertian pixel map.
In order to identify which of the n light sources produce
highlights at each pixel location, the sources producing shad-
ows are rejected and the remaining n  sources are classiﬁed
based on their intensity values. A threshold is used to reject
the highlighting sources and the remaining ones are used to
estimate the surface normal at that pixel location.
The whole procedure is repeated using the new normal
vectors at the highlighted areas. Again new shadow maps are
estimated, since the new reconstructed surface may produce
different self- or cast-shadows. For each pixel location the
intensities produced by the remaining reliable illumination
sources are used to estimate the surface normals. This algo-
rithm (ﬁgure 2) utilises only reliable pixels to apply photo-
metric stereo and can apply different strategies in case fewer
than three lights are reliable (e.g. taking into consideration
neighbouring non-affected by shadows or highlights pixels).
Identify Unreliable
Pixels
Photometric
Stereo
Interpolate Unreliable
Normals
Integrate Surface
Determine Shadow 
maps using Z-buffer
Determine Highlight
map
Threshold Unreliable
Sources
at Highlight map
If all Shadows and 
Highlights were identified
If all Highlights
were identified
Figure 2. Flow chart of the proposed recursive photometric stereo
algorithm.
4. Experiments and Results
Figure 3. Simulated data used to evaluate the photometric stereo
algorithms. All surfaces are of size 128 × 128.
Table 1. The mean angular error (MAE) of the surface normals for
the simulated data. In bold the best result for each surface.
MAE Artf1 Artf2 Artf3 Artf4 Artf5 Artf6
C&J 10.6 14.0 20.5 15.8 23.5 16.7
B&P 10.4 13.6 19.5 14.5 22.8 15.7
Rec. PS 10.1 10.6 15.6 12.7 16.6 13.1
In case of artiﬁcial data, ground truth is known a pri-
ori. Therefore, in order to compare the performance of the
proposed recursive algorithm with the methods proposed by(a) (b) (c)
Figure 4. The reconstructed surfaces for the ﬁrst artiﬁcial surface
using (a) Coleman’s and Jain’s, (b) Barsky’s and Petrou’s and (c) the
proposed recursive method. Note the multiple highlights in (a) and
(b) which indicate that the ﬂat surfaces were wrongly reconstructed
especially at the regions where curvature changes signiﬁcantly or
areas containing peaks.
Figure 5. Input images, one for each illumination direction.
(a) (b)
Figure 6. (a) Unreliable pixel map in grey scale, according to equa-
tion (5). The brighter the pixel, the higher the error of the estimated
surface normal. (b) Unreliable binary pixel map obtained using a
threshold, T =2 σ on the intensity of the grey scale map.
Table 2. Average intensity of the estimated highlights for all the
tested faces. In bold the best result for each surface.
bej bln fav mut pet rob srb
C&J 189 79 84 56 110 66 96
B&P 238 193 160 117 152 134 198
Rec. PS 225 198 165 136 154 150 214
Coleman and Jain [6], and Barsky and Petrou [2], the MAE
measure suggested by Barron, et al [1] is used:
Figure 7. From top to bottom: (1
st row) Areas containing self-
shadows for each light source obtained using the normal vectors.
(2
nd row) Areas containing cast-shadows for each light source ob-
tained using ray tracing. (3
rd row) Shadows obtained using the cri-
terion proposed by Coleman and Jain. (4
th row) Shadows obtained
using the criterion proposed by Barsky and Petrou.
(a) (b) (c)
(d) (e) (f)
Figure 8. The reconstructed surfaces for the ‘bln’ image set using
(a)-(b) Coleman’s and Jain’s, (c)-(d) Barsky’s and Petrou’s (e)-(f)
the proposed recursive method.
ΨAE =c o s −1
⎡
⎢
⎢
⎣
1
 
1+x2
r + y2
r + z2
r
⎛
⎜
⎜
⎝
xr
yr
zr
1
⎞
⎟
⎟
⎠
T
1
 
1+x2
e + y2
e + z2
e
⎛
⎜
⎜
⎝
xe
ye
ze
1
⎞
⎟
⎟
⎠
⎤
⎥
⎥
⎦ (14)
where (xr,y r,z r)T and (xe,y e,z e)T are the real and the es-
timated surface normals, respectively. To form an estimate
for the whole image, the mean value can be calculated using
ΨMAE =
1
MN
M  
i=1
N  
j=1
ΨAE(i,j) (15)(a) (b) (c)
(d) (e) (f)
Figure 9. The reconstructed surfaces for the ‘bej’ image set using
(a)-(b) Coleman’s and Jain’s, (c)-(d) Barsky’s and Petrou’s (e)-(f)
the proposed recursive method.
(a) (b) (c)
(d) (e) (f)
Figure 10. The reconstructed surfaces for the ‘srb’ image set using
(a)-(b) Coleman’s and Jain’s, (c)-(d) Barsky’s and Petrou’s (e)-(f)
the proposed recursive method.
Forthecaseofrealdatathereisnogroundtruth, sowecannot
evaluate the performance of the algorithm in the same way.
Instead, the average intensity of the estimated highlights was
used as an indicator of the performance.
4.1. Experiments with simulated data
Experiments were performed with simulated data, where
six surfaces were artiﬁcially created (see ﬁgure 3). The sur-
faceswereselectedonthebasisofcontaininghighlights, self-
and cast-shadows, in order to provide a comprehensive eval-
uation data set. The results for the simulated surfaces are
shown in Table 1. The proposed method outperforms both
other methods resulting in the lowest error. Figure 4 shows
the reconstructed surfaces, where it can be observed that the
proposed algorithm provides more accurate and smoother re-
sults especially at the areas with self- and cast-shadows.
4.2. Experiments with real data
We applied the aforementioned algorithm in the recon-
struction of 7 human faces using photometric data captured
Figure 11. The reconstructed surfaces for some image sets using
from top to bottom Coleman’s and Jain’s, Barsky’s and Petrou’s and
the proposed recursive method.
(a) (b) (c)
Figure 12. The reconstructed zoomed surfaces for the ‘bej’ image
set using (a) Coleman’s and Jain’s, (b) Barsky’s and Petrou’s (c) the
proposed recursive method.
Figure 13. Areas where less than three reliable pixels are available
for the ﬁrst image set.
with four illumination directions. Figure 5 presents the in-
put images for one of the faces, one for each illumination
direction. The lights were placed on the vertices of a square
2m × 2m and the distance between the camera and the ob-
served person was 2m. In such an arrangement the difference
of the tilt angles between neighbouring illumination direc-
tions is 90o degrees and the slant angle is constant equal to
35o degrees for all light sources. The person is assumed to be
still during the acquisition stage, eliminating the registration
problem.
In this case, ground truth is not available and therefore
the average intensity of the estimated highlights was used as
an indicator of the performance, (see Table 2). The higher
values indicate a more accurate approximation of highlights,
since in general highlights tend to be bright pixels. But thisis not always true, because there might be highlights that are
not brighter than somenon-highlighted areas. Figure6shows
the unreliable pixels obtained according to equation (5) while
ﬁgures 7(1st row) and 7(2nd row) present the self- and cast-
shadows obtained by the proposed algorithm, for the ﬁrst of
the faces. The shadow maps obtained by the other two meth-
ods are shown in ﬁgures 7(3rd row) and 7(4th row). The esti-
mated shadow maps by Coleman and Jain are not accurate at
the regions under the jaw and the ears. The results obtained
by Barsky’s and Petrou’s are more precise but not solid as in
the case of the proposed method, since the latter is not pixel
based and takes into account the reconstructed 3D shape.
In ﬁgures 8– 11 results of the reconstructed faces obtained
from the three algorithms are shown. Observing the results it
can be inferred that the proposed algorithm outperforms the
others especially at the areas containing cast-shadows (e.g.
nose, shoulders, under the jaw). Figure 12 shows one surface
zoomed, where the erroneous reconstructed areas close to the
lips and the left side of the nose can be observed for the meth-
ods proposed by Coleman and Jain, and Barsky and Petrou.
The main advantage of the proposed algorithm is observed at
the shadowed areas, since the other methods provide sparse
shadow maps resulting in inaccurate reconstruction (e.g. cav-
ities), at smooth and ﬂat regions. In order to reconstruct the
surfacesattheareaswherefewerthanthreereliablepixelsare
available, (see ﬁgure 13), we use the brightest pixels to com-
plement the available reliable pixel values. The algorithm
suggested by Coleman and Jain has lower performance in ar-
eas with shadows, while the method proposed by Barsky and
Petrou is less accurate only when cast-shadows are present.
5. Conclusions
In this paper, we propose a recursive algorithm for 3D
image reconstruction based on the well-known photometric
stereomethod, whichisdealingwithhighlightsandbothself-
and cast-shadows allowing one to obtain more reliable es-
timates of surface parameters. The proposed method does
not have any restrictions regarding the maximum number of
light sources, and can identify areas where the majority of the
lighting directions result in unreliable pixel intensities. Also,
indication is provided when the number of the reliable pixel
intensities is less than three, giving the possibility to apply
different techniques at these areas (e.g. shape from shading).
Experiments with both artiﬁcial and real images were per-
formed in order to evaluate the performance of the proposed
algorithm. The mean angular error was used in the artiﬁ-
cial scenario. From the real images it can observed that the
method works well in areas with self- and cast-shadows.
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