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NUMERICAL ANALYSIS OF A BDF2 MODULAR GRAD-DIV
STABILIZATION METHOD FOR THE NAVIER-STOKES EQUATIONS
Y. RONG∗ AND J. A. FIORDILINO†
Abstract. A second-order accurate modular algorithm is presented for a standard BDF2 code for the
Navier-Stokes equations (NSE). The algorithm exhibits resistance to solver breakdown and increased compu-
tational efficiency for increasing values of grad-div parameters. We provide a complete theoretical analysis of
the algorithms stability and convergency. Computational tests are performed and illustrate the theory and
advantages over monolithic grad-div stabilizations.
1. Introduction. A common, powerful tool for improving solution quality for fluid flow
problems is grad-div stabilization [12, 22, 25, 27, 28]. This technique typically involves adding
γ∇∇ · uh, nonzero for most finite element velocity-pressure pairs, which penalizes mass con-
servation and improves solution accuracy. It was first introduced in [16] and has been widely
studied since, both analytically and computationally [4, 12, 20, 22, 23, 26, 27, 28].
Unfortunately, grad-div stabilization also exhibits increased coupling in the linear system’s
matrix, efficiency loss and solver breakdown, and classical Poisson locking [2, 9, 10, 21, 25, 26,
27]. In particular, since the matrix arising from grad-div term is singular, large grad-div pa-
rameter γ values can cause solver breakdown [8]. This difficulty cannot always be circumvented
since recommended parameter choices vary greatly, e.g., from O(h2) to O(104) for different
applications, finite elements, and meshes [4, 12, 15, 28, 30]. An alternate realization of grad-div
stabilization with greater computational efficiency was introduced in [5] for the backward Euler
time discretization. Herein, we show how to implement modular grad-div stabilization for any
multistep time discretization and perform analysis and testing for the BDF2 case.
To begin, consider the incompressible time-dependent NSE: Find the fluid velocity u :
Ω× [0, T ]→ Rd and pressure p : Ω× (0, T ]→ R satisfying:
ut + u · ∇u− ν∆u+∇p = f, and ∇ · u = 0 in Ω,
u = 0 on ∂Ω, and
∫
Ω
p dx = 0,
u(x, 0) = u0(x) in Ω.
(1.1)
Here, the domain Ω ⊂ Rd(d=2,3) is a bounded polyhedron, f is the body force and ν is the
fluid viscosity. Suppressing the spacial discretization for the moment, we consider the following
two step method that uncouples the grad-div solve.
Step 1 : Given un−1, un, find uˆn+1 and pn+1 satisfying:
3uˆn+1 − 4un + un−1
2∆t
+ (2un − un−1) · ∇uˆn+1 − ν∆uˆn+1 +∇pn+1 = fn+1, (1.2)
∇ · uˆn+1 = 0. (1.3)
Step 2 : Given uˆn+1, find un+1 satisfying:
3un+1 − 3uˆn+1
2∆t
− β∇∇ · 3u
n+1 − 4un + un−1
2∆t
− γ∇∇ · un+1 = 0. (1.4)
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In the above, β ≥ 0 and γ ≥ 0 are application-dependent grad-div stabilization parameters. The
combined effect of Step 1 and Step 2 is a consistent BDF2 time discretization of the following
model:
ut − β∇∇ · ut − γ∇∇ · u+ u · ∇u− ν∆u+∇p = f. (1.5)
In [5], two minimally intrusive, modular algorithms were developed for backward Euler, which
implemented grad-div stabilization. These algorithms effectively treated issues resulting from
increased coupling and solver breakdown. Although the second steps of each of these algorithms
can be used here when β ≡ 0, they cannot be used when β > 0; that is, the dispersive
term [3, 18, 29], associated with β demands special attention. In the case β > 0, the time-
discretizations in both steps must be consistent with one another. In particular, for the BDFk
family of methods:
Step 1 : Find uˆn+1 and pn+1 satisfying:
1
∆t
(
a0uˆ
n+1 +
S∑
s=1
asu
n+1−s)+ U · ∇uˆn+1 − ν∆uˆn+1 +∇pn+1 = fn+1, (1.6)
∇ · uˆn+1 = 0. (1.7)
Step 2 : Find un+1 satisfying:
a0
∆t
(
un+1 − uˆn+1)− β∇∇ · ∑Ss=0 asun+1−s
∆t
− γ∇∇ · un+1 = 0, (1.8)
where U denotes either uˆn+1 or a consistent extrapolation. A similar generalization can be
made for general linear multistep methods.
This paper is arranged as follows. Section 2 introduces notation, lemmas, and necessary
preliminaries. In Section 3, a fully-discrete modular grad-div stabilization algorithm (BDF2-
mgd) and its unconditional, nonlinear, energy stability are presented. A complete error analysis
is given in Section 4 where second-order convergence is proven for the modular method. Nu-
merical experiments are provided to confirm the effectiveness of BDF2-mgd in Section 5. In
particular, the algorithm maintains the positive impact of grad-div stabilization while resisting
debilitating slow down for 0 ≤ γ ≤ 20, 000 or 0 ≤ β ≤ 8, 000. Conclusions follow in Section 6.
2. Preliminaries. We use the standard notations Hk(Ω), Hk0 (Ω), and L
p(Ω) to denote
Sobolev spaces and Lp spaces; see, e.g., [1]. The L2(Ω) inner product and its induced norm are
denoted by (·, ·) and ‖ · ‖, respectively. Let ‖ · ‖Lp and ‖ · ‖k denote the Lp(Ω) (p 6= 2) norm
and Hk(Ω) norm. The space H−k(Ω) denotes the dual space of Hk0 (Ω) and its norm is denoted
by ‖ · ‖−k. Throughout the paper, we use C to denote a generic positive constant varying in
different places but never depending on mesh size, time step, and grad-div parameters. For
functions v(x, t), we define the following norms:
‖v‖∞,k := ess sup
[0,T ]
‖v(·, t)‖k , ‖v‖p,k := (
∫ T
0
‖v(·, t)‖pkdt)
1
p
for 1 ≤ p <∞. The velocity space X, pressure space Q, and divergence free space V are defined
as follows.
X := H10 (Ω)
d = {v ∈ H1(Ω)d : v|∂Ω = 0},
Q := L20(Ω) = {q ∈ L2(Ω) :
∫
Ω
q dx = 0},
V := {v ∈ X : (∇ · v, q) = 0 ∀q ∈ Q}.
2
Define the skew-symmetric trilinear form
b(u, v, w) :=
1
2
(u · ∇v, w)− 1
2
(u · ∇w, v) ∀ u, v, w ∈ X.
Then, we have the following estimates for b (see, e.g., Lemma 2.2 in [19]):
b(u, v, w) ≤ C‖∇u‖‖∇v‖‖∇w‖, (2.1)
b(u, v, w) ≤ C‖u‖ 12 ‖∇u‖ 12 ‖∇v‖‖∇w‖, (2.2)
b(u, v, w) ≤ C‖u‖‖v‖2‖∇w‖. (2.3)
Divide the simulation time T into N smaller time intervals with [0, T ] =
N−1⋃
n=0
[tn, tn+1], where
tn = n∆t, T = N∆t. We may define the following discrete norms:
|‖v‖|∞,k := max
0≤n≤N
‖v(·, tn)‖k , |‖v‖|p,k := (∆t
N∑
n=0
‖v(·, tn)‖pk)
1
p .
Let Ωh be a quasi-uniform mesh of Ω with Ω =
⋃
K∈Ωh
K. Denote h = sup
K∈Ωh
diam(K).
Let Xh ⊂ X and Qh ⊂ Q be the finite element spaces. Assume that Xh and Qh satisfy
approximation properties of piecewise continuous polynomials on quasi-uniform meshes of local
degrees k and m, respectively:
inf
vh∈Xh
‖u− vh‖ ≤ Chk+1|u|k+1 u ∈ X ∩Hk+1(Ω)d, (2.4)
inf
vh∈Xh
‖u− vh‖1 ≤ Chk|u|k+1 u ∈ X ∩Hk+1(Ω)d, (2.5)
inf
qh∈Qh
‖p− qh‖ ≤ Chm+1|p|m+1 p ∈ Q ∩Hm+1(Ω). (2.6)
Furthermore, we assume that Xh and Qh satisfy the usual discrete inf-sup condition:
inf
q∈Qh
sup
v∈Xh
(q,∇ · v)
‖∇v‖‖q‖ ≥ C0 > 0. (2.7)
The discrete divergence-free space Vh is defined by
Vh := {vh ∈ Xh : (∇ · vh, qh) = 0 ∀qh ∈ Qh}.
Note that the well-known Taylor-Hood mixed finite element is one such example satisfying the
above assumptions with k = 2,m = 1.
The following lemmas will be useful in later analyses. For their proofs, see Theorem 1.1 on
p. 59 of [7] for Lemma 2.1, Lemma 2 of [24] for Lemma 2.2, and Lemma 5.1 on p. 369 of [11]
for Lemma 2.3.
Lemma 2.1. Suppose that the finite element spaces satisfy (2.7). Then, for any u ∈ V , we
have
inf
vh∈Vh
‖∇(u− vh)‖ ≤ C inf
vh∈Xh
‖∇(u− vh)‖.
Lemma 2.2. If gt, gtt, gttt ∈ L2(0, T ;Hr(Ω)), then we have
‖gn+1 − 2gn + gn−1‖2r ≤ C∆t3
∫ tn+1
tn−1
‖gtt‖2rdt, (2.8)
3
‖3gn+1 − 4gn + gn−1‖2r ≤ C∆t
∫ tn+1
tn−1
‖gt‖2rdt, (2.9)
‖3g
n+1 − 4gn + gn−1
2∆t
− gt(tn+1)‖2r ≤ C∆t3
∫ tn+1
tn−1
‖gttt‖2rdt. (2.10)
Lemma 2.3. (The discrete Gronwall’s lemma, without ∆t-restriction) Suppose that n and
N are nonnegative integers, n ≤ N . The real numbers an, bn, cn, κn,∆t, C are nonnegative and
satisfy
aN + ∆t
N∑
n=0
bn ≤ ∆t
N−1∑
n=0
κnan + ∆t
N∑
n=0
cn + C.
Then,
aN + ∆t
N∑
n=0
bn ≤ exp(∆t
N−1∑
n=0
κn)(∆t
N∑
n=0
cn + C).
3. The BDF2 modular grad-div stabilization algorithm and its stability. We
propose the following fully-discrete modular grad-div stabilization algorithm for approximating
solutions of (1.1).
BDF2-mgd :
Step 1 : Given un−1h , u
n
h ∈ Xh, find (uˆn+1h , pn+1h ) ∈ (Xh, Qh) satisfying:
(
3uˆn+1h − 4unh + un−1h
2∆t
, vh) + b(2u
n
h − un−1h , uˆn+1h , vh) + ν(∇uˆn+1h ,∇vh)
− (pn+1h ,∇ · vh) = (fn+1, vh) ∀vh ∈ Xh, (3.1)
(∇ · uˆn+1h , qh) = 0 ∀qh ∈ Qh. (3.2)
Step 2 : Given uˆn+1h ∈ Xh, find un+1h ∈ Xh satisfying:
(
3un+1h − 3uˆn+1h
2∆t
, vh) + β(∇ · 3u
n+1
h − 4unh + un−1h
2∆t
,∇ · vh)
+ γ(∇ · un+1h ,∇ · vh) = 0 ∀vh ∈ Xh. (3.3)
Remark 1. When β = 0, Step 2 is equivalent to Step 2 appearing in [5] with γ ← 23γ.
Step 2 of BDF2-mgd appears to be overdetermined since both the tangential and normal
components of the solution are prescribed on the boundary. However, due to the zeroth-order
term, it is not; a unique solution always exists, Theorem 3.1, and converges to the true NSE
solution, Theorems 4.4 and 4.5.
Theorem 3.1. Suppose fn+1 ∈ H−1(Ω)d and un−1h , unh ∈ Xh. Then, there exists unique
solutions uˆn+1h , u
n+1
h ∈ Xh to BDF2-mgd.
Proof. The proof follows by similar arguments as in Theorem 5 of [5].
Next, we analyze the stability of BDF2-mgd. We first prove an important lemma for the
stability analysis. Unconditional, nonlinear, energy stability is then proven in Theorem 3.3.
Lemma 3.2. Consider BDF2-mgd, then the following identities hold for Step 2 (3.3):
‖uˆn+1h ‖2 =‖un+1h ‖2 + ‖uˆn+1h − un+1h ‖2 +
4
3
γ∆t‖∇ · un+1h ‖2
+
β
3
(
‖∇ · un+1h ‖2 − ‖∇ · unh‖2 + ‖∇ · (2un+1h − unh)‖2
− ‖∇ · (2unh − un−1h )‖2 + ‖∇ · (un+1h − 2unh + un−1h )‖2
)
,
(3.4)
4
and
(
3un+1h − 4unh + un−1h
2∆t
, uˆn+1h − un+1h )
=
β
6∆t
‖∇ · (3un+1h − 4unh + un−1h )‖2 +
γ
3
(∇ · un+1h ,∇ · (3un+1h − 4unh + un−1h )).
(3.5)
Proof. Selecting vh =
4∆t
3 u
n+1
h in (3.3), we have
2‖un+1h ‖2 − 2(uˆn+1h , un+1h ) +
4
3
γ∆t‖∇ · un+1h ‖2 +
β
3
(
‖∇ · un+1h ‖2 − ‖∇ · unh‖2
+ ‖∇ · (2un+1h − unh)‖2 − ‖∇ · (2unh − un−1h )‖2 + ‖∇ · (un+1h − 2unh + un−1h )‖2
)
= 0,
(3.6)
where we have used the identity 2(3a− 4b+ c)a = a2− b2 + (2a− b)2− (2b− c)2 + (a− 2b+ c)2
on the third term. For the second term in (3.6), using the following polarization identity
(uˆn+1h , u
n+1
h ) =
1
2
‖uˆn+1h ‖2 +
1
2
‖un+1h ‖2 −
1
2
‖uˆn+1h − un+1h ‖2 (3.7)
yields the first identity (3.4). The second follows by setting vh =
3un+1h −4unh+un−1h
3 in (3.3).
We are now in a position to prove unconditional stability.
Theorem 3.3. Suppose f ∈ L2(0, T ;H−1(Ω)d), then the following holds for all N ≥ 1.
‖uNh ‖2 + ‖2uNh − uN−1h ‖2 + (
2γ∆t
3
+ β)‖∇ · uNh ‖2 + (
2γ∆t
3
+ β)‖∇ · (2uNh − uN−1h )‖2
+ 4γ∆t
N−1∑
n=1
‖∇ · un+1h ‖2 + 2ν∆t
N−1∑
n=1
‖∇uˆn+1h ‖2
≤ 2∆t
ν
N−1∑
n=1
‖fn+1‖2−1 + ‖u1h‖2 + ‖2u1h − u0h‖2
+ (
2γ∆t
3
+ β)‖∇ · u1h‖2 + (
2γ∆t
3
+ β)‖∇ · (2u1h − u0h)‖2.
(3.8)
Proof. Set vh = uˆ
n+1
h in (3.1) and qh = p
n+1
h in (3.2). Adding these two equations and
rearranging the discrete time derivative yields
(
3un+1h − 4unh + un−1h
2∆t
, un+1h ) + (
3un+1h − 4unh + un−1h
2∆t
, uˆn+1h − un+1h )
+ (
3uˆn+1h − 3un+1h
2∆t
, uˆn+1h ) + ν‖∇uˆn+1h ‖2 = (fn+1, uˆn+1h ).
(3.9)
Consider the resulting time derivative terms. Use the identity 2(3a− 4b+ c)a = a2− b2 + (2a−
b)2 − (2b− c)2 + (a− 2b+ c)2 on the first term and both (3.5) of Lemma 3.2 and the identity
on the second term. Apply the polarization identity to the third term. Then,
1
4∆t
(
‖un+1h ‖2 − ‖unh‖2 + ‖2un+1h − unh‖2 − ‖2unh − un−1h ‖2 + ‖un+1h − 2unh + un−1h ‖2
)
+
γ
6
(
‖∇ · un+1h ‖2 − ‖∇ · unh‖2 + ‖∇ · (2un+1h − unh)‖2 − ‖∇ · (2unh − un−1h )‖2
+ ‖∇ · (un+1h − 2unh + un−1h )‖2
)
+
β
6∆t
‖∇ · (3un+1h − 4unh + un−1h )‖2
+
3
4∆t
(
‖uˆn+1h ‖2 − ‖un+1h ‖2 + ‖uˆn+1h − un+1h ‖2
)
+ ν‖∇uˆn+1h ‖2
= (fn+1, uˆn+1h ).
(3.10)
5
Multiply (3.10) by 4∆t and use (3.4) of Lemma 3.2. Then
‖un+1h ‖2 − ‖unh‖2 + ‖2un+1h − unh‖2 − ‖2unh − un−1h ‖2 + ‖un+1h − 2unh + un−1h ‖2
+
2γ∆t
3
(
‖∇ · un+1h ‖2 − ‖∇ · unh‖2 + ‖∇ · (2un+1h − unh)‖2 − ‖∇ · (2unh − un−1h )‖2
+ ‖∇ · (un+1h − 2unh + un−1h )‖2
)
+
2β
3
‖∇ · (3un+1h − 4unh + un−1h )‖2
+ β
(
‖∇ · un+1h ‖2 − ‖∇ · unh‖2 + ‖∇ · (2un+1h − unh)‖2 − ‖∇ · (2unh − un−1h )‖2
+ ‖∇ · (un+1h − 2unh + un−1h )‖2
)
+ 6‖uˆn+1h − un+1h ‖2
+ 4γ∆t‖∇ · un+1h ‖2 + 4ν∆t‖∇uˆn+1h ‖2
= 4∆t(fn+1, uˆn+1h ).
(3.11)
Summing (3.11) from n = 1 to N − 1 yields
‖uNh ‖2 + ‖2uNh − uN−1h ‖2 +
2γ∆t
3
‖∇ · uNh ‖2 +
2γ∆t
3
‖∇ · (2uNh − uN−1h )‖2 + β‖∇ · uNh ‖2
+ β‖∇ · (2uNh − uN−1h )‖2 + 4γ∆t
N−1∑
n=1
‖∇ · un+1h ‖2 + 4ν∆t
N−1∑
n=1
‖∇uˆn+1h ‖2
≤ 4∆t
N−1∑
n=1
(fn+1, uˆn+1h ) + ‖u1h‖2 + ‖2u1h − u0h‖2
+
2γ∆t
3
‖∇ · u1h‖2 +
2γ∆t
3
‖∇ · (2u1h − u0h)‖2 + β‖∇ · u1h‖2 + β‖∇ · (2u1h − u0h)‖2.
(3.12)
Finally, using the Cauchy-Schwarz-Young inequality on the first term on the right hand side
completes the proof.
Remark 2. Lemma 3.2 and Theorem 3.3 imply stability of uˆh with respect to |‖ · ‖|∞,0.
4. Error Analysis. In this section, we provide a´ priori error estimates for BDF2-mgd.
In particular, we show that BDF2-mgd is second-order convergent. Denote un = u(tn) for
n = 0, 1, · · · , N (and similarly for all other variables). The errors are denoted by
enu = u
n − unh, enuˆ = un − uˆnh, enp = pn − pn+1h .
Decompose the velocity errors
enu = η
n − φnh, ηn := un − u˜n, φnh := unh − u˜n,
enuˆ = η
n − ψnh , ψnh := uˆnh − u˜n,
where u˜n denotes an interpolant of un in Vh.
Definition 4.1. Define the following consistency errors. For all vh ∈ Vh,
τn+1(vh) := (
3un+1 − 4un + un−1
2∆t
− un+1t , vh)− b(un+1 − 2un + un−1, un+1, vh). (4.1)
Lemma 4.2. Assume the true solution u satisfies the following,
u ∈ L∞(0, T ;H1(Ω)d), utt ∈ L2(0, T ;H1(Ω)d), uttt ∈ L2(0, T ;H−1(Ω)d). (4.2)
Then, ∀σ > 0, we have
|τn+1(vh)| ≤ C
2σ
∆t3
(∫ tn+1
tn−1
‖uttt‖2−1dt+
∫ tn+1
tn−1
‖∇utt‖2dt
)
+ σ‖∇vh‖2. (4.3)
6
Proof. For an arbitrary σ > 0,
|τn+1(vh)|
≤ ‖3u
n+1 − 4un + un−1
2∆t
− un+1t ‖−1‖∇vh‖+ C‖∇(un+1 − 2un + un−1)‖‖∇un+1‖‖∇vh‖
≤ 1
2σ
‖3u
n+1 − 4un + un−1
2∆t
− un+1t ‖2−1
+
C
2σ
‖∇un+1‖2‖∇(un+1 − 2un + un−1)‖2 + σ‖∇vh‖2
≤ C
2σ
∆t3
(∫ tn+1
tn−1
‖uttt‖2−1dt+
∫ tn+1
tn−1
‖∇utt‖2dt
)
+ σ‖∇vh‖2,
(4.4)
where we use the Cauchy-Schwarz-Young inequality and Lemma 2.2.
Once again, we require a key lemma, regarding Step 2, to prove convergence.
Lemma 4.3. The following inequality holds.
‖ψn+1h ‖2 ≥ ‖φn+1h ‖2 + ‖φn+1h − ψn+1h ‖2 +
β
3
(
‖∇ · φn+1h ‖2 − ‖∇ · φnh‖2 + ‖∇ · (2φn+1h − φnh)‖2
− ‖∇ · (2φnh − φn−1h )‖2 +
1
2
‖∇ · (φn+1h − 2φnh + φn−1h )‖2
)
+
2γ∆t
3
‖∇ · φn+1h ‖2
− Cβd(1 + 2∆t)
3
∫ tn+1
tn−1
‖∇ηt‖2dt− β∆t
3
‖∇ · (2φnh − φn−1h )‖ −
2γd∆t
3
‖∇ηn+1‖2.
(4.5)
Proof. At time tn+1, for all vh ∈ Xh, the true solution u satisfies
(
3un+1 − 3un+1
2∆t
, vh) + β(∇ · 3u
n+1 − 4un + un−1
2∆t
,∇ · vh) + γ(∇ · un+1,∇ · vh) = 0. (4.6)
Subtracting (4.6) from (3.3), we have
(
3en+1u − 3en+1uˆ
2∆t
, vh) + β(∇ · 3e
n+1
u − 4enu + en−1u
2∆t
,∇ · vh) + γ(∇ · en+1u ,∇ · vh) = 0. (4.7)
Setting vh = φ
n+1
h in (4.7), using similar identities as in Theorem 3.2, and rearranging terms
yields
‖ψn+1h ‖2 = ‖φn+1h ‖2 + ‖φn+1h − ψn+1h ‖2 +
β
3
(
‖∇ · φn+1h ‖2 − ‖∇ · φnh‖2 + ‖∇ · (2φn+1h − φnh)‖2
− ‖∇ · (2φnh − φn−1h )‖2 + ‖∇ · (φn+1h − 2φnh + φn−1h )‖2
)
+
4γ∆t
3
‖∇ · φn+1h ‖2
− 2β
3
(∇ · (3ηn+1 − 4ηn + ηn−1),∇ · φn+1h )−
4γ∆t
3
(∇ · ηn+1,∇ · φn+1h ).
(4.8)
Split − 2β3 (∇ · (3ηn+1 − 4ηn + ηn−1),∇ · φn+1h ) into − 2β3 (∇ · (3ηn+1 − 4ηn + ηn−1),∇ · (φn+1h −
2φnh+φ
n−1
h ))− 2β3 (∇·(3ηn+1−4ηn+ηn−1),∇·(2φnh−φn−1h )). Using the Cauchy-Schwarz-Young
7
inequality and Lemma 2.2. Then, the following three inequalities hold,
|2β
3
(∇ · (3ηn+1 − 4ηn + ηn−1),∇ · (2φnh − φn−1h ))|
≤ 2β
√
d
3
‖∇(3ηn+1 − 4ηn + ηn−1)‖‖∇ · (2φnh − φn−1h )‖
≤ Cβd
3
∫ tn+1
tn−1
‖∇ηt‖2dt+ β∆t
3
‖∇ · (2φnh − φn−1h )‖2
≤ Cβd
3
∫ tn+1
tn−1
‖∇ηt‖2dt+ β∆t
3
(‖∇ · (2φnh − φn−1h )‖2 + ‖∇ · φnh‖2),
(4.9)
|2β
3
(∇ · (3ηn+1 − 4ηn + ηn−1),∇ · (φn+1h − 2φnh + φn−1h ))|
≤ 2β
√
d
3
‖∇(3ηn+1 − 4ηn + ηn−1)‖‖∇ · (φn+1h − 2φnh + φn−1h )‖
≤ 2Cβd∆t
3
∫ tn+1
tn−1
‖∇ηt‖2dt+ β
6
‖∇ · (φn+1h − 2φnh + φn−1h )‖2,
(4.10)
and
|4γ∆t
3
(∇ · ηn+1,∇ · φn+1h )| ≤
4γ
√
d∆t
3
‖∇ηn+1‖‖∇ · φn+1h ‖
≤ 2γd∆t
3
‖∇ηn+1‖2 + 2γ∆t
3
‖∇ · φn+1h ‖.
(4.11)
Combining (4.8) - (4.11) completes the proof.
Next, we give the main error result for BDF2-mgd when β > 0.
Theorem 4.4. Assume the true solution u, p satisfy (4.2) and the following regularity
u ∈ L∞(0, T ;Hk+1(Ω)d) ∩ L2(0, T ;Hk+1(Ω)d),
ut ∈ L2(0, T ;Hk+1(Ω)d), p ∈ L2(0, T ;Hm+1(Ω)).
(4.12)
Then, we have the following estimates for BDF2-mgd.
‖eNu ‖2 + ‖2eNu − eN−1u ‖2 + (
2γ∆t
3
+ β)
(
‖∇ · eNu ‖2 + ‖∇ · (2eNu − eN−1u )‖2
)
+ 2ν∆t
N−1∑
n=1
‖∇en+1uˆ ‖2 + 2γ∆t
N−1∑
n=1
‖∇ · en+1u ‖2
≤ C exp(C∗T )
{
inf
vh∈Xh
(
β(1 + ∆t)‖∇(u− vh)t‖22,0 +
1
ν
‖(u− vh)t‖22,0
+ (
γ2∆t
β
+ γ + ν +
1
ν
)|‖∇(u− vh)‖|22,0 + (
2γ∆t
3
+ β +
1
ν2
)‖∇(u− vh)‖2∞,0
+ ‖u− vh‖2∞,0
)
+
1
ν
inf
qh∈Qh
|‖p− qh‖|22,0 +
1
ν
∆t4
+ ‖e1u‖2 + ‖2e1u − e0u‖2 + (
2γ∆t
3
+ β)
(
‖∇ · e1u‖2 + ‖∇ · (2e1u − e0u)‖2
)}
.
(4.13)
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Proof. At time tn+1, the true solution u, p satisfies
(
3un+1 − 4un + un−1
2∆t
, vh) + b(2u
n − un−1, un+1, vh) + ν(∇un+1,∇vh)
− (pn+1,∇ · vh) = (fn+1, vh) + τn+1(vh) ∀vh ∈ Xh, (4.14)
(∇ · un+1, qh) = 0 ∀qh ∈ Qh. (4.15)
Subtracting (3.1) and (3.2) from (4.14) and (4.15), respectively, we have
(
3en+1uˆ − 4enu + en−1u
2∆t
, vh) + b(2u
n − un−1, un+1, vh)− b(2unh − un−1h , uˆn+1h , vh)
+ ν(∇en+1uˆ ,∇vh)− (en+1p ,∇ · vh) = τn+1(vh) ∀vh ∈ Xh, (4.16)
(∇ · en+1uˆ , qh) = 0 ∀qh ∈ Qh. (4.17)
Set vh = ψ
n+1
h ∈ Vh in equation (4.16), then
(
3ηn+1 − 4ηn + ηn−1
2∆t
, ψn+1h )− (
3φn+1h − 4φnh + φn−1h
2∆t
, φn+1h )
− (3φ
n+1
h − 4φnh + φn−1h
2∆t
, ψn+1h − φn+1h )− (
3ψn+1h − 3φn+1h
2∆t
, ψn+1h )
+ b(2un − un−1, un+1, ψn+1h )− b(2unh − un−1h , uˆn+1h , ψn+1h )
+ ν(∇ηn+1,∇ψn+1h )− ν‖∇ψn+1h ‖2 − (pn+1 − qh,∇ · ψn+1h ) = τn+1(ψn+1h ).
(4.18)
Here, qh ∈ Qh is arbitrary. Furthermore, setting vh = 3φ
n+1
h −4φnh+φn−1h
3 ∈ Vh in (4.7) and
rearranging terms yields
(
3φn+1h − 4φnh + φn−1h
2∆t
, ψn+1h − φn+1h )
=
γ
3
(∇ · (3φn+1h − 4φnh + φn−1h ),∇ · φn+1h ) +
β
6∆t
‖∇ · (3φn+1h − 4φnh + φn−1h )‖2
− γ
3
(∇ · (3φn+1h − 4φnh + φn−1h ),∇ · ηn+1)
− β
6∆t
(∇ · (3ηn+1 − 4ηn + ηn−1),∇ · (3φn+1h − 4φnh + φn−1h )).
(4.19)
Combine (4.18) and (4.19) and rearrange. Then,
(
3φn+1h − 4φnh + φn−1h
2∆t
, φn+1h ) +
γ
3
(∇ · (3φn+1h − 4φnh + φn−1h ),∇ · φn+1)
+
β
6∆t
‖∇ · (3φn+1h − 4φnh + φn−1h )‖2 + ν‖∇ψn+1h ‖2
+
3
4∆t
(‖ψn+1h ‖2 − ‖φn+1h ‖2 + ‖ψn+1h − φn+1h ‖2)
= (
3ηn+1 − 4ηn + ηn−1
2∆t
, ψn+1h ) +
γ
3
(∇ · (3φn+1h − 4φnh + φn−1h ),∇ · ηn+1)
+
β
6∆t
(∇ · (3ηn+1 − 4ηn + ηn−1),∇ · (3φn+1h − 4φnh + φn−1h ))
+ b(2un − un−1, un+1, ψn+1h )− b(2unh − un−1h , uˆn+1h , ψn+1h )
+ ν(∇ηn+1,∇ψn+1h )− (pn+1 − qh,∇ · ψn+1h )− τn+1(ψn+1h ).
(4.20)
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Multiplying (4.20) by 4∆t and use (4.5). Then,
‖φn+1h ‖2 − ‖φnh‖2 + ‖2φn+1h − φnh‖2 − ‖2φnh − φn−1h ‖2 + ‖φn+1h − 2φnh + φn−1h ‖2
+ (
2γ∆t
3
+ β)
(
‖∇ · φn+1h ‖2 − ‖∇ · φnh‖2 + ‖∇ · (2φn+1h − φnh)‖2
− ‖∇ · (2φnh − φn−1h )‖2 + ‖∇ · (φn+1h − 2φnh + φn−1h )‖2
)
+
2β
3
‖∇ · (3φn+1h − 4φnh + φn−1h )‖2 + 6‖ψn+1h − φn+1h ‖2
+ 4ν∆t‖∇ψn+1h ‖2 + 2γ∆t‖∇ · φn+1h ‖2
≤ 2(3ηn+1 − 4ηn + ηn−1, ψn+1h ) +
4γ∆t
3
(∇ · (3φn+1h − 4φnh + φn−1h ),∇ · ηn+1)
+
2β
3
(∇ · (3ηn+1 − 4ηn + ηn−1),∇ · (3φn+1h − 4φnh + φn−1h ))
+ 4∆tb(2un − un−1, un+1, ψn+1h )− 4∆tb(2unh − un−1h , uˆn+1h , ψn+1h )
+ 4ν∆t(∇ηn+1,∇ψn+1h )− 4∆t(pn+1 − qh,∇ · ψn+1h )− 4∆tτn+1(ψn+1h )
+ Cβd(1 + 2∆t)
∫ tn+1
tn−1
‖∇ηt‖2dt+ 2γd∆t‖∇ηn+1‖2
+
β
2
‖∇ · (φn+1h − 2φn+1h + φnh)‖2 + β∆t
(‖∇ · (2φnh − φn−1h )‖2 + ‖∇ · φnh‖2).
(4.21)
Next, we need to bound the terms on the right hand side of (4.21). Applying Lemma 2.2,
the Poincare´-Friedrichs inequality, and the Cauchy-Schwarz-Young inequality, for an arbitrary
δ > 0, we have
2(3ηn+1 − 4ηn + ηn−1, ψn+1h ) ≤ C‖3ηn+1 − 4ηn + ηn−1‖‖∇ψn+1h ‖
≤ C
δν
∫ tn+1
tn−1
‖ηt‖2dt+ δν∆t‖∇ψn+1h ‖2.
(4.22)
4γ∆t
3
(∇ · (3φn+1h − 4φnh + φn−1h ),∇ · ηn+1)
≤ 4γ
√
d∆t
3
‖∇ · (3φn+1h − 4φnh + φn−1h )‖‖∇ηn+1‖
≤ β
3
‖∇ · (3φn+1h − 4φnh + φn−1h )‖2 +
4dγ2∆t2
3β
‖∇ηn+1‖2.
(4.23)
2β
3
(∇ · (3ηn+1 − 4ηn + ηn−1),∇ · (3φn+1h − 4φnh + φn−1h ))
≤ 2β
√
d
3
‖∇(3ηn+1 − 4ηn + ηn−1)‖‖∇ · (3φn+1h − 4φnh + φn−1h )‖
≤ β
3
‖∇ · (3φn+1h − 4φnh + φn−1h )‖2 +
Cβd∆t
3
∫ tn+1
tn−1
‖∇ηt‖2dt.
(4.24)
Furthermore,
4ν∆t(∇ηn+1,∇ψn+1h ) ≤
4ν∆t
δ
‖∇ηn+1‖2 + δν∆t‖∇ψn+1h ‖2. (4.25)
− 4∆t(pn+1 − qh,∇ · ψn+1h ) ≤
4d∆t
δν
‖pn+1 − qh‖2 + δν∆t‖∇ψn+1h ‖2. (4.26)
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Applying Lemma 4.2 yields
− 4∆tτn+1(ψn+1h )
≤ C∆t
4
δν
∫ tn+1
tn−1
‖uttt‖2−1dt+
C∆t4
δν
∫ tn+1
tn−1
‖∇utt‖2dt+ δν∆t‖∇ψn+1h ‖2.
(4.27)
For the nonlinear terms, we treat them as follows. Adding and subtracting 4∆tb(2unh −
un−1h , u
n+1, ψn+1h ) yields
4∆tb(2un − un−1, un+1, ψn+1h )− 4∆tb(2unh − un−1h , uˆn+1h , ψn+1h )
= 4∆t
(
b(2ηn − ηn−1, un+1, ψn+1h )− b(2φnh − φn−1h , un+1, ψn+1h )
+ b(2uˆnh − uˆn−1h , ηn+1, ψn+1h )
)
.
(4.28)
Then,
4∆tb(2ηn − ηn−1, un+1, ψn+1h ) ≤ 4C∆t‖∇(2ηn − ηn−1)‖‖∇un+1‖‖∇ψn+1h ‖
≤ 4C∆t
δν
‖∇(2ηn − ηn−1)‖2‖∇un+1‖2 + δν∆t‖∇ψn+1h ‖2
≤ 16C∆t
δν
(‖∇ηn‖2 + ‖∇ηn−1‖2)‖∇u‖2∞,0 + δν∆t‖∇ψn+1h ‖2,
(4.29)
− 4∆tb(2φnh − φn−1h , un+1, ψn+1h ) ≤ 4C∆t‖2φnh − φn−1h ‖‖un+1‖2‖∇ψn+1h ‖
≤ 4C∆t
δν
‖2φnh − φn−1h ‖2‖un+1‖22 + δν∆t‖∇ψn+1h ‖2
≤ 8C∆t
δν
(‖2φnh − φn−1h ‖2 + ‖φnh‖2)‖un+1‖22 + δν∆t‖∇ψn+1h ‖2,
(4.30)
4∆tb(2uˆnh − uˆn−1h , ηn+1, ψn+1h ) ≤ 4C∆t‖∇(2uˆnh − uˆn−1h )‖‖∇ηn+1‖‖∇ψn+1h ‖
≤ 4C∆t
δν
‖∇(2uˆnh − uˆn−1h )‖2‖∇ηn+1‖2 + δν∆t‖∇ψn+1h ‖2
≤ 16C∆t
δν
(‖∇uˆnh‖2 + ‖∇uˆn−1h ‖2)‖∇η‖2∞,0 + δν∆t‖∇ψn+1h ‖2.
(4.31)
Setting δ = 27 and using the estimates (4.22)-(4.31) in (4.21) yields
‖φn+1h ‖2 − ‖φnh‖2 + ‖2φn+1h − φnh‖2 − ‖2φnh − φn−1h ‖2 + ‖φn+1h − 2φnh + φn−1h ‖2
+ (
2γ∆t
3
+ β)
(
‖∇ · φn+1h ‖2 − ‖∇ · φnh‖2 + ‖∇ · (2φn+1h − φnh)‖2 − ‖∇ · (2φnh − φn−1h )‖2
+
1
2
‖∇ · (φn+1h − 2φnh + φn−1h )‖2
)
+ 6‖ψn+1h − φn+1h ‖2 + 2ν∆t‖∇ψn+1h ‖2 + 2γ∆t‖∇ · φn+1h ‖2
≤ C∆t
ν
‖un+1‖22(‖2φnh − φn−1h ‖2 + ‖φnh‖2) + β∆t(‖∇ · (2φnh − φn−1h )‖2 + ‖∇ · φnh‖2)
+ Cβd∆t
∫ tn+1
tn−1
‖∇ηt‖2dt+ C
ν
∫ tn+1
tn−1
‖ηt‖2dt+ C(dγ
2∆t
β
+ ν)∆t‖∇ηn+1‖2
+
Cd∆t
ν
‖pn+1 − qh‖2 + C∆t
4
ν
∫ tn+1
tn−1
‖uttt‖2−1dt+
C∆t4
ν
∫ tn+1
tn−1
‖∇utt‖2dt
+
C∆t
ν
(‖∇ηn‖2 + ‖∇ηn−1‖2) + C∆t
ν
(‖∇uˆnh‖2 + ‖∇uˆn−1h ‖2)‖∇η‖2∞,0.
(4.32)
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Sum (4.32) from n = 1 to N − 1 to get
‖φNh ‖2 + ‖2φNh − φN−1h ‖2 + (
2γ∆t
3
+ β)
(
‖∇ · φNh ‖2 + ‖∇ · (2φNh − φN−1h )‖2
)
+
1
2
N−1∑
n=1
‖∇ · (φn+1h − 2φnh + φn−1h )‖2 + 2ν∆t
N−1∑
n=1
‖∇ψn+1h ‖2 + 2γ∆t
N−1∑
n=1
‖∇ · φn+1h ‖2
≤ ∆t
N−1∑
n=1
(
Cν−1‖un+1‖22(‖φnh‖2 + ‖2φnh − φn−1h ‖2) + β(‖∇ · φnh‖2 + ‖∇ · (2φnh − φn−1h )‖2)
)
+
Cβd∆t
3
‖∇ηt‖22,0 +
C
ν
‖ηt‖22,0 + C(
dγ2∆t
β
+ ν +
1
ν
)|‖∇η‖|22,0
+
Cd
ν
|‖p− qh‖|22,0 +
C∆t4
ν
‖uttt‖22,−1 +
C∆t4
ν
‖∇utt‖22,0 +
C
ν2
(ν∆t
N−1∑
n=0
‖∇uˆnh‖2)‖∇η‖2∞,0
+ ‖φ1h‖2 + ‖2φ1h − φ0h‖2 + (
2γ∆t
3
+ β)
(
‖∇ · φ1h‖2 + ‖∇ · (2φ1h − φ0h)‖2
)
.
(4.33)
Denote C∗ = max{Cν |‖u‖|22,2, 1}. Then, Lemma 2.3, the boundedness of ν∆t
N−1∑
n=1
‖∇uˆn+1h ‖2
(Theorem 3.3), and taking infimums over Vh and Qh yield
‖φNh ‖2 + ‖2φNh − φN−1h ‖2 + (
2γ∆t
3
+ β)
(
‖∇ · φNh ‖2 + ‖∇ · (2φNh − φN−1h )‖2
)
+
1
2
N−1∑
n=1
‖∇ · (φn+1h − 2φnh + φn−1h )‖2 + 2ν∆t
N−1∑
n=1
‖∇ψn+1h ‖2 + 2γ∆t
N−1∑
n=1
‖∇ · φn+1h ‖2
≤ C exp(C∗T )
{
inf
vh∈Vh
(
β(1 + ∆t)‖∇(u− vh)t‖22,0 +
1
ν
‖(u− vh)t‖22,0
+ (
γ2∆t
β
+ ν +
1
ν
)|‖∇(u− vh)‖|22,0 +
1
ν2
‖∇(u− vh)‖2∞,0
)
+
1
ν
inf
qh∈Qh
|‖p− qh‖|22,0 +
1
ν
∆t4
+ ‖φ1h‖2 + ‖2φ1h − φ0h‖2 + (
2γ∆t
3
+ β)
(
‖∇ · φ1h‖2 + ‖∇ · (2φ1h − φ0h)‖2
)}
.
(4.34)
Then, using Lemma 2.1 and the triangle inequality completes the proof.
The above result has dependence on β−1. Consequently, we consider the convergency of
BDF2-mgd when β = 0 separately.
Theorem 4.5. Assume the true solution u, p satisfy (4.2) and (4.12). Then, when β = 0,
we have the following estimates for BDF2-mgd.
‖eNu ‖2 + ‖2eNu − eN−1u ‖2 +
2γ∆t
3
(
‖∇ · eNu ‖2 + ‖∇ · (2eNu − eN−1u )‖2
)
+ 2ν∆t
N−1∑
n=1
‖∇en+1uˆ ‖2 + 2γ∆t
N−1∑
n=1
‖∇ · en+1u ‖2
≤ C exp(C∗∗T )
{
inf
vh∈Xh
(1
ν
‖(u− vh)t‖22,0 + ‖u− vh‖2∞,0 + (γ + ν +
1
ν
)|‖∇(u− vh)‖|22,0
+ (
2γ∆t
3
+
1
ν2
)‖∇(u− vh)‖2∞,0
)
+
1
ν
inf
qh∈Qh
|‖p− qh‖|22,0 +
1
ν
∆t4
+ ‖e1u‖2 + ‖2e1u − e0u‖2 + γ∆t‖∇ · e1u‖2 + γ∆t‖∇ · (2e1u − e0u)‖2
}
.
(4.35)
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Proof. Similar to (4.21), we have
‖φn+1h ‖2 − ‖φnh‖2 + ‖2φn+1h − φnh‖2 − ‖2φnh − φn−1h ‖2 + ‖φn+1h − 2φnh + φn−1h ‖2
+
2γ∆t
3
(
‖∇ · φn+1h ‖2 − ‖∇ · φnh‖2 + ‖∇ · (2φn+1h − φnh)‖2
− ‖∇ · (2φnh − φn−1h )‖2 + ‖∇ · (φn+1h − 2φnh + φn−1h )‖2
)
+ 6‖ψn+1h − φn+1h ‖2 + 4ν∆t‖∇ψn+1h ‖2 + 2γ∆t‖∇ · φn+1h ‖2
≤ 2(3ηn+1 − 4ηn + ηn−1, ψn+1h ) +
4γ∆t
3
(∇ · (3φn+1h − 4φnh + φn−1h ),∇ · ηn+1)
+ 4∆tb(2un − un−1, un+1, ψn+1h )− 4∆tb(2unh − un−1h , uˆn+1h , ψn+1h )
+ 4ν∆t(∇ηn+1,∇ψn+1h )− 4∆t(pn+1 − qh,∇ · ψn+1h )− 4∆tτn+1(ψn+1h )
+
4γd∆t
3
‖∇ηn+1‖2.
(4.36)
Since β = 0, we estimate 4γ∆t3 (∇ · (3φn+1h − 4φnh + φn−1h ),∇ · ηn+1) as follows,
4γ∆t
3
(∇ · (3φn+1h − 4φnh + φn−1h ),∇ · ηn+1)
≤ 4γ
√
d∆t
3
(
2‖∇ · φn+1h ‖+ 2‖∇ · φnh‖+ ‖∇ · (φn+1h − 2φnh + φn−1h )‖
)
‖∇ηn+1‖
≤ 2γ∆t
3
‖∇ · (φn+1h − 2φnh + φn−1h )‖2 +
γ∆t
2
‖∇ · φn+1h ‖2 +
γ∆t
2
‖∇ · φnh‖2 +
70γd∆t
9
‖∇ηn+1‖2.
(4.37)
Then we have
‖φn+1h ‖2 − ‖φnh‖2 + ‖2φn+1h − φnh‖2 − ‖2φnh − φn−1h ‖2 + ‖φn+1h − 2φnh + φn−1h ‖2
+
2γ∆t
3
(
‖∇ · φn+1h ‖2 − ‖∇ · φnh‖2 + ‖∇ · (2φn+1h − φnh)‖2 − ‖∇ · (2φnh − φn−1h )‖2
)
+
γ∆t
2
(‖∇ · φn+1h ‖2 − ‖∇ · φnh‖2) + 6‖ψn+1h − φn+1h ‖2 + 2ν∆t‖∇ψn+1h ‖2 + γ∆t‖∇ · φn+1h ‖2
≤ C∆t
ν
‖un+1‖22(‖2φnh − φn−1h ‖2 + ‖φnh‖2 + ‖φn−1h ‖2)
+
C
ν
∫ tn+1
tn−1
‖ηt‖2dt+ C(ν + γd)∆t‖∇ηn+1‖2
+
Cd∆t
ν
‖pn+1 − qh‖2 + C∆t
4
ν
∫ tn+1
tn−1
‖uttt‖2−1dt+
C∆t4
ν
∫ tn+1
tn−1
‖∇utt‖2dt
+
C∆t
ν
(‖∇ηn‖2 + ‖∇ηn−1‖2) + C∆t
ν
(‖∇uˆnh‖2 + ‖∇uˆn−1h ‖2)‖∇η‖2∞,0.
(4.38)
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Sum (4.38) from n = 1 to N − 1 to get
‖φNh ‖2 + ‖2φNh − φN−1h ‖2 +
2γ∆t
3
(
‖∇ · φNh ‖2 + ‖∇ · (2φNh − φN−1h )‖2
)
+ 2ν∆t
N−1∑
n=1
‖∇ψn+1h ‖2 + γ∆t
N−1∑
n=1
‖∇ · φn+1h ‖2
≤ C∆t
ν
N−1∑
n=1
‖un+1‖22(‖φnh‖2 + ‖2φnh − φn−1h ‖2) + C(γd+ ν +
1
ν
)|‖∇η‖|22,0
+
C
ν
‖ηt‖22,0 +
Cd
ν
|‖p− qh‖|22,0 +
C∆t4
ν
‖uttt‖22,−1 +
C∆t4
ν
‖∇utt‖22,0 +
C
ν2
‖∇η‖2∞,0
+ ‖φ1h‖2 + ‖2φ1h − φ0h‖2 +
7γ∆t
6
‖∇ · φ1h‖2 +
2γ∆t
3
‖∇ · (2φ1h − φ0h)‖2
)
.
(4.39)
Denote C∗∗ = Cν |‖u‖|22,2. The result then follows by similar arguments as in Theorem 4.4.
Corollary 4.6. Under the assumptions of Theorem 4.4, suppose that (Xh, Qh) is given
by P2-P1 Taylor-Hood approximation elements (k = 2,m = 1). Then, the following estimate
holds for BDF2-mgd.
‖eNu ‖2 + ‖2eNu − eN−1u ‖2 + (
2γ∆t
3
+ β)
(
‖∇ · eNu ‖2 +
1
2
‖∇ · (2eNu − eN−1u )‖2
)
+ 2ν∆t
N−1∑
n=1
‖∇en+1uˆ ‖2 + 2γ∆t
N−1∑
n=1
‖∇ · en+1u ‖2
≤ C
(
h6 + h4 + ∆t h4 + ∆t4
+ ‖e1u‖2 + ‖2e1u − e0u‖2 + (γ∆t+ β)(‖∇ · e1u‖2 + ‖∇ · (2e1u − e0u)‖2)
)
.
(4.40)
5. Numerical Tests. In this section, we consider three test problems to illustrate the
stability, convergence, and effectiveness of BDF2-mgd. First, we consider the Taylor-Green
benchmark problem to compute convergence rates and test both computational efficiency and
pressure-robustness. We follow with 2D channel flow over a step, where the effect of BDF2-mgd
on reducing the divergence error is illustrated. Moreover, it is shown how γ and β influence this
effect. Finally, we simulate flow past a cylinder to further present the effectiveness of BDF2-mgd.
For all tests, we compare BDF2-mgd with BDF2 (Non-Stabilized) and BDF2 with standard
grad-div stabilization (Standard Stabilized). All tests are implemented using FreeFem++ [32].
5.1. Test of Convergence and Pressure Robustness. The Taylor-Green benchmark
problem is commonly used to test convergence rates of new algorithms. As such, we first
illustrate convergence rates. The domain is [0, 1]× [0, 1] and final time is T = 1. Finite element
meshes are generated via Delaunay-Vornoi triangulations with m points on each side of the
boundary. The true solution is given by
u(x, y, t) = (− cos(ωpix) sin(ωpiy), sin(ωpix) cos(ωpiy)) exp(−2ω2pi2t/τ),
p(x, y, t) = −1
4
(
cos(2ωpix) + cos(2ωpiy)
)
exp(−4ω2pi2t/τ).
Here, ω = 1, τ = 100, and Re = 1ν = 100. The body force f , initial condition, and boundary
condition are determined by the true solution. The grad-div parameters are set to γ = 1,
β = 0.2. The time step is ∆t = 1/m where we vary m = 16, 24, 32, 40, and 48 to calculate
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m |‖eu‖|∞,0 Rate |‖∇ · eu‖|∞,0 Rate |‖∇ · eu‖|2,0 Rate |‖ep‖|2,0 Rate
16 2.47E-04 - 3.33E-03 - 2.82E-03 - 1.26E-04 -
24 8.07E-05 2.76 1.37E-03 2.19 1.18E-03 2.15 6.28E-05 1.72
32 3.54E-05 2.86 7.21E-04 2.24 6.24E-04 2.21 2.87E-05 2.73
40 1.90E-05 2.79 5.00E-04 1.64 4.34E-04 1.63 2.08E-05 1.43
48 1.12E-05 2.88 3.58E-04 1.83 3.11E-04 1.82 1.32E-05 2.50
Table 5.1
Errors and rates of velocity and pressure for BDF2-mgd using the Taylor-Hood element.
convergence rates. Table 5.1 presents the results which are consistent with our theoretical
analysis.
To test computational efficiency, we set m = 32 and vary γ and β. We compare com-
putational times of Standard Stabilized and BDF2-mgd ; for γ = β = 0, Standard Stabilized
is equivalent to Non-Stabilized. For Standard Stabilized and Step 1 of BDF2-mgd, we use a
standard GMRES solver. If GMRES fails to converge at a single iterate, we denote the result
with an “F”. For Step 2 of BDF2-mgd, since it leads to an SPD system with same sparse
coefficient matrix, at each timestep, we use UMFPACK. The results are presented in Table 5.2.
The computing time of Standard Stabilized generally increases as γ and β increase. However,
computing time of BDF2-mgd is unaffected and therefore increasingly more efficient than Stan-
dard Stabilized. Interestingly, GMRES fails to converge when γ ' 20 and β ' 0.8, which are
not very large values.
Lastly, we consider the issue of pressure-robustness. An advantage of grad-div stabilization
is that appropriate selection of the grad-div parameter γ can reduce the effect of the pressure
error on the velocity error. Generally, for non-stabilized methods, velocity error estimates result
in ν−1 inf
qh∈Qh
|‖p− ph‖|22,0 on the right hand side; see, e.g., Theorem 24 on p. 168 of [17]. This
same term appears for BDF2-mgd in Theorems 4.4 and 4.5. However, for standard grad-div
stabilized methods, this term is replaced by γ−1 inf
qh∈Qh
|‖p− ph‖|22,0 in theoretical analyses. To
investigate the sharpness of our results, we vary Re while fixing ∆t = 1/m = 1/32 and γ = 1,
β = 0.2. We compare the velocity and pressure errors of Non-Stabilized, Standard Stabilized,
and BDF2-mgd. Results are presented in Table 5.3. It is clear that velocity errors of Non-
Stabilized, especially for the divergence and gradient, grow as Re increases; this is consistent
with the corresponding theoretical result. Alternatively, as Re is increased, velocity errors
of Standard Stabilized and BDF2-mgd are consistent with one another and maintain good
approximations. This suggests that the effect of Re appearing in our analysis is not sharp.
This is an open problem, Section 6.
Parameter |‖uh − u‖|∞,0 |‖∇ · (uh − u)‖|2,0 |‖∇(uh − u)‖|2,0 |‖ph − p‖|2,0
Re Non-Stabilized
Standard
BDF2-mgd Non-Stabilized
Standard
BDF2-mgd Non-Stabilized
Standard
BDF2-mgd All
Stabilized Stabilized Stabilized
1 1.26E-03 1.26E-03 1.26E-03 3.61E-05 2.43E-05 5.33E-05 4.05E-03 4.05E-03 4.09E-03 5.79E-07
1e1 2.45E-05 2.42E-05 2.70E-05 4.71E-04 1.39E-04 2.01E-04 5.48E-04 3.67E-04 2.07E-03 1.09E-05
1e2 9.95E-05 1.80E-05 3.57E-05 1.20E-02 5.40E-04 6.44E-04 1.27E-02 2.80E-03 6.65E-03 2.99E-05
1e3 1.05E-03 5.85E-05 8.90E-05 1.03E-01 7.20E-04 7.51E-04 1.31E-01 9.04E-03 1.15E-02 3.57E-05
1e4 1.30E-01 2.23E-04 2.62E-04 6.27 7.61E-04 7.78E-04 7.81 2.40E-02 3.01E-02 3.64E-05
1e5 3.57E-01 3.99E-04 3.50E-04 16.36 7.76E-04 7.84E-04 25.23 3.61E-02 3.95E-02 3.64E-05
1e6 4.33E-01 4.32E-04 3.63E-04 20.34 7.78E-04 7.85E-04 32.44 3.84E-02 4.09E-02 3.64E-05
Table 5.3
Comparison of velocity and pressure errors with increasing Re.
5.2. 2D Channel Flow Over a Step. We now illustrate the effect of Step 2 of BDF2-mgd
by comparing Non-Stabilized, Standard Stabilized, and BDF2-mgd simulations of 2D channel
flow over a step [6, 14]. The channel considered here is [0, 40]× [0, 10] with a 1× 1 step on the
bottom for x ∈ [5, 6]. A flow with ν = 1/600 passes though this channel from left to right. For
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Parameters Time (s)
β γ Standard Stabilized BDF2-mgd
0 0 17.77 25.09
0 0.2 30.91 20.10
0 2 55.29 20.45
0 20 F (339.01) 27.99
0 200 F (507.41) 23.88
0 2,000 F (421.66) 17.34
0 20,000 F (27.44) 20.04
0.01 0.2 27.79 22.28
0.02 0.2 32.89 22.33
0.04 0.2 64.37 21.68
0.08 0.2 69.31 23.97
0.8 0.2 F 25.87
8 0.2 F 19.53
80 0.2 F 21.20
800 0.2 F 17.43
8,000 0.2 F 18.64
Table 5.2
Computational time and solver breakdown for Standard and BDF2-mgd with increasing grad-div parameters.
boundary conditions, the left inlet and right outlet are given by
u(0, y, t) = u(40, y, t) = y(10− y)/25,
v(0, y, t) = v(40, y, t) = 0.
No-slip, u = 0, boundary conditions are imposed elsewhere. Taylor-Hood elements are used,
comprising a mesh with 31, 089 degrees of freedom. The body force f = 0, final time T = 40, and
time step ∆t = 0.01. The selected grad-div parameters are γ = 0.1, 0.2, 1 and β = 0, 0.1, 0.2, 1.
‖∇ · u(tn)‖ is computed and plotted in Figure 5.1. Also, plots of flow speed and divergence
contours, at the final time, with γ = 1, β = 0, are presented in Figure 5.2.
As shown in Figure 5.1, Step 2 of BDF2-mgd greatly reduces the divergence error ‖∇ · u‖
compared with Non-Stabilized. Observing the curves of different γ and β, it’s interesting to
find that the value of β determines the minimum divergence error that can be reached in the
beginning and the value of γ determines the long-time divergence error. This is consistent with
[5]. In Figure 5.2, we see that results for Step 2 of BDF2-mgd are consistent with Standard
Stablilzed; both reduce divergence error, especially around the step.
5.3. 2D Channel Flow Past a Cylinder. In order to further test the effectiveness of
BDF2-mgd, we consider channel flow past a cylinder [31]. Like the Taylor-Green benchmark,
this is a common test problem for new algorithms. The channel domain is [0, 2.2] × [0, 0.41]
with a cylinder of diameter 0.1 within. The center of the cylinder is (0.2, 0.2). A flow with
ν = 0.001, ρ = 1 passes though this channel from left to right. No body forces are present,
f = 0. Left in-flow and right out-flow boundaries are given by
u(0, y, t) = u(2.2, y, t) =
6y(0.41− y)
0.412
sin(
pit
8
),
v(0, y, t) = v(2.2, y, t) = 0.
The no-slip boundary condition is prescribed elsewhere.
We use Taylor-Hood elements on a mesh with 41, 042 degree of freedom and final time
T = 8. The time step is ∆t = 0.001. The grad-div parameters are set to γ = 5ν and
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Fig. 5.1. ‖∇ · u‖ vs time for Non-Stabilized and BDF2-mgd.
Fig. 5.2. Flow speed and divergence contours at time t = 40 for Non-Stabilized (top), Standard Stabilized
(middle) and BDF2-mgd (down) with γ = 1, β = 0.
β = 0. Drag cd(t) and lift cl(t) coefficients are calculated; maximum values are presented
in Table 5.4. The pressure difference between the front and back of the cylinder (∆p(t) =
p(0.15, 0.2, t) − p(0.25, 0.2, t)) and both the L2(0, T ;L2(Ω)) and L∞(0, T ;L2(Ω)) norms of the
velocity divergence are also tabulated in Table 5.4. Furthermore, Figure 5.3 shows velocity
speed and vectors for BDF2-mgd at times t = 4, 6, 7, 8, which are consistent with that in
[2, 5, 13, 21].
In Table 5.4, we see that grad-div stabilization effectively reduces the divergence error,
as expected. This results in improved accuracy of Standard Stabilized and BDF2-mgd over
the Non-Stabilized solution. In particular, both stabilized algorithms produce accurate lift
coefficients and smaller divergence errors.
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Method cmaxd c
max
l ∆p
N
h |‖∇ · uh|‖2,0 ‖∇ · uNh ‖
Non-Stabilized 2.950 0.441 -0.1084 1.967 0.186
Standard Stabilized 2.950 0.477 -0.1115 0.859 0.072
BDF2-mgd 2.950 0.475 -0.1115 0.906 0.074
Table 5.4
Maximum lift, drag coefficients, pressure drop, and divergence quantities for flow past a cylinder.
Fig. 5.3. Flow speed and vectors for flow past a cylinder at times t=4, 6, 7, and 8.
6. Conclusion. We developed a BDF2 time-discrete, modular grad-div stabilization algo-
rithm (BDF2-mgd) for the time dependent Navier-Stokes equations. Compared with methods
implementing standard grad-div stabilization, our algorithm produces consistent numerical ap-
proximations while avoiding solver breakdown for large grad-div parameters. We prove that
this algorithm is unconditionally, nonlinearly, energy stable and second-order accurate in time.
Numerical tests illustrate the theoretical results and computational efficiency.
To impose discrete versions of −β∇∇ · ut − γ∇∇ · u, modular grad-div requires a solve of
the form
(
1
∆tI + (
β
δt + γ)G
)
u = RHS, where G is the symmetric positive semi-definite grad-
div matrix. For constant ∆t, efficiency increases can exploit the fact that the matrix is fixed.
For variable timestep and β = 0, the matrix is a variable shift of G and efficient algorithms
exist exploiting this structure. Important next steps include investigating, analytically, the
ν dependence of ν−1 inf
qh∈Qh
|‖p − ph‖|22,0 in Theorems 4.4 and 4.5, extending these results to
alternative numerical methods, and including sparse, effective variants of grad-div stabilization.
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