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ABSTRACT
Plasmas involving strong electron drift in crossed electric and magnetic fields are of great inter-
est for a number of applications such as space propulsion and material processing plasma sources.
Specific applications include Hall thrusters, which are high efficiency, low thrust propulsion sys-
tems used on many missions for satellite orbit corrections and for future planned interplanetary
missions, as well as magnetrons of various configurations used in plasma deposition devices. Sim-
ilar conditions also exist in the E-layer of the ionosphere and on the Sun.
Despite many successful applications of Hall thrusters and other Hall plasma sources, some
aspects of their operation are still poorly understood. A particularly important problem is the
anomalous electron transport, which greatly exceeds classical collisional values. Hall plasma de-
vices exhibit numerous turbulent fluctuations in a wide frequency range and it is believed that
fluctuations resulting from plasma instabilities are likely one of the main causes of the observed
anomalous transport. Plasma turbulence also affects many other important processes such as elec-
tron injection, location of the ionization region and wall erosion among others that influence the
operation and efficiency of Hall thrusters.
In Hall thrusters, the E0 × B0 flow is made unstable due to gradients in the plasma density,
temperature and magnetic field. The gradient drift instabilities are long wavelength instabilities
that propagate in the azimuthal direction. A fluid theory of these unstable modes is proposed. It is
shown that a full account of the compressibility of the electron flow in inhomogeneous magnetic
field leads to quantitative modifications of the previously obtained instability criteria and charac-
teristics of the unstable modes.
The E×B drift also drives ion sound type instabilities in Hall thrusters. The reactive/dissipative
response of the closure current to the thruster walls drives these negative energy modes. A model
for this type of instabilities is proposed and analyzed for typical Hall thruster conditions. It is
shown how wall parameters modify the characteristic growth rate and frequency of the unstable
modes and the related anomalous transport.
Nonlinear phenomena are important to understand different aspects of the Hall thruster plasma
dynamics. A nonlinear fluid model for the typical Hall thruster plasma is proposed. The model
takes into account electron inertia, electron collisions with neutrals, density gradients as well as
ii
various nonlinear terms that arise from the electron drift and nonlinear polarization that were in-
cluded via the gyroviscous cancellation. The proposed model includes the long wavelength and the
low hybrid modes destabilized by density gradients and collisions. This system of fluid equations
was implemented using the computational framework BOUT++ from which a set of nonlinear
simulations of plasma turbulence was performed. It is shown from these first principles nonlin-
ear simulations that small scale low hybrid oscillations result in an anomalous electron current
significantly exceeding the classical collisional current.
iii
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CHAPTER 1
HALL THRUSTERS
1.1 Introduction and motivation
The future of humankind depends on space exploration. Modern civilization and technology rely
on satellites for communications, remote sensing and navigation. In the future, humankind will try
to explore the different planets and asteroids in our solar system and beyond. Since the currently
used chemical rocket technology is not well suited for deep space exploration, new and better
technologies need to be developed.
A spacecraft changes its velocity by expelling a part of its mass at some exhaust velocity vex.
The resulting thrust force acting on the spacecraft is given by the expression
T =
d (mpvex)
dt
= m˙pvex. (1.1)
In 1903, Russian scientist Konstantin E. Tsiolkovsky, derived a formula that relates the maximum
change in velocity a rocket can attain to the exhaust velocity of the propellant and the mass of the
rocket [14],
∆v = −vex ln
(
Md
Md +mp
)
, (1.2)
where ∆v is the change in velocity of the spacecraft, Md is the “dry” mass of the spacecraft or the
payload, and mp is the mass of the propellant. The total initial mass of the spacecraft is the sum of
the mass of the payload and the mass of the propellant.
From Tsiolkovsky’s equation, it can be seen that a high exhaust velocity is needed to achieve a
high ∆v. In a chemical rocket, the exhaust velocity is limited by the temperature of the combustion
gases, which is a fraction of an eV 1. This comparatively low exhaust velocity means that very high
1 1 eV = 11604.5 K. The temperature inside a rocket combustion chamber is around 3500 - 5000 K
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Figure 1.1: Propellant mass fraction as function of required ∆v for different space missions.
propellant mass ratios are needed to reach useful ∆v values (see Fig. 1.1), making chemical rockets
impractical for deep space exploration. To obtain higher exhaust velocities, electromagnetic fields
can be used to accelerate a propellant. This technology is known as electric propulsion.
1.2 Electric propulsion
Electric propulsion is a technology that uses electric and magnetic fields to achieve high propellant
exhaust velocities [1]. The concept of electric propulsion was first discussed by Goddard (1906)
and later by Tsiolkovsky (1911) and Oberth (1926) [15]. Electric propulsion devices can be di-
vided into three categories, depending on how the electric and magnetic fields are used to generate
thrust. These three categories are electrothermal, electrostatic and electromagnetic propulsion [1].
Electrothermal propulsion uses an electric discharge to heat a propellant, which is then expelled
through a nozzle to generate thrust, similar to a chemical rocket. Electrostatic propulsion uses an
electrostatic electric field to accelerate ions, which are then expelled from the spacecraft to pro-
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duce thrust. In electromagnetic propulsion, electromagnetic fields accelerate the ions to generate
the thrust.
Electric propulsion devices operate at voltages of several hundred volts. This voltage allows
the propellant ions to be accelerated to velocities more than ten times higher than the exhaust
velocities in a conventional rocket [1]. An electric propulsion device can then generate as much as
ten times more impulse per unit of propellant consumed as a chemical rocket. The ratio of impulse
generated per weight of consumed propellant is known as specific impulse, Isp
Isp =
T
m˙g
=
vex
g
, (1.3)
where g is the gravitational constant at the Earth surface. The higher value of the specific impulse
of an electric propulsion device, around 1000 - 10 000 s, means that electric propulsion devices
need less propellant to reach a given ∆v than a chemical rocket. The electric field in an electric
propulsion device is generated by an external power source. Modern electric propulsion devices
can use onboard batteries and/or solar arrays [1]. The power available to the electric propulsion
device limits the amount of thrust it can generate. For the typical values of specific impulse and
available power, the thrust of a typical electric propulsion device is of the order of a few mi-
linewtons. The combination of low thrust and the possibility of a precise control of the propellant
usage makes electric propulsion devices very useful for complicated and high precision maneu-
vers in outer space [1]. One upcoming mission that will take advantage of the capabilities of Hall
thrusters is the Asteroid Retrieval Mission (ARM), whose goal is to redirect near Earth asteroids to
a stable orbit around the Moon [16]. Additional goals of the mission include possible applications
to planetary defense and asteroid mining [16].
In electric propulsion devices the ions are generated by ionizing a propellant gas. The electric
field that accelerates the produced ions also acts on the electrons, accelerating them in the opposite
directions to the ions. The electron current reduces the efficiency of the electric propulsion device
since the power source (the battery) sustains both the ion and electron currents, but only the ions
generate thrust. One way to improve the efficiency of electric propulsion devices is to reduce the
electron current. The electron current can be reduced by introducing a magnetic field perpendicular
to the direction of the electric field. The magnitude of the magnetic field is chosen such that its
effect on the ion motion is negligible. In this crossed field arrangement, the electrons move in
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closed drift trajectories perpendicular to the electric and magnetic fields and are not accelerated
in the direction of the electric field like the ions. A type of electric propulsion device that uses
crossed electric and magnetic fields to confine the electrons is the Hall thruster shown in Fig. 1.2.
1.3 Hall thrusters
Hall thrusters are coaxial plasma accelerators used for spacecraft propulsion. Hall thrusters, also
known as closed drift thrusters, were first developed in the former Soviet Union and in the USA in
the 1960’s. The first successful flight of a Hall thruster was in December 1971 with the launch of
an SPT-50 aboard a Meteor satellite. Since that date over 240 Hall thrusters have been launched
with a success rate of 100% [1]. Nowadays, intensive research on Hall thrusters is carried out by
government and commercial organizations in the United States, the Russian Federation, Japan and
Europe [1].
There are two main types of Hall thrusters, the thruster with extended acceleration zone, also
known as stationary plasma thruster (SPT) and the thruster with anode layer (TAL) [1,2]. The SPT
thruster configuration has a channel made of a ceramic material and has a channel length that is
long compared to its width (distance between the channel walls). Collisions of electrons and ions
from the plasma with the ceramic walls of the SPT produce low energy secondary electrons. These
low energy secondary electrons help keep the channel plasma at a relative low temperature, which
results in a more extended and gradual acceleration process [2]. This longer acceleration zone is
the reason of the name thruster with extended ionization zone. A thruster with anode layer (TAL)
is characterized by having conducting walls and a channel length short compared to the channel
width [2]. In a TAL configuration, there is an increase of the plasma temperature towards the anode.
The increase in plasma temperature towards the anode results in an increase in plasma potential,
such that the ionization of the neutral propellant and acceleration of the ions occur mainly in this
thin layer close to the anode [2]. This is the reason for the name thruster with anode layer. Most
devices currently in operation and under development are of the stationary plasma type (SPT) [1,2].
In this dissertation, unless explicitly noted, Hall thruster refers to a thruster of the SPT type.
The cross section of a Hall thruster is shown in Fig. 1.2. A plasma discharge is created between
the anode and the cathode. An axial electric field is then established between the anode and the
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cathode. Initial electrons are produced by the cathode and become confined following closed
azimuthal drifts perpendicular to both the external electric and magnetic fields. A propellant, most
commonly xenon, is injected into the discharge chamber from the anode region. The neutral atoms
are then ionized by collisions with the trapped electrons. These ions are accelerated by the axial
electric field and expelled at the exit of the thruster, providing thrust. The cathode also supplies
electrons that neutralize the expelled ion beam to maintain charge neutrality [1, 2].
The electrons in the discharge chamber diffuse to the anode by colliding with the neutral pro-
pellant gas atoms, electrons and ions [1, 2]. Plasma fluctuations are also an important source of
electron current [1, 2]. The axial electron current to the anode greatly reduces the efficiency of
the thruster [1, 3, 17] and the exhaust velocity [18]. Experimentally, it has been observed that
the electron current to the anode is 10–100 times larger than what is expected from collisions
alone [4, 17, 19–21]. Several mechanisms have been proposed to explain this anomalous current.
The two main mechanisms thought to be responsible for the observed anomalous electron transport
are collisions with the chamber walls [17, 22] and plasma fluctuations [20, 23, 24].
The magnetic field in a Hall thruster is such that the electron Larmor radius, ρe, is much smaller
than the axial length of the thruster channel, L, while at the same time, the ion Larmor radius, ρi
is larger than the channel length.
ρe =
vth
ωce
=
m
eB
√
8kTe
pim
<< L, (1.4)
ρi =
v⊥i
ωci
=
M
eB
√
2eVd
M
>> L. (1.5)
Since the ion Larmor radius is larger than the channel length, the ions are considered unmag-
netized.
The ratio of the electron cyclotron frequency, ωce to the electron collision frequency (with all
species), νe, is known as the electron Hall parameter, ΩHe. For trapped electrons in a Hall thruster,
the electron Hall parameter is much larger than one,
ΩHe =
ωce
νe
>> 1. (1.6)
1Image in Public Domain, taken from “Wfm hall thruster” by Finlay McWalter - Based on File:Wfm hall
thruster.png by David Staack. Licensed under Public Domain via Commons.
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Figure 1.2: Axial cross section of a Hall thruster 1 (top) and view sideways showing the
cylindrical geometry of a Hall thruster (bottom).
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The ion Hall parameter can be defined in a similar form as the electron Hall parameter, as the ratio
of the ion cyclotron frequency ωci to the ion collision frequency (with all species) νi. The ion Hall
parameter is much smaller than one,
ΩHi =
ωci
νi
<< 1. (1.7)
The magnitudes of the radial magnetic and the axial electric fields reach their maximum value
near the exit of the thruster channel [1] (see Fig. 1.3). Electrons are injected at a relatively high
energy to produce ionization of the neutral gas [1, 2], which combined with the high value of the
electric field and the collision frequency at the channel exit provides for a peak of the electron
temperature at this region. In a Hall thruster, most neutrals are ionized before they reach the exit
of the channel, where they are accelerated by the electric field [1]. This results in an overlap
between the ionization and acceleration regions. This overlap can create some divergence in the
outgoing ion beam, which reduces the efficiency of the thruster [1, 2]. The ions produced after
ionization leave the thruster channel without experiencing many more collisions (the ionization
region is short) and are not substantially heated, resulting in a comparatively low ion temperature,
compared to that of the electrons (Ti 1 ev) [1, 2].
In the crossed axial electric and radial magnetic fields, the electrons have an azimuthal velocity
known as the E×B drift velocity 2
vE =
E×B
B2
= −Ez
Br
θˆ. (1.8)
The electrons moving with the E×B drift velocity generate a current density in the azimuthal
direction, known as Hall current density [1]. The Hall current is calculated by integrating the Hall
current density over the radial-axial cross section, that it traverses [2]
IH = e ne
∫
vEdArz = e new
Vd
B
, (1.9)
where w is the radial width of the thruster channel and Vd is the potential difference supplied by
the battery 3 [2].
The ion current that forms the ion beam leaving the thruster in the axial direction is given by
Ii = e niviArθ = e ni
√
2eVd
M
2piRw, (1.10)
2See Section 2.2
3The axial electric field is approximately the discharge voltage, Vd, divided by the axial length, L
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Figure 1.3: Typical profiles of the radial magnetic field, axial electric field and potential
along the channel length of a Hall thruster.
where R is the mean radius of the thruster. The ion current is proportional to the Hall current
as [1, 2]
Ii = IH B
√
2e
MVd
2piR, (1.11)
where A is the cross sectional area of the beam.
In a Hall thruster the thrust is transferred from the ions to the spacecraft via the Lorentz force
on the Hall current [1],
T =
∫
JH ×B dV = IH B 2piR xˆ. (1.12)
The thrust can be calculated as a function of the ion beam current by using Eq. (1.11) [1, 2]
T = Ii
√
MVd
2e
. (1.13)
The thrust is thus transferred from the outgoing ions to the thruster body via the force on the
Hall current due to the magnetic field. This thrust is of the same form that the one derived from
calculating the term vidM/dt. The expelled mass rate can be approximated as dM/dt ≈ Iimi/e
[1], which produces a thrust of
dM
dt
vi ≈ Ii
√
2MVd
e
, (1.14)
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which is similar (within a factor of
√
2) to the thrust calculated from the Hall current given by
Eq. (1.13).
The efficiency of the thruster is defined as the ratio of the power in the outgoing ion beam (jet
power) to the total input power provided by the battery [1].
ηT =
Pjet
Pin
. (1.15)
The jet power is related to the thrust of the thruster as [1]
Pjet =
1
2
m˙p v
2
ex =
T 2
2m˙p
, (1.16)
and the power supplied to the thruster is the product of the discharge voltage, Vd and the discharge
current, Id produced by the battery,
Pin = Vd Id. (1.17)
Using Eqs. (1.16)–(1.17), the efficiency of the thruster is
ηT =
T 2
2m˙p Vd Id
. (1.18)
The axial current produced by the battery, Id, is equal to the sum of the axial electron current and
ion beam current (which produces the thrust). When the axial electron current to the anode is
reduced, a larger fraction of the discharge current Id is used to sustain the ion beam current, which
increases the efficiency of the thruster. Modern Hall thrusters can operate at efficiencies of around
50% – 70% [1, 2].
In Table 1.1, the values for the most important parameters for a typical Hall thruster are pre-
sented.
1.4 Summary
Electric propulsion uses electric and magnetic fields to accelerate the propellant and provide thrust
to an spacecraft. Electric propulsion devices have higher exhaust velocities and use less propellant
than a chemical rocket. An electric thruster is then able to achieve a higher ∆v than a chemical
rocket, making them more useful for deep space exploration [1]. Electric propulsion devices pro-
duce low thrust and can use their propellant over long periods of time, which is why they are used
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Parameter Value
Plasma Density (n) 1017 − 1018 m−3
Neutral Density (nn) 1018 − 1019 m−3
Electron Temperature (Te) 10 − 40 eV
Ion Temperature (Ti) ∼ 1 eV
Debye Length (λD) 10−5 − 10−4 m
Electron-Neutral Collision Freq. (νen) 105 − 106 s−1
Electron-Ion Collision Freq. (νei) ∼ 105 s−1
Electron-Wall Collision Freq. (νew) ∼ 105 s−1
Ion-Neutral Collision Freq. (νin) 104 − 105 s−1
Electric Field (E) 2 × 103 − 4×104 V/m
Magnetic Field (B) 0.010 − 0.020 T (100 − 200 G)
E× B Drift Velocity (u0) ∼ 105 − 106 m/s
Electron Cyclotron Frequency (ωce) ∼ 109 Hz
Ion Cyclotron Frequency (ωci) ∼ 104 Hz
Electron Larmor Radius (ρe) ∼ 10−3 m
Ion Larmor Radius (ρi) ∼ 1 m
Inner Radius 35 mm
Outer Radius 50 mm
Channel Width 15 mm
Acceleration Region ∼ 1 cm
Thrust (T) ∼ 80 mN
Exhaust Velocity (vex) ∼ 10000 m/s
Specific Impulse (Isp = vex/g) ∼ 1000 s
Table 1.1: Values of typical parameters of a Hall thruster [1–3].
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for high precision maneuvers such as orbit transfer and keeping. Hall thrusters are the main type of
electric propulsion device currently in use [1, 2, 25]. Since they were first developed in the 1960’s,
more than 240 Hall thrusters have successfully flown in space missions [1, 25].
Hall thrusters are currently being developed by government agencies and private companies in
the USA, Russia, Europe and Asia. There is great interest in improving the lifespan of the thruster
and increasing their overall efficiency [1,2,25,26]. New and better materials, like aluminum oxide
and boron nitride, are being used for the walls of the thruster. The use of these materials reduces
the sputtering due to high energy electrons and ions impinging on the walls that affects the plasma
density in the acceleration region and the transport properties inside the thruster [1]. There is
also interest in designing new cathodes that improve the electron injection to the thruster channel
and increase the efficiency of the thruster [1, 2, 26]. Research is being done on how to control the
electric and magnetic fields inside the thruster in order to locate both the ionization and acceleration
regions close to the exit plane of the thruster [2, 26]. This is done with the goal of minimizing the
collisions of energetic ions with the dielectric walls of the thruster channel and thus achieve higher
efficiencies and larger lifetimes for the thruster.
It has been experimentally observed that in Hall thrusters the electron current to the anode is
10–100 times the current that is expected from collisions alone. This higher than expected current
is known as anomalous transport. Anomalous transport is one of the most important areas of Hall
thrusters research since anomalous transport reduces the efficiency of the thruster. There are two
mechanisms thought to be responsible for anomalous transport. The first one, known as near wall
conductivity, was first proposed by Morozov [25]. Near wall conductivity explains the anomalous
transport as a result of electron collisions with the walls. Another mechanism, known as fluctuation
induced transport, explains anomalous transport as a result of plasma oscillations [1, 3, 4].
The plasma in a Hall thruster is full of oscillations over a wide range of frequencies [1, 3].
These oscillations can interfere with the electronics onboard of the thruster, affect the location of
the ionization and acceleration regions, change the divergence of the outgoing ion beam, affect the
electron transport in the thruster and even extinguish the plasma discharge [1–3]. The equilibrium
E0 × B0 electron drift acts as the energy source for several different types of oscillations and
instabilities present in the plasma inside a Hall thruster [3, 4, 11, 13, 27–29]. The equilibrium
E0 ×B0 electron drift and the inhomogeneities in plasma density, magnetic field and temperature
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are sources of gradient drift instabilities. [9, 11, 27]. Such instabilities are studied in Chapter 3.
Special emphasis is given to study the effect of the full compressibility of the electron drift velocity.
The gradient drift instabilities result in azimuthally propagating structures, known as spokes, that
affect the plasma transport in Hall thrusters [11, 30, 31].
The interaction of the bulk plasma with the walls of a Hall thruster is another area of ongoing
research [5,7,22,32,33]. The interaction of the plasma with the wall is not limited to the sputtering
and secondary electron emission produced by collisions of high energy ions and electrons with the
thruster walls. Oscillations are excited due to the closure of the plasma current to the dielectric
walls of the thruster and the interaction of the bulk plasma with the sheath region that exists be-
tween the bulk plasma and the channel walls [33, 34]. A theory of the sheath instabilities in a Hall
thruster plasma and how they affect the electron transport in a Hall thruster is presented in Chapter
4.
In order to better understand how anomalous transport originates in a Hall thruster computer
simulations of the nonlinear behavior of the plasma are needed. The numerical codes used for the
plasma simulation in a Hall thruster belong to four different categories, fully kinetic, particle-in-
cell, hybrid or fluid [4,35–39]. In Chapter 5, a physics model for the plasma in a Hall thruster is de-
veloped and computer simulations based on this model are presented. The nonlinear physics model
of the Hall thruster plasma consists of a system of partial differential equations that describe the
time evolution of plasma density, ion and electron velocities. The simulations are performed using
BOUT++, which is a high performance framework for writing fluid and plasma computer simula-
tions. BOUT++ uses finite differences and a variety of numerical integration solvers to evolve a
system of partial differential equation [40–42]. It was originally developed by the Lawrence Liv-
ermore National Laboratory to study edge turbulence in Tokamaks [40]. The model presented in
this dissertation is the first use of BOUT++ to study the plasma dynamics and anomalous transport
in a Hall thruster.
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CHAPTER 2
COLLECTIVE PHENOMENA, FLUCTUATIONS AND TRANS-
PORT IN PLASMA
2.1 Introduction
As discussed in the previous chapter, electric propulsion is the application of electric and magnetic
fields to accelerate charged particles to a high velocity. The accelerated charged particles are
produced by the ionization of a neutral propellant gas. The electrons and the ionized gas in the
chamber of the thruster create what is known as a plasma. The behavior of this plasma is affected
not only by the externally applied electric and magnetic fields but also by the fields generated by the
motion of the charged particles in the plasma itself. This “collective” behavior is what distinguishes
a plasma from a mere collection of charged particles [43]. The plasma is, on average, almost
electrically neutral, that is, the electron and ion charge densities are almost equal, ne ≈ Z ni. This
condition, known as quasineutrality, is satisfied over distances longer than the distance over which
the charges are (electrostatically) shielded. This distance is known as the Debye length [43] 1.
The different particle species in the plasma are also characterized by some energy distribution with
each species having a generally different electron and ion temperature, Te and Ti.
The main goal of this chapter is to familiarize the reader with the relevant concepts used in
describing the motion of charged particles and the behavior of the plasma inside a Hall thruster.
1 The Debye length, λD, is defined as λD =
(
ε0Te
e2n0
)1/2
. It is discussed in Section 2.4.
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2.2 Charged particle drifts
The behavior of the plasma is determined by the motion of its particles. In this section the motion
of a single charged particle under the influence of electric and magnetic fields is studied. The force
acting on a particle of charge q and that has a velocity, v, due to an electric and magnetic field is
given by the Lorentz force
FL = m
dv
dt
= q (E + v ×B) . (2.1)
Consider first the case where there is no electric field and the charged particle has a finite
velocity perpendicular to the magnetic field. The force on a moving charged particle due to the
magnetic field is a central force. This magnetic field force is then equal to the centripetal force on
the charged particle (see Fig. 2.1)
Fc = q v⊥ ×B = mv
2
⊥
r
rˆ. (2.2)
The circular motion described by the charged particle under the central force due to the mag-
netic field has a radius ρc, known as gyroradius or Larmor radius and an angular frequency ωc,
known as cyclotron or gyro frequency, given by
ρc =
mv⊥
q B
=
v⊥
ωc
, (2.3)
ωc =
qB
m
. (2.4)
As seen from Eq. (2.2), the sense of gyration is a function of the charge of the particle, that
is, positively and negatively charged particle gyrate in opposite directions. The Larmor radius
also depends on the mass of the particles, with a heavier particle having a larger Larmor radius.
Similarly, the Larmor radius is shorter when the magnetic field is larger. The center of the circular
orbit is known as the guiding center. For slowly changing fields, the motion of the guiding center
gives a good approximation for the average particle location, that is different from the guiding
center by a distance of the order of the Larmor radius [43].
In the presence of both an electric and magnetic field, the equation of motion of the charged
14
v v
-q +q
cF cF
B
Figure 2.1: Motion of a charged particle in a magnetic field. The magnetic force Fc =
qv ×B results in a circular motion with a gyro frequency ωc = qB/m and radius given by
the Larmor radius, ρc = mv/qB. Negatively charged particles (blue) gyrate in the opposite
direction as the positively charged particles (red). The magnetic field is into the plane of the
paper (green).
particle can be written as a first approximation as 2
E⊥ + v⊥ ×B = 0. (2.5)
Solving this last equation, the particle velocity is obtained as
v =
E×B
B2
≡ vE. (2.6)
The velocity calculated in Eq. (2.6), is known as the E × B drift velocity. This velocity is
perpendicular to both the electric and the magnetic field. This velocity is the velocity of the guid-
ing center of the particle during the drift motion and it is independent of the charge of the particle
(positive charges drift in the same direction as negative charges). The drift arises due to the fact
that the electric field accelerates the charged particle during one half of the orbital motion and
decelerates the particle during the other half of the orbit, resulting in a net helical motion perpen-
dicular to both the electric and the magnetic field [43]. Since the drift velocity vE is perpendicular
2This is valid when the characteristic rate of change of the fields over time is much smaller than the cyclotron
frequency.
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to the electric field, it does not change the kinetic energy of the charged particle and does no work
(dUk/dt ∼ v · E = 0). A general picture of the drift motion can be seen in Fig. 2.2.
The E × B drift is an example of the more general force drift. When there is a force F on
a charged particle and this force is perpendicular to the magnetic field, the charged particle will
describe a helical motion with guiding center velocity given by
vgc =
1
q
F×B
B2
. (2.7)
The force drift velocity is generally dependent on the charge of the particle, meaning that, positive
and negative charges drift in opposite directions. The E × B drift is the drift due to the electric
field force, F = qE and the charge dependance of this force cancels the charge dependence of the
force drift, resulting in the E × B drift being independent of the charge overall. Other important
guiding center drifts are due to the force that arises from a time varying electric field, known as
polarization drift,
vpol =
m
qB2
∂E
∂t
, (2.8)
to the force from parallel gradients of the magnetic field, known as∇B drift,
v∇B =
mv2⊥
2qB3
B×∇B. (2.9)
and from the curvature of the magnetic field lines, known as curvature drift
vR =
v2||
ωc
b× (b · ∇) b, (2.10)
where v|| and b are the velocity and the unit vector along the magnetic field.
2.3 Fluid description of plasma
The large amount of particles in a plasma makes it impractical to use the single particle picture
to describe its behavior. It is then necessary to use some form of averaging over an ensemble of
particles to describe the macroscopical properties of the plasma. The kinetic description of plasma
is based on the plasma kinetic equation [44]. The plasma kinetic equation describes the evolution
16
1 
Drift velocity independent 
of charge  
Figure 2.2: E×B drift of a charged particle. Electrons and ions drift in the same direction.
of the (macroscopic) plasma distribution function, f = f(t,x,v) 3
df
dt
=
∂f
∂t
+ v · ∂f
∂x
+
q
m
[E + v ×B] · ∂f
∂v
= C(f). (2.11)
The term on the right hand of the kinetic equation, that accounts for the close interactions between
the particle species, is known as the collision operator [44]. The form of the collision operator
is not generally simple and different forms of the collision operator are derived to study different
phenomena [43, 45]. The kinetic equation (2.11) is an equation for the distribution function as
a function of 6 (six) variables (three space and three velocity) plus time. The kinetic plasma
description is complemented with the Maxwell equations for the electric and magnetic fields in the
plasma
∇ · E = ρ
ε0
, ∇× E = −∂B
∂t
, ∇ ·B = 0, ∇×B = µ0J + 1
c2
∂E
∂t
,
ρ =
∑
qα
∫
fα(t,x,v)d
3v, J =
∑
qα
∫
vfα(t,x,v)d
3v (2.12)
The system of integral-differential equations (2.12) is rather difficult to solve even numerically. An
alternative approach to study plasma phenomena is to use the moments of the distribution function.
3The macroscopic plasma distribution function is obtained from a smoothed average of the microscopic distribu-
tion function, f = 〈fm〉, where fm = ∑Ni=1 δ [x− xi(t)] δ [v − vi(t)]. The problem of calculating the average of
the microscopic distribution function is a complicated one and it is beyond the scope and range of interest of this
dissertation. For a very thorough description of this problem, the reader is referred to Ref. [44].
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The generic moment of order j of the distribution function is defined as
Mj(x, t) ≡
∫
vj f(x,v, t) d3v. (2.13)
The j − th order moment is a tensor of rank j. These moments provide the average (expected)
value of some physical quantity. The zeroth-order moment gives the particle density n(x, t):
n(x, t) =
∫
f(x,v, t) d3v. (2.14)
The first order moment gives the particle density flux Γ = nV:
nV =
∫
v f(x,v, t) d3v. (2.15)
These two moments define the relations for the charge density and the current density
ρ = qn, J = q nV.
The second order moment or pressure tensor, can be calculated by defining v′ = v −V as
P =
∫
M v
′
v
′
f(x,v, t) d3v
′
= Π + p1, (2.16)
where Π is the stress tensor and p is the scalar pressure (1 is the unit tensor), defined as
Π =
∫
M
(
v
′
v
′ − 1
3
v2
′
)
f(x,v, t) d3v
′
, (2.17)
p =
∫
1
3
M v2
′
f(x,v, t) d3v
′
. (2.18)
The third order moment of the distribution function is the energy flux q, defined as
q =
∫
1
2
Mv2
′
v
′
f(x,v, t) d3v
′
. (2.19)
In addition to the moments of the distribution function, the moments of the collision operator
can be calculated. The first order moment of the collision operator defines the collisional frictional
force as
Fcoll =
∫
Mv
′
C(f) d3 v
′
. (2.20)
The time evolution of the moments of the distribution function is calculated by taking the
moments of the kinetic equation, Eq, (2.11). The zeroth-order moment of the kinetic equation
yields the continuity equation or the equation of conservation of particle density
∂n
∂t
+∇ · (nV) = 0. (2.21)
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The first order moment of the kinetic equation gives the conservation of momentum equation
mn
(
∂V
∂t
+ (V · ∇) V
)
− q n (E + V ×B) +∇p+∇ ·Π = Fcoll. (2.22)
The second order moment of the kinetic equation gives the energy conservation equation
3
2
(
∂p
∂t
+∇ · (pV)
)
+ P:∇V +∇ · q = Wcoll, 4 (2.23)
where Wcoll defines the energy losses due to collisions (second order moment of the collision
operator).
The set of equations (2.21)–(2.23) defines how the different macroscopic quantities change in
plasma. These equations constitute the fluid description of the plasma and they will be used in the
remainder of this dissertation 5.
2.4 Classical transport
As seen in the previous sections, the motion of a charged particle in the presence of electric and
magnetic fields and neglecting interactions with other particles is governed by the Lorentz force.
However, the exchange of momentum via collisions with other particles cannot be neglected and
plays a very important role in the dynamics of plasma. Before proceeding further it is useful to
take a look at the different collision processes that occur in plasma.
2.4.1 Collisions in plasmas
In a plasma, charged particles can interact with each other via Coulomb collisions and at the same
time they can also interact via collisions with the neutral atoms. Collisions with neutrals can be
elastic or inelastic.
The probability that a collision occurs is related to the effective cross section. Consider a thin
slice filed with a neutral gas with some density nn. This slice has an area of A and a thickness dx,
so that the total number of neutral particles in the slice is nnAdx. Considering the neutral particles
4For tensors A and B, the double cross product A : B is defined as A : B = AijBji.
5For a more thorough derivation and discussion of the plasma fluid equations the reader is referred to Refs. [44]
and [45]
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in the slice as spheres of cross-section σ, the total area occupied by these neutrals is σnnAdx.
Now, consider an incoming flux of particles I . The probability that a particle from the incoming
flux be stopped (collides with) by a neutral particle in the slice is the area of the neutral particles
in the slice divided by the total area of the slice [1]
P =
Areaneutrals
Areaslice
= σnndx. (2.24)
This way, the change over dx of the incoming particle flux I is proportional to the flux multiplied
by the probability that a particle from the incoming flux is stopped by a neutral in the slice
dI(x)
dx
= −Iσnn, (2.25)
I(x) = I0e
−σnnx = I0e−x/λ. (2.26)
In this last equation, the quantity λ is known as the mean free path, which is the mean distance a
particle will travel before a collision, [43], as illustrated in Fig. 2.3
λ =
1
nnσ
. (2.27)
The mean time between collisions is thus the distance traveled by a particle before a collision
divided by its mean velocity
τcoll =
1
nnσv¯
, (2.28)
which defines a collision frequency of
ν =
1
τcoll
= nnσv¯. (2.29)
The electron-neutral collision frequency in a plasma is given by Eq. (2.29) as [1]
νen = σen(Te)nn
√
8Te
pime
, (2.30)
where σen is the effective electron-neutral scattering cross-section. For Xe, the gas most often
used as propellant in Hall thrusters, σen is given by [1]
σen(Te) = 6.6× 10−19
[
Te
4
− 0.1
1 +
(
Te
4
)1.6
]
[m2]. (2.31)
Using Eq. (2.31) in Eq. (2.30) for typical values of electron temperature and neutral density results
in an electron-neutral collision frequency of 105–106 s−1 (see Table 1.1).
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Inelastic collisions between electrons and neutrals are responsible for ionization and excitation
processes of neutral particles in a Hall thruster [1]. The ion production rate is given by 6 [1]
dni
dt
= nnne 〈σive〉 , (2.32)
where σi is the ionization cross-section and 〈σive〉 is the reaction rate (the ionization cross-section
averaged over all electron velocities).
The excited neutrals production rate is similarly defined as [1]
dn∗
dt
=
∑
j
nnne 〈σ∗ve〉 , (2.33)
where σ∗ is the excitation cross-section, 〈σ∗ve〉 is the reaction rate for excited state j, and the
summation is over all excited states j.
Another important type of collisions in a Hall thruster are charge exchange collisions (CXE).
These collisions describe the resonant charge transfer between neutral atoms and ions [1]. In CXE
collisions no kinetic energy is exchanged between the colliding particles. These collisions are also
characterized by having large cross-sections and they can occur over long distances [1]. Since
the ions are generally more energetic than the neutral particles, CEX collisions result in energetic
neutrals and cold ions. CEX collisions are thought to play an important role in wall erosion and
sputtering which can affect the lifetime and efficiency of the thruster [1, 2].
Charged particles can interact with each other via Coulomb collisions. The electron-ion and
electron-electron Coulomb collision frequencies are given by (in SI) [46]
νei = 2.9× 10−12 ne ln Λ
T
3/2
e
, (2.34)
νee = 5.0× 10−12 ne ln Λ
T
3/2
e
, (2.35)
where ln Λ is the Coulomb logarithm [46]
ln Λ = 23− 1
2
ln
(
10−6ne
T 3e
)
. (2.36)
The electron-ion and electron-electron collision frequencies given by Eqs. (2.34)-(2.35) are
similar, but due to the ions being more massive than the electrons, the energy transferred between
6This equation is not to be confused with the continuity equation.
21
Figure 2.3: When particles collide with one another, they are displaced from their original
trajectory. The mean distance covered by a particle between two successive collision events
is known as mean free path.
electrons and ions after each collision is small and electrons do not thermalize rapidly with the
ions [1].
The ion-ion collision frequency is given by [46] as
νii = Z
4
(
me
mi
)1/2(
Te
Ti
)3/2
νee. (2.37)
In a Hall thruster, the electron-neutral collision frequency is larger than the electron-electron and
the electron-ion collision frequencies, which are larger than the ion-ion collision frequency.
Momentum exchange collisions between electrons and other particles in the plasma are re-
sponsible for resistivity and for electron heating (Joule’s heating) [1]. These momentum exchange
collisions are also important in transport phenomena in plasma such as diffusion and mobility as
is discussed in the next sections.
2.4.2 Transport in absence of magnetic fields
Assuming steady-state, the fluid momentum equation taking into account (momentum exchange)
collisions, can be written as
e nE−∇p−mnν v = 0. (2.38)
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Solving Eq. (2.38) for the velocity by assuming that the plasma is isothermal, such that ∇p =
T ∇n, results in [43]
v =
e
mν
E− T
mν
∇n
n
. (2.39)
Equation (2.39) states that the velocity is proportional to both the density gradients and the
electric field. The coefficients of proportionality are known respectively as mobility and diffusion
coefficients:
µ ≡ e
mν
[m2/V s] (2.40)
D ≡ T
mν
[m2/s]. (2.41)
Particle diffusion can be interpreted using a random walk model. Particles follow straight line
trajectories before changing their trajectories after a collision event. The mean distance covered
by a particle between collisions is the mean free path while the direction in which the particle is
scattered after a collision is random. The diffusion coefficient can then be expressed as D = δ2/τ ,
where δ is the average distance travelled by a particle between collisions (the mean free path) and
τ is the time between collisions, that is, the inverse of the collision frequency, τ = 1/ν [43]. Since
the motion of the particles is thermal the diffusion coefficient is
D =
δ2
τ
=
〈
v2
〉 τ 2
τ
=
T
mν
. (2.42)
When an electric field exists, a charged particle is accelerated in the direction of the electric
field. The electric field provides a bias in the motion of the charged particle such that the mean
displacement is not exactly zero, 〈∆x〉 6= 0 [47]. The mean velocity of the charged particle is
〈v〉 = qE
m
τ =
qE
mν
,
from which the mobility is obtained as [47]
µ =
q
mν
. (2.43)
The mobility and the diffusion coefficients are related by the Einstein relation [43]
µ =
eD
T
. (2.44)
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2.4.3 Transport across magnetic fields
When a magnetic field is present, the transport of particles in the direction perpendicular to the field
is reduced because the magnetic field constrains the perpendicular displacement of the particles.
A charged particle is said to be magnetized if the particle has to undergo many gyrations between
collisions and unmagnetized otherwise. Particle motion can be characterized by the Hall parameter,
defined as
ΩH =
ωc
ν
= ωcτcoll. (2.45)
For ΩH >> 1, the particle is magnetized and for ΩH << 1, it is unmagnetized.
In presence of a magnetic field, the mobility can be derived by using the fluid equation of
motion [43]
e n (E + v ×B)−∇p−mnν v = 0. (2.46)
Assuming that the plasma is isothermal and that the magnetic field is in the z-direction, the x
and y components of the velocity can be written as
vx =
e
mν
Ex − T
mν
∂n
∂x
+
eBz
mν
vy, (2.47)
vy =
e
mν
Ey − T
mν
∂n
∂y
− eBz
mν
vx. (2.48)
Solving the equations for vx and vy and using the free diffusion and mobility coefficients from
Eqs. (2.40)–(2.41) yields
vx =
µ
1 + ω2cτ
2
coll
Ex − D
1 + ω2cτ
2
coll
1
n
∂n
∂x
+
ω2cτ
2
coll
1 + ω2cτ
2
coll
Ey
Bz
− Dωcτcoll
1 + ω2cτ
2
coll
1
n
∂n
∂y
,
vy =
µ
1 + ω2cτ
2
coll
Ey − D
1 + ω2cτ
2
coll
1
n
∂n
∂y
− ω
2
cτ
2
coll
1 + ω2cτ
2
coll
Ex
Bz
+
Dωcτcoll
1 + ω2cτ
2
coll
1
n
∂n
∂x
,
v = µ⊥E−D⊥∇n
n
+
ω2cτ
2
coll
1 + ω2cτ
2
coll
(
E×B
B2
− Te
en
∇n×B
B2
)
. (2.49)
From the velocity (2.49) the mobility and diffusion coefficient parallel to the density gradient
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and the electric field are given by 7
µ⊥ ≡ µ
1 + ω2cτ
2
coll
[m2/V s] (2.50)
D⊥ ≡ D
1 + ω2cτ
2
coll
[m2/s]. (2.51)
For the case of low Hall parameter (unmagnetized particles), Eqs. (2.50)–(2.51) tend to Eqs.
(2.40)–(2.41). For large Hall parameters, Eqs. (2.50)–(2.51) reduce to
µ⊥ ≡ ν
ωcB
, (2.52)
D⊥ ≡ Tν
mω2c
. (2.53)
The diffusion and mobility coefficients across the magnetic field are proportional to the inverse
of the square of the magnetic field, as can be seen Eqs. (2.52) and (2.53).
The perpendicular mobility and diffusion coefficients can be obtained from a simple random
walk picture. The main difference with respect to the picture without magnetic fields is that in the
presence of a magnetic field, the mean square displacement of the particles after a collision is of
the order of the square of the Larmor radius, that is δ2 ∼ ρ2c . The diffusion coefficient is
D⊥ =
δ2
τ
=
〈v2〉
ω2c
1
τcoll
=
T
m
ν
ω2c
. (2.54)
The mobility across the magnetic field is calculated as
v⊥ =
m 〈vE×B〉
qB
1
τcoll
=
m
qB
(
E
B
)
1
τcoll
= µ⊥E,
µ⊥ =
ν
ωcB
. (2.55)
In a Hall thruster, with typical parameters of neutral density 1018 − 1020 m−3, Te = 20 eV, the
electron-neutral collision frequency is around 106/s, (the ion-electron collision frequency is around
one order of magnitude smaller). The cyclotron frequency is around 109 Hz and the Hall parameter
is around 400 [1], meaning that the classical mobility should be of about 0.01–0.1 m2/Vs.
In the acceleration region, the mobility has been observed to have a value of around 10 m2/Vs,
which is three orders of magnitude higher than the value predicted by classical mobility. Classical
7The component of the velocity parallel to the electric field and the density gradient, which are both perpendicular
to the magnetic field, define the Pedersen current. The component of the velocity perpendicular to the electric field,
the density gradient and the magnetic field is responsible for the Hall current [43]
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mobility predicts an electron current that is proportional to 1/B2, while experimentally a depen-
dence on 1/B has been observed [20]. The fact that the experimentally observed mobility and
electron current density in the acceleration region of a Hall thruster are significantly higher than
the ones predicted by the classical theory is referred to as anomalous mobility (transport).
2.4.4 Near wall conductivity
Electron collisions with the walls have the same effect as the collisions with neutrals or other
plasma species. The channel width in the chamber of a Hall thruster is much smaller than the
mean free path for electron-neutral collisions (∼2-3 cm vs ∼1 m), therefore the electron has a
greater chance of colliding with the wall before colliding with another neutral. The transport due
to electron collisions with the Hall thruster walls is known as near-wall conductivity [22]. The
theory of near wall conductivity was developed by Morozov starting in the 1960’s [17, 22].
For an electron, assuming that there is a wall at z =0 and in the presence of a magnetic field in
the z-direction, the non specular collisions with the walls are responsible for the electron current.
If the collision with the wall is specular, the sign of v‖ (along the magnetic field) will change but vx
and vy will be the same as before the collision. In a Hall thruster, the presence of an axial electric
field 8 makes possible non specular collisions with the wall [2, 4] and the electron can change
position in the plane x− y, being able to move in the axial direction as can be seen in Fig. 2.4.
An electron wall collision frequency can be estimated to be proportional to the average electron
velocity v¯e and the distance between walls h,
νew ∼ v¯e
h
.
The total number of electrons that will collide with the wall is proportional to the fraction of
electrons that can overcome the sheath potential between the bulk plasma and the walls. Assuming
that the electrons follow a Maxwell distribution, the effective electron wall collision frequency is
then [4]
νew =
v¯e
h
exp
(
−eφs
Te
)
, (2.56)
8Additionally, wall roughness contributes to non specular collisions [2].
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Figure 2.4: Simple illustration of near wall conductivity. When electrons collide with the
wall they are displaced from their trajectories and a net axial transport arises. The axial
displacement is due mainly to the presence of the axial electric field [4] with additional
contribution due to roughness at the wall surface [2]. Figure adapted from Ref. [2].
where φs is the sheath potential given by [1]
φs =
Te
e
ln
(√
mi
2pime
)
. (2.57)
For a Hall thruster, the effective electron wall collision frequency (2.56) is around 105 s−1, which
is lower than the electron-neutral collision frequency.
Since only electrons with high enough energy can climb the sheath potential, the fast electrons
found in measurements of the electron energy distribution seem to be a proof of this mechanism.
The results from these experiments are not universally agreed upon [20], since the probes can
cause disturbances in the discharge channel and also because obtaining the correct electron energy
distribution can be very complicated [20] and the assumption that the energy distribution of the
electrons is may be incorrect [48].
Another problem is that not all electrons striking the wall will have elastic scattering, since
they can recombine with ions also hitting the wall or since they have high energy, they may induce
secondary electron emission from the walls. This SEE can have significant importance in the
cross-field transport process and increase near wall conductivity [48].
In general, the sheath potential that repels the electron has to be taken into account to precisely
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know the fraction of electrons that actually collide with the wall, but the sheath potential is coupled
to the SEE from the wall, so the problem of knowing the exact behavior of the electrons hitting the
wall is a complex problem [48].
In conclusion, the role of the walls in the transport process in a Hall thruster is the subject of
a heated debate. It is not clear if they will contribute via near-wall conductivity (Eqs. (2.56)) or
by enhancing or damping the fluctuation-induced mobility in some way. Additional effects of the
plasma wall interaction in Hall thrusters are presented and discussed in Chapter 4.
2.5 Collective behavior and waves in plasma
Plasma is a state of matter composed of a quasineutral gas of charged and neutral particles that ex-
hibits collective behavior [43]. In a plasma a charged particle can interact with many other charged
particles via their electromagnetic fields [44]. A very important consequence of the collective be-
havior of plasma is the shielding of the electric field generated by a charge perturbation over certain
distance. This phenomenon is known as Debye shielding.
2.5.1 Debye shielding
The distance beyond which the electric field of any particular charged particle in a plasma is
shielded by the other particles is known as the Debye length. Consider the potential around a
test charged particle in a plasma. The electrostatic potential can be calculated from Poisson’s
equation, where the charge density around the charge particle is given by the polarization charge
density and the (point) charge of the test particle [44]
∇2φ = −ρpol(x) + qtδ(x− xt)
ε0
. (2.58)
The density of charged particles of charge qα and temperature Tα follows the Boltzmann distribu-
tion
nα(x) = n0e
−qαφ(x)/Tα . (2.59)
The potential energy of the particles due to the test charged particle is smaller than their thermal
energy (except close to the test particle) such that the particle density can be expanded as
nα ≈ n0α
(
1− qαφ
Tα
)
, (2.60)
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Figure 2.5: Right: Plasma region and its boundary. Left: Potential for plasma in contact
with a boundary. Shown are the bulk plasma region, the presheath and the sheath regions.
resulting in a polarization charge density of
ρpol = −
∑
α=e,i
qαφ
Tα
. (2.61)
Equation 2.58 thus becomes (
∇2 − 1
λ2D
)
φ = −qtδ(x− xt)
ε0
, (2.62)
whose solution is [44]
φ(x) =
qt e
|x−xt|/λD
|x− xt| , (2.63)
where λD is the Debye length, given by [44]
1
λ2D
≡
∑
α=e,i
n0αq
2
α
ε0Tα
=
n0ee
2
ε0Te
+
n0iZ
2
i e
2
ε0Ti
. (2.64)
From Eq. (2.63), the potential due to a charge perturbation is shielded out for distances longer than
the Debye length.
2.5.2 Plasma sheaths
A plasma should be such that it extends over a region much larger than the Debye length. The
plasma boundaries play an important role since particles and energy can go into or out of the plasma
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through these boundaries. For this reason, understanding boundary effects is key to understanding
the behavior of any plasma system.
Consider a plasma and its boundary, as shown in Fig. 2.5. The ion current density to the
boundary can be given as a first approximation as Ji = enivi, where ni and vi are the ion density
and velocity and only single charged ions are assumed for simplicity. In a similar fashion, the
electron current to the boundary can be given as a first approximation as Je = eneve, where ne
and ve are the electron density and velocity. The ratio of electron and ion current densities is then
(assuming quasineutrality)
Je
Ji
=
eneve
eneve
=
ve
vi
. (2.65)
Assuming that the ion and electron velocities are the thermal velocities, this ratio becomes
Je
Ji
=
ve
vi
=
√
Te
Ti
√
mi
me
. (2.66)
Since the ions are much more massive than the electrons, the ion temperature would need to be
orders of magnitude higher than the electron temperature to keep a balance between the ion and
electrons current to the boundary. Since this conditions is generally not satisfied, it should be
impossible to maintain quasineutrality in the plasma since electrons would leave the plasma at
a much higher rate than the ions. If electrons leave the plasma much faster than the ions, there
would be a net positive charge in the plasma that would create a potential gradient such that it
would counter the electrons from leaving and maintain quasineutrality. This potential is a direct
consequence of the different electron and ion velocities and would appear in the boundaries of the
plasma (for example, near the channel walls and the electrodes in a Hall thruster). This region is
known as the plasma sheath.
Consider a plasma in contact with a boundary as shown in Fig. 2.5. This plasma has three
regions, the bulk plasma, a sheath region and a transition region known as presheath. The electrons
density follows the Boltzmann distribution,
ne(x) = n∞ exp
(
e (φ∞ − φ(x))
Te
)
, (2.67)
where the quantities with the∞ subscript correspond to the bulk plasma region (x→∞).
Neglecting ion temperature effects and single charged ions, the ion velocity is given by the
conservation of energy,
1
2
mivi(x)
2 + eφ(x) =
1
2
miv
2
i∞ + eφ∞. (2.68)
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The potential variation is such that the ions are accelerated towards the sheath to counter the
outgoing electron flux. In steady state, the ion flux is conserved, such that
ni(x)vi(x) = ni∞vi∞. (2.69)
Using Eqs. (2.68) and (2.69), the ion density is given as [44]
ni(x) =
n∞√
1 + 2e
miv2i∞
(φ∞ − φ(x))
. (2.70)
Poisson’s equation can then be written using Eqs. (2.67) and (2.70) as
d2φ
dx2
= −en∞
ε0
 1√
1 + 2e
miv2i∞
(φ∞ − φ(x))
− exp
(
e (φ∞ − φ(x))
Te
) . (2.71)
Assuming that 2e (φ∞ − φ(x)) /miv2i∞  1 and e (φ∞ − φ(x)) /Te 1, Poisson’s equation
reduces to [44]
d2 (φ∞ − φ(x))
dx2
=
e2n∞
ε0
(
1− Te
mivi∞
)
. (2.72)
Since the potential is a monotonic function of x, the proper condition for sheath formation becomes
from Eq. (2.72) [44]
v2i∞ ≥
Te
mi
= c2s. (2.73)
The criterion in Eq. (2.73) is known as the Bohm criterion. Bohm criterion states that the ions
must enter the sheath with a velocity of at least the ion sound velocity 9 in order to have a stable
(monotonic) sheath potential behavior [1]. Another form to interpret the Bohm criterion is that the
charge density must decrease as the potential increases in x [44].
Using the Bohm criterion, the ion current density to the sheath is given by [44]
Ji = en∞cs, (2.74)
while the electron current density is given by [44]
Je = −1
4
en∞
√
8Te
pime
exp
(
−eφ∞
Te
)
. (2.75)
9The ion sound velocity is discussed in the next section.
31
From Eqs. (2.74)–(2.75), the potential at which the plasma will self-bias in order to equilibrate the
ion and electron currents (Ji + Je = 0), known as floating potential, is given by
φ∞ =
Te
e
ln
√
mi
2pime
. (2.76)
The effect of perturbations of the current to the sheath is studied further in Chapter 4.
2.5.3 Waves in plasma
Consider a plasma where the electrons are displaced with respect to a homogenous ion background.
The plasma response is to create an electric field (due to the charge separation) that tries to restore
the electrons to their original equilibrium position. Because of the finite inertia of the electrons,
they do not return to their exact equilibrium position, but oscillate around it with certain frequency,
known as plasma frequency [43]. This motion is akin to the harmonic motion of a mass attached
to a spring around some equilibrium position. In the plasma case the restoring force is provided by
the electric field
d2δx
dt2
= −eδE
me
= −e
2n0e
ε0me
δx, (2.77)
ω2pe ≡
e2n0e
ε0me
. (2.78)
The plasma frequency can also be calculated using the plasma fluid equations. Since it is assumed
that the ions are not moving, the only equations of interests are the electron continuity and momen-
tum equations. For a cold, unmagnetized plasma, the electron continuity and momentum equations
reduce to
∂ne
∂t
+∇ · (neue) = 0,
mn
(
∂ue
∂t
+ (ue · ∇) ue
)
= −e nE.
The different quantities, E, ue and ne, can be expressed as the sum of some equilibrium quantity
plus some (small) perturbation around their equilibrium values,
E = E0 + E1, ue = ue0 + ue1, ne = ne0 + ne1. (2.79)
Since it is assumed that the electrons are initially at rest and then they are displaced, the equilibrium
electric field E0, and the equilibrium electric velocity ue0 are zero. Substituting the expansion
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for the plasma parameters, Eq. (2.79), into the electron continuity and momentum equation and
keeping only the terms up to the order of the perturbations results in
∂ne1
∂t
+ ne0∇ · ue1 = 0,
mene0
∂ue1
∂t
= −ene0E1 = en0∇φ1. (2.80)
The electrostatic potential is due to the charge separation between electrons and ions and satisfies
Poisson’s equation
∇2φ1 = e ne1
ε0
. (2.81)
The equations for the perturbed plasma parameters are linear differential equations with constant
parameters 10, which allows to write the time and space dependence of these parameters as propor-
tional to exp i(k · r− ωt), that is A1 = A1 exp i(k · r− ωt), where k is the wavevector and ω is
the (angular) frequency. With this representation, the time and space derivatives can be replaced
by multiples of the frequency and the wavevector, ∂/∂t→ −iω and∇ → ik. The system of linear
differential equations (2.80) and (2.81) reduces to the system of algebraic equations
−iωne1 + ine0k · ue1 = 0, (2.82)
−iωmeue1 = iene0kφ1, (2.83)
−k2φ1 = ene1
ε0
. (2.84)
Solving the system in Eq. (2.84) for the frequency, known as plasma frequency, gives
ω ≡ ωpe =
(
e2ne0
ε0me
)1/2
. (2.85)
The inverse of the plasma frequency is the time it takes the plasma to respond to changes in po-
tential [43]. Similar to the (electron) plasma frequency, an ion plasma frequency can be defined
as
ωpi =
(
e2ni0
ε0mi
)1/2
. (2.86)
10The parameters are assumed constant since their characteristic length of variation is longer than the characteristic
lengths of the oscillations.
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This ion plasma frequency defines the time scale of the ion response to perturbations in the plasma.
Since the lightest ion (H+) is 1836 times heavier than one electron, the ions respond to perturba-
tions in the plasma much slower than electrons.
Another important type of oscillations is related to the inertial ion response coupled with a
finite electron temperature. The ion continuity and momentum equations are
∂n1
∂t
+∇ · (nivi) = 0,
mi ni
(
∂vi
∂t
+ (vi · ∇) vi
)
= e niE.
Assuming small perturbations of the equilibrium plasma parameters and an electrostatic electric
field, the linearized form of the ion continuity and momentum equations becomes
−iωmini0vi1 = −en0ikφ1 − ikni1Ti, (2.87)
−iωni1 + in0ik · vi1 = 0. (2.88)
The electrons, due to their small mass compared to the ions are assumed to respond instantaneously
and the electron momentum equation (2.80) gives, after adding the electron pressure term pe =
neTe, 11
0 = iene0kφ1 − ikne1Te. (2.89)
Assuming quasineutrality ne = ni and using Eqs. (2.87)–(2.88) for the ions and Eqs. (2.82) and
(2.89) for the electron momentum, the dispersion relation for the waves in the plasma becomes
ω2 = k2
(
Te + Ti
mi
)
= k2c2s. (2.90)
The velocity cs in Eq. (2.90) is known as the ion sound velocity and these waves are known as ion
sound waves. As mentioned before, in a Hall thruster the electron temperature is higher than the
ion temperature (Te  Ti), and the ion sound velocity from Eq. (2.90) becomes
c2s =
Te
mi
. (2.91)
The effect of the electron equilibrium E0×B0 drift on the ion sound waves in Hall thruster plasma
is studies in Chapter 4.
11From this equation the perturbed electron density is given by the Boltzmann formula, ne1 = n0e eφ1Te .
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Two types of plasma oscillations have been discussed so far, oscillations that arise due to the
inertial response of the electrons plasma electron oscillations with ω = ωpe, and ion sound waves
that arise when considering the effects of finite plasma temperature and the inertia of the ions. In
studying these oscillations the magnetic field has so far not been taken into account. Consider now
the high frequency electron longitudinal electrostatic waves with a magnetic field B0. Neglect-
ing the ion dynamics and considering a cold plasma, the continuity and momentum conservation
equations become
∂ne
∂t
+∇ · (neue) = 0,
me ne
(
∂ue
∂t
+ (ue · ∇) ue
)
= −e ne(−∇φ+ ue ×B0),
∇2φ = e
ε0
(ne − ni).
Assuming that the perturbations have a harmonic dependence, the linearized system of equations
is
−iωne1 + ine0k · ue1 = 0,
−iωue1 = i e
me
kφ− e
me
ue1 ×B0,
−k2φ = e
ε0
ne1. (2.92)
Solving the system in Eqs. (2.92), the following dispersion relation is obtained
ω2 = ω2pe + ω
2
ce ≡ ω2uh. (2.93)
These oscillations are known as upper hybrid waves. The electrons oscillate in a magnetic field
with the plasma frequency modified by the addition of the electron cyclotron motion [43].
Consider now the effect of the magnetic field on the ion sound waves. The linearized ion
continuity and momentum conservation equations become
−iωni1 + in0ik · vi1 = 0,
−iωvi1 = − e
mi
kφ+
e
mi
vi1 ×B0. (2.94)
As it was the case with the ion sound waves, the electron density follows the Boltzmann distribu-
tion, ne1 = ne0eφ/Te. Using quasineutrality ne = ni, the dispersion relation is given by
ω2 = k2c2s + ω
2
ci. (2.95)
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Equation (2.95) is the dispersion relation for the ion cyclotron waves. These waves have the ion
sound frequency shifted by the ion cyclotron frequency [43].
An intermediate scale between the ion and electron cyclotron motion exists. In this intermediate
scale the electrons are not free to move along the magnetic field and can only move in the direction
perpendicular to B0. The electron response is not given by the Boltzmann distribution and needs
to be calculated using the electron conservation equation in the direction perpendicular to the
magnetic field [43]. The linearized electron conservation and continuity equation are
−iωne1 + in0ek⊥ · ue1 = 0,
−iωue1 = i e
me
k⊥φ− e
me
ue1 ×B0, (2.96)
where k⊥ is the wavevector in the direction perpendicular to the magnetic field. Using quasineu-
trality ne = ni and solving the system of equations given by Eqs. (2.94) and (2.96), the dispersion
relation is [43]
ω2 = ωceωci. (2.97)
The dispersion relation correspond to oscillations with a frequency equal to the product of the
electron and ion cyclotron frequencies, known as the lower hybrid frequency 12
ωlh = (ωceωci)
1/2 . (2.98)
The oscillations that have been consider so far are stable and their amplitudes do not decrease
or grow with time. Under certain conditions a plasma can sustain modes whose amplitudes grow
with time, these modes are unstable. In a plasma with equilibrium electric and magnetic fields,
the E0 × B0 drift is very important for the plasma dynamics since this drift is the energy source
of certain instabilities [4, 11, 13, 34]. In the case of a Hall thruster these instabilities are especially
important since they affect the thruster performance and operation.
2.5.4 Negative energy instabilities in plasmas with flows
Normally, perturbations from the full thermodynamic equilibrium have positive energy, i. e. the
kinetic energy E =
∫
mv2/2 dτ > 0, where dτ is the respective volume element, and v is the
12More on the lower hybrid mode and how it can be rendered unstable is presented in Section 5.3.1
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perturbed velocity. In systems with a finite flow in the equilibrium state, the perturbations which
have a phase velocity lower than the equilibrium velocity, vph < v0, may have a total energy in
the perturbed state lower than the equilibrium energy related to the stationary flow, v0: E
′
=∫
mv2dτ/2 < E0 =
∫
mv20dτ/2; here v = v0 + v
′ is the total velocity, which includes an
equilibrium part v0 and a perturbation v
′ . These are the so called negative energy perturbations
[49, 50]. The amplitude of such perturbations increases when the energy is removed from the
system and thus dissipation may destabilize the negative energy mode. Alternatively, the coupling
of two modes, one with negative and other with positive energy, may lead to a reactive instability
where both modes would grow via energy transfer from the negative energy mode to the mode with
positive energy. A simple illustration of the negative energy modes and how they can be rendered
unstable is shown in Fig. 2.6.
The simplest example of the negative energy instability in Hall plasma is the ion sound waves in
presence of the equilibrium E0×B0 electron drift and electron collisions. The equilibrium electron
E0 × B0 velocity was not considered when the dispersion relation for the ion sound modes was
derived. The effect of the equilibrium electron flow ue0 is hidden in the response of the electron
current in the direction parallel to the magnetic field. Using the equilibrium E0 × B0 electron
velocity in the electron continuity equation gives
∂ne1
∂t
+ ue0 · ∇ne1 + ne0∂ue||
∂z
= 0, (2.99)
from which the electron current parallel to the magnetic field is
Je|| = −e(ω − ω0)ne1/k||, (2.100)
where ω0 = k · ue0 is the electron E0 ×B0 drift frequency.
The parallel electron current is affected by the magnetic field and exhibits a Doppler shift with
respect to the density perturbations. In an infinite plasma (along the magnetic field), the parallel
electron current remains arbitrary but finite. A coupling between the parallel electron current and
the density and potential perturbations would modify the wave dynamics. The simplest feedback
mechanism is provided by electron collisions. Including the electron collision frequency νe, the
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Figure 2.6: Negative energy modes. These modes arise when the velocity is less than some
equilibrium flow velocity. Negative energy instabilities can be reactive where the amplitude
of the instability grows due to energy transfer from the negative energy to the positive energy
mode, or dissipative, the negative energy mode loses energy due to dissipation.
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electron equation of motion can be written as
ene0∇||φ− Te∇||ne1 −mene0νeue|| = 0,
ik||
(
φ− Te
e
ne1
ne0
)
+
meνe
e2ne0
Je|| = 0. (2.101)
The perturbed electron density can now be written from Eq. (2.101) as
ne1
ne0
=
eφ
Te
1
1− iνe(ω − ω0)/k2||v2Te/2
. (2.102)
The ion response is due to the inertia and the effect of the magnetic field on the ions can be ignored,
giving
ni1
ni0
=
k2c2s
ω2
eφ
Te
, (2.103)
where k2 = k2⊥ + k
2
||. Combining the ion and electron density perturbations from Eqs. (2.102) and
(2.103), and using quasineutrality, produces the following dispersion relation
ω = kcs
(
1− i νe (ω − ω0)
2k2||v
2
Te
)
. (2.104)
The dispersion relation in Eq. (2.104) describes ion sound waves destabilized by electron col-
lisions [33]. This mode is rendered unstable when ω < ω0. In the ion sound instability, the
dissipation is due to the electron collisions, which remove energy from the fluctuations. The cou-
pling of the perturbed electron current, density and potential fluctuations creates the phase shift
between current and potential which produces the instability via the positive feedback feeding the
initial perturbations.
Additional examples of negative energy instabilities due to the equilibrium electron drift flow
are the ones produced by gradients of plasma density, magnetic field and temperature. This type
of instability is studied extensively in Chapter 3. Another type of negative energy instability is the
one that arises due to effect of the sheath between the Hall thruster walls and the bulk plasma. This
instability is studied in Chapter 4.
2.6 Anomalous transport
As seen in Section 2.4, the diffusion coefficient and the mobility across the magnetic field was
predicted by the classical collisional based theory to change inversely proportional to B2. In a
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series of experiments beginning in the 1940’s, performed by Bohm, working in isotope separation,
it was observed that the diffusion coefficient did not follow the rule D⊥ ∼ B−2. Later, in the
1960’s, in experiments in Hall thrusters, it was observed that the electron current to the anode
was orders of magnitude higher than what was predicted by the purely collisional transport theory.
Since the time of these first experiments, it is a well established fact that the observed electron
current in Hall thruster cannot be explained by the purely classical collisional mechanism. This is
one of the most long standing and important problems in Hall thruster research. The anomalous
electron conductivity plays an important role in for the energy balance and thruster efficiency, that
is why a clear picture of the main mechanisms responsible for the cross field transport in Hall
thruster is necessary.
The anomalous electron transport is induced by correlated fluctuations of plasma potential
and density. To see how exactly plasma oscillations can produce transport in plasma without the
collisions, consider azimuthal oscillations (in the direction of E×B) of plasma density and plasma
potential. The momentum equation in the azimuthal direction is given by
me n˜
duy
dt
= −en˜ E˜y + JaxBz, (2.105)
Jax = −en˜uax. (2.106)
The time average of current density in the axial direction, given by
〈Jax〉 = e
Bz
〈
n˜ E˜y
〉
, (2.107)
will be finite if the time average of the product of the plasma density and the perturbed electric
field in the azimuthal direction is finite.
Oscillations of the plasma density and plasma potential in the azimuthal direction, yˆ, are given
by
φ = φ0 + φ˜ = φ0 + φ cos (kyy − ωt) , (2.108)
n = n0 + n˜ = n0 + n cos (kyy − ωt+ η) , (2.109)
where η is the phase difference between the plasma potential and density. The time averaged axial
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current from Eq. (2.107) becomes
〈Jax〉 = e
Br
〈(n0 + n cos (kyy − ωt+ η)) (−ky φ sin (kyy − ωt))〉 , (2.110)
= −ky e n φ
B
sin η. (2.111)
This last equation says that for a finite phase difference between the plasma potential and density
(η 6= 0, npi), there is a finite axial current. This can be seen in Fig. 2.7. In order to calculate the
fluctuation induced current density, the first step is calculate the dispersion relation for the plasma
in the Hall thruster. This is done to determine the growth rate of the instabilities that are responsible
for the anomalous transport.
In fluctuation induced transport, the displacement is due to the perturbed E×B drift, that is
δ = 〈u˜E×Bτ〉 = τ∇φ
B
∼ τ 1
B
φ˜
δ
, δ2 =
φ˜
B
τ. (2.112)
Bohm postulated that there is an equilibrium reached between the exponential growth of the am-
plitude of the perturbed potential due to the instabilities and the damping that occurs due to the
diffusion process [51]. The equilibrium is reached at some saturation amplitude of the potential,
φsat, that Bohm calculated empirically to satisfy eφsat/Te = 1/16 [51]. An estimate of the Bohm
diffusion coefficient is then
D =
δ2
τ
=
φsat
B
=
1
16
Te
eB
. (2.113)
Using Einstein’s relation from Eq. (2.44), the Bohm mobility is given by
µB =
1
16B
. (2.114)
In numerical simulations of Hall thrusters, the anomalous transport is assumed a priori, and ac-
counted for by the introduction by hand of a mobility given by the Bohm mobility, or some mobility
of the type in Eq. (2.114).
The axial electron current can be characterized by introducing an effective collision frequency
in the expression for the axial electron current
Jex = −e ne µBEx = −e ne Ex
Bz
νeff
ωce
= −e ne Ex
Bz
1
ωceτeff
. (2.115)
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Figure 2.7: Density (blue), potential (red) and current density fluctuations (black filled). It
is clear that when a phase difference exists between the plasma density and potential, the
time averaged current density is finite.
From the experimentally measured electron current and plasma density, the effective collision
frequency can be calculated as
νeff =
Bz
Ex
Jex
e ne
ωce. (2.116)
The electron current density on the right hand side of Eq. (2.116) is measured by subtracting
the total discharge current density, that is defined as the discharge current divided by the Hall
thruster channel exit area (the discharge current comes from the external power source) and the ion
discharge current density [52]
Jex =
Id
A
− qniVi. (2.117)
The ion current density qniVi can be measured directly from an ion flux probe or via measurements
of the ion density using a Langmuir probe and ion velocity using laser induced fluorescence (LIF)
[52, 53].
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2.7 Summary
In the presence of a constant magnetic field a moving charged particle experiences a force such
that its trajectory is circular. This circular motion is characterized by a radius known as Larmor
radius and has an angular frequency known as gyro or cyclotron frequency. When an electric
field is included, the center of the circular orbit, known as guiding center, moves in the direction
perpendicular to the electric and magnetic field. This velocity is known as drift velocity and the
drift motion as the E × B drift. This particular drift motion is charge independent with the ions
and the electrons moving in the same direction. The E × B drift is an special case of the force
generated drift. Other types of drift motion experienced by charged particles are the polarization,
∇B and curvature drifts.
It is impractical to describe the dynamics of the plasma as a function of the individual motion
of the particles due to the large amount of particles present. For this reason a basic description
of the plasma as a function of certain macroscopic parameters is needed. One such description
is based on the fluid equations coupled with the Maxwell equations for the electric and magnetic
fields. The fluid equations describe the time evolution of the plasma density and the conservation
of momentum and energy of the different plasma species.
A key feature of plasma is that it exhibits a collective behavior product of the long range
Coulomb interaction among charged particles. For distances longer than the Debye length, the
electric field of any particular charged particle in the plasma is shielded by the action of the other
charged particles and the plasma can be considered neutral. Changes in plasma parameters can
excite different oscillations and waves in plasma. Examples of these waves are plasma oscillations,
the ion sound, the electron and ion cyclotron waves and many other.
In plasmas with crossed electric and magnetic fields, perturbations can gain energy from the
E0 × B0 drift and become unstable. The negative energy long wavelength E0 × B0 instability
driven by the combination of magnetic field and density gradients is thought to be responsible for
the appearance of certain structures observed in Hall thrusters known as spokes [30, 31]. This
instability, that has also been experimentally and theoretically identified as a possible cause of
anomalous transport in Hall plasma thrusters [27, 54], is studied in Chapter 3. Additional instabil-
ities in Hall thrusters that have been theoretically and experimentally studied include the unstable
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low-hybrid and Alfven waves due to collisions [13], instabilities caused by ionization [55, 56] and
Rayleigh type shear flows [12] and high-frequency instabilities driven by the resonance between
the electron cyclotron harmonics and the E0 ×B0 drift [28]. These modes play an important role
in different physical processes in a Hall thruster, such as ionization, configuration of the electric
potential and particle acceleration. In Chapter 4, the effect of the plasma wall interactions is re-
viewed. In that chapter, the effect that the closure current to the wall has on destabilizing the ion
sound mode with equilibrium E0 × B0 flow is studied. That effect is studied using an average of
the plasma parameters in the direction parallel to the magnetic field as well as by considering the
local structure of the fields in such direction. The effect of the dielectric and conducting walls is
also studied. The complexity of the different processes that occur in a Hall thruster is such that
certain phenomena need to be understood from computer simulations. One of such processes is
the nonlinear dynamics of Hall thruster plasma that is thought to be responsible for the anomalous
transport. The results of nonlinear simulations of Hall thruster plasma and anomalous electron
transport are presented in Chapter 5.
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CHAPTER 3
GRADIENT DRIFT INSTABILITIES
3.1 Introduction
In this chapter the problem of the long wavelength E0 × B0 instability in plasmas with inhomo-
geneous magnetic field and gradients of plasma density gradients is reviewed. This problem was
originally studied by Morozov [54] and more recently by Kapulkin [9]. It is expected that long
wavelength modes will dominate the anomalous transport of electrons. These modes have been
originally proposed [27, 54] as a possible cause of turbulent fluctuations and anomalous transport
in Hall thruster. Recent experimental observations have confirmed the presence of high frequency
long wavelength modes [57, 58], however it is not clear whether the standard criteria for gradi-
ent density magnetic field driven instability [9, 27, 54] are satisfied everywhere inside the thruster
channel [59]. The problem of gradient instability is revisited and it is shown that quantitative cor-
rections (to the previous theory) are required for an accurate determination of the conditions for the
instability and its characteristics (real part of the frequency and the growth rate). Furthermore, it is
shown that in an inhomogeneous magnetic field the studied modes have finite perturbations of the
electron temperature. A three-field fluid model describing the fluctuations of the electric field, den-
sity, and electron temperature is developed and it is studied how finite temperature perturbations
may affect the quantitative picture of the instabilities. General stability criteria and the picture of
the instabilities for some realistic profiles of plasma parameters in Hall thrusters are investigated.
In this chapter, the concentration is on long wavelength modes existing in neglect of electron
inertia and assuming k‖ = 0, when low hybrid and modified two-stream instabilities are not op-
erative. These assumptions are similar to those in previous works [9, 54]. The instability of short
wavelength modes in application to Hall thruster conditions (but without gradient effects) was
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considered in kinetic theory and numerical simulations in Refs. [28, 36]. It was shown that short
wavelength modes are excited with some features similar to those observed by collective light scat-
tering [60,61]. The analysis in Refs. [28,36] also included in part the effects of k‖ 6= 0, which may
be required in some Hall thruster experiments.
3.2 Long wavelength instability due to gradients of density and
magnetic field
The gradients of plasma density and magnetic field were earlier identified as a source of robust
instability in Hall thruster plasma with electron drift due to the equilibrium electric field. This
instability is considered in this section and it shown that a more accurate analysis leads to a quan-
titatively different result as compared to previous works, though the physical mechanisms behind
the instability remain similar.
Consider the simplified geometry of a coaxial Hall thruster with the equilibrium electric field
E0 = E0x̂ in the axial direction x with E0x > 0 and inhomogeneous density n = n0 (x). Locally,
Cartesian coordinates (x, y, z) are introduced with the z coordinate in the radial direction and y
in the symmetrical azimuthal direction. The magnetic field is assumed to be predominantly in the
radial direction, B = Bx(z)x̂ +B0 (x) ẑ, with B0  Bx.
The ions are assumed unmagnetized so that the magnetic field is omitted in the ion momentum
equation
mini
dvi
dt
= eniE−∇pi. (3.1)
The ion density is found from the continuity equation
∂ni
∂t
+∇ · (nivi) = 0. (3.2)
Assuming ni = n0 + n˜i and vi = v0 + v˜i, with the zeroth order ion velocity defined as v0xˆ,
Eqs. (3.1)–(3.2) can be linearized as
∂v˜i
∂t
+ v0
∂v˜i
∂x
= eE− ∇pi
min0
, (3.3)
∂n˜i
∂t
+ v0
∂n˜i
∂x
+ n0∇ · v˜i = 0. (3.4)
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Solution in Fourier form, ∼ ei(k·r−ωt), are looked for, which requires the Boussinesque quasi-
classical approximation kxLx  1, where k = (kx, ky, 0 ) is the wavevector of the perturbations.
Considering only electrostatic perturbations and isothermal ions, Eqs. (3.3)–(3.4) give
n˜i
n0
=
e
mi
k2⊥ φ
(ω − kxv0)2 − k2⊥v2T i/2
, (3.5)
where v2T i = 2Ti/mi, and k
2
⊥ = k
2
x + k
2
y .
The second term in the denominator of Eq. (3.5) is responsible for ion thermal effect and
Landau wave resonance. Note that perturbations aligned along the equilibrium magnetic field are
not considered, so the conditions ω  (kzvTe, kzvT i) are satisfied both for ions and electrons.
In a Hall thruster, the ions can be considered cold (Ti ≈ 0) and therefore the term k2⊥v2T i is
ignored, so that Eq. (3.5) can be approximated as 1
n˜i
n0
=
e
mi
k2⊥ φ
(ω − kxv0)2 . (3.6)
The general electron momentum equation is
mene
dve
dt
= −ene (E + ve ×B)−∇pe. (3.7)
The electrons are magnetized and the conditions
ω  ωce, ρe  L (3.8)
are satisfied. The electron inertia term on the left hand side can be neglected for relatively low
frequency long wavelength modes. This assumption eliminates low hybrid and modified two-
stream instabilities. Under these conditions, the electron velocity can be found in the form
ve = vE + vpe, (3.9)
where vE is the is the E×B drift and vpe is the is the diamagnetic drift, given by
vE =
b
B0
×∇φ, (3.10)
vpe = − b
enB0
×∇pe. (3.11)
1As stated before, the term k2⊥v
2
Ti is responsible for ion thermal and Landau damping effects. These effects are
better studied using a kinetic approach [44]. Since the ions are cold, it is safe to neglect these effects.
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The fluid velocity from Eq. (3.9) is used in the continuity equation
∂ne
∂t
+∇ · (neve) = 0, (3.12)
giving the following equation for perturbed electron density
∂
∂t
n+ vE · ∇n− 2nvE · ∇ lnB − 2nvpe · ∇ lnB = 0. (3.13)
Here, the terms with gradients of magnetic field appear as a result of compressibility of the E×B
and diamagnetic velocity. The compressibility is calculated assuming a low pressure plasmas so
that terms due to the equilibrium plasma current are neglected,∇×B = 0, that is, the equilibrium
magnetic field is assumed to be the vacuum field. This results in
∇ ·VE ' −2VE · ∇ lnB, (3.14)
∇ · (nVpe) ' −2nVpe · ∇ lnB. (3.15)
It is worth noticing that in a number of previous papers, such as Refs. [9, 54], the compressibility
is calculated by assuming a strictly one- dimensional magnetic field in the form B =B0 (x) ẑ and
the compressibility of electron flow was taken to be in the form ∇ · VE ' −VE · ∇ lnB. A
one-dimensional magnetic field B =B0 (x) ẑ has to be supported by a finite plasma current, which
is not typical for Hall thruster conditions where the magnetic field with high accuracy is very close
to the vacuum field.
Neglecting electron temperature fluctuations, the electron continuity equations results in the
following form of the perturbed electron density
ne
n0
=
ωn − ωD
ω − ω0 − ωD
eφ
Te
. (3.16)
Here, ωD = kyvD, ω0 = kyu0 and ωn = kyvn; vD is the magnetic drift velocity, vn is the electron
diamagnetic drift velocity and u0 is the electric drift velocity in the equilibrium electric field,
vD = −2 Te
eB0LB
, vn = − Te
eB0LN
, u0 = −yˆE0x
B0
, (3.17)
where
1
LB
=
∂
∂x
lnB(x),
1
Ln
=
∂
∂x
lnn0(x).
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Invoking quasineutrality and using Eqs. (3.6) and (3.16), the following dispersion relation is
obtained [62]
ωn − ωD
ω − ω0 − ωD =
k2⊥c
2
s
(ω − kxv0i)2 , (3.18)
whose solutions are given by
ω − kxv0 = 1
2
k2⊥c
2
s
ωn − ωD ±
1
2
k2⊥c
2
s
ωn − ωD
√
1 + 4
kxv0
k2⊥c2s
(ωn − ωD)− 4
k2y
k2⊥
ρ2s∆, (3.19)
where
∆ =
∂
∂x
ln
(
n0
B20
)[
eE0
Te
+
∂
∂x
ln
(
B20
)]
.
The instability will occur (neglecting the ion flow term v0) when
k2y
k2⊥
ρ2s
∂
∂x
ln
(
n0
B20
)[
eE0
Te
+
∂
∂x
ln
(
B20
)]
>
1
4
, (3.20)
where ρ2s = Temic
2/e2B20 is the so called ion-sound Larmor radius.
The frequency in Eq. (3.19) is similar to the electrostatic limit in Refs. [27,54]. However those
authors did not include the compressibility of the electron diamagnetic drift due to a finite electron
temperature so the ωD term in the denominator of the right hand side of Eq. (3.19) was absent. The
electron diamagnetic drift was included in Ref. [9], however part of the electron compressibility
was omitted as described above. As a result, our dispersion equation (3.19) is similar in structure
to the equation (18) in Ref. [9], but numerical factors are different. The difference occurs precisely
because of the incomplete account of electron flow compressibility in Refs. [9, 54].
Typically the electric field in the acceleration zone is large so that
eE0x
Te
>
∂
∂x
ln
(
B20
)
. (3.21)
The condition for the instability then becomes
∂
∂x
ln
(
n0
B20
)
> l−1c , (3.22)
where the parameter lc is defined as
lc ≡
k2y
k2⊥
ρ2s
(
eE0x
Te
+
∂
∂x
ln
(
B20
))
, (3.23)
and it is assumed that E0x > 0.
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For a weak electric field
eE0x
Te
<
∂
∂x
ln
(
B20
)
, (3.24)
the weaker instability may set in for
4
k2y
k2⊥
ρ2s
∂
∂x
ln
(
n0
B20
)
∂
∂x
ln
(
B20
)
> 1. (3.25)
Equations (3.22) and (3.25) define the instability boundary in the (LN , LB) space. For purely
azimuthal propagation (kx =0), and LN and LB of the same sign, the instability occurs when
LB > 2LN . When LN and LB are of opposite signs, the instability occurs for negative LB. There
is no instability when LB is positive but LN is negative. Figure 3.1 shows the contour plot of the
growth rate as a function of LN and LB for typical Hall thruster parameters (B0 = 150 G, n0 = 10
12 cm −3, u0 = -4.75 × 10 7 cm/s, Te = 10 eV, channel length=2.5 cm) and typical characteristic
lengths of the order of the channel length. The instability growth rate is in the megahertz range,
increasing towards the marginal instability boundary LB = 2LN , close to which, the maximum
growth rate is of the order of 50 MHz. The growth rates are smaller in the region where LB is
negative and LN is positive. The growth rate for fixed values of LB, as a function of LN is shown
in Fig. 3.2 and in Fig. 3.3 as a function of LB. The growth rate sharply peaks as plasma parameters
approach the instability boundary. Away from this boundary the growth rate decreases to values of
the order of 0.5-1 MHz.
A characteristic feature of the dispersion relation (3.19) is a weak dependence of the real part
of the frequency on the value of the equilibrium electric field, which enters only via the kxv0 term.
For the generic case LN ' LB ' LT ' Lφ, the real and imaginary parts of the frequency scale as
ωr ' ωcikyL, (3.26)
and
γ ' k⊥cs
√
eEx0(
L−1B − L−1N
) ' k⊥cs√eφ0
Te
. (3.27)
A notable feature of this instability is that the growth rates are maximal near the marginal
stability boundary. The real part of the frequency also increases near the stability boundary and
does not scale with the equilibrium E×B electron drift velocity. It is important to note that
the density gradient parameter LN is intrinsically related to the electric field and, effectively, the
electric field enters the dispersion relation (3.18) also via LN .
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Figure 3.1: Contour plot of the growth rate as a function of LN and LB.
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Figure 3.2: Growth rate as a function of LN for different values of LB.
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Figure 3.3: Growth rate as a function of LB for different values of LN as given by the two-
fluid model. The vertical lines correspond to the instability boundary. As can be seen from
the plots, the growth rate tends asymptotically to the values 1.56 MHz and 2.66 MHz, which
correspond to the straight horizontal lines in Fig. 3.7.
The gradient-drift instability described by Eq. (3.18) persists also in the case when there is no
gradient of the magnetic field. In this case, and assuming kx = 0, the dispersion relation reduces
to
ωn
ω − ω0 =
k2⊥c
2
s
ω2
. (3.28)
The solution of the dispersion relation (3.28) is
ω =
k2⊥c
2
s
2ωn
(
1±
√
1− 4ωnω0
k2⊥c2s
)
. (3.29)
From Eq. (3.29), the conditions for instability can be obtained as (∂/∂x) ln (n0)E0 > 0 and
4|u0|
ωci
1
LN
> 1. (3.30)
Instabilities driven by plasma density gradient and E0 ×B0 drifts were studied in ionospheric
physics [63–65], though under different conditions, either with magnetized ions [64] or unmagne-
tized but strongly collisional ions [65].
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Figure 3.4: Growth rate as a function of LN for the case with no gradients of the magnetic
field.
3.3 Electron temperature fluctuations effects
The instability described in Refs. [9,54] and revisited here is caused by an unfavorable combination
of plasma density and magnetic field gradients. It is well known however that such instabilities
can be affected by temperature gradients which were neglected by the authors of Refs. [9, 54].
Temperature gradient instabilities [66] are the main source of anomalous plasma transport in fusion
plasmas [67] and may occur both in configurations with inhomogeneous magnetic field as well as
in configurations with a uniform field. [68,69] In this section it is considered how the gradient drift
instability in inhomogeneous magnetic field may be affected by temperature gradients, which are
known to be significant for typical Hall thruster parameters [70].
When fluctuations of the electron temperature are included, the electron continuity and mo-
mentum equations are complemented by the electron energy balance equation in the form
3
2
dp
dt
+
5
2
p∇ · v +∇ · q = 0, (3.31)
which includes the electron diamagnetic heat flux
q = −5
2
p
eB0
b×∇T. (3.32)
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The electron energy equation together with the electron continuity equation, quasineutrality
and the equations for the ion component constitutes a three-field (n, T, φ) fluid model for the
gradient-drift instability, while in the two-field model, only the electron density and electrostatic
potential were included, (n, φ) . Taking into account finite electron temperature fluctuations, the
electron density equation (3.13) results in
− (ω − ω0 − ωD) n˜e
n0
+ ωD
T˜e
T0
= − (ωn − ωD) eφ
Te
. (3.33)
The temperature evolution can be found from the energy balance equation (3.31) or equivalently
from the temperature equation
3
2
n
dT
dt
+ p∇ · v +∇ · q = 0. (3.34)
Using Eqs. (3.9) and (3.32), Eq. (3.34) is reduced to the form
3
2
n
(
∂T
∂t
+ vE · ∇T
)
−2pvE ·∇ lnB+ 2T
eB0
∇ lnB ·b×∇p+ 5p
eB0
∇ lnB ·b×∇T = 0. (3.35)
After linearization, the following equation is obtained
ωD
n˜e
n0
+
(
7
2
ωD − 3
2
(ω − ω0)
)
T˜e
Te
=
(
ωD − 3
2
ω∗T
)
eφ
Te
, (3.36)
where
ω∗T = − ky Te0
eB0LT
,
1
LT
=
∂ lnTe0
∂x
. (3.37)
The coupled equations (3.33) and (3.36) for density and temperature can be solved giving the
following equations for the electron temperature and density
T˜e
Te
=
(ω − ω0 − ωD)ω∗T − 23 (ω − ω0 − ωn)ωD
(ω − ω0)2 − 103 ωD(ω − ω0) + 53ω2D
eφ
Te
, (3.38)
ne
n0
=
− (ω − ω0) (ωD − ωn) + ωD
(
ω∗T − 73ωn
)
+ 5
3
ω2D
(ω − ω0)2 − 103 ωD(ω − ω0) + 53ω2D
eφ
Te
. (3.39)
It should be noted that the models for the electron density and electron temperature used here
completely neglect the parallel electron dynamics in the direction of the equilibrium magnetic
field. Using Eqs. (3.39) and (3.6), along with the quasineutrality condition, the following cubic
dispersion relation is obtained
− (ω − ω0) (ωD − ωn) + ωD
(
ω∗T − 73ωn
)
+ 5
3
ω2D
(ω − ω0)2 − 103 ωD(ω − ω0) + 53ω2D
=
k2⊥c
2
s
(ω − kxv0i)2 . (3.40)
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The dispersion relation in Eq. (3.40), can be written as
aω3 + bω2 + cω + d = 0, (3.41)
where the coefficients a, b, c and d are given by
a = ωn − ωD,
b = −k2yc2s − ωnω0 −
7
3
ωnωD + ω0ωD +
5
3
ω2D + ω∗TωD,
c = 2k2yc
2
sω0 +
10
3
k2yc
2
sωD,
d = −k2yc2sω20 −
10
3
k2yc
2
sω0ωD −
5
3
k2yc
2
sω
2
D.
It is well known that Eq. (3.41) has complex roots (one real and two complex conjugate) if the
following condition is met:
∆ = 18abcd− 4b3d+ b2c2 − 4ac3 − 27a2d2 < 0. (3.42)
As can be seen from Eq. (3.42), the three-field model instability condition cannot be easily ex-
pressed in a succinct way, similar to Eq. (3.20).
It is important to note that temperature fluctuations remain finite even in plasmas without tem-
perature gradients. Finite temperature fluctuations occur as a result of plasma compression in an
inhomogeneous magnetic field. Note that the plasma dynamics is not adiabatic due to the finite
compressibility of the heat flux,∇·q 6= 0. In magnetized plasmas with nonuniform magnetic field
the flow of plasma density and energy are different. As a result, even in the limit of LT = ∞,
the three-field model predicts a different stability picture compared to the two-field model. In a
homogeneous magnetic field, when ωD = 0, the dispersion relation given by Eq. (3.40) reduces to
Eq. (3.28) and temperature gradient effects are not important.
Equation (3.40) is solved numerically to study the effect of the gradients of the electron tem-
perature in the three-field model. The qualitative landscape of the instability in the (LN , LB) plane
is similar to the results obtained from the two-field model, shown in Fig. 3.1, though quantitatively,
the growth rate values and the behavior change.
The growth rate profile as a function of LB and LT is shown on the contour plot in Fig. 3.6 for
LN = 0.5 cm and LN = 1.5 cm. For this characteristic density gradient lengths, the maximum
growth rates for positive values of LT is of the order of 15 MHz and 22 MHz, attained close to the
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Figure 3.5: Growth rate as a function of LN for different values of LB when LT is 1 cm.
instability boundary. It is also clear that the stability window widens for increasing positive values
of LN . For the (positive) values of LN used, the instability is also possible for negative gradients
of temperature. The value of the growth rate in this case is smaller than for positive values of LB.
Figure 3.7 shows the effects of temperature in the three-field model. For lower values of LB
(strong magnetic field gradient) the instability occurs only for a narrow window of LT values.
When the characteristic length LB increases, the instability regions becomes wider and the growth
rate decreases from a maximum value of around 10 MHz to a value of 1.56 MHz when LN =0.5
cm, and from around 20 MHz to 2.66 MHz when LN =1.5 cm. These latter values correspond
to the limit of no magnetic field gradient (LB → ∞). The same limit is recovered from the
two-field model as shown in Fig. 3.3. One of the important results obtained from the three-field
model is the stabilization of the instability for larger temperature gradients. On the other hand, in
unstable regions, the three-field model predicts higher growth rates than the ones obtained from
the two-field model. A comparison between the two-field and three-field models can be seen in
Fig. 3.7, which shows the growth rate as a function of the temperature gradient LT for different
values of LB and LN . This behaviour is to be compared with the results of the two-field model,
shown in Fig. 3.3, where the growth rate is shown as a function of LB, for two values of LN ,
namely LN = 0.5 cm and LN = 1.5 cm. Another important difference between the two-field and
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the three-field models is in the growth rates predicted for small values of the electric field, such as
the values of the electric field near the anode in a Hall thruster. The dependence of the growth rate
on the electric field is drawn in Fig. 3.8. In both cases, the growth rate increases with increasing
electric field and decreases with increasing value of LB. This corresponds to regions away from
the instability boundary. In regions where the value of the electric field is close to zero, the two-
field model predicts a non-zero growth rate. The three-field model predicts a small stable region
close to E0=0. This stable region becomes narrower as the value of LB increases. The growth rate
increases sharply close to this stability boundary. It reaches a peak and then falls and continues
to grow with the electric field. When the parameter LT increases, while LB and LN remain fixed,
the growth rate decreases, but the stable region becomes wider. This shows that the effect of the
temperature gradients is to reduce the instability when LT grows, but at the same time, regions
of stability are created in regions where LT is small, as can be seen in Fig. 3.9. This situation
can be clearly appreciated in Fig. 3.10, where the growth rate as a function of the electric field
is plotted for the parameters LN =1.5 cm and LB =2.9 cm. For these parameters, the two-field
model predicts stability, while the three-field model predicts instability for certain values of the
electric field.
The long wavelength instabilities described by Eqs. (3.18) and (3.40) have the equilibrium
electron flow as the main driving source of the instability, which is triggered by the presence of
the gradients of plasma density, temperature and magnetic field. The Hall plasma with equilibrium
electron current can be destabilized by the density gradient alone. The corresponding instabil-
ity became known as the Simon-Hoh instability [63, 71, 72]. In the purely collisionless case, it
was called the anti-drift instability [73], because of the inverse dependence of the real part of the
frequency on the drift frequency. The dispersion relation for the anti-drift mode follows from
Eq. (3.18), assuming no magnetic field gradients,
ωn
ω − ω0 =
k2⊥c
2
s
(ω − kxv0i)2 . (3.43)
The condition E0 · ∇n0 > 0 was noted as required for the Simon-Hoh instability [10]. A more
accurate condition follows from (3.18), (eE0/Te) (∂/∂x) ln (n0) > 1/ (4ρ2s).
Sakawa et al. [10] have considered the so called modified Simon-Hoh instability by including
the finite equilibrium ion velocity (in azimuthal direction) that may occur due to the partial mag-
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netization of the ion motion. The amplitude of this ion drift velocity with large Larmor radius was
estimated for Maxwellian plasma by averaging the E×B drift over the ion gyroradius [10],
vθi =
E0
B0
e−b I0(b), (3.44)
where b = k2⊥ρ
2
i >> 1 is the parameter characterizing the large (ion) Larmor radius parameter,
k⊥ ∼ L−1, L is the characteristic length scale of the electric field inhomogeneity. The resulting
dispersion relation [10] then is
ωn
ω − ω0 =
k2⊥c
2
s
(ω − kxv0i − kyvθi)2 . (3.45)
Essentially this is the anti-drift mode equation (3.43) with an additional azimuthal ion velocity.
The addition of the finite vθi to the ion response changes the real part of the frequency by an
additional factor of kyvθi, but does not affect the growth rate of the long wavelength modes in a
significant way as long as vθi < u0. The vθi velocity from Eq. (3.44) has a value of around 0.1% -
5% of u0 for the plasma parameters used here and will be neglected for the most part.
The authors of Refs. [27,54] considered the related mode in plasma with inhomogeneous mag-
netic field. They also included the electromagnetic effects and electron inertia which are not impor-
tant for typical plasma parameters in Hall thrusters. Esipchuk and Tilinin [54] have also included
the electron drift effects related to plasma density gradient. However, they have made an additional
assumption that plasma density gradient can be related to the gradient of the electric potential via
the density conservation equation and assuming the ballistic acceleration of ions. Thus, they have
used the relations
n0(x)v0i(x) = const, (3.46)
v0i
dv0i
dx
= − e
mi
E0(x), (3.47)
to find the density gradient in terms of the electron equilibrium drift velocity u0
∂ lnn0
∂x
= u0
ωci
v20i
. (3.48)
They also defined the magnetic drift velocity uB via the relation
uB =
v20i
ωci
∂ lnB0
∂x
. (3.49)
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With these definitions, the dispersion relation derived by Esipchuk and Tilinin [54] has the form
ω2pi
(ω − kxv0i)2 =
ω2pi(kyu0 − kyuB)
k2v20i(ω − kyu0)
. (3.50)
The electron inertia, electromagnetic and non-quasineutrality effects have been omitted here for
ease of comparison. As it was noted above, the latter effects are small for the typical parameters
here considered. The dispersion equation (3.50) does not contain the drift due to density gradient
explicitly since it has been replaced via the relation (3.48).
Equation (3.50) can be rewritten explicitly retaining the drift frequency so it takes the form
ωn − ω′D
ω − ω0 =
k2⊥c
2
s
(ω − kxv0i)2 . (3.51)
Here the magnetic drift frequency is defined as ω′D = −kyTe/ (eB0LB), compare this equation
with the two-fluid model equation (3.18). The difference between ω′D in Eq. (3.51) and ωD in our
two-fluid model, Eq. (3.18), is due to an incomplete account of the electron flow incompressibility
in Ref. [27]. Morozov has also neglected the compressibility of the electron diamagnetic flow [27].
As a result, an additional ωD is missing in the denominator of Eq. (3.51), compared with Eq. (3.18).
3.4 General stability analysis
In order to study the instabilities predicted by the two- and three-field models realistic profiles of
the magnetic field, electric field, plasma density and electron temperature are used. In this section
the dispersion relation for each model is solved using the plasma parameters obtained in three
different experiments [5, 6, 8] and simulations [7].
The main goal of this section is to apply the analytical results obtained earlier in this chapter
to realistic configurations of Hall thrusters [11]. It is also discussed here how the previous models
[10, 63, 71, 73] for gradient drift type modes are related to the advanced model put forward in
Ref. [11]. It is investigated how plasma parameters, such as the equilibrium E×B drift, gradients
of plasma density, temperature and magnetic field affect the characteristics, excitation conditions
and localization of the linear instabilities and it is discussed how these may be related to some
experimentally observed features, such as spoke generation. Experimental data for a 2 kW Hall
thruster from the Hall Thruster experiment (HTX) at Princeton Plasma Physics Laboratory (PPPL)
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Figure 3.6: Contour plot of the growth rate as a function of LB and LT for LN =0.5 cm and
LN =1.5 cm.
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Figure 3.7: Growth rate as a function of LT for a) LN =0.5 cm and b) LN =1.5 cm, for
different values of LB. The straight lines correspond to the values predicted by the two-field
model.
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Figure 3.8: Growth rate as a function of the electric field for LN =1.5 cm as predicted by a)
the two-field model and b) the three-field model, LT =1 cm.
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Figure 3.10: Growth rate as a function of electric field as predicted by the three-field model:
LN = 1.5 cm, LB = 2.9 cm, LT → ∞. Two-field model predicts no instability for these
parameters.
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[5, 6], numerically simulated profiles for the plasma density, potential, electron temperature and
magnetic field obtained using the numerical code HPHall-2 for the SPT-100 thruster [7] as well
as data from the CAMILA Hall thruster at the Technion-Israel Institute of Technology [8] are
used. The analytical results show a complex interaction of plasma and magnetic field gradients
in destabilizing the E×B drift flow. In a previous study [54], the density gradient was absent
as an independent parameter controlling the instability because the authors of Ref. [54] assumed
absence of ionization and neglected the ion flux divergence. Experimental data show that these
assumptions are not valid, and, as a result, the theory of Ref. [54] is inapplicable in such regions.
The plasma density gradient is retained as an independent parameter, which is critically important
for valid predictions of the stability of Hall thrusters.
3.4.1 PPPL Hall Thruster Experiment (HTX)
In Ref. [5], plasma parameters are measured for a 2 kW laboratory Hall thruster at the Princeton
Plasma Physics Laboratory. The Hall thruster has a channel length of 46 mm, an outer diameter
of 123 mm and a width of 15 mm due to the addition of two boron nitride spacers added to the
inner and outer channel walls of the channel. Plasma parameters inside the thruster were measured
using emissive and non-emissive electrostatic probes. Plasma parameters in the thruster plume
were measured using a flat electrostatic probe of 2.54 cm diameter. The detailed discussion of the
experiments and measurements are available from Ref. [5]. The plasma parameters used here are
obtained from measurements made at the midpoint between the channel walls. The plasma density,
equilibrium E0 × B0 velocity, u0, and electron temperature obtained in the experiments reported
in Ref. [5] are shown in Fig. 3.11. There are more than 400 measurement points with a distance
between each point of 0.02 cm. In these experiments, measurements were done mainly outside the
thruster channel, in the plume region from x = −0.8 cm to x = 8.0 cm (the exit plane is at x=0).
The corresponding gradients were calculated by taking a nine-point finite difference numerical
derivative (thus with a characteristic averaging length scale of 0.2 cm). The resulting values of the
gradients were again averaged. The resulting profiles are shown in Fig. 3.12. For these profiles,
the magnetic and electric field reach their peak at around x= 0 and then decay. The plasma density
is monotonically decaying as well as the temperature, except for a small region close to x=0. This
results in mainly negative gradient lengths in this region as can be seen in Fig. 3.12. With the
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gradient lengths, Eqs. (3.18) and (3.40) can be solves and a position dependent growth rate for the
instabilities predicted by the two- and three-field models can be obtained. The calculated growth
rates are shown in Fig. 3.13 for the two-field model and in Fig. 3.14 for the three-field model.
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Figure 3.11: Experimental profiles of the plasma density, magnetic field, electron equilib-
rium drift velocity, u0, and electron temperature for the HTX thruster [5]. The exit plane is
at x=0.
As can be seen from Fig. 3.13, the instability predicted by the two-field model is concentrated
in two narrow regions: from x=1.22 cm to x=1.82 cm and from x=5.54 cm to x= 6.22 cm. For the
instability to occur, the condition expressed above in Eq. (3.20) have to be met. For the profiles
in Fig. 3.11, it is clear that in the region x<1.22 cm, the second factor in Eq. (3.20), namely
1/LN−2/LB is negative but the first one, eE0/Te+2/LB is positive, resulting in this region being
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Figure 3.12: Characteristic gradient lengths for the plume region of the HTX thruster [5].
The exit plane is at x=0.
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Figure 3.13: Growth rate and frequency of the instabilities in the HTX thruster [5] as a
function of axial distance as predicted by the two-field model. The exit plane is at x=0.
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Figure 3.14: Growth rate and frequency of the instabilities in the HTX thruster [5] as a
function of axial distance as predicted by the three-field model. The exit plane is at x=0.
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stable. The region between x=1.22 cm and x=1.82 cm is characterized by 1/LN − 2/LB > 0, and
eE0/Te + 2/LB > 0, resulting in instability. In this region, since the magnetic field is decreasing
with distance, LB is negative and the electric field satisfies the following inequality
E0 >
Te
e
∣∣∣∣ 2LB
∣∣∣∣ . (3.52)
This last condition suggests that in the plume region, when the magnetic field gradient length LB
is larger than twice the density gradient length LN , the instability will occur if the electric field is
larger than a certain threshold value as expressed by Eq. (3.52). Also, 1/LN − 2/LB changes sign
from negative to positive at x=1.22 cm and eE0/Te + 2/LB changes sign from positive to negative
at x=1.82 cm. In the region between x=1.82 cm and x=5.54 cm, 1/LN − 2/LB > 0 but the electric
field is smaller than the threshold value, resulting in the instability disappearing in this region. In
the region from x=5.54 cm to x=6.22 cm, the electric field is larger than the threshold value and
the instability settles again. For x> 6.22 cm, there is that 1/LN − 2/LB < 0 and the instability
disappears.
The real part of the frequency predicted by the two-field model is negative, which is to be
expected since the real part of the frequency is determined by the sign of 1/LN − 2/LB. This
negative frequency suggests that the azimuthal phase velocity is in the same direction as the equi-
librium drift velocity u0.
The instability predicted by the three-field model is concentrated in four regions, from x=1.26
cm to 1.56 cm, from x=1.76 cm to x=1.94 cm, from x=3.34 cm to x=4.88 cm and from x=5.30 cm
to 5.68 cm. The maximum growth rate is smaller compared to the growth rate from the two-field
model. Also, apart from the region from x=3.34 cm to x=4.88 cm, the unstable region is narrower
compared with the unstable region from the two-field model. In the central unstable region, the
instability is driven by an unfavorable combination of the different gradient drift velocities. The
real part of the frequency is mainly negative except in the region from x=1.26 cm to x=1.30 cm. For
typical parameters, the stability conditions are very sensitive to the temperature gradient (within
the three-field model). In the region from x=1.26 cm to x=1.30 cm, the product of the temperature
and magnetic field gradients, the factor ωDω∗T , reaches its maximum value over all other unstable
regions (around 3×1012 Hz2), which result in the mode destabilization and change in the rotation
direction. However, this feature in the temperature gradient profile, seen Fig. 3.12, is difficult to
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Figure 3.15: Floating plasma potential for the HTX thruster [5]. The well of the plasma
potential coincides with the regions where the gradient drift instabilities are strongest. The
exit plane is at x=0.
confirm within the experimental measurements error.
The measurements in the HTX thruster reveal the existence of a special feature in the measured
floating potential, which is below the plasma potential (for Xe, 5.77 Te) [6], and shown in Fig. 3.15.
The well of the floating potential is located in the region where the growth rate of the instabilities
is strongest. This well in the floating potential is related to electron injection and this suggests
that there may be a connection between the excitation of the instabilities in the plume region and
efficiency of the electron injection in the thruster, which at the same time determines the general
discharge characteristics of the device.
3.4.2 Near-anode region of HTX Thruster
There are limited measurements of plasma parameters in the near-anode region of a 12.3 cm, 2
kW Hall thruster. In Ref. [6] measurements of plasma parameters in the near-anode region are
presented. In these experiments, three different configurations of the magnetic field were used to
study the influence of the magnetic field profile on the anode fall in a Hall thruster. The magnetic
field in the thruster is created by one inner and two outer electromagnetic coils. The currents in the
inner and in one of the outer coils is kept constant while the current supplied to the another outer
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coil, which is placed near the anode, is changed in order to produce three different configurations of
the magnetic field, B0, Bpos and Bneg [6], as shown in Fig. 3.17. The magnetic field configuration
B0 has negligible magnetic field in the near anode region, the magnetic field for configuration
Bpos is between 60 and 80 Gauss in the near anode region and between -60 and -80 Gauss for
the Bneg configuration. In the Bpos and Bneg configurations, the magnetic field in the near anode
region is comparable to the magnetic field in the acceleration region. The cusp configuration of the
magnetic field Bneg is similar to the magnetic field in other devices such as the Cylindrical Hall
Thruster (CHT) [6]. The magnetic field lines for the three configurations can be seen in Fig. 3.16.
Plasma measurements were performed in three different axial positions, at 2 mm, 7 mm and 12
mm from the anode and at three different radial positions, at the outer wall, R=62 mm, at the
midpoint of the channel, R=49 mm and near the inner wall, R=41 mm. The measured electron
temperature and plasma density at the midpoint of the channel are shown in Fig. 3.17 [6]. In this
near anode region, the instability seems to be dominated by the gradients in magnetic field, since
the variation of electron temperature and density are in general smaller. Because of this reason,
only the two-field model is used to study the instabilities in this region. The corresponding growth
rates and frequencies are plotted in Figs. 3.18 and 3.19
It is clear that the growth rate for profileB0 is zero, which can be expected since the equilibrium
E×B velocity is zero. For the Bpos configuration, both the magnetic and density gradient lengths
are positive and the growth rate has the values 1.64 MHz, 2.69 MHz and 3.96 MHz at the axial
positions x=2 mm, 7 mm and 12 mm from the anode respectively. For the Bneg configuration the
magnetic field and density gradients are both positive and the growth rates at axial positions x=2
mm, 7 mm and 12 mm from the anode are 0.99 MHz, 2.0 MHz and 2.5 MHz, respectively. The
frequencies are -4.38 KHz, -13.33 KHz and -31.92 KHz for Bpos at x=2 mm, 7 mm and 12 mm
and 1.47 KHz, 6.89 KHz and 11.65 KHz at x=2 mm, 7 mm and 12 mm.
3.4.3 SPT-100 thruster simulations
To investigate the plasma stability plasma parameters in the discharge chamber and the near plume
region obtained from simulations of SPT-100 Hall thruster with the HPHall-2 code as reported
in Ref. [7] are used. HPHall-2 is a modification [74] of the hybrid fluid/PIC axisymmetric code
HPHall [75] that includes more up-to-date wall-sheath and electron mobility models. As reported
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Figure 3.16: Magnetic field lines in the 12.3 cm Hall thruster for three magnetic field con-
figurations: B0, Bpos, and Bneg. All diagrams are drawn to scale. Figure taken from [L. Dorf
etal ., Phys. Plasmas 13, 057104 (2006)] [6].
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Figure 3.17: Three different profiles for magnetic field configuration and electron density
and temperature measured at the midpoint between the channel walls as reported in Ref. [6].
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Figure 3.18: Growth rate and frequency of the instabilities as a function of axial distance as
predicted by the two-field model for the positive magnetic field profile in Fig. 3.17.
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Figure 3.19: Growth rate and frequency of the instabilities as a function of axial distance as
predicted by the two-field model for the negative magnetic field profile in Fig. 3.17.
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in Ref. [7], the obtained plasma profiles are in good agreement with the available experimental
data for the SPT-100 thruster. Furthermore, the code has been able to reproduce with good agree-
ment the performance parameters of the SPT-100 thruster [7]. The numerically obtained plasma
parameters profiles are shown in Fig. 3.20.
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Figure 3.20: Plasma density, magnetic field, electron equilibrium drift velocity, u0, and
electron temperature profiles in SPT-100 Hall thruster obtained from HPHall-2 simulations
as shown in Fig. 10 from Ref. [7]. The exit plane is at x=2.5 cm.
The magnetic field is positive and increasing with distance in the channel region, reaching
a maximum at the channel exit and decreasing in the plume region, which results in a positive
magnetic field gradient length LB = (∂ lnB/∂x)−1 > 0 inside the channel and in a negative
magnetic field gradient length LB = (∂ lnB/∂x)−1 < 0 in the plume region. The plasma den-
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Figure 3.21: Gradient lengths for the SPT-100 Hall thruster. The exit plane is at x=2.5 cm.
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sity reaches its maximum value at a distance of x=1.5 cm from the anode, decreasing afterwards,
resulting in a positive density gradient length LN = (∂ lnn/∂x)−1 > 0 from x=0.03 cm to x=
1.5 cm and in a negative density gradient length LN = (∂ lnn/∂x)−1 < 0 after x=1.5 cm. There
is, then, a region between x=1.5 cm to x=2.5 cm where the density and magnetic field gradient
lengths are of opposite signs, with the density gradient length being negative and the magnetic
field gradient length being positive. This region is expected to be stable. The electron tempera-
ture reaches its maximum value also at the exit plane, resulting in a positive temperature gradient
length LT = (∂ lnTe/∂x)−1 > 0 inside the channel and in a negative temperature gradient length
LT = (∂ lnTe/∂x)
−1 < 0 in the plume. Similarly to the magnetic field and electron temperature,
the electric field reaches its maximum value at the exit plane. The gradient lengths for the plasma
parameters from Fig. 3.20 are plotted in Fig. 3.21.
The growth rate and frequency (of the unstable modes only) calculated by solving Eqs. (3.18)
and (3.40) are shown in Figs. 3.22 and 3.23.
For the profiles shown in Fig. 3.20, there is an unstable region inside the channel from x=0.03
cm to x=0.8 cm, that is close to the anode. This instability growth rate is in the 100-450 KHz
range, the growth rate being larger when the temperature gradients are not considered. In this
region, 1/LN − 2/LB > 0 and since the electric field and the magnetic field gradient length are
both positive, the factor eE0/Te + 2/LB is positive, resulting in instability. The real part of the
frequency is determined by the sign of 1/LN − 2/LB. In the unstable region from x=0.03 cm to
x=0.8 cm, the frequency is negative due to the factor 1/LN − 2/LB being positive. For x between
0.8 cm and 2.5 cm (exit plane), the plasma density decreases with distance while the magnetic field
is still increasing, resulting in density and magnetic field gradient lengths of opposite signs. In this
region, 1/LN − 2/LB changes sign, becoming positive, while at the same time eE0/Te + 2/LB
remains positive, killing the instability. After the magnetic field reaches its maximum value at
the exit plane, the magnetic field gradient length becomes negative. From x=2.5 cm to x=3.0 cm,
1/LN − 2/LB < 0, but the electric field is larger than the threshold value 2Te/e|LB| resulting in
this region being stable.
The growth rate predicted by the three-field model is concentrated in the regions from x=0.03
to x=0.9 cm and from x=3.0 to x=3.2 cm. In the first region the growth rate predicted by the
three-field model is considerably smaller than the one predicted by the two-field model (maximum
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Figure 3.22: Growth rate and frequency of the instabilities in a SPT-100 thruster [7] as a
function of axial distance to the anode as predicted by the two-field model. The exit plane is
at x=2.5 cm.
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Figure 3.23: Growth rate and frequency of the instabilities in a SPT-100 thruster [7] as a
function of axial distance to the anode as predicted by the three-field model. The exit plane
is at x=2.5 cm.
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values of 450 KHz and 154 KHz), whereas in the second region, the growth rate predicted by the
two-field model is just slightly larger (maximum values of 64 KHz and 43 KHz). The real part of
the frequency predicted by the three-field model follows the same pattern as the one predicted by
the two-field model. In the unstable region in the near anode region, from x=0.03 cm to x=0.8 cm,
the frequency is negative.
There is an interesting feature in the region between x=3.0 cm and x=3.2 cm, where the unstable
modes propagate with positive frequency. The change of the direction of the rotation is not related
to temperature gradients (as was the case in the HTX plume region, see Fig. 3.13b)), which is small
in this region and, therefore, the two- and three-field model give similar results. In this region,
the electric field, within the accuracy of the measurements, is smaller than the threshold electric
field, E < Ethr (situation unique among all the investigated regions), and the instability criterion is
simply determined by the sign of the factor 1/LN−2/LB; the mode is unstable for 1/LN−2/LB <
0. The sign of the real part of the frequency is only determined by the sign of 1/LN − 2/LB, so
that the unstable modes propagate with positive frequency (in the direction opposite to E0 ×B0).
Generally, the two-field model predicts that the direction of propagation of unstable modes is
directly linked to the sign of the quantity (E0 − Ethr) × B0, thus negative (in the direction of
E0 × B0 flow) for E0 > Ethr, and positive when E0 < Ethr. Some experiments with E0 × B0
plasmas do show the presence of fluctuations with rotation in the direction opposite to E0 × B0
drift [76]. Since the results here presented are very sensitive to the details of plasma parameters
profiles, at this time it cannot be confirmed that profiles measurements and postprocessing, (e.g.
profiles gradients) are accurate enough to make conclusive statements regarding the robustness
of the rotation against the direction of E0 × B0 in the experimental conditions here discussed.
Indeed, a small perturbation of the plasma plume (induced by the probe, for example) could alter
these measurements. More accurate measurements are needed to corroborate the predictions of
our model.
3.4.4 CAMILA thruster simulations
The coaxial magnetoisolated longitudinal anode thruster (CAMILA), developed at the Technion’s
Asher Space Research Institute is an effort to adapt Hall thruster technology to low power regimes
[8]. In this device, two concentric cylindrical electrodes are used as an anode. The thruster channel
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consists of the anode cavity and the dielectric walls of the thruster. The magnetic circuit produces
a longitudinal magnetic field inside the anode cavity, thus reducing the electron mobility in the
radial direction. A radial electric field is created in the direction towards the center of the channel.
The radial electric field will increase electron energy in such a way that the gas inside the cavity
will be ionized. One advantage of this configuration is that the whole length of the channel can
be used for ionization. Two configurations are currently under development, simplified CAMILA,
without anode coils and full CAMILA, with anode coils. The following discussion refers to the
simplified version of the thruster. A more detailed description of the CAMILA concept can be
found in Ref. [8] and references therein. The plasma parameter profiles for the CAMILA thruster
are shown in Fig. 3.24.
The magnetic field is positive and increasing with distance in the channel region, reaching
its maximum value at the channel exit, located at x=0, which results in a positive magnetic field
gradient length LB = (∂ lnB/∂x)−1 > 0 inside the channel, except for the region from x=-3.0 to
-2.9 cm. The plasma density reaches its maximum value at a distance of x=-0.8 cm from the exit
plane, decreasing afterwards, resulting in a positive density gradient length LN = (∂ lnn/∂x)−1 >
0 from x=-3.0 cm to x=-0.8 cm and in a negative density gradient length LN = (∂ lnn/∂x)−1 < 0
from x=-0.8 cm up to the exit plane. There is, then, a region between x= -3.0 and -2.9 and x=-
0.8 cm to x=0 where the density and magnetic field gradient lengths are of opposite signs, with
the density gradient length being negative and the magnetic field gradient length being positive.
The instability is not present in this region. The electron temperature reaches its maximum value
close to the exit plane, at x=-0.4 cm, resulting in a positive temperature gradient length LT =
(∂ lnTe/∂x)
−1 > 0 for most of the region under consideration. Similarly to the magnetic field and
electron temperature, the electric field reaches its maximum value at the exit plane. The gradient
lengths for the plasma parameters from Fig. 3.24 are plotted in Fig. 3.25.
One peculiarity of the CAMILA magnetic field is the additional presence of an axial compo-
nent. This way, the magnetic field B0 in the dispersion relations, Eqs. (3.18) and (3.40) refers to
the magnitude of the field. The growth rate and frequencies of the unstable modes calculated by
solving Eqs. (3.18) and (3.40) are shown in Figs. 3.26 and 3.27.
For the profiles shown in Fig. 3.24, there are two unstable regions close to the anode. The first
of these regions corresponds to the interval from x=-2.8 cm to x=-2.5 cm, where the maximum
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Figure 3.24: Plasma density, magnetic field, electron equilibrium drift velocity, u0, and
electron temperature profiles in CAMILA Hall thruster from Ref. [8]. The exit plane is at
x=0.
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Figure 3.25: Gradient lengths for the channel region of CAMILA Hall thruster. The exit
plane is at x=0.
84
−3 −2 −1 0
0
0.1
0.2
0.3
0.4
G
ro
wt
h 
ra
te
 (M
Hz
)
Axial position (cm)
(a)
−3 −2 −1 0−5
−4
−3
−2
−1
0
Fr
eq
ue
nc
y 
(K
Hz
)
Axial position (cm)
(b)
Figure 3.26: Growth rate and frequency of the instabilities in the CAMILA thruster [8] as a
function of axial distance to the anode as predicted by the two-field model. The exit plane is
at x=0.
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Figure 3.27: Growth rate and frequency of the instabilities in the CAMILA thruster [8] as a
function of axial distance to the anode as predicted by the three-field model. The exit plane
is at x=0.
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value for the growth rate is 280 KHz at x=-2.5 cm. The second unstable region corresponds to
the interval from x=-2.0 cm to x=-1.9 cm, where the peak of the growth rate is 367 KHz at a
position x=-2.0 cm. These two unstable regions have 1/LN − 2/LB > 0 and since the electric
field and the magnetic field gradient length are both positive, the factor eE0/Te + 2/LB is positive,
resulting in the appearance of the instability. For x between -1.9 cm and the exit plane, the plasma
density decreases with distance while the magnetic field is still increasing, resulting in density and
magnetic field gradient lengths of opposite signs. In this region, the factor 1/LN − 2/LB becomes
negative while eE0/Te + 2/LB remains positive, resulting in the disappearance of the instability.
In the unstable regions, since 1/LN − 2/LB > 0, the real part of the frequency is negative.
Using the three-field model, the instability exists from x=-2.9 cm to x=-2.4 cm and has a
maximum value of 508 KHz at x=-2.4 cm and from x=-2.1 cm and -1.7 cm, with a maximum
value of 210 KHz at x= -1.7 cm. Similar to the previous examples, the growth rate of the instability
is smaller when the temperature gradients are considered, but in this case, the unstable region is
continuous and somewhat broader than that of the two-field model. For the three-field model, the
real part of the frequency is negative.
3.5 Summary
Understanding of the turbulent electron mobility requires a detailed knowledge of the spectra of
unstable modes and their saturation levels. Quantitative information about the conditions for linear
instabilities and mode eigenvalues (real part of the frequencies and growth rates) is thus of interest.
Earlier works in instabilities in Hall thruster plasmas revealed the plasma density and magnetic
field gradients as important sources of long wavelength plasma instabilities. This problem is revis-
ited and a modified criterion for this instability is derived. The fluid model is extended to include
the dynamics of electron temperature and a three-field fluid model that includes the electron energy
equation is developed. The inclusion of two moments, density and temperature, provides a more
accurate model of the electron response. Such two-moment model, (n, T ), amounts to the two-pole
approximation of the exact kinetic response and provides a reasonably accurate description of the
exact kinetic response away from the resonances [77]. Such models were shown to be successful
in describing a wide class temperature gradient modes in fusion plasmas [77]. The possible role of
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the resonances has to be investigated with a kinetic model.
The analysis done in this chapter shows that by including the effects of a finite temperature
gradient, the instability criterion is modified, especially near the marginal stability boundary. When
temperature gradients are taken into account, there are unstable regions that were found to be stable
when only density and magnetic field gradients were taken into account.
It is important to note that gradient-drift instabilities predicted by the model here presented
are mostly aperiodic modes with γ  ωr. The two-field model predicts that the real part of
the frequency explicitly depends on the density and magnetic field gradient lengths and on the
magnitude of the external magnetic field, but not on the magnitude of the equilibrium electric
field, ωr ' − (k2⊥/ky)ωci
(
L−1N − 2L−1B
)−1. Experimental observations [12,57,78] show an inverse
dependence of the real part of the frequency on the magnetic field and an increase with the electric
field. The scaling predicted by the model shows the dependence on the magnetic field but not on
the electric field, though the electric field dependence might be implicit from the dependence on
the gradient lengths. These scaling features are similar when temperature gradients are included.
These modes have a real part of the frequency that is consistent with an azimuthal phase velocity in
the same direction as, but significantly smaller than the equilibrium E×B drift velocity. Similar
trends have been observed experimentally [61], even though, these trends were explained on the
basis of the cyclotron instabilities driven by the equilibrium electron drift.
As it was done in the previous work presented in Refs. [9, 27, 54] the electron inertia in the
transverse electron current as well as the parallel electron flow are neglected . The latter assumption
is equivalent to the condition that the wave vector component k|| along the magnetic field is zero,
while by neglecting the electron inertia, the low hybrid modes are eliminated. These conditions
are equivalent to the model of thermalized magnetic field lines introduced in [1, 17, 25].
The dispersion relations for the two and three-field models were used to study the instabilities
in four different Hall thruster configurations, using experimental and simulations results. It is in-
teresting that for all configurations, the instabilities are in the near anode and in the plume regions,
where the gradient lengths are of the same sign, the gradient length being positive for the near an-
ode region and negative in the plume region. Additionally, the instability exists in regions between
the change of sign of either one of the factors 1/LN −2/LB and eE0/Te+ 2/LB, with sharp peaks
in the regions where there is a change of the sign in the factor 1/LN−2/LB. This condition follows
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from Eq. (3.20), where both factors 1/LN − 2/LB and eE0/Te + 2/LB are required to be of the
same sign. One important result of this fact being that the Morozov condition predicts instability
in a wider spatial region than the one predicted by the model developed in this chapter. In the
plume region, where the magnetic field gradient length is negative, when the factor 1/LN − 2/LB
is positive, the instability requires that the electric field be larger than a certain threshold value
given by E0,thr = 2Te/e|LB|. If the contrary happens, that is that 1/LN − 2/LB < 0, like in the
unstable region in the plume of the SPT-100 thruster, the instability occurs if the electric field is
smaller than the threshold E0,thr = 2Te/e|LB|. In the near anode region, since the magnetic field
gradient length and the factor eE0/Te + 2/LB (for E0 > 0) are positive, the instability requires
that 1/LN − 2/LB > 0.
The highest growth rates are observed in the plume region for the HTX thruster and in the near
anode region for the SPT-100 and CAMILA thrusters. In all thrusters, the addition of temperature
gradients reduces the peak value of the instability, with the reduction being as much as 40 % for the
plume region of the HTX thruster, 60 % for the near anode region of the SPT-100 thruster and 50 %
for CAMILA. In the near anode region of the HTX thruster, the magnetic field gradient dominates
over the density and temperature gradients and the predictions of the two- and three-field model
do not differ considerably.
The conditions for the instability are different depending on the sign of plasma density and
magnetic field gradients. The particular conditions existing in the different thrusters under consid-
eration are summarized in Table 3.1. In the near anode region, where the gradients of the magnetic
field and density are both positive, the instability is driven by large density gradient, while the
magnetic field gradient is stabilizing. In the plume region, where the gradients of the magnetic
field and density are both negative, either magnetic field gradient or the density gradient can be
destabilizing, depending on the amplitude of the electric field.
The azimuthal phase velocity of the instabilities, defined as ωr/ky has a peak value of around
-15000 m/s for the plume region of HTX (outside the thruster channel). For the anode region of
the HTX the azimuthal phase velocity is -1500 m/s with the Bpos configuration and 600 m/s with
the Bneg configuration. The azimuthal phase velocity in the thruster channel reaches a maximum
value of around -400 m/s for the SPT-100 and of - around -250 m/s for CAMILA. These values
are close to the azimuthal phase velocities for the rotating spoke instability observed inside the
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Thruster Near Anode (LB, LN > 0) Plume (LB, LN < 0)
HTX [5] no data I
HTX [6] I no data
SPT-100 [7] I II
CAMILA [8] I no data
Table 3.1: Conditions for instability in different regions of Hall thrusters.
Condition I: 1
LN
− 2
LB
> 0, E > Ethr. Condition II: 1LN − 2LB < 0, E < Ethr.
thruster channel [30].
It is interesting to note that despite the difference in design, all configurations here studied
show that the instabilities are concentrated in the near anode and in the plume regions (as far as
available data show) and that they are absent in the acceleration region of the thrusters, close to the
maximum values of the electric and magnetic fields.
The primary driving source of the long wavelength instabilities here studied is the equilibrium
electron current. The instability can be triggered by collisions, as considered in Ref. [13] or by
gradients of plasma density, temperature and/or magnetic field. Various approximations lead to
several different models. The result from the two-fluid model presented in this chapter differs in
numerical factors from the model by Kapulkin, discussed in Ref. [9], because of their incomplete
account of the electron compressibility. In Fig. 3.28, the growth rate of the instabilities derived
by Kapulkin (Eq. 19 in Ref. [9]) is compared with the growth rate predicted by the two-field
model. The growth rate for the anti-drift instability from Eq. (3.43) is also shown in the same
figure. The growth rate predicted by the Kapulkin model is larger than the one predicted by the
two-field model in the near anode region, but it is smaller in the plume region. The growth rate is
significantly smaller without the gradients of the magnetic field as, as predicted by Eq. (3.43).
The real part of the frequency for various discharges is shown in Figs. 3.13, 3.14, 3.22, 3.23,
3.26 and 3.27. The mode phase velocity is typically in the same direction as E×B drift (which is
negative in our notations) but it is not related to the E×B drift directly. Rather, it is determined
by the inverse of the ωn−ωD frequency (see Eq. (3.18)). As a result, the real part of the frequency
scales inversely with the ion mass, ωr ∼ m−1i while the growth rate has an inverse dependence on
the square root of the ion mass, γ ∼ (mi)−1/2. The phase velocity of this mode is roughly one order
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Figure 3.28: Growth rate of the instabilities for the a) HTX thruster, b) SPT-100 and c)
CAMILA, as predicted by the two-field model, Eq. 19 from Ref. [9] and antidrift instability
[10, 11].
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Figure 3.29: Growth rate of the instability as predicted by the two-field model and by
Eq. (3.50) for a) HTX thruster, b) SPT-100 and c) CAMILA.
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Figure 3.30: Product n0v0i for the a) HTX thruster, b) SPT-100 and c) CAMILA.
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of magnitude lower than the E×B velocity (for the typical parameters under consideration). This
result is consistent with the spoke phase velocity measured experimentally [30]. The inverse mass
dependence also seems generally consistent with other experimental results [79]. This may suggest
that the drift gradient modes are responsible for the spoke phenomena and no critical ionization
phenomena may be involved. As was noted by Sakawa, the partial magnetization of ion motion
results in the additional term kyvθi to the real part of the frequency [10]. This is the regime of the
so called modified Simon-Hoh instability. The calculation of the average ion drift velocity vθi in
general requires a knowledge of the global electric field profile and it is not attempted here. An
estimate based on Eq. (3.44) predicts that the kyvθi contribution may be comparable or may exceed
the real part of the frequency for the anti-drift mode in Eq. (3.18), thus changing the scaling for
the real part of the mode frequency from 1/mi for the anti-drift mode to 1/
√
mi for the modified
Simon-Hoh mode [10]. It is worth noting though that near the marginal stability boundary, the
effect of the magnetic field gradient results in higher values of the real part of the frequency, so
that the role of the ion azimuthal drift may be less pronounced.
Esipchuk and Tilinin have considered a physically similar model of the gradient drift instability
but they used the relations (3.46) and (3.47) to express the density gradient via the electric field,
resulting in Eq. (3.50). The solution of Eq. (3.50) is compared with the solution to the two-field
model dispersion relation (Eq. 3.18) for the profiles in Figs. 3.11, 3.20 and 3.24 in Fig. 3.29. As
can be seen from Fig. 3.29, there is a substantial difference between these models. Essentially,
the model of (3.50) does not predict the instability in most of the regions. Should this model be
used with the actual density profile, as in Eq. (3.51), the predictions will be similar to the Kapulkin
model, with only quantitative differences with the two-fluid model as shown in Fig. 3.28.
As was noted above, the derivation of the dispersion relation (3.50) is based on the assumption
that n0v0i remains constant. The data confirms that the assumption that n(x)v0i is constant is
not met, especially near the channel exit, as can be seen from Fig. 3.30. Therefore, the model
of Ref. [54], which is typically used in the form given by Eq. (3.50), gives significantly different
results, due to the discrepancy of the ion density profile from the condition n(x)v0i = constant.
The deviation of n(x)v0i from a constant value may be related to several factors, such as the radial
divergence of the ion flow and to ionization processes. In addition to the modification of the
equilibrium density profile, ionization process may lead to specific ionization instabilities [56],
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which are not considered here.
Ducrocq et. al. [28] also studied the high frequency, short wavelength instability excited by
the resonances between the term kyu0 and harmonics of the electron cyclotron frequency nωce.
Such instabilities cannot be described by fluid theory presented in this chapter. According to
Ref. [28], for the typical Hall thruster parameters, this instability is robust with respect to the
gradients of plasma density and exists mainly in the exit plane of the Hall thruster, where the
E × B drift velocity is maximal. This instability occurs as a result of coupling of the electron
cyclotron mode and the ion sound and was studied in detail in Refs. [80–83]. These modes are
typically highly aperiodic (with growth rates exceeding the real part of the frequency by orders
of magnitude), which is consistent with some features observed experimentally [60]. Nonlinear
theory and simulations [80–83] predict that due to large wave-vector, these modes saturate at low
amplitudes and do not lead to significant anomalous transport.
The main emphasis in this chapter was on the analysis of azimuthal modes (with finite ky). Note
that according to (3.18), the drift gradient mode may also acquire the axial group velocity due the
ion motion in axial direction. Such transit ion modes were studied in Refs. [29, 84], though the
destabilization mechanisms considered in Refs. [29,84] were due to collisions and ionization. The
analysis presented in this chapter shows that drift gradient effects may also lead to the excitation
of modes with ion group velocity in the axial direction.
The conditions for the linear excitation, the general mode characteristics such as frequency
and growth rate, as well as the localization of the gradient drift modes studied here, are consistent
with some experimental features, and thus may be responsible for anomalous electron mobility
and nonlinear structures. The investigations of the latter require nonlinear theory and nonlinear
simulations.
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CHAPTER 4
WALL CURRENT CLOSURE EFFECTS ON PLASMA AND
SHEATH FLUCTUATIONS IN HALL THRUSTERS
4.1 Introduction
The fluctuating closure current to the wall may destabilize the ion sound type modes in systems
with E0×B0 electron drift [33]. The closure of the electron current parallel to the wall has strong
influence on the steady state collisional electron transport. This phenomenon is well documented
and it is known as Simon short circuit effect [85–87]. As it was shown in Ref. [33], the ion sound
dynamics is strongly modified due to the current closure in the wall sheath leading to the instability.
It is shown that this instability strongly depends on the dielectric properties of the wall material.
How the sheath induced instability manifests itself for the specific conditions of the Hall thrusters
is the subject of study of the present chapter.
4.2 Sheath boundary conditions and sheath induced instabili-
ties
An important feedback mechanism in a finite length plasma arises when the sheath boundary con-
ditions are included. The sheath boundary conditions determine the electron current to the walls,
resulting in the coupling of the perturbed plasma density and potential to produce the instabilities.
Consider a plasma between two walls separated by a distance of 2H , where the equilibrium mag-
netic field B0 = B0z˜ is in the radial direction normal to the walls, the equilibrium electric field
E0 = E0xˆ is in the axial direction and the electrons drift along the azimuthal y direction with a
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velocity v0 = E0×B0/B20 as in a Hall thruster (see Fig. 4.1). In the stationary state, the ion current
to the sheath is equal to the Bohm current
Ji0 = en0cs, (4.1)
while the electron current is determined by electrons in the tail of the (Maxwellian) distribution
function with energies above the potential drop in the sheath φ0 = φp−φw, where φp is the plasma
potential at the plasma-sheath edge and φw is the wall potential
J0e = −en0vTe
2
√
pi
exp
(
−e(φp − φw)
Te
)
. (4.2)
In stationary state, the total current into the sheath is zero i. e. J0e + J0i = 0. The perturbed ion
and electron currents are determined by the density, potential and temperature perturbations from
Eqs. (4.1)–(4.2) as
J˜i =
(
n˜i
n0
+
1
2
T˜e
Te0
)
J0i, , (4.3)
J˜e =
[
n˜e
n0
+
1
2
T˜e
Te0
−
(
e(φ˜p − φ˜w)
Te
− Λ T˜e
Te0
)]
J0e, (4.4)
where Λ = ln
√
mi/2pime. The parallel current to the sheath is the sum of the ion and electron cur-
rents from Eqs. (4.3)–(4.4). The total sheath current can then be expressed, neglecting temperature
fluctuations, as [33]
J˜sh =
e2n0cs
Te
(
φ˜p − φ˜w
)
. (4.5)
If there is a conductive wall, φ˜w = 0, the sheath current is equivalent to a dissipation, the so
called sheath resistivity [88–91]. In the case of a dielectric wall, one can assume that due to
current conservation, the current at the plasma sheath edge is equal to the displacement current
in the dielectric wall. Using the potential at the wall as a boundary condition and assuming that
kzH >> 1, where H is the half width of the channel, the potential at the wall can be written as
function of the potential in the wall plasma [33]
φ˜w = φ˜p
1
1− iεω |ky| cs/ω2pi
, (4.6)
where ε is the dielectric constant of the wall material and ωpi is the ion plasma frequency. Using
Eqs. (4.5) and (4.6), the current into the sheath can be written as a function of the perturbations of
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Figure 4.1: The schematics of the instability is driven by the component of the perturbed
parallel current that is directed into the regions of positive charge (shown with “+”), thus
enhancing the initial perturbation.
the plasma potential as
J˜sh = −e
2n0cs
Te
φ˜p
iK
1− iK , (4.7)
where K ≡ εω |ky| cs/ω2pi. The value of the K parameter depends on the mode wave-vector ky
and the dielectric constant ε.
The expression for the sheath current that couples perturbed plasma density, potential and cur-
rent can be used to derive dispersion relations for two types of modes. One of these modes is
characterized by long wavelengths such that H∂/∂z << 1, while the other modes take into ac-
count the variations along the magnetic field. In both cases, the modes are rendered unstable due
to the parallel component of the current that is directed into the regions of positive charge and
enhances the initial perturbations as illustrated in Fig. 4.1.
To study the long wavelength global modes, consider a long plasma tube between the walls
z = −H and z = H (see Fig. 4.1).
The electron and ion continuity equations, neglecting variations along the axial direction, can
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be written as
∂n˜e
∂t
+ u0
∂n˜e
∂y
− 1
e
∂J˜||e
∂z
= 0, (4.8)
∂n˜i
∂t
− i en0
miω
∂2φ˜
∂y2
+
1
e
∂J˜||i
∂z
= 0. (4.9)
The average density and potential are introduced as
n ≡ 1
2H
∫ H
−H
n˜dz, (4.10)
φ ≡ 1
2H
∫ H
−H
φ˜dz, (4.11)
and the ion and electron continuity equations can be averaged, assuming an odd parity for the
parallel currents (J||(−H) = −J||(H)), to produce
−i(ω − ω0)n− J‖e(H)
eH
= 0, (4.12)
−iωn+ ien0
k2yφ
ωmi
+
J‖i(H)
eH
= 0, (4.13)
where the J‖e(H) and J‖i(H) are the electron and ion currents at the sheath boundary, given by
Eqs. (4.3)–(4.4),
J||i(H) =
n(H)
n0
J0i, (4.14)
J||e(H) =
n(H)
n0
J0e +
iK
1− iK
e
Te
φ(H)J0e. (4.15)
From Eqs. (4.10)–(4.15), it can be seen that the electron current exhibits a Doppler shift while
the ion current does not. Introducing the sheath collision frequency, νsh = cs/H , and using the
expressions obtained for the currents above, the perturbed average ion and electron densities are
given by [33]
ni
n0
=
k2yc
2
s
ω(ω + iνsh)
eφ
Te
, (4.16)
ne
n0
=
νshK
(1− iK) (ω − ω0 + iνsh)
eφ
Te
, (4.17)
Using quasineutrality and assuming that K < 1 (dielectric), the following dispersion relation is
obtained [33]
ω2 (ω + iνsh) =
|ky| csω2pi
ενsh
(ω − ω0 + iνsh) . (4.18)
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The mode described by Eq. (4.18) has an unstable root for ω < ω0, given by
ωr ' γ '
(
−ω0|ky|csω
2
pi
ενsh
)1/3
, (4.19)
which corresponds to a reactive instability of the negative energy mode. In the opposite limit,
K >>1, the instability becomes dissipative with a corresponding complex frequency of
ω = ±
(
i
ω0k
2
yc
2
s
νsh
)1/2
. (4.20)
The transition between two limits, K < 1 and K > 1, is controlled by the mode frequency and
the value of the dielectric constant ε. The limit of an infinitely conducting wall is obtained in the
formal limit of ε→∞.
In the analysis presented in this chapter the ion convection along the channel is neglected.
The effect of the ion convection is manifest in the inclusion of the term kxV0i, where kx is the
wavevector in the axial direction and V0i =
√
2eφ/mi is the equilibrium ion velocity due to the
electric field. When this term is included, the dispersion relation for the long wavelength (global)
modes, given by Eq. (4.18) becomes
ω(ω − kxV0i) (ω − kxV0i + iνsh) =
|ky| csω2pi
ενsh
(ω − ω0 + iνsh) . (4.21)
For the Hall thruster parameters under consideration in this chapter, the maximum ion equilibrium
velocity is of the order of 104 m/s, which results in the ion convection frequency kxV0i of around
104 rad/s at most. Since the frequencies calculated for both the local and global modes are both
much larger than kxV0i, it is expected that theses modes will not be severely affected by the ion
convection term and they can be safely ignored.
The local modes are obtained when the variations along the magnetic field are taken into ac-
count. The eigenmodes obtained in this case have a dependence on both the z (parallel to the
magnetic field) and y (perpendicular to the magnetic field) coordinates. In general, these perturba-
tions can be expressed as the sum of a mode with both z and y dependence and a boundary mode
that depends only on y
φ = [φ0 cos(kzz) + φb] e
i(kyy−ωt), (4.22)
n =
en0
Te
[
φ0 cos(kzz) + φb
k2yc
2
s
ω2
]
ei(kyy−ωt). (4.23)
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Here, ω is the ion sound frequency, ky is a free parameter determined from the geometry and
boundary conditions of the region of interest and kz is an eigenvalue that is calculated from the
solvability condition of the linear system obtained from the ion and electron continuity and mo-
mentum conservation equations.
Coupling to the sheath follows from the averaged electron and ion equations (4.12)–(4.13),
where now the average potential and density over the region from z = −H to z = H can be
calculated using Eqs. (4.22)–(4.23) to produce
φ =
[
φ0
sin (kzH)
kzH
+ φb
]
exp (−iωt+ ikyy) , (4.24)
n =
en0
Te
[
φ0
sin (kzH)
kzH
+ φb
k2yc
2
s
ω2
]
exp (−iωt+ ikyy) . (4.25)
Replacing the values for the currents in Eqs. (4.14)–(4.15) and the averaged density and poten-
tial from Eqs. (4.24)–(4.25) in the electron continuity equation (4.12), one obtains
φb
(
−i(ω − ω0)
k2yc
2
s
ω2
+ νsh
k2yc
2
s
ω2
+ νsh
iK
1− iK
)
+ φ0
(
−i(ω − ω0)sin kzH
kzH
+
νsh cos kzH
1− iK
)
= 0. (4.26)
Using quasineutrality, the ion continuity equation (4.13) can be written as
iω0n+ i
en0
ωmi
k2yφ+
1
eH
iK
1− iK
e
Te
φ(H)J0e = 0,
or
φ0
(
iω0
sin kzH
kzH
− ik
2
yc
2
s
ω
sin kzH
kzH
+
iKνsh cos kzH
1− iK
)
+
φb
(
−i(ω − ω0)
k2yc
2
s
ω2
+ νsh
iK
1− iK
)
= 0. (4.27)
From Eqs. (4.26)–(4.27), a 2× 2 linear system for φb and φ0 cos(kzH) is obtained. The solvability
condition for this system of equations yields the dispersion relation for the small scale (local)
modes [33]
tan (kzH)
kzH
×
[
ω0 −
k2yc
2
s
ω
− iω (ω − ω0)
νsh
(
1− k
2
yc
2
s
ω2
)
+iω
(
ω2
k2yc
2
s
− 1
)
K
1− iK
]
+
[
ω − ω0 + νsh
1− iK − νsh
ω2
k2yc
2
s
K
1− iK
]
= 0. (4.28)
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The eigenvalues for ω can be obtained by solving Eq. (4.28) together with the dispersion relation
for the ion sound waves, ω2 = (k2y +k
2
z). The local and global modes dispersion relation have been
studied in detail in Ref. [33]. The dispersion relations predict perturbations which have azimuthal
phase velocity in the direction of the electron E0 × B0 drift. The growth rate and absolute value
of the frequency of the unstable modes grow with the height of the channel, and the electron drift
velocity ω0. The growth rate also exhibits a 1/
√
mi dependence. The absolute value of the real
part of the frequency and the growth rate tend to decrease with increasing dielectric permittivity
but they do not completely disappear in the limit ε→∞ which would correspond to the case of a
fully conducting wall with φw = 0.
4.3 Sheath induced modes in Hall thruster
The instabilities studied in the previous section can be thought of as resulting from a positive feed-
back mechanism between the Doppler shifted parallel electron current and fluctuations of plasma
density and potential. In this section how these instabilities may manifest themselves for specific
conditions of the Hall thruster is investigated. As an example, generic parameters from the 1 kW
Laboratory Hall thruster developed at the PPPL Hall Thruster Experimental facility [12, 92] are
used. This thruster has a channel made of boron nitride ceramic (BN) and has length of 90 mm
(from anode to channel exit) and a mean radius of 36 mm [92]. For this study measured plasma
parameters for the acceleration and exit region of the thruster as reported in Ref. [12] are used.
The growth rate and frequency obtained from Eqs. (4.18) and (4.28) using the plasma param-
eters corresponding to the 1 kW Laboratory Hall thruster are shown in Fig. 4.2. The instabilities
are present in the region that extends from 8 mm upstream from the channel exit to the exit of the
channel. The growth rate and the real part of the frequency of the instabilities predicted by the
global modes in Eq. (4.18) reach a maximum value of f=2.88 MHz and γ=3.53 MHz 2 mm up-
stream from the channel exit. The growth rate and the real part of the frequency of the instabilities
predicted by the local modes in Eq. (4.28) reach a maximum value of f=2.88 MHz and γ=3.53
MHz, also 2 mm upstream from the exit of the thruster channel. It turns out that for these param-
eters, the growth rate and frequency for the global and local modes are almost identical. These
calculated frequencies are of the same order of magnitude as the azimuthal modes experimentally
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Figure 4.2: Frequency and growth rate of the instabilities in the 1 kW Laboratory Hall
thruster [12] as a function of axial position from the channel exit as predicted by Eqs. (4.18)
and (4.28); ky = 28 rad/m (m=1). The anode is located at x = -36 mm.The exit plane is at
x=0.
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Figure 4.3: Azimuthal phase velocities of the instabilities in the 1 kW Laboratory Hall
thruster [12] as a function of axial position from the channel exit as predicted by Eqs. (4.18)
and (4.28)for different mode numbers and the equilibrium E0 × B0 electron drift velocity,
ky = m/r, r = 3.6 cm. The anode is located at x = -36 mm. The exit plane is at x=0.
observed by Litvak et. al [12]. The calculated azimuthal phase velocity of the instabilities for
the lowest azimuthal mode number (m=1) is shown in Fig. 4.3. The azimuthal phase velocity for
the global modes reaches a maximum value of 6.52×105 m/s at 2 mm upstream from the channel
exit. The maximum value for the azimuthal phase velocity of the local modes is reached at 2 mm
upstream from the channel exit and has a value of 6.52×105 m/s. The equilibrium E0 ×B0 elec-
tron drift velocity has a maximum value of 2.25×106 m/s also at 2 mm upstream from the channel
exit. Thus the phase velocities of both local and global modes are below the equilibrium electron
drift velocity, meaning that the instability is of the negative energy type. The phase velocity of the
unstable modes reported by Litvak et. al has a maximum value of the order of 1.75×106 m/s also
at 2 mm upstream from the channel exit. The instability reported in the current Chapter is also
characterized by having a real part of the frequency that decreases with increasing magnetic field
and increases with increasing electric field as can be seen in Fig. 4.4. These results in general agree
with the results obtained by Litvak et. al, as can be compared with Fig. 7 from Ref. [12].
Another thruster configuration of interest is the SPT-100 Hall thruster. The SPT-100 thruster
has dielectric walls made of Borosil (BNSiO2) with a dielectric constant, ε, of 3.50-3.75. The chan-
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Figure 4.4: Frequency of the modes predicted by Eqs. (4.18) (a) and (4.28) (b) as a function
of the magnetic field for different values of the electric field in 1 kW Laboratory Hall thruster
[12]. ky = 28 rad/m (m=1).
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Figure 4.5: Frequency and growth rate of the instabilities in a SPT-100 thruster [7] as a
function of axial position from the channel exit as predicted by Eqs. (4.18) and (4.28); ky =
20 rad/m (m=1). The exit plane is at x=0.
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Figure 4.6: Azimuthal phase velocities of the instabilities in a SPT-100 thruster [7] as a
function of axial position from the channel exit as predicted by Eqs. (4.18) and (4.28) for
different mode numbers and the equilibrium E0 × B0 electron drift velocity, ky = m/r,
r = 5 cm. The exit plane is at x=0.
nel width is 0.75 cm and the mid radius of the thruster is 5 cm [7]. The growth rates and frequency
obtained from Eqs. (4.18) and (4.28) using the plasma parameters in the discharge chamber the of
SPT-100 Hall thruster obtained by Hoffer with the HPHall-2 code [74, 75] as reported in Ref. [7]
are shown in Fig. 4.5. For these conditions, the instabilities are present in the region located 9 mm
upstream from the channel exit for the local modes. The global modes predict instability for the
channel region but the growth rate is small reaching a value of 1 MHz at around 8 mm upstream
from the channel exit and a maximum value of 3.03 MHz 2 mm upstream from the exit plane. The
real part of the frequency of the instabilities predicted by the global modes Eq. (4.18) reaches a
value of 2.554 MHz at the exit of the channel while the frequency for the local modes reaches a
value of 2.5 MHz at the channel exit. These values correspond to azimuthal phase velocities at the
exit plane of 8.03×105 m/s for the both the global and local modes. Similarly to the case with the
1 kW Laboratory Hall Thruster, the real part of the frequency and the growth rates for the local and
global modes are equal. At the exit plane, the equilibrium E0×B0 azimuthal velocity is 2.40×106
m/s, which means that the instabilities are of the negative energy type.
These results for the SPT–100 parameters are similar to high frequency instabilities reported
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by Lazurenko et. al [21]. Lazurenko et. al studied high frequency instabilities in the 1.5 kW
SPT-100ML and 5 kW PPS-X000ML Hall thrusters. They observed a high frequency mode in the
region directly downstream from the peak of the magnetic field inside the channel and in the near
exit region that propagates azimuthally with a phase velocity of 2.0× 106 m/s, which corresponds
to a frequency of 7-9 MHz for the lowest azimuthal mode [21]. This velocity is close to the
expected electron equilibrium E0 ×B0 velocity. The real part of the frequency of the instabilities
reported by Lazurenko et. al increases with increasing discharge voltage (see Fig. 10 in Ref. [21]).
Also, a decrease of the frequency with increasing magnetic field in the PPS-X000ML Hall thruster
is reported [21], similar to the trend observed in the experiments from Ref. [12].
As noted above, in the channel exit region the real part of the frequency and the growth rate of
the instabilities predicted by both global and local dispersion relations are almost identical. The
frequency of the local modes, ω, and eigen-value wavenumber in the direction parallel to the
magnetic field, kz, are calculated using the ion sound frequency and (4.28). For the frequencies
predicted by the local modes in the channel exit region, the obtained wavenumber parallel to the
magnetic field results in the small value of the factor tan(kzH)/kzH  1. Taking this into account,
the equation for the local modes in the region close to the channel exit can be written as
k2yc
2
s(ω − ω0) = ω2
νshK
1− iK . (4.29)
In the exit region K << 1 and the sheath collision frequency νsh is much smaller than both the
frequency of the instabilities and the electron drift frequency, which allows to write the equation
for the local modes in this region as
ω3 =
|ky| csω2pi
ενsh
(ω − ω0) , (4.30)
which is the same as the dispersion relation for the global modes, Eq. (4.18), under the assumption
that νsh << ω, ω0. Another result obtained from the solution to the eigenvalue problem for kz is
that in Eqs. (4.22)–(4.23) for the potential and density perturbations, φb >> φ0, which means that
the potential and density perturbations are mainly boundary modes that depend on the azimuthal
coordinate similar to the global modes.
It is possible to estimate the magnitude of the axial current produced by these fluctuations
using quasilinear estimates. The perturbations of the azimuthal electric field produce the axial drift
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velocity
v˜ex =
E˜y
B0
. (4.31)
This perturbed electron drift results in the axial electron current, whose time average can be calcu-
lated at each point along the channel as〈
J˜ex
〉
=
1
2
Re (en˜ev˜∗ex) . (4.32)
Using the expression in Eq. (4.16) for the perturbed plasma density, assuming quasineutrality,
and with the azimuthal electric field given by the potential perturbations E˜y = −ikyφ, the averaged
axial electron current is calculated as〈
J˜ex
〉
=
e2n0k
3
yc
2
s
2B0Te
|φ|2
|ω|2|ω + iνsh|2ωr(2γ + νsh). (4.33)
This estimate can be written in the form〈
J˜ex
〉
' n0Tek
3
yc
2
s
B0
e2|φ|2
T 2e |ω|2
, (4.34)
assuming |ω| ' ωr ' γ. For (purely) sound waves with ω ' kycs, and e |φ| /Te ' 1, this estimate
would lead to the Bohm like current
〈
J˜ex
〉
∼ n0Teky/B0, ky = m/r, where m is the azimuthal
wave number and r is the radius. Note that potential fluctuations of the order of |φ|=10 V were
observed in experiments [21, 93] for the exit region.
However, for the boundary modes considered here, the equation (4.34) predicts much lower
amplitude of the axial current because the amplitude of the density fluctuations, that is proportional
to the ratio k2yc
2
s/ω
2, see Eq. (4.16), is small for the modes under consideration. Suppression of the
amplitude of the density response (with respect to the amplitude of potential fluctuations) occurs
as a result of the current constrain at the sheath, Eqs. (4.14) and (4.15). It is important to note that
the sheath response depends on the dielectric constant of the wall material. In the limit of high ε,
the mode frequency and growth rate decrease [33]. In this regime, using (4.20) the axial current
estimate in Eq. (4.34) takes the form〈
J˜ex
〉
' n0Teky/B0 (νsh/ω0) (e |φ| /Te)2 . (4.35)
Numerically, for typical thruster parameters, |φ| ' 10 V, azimuthal wavenumber m =100, and
permittivity ε =100, the axial current calculated with Eq. (4.34), is of the order of 102 A/m2, which
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is consistent with typical experimental values. The current amplitude decreases with an increase of
the magnetic field (downstream towards the exit). The current decrease with the magnetic field is
weaker thanB−10 . Note that in the ε→∞ limit, the magnetic field dependence formally disappears
in Eq. (4.35). The self-consistent evaluation of the anomalous current requires a nonlinear theory
to determine the amplitude of the fluctuations as well as the effective wave number.
4.4 Summary
The stationary E0×B0 flow of magnetized electrons is a powerful source of free energy in plasmas
with unmagnetized ions. There is a variety of bulk plasma modes that are driven unstable due to
gradients of magnetic field, plasma density, collisional and ionization effects [9, 11, 13, 28, 29, 54,
94, 95] and that may be sources of turbulent transport. Near-wall collisions are also considered as
a possible contribution to anomalous current [17, 93]. Additionally, it was earlier noted that the
wall material affects the electron transport [96]. In this chapter the positive feedback mechanism
between the plasma current into the sheath and potential fluctuations in the bulk plasma is analyzed.
This mechanism, resulting in bulk plasma and sheath fluctuations, is sensitive to the dielectric
properties of the wall material.
The instabilities discussed in the present chapter are located in the region around the peak of
the magnetic field. They have a real part of the frequency in the 1-10 MHz range, which results
in an azimuthal phase velocity of the order of 6.52× 105 - 8.03× 105 m/s for the lowest azimuthal
wavenumber m =1. This phase velocity is lower than, but of the same order of magnitude as the
equilibrium E0×B0 electron drift velocity. Similar propagation characteristics have been observed
experimentally by Litvak et. al [12] and Lazurenko et. al [21] for different types of Hall thrusters.
The real part of the frequency of both the global and local modes in Eqs. (4.18)–(4.28) de-
creases with increasing magnetic field and increases with increasing electric field, similar to what
was observed in experiments by Litvak et. al and Lazurenko et. al, as can be seen in Fig. 4.4.
This is also consistent with the observation that the maximum values of both the real part of the
frequency and the growth rate correspond to the region of the maximum of the equilibrium E0×B0
velocity.
It is worth to note that the characteristic phase velocity of the modes studied in our work is
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weakly sensitive to the mode number, as shown in Figs. 4.3 and 4.6. For higher mode numbers,
the mode frequency increases, while the phase velocity decreases. In these regimes, the kinetic
electron cyclotron effects need to be included, which is outside the scope of this dissertation.
Tsikata et. al have observed fluctuations in the 5 kW PPS-X000ML Hall thruster that are located
outside of the peak of the magnetic field and have the real part of the frequency of around 4.5 MHz
and the wavelengths of the order of the electron cyclotron radius [60, 61]. These instabilities are
characterized by a phase velocity much smaller than the E0 × B0 equilibrium drift velocity and
have an origin in the resonance of the electron cyclotron frequency with the azimuthal electron
drift frequency ω0 [28, 60, 61].
Wall material effects manifest themselves via the dielectric permittivity of the wall. The walls
of the Hall thrusters studied are made of Boron Nitrate (1 kW PPPL Laboratory Hall Thruster)
and Borosil, BNSiO3, (SPT-100), whose permittivity can increase with temperature. The thruster
walls can reach temperatures of the order of 500oC, which may result in a permittivity as high as
50. In the present discussion purely dielectric wall materials (real ε) are considered. The more
general case of finite conductivity (complex permittivity ε) is not studied here, though the case
of ideally conducting wall can be reproduced in the limit ε → ∞. The results presented in this
chapter indicate that the dielectric properties of the wall material act as an additional parameter
that may affect the electron transport and thruster performance and thus are complementary to the
secondary electron emission (SEE) effects which are also important for the electron transport in
the thruster [96]. It is interesting to note that the possible influence of the dielectric properties
of the wall material on the thruster performance was noted in Ref. [97]. In that paper, the effect
of the dielectric properties of the wall material was considered with the example of ion sound
waves neglecting electron inertia, finite Larmor radius and plasma gradients. The latter effects
were shown to be important for the conditions of the Hall thruster and the related instabilities were
studied in connection with the problem of anomalous transport [9,11,28,54,94]. It is expected that
wall properties will also be important for such modes.
111
CHAPTER 5
NONLINEAR SIMULATIONS AND ANOMALOUS
ELECTRON TRANSPORT IN HALL THRUSTER PLASMA
5.1 Introduction
It is well established experimentally that in the acceleration and near plume regions of a Hall
thruster, the classical resistivity (mobility) is not sufficient to explain experimental results. Fluc-
tuations driven by various instabilities are thought to be the main mechanism responsible for the
anomalous transport observed in Hall thrusters.
The full picture of the instabilities in Hall plasmas is complex and, for typical experimental
conditions, likely involves a number of interacting modes which require numerical simulations.
Particle-in-cell kinetic simulations offer a first principles description that has provided valuable
results on plasma dynamics [31, 98–101]. Such fully kinetic nonlinear simulations could be the
most realistic approach to study the experimental conditions, however, they could also be difficult
to interpret. These simulations are still very difficult and expensive even with modern computer ca-
pabilities. Hybrid simulations, where electrons are treated as fluid and ions are treated as particles,
have also been used to study the plasma behavior in a Hall thruster, but similar to the particle ap-
proach, they are computationally very expensive [18,29,35,102–105]. In these hybrid simulations,
either full Bohm mobility [35], or an ad-hoc combination of both fluctuation-induced mobility and
near wall conductivity [103, 104] have been artificially added. On the other hand, fluid simula-
tions are faster and cheaper numerical tools for simulations of nonlinear plasma dynamics. They
are easier to interpret and provide much greater flexibility in separating various physics elements.
Fluid models have been important contributors and have been indispensable for the development
of tokamak physics [106]. Fluid models are especially valuable in complex magnetic geometries
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where direct kinetic simulations may become prohibitively expensive [107]. The simulations pre-
sented in this chapter are based on an advanced multi-fluid model developed to investigate the
turbulent fluctuations and transport in Hall plasmas relevant to electric propulsion. These fluid
simulations are based on the BOUT++ computational framework [40]. BOUT++ is a platform
for fluid and plasma simulations in curvilinear magnetic field geometry using finite-difference dis-
cretization and a variety of numerical methods and time-integration solvers. It was designed and
tested with reduced plasma fluid models applications in mind by LLNL, University of York (UK)
and others. It has been widely used for studies of edge tokamak phenomena, 3D plasma structures
and plasma turbulence and structures in Large Plasma Device (LAPD) [41,42,108–110]. As men-
tioned above, BOUT++ has now been recently adapted for simulations of Hall plasmas relevant to
electric propulsion [111].
The fluid model discussed in this chapter is based on the low frequency (ω < ωce) reduction
of the electron dynamics. It includes the electron inertia and electron neutral collisions, so that
the lower hybrid modes destabilized by E×B drift and collisions are included in addition to the
long wavelength modes. This nonlinear model also includes the electron gyroviscosity and the so
called gyroviscous cancellation effects [112]. The gyroviscosity effects are of the same order as the
electron inertia and have to be retained in a finite electron temperature plasma to properly account
for the correct behavior at high values of the perpendicular wave-vector, as well as for the proper
energy balance among nonlinear terms. Note that both growth rate and real part of the density
gradient driven modes increase linearly with the wave-vector k. The inertia and gyroviscosity
effects introduce a physics based cutoff at high k values, which is important for simulations in
finite size regions.
5.2 Nonlinear equations for Hall thruster plasma
Here the set of basic fluid equations appropriate for studying the plasma dynamics in the conditions
typical of a Hall thruster is formulated. In the region inside the Hall thruster channel, there is
a background magnetic field that is mainly directed in the radial direction, B0 = B0yˆ 1. The
1The reader is brought to the attention that in this chapter the convention for the axis directions is taken as it is
defined in BOUT++. See Fig. 5.1
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magnitude of the magnetic field is chosen in such a way that it does not affect the motion of the
ions, that is, the ion Larmor radius is much larger than the characteristic length of the channel.
The model is a 2D model with a geometry corresponding to the axial-azimuthal domain (see Fig.
5.1) where the background electric field is fixed in the axial direction, E0 = E0xˆ 1, resulting in
an electron drift in the azimuthal direction, zˆ. The background plasma density and magnetic field
gradients have gradients in the axial direction.
This model includes gradients in the plasma density while neglecting magnetic field and elec-
tron temperature gradients. Also included in the model are electron collisions with neutrals thus
providing a coupling between the gradient drift instabilities due to density gradients and the re-
sistive instabilities due to electron-neutral collisions [12]. Plasma is assumed to be quasineutral
and the electric field is electrostatic. Ion are collisionless, unmagnetized and cold, Ti = 0. For
simplicity , the ion dynamics is assumed to be linear 2.
The ion continuity and momentum equations are
∂ni
∂t
+∇ · (nivi) = 0, (5.1)
∂vi
∂t
+ (vi · ∇)vi = − e
mi
∇φ. (5.2)
In order to study the perturbations in the system, it is assumed that all relevant quantities can
be described as the sum of a background and a fluctuating component, α = α0 + α˜, α0 >> α˜, such
that α˜ = α˜0ei(k·r−ωt).
With this into account, the ion continuity equation can be written as
∂n
∂t
= −v0 · ∇⊥n+ n0∇⊥ · vi. (5.3)
The ion dynamics can be conveniently described by the potential function vi = −∇χ, after which
the ion continuity equation takes the form
∂n
∂t
= −v0 · ∇⊥n+ n0θ, (5.4)
θ = ∇2⊥χ. (5.5)
The ion momentum equation can be written as
∂vi
∂t
= −(v0 · ∇⊥)vi − e
mi
∇⊥φ, (5.6)
2Nonlinear extensions to the ion dynamics can be the subject of future work.
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1 
Hall thruster computational grid ︎
Figure 5.1: Schematics of the geometry of a Hall thruster and the computational grid for
Eqs. (5.35)–(5.37). The magnetic field is mainly in the radial direction, the electric field and
the density gradients are in the axial direction, while the electron E0 × B0 drift is in the
azimuthal direction. In the grid used by BOUT++, the axial, radial and azimuthal directions
correspond to the xˆ, yˆ and zˆ coordinates respectively.
which, after taken the divergence, reduces to
∂θ
∂t
= −v0 · ∇⊥θ + e
mi
∇2⊥φ. (5.7)
The electron continuity equation is written as
∂ne
∂t
+ ne∇⊥ · ve⊥ + ve⊥ · ∇⊥ne = 0. (5.8)
The electron momentum conservation equation in the perpendicular (to the magnetic field)
direction is given by
mene
dve⊥
∂t
= ene(−∇⊥φ+ ve⊥ ×B)−∇⊥pe −meneνve⊥ −∇ ·Πg, (5.9)
where the substantive derivative is
d
dt
=
∂
∂t
+ ve⊥ · ∇, (5.10)
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and Πg is the gyroviscosity tensor.
Assuming that d/dt ωce, the electron velocity in Eq. (5.9) can be written as [113]
ve⊥ = vE + vpe + vI + vν + vΠg , (5.11)
where vE is the E ×B drift velocity, vpe is the diamagnetic drift velocity and vI , vν and vΠg are
the drift velocities associated with the inertia, collisions and the gyroviscosity tensor,
vE =
b
B0
×∇⊥φ,vpe = − 1
ene
b
B0
×∇⊥pe,
vI =
1
ωce
b× d
dt
(vE + vpe) ,vν =
ν
ωce
b× (vE + vpe) ,vΠg =
1
meneωce
B×∇ ·Πg. (5.12)
The gyroviscosity tensor in this last equation is given by 3 [114]
Πg =
1
ωce
Kˆ−1
([
p∇v + p (∇v)T
]
+
2
5
[
∇q + (∇q)T
])
, (5.13)
where the operator Kˆ−1 acting on a (symmetric) tensor A is [114]
Kˆ−1A =
1
4
{
[b×A · (1 + 3bb)] + [b×A · (1 + 3bb)]T
}
. (5.14)
The gyroviscous force (that is a finite Larmor radius effect correction to the momentum balance
equation) has a contribution to the momentum balance equation of the same order as the inertia
[113, 114]. The fact that the gyroviscosity and the inertia contributions to the electron momentum
equation are of the same order leads to the so called gyroviscous cancellation. The general form
of the gyroviscous cancellation is of the form [113]
mene (vpe · ∇) ve⊥ +∇ ·Πg = ∇ξ′ , (5.15)
where ξ′ is some scalar function 4.
Taking into account the gyroviscous cancellation from Eq. (5.15) and assuming isothermal
electrons, the perpendicular electron velocity from Eq. (5.12) becomes
ve⊥ = vE(0) + vE(1), (5.16)
vE
(0) =
b
B0
×∇⊥φ− Te
ene
b
B0
×∇⊥ne = vE + vpe, (5.17)
vE
(1) =
e
me
1
ω2ce
(
∂
∂t
+ vE · ∇+ ν
)
∇⊥
(
φ− Te
e
ne
n0
)
. (5.18)
3 In the expression for Πg, v = vE + vpe and the heat flux q = 52
pe
eBb×∇Te.
4The calculation of the gyroviscous cancellation is in general not easy and tedious. For more details, the reader is
referred to Ref. [113].
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To obtain the final equation of the system, the quasineutralty condition along with the ex-
pression for the electron velocity in Eq. (5.16), are used in the electron continuity equation (5.8),
assuming that there are no gradients in the magnetic field
∂n
∂t
+∇ ·
[
n
b
B0
×∇⊥φ− nTe
en
b
B0
×∇⊥n+ en
me
1
ω2ce
∂
∂t
(
∇⊥φ− Te
en
∇⊥n
)
+
en
me
1
ω2ce
b
B0
×∇⊥φ · ∇⊥
(
∇⊥φ− Te
en
∇⊥n
)
+
en
me
νe
ω2ce
(
∇⊥φ− Te
en
∇⊥n
)]
= 0. (5.19)
By opening the brackets, the equation becomes
∂
∂t
[
en0
me
1
ω2ce
∇2⊥
(
φ− Te
e
n
n0
)
+ n
]
+ u0
∂
∂z
[
en0
me
1
ω2ce
∇2⊥
(
φ− Te
e
n
n0
)
+ n
]
+νe
[
en0
me
1
ω2ce
∇2⊥
(
φ− Te
e
n
n0
)
+ n
]
− νen+ n0
B0
(
1
n0
∂n0
∂x
)
∂φ
∂z
+
1
B0
{n, φ}
+∇ ·
[
en
me
1
ω2ce
b
B0
×∇⊥φ · ∇⊥
(
∇⊥φ− Te
en
∇⊥n
)]
= 0 (5.20)
where the last two quantities contain the main nonlinearities of the equation. Here, the quantity in
the curly brackets in the second to last member is the Poisson bracket, defined as
{A,B} = ∂A
∂x
∂B
∂z
− ∂A
∂z
∂B
∂x
.
The expression under the divergence can be reduced using
en0
meω2ce
b
B0
×∇⊥φ · ∇⊥
(
∇⊥φ− Te
en
∇⊥n
)
=
1
B0
{
en0
me
1
ω2ce
∇⊥
(
φ− Te
e
n
n0
)
, φ
}
. (5.21)
The divergence of this Poisson bracket quantity can be calculated using the identity∇·{φ,∇⊥Σ} =
{φ,∇2⊥Σ}+ {∇⊥φ,∇⊥Σ} to obtain the final form of the electron continuity equation [113, 115]
∂
∂t
[
en0
me
1
ω2ce
∇2⊥
(
φ− Te
e
n
n0
)
+ n
]
+ u0
∂
∂z
[
en0
me
1
ω2ce
∇2⊥
(
φ− Te
e
n
n0
)
+ n
]
+νe
[
en0
me
1
ω2ce
∇2⊥
(
φ− Te
e
n
n0
)
+ n
]
− νen+ n0
B0
(
1
n0
∂n0
∂x
)
∂φ
∂z
+
1
B0
{
en0
me
1
ω2ce
∇2⊥
(
φ− Te
e
n
n0
)
+ n, φ
}
+
1
B0
{
en0
me
1
ω2ce
∇⊥
(
φ− Te
e
n
n0
)
,∇⊥φ
}
= 0. (5.22)
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The electron continuity equation reduces to the time evolution of the vorticity $
∂$
∂t
+ u0
∂$
∂z
+ νe$ − νe
(
n
n0
)
+ vn
∂
∂z
(
eφ
Te
)
+
Te
eB0
{
$,
eφ
Te
}
+
Te
eB0
ρ2e
{
∇⊥
(
eφ
Te
)
,∇⊥
(
n
n0
)}
= 0, (5.23)
where 5
$ = ρ2e∇2⊥
(
eφ
Te
− n
n0
)
+
n
n0
, vn =
Te
eB0
(
1
n0
∂n0
∂x
)
. (5.24)
5.3 Linear Dispersion Relation
Assuming that the quantities have a harmonic time and space dependence and keeping only the
linear terms in the system of equations (5.4), (5.7) and (5.23), the following dispersion relation for
the linear modes in the Hall thruster plasma is obtained
(ω − ω0 + iνe) k2⊥ρ2e + ωn
(ω − ω0 + iνe) k2⊥ρ2e + ω − ω0
=
k2⊥c
2
s
(ω − kxv0)2 . (5.25)
This dispersion relation is an extension of the dispersion relation in Eq. (3.18) [11] to include
electron collisions and electron inertia.
5.3.1 Lower hybrid instability
The lower hybrid oscillation is a longitudinal oscillation of ions and electrons in a magnetized
plasma. The direction of propagation must be very nearly perpendicular to the stationary mag-
netic field. If electron collisions, density gradients and the ion equilibrium flow are neglected in
Eq. (5.25), the dispersion relation reduces to
k2⊥ρ
2
e
1 + k2⊥ρ2e
=
k2⊥c
2
s
ω2
, (5.26)
whose solution is
ω2 =
c2s
ρ2e
(
1 + k2⊥ρ
2
e
)
= ω2lh + k
2
⊥c
2
s = ω
2
lh
(
1 + k2⊥ρ
2
e
)
. (5.27)
5The term under the brackets in the continuity equation is rearranged to give en0me
1
ω2ce
∇2⊥
(
φ− Tee nn0
)
=
n0ρ
2
e∇2⊥
(
eφ
Te
− nn0
)
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Equation (5.27) was obtained previously in Chapter 2, see Eq. (2.97). The lower hybrid mode
can be rendered unstable by including the effect of the electron collisions. Keeping the electron
collision term in Eq. (5.25), while neglecting density gradients, the dispersion relation becomes
(ω − ω0 + iνe) (ω − kxv0)2
(ω − ω0) (1 + k2⊥ρ2e) + iνe k2⊥ρ2e
=
k2⊥c
2
s
k2⊥ρ2e
= ω2lh. (5.28)
Under the assumption that k2⊥ρ
2
e is a small term, Eq. (5.28) reduces to the cubic equation
(ω − ω0 + iν)(ω − kxv0)2 = ω2lh(ω − ω0),(
1 +
iν
ω − ω0
)
(ω − kxv0)2 = ω2lh. (5.29)
The cubic equation in the dispersion relation given by Eq. (5.29) can be simplified to a quadratic
equation if it is assumed that the azimuthal equilibrium E0 × B0 flow frequency is much larger
than both the electron collision frequency and the characteristic frequency of the system i. e. that
|ω| << |ω0| and |ν| << |ω0| (which is the case, for example, around the exit region of a Hall
thruster, where the peak of the magnetic field is located). When these two assumptions are met,
the dispersion relation reduces to
ω = kxv0 ± ωlh
(
1 +
iν
2ω0
)
. (5.30)
This dispersion relation, that describes the lower hybrid mode rendered unstable by electron col-
lisions and with the E0 ×B0 drift as free energy source and is discussed extensively in Ref. [13].
The real part of the frequency in Eq. (5.30) is given by the lower hybrid frequency, shifted by the
axial equilibrium ion flow frequency kx v0 while the growth rate of the instability is proportional
to the electron collision frequency and decreases with increasing azimuthal wavevector.
In the regions where the above mentioned conditions (|ω| << |ω0| and |ν| << |ω0|) are not
met, the dispersion relation is described by a cubic equation. In this case, the real part of the
frequency increases with increasing azimuthal wavenumber until it approaches the lower hybrid
frequency. For values of the real part of the frequency smaller than the lower hybrid frequency,
ω < ωlh, the real part of the frequency is approximately equal to the azimuthal equilibrium E0×B0
flow frequency ω0, that is ωr ≈ ω0.
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5.3.2 Effect of the electron inertia on the gradient drift instability
Equation (5.25) contains a modification of the dispersion relation of the density gradient drift
modes described by Eq. (3.28) and studied in Chapter 3, that includes the effect of electron inertia.
Neglecting collisions, the general dispersion relation (5.25) becomes
k2⊥ρ
2
e +
ωn
ω − ω0 =
k2⊥c
2
s
ω2
. (5.31)
By expanding this last dispersion relation, the following cubic equation for the frequency is ob-
tained
k2⊥ρ
2
eω
3 + (ωn − k2⊥ρ2eω0)ω2 − k2⊥c2sω + k2⊥c2sω0 = 0.
Assuming that |ω| << |ω0|, the cubic equation reduces to a quadratic equation
(ωn − k2⊥ρ2eω0)ω2 − k2⊥c2sω + k2⊥c2sω0 = 0, (5.32)
whose solution is given by
ω =
1
2
k2⊥c
2
s
ωn − k2⊥ρ2eω0
(
1±
√
1− 4ω0(ωn − k
2
⊥ρ2eω0)
k2⊥c2s
)
(5.33)
From the solution to the dispersion relation, it is seen that the system is stable for
ωn − k2⊥ρ2eω0 < 0,
or
ky kn − k2⊥
ω0
ωce
< 0.
In the case of purely azimuthal propagation, k⊥ = ky, the instability condition reduces to
kn
ky
<
ω0
ωce
,
Rt
Ln
< m
ω0
ωce
. (5.34)
This condition means that for high enough ky (high mode number m), the instability disappears.
This in contrast to the dispersion relation in Eq. (3.28) obtained without taking into account the
electron inertia, that predicts that the instability always grows with the azimuthal wavenumber.
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5.4 Linear benchmarks and nonlinear simulations
The system of equations (5.4), (5.7) and (5.23) yields the general dispersion relation (5.25). The
general dispersion relation contains the gradient drift modes as well as the lower hybrid and the
resistive mode rendered unstable by electron collisions [13]. To perform numerical simulations
with BOUT++, as well as to obtain the real part of the frequency and the growth rate for the
different modes, it is suitable to write the equations in dimensionless form. To accomplish this
task, the following system of units is used for normalization, t′ → ωlht, ∇ → (1/ρl)∇′ , v → clv′ ,
φ→ (Te/e)φ′ , n→ n0n′ , c2l = Te/
√
mime, ρl = cl/ωlh, ωlh =
√
ωciωce:
∂n
∂t
= −v0∂n
∂x
+ θ, (5.35)
∂θ
∂t
= −v0 ∂θ
∂x
+ µe∇2⊥φ, (5.36)
∂$
∂t
= −u0∂$
∂z
− νe$ + νen− vn∂φ
∂z
+ {φ,$}+ µe {∇⊥n,∇⊥φ} −D$∇4$, (5.37)
$ = µe∇2⊥(φ− n) + n, µe =
√
me/mi.
Equations (5.35) - (5.37) are written in the coordinate convention assumed in BOUT++, namely
the axial direction is along the xˆ axis, the radial direction is along the yˆ axis and the E0 × B0
azimuthal direction is along the zˆ axis. A schematic of the computational grid used to solve the
system in Eqs. (5.35)–(5.37) is shown in Fig. 5.1.
To benchmark the code the initial value linear simulation results are compared with the solution
of the 1D (azimuthal) linear eigenvalue problem described in Ref. [13]. This comparison is shown
in Fig. 5.2.
In the nonlinear simulations presented here, the gradient drift modes are neglected by assuming
uniform plasma density and magnetic field. This leaves only the resistive low hybrid mode insta-
bility as a source of plasma turbulence [13]. This way, the system of nonlinear equations solved is
given by
∂n
∂t
= θ, (5.38)
∂θ
∂t
=
√
me
mi
∇2⊥φ, (5.39)
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Figure 5.2: Real part of the frequency and growth rate of the resistive instability described in
Ref. [13] as a function of the azimuthal wavenumber. The solid line represents the analytical
solution to the dispersion relation while the red circles represent the simulations results.
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∂$
∂t
= −u0∂$
∂z
− νe$ + νen+ {φ,$} −D$∇4$, (5.40)
$ =
√
me
mi
∇2⊥φ+ n (5.41)
The nonlinear equations were solved using a rectangular mesh with 128×256 points in the
axial and azimuthal directions for three different initial profiles of the perturbed plasma parameters,
namely the product of a sinusoidal function and a gaussian, a purely gaussian perturbation and a
purely sinusoidal perturbation using Dirichlet boundary conditions for these perturbations. The
saturation of the instability in the system was studied by checking the energy type integral
En =
∫
|n|2 dxdz. (5.42)
The energy calculated from Eq. (5.42) is shown in Fig 5.3 for the three different initial states.
From Fig. 5.3, it can be seen that the energy saturates after around t = 400. Though, the time to
reach saturation could be different, the final turbulent state is generally independent of the initial
conditions.
5.5 Anomalous electron current
The perturbed nonlinear electron density can be expressed by the product of the perturbed electron
density and the perturbed electron velocity. This current density is then
Je = −e n˜ u˜e. (5.43)
In this equation, the perturbed electron velocity, u˜e is the perturbed electron E×B drift velocity
produced by the perturbed electric field and the radial magnetic field
u˜e =
bˆ
B0
×∇φ˜ = 1
B0
∂φ˜
∂z
xˆ− 1
B0
∂φ˜
∂x
zˆ. (5.44)
Using Eqs. (5.44) and (5.43), the axial current density becomes
Jex = −
e n˜
B0
∂φ˜
∂z
. (5.45)
The local value of the oscillating electron current given by the equation (5.45) is space averaged
at every time step
J¯ex(t) =
1
Lz Lx
∫ ∫
n˜(t, x, z)
∂φ˜(t, x, z)
∂z˜
dx dz. (5.46)
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Figure 5.3: Saturation of the energy integral as a function of time (ωlnt) for three different
initial states: a) Product of sinusoidal and gaussian, b) Gaussian, c) Sinusoidal.
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The classical collisional current density is given by
Jexclassical =
en0
B0
νe
ωce
E0. (5.47)
The classical current in Eq. (5.47) can be also written in terms of a dimensionless parameter,
called the Hall parameter, as
Jexclassical =
en0
B0
νe
ωce
E0 =
en0
B0
E0
ΩH
,
ΩH =
ωce
νe
. (5.48)
The perturbed axial current density calculated from Eq. (5.46), along with the mean average
value over a lower hybrid period and the classical current density given by Eq. (5.47) are shown in
Fig. (5.4).
5.6 Scaling of the anomalous electron current with plasma pa-
rameters
As was demonstrated in the previous section, the fluctuating electron current reaches the same
saturated state regardless of the initial conditions. In this section how the axial electron current in
saturation depends on plasma parameters such as the ion mass, the background magnetic field, the
electron neutral collision frequency and the background electric field is studied.
To study the scaling of the electron current with the ion mass, the simulations are run for
four different ion species, Ar, Kr, Xe and Bi. These ion species have a mass number, AA, of
40, 84, 131 and 209, respectively and have all been considered as candidates for the propellant
of a Hall thruster. The axial electron current density for the different ion species, assuming a
background magnetic field B of 150 G and a collision frequency (normalized to ωlh) of 0.2, is
shown in Fig. 5.5a. As can be seen from Fig. 5.5a, the axial electron current density decreases
with smaller ion mass. The axial electron current density dependence on the ion mass has been
determined to be
Jex ∼ 1/√mi. (5.49)
Another important parameter that affects the axial electron density is the external magnetic
field. The simulations are run for four typical values of the magnetic field inside a Hall thruster.
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Figure 5.4: Axial current density as a function of normalized time (ωlnt) for cold elec-
trons model for three different initial profiles for plasma parameters. a) Product of sinu-
soidal and gaussian, b) Gaussian, c) Sinusoidal. The value of the classical current density is
Jex(classical) = 60 A/m2.
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Figure 5.5: Axial current density as a function of normalized time (ωlnt) for cold electrons
model for a) four different ion species, Ar, Kr, Xe and Bi, b) four different values of
the equilibrium magnetic field and c) four different values of the electron neutral collision
frequency. The values for the parameters held constant for the calculations are ion mass
number, AA = 131 (Xe), B = 150 G and νe = 0.2 [ωlh].
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The values of the equilibrium magnetic fieldB0 chosen are 0.005 T, 0.01 T, 0.015 T and 0.02 T. The
axial electron current density for the different values of the equilibrium magnetic field, assuming
Xe propellant and a collision frequency (normalized to ωlh) of 0.2, is shown in Fig. 5.5b. As
can be seen from Fig. 5.5b, the axial electron current density is larger for larger magnetic field
values. The axial electron current density dependence on the equilibrium magnetic field has been
determined to be
Jex ∼ B0. (5.50)
To study the effect of the electron collision frequency, four values of the collision frequency,
that correspond to typical values in a Hall thruster are used in the simulations. The values of
the normalized (to the lower hybrid frequency ωlh) electron collision frequency, νe used in the
simulations are νe = 0.1, 0.2, 0.3 and 0.4. The axial electron current density for the different values
of electron collision frequency, assuming Xe as propellant and a magnetic field, B of 150 G, is
shown in Fig. 5.5c. As can be seen from Fig. 5.5c, the axial electron current density is larger for
larger collision frequency values. The axial electron current density dependence on the electron
collision frequency is
Jex ∼ νe. (5.51)
From the scalings of the axial electron current with the ion mass, the equilibrium magnetic field
and the electron collision frequency, a composite scaling can be built in the form
Jex ∼ νeB0√
mi
∼ νe ωlh. (5.52)
The (linear) growth rate of the low hybrid instability is given by (see Eq. (5.30)
γlinear = ωlh
νe
2ω0
.
It seems that the anomalous electron current is proportional to the linear growth rate of the unstable
mode.
5.7 Summary
The reduced nonlinear fluid model has been developed to simulate plasma turbulence and anoma-
lous transport in Hall plasmas. The nonlinear model has been implemented in the high perfor-
mance BOUT++ framework. A linear bench-marking of the BOUT++ initial value simulations
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against the results obtained by the eigenvalue solvers has been performed. In the linear simula-
tions a clear transition from gradient driven modes [11, 116] to the low-hybrid modes destabilized
by collisions [13] (and density gradients) is observed, with the subsequent decay of the growth rate
at high k values. The saturation of the turbulence and formation of the stationary turbulent spectra
in nonlinear simulations are also investigated. It is shown that the nonlinear simulations reach satu-
ration at the level which is independent of the initial state. The related anomalous electron transport
has been calculated. It can be seen from Figs. 5.4 that the perturbed current is strongly oscillating
and is generally smaller than the classical collisional current during the first stage of the simulation
corresponding to the linear phase. Once the nonlinearities start to dominate the system and it ap-
proaches saturation, the perturbed current grows and becomes larger than the classical collisional
current density. Once the system reaches saturation, the current density also stabilizes. The value
of the perturbed current density in saturation state for the values used in the simulations is larger
than the classical current density from collisions by a factor of around 6. This indicates that the
nonlinear effects are responsible for the anomalous transport observed in Hall plasma experiments.
For the simulations performed in this chapter, the background plasma parameters have been
assumed to be constant and in steady state. Since the simulations only model the perturbed plasma
parameters, the current obtained from the simulations corresponds to the current due to the plasma
perturbations. The parameters used in the simulations correspond to the region where the electrons
are strongly magnetized and the strongest deviation from the classical current are expected [20,29].
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CHAPTER 6
CONCLUSIONS
Hall thrusters use crossed electric and magnetic fields to ionize and accelerate a propellant
gas and generate thrust. Electrons are trapped in closed azimuthal orbits by the mostly radial
magnetic and axial electric fields. A neutral propellant gas is injected into the channel and ionized
by collisions with the azimuthally orbiting electrons. The produced ions are then accelerated by
the electric field and expelled through the thruster channel exit to produce thrust. Due to collisions
with neutrals, electrons drift towards the anode. It has been experimentally observed that the
electron current to the anode is orders of magnitude higher than the classical collisional electron
current. Two main mechanisms have been proposed to explain this observed anomalous transport.
Fluctuations are widely thought to be the cause for the observed transport. Electron collisions with
the walls (near wall conductivity) is another mechanism that may be responsible for the observed
levels of the electron current. It is noted that in the near plume region, outside of the thruster, near
wall conductivity is absent while the anomalous transport is high.
The first step towards understanding anomalous transport is to study the range of instabilities
observed in a Hall thruster. It is the goal of this dissertation to study some types of instabilities
present in a Hall thruster. It has sought to gain insight into the mechanisms that give rise to these
instabilities and into how these instabilities can affect the performance of the Hall thruster.
In Chapter 3, the gradient drift instability is studied. This is a class of long wavelength insta-
bilities driven by the electron current, gradients of plasma density, temperature and magnetic field.
By using a fluid model, it is shown that a full account of the compressibility of the electron flow in
a inhomogeneous magnetic field leads to quantitative modifications of the earlier obtained insta-
bility criteria and characteristics of the unstable modes. The modification of the stability criteria
due to finite temperature fluctuations is also investigated. It is shown that the instability occurs
only when special conditions for the density and magnetic field gradient lengths are satisfied. In a
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typical Hall thruster, these instabilities exhibit azimuthal (and axial) oscillations in the frequency
spectrum ranging from tens KHz to few MHz, that is often observed in experiments. The azimuthal
phase velocity of these modes is typically one order of magnitude lower than the E×B drift ve-
locity and scales inversely with ion mass while the growth rate of these modes scales inversely
with the square root of the ion mass, γ ∼ 1/√mi. The instabilities are localized in two separate
regions, near the anode and in the plume region, where the gradient of density and magnetic field
are parallel to each other. The instability is absent in the acceleration region. The results obtained
in Chapter 3 were published in Refs. [11, 116].
In Chapter 4, a new type of Hall plasma instabilities is studied. These instabilities are related to
the excitation of negative energy ion sound types modes driven by the E×B drift. Negative energy
mode instabilities arise due to the positive feedback mechanism between the plasma current into
the sheath region (and the walls) and the potential fluctuations in the bulk plasma. This feedback
mechanism is sensitive to the dielectric properties of the thruster wall material and therefore it is
of great importance to the design and construction of Hall thrusters. These modes are studied in
the global (average) mode approximation as well as using a local theory. The first approximation
uses the average of the plasma density and potential along the direction of the magnetic field. The
global modes are characterized by the sheath collision frequency, which is effectively a measure
of the transit time between the walls along the magnetic field. In the local theory, variations of
the plasma parameters along the magnetic field are included. The local modes can be expressed
as the sum of a bulk mode, that propagates along the radial and azimuthal directions, and a purely
boundary mode along the azimuthal direction. Both the global and local modes depend explicitly
on the material characteristics of the wall, namely on the dielectric constant, ε, of the wall material.
The modes are mainly present in the region that is near the peak of the magnetic field and exhibit
a real part of the frequency and a growth rate in the 1-10 MHz region for the smallest azimuthal
wavenumber. The azimuthal phase velocity for this wavenumber is smaller than the equilibrium
E0 × B0 drift velocity, with the phase velocity decreasing with ky. Dielectric properties of the
wall material were identified as an additional parameter affecting the mode excitation and electron
transport. The results from Chapter 4 are published in Refs. [33, 34].
The full picture of plasma instabilities in a Hall thruster is very complex and computer simula-
tions are required to study the plasma dynamics. In Chapter 5, a nonlinear model for simulations
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of plasma dynamics in conditions of Hall thrusters is built. The model consists of three fluid equa-
tions describing the ion (unmagnetized) motion, the evolution of the quasineutral plasma density
and the potential vorticity. The model includes the electron motion due to the electron drifts due
to the equilibrium and perturbed electric fields, diamagnetic and electron inertia drifts as well as
electron collisional effects. Additionally, the model includes gyroviscosity effects and takes into
account the gyroviscous cancellation. Nonlinear effects in the electron and ion convection and
vorticity are included. The model has been implemented in BOUT++, which is a finite difference
high performance framework for nonlinear plasma fluid simulations in curvilinear magnetic field
geometry that was originally developed to study plasma edge turbulence in tokamaks and has been
extensively tested. BOUT++ has first been used for simulations of Hall thruster plasmas in this
dissertation.
The nonlinear system of fluid equations presented in this dissertation describes several unsta-
ble modes. The nonlinear simulations have been performed for low-hybrid modes in Hall plasmas
destabilized by collisions. It has been confirmed that initial value linear simulations reproduce
the real frequency and growth rates obtained from linear eigenmodes calculations. In the non-
linear simulations the saturation of energy with time has been obtained and it is shown that the
nonlinear saturated state is independent of the initial state. The nonlinear electron current form
the simulations is also studied. This current also exhibits saturation with time, similar to the one
exhibited by the energy. This current is observed to increase with increasing electron neutral col-
lision frequency and magnetic field and to decrease with the square root of the ion mass. This
means that the perturbed nonlinear current is proportional to the growth rate of the linear unstable
limiting mode. The simulations presented in this dissertation are among the first works providing
first principles calculations of the anomalous electron current from turbulent fluctuations. Further
work will include expansion of the simulations to include gradient and ionization effects. An im-
portant remaining questions relates to the role of kinetic effects, such as Landau damping, on ion
sound modes and electron cyclotron resonances [28, 31, 60, 61, 117, 118]. Though fluid equations
generally do not include kinetic effects, it is still possible to incorporate linear kinetic interactions
via linear closures [119–121]. Such investigations, in particular, those directed toward the studies
of the electron cyclotron instability, are currently of large interest for the Hall thruster commu-
nity [117,122,123]. The work presented in this dissertation is also directly relevant to applications
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widely used in plasma processing, namely to magnetrons [122,124–126]. It appears that these sys-
tems exhibit fluctuations and transport which are very similar to those observed in Hall thrusters.
The diagnostic of fluctuations and transport in these devices is a complex problem. This is in part
due to the difficulty of having direct access to the inner regions of the thruster. Therefore, despite
significant attention and efforts, an experimental identification of the exact nature of the unstable
modes responsible for anomalous transport in Hall thrusters and magnetrons is still lacking. The-
oretical studies play then an important role in providing insight and guidance to the experiments
that look into the nature of the different modes in Hall plasma devices and the related transport.
As final comment, the author would like to remark that a more complete model of the plasma in
a Hall thruster that takes into account the evolution of the full plasma parameters (background and
perturbations) can be built in the future as continuation of the work presented in this dissertation.
Possible challenges that could arise from attempting to construct such a model and that have not
been studied or its effects neglected in the here presented model are related to neutral gas injection,
electron injection and beam neutralization by the cathode, neutral dynamics, ionization processes,
magnetic field geometry, and wall effects. Such a model would need to be necessarily a full three
dimensional model, which adds an additional layer of difficulty. Building and simulating such a
model is a very difficult, albeit, interesting endeavour.
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