Semilinear elliptic problems with mixed Dirichlet–Neumann boundary conditions  by Colorado, E. & Peral, I.
Journal of Functional Analysis 199 (2003) 468–507
Semilinear elliptic problems with mixed
Dirichlet–Neumann boundary conditions
E. Colorado1 and I. Peral1
Departamento de Matema´ticas, Universidad Auto´noma de Madrid, Cantoblanco Madrid 28049, Spain
Received 30 January 2002; revised 17 July 2002; accepted 7 October 2002
Abstract
This work deals with the analysis of problems
Du ¼ luq þ ur in O;
u > 0 in O;
BðuÞ ¼ 0 on @O;
8><
>:
where BðuÞ means mixed boundary conditions. We prove results about existence, multiplicity
and a priori estimates.
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1. Introduction
In the past decades the Dirichlet and Neumann problems associated to an elliptic
equation like
Du ¼ f ðx; uÞ
have been widely investigated with different kind of nonlinearities f ðx; uÞ:
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In this paper we will study the same kind of equations but with mixed Dirichlet–
Neumann boundary conditions. More precisely, we consider the following problem,
ðPlÞ 
Du ¼ luq þ ur in O;
u > 0 in O;
BðuÞ ¼ 0 on @O;
8><
>:
where OCRN ðNX3Þ is a smooth bounded domain, 1oro2n  1 ¼ Nþ2
N2; 0oqor;
and the boundary conditions
BðuÞ ¼ uwS1 þ
@u
@n
wS2 ;
where Si; i ¼ 1; 2; are smooth ðN  1Þ-dimensional submanifolds of @O such that
S1-S2 ¼ |; %S1, %S2 ¼ @O and %S1- %S2 ¼ G is a smooth ðN  2Þ-dimensional
submanifold. We denote by n the outward unitary normal to the boundary and by
wSi the characteristic function of Si; i ¼ 1; 2: The natural space where we look for
solutions is
ES1ðOÞ ¼ fvAW 1;2ðOÞ j v ¼ 0 on S1g; ð1Þ
which is deﬁned as the closure of C1cðO,S2Þ with the norm of W 1;2ðOÞ: Fixed the
boundary conditions, we will investigate the existence, uniform LN-estimates and
multiplicity of positive solutions.
We will also study the behaviour of the solutions to these problems when we move
the boundary conditions in a regular way that will be speciﬁed next.
We state the main results. In ﬁrst place we obtain results about existence and
multiplicity in Theorem 1.1. To prove Theorem 1.1, we will need uniform LN-
estimate of solutions to ðPlÞ; which is the content of Theorem 1.2.
Theorem 1.1. Consider the problem ðPlÞ with 0oqp1oroNþ2N2 if NX3;
ð0oqp1oroN if N ¼ 1; 2Þ and l > 0 then:
(I) If q ¼ 1 there exist at least one solution for all lol1; where l1 denotes the first
eigenvalue of the Laplacian with the same boundary conditions, and there is no solution
if lXl1: Moreover there is a continuum of solutions bifurcating from ðl1ðaÞ; 0Þ; which
cuts the axis fl ¼ 0g:
(II) If 0oqo1 (concave–convex case).
(IIa) There exists a 0oLoN such that:
1. If l > L there is no solution.
2. If 0oloL there is a minimal solution. Moreover the family of minimal solutions is
increasing with respect to l:
3. If l ¼ L there is at least one solution.
4. If 0oloL there are at least two solutions.
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(IIb) There exists a continuum of solutions bifurcating from l ¼ 0 and jjujjLNðOÞ ¼ 0:
Theorem 1.2. There exists a positive constant C such that
sup
xAO
ulðxÞpCoN
for any solution to problems ðPlÞ; with 1oroNþ2N2; 0oqor; NX3 and lA½0;L; where
L is defined in Theorem 1.1.
Next we try to obtain uniform LN-estimates, even in the case when we move the
boundary conditions. Precisely, we consider a family of smooth ðN  1Þ-dimensional
submanifolds of @O; fS1ðaÞgaAIe ; where Ie ¼ ½e; j@Oj; (and j  j means the measure in
the appropriate dimension) such that:
(B1) S1ðaÞ is connected.2
(B2) S1ða1ÞCS1ða2Þ if a1oa2:
(B3) jS1ðaÞj ¼ a; aAIe:
As above we call S2ðaÞ ¼ @O\ %S1ðaÞ; and we assume that %S1ðaÞ- %S2ðaÞ ¼ GðaÞ is a
ðN  2Þ-dimensional smooth submanifold. For such a family we consider the
corresponding family of mixed boundary value problems,
ðPa;lÞ 
Du ¼ luq þ ur in O;
u > 0 in O;
BaðuÞ ¼ 0 on @O;
8><
>:
where Ba is deﬁned as B with Si replaced by SiðaÞ; for i ¼ 1; 2:
Then we obtain the following improvement of the LN-estimates given in Theorem
1.2.
Theorem 1.3. Consider the family fSagaAIe satisfying (B1)–(B3) and let
Se ¼ fu : O-R j u is solution to ðPa;lÞ; aAIeg
be the family of all the solutions to the problems ðPa;lÞ; aAIe: Then there exists a
positive constant Me such that
jjujjLNðOÞpMe; 8uASe:
2This hypothesis can be relaxed to a ﬁnite number of connected components in such a way that the
measure of each component is bounded from below by a positive uniform constant times the measure of
S1ðaÞ:
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We also prove the behaviour of some class of solutions.
(i) The minimal solutions f
%
uðaÞg are uniformly bounded in aA½0; j@Oj and
jj
%
uðaÞjjW 1;2ðOÞ; jj
%
uðaÞjjLNðOÞ-0 as a-0:
(ii) The solutions of mountain pass type are bounded and they converge to zero in
W 1;2ðOÞ as a-0:
We will use the blow-up method by Gidas–Spruck to prove Theorem 1.3, for which
we need some compactness arguments that require to know precise Ho¨lder
continuity properties of the solutions. One of the main difﬁculties in this kind of
problems is the lack of regularity of the solutions on GðaÞ: We will check that the
arguments by Stampacchia [St] (see also [M,S]) allow us to prove global Ho¨lder
estimates. In Section 2 we will study a mixed boundary problem in the half-space
that has interest by itself and that extends a result in [BGP]. Some recent
contributions by Damascelli–Gladiali [DG], jointly to the methods in [GS] and in
[LNT], allow us to prove Theorems 1.2 and 1.3 in Section 3. Section 4 deals with the
asymptotic behaviour of the eigenvalue problems. More precisely, we study the
behaviour of the ﬁrst eigenvalue to problem
ðEPaÞ 
Du ¼ l1ðaÞu in O;
u > 0 in O;
BaðuÞ ¼ 0 on @O
8><
>:
as either a-0 or a-j@Oj:
In Section 5 we prove Theorem 1.1 and some related results. Finally, in Section 6
we give some remarks about global Ho¨lder estimates needed to prove the uniform
LN-estimates.
2. Elliptic mixed boundary problems in RNþ
This section is dedicated to prove Theorem 2.1 that is one of the keys to prove
Theorem 1.2 in Section 3. The next Proposition due to Bakelman and Varadhan (see
[BN] or [BNV]) is a sufﬁcient condition to ensure that the Maximum Principle holds
for domains with small measure.
Proposition 2.1. Let O be a bounded domain in RN with diamðOÞpd and assume that
vAW 1;2loc ðOÞ satisfies
Dv þ cðxÞvX0 in O and lim sup
x-@O
vðxÞp0;
where cðxÞALNðOÞ: Then there exists d > 0; depending only on N; d and jjcjjLNðOÞ
such that if jOjod we have vðxÞp0 in O:
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The proof is based on the Alexandrof–Bakelman–Pucci Theorem (see [BN] or
[BNV]).
We point out that the last step of the proof of Theorem 2.1 is due to Damascelli
and Gladiali [DG], where taking into account an integral estimate by Terracini, the
moving planes method can be used even with some lack of regularity at the boundary.
Theorem 2.1. Let us consider the problem
ðPÞ 
Du ¼ ur; u > 0 in RNþ ;
u ¼ 0 on S1  fx1os1g-fxN ¼ 0g; s1AR;
@u
@xN
¼ 0 on S2  fx1 > s1g-fxN ¼ 0g;
8><
>:
where 1oroNþ2
N2; NX3: If uAC
2ðRNþÞ-C0ðRNþÞ is a solution to ðPÞ with jjujjNp1;
then u is nondecreasing in the x1-direction.
Proof. Let us consider the function vðxÞ ¼ jxj2Nuð xjxj2Þ; namely the Kelvin trans-
form of u: Then it is clear that vX0; jvðxÞjpjxj2N for xARNþ and it is not difﬁcult to
see that v veriﬁes the problem
ðP0Þ 
DvðxÞ ¼ jxjðN2ÞrðNþ2Þvr in RNþ ;
v ¼ 0 on fx1o0g-fxN ¼ 0g;
@v
@xN
¼ 0 on fx1 > 0g-fxN ¼ 0g:
8><
>:
Let us deﬁne, for lAR;
SðlÞ ¼ fx ¼ ðx1;y; xNÞARNþ j x1olg;
TðlÞ ¼ fx ¼ ðx1;y; xNÞARNþ j x1 ¼ lg;
x ¼ ðx1; x0Þ with x0 ¼ ðx2;y; xNÞ; xl ¼ ð2l x1; x0Þ;
oðx; lÞ ¼ vlðxÞ  vðxÞ with vlðxÞ ¼ vðxlÞ; xASðlÞ:
The proof is divided into three steps:
Step 1: There exists l0p0 such that oðx; lÞX0 in SðlÞ for all lpl0: The function
olðxÞ ¼ oðx; lÞ verifies the equation
DolðxÞ ¼ jxljðN2ÞrðNþ2ÞvlðxÞr  jxjðN2ÞrðNþ2ÞvðxÞr
¼ jxjðN2ÞrðNþ2ÞclðxÞolðxÞ þ dlðxÞvlðxÞr;
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where
clðxÞ ¼
0 if vlðxÞ ¼ vðxÞ;
vlðxÞrvðxÞr
vlðxÞvðxÞ if vlðxÞavðxÞ;
(
and dlðxÞ ¼ jxljðN2ÞrðNþ2Þ  jxjðN2ÞrðNþ2Þ: We observe that dlðxÞX0 in SðlÞ for
all lp0: Following the ideas of Chen–Li [CL], we deﬁne the function %olðxÞ ¼ olðxÞgðxÞ
with gðxÞ ¼ logð2 x1Þ and xASðlÞ to obtain the necessary estimates that will give
us a contradiction. Since
Dol ¼ Dðg %olÞ ¼ gD %ol  %olDg  2/rg;r %olS;
we get
D %ol ¼ 2/rg;roS
g
þ jxjðN2ÞrðNþ2ÞclðxÞ þ Dg
g
 
%ol þ dlðxÞ v
r
l
g
:
Claim. There exists l0o0 such that %olX0 in SðlÞ for any lol0:
Arguing by contradiction let us suppose there exists ln-N and xnASðlnÞ such
that %olðxn; lnÞo0:
There exists a positive constant C such that ﬁxed ln;
j %oln j ¼
oln
g

pC jxln j2N þ jxj2Nlogð2 x1Þ -0 as jxj-N:
Then we have that %oln attains its minimum at a point xnASðlnÞ because %oln ¼ 0 on
TðlnÞ and taking into account that lnp0;
%oln ¼
vln
g
X0 on S1-fx1olng
and hence
r %olnðxnÞ ¼ 0; D %olnðxnÞp0:
By the Mean Value Theorem there exists a function hðxÞ between vðxÞ and vðxlÞ such
that clðxÞ ¼ rhr1ðxÞ: Moreover, by deﬁnition of vðxÞ we have jvðxÞjpjxj2N : Then,
if olðxÞp0 and lp0 we obtain 0pvðxlÞphðxÞpvðxÞpjxj2N : As a consequence we
can estimate
jxnjðN2ÞrðNþ2ÞclnðxnÞ þ
Dg
g
pC 1jxnj4
 1
ð2 xð1Þn Þ2 logð2 xð1Þn Þ
( )
o0
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with C > 0; for jxnj large enough (notice that this is equivalent to take lno0 with jlnj
large), and therefore,
D %olnX jxnjðN2ÞrðNþ2ÞclnðxnÞ þ
DgðxnÞ
gðxnÞ
 
%olnðxnÞ > 0
that is a contradiction which prove the claim.
Step 2: oðx; lÞX0 in SðlÞ for all lo0:
By the previous step we have oðx; lÞX0 in SðlÞ for all lpl0; for some l0o0:
Then we consider the maximal interval ðN; mÞ such that oðx; lÞX0 in SðlÞ for all
lAðN; mÞ: In this situation we need to prove that mX0: We argue again by
contradiction, and suppose that mo0: By continuity, omX0 in SðmÞ; and by the
Maximum Principle we get either om  0 or om > 0 both in SðmÞ: The ﬁrst alternative
is not possible because if we suppose om  0 we get a contradiction with the Hopf
Lemma on fxN ¼ 0g for jxj sufﬁciently large such that xl1 > 0; or we can also reach a
contradiction because mo0; then v must be identically zero on @RNþ and this would
imply that v  0 in RNþ and as a consequence, u  0 in RNþ (see [GS]). Recall that v is
the Kelvin transform of u: Consider the new Kelvin transform,
F : RN\fP0g-RN with pole P0 ¼ ðP1; 0;y; 0Þ; P1 > mþ 2;
deﬁned by
FðxÞ ¼ x  P0jx  P0j2
:
Then we can see that
FðSðmÞÞ ¼ Bþ xˆ; 1
2ðP1  mÞ
 
;
where xˆ ¼ ð 12ðmP1Þ; 0;y; 0Þ: For yAFðSðmþ eÞÞ we deﬁne the function
zðy; eÞ ¼ 1jyjN2 o P0 þ
y
jyj2; mþ e
 !
; P0 þ yjyj2 ¼ xASðmþ eÞ:
We argue, as in [BGP], following the moving plane method by Alexandrof and
Serrin. A standard computation gives
Dzðy; eÞ ¼ jxj
ðN2ÞrðNþ2Þ
jyj4 cmþeðxÞzðy; eÞ þ dmþeðxÞv
r
mþeðxÞ; x ¼ P0 þ
y
jyj2:
We can estimate
jxjðN2ÞrðNþ2Þ
jyj4 jcmþeðxÞjp
C
jyj4jxj4 ¼ C
jx  P0j4
jxj4 pC˜;
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where the last inequality is consequence of xASðmþ eÞ that implies jxj > jmþ ej >
c > 0 for e > 0 small enough. As consequence we will be able to use the Proposition
2.1 and proceed in a similar way to Berestycki and Nirenberg [BN].
Let KCSðmÞ a compact subset such that FðKÞCFðSðmþ eÞÞ for any epe0
sufﬁciently small and jFðSðmþ eÞÞ\FðKÞjod for all epe0 and d > 0 as in Proposition
2.1. To be clearer with this situation we ﬁxed N ¼ 2 for simplicity of the
computations, and we deﬁne sðtÞ ¼ ðm t; 0Þ; t > 0; rðtÞ ¼ ðm; tÞ; t > 0: This is a
parameterization of the boundary of SðmÞ; therefore,
FðsðtÞÞ ¼ 1ðm t  P1Þ2
ðm t  P1; 0Þ; t > 0;
FðrðtÞÞ ¼ 1ðm P1Þ2 þ t2
ðm P1; tÞ
gives a parameterization of the boundary of Bþðxˆ; 1
2ðP1mÞÞ: Now we deﬁne se0ðtÞ ¼
ðm t; e0Þ and re0ðtÞ ¼ ðm e0; tÞ; t > 0: To choose K with the above properties it is
sufﬁcient to prove that distðFðsðtÞÞ;Fðse0ðtÞÞÞ-0 as e0-0 for all t > 0 and the same
with r; re0 : But this is trivial by the continuity of F in SðmÞ; in dimension N > 2 the
proof is a little modiﬁcation.
Since om > 0 in SðmÞ; by compactness and continuity we have oðx; mþ eÞXa for
some a > 0 and all xAK ; epe0: As consequence,
zðy; eÞ ¼ jyj2No P0 þ yjyj2; mþ e
 !
X
a
jyjN2
X a0 > 0 for all yAFðKÞ; epe0
because FðKÞ is compact and 0eFðKÞ: Let us deﬁne Oe ¼ FðSðmþ eÞÞ\FðKÞ: We
claim that
lim inf
y-@Oe
zðy; eÞX0; ð2Þ
this is equivalent to prove
lim inf
x-@K,@SðmþeÞ
oðx; mþ eÞX0: ð3Þ
If x-@K,@Sðmþ eÞ we have three possibilities:
1. x- %xA@K ;
2. x- %xATðmþ eÞ;
3. x- %xA@RNþ-Sðmþ eÞ:
In the ﬁrst case, (3) holds because omþeXa > 0 in K : The second assertion is held
by deﬁnition, and the third case is true because v ¼ 0 on S1 and vX0 on S2,RNþ :
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Now we can use the Proposition 2.1 to conclude
zðy; eÞX0 in Oe; 8epe0 or equivalently oðx; mþ eÞ
X0 in Sðmþ eÞ; 8epe0
that is a contradiction with the maximality of the interval ðN; mÞ with mo0: Then
mX0 and we have ﬁnished the second step, as a consequence we have proved that
vpvl in Sl for all lo0; and uðy=jyj2Þpðjylj=jyjÞ2uðyl=jylj2Þouðyl=jylj2Þ; thus u is
nondecreasing in the x1-direction in R
N
þ-fx1o0g:
By this method we cannot continue essentially by the singularity of the Kelvin
transform at the origin.
Step 3: Here we point out the recent result by Damascelli and Gladiali, see [DG],
where the authors prove the monotonicity in the x1-direction in the whole R
N
þ : They
consider again the Kelvin transform jointly with the moving plane method using
integral inequalities as in [T1,T2]. Now we resume this step as follows (see [DG] for
more details). Let mX0 be such that vmðyÞ ¼ 1jyjN2 uðPm þ
y
jyj2Þ the Kelvin transform
centered at Pm ¼ ðm; 0;y; 0Þ: It satisﬁes a Dirichlet boundary condition at points y
with yN ¼ 0; 1moy1o0 ðy1o0 if m ¼ 0 as in the second step) and the Neumann
condition at the remaining part of the boundary. If  1
2molo0 then vm and ðvm  vmlÞþ
vanishes where the Dirichlet condition holds for vm and the reﬂected vml : The Lemma
2.1 of Damascelli and Gladiali [DG] gives the next estimate
Z
Sl
jrðvm  vmlÞþj2 dypCl
Z
A
m
l
1
jyj2N dy
 !2=N Z
Sl
jrðvm  vmlÞþj2 dy
 
; ð4Þ
where Cl  CðN; lÞ > 0 is nonincreasing on l and Aml ¼
fyASl\fPlg j vmðyÞXvmlðyÞg; Pl ¼ ð2l; 0;y; 0Þ: Fixed lo0; the previous estimate
holds for every mAð0; 1
2lÞ: By the Maximum Principle vl > v in Sl\fPlg; then Aml-|
as m-0; moreover since 1=jyj2NAL1ðSlÞ we can apply the Dominated Convergence
Theorem, then jyj2NwAml-0 as m-0 in R
N\ðTl,fPlgÞ: As consequence
Clð
R
A
m
l
1
jyj2N dyÞ
2=No1 for m > 0 small that implies ðvm  vmlÞþ  0 in Sl: Now arguing
by contradiction, we suppose that m0o 12l is maximal such that vmpvml in Sl\fPlg
for all 0omom0: As before, vm0l > vm0 ; then A
m
l-| as m-m0; moreover
jyj2NwAmlpjyj
2NwSlAL
1; and again by the Dominated Convergence Theorem,
jyj2NwAml-0 a.e. as m-m0; then there exists 0oe small such that
Clð
R
A
m
l
1
jyj2N dyÞ
2=No1 for mAðm0; m0 þ eÞ then we conclude that vmlXvm and by the
Maximum Principle vml > v
m in Sl\fPlg for m > m0 and close to m0 that is a
contradiction with the maximality of m0: So we get for every lo0 and mo 12l;
vmpvml in Sl or equivalently, ﬁxed m > 0 the inequality holds for every l with
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 12molo0: Letting l-0 we get vmpvm0 in S0; i.e., vmðy1; y0Þpvðy1; y0Þ 8y ¼ ðy1; y0Þ
with y1o0: Then as before upum in Sm; and since m > 0 is arbitrary we get that u is
nondecreasing in the x1-direction in whole R
N
þ : &
3. Proof of Theorems 1.2 and 1.3
We will start this section by proving Theorem 1.2 with the compactness property
that provides Theorem 6.6. Next, we will prove Theorem 1.3 by a similar technic as
in the proof of Theorem 1.2 and by using the uniform estimates in Corollary 6.1. To
obtain these estimates we need hypotheses (B1)–(B3) and the fact that aAIe as was
deﬁned in the Introduction.
Proof of Theorem 1.2. We suppose by contradiction that there exists a sequence fukg
of solutions to problems ðPlkÞ and a sequence fPkgC %O of points verifying
Mk ¼ sup
xAO
ukðxÞ ¼ ukðPkÞ-N as k-N:
We can assume for some subsequence that Pk-PA %O: Then we have several cases to
study:
1. PAO,S1;
2. PAS2;
3. PAG ¼ %S1- %S2:
In the ﬁrst case, we can argue as in [GS] and passing to the limit, we get a Dirichlet
Problem in RNþ or an elliptic problem in R
N and by [GS] we obtain the necessary
contradiction.
In the second case, following [LNT] we arrive to a Neumann Problem in RNþ or an
elliptic problem in RN : In the ﬁrst alternative, we can reﬂect through the hyperplane
that separates the half-space, then we obtain the problem in RN ; and we arrive to a
contradiction by Gidas and Spruck [GS].
Let we introduce some notation to prove the case PAS2 for the sake of
completeness. First of all, we can suppose that P is the origin and ð0;y; 0;1Þ is the
outward normal to @O in P: Then there exists a smooth function cðx0Þ with
x0 ¼ ðx1;y; xN1Þ deﬁned by:
(i) cð0Þ ¼ 0; @c@xi ð0Þ ¼ 0; for i ¼ 1;y;N  1:
(ii) O-U ¼ fðx0; xNÞ j xN > cðx0Þg and @O-U ¼ fðx0;xNÞ j xN ¼ cðx0Þg in a
neighborhood U of P:
For yARN with jyj small enough we deﬁne a mapping x ¼ fðyÞ ¼
ðf1ðyÞ;y;fNðyÞÞ by fjðyÞ ¼ yj  yNð@c@xjÞðy0Þ for j ¼ 1;y;N  1 and fNðyÞ ¼ yN þ
cðy0Þ: Since in virtue of property (ii) Dfð0Þ ¼ I ; f has the inverse mapping y ¼
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jðxÞ ¼ f1ðxÞ in some neighborhood of x ¼ 0: We write jðxÞ ¼ ðj1ðxÞ;y;jNðxÞÞ:
The function vkðyÞ ¼ ukðxÞ veriﬁes the problem
 Pi;j aijðyÞvkyiyj þPj bjðyÞvkyj  ¼ lkvqk þ vrk in Bþ2d;
vk ¼ 0 on S01;d;
@vk
@yN
¼ 0 on S02;d;
8>><
>>:
ð5Þ
where B2d ¼ fyARN j jyjo2dg and Bþ2d ¼ B2d-fyN > 0g; with d > 0 sufﬁciently
small, and we can assume, without loss of generality, that S0i;d; the transformed of Si
i ¼ 1; 2 through the rectiﬁcation of the boundary, are given by fy1o0g; fy1 > 0g;
respectively, in fyN ¼ 0g-B2d (if not, we can take another rectiﬁcation of G in
fyN ¼ 0g having the analogue properties). The coefﬁcients are
aijðyÞ ¼
X
k
jixk ðfðyÞÞjjxkðfðyÞÞ; bjðyÞ ¼ ðDxjjÞðfðyÞÞ:
Moreover, we put Qk ¼ jðPkÞ and write Qk ¼ ðq0k; gkÞ; gkX0:
Since Qk-0 as k-N; we may assume that jQkjod: We deﬁne mk ¼ M
r1
2
k ; then
mk-0 as k-0:
As a consequence, we have two cases with PAS2:
(a) fgkmkg remains bounded. By passing to a subsequence if necessary, we may assume
gk=mk-sX0 as k-N: We deﬁne the scaled function by
okðzÞ ¼ v
kðmkz0 þ q0k; mkzNÞ
Mk
:
Note that ok is well deﬁned in the half-ball Bþd=mk and that 0ookðzÞp1 for all k;
moreover ok veriﬁes the problem
 Pi;j akijðzÞokzizj þ mkPj bkj ðzÞokzj  ¼ lkoqkMqrk þ ork in Bþd=mk ;
@ok
@zN
¼ 0 on fzN ¼ 0g-Bd=mk ;
8><
>:
ð6Þ
where akijðzÞ ¼ aijðmkz0 þ q0k; mkzNÞ and bkj ðzÞ ¼ bjðmkz0 þ q0k; mkzNÞ:
By classical elliptic regularity and the Ascoli–Arzela´ Theorem, we have that
there exists a subsequence fokg uniformly convergent to a function
oAC2;bðRNÞ-C1;bðRNþÞ for some 0obo1 on any compact subset of RNþ : Since
akijðzÞ-aijð0Þ ¼ dij; mk-0; we conclude that o is a nonnegative solution
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to problem
Do ¼ or in RNþ ;
@o
@zN
¼ 0 on fzN ¼ 0g:
8<
:
Finally, we extend o to whole RN by reﬂection with respect to the hyperplane
zN ¼ 0; thus o  0 by Theorem 1.2 of [GS], but this is a contradiction with the
continuity of o because
oð0;y; 0; sÞ ¼ lim
k-N
o 0;y; 0;
gk
mk
 
¼ lim
k-N
vkðQkÞ
Mk
¼ 1:
(b) gk
mk
 
is unbounded. We may assume that
gk
mk
-N as k-N: In this case we
deﬁne
okðzÞ ¼ vkðmkz þ QkÞ
Mk
then okð0Þ ¼ 1; for all k: Now ok satisﬁes (6) with akijðzÞ ¼ aijðmkz þ QkÞ and
bkj ðzÞ ¼ bjðmkz þ QkÞ in Bd=mk-fzN > gk=mkg and the boundary condition is
given on fzN ¼ gk=mkg-Bd=mk : As above, by elliptic regularity we obtain a
subsequence fokg uniformly convergent to a C2;b function o on any compact set
of RN : Moreover o is a nonnegative solution to the problem
Do ¼ or in RN ) o  0;
and this is again a contradiction because oð0Þ ¼ limk-N okð0Þ ¼ 1:
In the third case, PAG ¼ %S1- %S2; we can argue as above and we have two cases:
1. If
gk
mk
 
is unbounded, the proof is similar as before by passing to whole RN
because in this case the boundary goes to inﬁnity.
2. If
gk
mk
 
is bounded, we can suppose for some subsequence
gk
mk
-sX0 as k-N:
3. We need, as in the last case, some a priori estimates to get the convergence in some
sense. This will be done in Theorem 6.6 that we prove in Section 6. We ﬁx O0 a
bounded neighbourhood of the origin in RNþ ; then we have that fokg is uniformly
bounded in C2;gðKÞ-CgðO0Þ for some 0ogo1=2 (see Theorem 6.6) where K is a
compact of RNþ with distðK ;GÞ > 0: Then, by the Ascoli–Arzela´ Theorem we can
pass uniformly to the limit over compacts of RNþ for some subsequence.
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We deﬁne the scaled function
okðzÞ ¼ vkðmkz þ QkÞ
Mk
;
then okð0Þ ¼ 1; for all k; moreover, by the chain rule and (5) we obtain
 Pij akijokzizj þ mk Pj bkj okzj  ¼ lkoqkMqrk þ ork in zN > gkmk
 
-B d
mk
@ok
@zN
¼ 0 on zN ¼ gkmk
 
- z1 > q
1
k
mk
 
-B d
mk
ok ¼ 0 on zN ¼ gkmk
 
- z1o q
1
k
mk
 
-B d
mk
8>>>><
>>>>:
for some d > 0: We have two more cases,
(i) fq1k=mkg is unbounded, then by Theorem 6.6 we obtain the necessary regularity
to pass to the limit uniformly over compacts on RNþ when k-N: In the limit we
obtain a nonnegative function oAC2;gðRNþÞ-CgðRNþÞ that is a solution in RNþ of
a Dirichlet or a Neumann problem, depending on signðqkmkÞ in the limit.
(ii) fq1k=mkg is bounded, we can assume
q1
k
mk
-s1 as k-N and passing to the limit as
before we obtain a nonnegative solution to the problem
ðP0Þ 
Do ¼ or in fzN > sg
@o
@zN
¼ 0 on fzN ¼ sg-fz1 > s1g
o ¼ 0 on fzN ¼ sg-fz1o s1g
8>><
>>:
with 0poðxÞpoð0Þ ¼ 1; then by Theorem 2.1 we obtain a contradiction with
the Hopf Lemma or the continuity (it depends on the sign of s1 and sÞ at the
origin, the point of maximum for o (see next remark). &
Remark 1. The ﬁnal step in Theorem 1.2 has several cases that are interesting to
consider in particular. If s ¼ 0; s1p0; then we get a contradiction with the continuity
of o; because the maximum is attained in S1:
If s > 0; s1p0; then we reach a contradiction with the Hopf Lemma in the point of
maximum. To do that it is sufﬁcient to have proved the monotonicity of the
solutions of ðP0Þ up to x1p0:
In the previous cases, the Step 3 of Theorem 2.1 is unnecessary. However if s1 > 0
we ﬁnd a lack of regularity at the origin that makes impossible to use the moving
planes procedure. It is in this case where we need to apply the full result by
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Damascelli and Gladiali that extends to the whole RNþ the monotonicity prop-
erty of o in the x1-direction. And then we argue as before depending on s ¼ 0 or
s > 0:
Once we have proved Theorem 1.2 we can prove Theorem 1.3 in a similar way by
using the uniform Cg-estimate given in Corollary 6.1.
Proof of Theorem 1.3. We argue by contradiction, i.e., we suppose there exist a
sequence of solutions fuag to each problem ðPl;aÞ; a sequence of points fxagC %O and
a sequence of numbers ma ¼ M
r1
2
a such that
Ma ¼ uaðxaÞ ¼ sup
xAO
uaðxÞ-N as a-%a
for some aAIe:
As in the proof of Theorem 1.2, we have three cases to study:
1. PAO,S1ð%aÞ;
2. PAS2;
3. PAGð%aÞ ¼ %S1ð%aÞ- %S2ð%aÞ:
The ﬁrst case can be proved as in Theorem 1.2 by using [GS]. The same occurs in
the second case, by using [LNT] as in Theorem 1.2. The difference is in the third case.
Arguing as in Theorem 1.2 we have to study two more cases,
If
ga
ma
is unbounded (recall that ga is deﬁned as in the proof of Theorem 1.2), the
proof is the same as in Theorem 1.2.
If
ga
ma
is bounded, we can suppose that for some subsequence
ga
ma
-sX0 as a-%a:
In the limit, we arrive to an elliptic problem in RNþ if s ¼ 0 and in RN-fzN > sg
if s > 0: And taking into account that %aXe > 0 and hypotheses (B1)–(B3), we
can use Corollary 6.1, then the boundary conditions are the same as in
Theorem 1.2. To ﬁnish the proof we argue in the same way as in
Theorem 1.2. &
4. Convergence of the ﬁrst eigenvalue
We consider the problem
ðEPaÞ 
Du ¼ l1ðaÞu in O;
u ¼ 0 on S1ðaÞ;
@u
@n
¼ 0 on S2ðaÞ:
8>><
>>:
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We assume the hypotheses:
ðH1Þ OCRN is a bounded domain with C2-boundary.
ðH2Þ S1ðaÞ;S2ðaÞ are smooth ðN  1Þ-dimensional submanifolds such that
S1ðaÞ,S2ðaÞ ¼ @O; S1ðaÞ-S2ðaÞ ¼ | and S1ðaÞ-S2ðaÞ ¼ GðaÞ is a
ðN  2Þ-dimensional smooth submanifold.
ðH3Þ jS1ðaÞj ¼ a;S1ða1ÞDS1ða2Þ for any 0oa1pa2oj@Oj; where jAj denotes the
measure of AC@O; and we assume that capð-aS1ðaÞÞ ¼ 0: Here, capðEÞ
means the 2-capacity of the set E (see for instance [MZ]).
Along this section we prove convergence of the sequences fuag and fl1ðaÞg; where
ua is a positive normalized solution ðjjuajjL2ðOÞ ¼ 1Þ to the problem ðEPaÞ and l1ðaÞ is
the associated ﬁrst eigenvalue. More precisely, we prove strong convergence of fuag
to an eigenfunction of the Neumann Problem and l1ðaÞ-0; under ðH1Þ; ðH2Þ and
ðH3Þ hypotheses.
Lemma 4.1. Let ua be a positive (negative) solution to the problem ðEPaÞ and we
suppose ðH1Þ–ðH3Þ: Then the sequence fuag converges strongly in W 1;2ðOÞ to a positive
(negative) eigenfunction of the Neumann Problem. As a consequence we get
l1ðaÞ -
a-0
0:
Proof. First we prove the strong convergence in W 1;2ðOÞ for some subsequence.
Multiplying by ua the equation Dua ¼ l1ðaÞua and integrating by parts we get
(recall that jjujjL2ðOÞ ¼ 1Þ
Z
O
jruaj2 dx ¼ l1ðaÞ
Z
O
u2a dx ¼ l1ðaÞplD1 ;
where we denote lD1 the ﬁrst eigenvalue to the Dirichlet Problem, and the last
inequality holds by the Rayleigh’s deﬁnition of the ﬁrst eigenvalue
l1ðaÞ ¼ inf
uAES1 ðOÞ;ua0
R
O jruj2 dxR
O u
2 dx
; ð7Þ
recall that ES1ðOÞ is deﬁned in (1). As a consequence, there exists a subsequence
fuakg; which we denote fukgNk¼1; weakly convergent to some function u0AW 1;2ðOÞ:
Moreover we can assume
ruk,ru0 weakly in L2ðOÞ;
uk-u0 strongly in L
2ðOÞ;
uk-u0 a:e: in O:
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We take ampan; since ðH3Þ holds we get S1ðamÞDS1ðanÞ and as a consequence
S2ðamÞ+S2ðanÞ thus we have
Z
O
jrðum  unÞj2 dx ¼
Z
O
½jrumj2 þ jrunj2  2/rum;runS dx
¼
Z
O
½l1ðmÞu2m þ l1ðnÞu2n  2l1ðmÞumun dx: ð8Þ
Moreover, if we consider a1oa2; for j1; j2 positive eigenfunctions respectively, we
have
l1ða1Þ
Z
O
j1j2 dx þ
Z
S1ða1Þ-S2ða2Þ
j2
@j1
@n
dsðxÞ
¼ l1ða2Þ
Z
O
j1j2 dx þ
Z
S1ða2Þ-S2ða1Þ
j1
@j2
@n
dsðxÞ
by ðH3Þ and the Hopf Lemma we obtain
ðl1ða1Þ  l1ða2ÞÞ
Z
O
j1j2 dx ¼
Z
S1ða2Þ-S2ða1Þ
j1
@j2
@n
dsðxÞo0
and we conclude that l1ða1Þol1ða2Þ: Then l1ðaÞrl01X0 as a-0:
Since um is strongly convergent in L
2ðOÞ; by (8) and the convergence of l1ðaÞ we
have that fuag is a Cauchy sequence in W 1;2ðOÞ; therefore is strongly convergent in
W 1;2ðOÞ; and the limit must be u0:
Then we have that u0 satisﬁesZ
O
/ru0;rjS dx ¼ l01
Z
O
u0j dx þ
Z
@O
j
@u0
@n
dsðxÞ 8jAW 1;2ðOÞ:
Moreover, since capðTa S1ðaÞÞ ¼ 0 and @u0@n ¼ 0 on @O\ðTa S1ðaÞÞ; we can take for
each jAW 1;2ðOÞ an element *j in the same class with *j ¼ 0 on -aS1ðaÞ: Then we
have that u0 satisﬁesZ
O
/ru0;rjS dx ¼ l01
Z
O
u0j dx 8jAW 1;2ðOÞ:
As a consequence we have that u0 is a positive solution to the eigenvalue Neumann
problem with l01X0: Then l
0
1 must be the ﬁrst eigenvalue, hence l
0
1  0 and u0  cte
a:e:: To ﬁnish we conclude the convergence for whole the sequence because we have
jjruajj2L2ðOÞ ¼ l1ðaÞr0 as a-0: &
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Now we will assume instead of ðH3Þ the following hypothesis
ðH4Þ jS2ðaÞj ¼ j@Oj  a; S2ða1ÞDS2ða2Þ for any a1Xa2:
If we suppose ðH1Þ; ðH2Þ and ðH4Þ; we get analogous result for the Dirichlet
Problem.
Lemma 4.2. Let ua be a positive (negative) solution to the problem ðEPaÞ and we
suppose ðH1Þ; ðH2Þ and ðH4Þ: Then the sequence fuag converges strongly in W 1;2ðOÞ to
a positive (negative) eigenfunction of the Dirichlet Problem. As a consequence we get
l1ðaÞ -
a-j@Oj
lD1 ;
where lD1 is the first eigenvalue to the Dirichlet Problem.
Proof. Multiplying by ua the equation Dua ¼ l1ðaÞua and integrating by parts we
get (supposing again the sequence is normalized in L2ðOÞÞ
Z
O
jruaj2 dx ¼ l1ðaÞ
Z
O
juaj2 dxplD1 ;
where the last inequality is consequence of (7). Then we get a subsequence fuakgNk¼1
weakly convergent in W 1;2ðOÞ: Arguing in a similar way as in Lemma 4.1 but using
ðH4Þ in this case, we prove the strong convergence in W 1;2ðOÞ; i.e., there exists a
function u0AW 1;2ðOÞ such that
ua -
a-j@Oj
u0 strongly in W 1;2ðOÞ:
To end the proof, we can proceed in a similar way to the Lemma 4.1, but using ðH4Þ
instead of ðH3Þ: &
Finally, we describe the asymptotic behaviour of l1ðaÞ in Lemma 4.1 when a-0;
NX4 and under the extra hypothesis,
ðH5Þ S1 is connected, jS1ðaÞj ¼ a; and diamðS1ðaÞÞ-0 as a-0:
Lemma 4.3. Let ua be a solution to the problem ðEPaÞ: Let us suppose ðH1Þ; ðH2Þ;
ðH3Þ; ðH5Þ and NX4: There exists a constant %m ¼ N3N1 such that l1ðaÞpOða %mÞ: As a
consequence we get again the result of Lemma 4.1 under these hypotheses.
Proof. First of all we are going to construct a family of functions in a
neighbourhood of the origin in RNþ such that their Rayleigh quotients converge to
zero as a-0: Let us deﬁne R ¼ RðaÞ ¼ Oða1=ðN1ÞÞ > 0; a ¼ aðaÞ > 0; with
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1 a2 ¼ Oða2=ðN1ÞÞ and e ¼ eðaÞ > 0 to be properly chosen.
O1 ¼ ðf1 eoyNg,f1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jy0j2 þ a2e2
q
oyNgÞ-f0ojyjocg with e51;
O2 ¼ fyNo1 eg- yNo1 jy
0j
R
 
where y0 ¼ ðy1;y; yN1Þ;
O3 ¼ 1 jy
0j
R
oyNo1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jy0j2 þ a2e2
q 
:
For aAð0; a0Þ and a0 sufﬁciently small we deﬁne
oaðy0; yNÞ ¼
1 in O1;
1 ð1 yNÞ2a
1 e2a in O2;
1 ½ð1 yNÞ2  jy0j2a
a2að1 e2aÞ in O3:
8>>><
>>>:
It is not difﬁcult to check oaAW 1;2ðAÞ; with A ¼
S3
i¼1 Oi: Moreover,
l1ðaÞ ¼ inf
vAES1 ðOÞ;va0
R
O jrvj2R
O jvj2
pC
R
O jroaj2R
O joaj2
pOða %mÞ ð9Þ
and C is a constant that depends only on N; jAj and jrðjÞj; being j a rectiﬁcation of
the boundary in a neighbourhood of some point x0A@O such that S1 is contracting
to x0: To prove (9) we integrate
Z
O
joðyÞj2 dyX
Z
O1
dy ¼ jO1j;Z
O
jroðyÞj2 dy ¼
Z
O2,O3
jroðyÞj2 dy:
On the other hand, we can estimate the above integral as follows
Z
Oi
jroaj2 dy ¼
Z
j1ðOiÞ
jroaðjðxÞÞ  Dyj1j2jdet DjðxÞj dx
p c
Z
j1ðOiÞ
jroaðjðxÞÞj2 dx;
for i ¼ 2; 3 being jðx0; xNÞ ¼ ðx0;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 jx0j2  x2N
q
Þ and c depends on jðDyj1Þj2 and
jdet Djj: We observe that j transforms locally the boundary of RNþ on the sphere.
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We denote
Ii ¼
Z
j1ðOiÞ
jroaðjðxÞÞj2 dx; i ¼ 2; 3
then we have
I2 ¼
Z 1
e
4a3r4a
2þN3
ð1 e2aÞ2 dr ¼
4a3
4aþ N  2
1 e4aþN2
ð1 e2aÞ2
and
I3 ¼ 1ð1 e2aÞ2
Z a
ae
4a2 1þ R
2
a2
 2a
x4a2N cðNÞ
Z ﬃﬃﬃﬃﬃﬃﬃﬃﬃ1x2
N
p
R
a
xN
jx0jN2djx0j
( )
dxN
¼ c˜a
2
ð1 e2aÞ2 1þ
R2
a2
 2a
  R
a
 N1
a4aþN2  ðaeÞ4aþN2
4aþ N  2 þ
Z a
ae
x4a2N ð1 x2NÞ
N1
2 dxN
( )
:
Next we use the estimateZ a
ae
x4a2N ð1 x2NÞ
N1
2 dxNpcðaeÞ4a3 ð1 a2e2Þ
Nþ1
2  ð1 a2ÞNþ12
 
;
where c and c˜ depend only on the dimension. Let us take e ¼ expðamÞ; with m > 0 a
parameter to be chosen, then the next quotients
C1 ¼ a
3ð1 e4aþN2Þ
ð1 e2aÞ2 ; C2 ¼ a
2 ð1 a2e2Þ
Nþ1
2
ð1 e2aÞ2
verify
C1 ¼ að1 e
4aþN2Þ
Oða2mÞ ¼
a
OðamÞ-0 for mo1;
C2 ¼
1 e2ð1 Oða 2N1ÞÞ
 Nþ1
2
Oða2mÞ ¼
ð1 e2Þ þ e2Oða 2N1Þ
 Nþ1
2
Oða2mÞ
¼Oða
mNþ1
2 Þ þ OðaNþ1N1Þ
Oða2mÞ ;
where the optimal m is m ¼ 2
N1; and we obtain that l1ðaÞpOða %mÞ with %m ¼ N3N1:
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Remark 1. 1. There are no hypothesis about the number of connected components
of S1ðaÞ and S2ðaÞ in Lemmas 4.1 and 4.2.
2. In the above example we need that S1ðaÞ has a ﬁnite number of connected
components.
Under suitable hypothesis we can give a lower estimate of l1ðaÞ as follows.
Lemma 4.4. Let us suppose ðH1Þ and assume that O is strictly convex. Fixed x0AO; we
denote S0 the minimum open subset of S
N1 (the sphere in RNÞ such that 8yAS1;
(oyAS0 and ry > 0 verifying y ¼ x0 þ ryoy: Let us define O0 ¼ O-fx0 þ rojr >
0;oAS0g: Given uAES1ðOÞ and x0AO we have the representation
uðx0Þ ¼ 1jS0j
Z
O0
/ruðyÞ; x0  yS
jx0  yjN
dy: ð10Þ
Proof. Let us take uAC1ð %OÞ-fu ¼ 0 on S1g: By the fundamental calculus Theorem
we have
uðx0Þ ¼ 
Z N
0
urðx0 þ roÞ dr;
integrating in S0 we obtain
uðx0Þ ¼  1jS0j
Z
S0
Z N
0
urðx0 þ roÞ dr do
¼ 1jS0j
Z
O0
/ruðyÞ; x0  yS
jx0  yjN
dy:
We ﬁnish arguing by density. &
Remark 2. By strict convexity of the domain, there exist two positive constants c1; c2
such that for each x0AO; the associated subset S0 veriﬁes c1jS1jpjS0jpc2jS1j:
Lemma 4.5. In the hypotheses of Lemma 4.4, there exists a constant cðN; jOjÞ > 0
such that
l1ðaÞ ¼ inf
vAES1 ðOÞ;va0
R
O jrvðxÞj2 dxR
O jvðxÞj2 dx
Xca2: ð11Þ
Proof. Let us take mAð0; 1: The Riesz potential Vm is deﬁned for functions of
L1ðOÞ by
ðVmf ÞðxÞ ¼
Z
O
jx  yjNðm1Þf ðyÞ dy:
Moreover, it can be seen that Vm : L
1ðOÞ-L1ðOÞ:
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Let us deﬁne hðx; yÞ ¼ jx  yj1N ; if we ﬁxed a variable, we observe that hALrðOÞ;
for ro N
N1: We take R such that jOj ¼ jBRj ¼ oNRN ; then we haveZ
O
hðx; yÞ dyp
Z
BRðxÞ
jx  yj1N dy
¼NoN
Z R
0
r1NþN1dr ¼ NoNR ¼ No
N1
N
N jOj
1
N :
By Schwarz’s inequality,
jðV1=N jrujÞðxÞjp
Z
O
jhðx; yÞjjruðyÞj2 dy
 1=2 Z
O
jhðx; yÞj dy
 1=2
and integrating on O; we obtain
Z
O
jðV1=N jrujÞðxÞj2 dx
 1=2
p
Z
O
Z
O
jhðx; yÞjjruðyÞj2 dy
  Z
O
jhðx; yÞj dy
 
dx
 1=2
pNo
N1
N
N jOj1=N jjrujjL2ðOÞ:
Taking into account this inequality and (10) we conclude (11). &
5. Proof of Theorem 1.1
5.1. Preliminary results
Lemma 5.1 (Comparison). Assume that f is a continuous function such that f ðsÞ
s
is non-
increasing. Let v; uAES1ðOÞ be a subsolution and a supersolution respectively to the
problem
Do ¼ f ðoÞ in O;
o > 0 in O;
BðoÞ ¼ 0 on @O:
8><
>: ð12Þ
Then vpu:
The proof is a straightforward modiﬁcation of Lemma 3.3 in [ABC].
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Lemma 5.2. Let L be defined by
L ¼ supfl > 0 jProblem ðPlÞ has solutiong:
Then LoN:
Proof. Let j1 > 0 be an eigenfunction associated to the ﬁrst eigenvalue, i.e.,
Dj1 ¼ l1j1 in O;
Bðj1Þ ¼ 0 on @O:
(
Integrating by parts and assuming that u is a solution of ðPlÞ we obtainZ
O
ðluq þ urÞj1 dx ¼
Z
O
ðDuÞj1 dx ¼ l1
Z
O
uj1 dx:
But there exists two positive constants d; c such that %l ¼ cld veriﬁes
ltq þ tr > %lt; 8tAR; t > 0:
Then since u is a positive function, necessarily %lol1: &
Consider v the solution to the problem
ðPvÞ 
Dv ¼ g in O with gALpðOÞ; p > N;
v ¼ 0 on S1;
@v
@n ¼ 0 on S2:
8><
>:
The following result is due to Da´vila [D].
Lemma 5.3. Let u be a solution to
Du ¼ f in O;
u ¼ 0 on S1;
@u
@n ¼ 0 on S2;
8><
>:
where fALNðOÞ; fX0 and fc0: Let v be the solution to ðPvÞ: Then there exists a
constant C ¼ CðO;S1;S2;N; f ; jjujjLNðOÞÞ > 0 such that
v
u
  
LNðOÞ
pCjjgjjLpðOÞ:
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Let us deﬁne
CvðOÞ ¼ oAC0ð %OÞ-ES1ðOÞ j
o
v
  
LNðOÞ
oN
 
:
By application of Lemma 5.3 with g  1 we obtain the following results.
Lemma 5.4. Let
%
u ¼ ul1 ; %u ¼ ul2 be a subsolution, supersolution respectively (with
0ol1olol2oLðaÞÞ of ðPa;lÞ such that u0 is a solution obtained by the usual iterative
method with
%
u; %u: Then u0 is separated of
%
u and %u in CvðOÞ; more precisely, if
X ¼ foACvðOÞ j
%
upop %ug then there exists e > 0 such that
u0 þ eB1ð0ÞCX ;
where B1ð0Þ ¼ foACvðOÞ j jjov jjLNðOÞo1g:
Proof. By the Strong Maximum Principle,
%
uou0o %u: Notice that
%
v :¼ u0 
%
u; solves
D
%
v ¼ flðu0Þ  fl1ð
%
uÞ and %v :¼ %u  u0 solves D%v ¼ fl2ð %uÞ  flðu0Þ; in both cases with
the same boundary condition as in problem ðPa;lÞ and, since flðsÞ is increasing the
right-hand side are nonnegative. By Lemma 5.3 we obtain that there exists e > 0 such
that
%
uðxÞ þ evðxÞpu0ðxÞp %uðxÞ  evðxÞ; 8xA %O:
Then it follows the conclusion. &
Next we extend a result by Brezis–Nirenberg to our setting. (See [BrN].)
Theorem 5.1. Let u0AES1ðOÞ be a local minimum to the functional
JðuÞ ¼ 1
2
Z
O
jruj2 dx  l
q þ 1
Z
O
jujqþ1 dx  1
r þ 1
Z
O
jujrþ1 dx
in CvðOÞ; i.e., there exists r > 0 such that
(H1) Jðu0ÞpJðu0 þ oÞ; 8oACvðOÞ; with jjov jjLNðOÞpr:
Then u0 is a local minimum of J in ES1ðOÞ; i.e.,
(d0 > 0 such that Jðu0ÞpJðu0 þ oÞ; 8oAES1ðOÞ; jjojjES1 ðOÞpd0:
Proof. Arguing by contradiction we suppose that:
(H2) for all e > 0; there exists oeABeðu0Þ such that JðoeÞoJðu0Þ;
where Beðu0Þ ¼ fuAES1ðOÞ j jju  u0jjES1 ðOÞpeg: By a standard argument of lower
semicontinuity, to the functional J; the minimum value of J in Be is attained at some
oe; now we want to prove that oe-u0 in CvðOÞ as e-0 and we will arrive to a
contradiction with (H1) and (H2).
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The corresponding Euler equation to oe involves a Lagrange multiplier rep0; i.e.,
oe satisﬁes
/J 0ðoeÞ; xS0ES1ðOÞðOÞ;ES1ðOÞ ¼ re/oe; xSES1ðOÞðOÞ; 8xAES1ðOÞðOÞ
or equivalently if we write hlðsÞ ¼ lsq þ sr;Z
O
/roe;rxS dx 
Z
O
hlðoeÞx dx ¼ re
Z
O
/roe;rxS dx; 8xAES1ðOÞ:
Then oe veriﬁes the equation
Doe ¼ 1ð1 reÞ
hlðoeÞ ¼ helðoeÞ:
It is clear that there exists a positive constant C such that jjoejjES1 ðOÞpC for all e > 0:
Moreover by Theorem 6.6 we obtain jjoejjCgpC independent of e: Then by the
Ascoli–Arzela´ Theorem there exist a subsequence oe-o0 (as e-0Þ uniformly. Since
oe-u0 in ES1ðOÞ; then o0 ¼ u0; and by the Maximum Principle and Lemma 5.3 we
obtain that
oe  u0
v
  
LNðOÞ
p sup
O
jðhelðoeÞÞ  h0lðu0Þj-0 as e-0
that gives a contradiction. &
5.2. Proof
Consider the problem ðPlÞ with 0oqp1oroNþ2N2:
Proof of Theorem 1.1(I). Integrating by parts in ðPlÞ with a ﬁrst positive
eigenfunction (solution of the eigenvalue problem with the same boundary
condition) j1 we obtain
ðl1  lÞ
Z
O
uj1 dx ¼
Z
O
urj1 dx;
then necessarily lol1 because the right-hand side in the last equality is positive.
Hence we have proved that there is no solution if lXl1: Moreover, the associated
functional veriﬁes
JðuÞ ¼ 1
2
Z
O
jruj2 dx  l
2
Z
O
u2 dx  1
r þ 1
Z
O
urþ1 dx
X
1
2
1 l
l1
 Z
O
jruj2 dx  CðN; r; l1Þ
Z
O
jruj2 dx
 rþ1
2
E. Colorado, I. Peral / Journal of Functional Analysis 199 (2003) 468–507 491
where CðN; r; l1Þ > 0: Then J veriﬁes the hypotheses of the Mountain–Pass
Theorem by Ambrosetti–Rabinowitz [AR], and we obtain the existence of at least
one solution for 0olol1: The result of bifurcation is a consequence of the classical
Rabinowitz Theorem [R].
Proof of Theorem 1.1(IIa). We assume 0oqo1: The strategy of the proof follows
ideas as in the case of Dirichlet Problem in [ABC]. However in the mixed problems,
we need to obtain different estimates to apply the general procedures.
Proof of Theorem 1.1(IIa).1. Is an immediate consequence of Lemma 5.2.
Proof of Theorem 1.1(IIa).2. The associated functional to problem ðPlÞ with 0oqo1
veriﬁes
JðuÞ ¼ 1
2
Z
O
jruj2 dx  l
q þ 1
Z
O
uqþ1 dx  1
r þ 1
Z
O
urþ1 dx
X
1
2
Z
O
jruj2 dx  lC1ðq; l1; jOjÞ
Z
O
jruj2 dx
 qþ1
2
 C2ðN; r; l1Þ
Z
O
jruj2 dx
 rþ1
2
;
where C1ðq; l1; jOjÞ; C2ðN; r; l1Þ are positive. Then for l small enough there exist two
solutions, one given by minimization and another one given by the Mountain–Pass
Theorem because of the geometry of the functional. See for details [GP]. Recall that
L ¼ supfl j ðPlÞ has a solutiongoN: For e > 0 there exists m > 0 such that L
epmoL and there exists um solution for ðPmÞ: Now um is a supersolution for all ðPlÞ
with lom: Take vl the unique solution to problem Dvl ¼ lvql with the same
boundary conditions. Obviously vl is a subsolution to problem ðPlÞ: By Lemma 5.1
vlpum: Therefore, by a standard iteration procedure starting from vl; we conclude
that there is a solution for all lAð0;L eÞ; and as a consequence, for the whole open
interval. Moreover this solution is the minimal one. The monotonicity follows
directly from the comparison lemma.
Proof of Theorem 1.1(IIa).3. Let flng be a sequence such that lnsL; we denote
un ¼ uln the minimal solution to problem ðPlnÞ and Jl the associated functional to
the problem ðPlÞ: As in [ABC], we can prove that the linearized equation in the
minimal solution has nonnegative eigenvalues, then it follows, as in [ABC] again,
JlnðunÞo0: Since J 0ðulÞ ¼ 0; we get,
0 > JlnðunÞ 
1
r
/J 0lnðunÞ; unSXcrjjruln jj2L2ðOÞ  cðL; q; rÞjjrunjj
q
L2ðOÞ;
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therefore there exists a positive constant k such that jjrunjjL2ðOÞpk: Hence, there
exists a weakly convergent subsequence in ES1ðOÞ and as a consequence a weak
solution of ðPlÞ for l ¼ L:
Proof of Theorem 1.1(IIa).4. To ﬁnd a second solution as in [ABC] it is essential to
have the ﬁrst solution as a minimum of the associated functional, Jl: To do that we
deﬁne the functions
flðsÞ ¼
lsq þ sr; sX0;
0; so0;
(
FlðuÞ ¼
Z u
0
flðsÞ ds;
the functional
%JlðuÞ ¼ 1
2
jjrujj2L2ðOÞ 
Z
O
FlðuÞ dx
and we observe that %JlðuÞ ¼ JlðuÞ; if u > 0:
Lemma 5.5. For all lAð0;LÞ there exists a solution u0AES1ðOÞ that is a local
minimum of %Jl in Cv; i.e., there exists r > 0 such that
%Jlðu0Þp %Jlðu0 þ jÞ; 8jACvðOÞ; u0  j
v
  
LNðOÞ
pr:
Proof. Fixed l1olol2oL we consider the minimal solutions u1 ¼ ul1 ; u2 ¼ ul2 :We
observe that u1pu2 and u1; u2 are subsolution and supersolution respectively to the
problem ðPlÞ: Moreover,
Dðu2  u1Þ ¼ l2uq2 þ ur2  ðl1uq1 þ ur1Þ
X l1ðuq2  uq1Þ þ ur2  ur1X0 in O:
Since u1cu2 (because l1ol2Þ; by the Maximum Principle and the Hopf Lemma, we
get u1ou2 in O,S2 and
@
@n
ðu2  u1Þo0 in S1; where n is the outer unitary normal to
the boundary of O:
Now we take the functions
f˜lðx; sÞ ¼
flðu1ðxÞÞ; spu1
flðsÞ; u1osou2
flðu2ðxÞÞ; sXu2
8><
>:
F˜lðx; sÞ ¼
Z u
0
f˜lðx; sÞ dx
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and the functional
J˜l ¼ 1
2
jjrujj2L2ðOÞ 
Z
O
F˜lðx; uÞ dx:
It is clear that J˜l attains its global minimum at some function uAES1ðOÞ; that
satisﬁes
Du ¼ f˜lðx; uÞ in O:
As above, by the Maximum Principle and Lemma 5.3,
u1ðxÞ þ evðxÞpuðxÞpu2ðxÞ  evðxÞ and
u1ðxÞouðxÞou2ðxÞ; 8xAO and some e > 0:
Then if we take jjo u
v
jjLNðOÞpt; with 0ot5e; we get u1popu2 in whole O:
Moreover, %JlðoÞ  J˜lðoÞ is constant for all u1popu2; thus we get that u0 is a local
minimum for %Jl in Cv: &
Fixed l; we are looking for a second solution of the form u ¼ u0 þ o; with u0 the
above solution and o > 0: The corresponding equation to o is
Do ¼ lðu0 þ oÞq  luq0 þ ðu0 þ oÞr  ur0: ð13Þ
We deﬁne
gðx; sÞ ¼ glðx; sÞ ¼
lðu0 þ oÞq  luq0 þ ðu0 þ oÞr  ur0; sX0;
0; so0;
(
GðoÞ ¼ GlðoÞ ¼
Z o
0
gðx; sÞ ds
and
IðoÞ ¼ IlðoÞ ¼ 1
2
jjrojj2L2ðOÞ 
Z
O
GðoÞ dx:
If oAES1ðOÞ; oc0 is a critical point of I ; then o is solution of (13), and by the
Maximum Principle, o > 0 in O: As a consequence u ¼ u0 þ o is a solution to ðPlÞ
and uau0: Next we argue by contradiction supposing that o ¼ 0 is the unique
critical point of I :
Lemma 5.6. o ¼ 0 is a local minimum of I in ES1ðOÞ:
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Proof. Let oþ be denote the positive part of o: Since
GðoþÞ  Fðu0 þ oþÞ ¼  l
q þ 1 u
qþ1
0  luq0oþ 
1
r þ 1 u
rþ1
0  ur0oþ;
then
IðoÞ ¼ 1
2
jjroþjj22 þ
1
2
jjrojj22 
Z
O
GðoþÞ dx
¼ 1
2
jjroþjj22 þ
1
2
jjrojj22 
Z
O
Fðu0 þ oþÞ dx
þ
Z
O
l
q þ 1 u
qþ1
0 þ luq0oþ þ
1
r þ 1 u
rþ1
0 þ ur0oþ
 
dx
¼ 1
2
jjroþjj22 þ
1
2
jjrojj22 
Z
O
Fðu0 þ oþÞ dx þ
Z
O
Fðu0Þ dx
þ
Z
O
ðluq0 þ ur0Þ dx:
By a straightforward computation one ﬁnds
%JðoÞ ¼ 1
2
jjru0jj22 þ
1
2
jjroþjj22 þ
Z
O
ð/ru0;roþSþ ju0oþjÞ dx

Z
O
Fðu0 þ oþÞ dx
¼ 1
2
jjru0jj22 þ
1
2
jjroþjj22 þ
Z
O
ðluq0 þ ur0Þoþ dxd 
Z
O
Fðu0 þ oþÞ dx:
Therefore,
IðoÞ ¼ 1
2
jjrojj22 þ %Jðu0 þ oþÞ 
1
2
jjru0jj22 þ
Z
O
Fðu0Þ dx
¼ 1
2
jjrojj22 þ %Jðu0 þ oþÞ  %Jðu0ÞX
1
2
jjrojj22
provided jjo
v
jjLNðOÞpe:Where the last inequality is a consequence of Lemma 5.5. &
End of proof of Theorem 1.1(IIa).4. Once we have proved that the minimal solution
is a local minimum we obtain the second solution by the Mountain–Pass Theorem as
follows.
It is clear that IðtoÞ-N as t-N; for all o > 0: Then, there exists a function
o1A such that Iðo1Þo0: We deﬁne
G ¼ fgACð½0; 1;ES1ðOÞÞ j gð0Þ ¼ 0; gð1Þ ¼ o1g
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and
c ¼ inf
gAG
maxfIðgðtÞÞ j tA½0; 1g:
There are two cases:
1. c > 0; then by the Mountain–Pass Theorem of Ambrosetti–Rabinowitz [AR], we
ﬁnd another solution,
2. c ¼ 0; then we conclude by the Ghoussoub–Preiss version [GhP].
Proof of Theorem 1.1(IIb). We can follow the strategy of [AGP]. To do that, we
consider the truncature function hdðsÞ ¼ dq1s if 0pspd and hdðsÞ ¼ sq if s > d: We
deﬁne the approximated problems ðPdÞ that is ðPlÞ with hdðuÞ instead of uq:
Therefore, by the classical Rabinowitz Theorem (see [R]), there exists a continuum
Sd of solutions to ðPdÞ bifurcating from ðld1; 0Þ with ld1 ¼ l1d=hðdÞ where l1 is the ﬁrst
eigenvalue to problem
ðEPÞ  Dj ¼ l1j in O;
BðjÞ ¼ 0 on @O:
(
To ﬁnish we use a topological lemma given by Whyburn [W]:
Lemma 5.7. Let fSngnAN be a sequence of connected sets in a complete metric space E:
Assume that (i)
S
Sn is precompact in E and (ii) lim inf Sna|: Then, lim supSn is not
empty, closed and connected.
In order to apply this lemma we follow the arguments of [AGP]. For R > 0 and TR
denoting the ball of radius R in E ¼ R X ; with X ¼ ES1ðOÞ-Cð %OÞ: Let we denote
Sd the connected component of Sd-TR that contains ðl1;d; 0Þ: For a sequence dn-0
and Sn ¼ Sdn we have that ,Sn is precompact by the next lemma.
Lemma 5.8. Let fðlk; ukÞg be a bounded sequence of solutions to ðPdÞ; then it has a
subsequence which converges to ðl0; u0Þ; a solution to ðPlÞ with l ¼ l0:
Proof. Up to a subsequence, we have that lk-l0; uk,u0 in ES1ðOÞ and uk-u0
uniformly in Cð %OÞ (by Theorem 6.6 and the Ascoli–Arzela´ Theorem), therefore,
uk-u0 in ES1ðOÞ becauseZ
O
jrðuk  u0Þj2 dx ¼ lk
Z
O
u
q
kðuk  u0Þ dx þ
Z
O
urkðuk  u0Þ dx-0: &
Since l1;dn-0 as dn-0 it follows that ð0; 0ÞAlim infSn; then Lemma 5.7 applies to
Sn: The conclusion is that CR ¼ lim supSn ¼ lim supðSdn-TRÞa| is connected and
closed. Moreover it is clear that CR meets TR for all R > 0:
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We set C ¼ SR>0 CR that we have proved is a continuum in E with ð0; 0ÞAC: And
this is the end of the proof of Theorem 1.1. &
To ﬁnish this subsection we state a result about the existence of inﬁnitely many
solutions to problem
ð %PlÞ  Du ¼ ljuj
q1
u þ jujr1u in O;
BðuÞ ¼ 0 on @O:
(
Theorem 5.2. Given the problem ðPlÞ; with 0oqo1oroNþ2N2 there exists ln > 0 such
that for 0ololn; there exist infinitely many solutions.
The proof of this theorem use the Ljusternik–Schnirelmann theory exactly as in
the case of the Dirichlet Problem studied in [GP]. See also [ABC]. We omit the
details.
5.3. Moving the boundary conditions
In this subsection we consider the moving of the boundary conditions as in Section
4. In a straightforward way, we can obtain the following extension of a result in
[ABC].
Lemma 5.9. Let z be the unique solution to the problem
Dz ¼ zq in O;
z > 0 in O;
BaðzÞ ¼ 0 on @O:
8><
>: ð14Þ
Then, there exists C ¼ CðaÞ > 0 such thatZ
O
ðjrjj2  qzq1j2Þ dxXCjjjjj2L2ðOÞ; 8jAES1ðOÞ:
As a consequence, we have the following result.
Lemma 5.10. There exists A > 0 such that for all lAð0;LÞ the problem ðPlÞ has at
most one solution verifying jjujjLNðOÞpA:
A proof of this lemma can be seen in [ABC] (Theorem 2.2). Notice that, as a
byproduct of such proof, deﬁning
n1 ¼ inf
fAES1 ðOÞ
fa0
R
O jrfj2  qzq1f2
 
dxR
O f
2 dx
;
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we obtain the estimate n1 > rAr1:
By ðH1Þ–ðH3Þ in Section 4, we can see the dependence of A on l1ða;OÞ:
Lemma 5.11. Let AðaÞ be the associated constant to ðPa;lÞ obtained in Lemma 5.10,
then AðaÞ-0 as a-0:
Proof. Taking into account that
0on1pr1 ¼ inf
fAES1 ðOÞ
fa0
R
O jrfj2 dxR
O f
2 dx
;
by Lemma 4.1
0on1ðaÞpr1ðaÞ -a-0 0;
and we conclude because n1 > rAr1: &
Remark 2.
1. From the proof of Lemma 5.2 it follows that cLdpl1 for some positive constants
c; d: Then by Lemma 4.1, LðaÞ-0 as a-0:
2. By the results of this section, we have that in ð0;LðaÞÞ  ð0;AðaÞÞ there is at most
one solution to ðPa;lÞ (where the second interval denotes the set of admissible LN-
norms). Moreover, the minimal solutions converge to zero (as a-0Þ in LNðOÞ:
Lemma 5.12. For 0oloLðaÞ small, let we denote by ua the solution to ðPa;lÞ obtained
by the Mountain–Pass Theorem, then
jjuajjW 1;2ðOÞ-0 as a-0:
Proof. Consider the associated functional to ðPa;lÞ with l ¼ 0;
JðuÞ ¼ 1
2
Z
O
jruj2 dx  1
r þ 1
Z
O
urþ1 dxX
1
2
jjrujj2L2ðOÞ
 jOj
1rþ1
2n
r þ 1 1þ
1
l1
 rþ1
2 jjrujjrþ1L2ðOÞ:
Let us deﬁne the function gðtÞ ¼ 1
2
t2  cðr; jOjÞ
r þ 1 l
rþ1
2
1 t
rþ1; g0ðtaÞ ¼ 0 is equivalent to
ta ¼ c˜ðr; jOjÞl
rþ1
2ðr1Þ
1 ; where l1 ¼ l1ðaÞ and as consequence ta-0 as a-0:
We have proved that the mountain pass solutions of ðPa;lÞ; with l ¼ 0; converge to
zero when a-0: The same occurs with the mountain pass solutions for all
0oloLðaÞ: &
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We collect the above observation in the following statement.
Theorem 5.3. 1. If we denote ul; ump as the minimal and mountain pass solutions,
respectively, then, both solutions ul; ump-0 as a-0:
2. If aA½e; j@Oj and (B1)–(B3) hold, there exists MðeÞ such that SeC½0;LD 
½0;MðeÞ:
It seems to be an open problem if the branches collapse to 0 as a-0:
6. Ho¨lder estimates
Consider the problem
ðPaÞ 
Du ¼ f in O;
u > 0 in O;
BaðuÞ ¼ 0 on @O;
8><
>:
where O is a smooth domain with C2 boundary, fALp=2 with p > N:
As we mentioned in the introduction, there is a lack of regularity for these mixed
Dirichlet–Neumann problems in G: Here, we study the regularity in terms of the
Ho¨lder continuity. Before to start, we recall as Shamir pointed out in [S] that there is
an upper limit to the regularity in terms of Ho¨lder continuity. This can be seen in the
following example. Let oðx; yÞ ¼ Imðx þ iyÞ1=2 be deﬁned in the half-plane R2þ ¼
fðx; yÞAR2 j y > 0g: Such function veriﬁes Do ¼ 0 in R2þ and
lim
y-0
oðx; yÞ ¼ 0; x > 0; lim
y-0
@o
@y
¼ 0; xo0:
The data is identically zero however Ho¨lder continuity of order 1=2 is the highest
regularity that one can expect. In [S], the author proves that any solution of such a
mixed problem is Ho¨lder continuous of order ao1=2; but there is no information
about the estimates of the Ho¨lder norms.
Stampacchia [St] proves Ho¨lder continuity for more general problems. We will use
their approach to ﬁnd a uniform Ho¨lder exponent when we move the boundary
condition in a suitable way.
Some notations are in order. For uAW 1;2ðOÞ we denote AþðkÞ ¼ ½u > k ¼
fxAO j uðxÞ > kg; kAR: And for yA %O; r > 0 we denote Oðy; rÞ ¼ BrðyÞ-O;
Aþðk; rÞ ¼ AþðkÞ-Oðy; rÞ:
Hereafter we will assume that the boundary conditions move as we detailed in the
introduction, under hypotheses (B1)–(B3). Also we assume O is a bounded domain
with boundary of class C2: Then it follows in particular that for yAGðaÞ; there exists
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a positive constant b and some *r such that for all 0oro *r;
jjujjL2n ðOðy;rÞÞpbjjrujjL2ðOðy;rÞÞ for all uAES1ðOÞ: ð15Þ
Lemma 6.1. We can choose bAðCðNÞ;NÞ independent of aAð0; j@OjÞ such that (15)
holds.
Proof. We observe that we can estimate b by the Sobolev and the Poincare´
inequalities with l1ðOðy; rÞÞ; the ﬁrst eigenvalue given by the quotient
inf
R
Oðy;rÞ jruj2 dxR
Oðy;rÞ u
2 dx
; ð16Þ
where the inﬁmum is taken over all functions uAW 1;2ðOðy; rÞÞ; uc0 and u ¼ 0 on
S1ðaÞ-@Oðy; rÞ:
Claim. l1ðOðy; rÞÞ-N as r-0:
Assuming the claim and taking b ¼ CðNÞð1þl1ðOðy;rÞÞl1ðOðy;rÞÞ Þ
1=2 with *r small enough we
have that bAðCðNÞ;NÞ depends only on N and *r; but does not depend on a:
To prove the claim we observe that ﬁxed yAG (we can suppose y ¼ 0Þ there exists
a C2-diffeomorphism j : U-VCRNþ for some neighbourhood U of y in %O: We can
consider U ¼ Oð0;RÞ for some R > 0 small. Moreover, j veriﬁes jð0Þ ¼ 0 and
jð@O-Oð0;RÞÞCfxN ¼ 0g:
Taking into account that GðaÞ is a smooth ðN  2Þ-dimensional manifold, we can
suppose jðGðaÞ-Oð0;RÞÞCfxN ¼ 0g is another smooth ðN  2Þ-dimensional
manifold. Therefore, there exists a diffeomorphism of class C2; *c :
jðGðaÞ-Oð0;RÞÞ-V˜Cfx1 ¼ 0g-fxN ¼ 0g (with R probably smaller than before)
with *cð0Þ ¼ 0: Consider cðy0; yNÞ ¼ ð *cðy0Þ; yNÞ with y0 ¼ ðy1;y; yN1Þ; then c is
another C2-diffeomorphism. We deﬁne gðxÞ ¼ ðc3jÞðxÞ; the properties about j
and c show that g is again a C2-diffeomorphism between Oð0;RÞ and gðOð0;RÞÞ
verifying gð0Þ ¼ 0; gð@O-@Oð0;RÞÞCfxN ¼ 0g and gðGðaÞ-@Oð0;RÞÞC
fx1 ¼ 0g-fxN ¼ 0g: It follows that for 0oroR;R
Oð0;rÞ jruj2 dxR
Oð0;rÞ u
2 dx
¼
R
gðOð0;rÞÞ jdetðDzðg1ðzÞÞÞjjrzuðg1ðzÞÞ  Dxgjx¼g1ðzÞj2dzR
gðOð0;rÞÞ jdetðDzðg1ðzÞÞÞju2ðg1ðzÞÞ dz
: ð17Þ
It is easy to check that, with the change of variables ze ¼ %z in the right-hand side of
(17), we obtain
%l1ðgðOð0; rÞÞÞ ¼ e2 %l1ðegðOð0; rÞÞÞ;
where %l1 means the inﬁmum in the right-hand side of (17) with the corresponding
boundary conditions in W 1;2ðgðOð0; rÞÞÞ: We denote Ar ¼ mrgðOð0; rÞÞ where
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mr ¼ supfm > 0 j mgðOð0; rÞÞCgðOð0;RÞÞg: Therefore, we have proved that %l1ðArÞ ¼
e2ðrÞ%l1ðeðrÞArÞ where eðrÞ is given by eðrÞAr ¼ Oð0; rÞ; i.e., eðrÞ ¼ 1=mðrÞ: To
ﬁnish, it is sufﬁcient to check that %l1ðArÞXc˜ > 0:
Since g ¼ ðg1;y; gNÞ is a diffeomorphism jrgjð0Þj ¼ sja0 for all j ¼ 1;y;N: Let
us consider *gj ¼ 1sjgj and the diffeomorphism *g instead of g: Since jrð *gjð0ÞÞj ¼ 1; by
continuity, there exists a set UCOð0;RÞ (that we can suppose is Oð0;RÞ for R
probably smaller than before) such that 1 dpjr *gjðxÞjp1þ d for all xAOð0;RÞ
and some 0od51: So the ratio jSDðrÞjjgðOð0;rÞÞj1=NXk1 > 0 for all 0oroR and some positive
constant k1; where SDðrÞ is the part of @gðOð0; rÞÞ where we have taken zero
boundary data. Then %l1ðArÞXk2 > 0 for all 0oroR; see Lemma 4.5. &
Remark 3. We only need to prove that the solutions are in CgðOðy; rÞÞ for all open
set Oðy; rÞ with yAGðaÞ because it is in GðaÞ where we don’t know the regularity.
Theorem 6.1. Consider uAW 1;2ðOÞ: Then we have
jAþðh; rÞj2N2N pðjAþðk; rÞj  jAþðh; rÞjÞ b
2
jh  kj2
Z
Aþðk;rÞ
jruj2 dx ð18Þ
for all h > k > 0 such that jAþðk; rÞjpð1 lÞjOðy; rÞj:
See [St] for a proof of this and the next two theorems.
Theorem 6.2. Let u be a solution to problem ðPaÞ: Then, there exist two positive
constants g; L independent of b such that for yAGðaÞ; 0oroRo %rðyÞ and all k > 0 we
have
Z
Aþðk;rÞ
jruj2 dxp gðR  rÞ2
Z
Aþðk;RÞ
ju  kj2 dx
þ L
Z
Aþðk;RÞ
j f j2 dxjAþðk; RÞj2=N : ð19Þ
Theorem 6.3. Let u be a solution of ðPaÞ: Fixed 0oso1 and given k1 > 0; there exists
a positive constant yðsÞpcðNÞb2 such that fixed yAGðaÞ; ro *rðyÞ; for all k > k1
verifying
jAþðk; rÞjpyjOðy; rÞj; ð20Þ
we obtain
jAþðk þ sd; r srÞj ¼ 0; ð21Þ
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where
d2X
1
yrN
Z
Aþðk;rÞ
ju  kj2 dx þ r4ð1N=pÞ
Z
Aþðk;rÞ
j f j
p
2 dx
 !4
p
: ð22Þ
Theorem 6.4. Let u be a solution to problem ðPaÞ; p > N: Fixed yAGðaÞ and 4ro *rðyÞ
we define
l1 ¼ sup
xAOðy;4rÞ
uðxÞ; l2 ¼ inf
xAOðy;4rÞ
uðxÞ
and o ¼ oscðu; 4rÞ ¼ l1  l2: Let 0oZ1o1 be such that l1  Z1o > 0;
jAþðl1  Z1o; 2rÞjpyjOðy; 2rÞj;
where y is the number related to s ¼ 1=2: Then there exist two positive constants %Zo1
and %N independent of r and y such that
oscðu; rÞp%Zoþ %Nr2ð1N=pÞ: ð23Þ
Moreover, %N ¼ cjj f jjLp=2ðOÞ:
Proof. It is clear that there exists Z1 > 0 sufﬁciently small and probably dependent of
y and r such that k1 ¼ l1  Z1o > 0 and
jAþðl1  Z1o; 2rÞjpyjOðy; 2rÞj:
If we take
M
p
4X
Z
O
j f j
p
2 dx;
it follows that
1
y
ð2rÞN
Z
Aþðl1Z1o;2rÞ
ju  l1  Z1oj2 dx þ r4ð1N=pÞ
Z
Aþðl1Z1o;2rÞ
j f j
p
2 dx
 !4
p
pðZ1oþ c2M
1
2r2ð1N=pÞÞ2 ¼ d2:
By Theorem 6.3 we have
uðxÞpl1  Z1oþ 12 Z1oþ 12 c2M
1
2r2ð1N=pÞ a:e: in Oðy; rÞ;
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thus we obtain
oscðu; rÞp sup
Oðy;rÞ
u  l2pð1 12 Z1Þoþ 12 c2M
1
2r2ð1N=pÞ;
and, as a consequence, we have proved (23) with %Z ¼ 1 12 Z1 and %N ¼ c22M
1
2:
Now we are going to see that, in fact, we can choose %Zo1 independent of yA %O
and r: To do that, we consider the sequences Zj ¼ 2ðjþ1Þ; j ¼ 0; 1;y and we take in
correspondence h ¼ l1  Zjþ1o , k ¼ l1  Zjo: By (18) it follows that
jAþðl1  Zjþ1o; 2rÞj
2N2
N p b
222ðjþ2Þ
o2
Z
Aþðl1Z1o;2rÞ
jruj2 dx
 !
 ðjAþðl1  Zjo; 2rÞj  jAþðl1  Zjþ1o; 2rÞjÞ
by Theorem 6.2
jAþðl1  Zjþ1o; 2rÞj
2N2
N
pb
222ðjþ2Þ
o2
g
4r2
Z
Aþðl1Zjo;2rÞ
ðu  l1 þ ZjoÞ2 dx þ oNLMð4rÞ
N 14
p
 
þ2
 !
 ðjAþðl1  Zjo; 2rÞj  jAþðl1  Zjþ1o; 2rÞjÞ:
If jpn we obtain
jAþðl1  Zno; 2rÞj
2N2
N
pCoNrN2 b2g4N1 þ b2LM4
N 14
p
 
22Nþ4
r
2 1N
p
 
o
0
B@
1
CA
20BB@
1
CCA
ðjAþðl1  Zjo; 2rÞj  jAþðl1  Zjþ1o; 2rÞjÞ
if we add in the above inequality with respect to j ¼ 1;y; n we get
njAþðl1  Zno; 2rÞj
2N2
N
p2No2N b2gþ b2LM4
N 14
p
 
2nþ2
r
2 1N
p
 
o
0
B@
1
CA
20BB@
1
CCAr2N2:
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Now we deﬁne R ¼ b2 o2N
2N
½4N1gþ LM4N 1
2
p
 
: Let %n be such that R%noNpy
2N2
N : It is
sufﬁcient to take %nXcbs; for some positive constants c; s:
1. If oðrÞp2 %nþ2r2 1
N
p
 
; then it satisﬁes (23).
2. If oðrÞ > 2 %nþ1r2 1
N
p
 
then
jAþðl1  Z %no; 2rÞjp
R
%noN
  N
2N2
oNð2rÞNpyjOðy; 2rÞj
thus we obtain l1  Z %no > 0 and
oscðu; rÞp%Z oscðu; 4rÞ þ %Nr2 1
N
p
 
: &
Theorem 6.5. Let u be a solution to problem ðPaÞ and suppose the hypotheses of
Theorem 6.4. Then, there exist two constants H > 0 and 0og ¼ gðbÞo1=2 such that
for all yAGðaÞ; rodðyÞ we obtain
oscðu; rÞpHrg: ð24Þ
Proof. Let rðyÞ ¼ minf1; *rðyÞg: By Theorem 6.4, we have that for all rorðyÞ;
oðrÞp%Zoð4rÞ þ %Nr2ð1
N
p
Þ
: Given %Z as in Theorem 6.4, %Z ¼ 1 Z %n; we take %g such
that 4%g %Z ¼ ao1 and we deﬁne g ¼ minf%g; 2ð1 Np Þg: We have observed, in the proof
of Theorem 6.4, that %nX
R
oNy
2N2
N
¼ cbs for some positive constants c; s; and we
recall that by Lemma 6.1, bAðcðNÞ;NÞ does not depend on a: As a consequence, %n is
independent of a: Since 4%g %Z ¼ ao1; if g ¼ minf%g; 2ð1 Np Þg then 4go
2 %nþ1
2 %nþ1  1 and
taking logarithms, we have
go 1
log 4
log
2 %nþ1
2 %nþ1  1
 
is independent of a:
Let T be a positive constant such that oðrÞpTrg for rðyÞ
4
prprðyÞ: Then by (23),
we deduce that for
rðyÞ
42
prprðyÞ
4
;
oðrÞpZ4gTrg þ %Nrg:
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In general for
rðyÞ
4iþ1
prprðyÞ
4i
we get
oðrÞp ð4g %ZÞiT þ %N
Xi1
s¼0
ð4g %ZÞs
( )
rgp Tai þ %N
1 a
 
rg:
We can take %i large enough such that Ta
%io1; therefore, H ¼ 1þ %N
1a for
rodðyÞ ¼ rðyÞ
4%i
: &
Theorem 6.6. Let ua be a solution to problem ðPaÞ: Then, uaACgð %OÞ for some 0ogo12
independent of aAð0; j@OjÞ:
Proof. Let we consider x1; x2AOðy; rÞ; yAGðaÞ and 0oro *r: Then for 0odor:
1. if jx1  x2jXd) juðx1Þ  uðx2Þjjx1  x2jg p2
max uðxÞ
dg
;
2. if jx1  x2jod; by Theorem 6.5, juðx1Þ  uðx2Þjpoðjx1  x2jÞpHjx1  x2jg; then
if x1ax2; it follows that
juðx1Þ  uðx2Þj
jx1  x2jg pH:
The same arguments work in Oðy; rÞ for yA %O\GðaÞ (see [St] for example). In any
case, we obtain that jjujjCgð %OÞp %M where %M ¼ max 3
max uðxÞ
rg
;H
 
: &
Corollary 6.1. Assume that the family fS1ðaÞgaAIe satisfies hypotheses (B1)–(B3) in the
Introduction. Then there exists a positive constant C such that
jjujjCgð %OÞpC:
Proof. By Theorem 6.6 we have that all ua are in a same class C
gð %OÞ: Using
hypotheses (B1)–(B3) we can ﬁnd a uniform radius r0 ¼ *r > 0 such that (15) holds
for all aAIe: The uniformity of r0 implies that
b ¼ CðNÞ 1þ l1ðOðy; rÞÞ
l1ðOðy; rÞÞ
 1=2
okoN:
By the proof of Theorem 6.3, it follows the uniform estimate,
jjuajjLNðOÞoC1ðb; jj f jjLp=2ðOÞÞ: Notice that now
jjujjCgð %OÞpmax 4
jjuajjLNðOÞ
rg0
;H
 
;
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where, according with the proof of Theorems 6.4 and 6.5, H ¼ C2ðb; jj f jjLp=2ðOÞÞ:
Then we conclude. &
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