Abstract. In an earlier article the second author showed that for every finite collection of convex Euclidean polytopes there exists a finite list of forbidden configurations which determine the non-positively curved complexes that can be built out of these shapes. In other words, a complex built out of these shapes will be non-positively curved if and only if it avoids these forbidden configurations.
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Abstract. In an earlier article the second author showed that for every finite collection of convex Euclidean polytopes there exists a finite list of forbidden configurations which determine the non-positively curved complexes that can be built out of these shapes. In other words, a complex built out of these shapes will be non-positively curved if and only if it avoids these forbidden configurations.
In the present article we give an explicit algorithm which will determine these forbidden configurations for a given set of shapes and an algorithm which will determine whether a given complex avoids these configurations. Together these algorithms show that it is possible to test (in a discrete and computable way) whether a finite piecewise Euclidean complex is non-positively curved.
The algorithm begins by converting the question of local curvature into a question about the existence of a solution to a rather large system of polynomial equations in several variables. Once this conversion is completed, the remainder of the algorithm uses only standard techniques in computational algebraic geometry. In [8] , the second author showed that for every finite collection of Euclidean polytopes, there exists a finite list of forbidden configurations which determine the non-positively curved complexes that can be built out of these shapes. More specifically, a complex built out of these shapes will be non-positively curved if and only if it avoids these forbidden configurations. The general result from [8] for arbitrary curvatures is as follows:
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Theorem A. If S is a finite collection of shapes with curvature κ, then there exists a finite list of configurations C such that an M κ -complex K with Shapes(K) ⊂ S is locally CAT(κ) iff K avoids all of the configurations in C.
Notice, however, that Theorem A merely asserts the existence of a finite list of forbidden configurations that need to be avoided. Actually enumerating such a list is an entirely different matter and checking whether a given finite M κ -complex avoids these configurations is yet another. In the present article we prove the following:
Theorem B. There is an explicit algorithm which determines whether or not a finite M κ -complex is locally CAT(κ).
Two special cases are of particular note. Theorem B shows that it is possible to test whether a finite, piecewise Euclidean complex is non-positively curved and to test whether a finite, piecewise hyperbolic complex is negatively curved.
The algorithm mentioned in the theorem begins by converting the question of local curvature into a question about the existence of a solution to a rather large system polynomial equations in several variables. Once this conversion is completed, the remainder of the algorithm uses only standard techniques in computational algebraic geometry.
Finally, we should note that in dimension 3 there exists a particularly elementary procedure which avoids algebraic geometry altogether. Since this algorithm differs substantially in flavor from the one given below, it will be described elsewhere. See [6] for details.
Overview of the Sections Section 1 contains a first introduction to the techniques used to convert statements about piecewise spherical complexes into statements about systems of polynomial equations. Once the general technique is clear, we briefly review the basic definitions and theorems about Gröbner bases, polyhedral geometry, and comparison geometry (Section 2, 3 and 4).
In Section 5 we introduce a key technical tool; that of a gallery. In Section 6 we analyze how to test linear galleries for short paths by encoding their existence into polynomial equations and in Section 7 we perform a similar analysis on circular galleries.
In Section 8 we show that the coefficients that arise in the encoding process are no worse that the original lengths in the original complex. Finally, in Section 9 we present the proof of the main theorem, Theorem B.
A Prelude
Before presenting our full program for encoding curvature conditions into a system of polynomial equations, we record a few elementary observations which hopefully will illustrate the feasibility of such as approach. First of all, note that using only polynomial equations it is possible to
• stipulate that a particular variable be nonzero. For example, if we wish to write x = 0, simply introduce a new variable y and add the equation xy = 1 to our list of equations. The solutions to this new system are the solutions to the old system satisfying x = 0.
• stipulate that a particular variable be nonnegative. For example, if we wish to write x ≥ 0, simply introduce a new variable y and add the equation x = y 2 to our list of equations.
• stipulate that a particular variable be strictly positive. To write x > 0 we combine the two previous techniques and add two variables y and z and add the two equations xy = 1 and x = z 2 to our list of equations.
• stipulate x = 0 or y = 0 in a single equation. Simply introduce the equation xy = 0.
• stipulate x = 0 and y = 0 in a single equation. Simply introduce the equation
Using these techniques it is straightforward to convert polynomial inequalities to polynomial equations by introducing new variables and equations and to convert systems of polynomials into a single polynomial with the same solution set. We will therefore sometimes write systems containing polynomial equations and inequalities and with "and" and "or" and still describe the result as a system of polynomial equations.
Although these conversions are elementary, in combination they provide enormous flexibility. For example, let x, y, and z be vectors in Ê 3 . It is now easy to stipulate that x is a positive linear combination y and z using only polynomial equations. We let each component of x, y and z be a separate variable, say x = (x 1 , x 2 , x 3 ) etc., and we introduce four additional variables i, j, k, and l. [Throughout the article, whenever we introduce new vectors in Ê n , we will always assume that each coordinate is represented by a new variable.] Consider the following system of polynomial equations:
For particular vectors x, y and z this system has a solution if and only if x really is a positive linear combination of y and z, and in general, this system restricts our potential solutions to those triples of vectors x, y and z with this property. This shows the following: Lemma 1.1. It is possible to require a particular vector in Ê n to a positive linear combination of k other vectors in Ê n using only polynomial equations.
As a second application, let y, z and w be unit vectors in Ê 3 whose convex hull in Ë 2 is a spherical triangle. To state that x is a point in the interior of this triangle we combine the system which asserts that x is a positive linear combination of y, z and w, with the polynomial equation that asserts that x is a unit vector. More general we have the following result: Lemma 1.2. It is possible to require a particular unit vector in Ê n to lie in the interior of the convex spherical polyhedron formed by k other unit vectors in Ê n using only polynomial equations.
At this point, the reader should be able to see how statements about piecewise spherical complexes might be systematically converted into systems of polynomial equations. After a brief review of polyhedral and comparison geometry, we will return to this systematic conversion in Sections 6 and 7.
Gröbner bases
In this section we briefly review the notion of a Gröbner basis from computational algebraic geometry and how a Gröbner basis can be used to determine whether a system of polynomial equations has a solution. For researchers familar with rewriting systems, a Gröbner basis could be thought of as a output of a simplified version of the Knuth-Bendix process applied in a commutative setting. Another common description is that a Gröbner bases enables one to generalize the division algorithm for polynomials of one variable to polynomials in several variables. The first step is to define an ordering on the terms in a multivariable polynomial. an n and identified with lattice points a = (a 1 , . . . , a n ) in AE n where AE stands for the non-negative integers. A term order ≺ is a total ordering of AE n such that the zero vector 0 is the unique minimal element, and where a ≺ b implies a + c ≺ b + c for all c ∈ AE n .
Example 2.2 (Lexicographic ordering). For polynomials in 1 variable
etc. For several variables, there are many different term orders to choose from. For our purposes, all that matters is that at least one term order exists. First define an arbitrary total ordering of the indeterminates x 1 , . . . , x n and then consider the ordering ≺ in which a ≺ b if a would appear earlier then b in a dictionary. This is the lexicographic ordering of AE n and it is in fact a term order.
Definition 2.3 (Gröbner bases)
. Given a term order ≺, every non-zero polynomial f ∈ k[x] has a unique initial or leading term denoted LT(f ). If I is an ideal in k[x], then its initial ideal is the ideal generated by the initial terms of its elements. In symbols
A finite subset G ⊂ I is a Gröbner basis for I with respect to ≺ if the initial terms of G generate the initial ideal of I. A Gröbner basis is reduced if none of the polynomials in G are redundant. It is monic if it is reduced and all of the leading coefficients are 1.
Remark 2.4 (History).
Gröbner bases where first introduced in the mid-1960s by H. Hironaka under the name "standard bases", and independently by B. Buchberger in his Ph.D. thesis. In a later article Buchberger christened these bases "Gröbner bases" in honor of his thesis advisor, W. Gröbner.
There is only one main result about Gröbner bases that we will need. For a proof of this result see one of the standard texts on computational algebraic geometry, such as [4] , [5] or [10] .
Theorem 2.5. There exists an explicit deterministic procedure, known as Buchberger's algorithm, which starts with a finite generating set for an ideal I and produces a monic Gröbner basis for I in finite time. In addition, the monic Gröbner basis which results is independent of the generating set for I which is used. Corollary 2.6. Using Gröbner bases it is possible to determine whether two systems of polynomial equations have the same solution set and whether a single system has a solution or not.
Proof. To test whether the two solution sets are the same, write the equations in the form f i = 0 and g j = 0, compute the monic Gröbner bases for the ideal generated by the f i and the monic Gröbner bases for the ideal generated by the g j . By Theorem 2.5 they are equal if and only if these bases are identical. To check whether a system of polynomial equations has a solution, check for equality with the system 1 = 0.
Finally, we should note that although Gröbner bases can be used to show that various operations in algebraic geometry are computable, they are hard to generate in practice -particularly when large numbers of variables are involved. More specifically the computational complexity of Buchberger's algorithm is more than exponential in the number of variables.
Polyhedral geometry
We begin by reviewing the necessary background regarding polyhedral geometry. A metric space (K, d) is called a geodesic metric space if every pair of points in K can be connected by a geodesic. The geodesic metric spaces we will be primarily interested in will be cell complexes constructed out of convex polyhedral cells in À n , n or Ë n . After describing these spaces, we will quickly review their relationship with comparison geometry. Details can be found in [1] , [2] , [3] , and [9] . Definition 3.1 (Polyhedral cells). A convex polyhedral cell in À n or n is the convex hull of a finite set of points. The convex hull of n + 1 points in general position is an n-simplex. A polyhedral cone in n is the positive cone spanned by a finite set of vectors. If the original vectors are linearly independent, it is a simplicial cone. A cell (simplex) in Ë n is the intersection of a polyhedral cone (simplicial cone) in n with Ë n . A spherical cell which does not contain a pair of antipodal points is proper. All euclidean and hyperbolic cells are considered proper. Notice that every spherical cell can be subdivided into proper spherical cells by it cutting along the coordinate axes. If σ denotes a proper convex polyhedral cell, then σ
• will denote its interior and ∂σ will denote its boundary.
is a connected cell complex K make up of proper hyperbolic [euclidean, spherical] cells glued together by isometries along faces. A cell complex which has an À -complex, an -complex, or an Ë-complex structure, will be called a metric polyhedral complex, or M κ -complex for short where κ denotes the curvature constant common to all of its cells. More generally, an M κ -complex is formed from polyhedral cells with constant curvature κ. Convention 3.3 (Subdivisions). As noted above, every spherical cell can be subdivided into proper spherical cells. Since proper spherical cells are required in an Ë-complex, a subdivision will occasionally be necessary in order to convert a complex built out of pieces of spheres to be considered an Ë-complex. Definition 3.4 (Shapes). If K is an M κ -complex, then the isometry types of the cells of K will be called the shapes of K and the collection of these isometry types will be denoted Shapes(K). When Shapes(K) is finite, K is said to have only finitely many shapes. Notice that since cells of different dimensions necessarily have different isometry types, finitely many shapes implies that K is finite dimensional. It does not, however, imply that K is locally finite. Notice also, that if K is an M κ -complex with only finitely many shapes, then there is a subdivision K ′ of K where the cells of K ′ are proper and simplicial, and Shapes(K ′ ) remains finite. can be subdivided into a finite number of subintervals so that the restriction of γ to each closed subinterval is a path lying entirely in some closed cell σ of K and that this path is the unique geodesic connecting its endpoints in the metric of σ. The length of γ, denoted length(γ), is the sum of the lengths of the geodesics into which it can be partitioned. A closed piecewise geodesic and a piecewise geodesic loop are defined similarly. The intrinsic metric on K is defined as follows: Following the same convention, if a loop is a closed piecewise geodesic of length ℓ, then we will assume that its domain is a circle whose circumference is ℓ. We will use C ℓ to denote such a circle and we will identify the points on C ℓ with reals mod ℓ and in particular with the points [0, ℓ). Note that some of these subintervals may be single points. The fact that γ is a piecewise geodesic ensures that the size of γ is finite.
Definition 3.9 (Links). Let K be an M κ -complex with only finitely many shapes and let x be a point in K. The set of unit tangent vectors to K at x is naturally an Ë-complex called the link of x in K, or link(x, K). If K has only finitely many shapes, then link(x, K) has only finitely many shapes. When x lies in the interior of a cell B of K, link(x, B) is a sphere of dimension k = dim B − 1 sitting inside link(x, K). Moreover, the complex link(x, K) can be viewed as a spherical join of Ë k and another Ë-complex, denoted link(B, K), which can be thought of as the unit tangent vectors to x in K which are orthogonal to B. The complex link(B, K) is called the link of the cell B in K. Once again, if K has only finitely many shapes, then link(B, K) has only finitely many shapes as well.
Definition 3.10 (Local geodesics)
. A piecewise geodesic γ in an M κ -complex K is called a local geodesic if for each point x on γ, the incoming and outgoing unit tangent vectors to γ at x are at a distance of at least π from each other in link(x, K).
The size and length of local geodesics are closely related.
Theorem 3.11 (Bridson) . If K is an M κ -complex with only finitely many shapes, then for every ℓ > 0 there exist an integer N > 0, depending only on Shapes(K), such that every local geodesic of size at least N has length at least ℓ.
Proof. For a proof of this result see [2, Theorem 1.11] or [3, Theorem I.7.28]. Both references state this theorem in a more general form using the concept of a taut-mstring. We merely need to note that local geodesics are taut-m-strings and the size of a local geodesic γ, as defined above, is within a constant factor of the integer m when γ is viewed as a taut-m-string.
Remark 3.12 (Constructing N ). The existence of a constant such as N is important, but for our purposes, we need to know more. There needs to be an algorithm which constructs an integer N which will work solely from Shapes(K) and the real number ℓ. There is indeed such an algorithm, and we will return to this issue later in the article. See Lemma 6.4.
Notice that it is in fact sufficient to construct an N that will work for one particular value of ℓ. More specifically, if every local geodesic of size N has length at least ℓ, then every local geodesic of size k · N will have length at least k · ℓ. Thus for an arbitrary β, the least integer greater than β ℓ · N will work for β.
Comparison geometry
Metric simplicial complexes are particularly useful in the creation of metric spaces of non-positive curvature.
Definition 4.1 (Globally CAT(κ)). Let K be a geodesic metric space, let T be a geodesic triangle in K, and let κ = −1,
] with the same side lengths as T . Notice that for every point x on T , there is a corresponding point x ′ on T ′ . The space K is called globally CAT(κ), if for any geodesic triangle T in K [of perimeter less than 2π when κ = 1] and for any points x and y on T , the distance from x to y in K is less than or equal to the distance from
]. Finally, a space K is called locally CAT(κ) if every point in K has a neighborhood which is globally CAT(κ). Locally CAT(0) spaces are often referred to as non-positively curved.
Theorem 4.2. In a globally CAT(0) space, every pair of points is connected by a unique geodesic, and a path is a geodesic iff it is a local geodesic.
The next two results about M κ -complexes show how global properties such as CAT(κ) can be reduced to local properties and how local properties can be reduced to the existence of geodesics in Ë-complexes. Theorem 4.3. Let K be an M κ -complex which contains only finitely many shapes.
1. If K is an À -complex, then K is globally CAT(−1) iff it is locally CAT(−1) and simply-connected. 2. If K is an -complex, then K is globally CAT(0) iff it is locally CAT(0) and simply-connected.
3.
If K is an Ë-complex, then K is globally CAT(1) iff it is locally CAT(1) and and there are no geodesic cycles of length < 2π.
⇔ the link of each cell of K is an Ë-complex which contains no closed geodesic cycle of length less than 2π.
In short, showing that À -complexes are CAT(−1) or that -complexes are CAT(0) ultimately depends on being able to show that various Ë-complexes contain no short geodesic cycles. In [8] , short geodesic cycles were studied using the concept of a configuration. Configurations are related to the "finite models" used by Bridson and Haefliger [3] .
Definition 4.5 (Configurations).
A configuration C is a finite Ë-complex C which contains at least one closed geodesic γ of length less than 2π. An M -complex K contains a configuration C if C isometrically embeds as a subcomplex of link(B, K) for some cell B in K and under this embedding at least one of the short closed geodesics contained in C is sent to a short closed geodesic in link(B, K). If K does not contain a configuration C, then K avoids this configuration.
Configurations were used to state and prove the following:
If S is a finite collection of shapes with curvature κ, then there exists a finite list of configurations C such that an M κ -complex K with Shapes(K) ⊂ S is locally CAT(κ) iff K avoids all of the configurations in C.
At present there are very few results of this type which are known explicitly. One of the main results along these lines is Moussong's Lemma which was first stated by Gromov in [7] in the special case where all 1-cells in K have length π/2 and proved in general by Moussong in his dissertation [9] . Example 4.6 (Moussong's Lemma). Moussong's Lemma states that if K is a simplicial Ë-complex with only finitely many shapes and all of the 1-cells of K have length at least π 2 , then K is globally CAT(1) if and only if K is a metric flag complex. A simplicial complex is called a flag complex if every 1-skeleton of an n-simplex is filled in with an n-simplex. A simplicial Ë-complex is called a metric flag complex if every 1-skeleton of an n-simplex whose edge lengths are those of a possible proper spherical n-simplex is filled in with a copy of that n-simplex. This means, for example, that a three 1-cells in an Ë-complex each with length π need not and cannot bound a spherical triangle.
When all of the 1-cells have length π/2, the metric flag condition reduces to the (non-metric) flag condition. Moussong's lemma thus enables a researcher to easily determine whether a cubical complex with the usual metric has a locally CAT(0) structure.
One way to paraphrase Theorem A is that for any finite collection of piecewise Euclidean or piecewise hyperbolic shapes, there is a finite description (similar to that in Moussong's lemma) of the combinatorial conditions needed in order for a complex built out of these shapes to be CAT(0) or CAT(−1). Such finite descriptions must exist by Theorem A, but most of them remain undiscovered.
Galleries
In this section we define one of our central concepts: that of a gallery. The term "gallery" has been borrowed from the study of Coxeter groups since a geodesic gallery in a Coxeter complex will be an example of a linear gallery as defined below. The galleries defined here will be either linear or circular and we begin by defining the linear ones.
Definition 5.1 (Linear Galleries). Let K be a M κ -complex, let γ : [0, ℓ] → K be a piecewise geodesic in K, let k is the size of γ, and let {σ
be the sequence of open cells that γ passes through. Finally, assume that for all 1 < i < k, σ i is either a common face of both σ i+1 and σ i−1 which are distinct or else both of these are incompatible faces of σ i . In the former case, we say that σ i is a bottom cell, and in the latter σ i is an top cell in the sequence.
The linear gallery G determined by γ is constructed inductively from this sequence of open cells. To start the induction, let G 1 be a copy of the closed cell σ 1 , let α 1 be all of G 1 , and let φ 1 : α 1 → σ 1 be a specific isometry between α 1 and σ 1 . The cell α i in G i , will always be isometric to σ i by a specific isometry φ i and the complex G i+1 will always contain the complex G i as a subcomplex. We call α i the active cell in G i . Next, assume that for some i ≥ 1 we have defined the complex G i , its active cell α i , and an isometric φ i : α i → σ i . The inductive step depends on whether σ i is a top cell or a bottom cell.
• If σ i+1 is a bottom cell, then define
) and define φ i+1 as the restriction of φ i to α i+1 .
• If σ i is a top cell, then define let α i+1 be a copy of σ i+1 , let φ i+1 :
be an isometry between the two, and let G i+1 be the complex formed from gluing G i to α i+1 along their distinquished faces isometric to σ i . Specifically identify φ Definition 5.3 (Circular Galleries). Let K be a M κ -complex, let γ : C ℓ → K be a closed piecewise geodesic in K, let k is the size of γ, and let {σ
be the sequence of open cells that γ passes through. Finally, assume that for all 1 ≤ i ≤ k, σ i is either a common face of both σ i+1 and σ i−1 which are distinct or else both of these are incompatible faces of σ i where the subscripts are interpreted mod k.. In the former case, we say that σ i is a bottom cell, and in the latter σ i is an top cell in the sequence.
As in Definition 5.1, the circular gallery G determined by γ is constructed inductively from the sequence of open cells that γ passes through. Let a be an arbitrary point in C ℓ , say one whose image lies in σ and end at the same point, γ ′ (a). Next, we construct a linear gallery G ′ for the path γ ′ as above. Finally, we idenitify the endcells of G ′ to form the circular gallery G.
It should be clear that the end result is independent of the choice of a, and that the circular gallery G comes equipped with a map φ : G → K which is an isometry when restricted to any of the cells of G.
Definition 5.4 (Galleries in complexes)
. Let K be a M κ -complex with only finitely many shapes. A complex G with a map φ : G → K will be called a linear gallery in K if there is a piecewise geodesic γ satisfying the necessary restrictions which determines G and φ. A circular gallery in K is defined analogously. We should note that when we speak of a linear gallery G in K, we implicit assume that G has a specified pair of endcells, σ and τ , and a specified map φ : G → K. From this information we can recover the interior G
• and the linear ordering on the open cells in G
• . Similarly, when we speak of a circular gallery G in K, we implicitly assume that G has a specified map φ : G → K. From G we can reconstruct its interior G A similar procedure will determine whether a map φ : G → K from a finite complex to K which is an isometry when restricted to a closed cell of G is a circular gallery determined by some closed piecewise geodesic. i . Since these lifts agree on the bottom cells where they overlap, they combine to form the required path γ ′ . The second assertion is immediate from the definition of G.
Remark 5.7 (Geodesics in galleries)
. Notice that several piecewise geodesics will determine the same linear gallery G in K. If γ is one of these paths which determine G, then we say that G contains γ. Notice in particular that if G contains γ, then the lift γ ′ of γ to G will be a piecewise geodesic in G • which starts in one endcell of G, ends in the other endcell of G and which progresses monotonically from one endcell to the other. Conversely given a piecewise geodesic γ ′ in G satisfying these restrictions, it is easy to see that its φ-image in K will be a piecewise geodesic γ which determines G. Proof. If α is a bottom cell whose preimage under γ ′ is not a single point, then by considering α and an adjacent top cell, it is easy to see that γ ′ (and hence γ) is not a local geodesic. This shows that preimages of the interiors of bottom cells must be single points. Proof. If α denotes a top cell in G, then the preimage of α under γ ′ is an closed subinterval [x i , x i+1 ] for some i (Lemma 5.8 and Lemma 5.9). Since γ ′ is a local geodesic, and since the image of this subinterval lies completely in the closed cell α, this image must be the unique geodesic in α connecting γ ′ (x i ) to γ ′ (x i+1 ). This shows that γ ′ is an embedding and that it image is completely determined by the image of L in G as required.
Lemma 5.11. Let K be an M κ -complex and let φ : G → K be the circular gallery determined by a closed geodesic γ : C ℓ → K. If γ ′ is the lift of γ to G, and L = {0 ≥ x 0 < x 1 < · · · < x k < ℓ} ⊂ [0, ℓ) is the list of point preimages of bottom cells under γ ′ , then the image of γ ′ in G is completely determined by the images of the points in L. Moreover, γ ′ is an embedding.
Proof. If α denotes a top cell in G, then the preimage of α under γ ′ is an closed subinterval [x i , x i+1 ] for some i, or [x k , x 0 + ℓ] (Lemma 5.8 and Lemma 5.9). Since γ ′ is a local geodesic, and since the image of this subinterval lies completely in the closed cell α, this image must be the unique geodesic in α connecting γ
). This shows that γ ′ is an embedding and that it image is completely determined by the image of L in G as required. Proof. Let G be the linear gallery determined by a geodesic γ and let φ : G → K be canonical map. The map φ is clearly an embedding when restricted to each closed cell α i in G. For a point x in the interior of a top cell of G, there is a neighborhood of x which lies completely in α • i . Thus φ is an embedding in a neighborhood of x. If x is a point in the interior of a bottom cell α i (which is not an endcell of G), then there is a neighborhood of x which lies in (α i−1 ∪ αi α i+1 ) ∩ G
• . The restrictions on γ now ensure that φ is an embedding when restricted to this subcomplex. Finally, when α i is a bottom cell which is an endcell, there is neighborhood of x which lies in either α i+1 ∩ G
• or α i−1 ∩ G • . Proof. To prove there is a deformation retraction from G to γ ′ we first note that for each bottom cell of G, we can use a radial retraction from α Next for each top cell α i there are two points which determine the intersection of γ ′ with α i . These two points are either the two endpoints of γ ′ , an endpoint and a point in the interior of a boundary cell of α i , or two points in the interiors of two incompatible boundary cells of α i . In all three cases it is easy to see that there is a retraction of α i ∩ G
• which is compatible with the deformations already defined on the interiors of the boundary cell(s) of α i .
Definition 5.14 (Equivalent galleries). Let K be an M κ -complex and let G and G ′ be two of its galleries, both linear or both circular. The galleries G and G ′ will be considered equivalent if there is an isometry between them which preserves their cell structures. They will be considered identical if they are equivalent and they are immersed in K in the same way. More specifically, if G and G ′ are immersed in K by maps φ and φ ′ , then there is a map ρ : G → G ′ showing they are equivalent with φ = φ ′ • ρ.
Lemma 5.15. Let K be a M κ -complex with Shapes(K) finite, let ℓ be a fixed real number. If a number N satisfying the conclusion of Theorem 3.11 can be constructed from Shapes(K) and ℓ, then there exists a finite, constructible list of linear galleries such that every geodesic in K of length at most ℓ determines a gallery equivalent to a linear gallery in this list. There is a similar list of circular galleries such that every closed geodesic in K of length at most ℓ determines a circular gallery equivalent to a gallery in this list.
Proof. We prove the linear case; the circular case is analogous. Let Γ be the (infinite) collection of all geodesics in K of length at most ℓ. By Theorem 3.11 there is an N such that each γ in Γ passes through at most N open cells of K. As a result each γ in Γ determines a gallery formed by gluing together at most N closed cells, each of which is isometric to a closed cell in Shapes(K). Because Shapes(K) is finite, there are only a finite number of complexes which can be formed in this way, and by Remark 5.5 we can determine which of these are linear galleries. The linear gallery determined by γ must be equivalent to one of them.
Linear galleries
In this section we discuss in detail how to search for geodesics of length π in a linear gallery using polynomial equations. As a gentle introduction we demonstrate this first in dimension 1. Note that in a gallery in a 1-dimensional Ë-complex, all of the top cells are 1-cells and all of the bottom cells are 0-cells. An endpoint of γ, however, may be either a 0-cell or point in the interior of a 1-cell. ] to the unique geodesic connecting γ ′ (x i ) and γ ′ (x i+1 ) in the unique top cell containing both points, then we can define a new path γ ′′ with this property which determines the same list L, but with a strictly shorter length. Thus, if G contains a path of length less π, it contains a path of this type. We may therefore assume that γ ′ has this shortest geodesic property for each i, and as a result that γ ′ intersects each bottom cell of G in a unique point.
We now establish a system of equations which will test whether the sum of the distances from x i to x i+1 , i = 0, . . . , k − 1 is less than π or not. All we need to do is to add up the lengths of the unique individual arcs connecting γ ′ (x i ) to γ ′ (x i+1 ), but we wish to do this with polynomial equations. Let V denote the set of 0-cells in G and let E denote the set of 1-cells in G. We will introduce the necessary variables and equations in stages.
Step 1: For every v ∈ V we introduce a vector u v = (u v,1 , u v,2 ) in Ê 2 and we add the equation u v · u v = 1 to our system. In other words, we introduce two new variables u v,1 and u v,2 and the polynomial equation u 2 v,1 + u 2 v,2 = 1. The vector notation is simply a convenient shorthand. Next, for each 1-cell e ∈ E connecting v to v ′ we add the equation u v · u v ′ = cos(θ) to our system, where θ is the arc length of e. Notice that the solutions to this system of equations are in one-to-one correspondence with the possible maps from G to Ë 1 which restrict to an isometry on each closed cell of G.
Step 2: For each x i in L, we introduce a vector y i = (y i,1 , y i,2 ), and add an equation which stipulates that y i has length 1. In addition, we add equations which stipulate that y i is a positive linear combination of the vectors u v corresponding to the 0-cells v of α i . Recall that equations of this type were described in Section 1. Since we are in dimension 1, x i is sent to a 0-cell in G for each 1 < i < k. In particular, for these i, the "positive linear combination" will reduce to a set of equations which simply state that y i = u v . On the other hand, if γ ′ (x 0 ) is not a 0-cell of G, then more complicated equations will be added to the system.
Notice that we are treating the position of γ(x i ) in α ensure that encoded in any solution to the system so far is the description of a piecewise geodesic path between the endcells of G.
Step 3: To check whether the total length of γ ′ is at least π, we use a 2-dimensional model space. For each point x i in L we introduce a new vector z i = (z i,1 , z i,2 ) in Ê 2 starting with z 0 = (0, 1). Then we add the following equations:
These equations stipulate that the length of z i is 1, that the angle between z i and z i+1 equals the angle between y i and y i+1 , and that ( z i , z i+1 ) is a positively oriented frame for Ê 2 . The third set of equations has this interpretation because the cells of G are proper and thus all distances in these cells are less than π. Taken together, the second and third sets of equations ensure that z i is obtained from z i−1 by a counterclockwise rotation through an angle equal to the distance from γ(x i−1 ) to γ(x i ) in G. In other words the points z 0 , z 1 , etc. are marching around the unit circle in Ê 2 in a counterclockwise direction starting on the positive x-axis. Since each angle is less than π, the length of the geodesic will be less than π if and only if each z i , i > 0, has a positive second coordinate. This accounts for the fourth set of equations.
Combining all of the variables and equations introduced in each of these three steps, we get a system of equations which has a solution if and only if G contains a piecewise geodesic of length less than π. Figure 4 . Spaces and maps used in Lemma 6.3
Example 6.2. To illustrate the procedure described in Lemma 6.1 consider the 1-dimensional Ë-complex on the left in Figure 2 . The gallery determined by the sequence of points {x, A, B, C, D, B, C, y} is shown on the right and the model space for this sequence is shown in Figure 3 . The vectors in the model space are the vectors z i , and in this case we note that z 6 and z 7 have negative second coordinates and thus the total length is at least π, and thus this is not a solution to the system.
The argument for a gallery in dimension n is very similar.
Lemma 6.3. If K is an Ë-complex and G is a linear gallery in K, then there exists a finite system of polynomial equations which has a solution if and only if G does not contains a geodesic of length less than π.
Proof. As in the proof of Lemma 6.1 we first reduce to the case of a path γ ′ : [0, ℓ] → G with the same properties as before. Following the same notation, we assume there is a list L = {0 = x 0 < x 1 < · · · < x k = ℓ} ⊂ [0, ℓ] where the point γ ′ (x i ) is either an endpoint or it is contained in the interior of a bottom cell of G denoted α i . Moreover, γ ′ is a piecewise geodesic whose image is determined by the points γ ′ (x i ). Let V denote the set of 0-cells in G and let E denote the set of 1-cells in G. The system of equations which will test whether the sum of the distances from γ ′ (x i ) to γ ′ (x i+1 ) is less than π or not will be introduced in stages.
Step 1: For every v ∈ V we introduce a vector
and we add the equation u v · u v = 1 to our system. Next, for each 1-cell e ∈ E connecting v to v ′ we add the equation u v · u v ′ = cos(θ) to our system, where θ is the arc length of e. Notice that the solutions to this system of equations are in one-to-one correspondence with the possible maps from G to Ë n which restrict to an isometry on each closed cell of G.
Step 2: For each x i in L, we introduce a vector y i = (y i,1 , . . . , y i,n+1 ), and add an equation which stipulates that y i has length 1. In addition, we add equations which stipulate that y i is a positive linear combination of the vectors u v corresponding to the 0-cells v of α i . Equations of this type were described in Section 1.
The variables and equations in steps 1 and 2 ensure that encoded in any solution to the system so far is the description of a piecewise geodesic path between the endcells of G.
The interpretation of these equations is as before. Combining all of the variables and equations introduced in each of these three steps, we get a system of equations which has a solution if and only if G contains a piecewise geodesic of length less than π.
Lemma 6.4. If K be a n-dimensional Ë-complex with finitely many shapes and ℓ > 0 is a real number, then there is an algorithm for computing an integer N such that every geodesic of size N has length at least ℓ.
Proof. Note that Lemma 6.3 combined with Corollary 2.6 shows that it is possible to determine whether any specific gallery G contains a geodesic of length less than π. To find the smallest value of N which will work for ℓ = π we simply test a representative of each equivalence class of galleries of size 1, then a representative of each equivalence class of galleries of size 2, etc. That there is a finite constructible list of such galleries is guarranteed by Lemma 5.15. As soon as we find an N such that all galleries of size N do not contain a geodesic of length π, we are essentially done since by Remark 3.12 it is sufficient to find N for a single number ℓ. That such an N must exist was shown in Theorem 3.11.
Now that we have shown that the N in Theorem 3.11 is constructible, we can state the following corollary.
Corollary 6.5. Let K be a locally-finite M κ -complex with Shapes(K) finite, let ℓ be a fixed real number. Given open cells σ
• and τ • in K there is a finite, constructible list of linear galleries from σ to τ , based only on Shapes(K) and ℓ, such that every local geodesic from σ to τ of length at most ℓ determines a gallery in this list.
Proof. Let N be a size which guarantees a length greater than ℓ and then construct all possible linear galleries with size at most N up to equivalence (Lemma 5.15), and then construct all possible maps from G to K starting at σ. This is possible since N exists (Theorem 3.11), it is constructible (Lemma 6.4), and K is locally finite.
Lemma 6.6. Let K be a locally-finite Ë-complex with finitely many shapes. Given open cells σ and τ in K, there exists a finite system of polynomial equations which has a solution if and only if there is a path in K from a point in σ
• to a point in τ
• of length less than π.
Proof. First note that if there is a path of length less than π from σ • to τ • , there is a potentially shorter path between the two which satisfies the restrictions necessary to determine a gallery. Next, by Corollary 6.5 we can construct a finite list L which contains all linear galleries G → K from σ to τ which could possibly be determined by a path of length less than π. For each gallery in L, use Lemma 6.3 to create a system of polynomial equations which has a solution if and only if this particular gallery does not contain a piecewise geodesic of length less than π. If each of these systems are created using distinct variables, then their union will be a finite system which has a solution if and only if there does not exist a path in K from σ
• to τ
Circular galleries
In this section we prove our main technical lemma, Lemma 7.1. A 1-dimensional Ë-complex K is simply a simple graph with a length assigned to each 1-cell. To test whether such a complex is globally CAT(1), it suffices to check whether there is a simple loop of length less than 2π. As a gentle introduction to the described in Section 7 we discuss in detail how to search for geodesics of length π in a linear gallery of K and how to search for a geodesic of length 2π in a circular gallery of K.
Lemma 7.1. Let K be an Ë-complex with only finitely many shapes and let G be a circular gallery in K. There exist two finite systems of polynomial equations which have identical solution sets if and only if G does not contain a closed geodesic of length less than 2π whose image in K is also a closed geodesic.
Proof. Testing circular galleries for closed geodesics of length less than 2π is considerably harder than testing linear galleries for short paths precisely because we are insisting that these paths be local geodesics. This will greatly increase the number of variables and equations needed to perform the calculations. We begin noting that the circular gallery G was constructed by first creating a linear gallery G ′ and then identifying the two endcells of G ′ by an isometry. We will need the unidentified linear gallery G ′ to create some of our equations. By picking a point in top cell as a basepoint of the loop, we may assume that the endcells of G ′ are top cells. The notation is as before, but slightly modified since G is circular. There is a loop γ ′ : C ℓ → G and a path γ
There is a list L = {0 < x 1 < x 2 < · · · < x k < ℓ} ⊂ [0, ℓ) where the point γ ′ (x i ) is contained in the interior of a bottom cell of G ′ denoted α i . Moreover, γ ′ is a piecewise geodesic whose image is determined by the points γ ′ (x i ). Let V denote the set of 0-cells in G ′ , let E denote the set of 1-cells in G ′ , and let n be a bound on the dimension of G ′ . As in Lemma 6.3 we will introduce the variables and the equations in stages.
and we add the equation u v · u v = 1 to our system. Next, for each 1-cell e ∈ E connecting v to v ′ we add the equation u v · u v ′ = cos(θ) to our system, where θ is the arc length of e. Notice that the solutions to this system of equations are in one-to-one correspondence with the possible maps from G ′ to Ë n which restrict to an isometry on each closed cell of G ′ .
Step 2: For each x i in L, we introduce a vector y i = (y i,1 , . . . , y i,n+1 ), and add an equation which stipulates that y i has length 1. In addition, we add equations which stipulate that y i is a positive linear combination of the vectors u v corresponding to the 0-cells v of α i . Equations of this type were described in Section 1. Since x 1 and x k are two preimages of the same point in G, we add equations that state that each coefficient variable used to describe y 0 as a positive linear combination of the vectors u v corresponding to the 0-cells in α 1 , is equal to the corresponding coefficient variable used to describe y k as a positive linear combination of the vectors u v corresponding to the 0-cells in α k . The correspondence of the 0-cells is determined by the isometry used to obtain G from G ′ . The variables and equations in steps 1 and 2 ensure that encoded in any solution to the system so far is the description of a piecewise geodesic path which travels monotonically around G.
Step 3: To check whether the total length of γ ′ is at least 2π, we use a 2-dimensional model space similar to the previous one. For each point x i in L we introduce a new vector z i = (z i,1 , z i,2 ) in Ê 2 starting with z 0 = (0, 1). Then we add the following equations:
The interpretation of these equations is as before, except that the fourth family of equations has been removed. Instead of checking whether all of the second coordinates are positive, we need to do something more involved. For each i = 2, . . . , k − 1 add new variables p i and q i and equations of the form
This is just a polynomial way of saying that z 1 is not a nonnegative linear combination of z i and z i+1 .
Step 4: Now we get to the heart of the matter, that is, we need to ensure that γ ′ is locally geodesic. Let α i be a bottom cell of G ′ . Given points a and b in α
• i , the links link(φ(a), K) and link(φ(b), K) are canonically isometric. Let L i be this well-defined Ë-complex. In general the cells in L i will not be proper so we assume that it has been suitably subdivided. Notice that the three points γ(x i−1 ), γ(x i ) and γ(x i+1 ) determine two points in L i . The complex L i will have a finite number of galleries which could possibly contain a path of length less than π. Let G i be the list of such galleries in L i . For each gallery in G i we write down the variables and equations necessary to the encode a generic path determined by crossing points into the gallery (this would be steps 1 and 2 in Lemma 6.3). Do this for each gallery in G i and repeat this procedure for each of the links L i . Each gallery in each link will use distint variables.
At this point all of our variables have been introduced. Call the system of equations introduced up to this point Q. To introducing the second system of equations we begin by introducing several subsystems.
Step 5: For each i and for each gallery H j in G i , we define a system of equations V i,j . The system V i,j consists of three parts. First, it includes all of the equations in Q. Next, it includes the equations needed to say that the three points γ(x i−1 ), γ(x i ) and γ(x i+1 ) determine two points in L i which lie in the endcells of H j . Finally, we add the system of equations (which exist by Lemma 6.3) which have a solution if and only if there is a path connecting the exact points in the endcells of H j determined by the three points in L. Intuitively, the system V i,j has a solution if and only if for the piecewise geodesic loop in G which is encoded in the equations of Q, there is a path less than π in the gallery H j in the link of the point γ ′ (x i ). More informally, we might say that the solutions encode the loops in G which have a "kink" at γ ′ (x i ) as witnessed by a path through gallery H j .
Step 6: The system P is formed by taking union of the solution sets of the systems V i,j over all i and over all j. To perform this disjunction, we use the techniques listed in the prelude to rewrite each V i,j as a single polynomial P i,j , and then write the single equation
Since each V i,j contains the equations in Q, it is clear that the solution set for V i,j is contained in the solution set for Q. To claim that P and Q have the same solution set is to claim that for every choice of loop through G of length less than 2π (as determined by the images of the x i 's and restricted by the equations in Q) there is some i and some gallery in L i for which a short path can be found. In other words, no closed path of length less than 2π in G is a closed geodesic. This completes the proof. Corollary 7.2. Let K be an Ë-complex with only finitely many shapes and let G be a circular gallery in K. There is an explicit algorithm which determines whether or not G contains a closed geodesic of length less than 2π whose image in K is also a closed geodesic.
Proof. This is immediate by Lemma 7.1 and Corollary 2.6. Corollary 7.3. Let K be a finite M κ -complex and let ℓ be a fixed real number. There is a finite, constructible list of circular galleries such that every closed geodesic of length at most ℓ determines a circular gallery in this list.
Proof. Let N be a size which guarrantees a length greater than ℓ and then construct all possible circular galleries G with size at most N up to equivalence (Lemma 5.15), and then construct all possible maps from G to K. This is possible since N exists (Theorem 3.11), it is constructible (Lemma 6.4), and K is locally finite.
Corollary 7.4. There is an explicit algorithm which determines whether or not a finite Ë-complex contains a closed geodesic of length less than 2π.
Proof. A closed geodesic of length less than 2π in the complex would determine a circular gallery which contains it. By Corollary 7.3 there are only a finite, constructible list of circular galleries in K which could contain a closed geodesic of length less than 2π, and by Lemma 7.1 we can test each one for the presence of a short closed geodesic which survives in K.
Corollary 7.4 can be used to prove the following theorem. Theorem 7.5. There is an explicit algorithm which determines whether or not a finite Ë-complex is globally CAT(1).
Proof. Let K be the finite Ë-complex under consideration. By Theorem 4.3 and Theorem 4.4 it is sufficient to show that K contains no closed geodesic of length less than 2π and that for each cell B in K, link(B, K) contains no closed geodesic of length less than 2π. Since K and link(B, K) are finite Ë-complexes for all cells B, these are checkable conditions by Lemma 7.4.
Coefficients
Let K be a finite n-dimensional -complex and let P be the finite system of polynomial equations constructed in the previous sections which has a solution if and only if K is locally CAT(0). In this section we show that the coefficients of the polynomials in P are no worse than the lengths of the 1-cells in K. In particular, we prove the following.
Theorem 8.1 (Coefficients). Let K be a finite -complex. If k is the smallest subfield of Ê which contains the square of the length of each 1-cell in K, then the system of polynomials derived above to test whether K is locally CAT(0) has coefficients which belong to k.
Proof. (A proof for this will be added in the final version)
The Main Theorem
At this point the proof of Theorem B is nearly immediate. Theorem 9.1. There is an explicit algorithm which determines whether or not a finite M κ -complex is locally CAT(κ).
Proof. For each vertex v in K, the link link(v, K) is a finite Ë-complex and by Theorem 7.5 we can check whether it is globally CAT(1). By Theorem 4.4 this is sufficient. Remark 9.2. As can be seen from the proof of Theorem 9.1, it is actually sufficient for the complex K to be locally-finite instead of finite, so long as only a finite list of finite Ë-complexes occur as links of 0-cells (up to isometry), and there is a constructive procedure for enumerating this finite list.
Proof. For each vertex v in K, the link link(v, K) is a finite Ë-complex and by Theorem 7.5 we can check whether it is globally CAT(1). By Theorem 4.4 this is sufficient.
As can be seen from the proof of Theorem 9.1, it is actually sufficient for the complex K to be locally-finite instead of finite, so long as only a finite list of finite Ë-complexes occur as links of 0-cells (up to isometry), and there is a constructive procedure for enumerating this finite list.
There are two special cases which are worth mentioning separately.
Corollary 9.3. There is an explicit algorithm which determines whether or not a finite -complex is non-positively curved.
Corollary 9.4. There is an explicit algorithm which determines whether or not a finite À -complex is negatively curved.
As mentioned in the Section 2, Gröbner bases are sufficient to determine that this question is decidable and algorithmic, but as far as practical computation is concerned, they are less than ideal. For the working geometric group theorist who would like software which determines the local curvature of a finite M κ -polyhedral complex, there are essentially two main options:
• use more sophisticated techniques from computational algebraic geometry to speed up the computations, or • develop alternative, simpler algorithms which work directly with the geometry. Both strategies are currently under investigation. The latter strategy, in particular, has already produced results in the form of an explicit geometric algorithm to determine the local curvature of a 3-dimensional M κ -complex using only elementary 3-dimensional geometry. This result can be found in [6] . At this point, the following questions remain open:
Open Question 9.5. Is there a direct geometric algorithm which determines the local curvature of a finite M κ -complex in dimensions greater than 3?
Open Question 9.6. What is the computational complexity of these local curvature calculations?
