Abstract. The differential properties of a solution of a nonlinear multidimensional weakly singular integral equation of the Uryson type on an open bounded set G C IR" are examined. Showing that the solution belongs to special weighted space of smooth functions, the growth of the derivatives near the boundary is described.
Introduction
The construction of effective numerical methods for solving weakly singular integral equations in a region G C 1R' is impossible without taking into account the singularities of the derivatives of the solution near the boundary ÔG. The presence of singularities is an elementary fact, but significant difficulties are encountered in describing them precisely and proving the corresponding assertions. The case of one-dimensional integral equations was analyzed by Richter [9] , Pedas [61, Schneider [10] , Vainikko and Pedas [14] , Graham [1] , Vainikko, Pedas and Uba [15] , Kaneko, Noren and Xu [2] , and Kangro [3] . The case of multidimensional integral equation was analyzed by Pitkäranta [7, 81, , and Kangro [4, 5] .
In [11 -131 estimates for derivatives of a solution to the linear multidimensional weakly singular integral equation are derived. In many cases these estimates are sharp. In [12, 131 the main results were extended to nonlinear equations, too, but the proofs were outlined only on the idea level. In this paper we present a full proof (Sections 4 -5); the formulation of the main result is given in Section 3. Note that we treat the Uryson equation which is more general than the Hammerstein equation considered in [2] . Compared to [2] , our result is more complete.
For a linear equation u = Tu + f, there are at least three different ideas how to show that the solution belongs to special weighted spaces of smooth functions. Pitkäranta [8] examined step by step the improving properties of the weakly singular operator T and obtained that a power of maps L°°(G) (or even L'(G)) into a special weighted space; this idea may be implemented in the case of nonlinear equations, too. The authors of this paper (see [6, 11, 14, 15] ) used another idea proving that T is compact in appropriate A. Pedas: Univ. Tartu, Dep. Math., Liivi 2, 202400 Tartu, Estonia G. Vainikko: Univ. Tartu, Dep. Math., Liivi 2, 202400 Tartu, Estonia weighted spaces; this idea does not work in the case of nonlinear equations. The third idea elaborated in [13] is based on the "smallness" of (Tu)(x) fo K(z, y)u(y)dy, x e Q, where Q C G is a small subregion; the integral over C \ Q is treated as a part of the inhomogeneity. This idea can be extended to the case of nonlinear equation, and we pursue it in the present paper.
Integral equation
Consider the nonlinear integral equation
where Note that asymmetry of (2) and (3) with respect to x and y is only seeming: using the equality O/Oi = (ô/Ox, + ô/0y1 ) -a/ax, we can deduce from (2) and (3) Thus the kernel AC may have a weak singularity (ii < n). In the case ii < 0, the kernel AC is bounded but its derivatives may be singular. In the case of a linear integral equation AC(x,y,u) = AC 1 (x,y)u, and conditions (2) and (3) reduce to a condition for = PC 1 (x,y) from [11, 131. 
Main result
Introduce the weight functions
if A>0
where C C 1W' is an open bounded set with the boundary 3G and
yE OG is the distance from x to 3G. Define the space C m "(C) as the collection of all rn times continuously differentiable functions u :
IaI<m zEG
In other words, an m times continuously differentiable function u on G belongs tothe space C m '(C) if the growth of its derivatives near the boundary can be estimated as
The space Crn&(G), equipped with norm (6), is complete (is a Banach space). Our main result is contained in the following theorem.
Theorem 1. Let C C 1' be an open bounded set, f E C m -"(C), and let the kernel AC = AC(x, y, u) satisfy conditions (2) and (3). If the integral equation (1) has a solution u E L(G), then u E C' "(C).
This theorem was formulated and partly (for m = 2) proved in [13] . A full proof of Theorem 1 is given in Section 5. Section 4 contains necessary preliminaries for the proof.
Remark. In Theorem 1 we have not assumed a global or local uniqueness of the solution to equation (1).
Differentiation of the weakly singular integral
We use the notations 
where the constants c 1 and c2 depend only on n, v and on ri, ii, diamG, respectively (by diamG we denote the diameter of G; we assume that r diamG).
Let c C be a domain with a piecewise smooth boundary aci, u E C(l) n C'(1), au/ox 1 E L'(l), and let the kernel C = *C(x,y,u) satisfy conditions (2) and (3) with m = 1. Then (see [11, 13] 
where (y) = ( ' (y),. .. ,w,(y)) is the unit inner normal to Oil at y e Oil. Now we fix an arbitrary point T E G and take a sufficiently small 8> 0 such that B(,8) C G. Le' t the kernel IC = K(x,y,u) satisfy conditions (2) and (3). Using (9) with il = B(, 8) we have for
We continue the differentation using (9) . By induction we obtain the formula for higher order derivatives:
(1 <p :5 ni). Here w(y) = ('(y),... ,wn(y)) = ( -y )/ö is the unit inner normal to 0 0 K2(x,y,u) = X (x,y,u) = X(z,y,u) .
Proof of Theorem 1
Let conditions (2) and (3) be fulfilled, I E C m "(G), and let uo E L(G) be a solution to equation (1) . We have to prove that u 0 E Cm"(G). 
G\1
Clearly, u O solves this equation. But we will show also that equation (13) is uniquely solvable and the solution is as smooth in Q as asserted in Theorem 1. Since z0 € G is arbitrary, it finally proves that u 0 € Crnv(G).
Let us define (cf. (4)) (1 for A<O (1+I log p°(x)j)' for .X=O (xE) for .X > 0 where p°(x) is the distance from x E Q to ôl (cf. (5) 
p'(x)' I ' I if I c I > n -ii
We see that the second term on the right-hand side of (14) 
belongs to C m '(), and thus fn E Cm't'(cl).
Further, define the operators To and S1 , for x E Q, by
(Tu)(x) = fC(x,y,u(y))dy and (Su)(x) = (T0 u)() + f(x).
Denote Il u lloji = sU PzE Iu(x)I. Using (2) and (3) Due to the Banach fixed point theorem, Sc has a unique fixed point in Bo,cl,d; we know this fixed point -.it is u 0 , the solution of equation (1) under consideration. A more serious consequence of (2) and (3) 
w<w(y)< ()w) (>0).
(
Let us estimate the terms on the right-hand side of (11) 
First, it follows from (7) and (10) that
Using (7) and (18), for 1 j p !^ rn and {i,,,. . . ,i,,} C {i 1 ,. .. ,i} we have (21)). If thereby n -1 -ii -p + k 2 0, then we have again no difficulty in estimation (21) (estimating wP_(fl_p)(x)/wj_(fl_v)(x) coarsely by a constant). Consider the case n -1 -u-p+k <0. Together with the inequality k 22 we have then n -z'+l <p. Therefore wP_(fl_V)(x) (p1())P(fl') and, due to (17),
It follows from (11) , (12) and (19) - (22) that, for x = Y E B(,.5) C ci, op
Wp_(n_v)(X)
.
Since F E ci = B(x°,r) is arbitrary and 6 = p12 ()/2, we finally find that, for any U E C rnv (G) with 1 jullo , a d,
where x € Q = B(x°,),1 < ja I $ m, e, -* 0 as r -0 and the constant c' > 0 is independent of x, u and d. Using (2) and (3) where M > 1 is a sufficiently large constant. We fix
1<II<m
It is clear that the norms Ilmn and . are equivalent:
Introduce the set (15), (23) and (24) is that, for sufficiently small r > 0, the operator Sp maps Bmpfldd' into itself and satisfies (16) with q = 1/2. Indeed, using the first inequality in (15) Similarly, using the second inequality in (15) and (24) 2diamG we obtain that u0 E C m "(G). Theorem 1 is proved.
