Abstract --Transmitting video data over wireless networks can be very unreliable due to packet-loss, leading to serious video quality degradation which is annoying to human perception. The lost packets not only affect the quality of current frame, but also lead to error propagation to subsequent frames due to motion-compensated prediction techniques used in standard video codecs. Adding error-resilience to video bitstream for robust video delivery to users thus becomes a very important issue. In this work, we propose a two-pass intra-refresh transcoding scheme for inserting error-resilience features to a compressed video at the media gateway of a three-tier streaming system. The proposed transcoder can adaptively vary the intra-refresh rate according to the video content and the channel's packet-loss rate to protect the most important macroblocks (MBs) against packet loss. In the first-pass encoding, the encoder estimates the amount of error propagation at MB level, and then generates side information as transcoding hints for use at the transcoder. In the second-pass transcoding, the error-resilient transcoder adaptively determines the intra-refresh rate and the locations of MBs to perform intrarefresh according to the side information. Experimental results show that the proposed method can effectively mitigate the error propagation due to packet loss so as to improve the visual quality significantly. The proposed transcoder can also meet the realtime requirement.
Introduction
With the rapidly growing demand and widely deployed infrastructure of wireless networks (e.g., GPRS, 3G, and wireless LANs), applications of streaming video over wireless links have attracted much attention in recent years. However, the packet erasure and bandwidth variation characteristics of wireless links still present a number of challenges to streaming video applications [1] - [3] . In a video streaming system, a server pre-stores encoded video streams and transmits them to client terminals for decoding and playback. There are several existing video coding techniques, for example, H.26x, and MPEG-x, developed to compress video sequences into bitstreams to reduce the data sizes.
These video encoding techniques exploit spatial and temporal redundancy to achieve a high compression ratio, while making the compressed data very sensitive to transmission error [3] . Video transport over wireless networks may suffer from signal fading and network congestion which will cause packet loss/erasure. This packet-loss problem may lead to serious video quality degradation, which not only affects the quality of current frame, but also leads to error propagation to subsequent frames due to the motioncompensated prediction technique used in standard video codecs [3] . Furthermore, in practical applications that video contents are compressed and stored for future delivery, the encoding process is typically performed without enough prior knowledge about the channel characteristics of network hops between the encoder and the decoder. In addition, the heterogeneity of client networks also makes the encoder very difficult to adapt the video contents to a wide degree of different client channel conditions, especially for wireless client terminals. In order to achieve error robustness for transmitting video over wireless networks, the server must be able to adapt or transcode the non-error-resilient compressed video streams into error-resilience-capable streams at the intermediate network node. To serve this purpose, a video transcoder [4] [5] [6] [7] [8] [9] can be placed in a network node (e.g., mobile switch/base-station, proxy server, and video gateway) connected to a high-loss network (e.g., wireless network or highly congested network) to insert errorresilience features into the video bitstream to achieve robust video transmission over wireless channels [10] [11] [12] [13] [14] [15] . Fig. 1 illustrates a three-tier video streaming system for home networking. This application scenario involves a streaming server, a media gateway (e.g., home server), and a number of client terminals (e.g., information appliances). In a home network, the communication links to client terminals may have different packet-loss rates and channel bandwidths for different clients. The home server has to deploy different error-resilience features and regulate the bitrate in order to match different channel characteristics. A transcoder is usually located at the home server for adapting the incoming video bitstream to the varying channel conditions. Using a transcoder to handle the different demands (e.g., bandwidth, resolution, frame-rate, and channel condition) from different client devices can reduce the complexity and transmission cost from the streaming server to the home receivers. A typical example of error-resilient transcoder with feedback is shown in Fig. 2 [1, 11, 12] . The transcoder first extracts the video features (e.g., locations of video data which are likely to result in more serious error propagation if lost) from the incoming bitstream as well as estimates the client channel conditions according to the feedback channel statistics. The extracted features and the estimated channel condition are then used to determine the error-resilient coding policy for guiding the joint allocation of source/channel coding resources. The features of video contents can also be precomputed in the front-end encoding process and sent to the transcoder as auxiliary data (metadata) to assist the transcoding. In this work, we investigate efficient error-resilient transcoding methods for such the three-tier architecture with the transcoder located at the home server for enhancing error robustness to video streams prior to delivering video data to the mobile users.
Commonly used error resilient source coding tools include data partitioning, synchronization marker, RVLC (Reversible Variable Length Codes), EREC (Error Resilience Entropy Coding), MDC (Multiple-Description Coding), RFS (Reference Frame Selection), AIR (Adaptive Intra Refresh), etc. [3] . On the other hand, FEC (Forward Error Correction) and ARQ (Automatic Retransmission reQuest) are the two major schemes for channel protection. For error-resilient source coding, AIR is the most commonly used tool among the existing methods [1, [16] [17] [18] [19] [20] [21] [22] , because it does not need to make any change for standard video decoders, which is important in terms of cost and convenience for many practical applications. The major issue for AIR is to decide which MBs need to be intra-refreshed. If feedback information is available, the error tracking methods proposed in [1, 16, 17] can precisely locate the corrupted MBs to perform intrarefresh so that the error propagation can be terminated effectively and quickly. Such methods, however, require extra cost of computation and memory for tracking the locations of erroneous blocks. The cost grows significantly as the channel round-trip delay increases. Several other methods have been proposed to estimate the error propagation effect due to packet loss [18] [19] [20] [21] , but some of these methods cannot dynamically adapt to the varying channel conditions or involve complicated computation for estimating the amount of drifting error due to packet loss. The CBERC (content-based error-resilient coding) scheme proposed in [22] takes video content into account in making coding mode decisions by using the concealment error to identify GOBs (Group of Blocks) of more importance. However, using error concealment error only without considering motion information may not be able to capture the error propagation effect very well.
There have been a few research works about error resilient video transcoding [10] [11] [12] [13] [14] . For example, an error-resilient MPEG-2 transcoding scheme based on EREC is proposed in [10] . In this method, the incoming bitstream is reordered without adding redundancy such that longer VLC (Variable Length Coding) blocks fill up the spaces left by shorter blocks in a number of VLC blocks which form a fixed-length EREC frame. Such fixed-length EREC frames of VLC codes are then used as synchronization units, where only one EREC frame, rather than all the codes between two synchronization markers, will be dropped should any VLC code in the EREC frame be corrupted due to transmission error.
The method proposed in [11] suggests a rate-distortion framework with analytical models that characterize the error propagation of corrupted video bitstream subjected to bit errors.
These models are then used to guide the use of spatial and temporal localization tools: synchronization marker and intra-refresh so as to obtain the optimal combinations of spatial error-resilience, temporal error-resilience, and transmission bitrate. This method can achieve good performance, however, its computational complexity may be too high to be used for real-time applications. The work in [12] proposes an error-resilient transcoder for GPRS (general packet ratio services) mobile-access networks. The transcoding process is performed at a video proxy located at the edge of two or more networks. Two error-resilience tools: the AIR and RFS methods with FCS (Feedback Control Signaling), are exploited adaptively to reduce error effects, while preserving the transmission rate management feature of the video transcoders. In [13] , a multipledescription FEC (MD-FEC) based transcoding scheme is proposed. This method adopts the (N, i, N -i + 1) Reed-Solomon erasure-correction block code to protect the ith layer of an N-layer scalable video. A special multiple-description packetization scheme is presented so as to ensure the ith layer to be decodable when i or more descriptions are received by the decoder. The method in [14] proposes to implement an ARQ proxy at the base station of a wireless communication system for handling ARQ requests and tracking errors so as to reduce retransmission delays as well as enhance the error resilience. The ARQ proxy selectively resends important lost packets (e.g., packets with header information and motion vectors) detected through the retransmission requests from client terminals, while dropping the remaining non-important packets (packets carrying DCT coefficients) for rate shaping. A transcoder is used to compensate for the mismatch error between the front-end video encoder and the client decoders caused by the dropped packets.
In this work, we propose a novel two-pass transcoding scheme for inserting errorresilience features to a compressed video at the media gateway of a three-tier streaming system. AIR is adopted in our proposed transcoder as the error-resilience coding tool so that standard video decoders can be used in the client terminals. The proposed transcoder can adaptively adjust the intra-refresh rate according to the video content and the channel's packet-loss rate to protect MBs of high loss-impact values against packet loss.
In the first-pass encoding, the encoder estimates the amount of error propagation to each MB when packet loss occurs, and then generates side information as transcoding hints for use at the transcoder. In the second-pass transcoding, the error-resilient transcoder adaptively determines the intra-refresh rate and the locations of MBs to perform intrarefresh according to the side information.
The rest of this paper is organized as follows. Section 2 presents the proposed two-pass 
Proposed Two-Pass Intra-Refresh Transcoding Scheme
Fig . 3 shows the proposed two-pass error-resilient transcoder architecture for a three-tier video streaming system. At the first-pass front-end encoding, in addition to the standard encoding process, the encoder also utilizes the motion vectors generated in the encoding process and the estimated concealment distortion to estimate the error-propagation effect at the MB and frame levels within a GOP. The MBs are then ranked by the estimated amount of error propagation. As a result, the MB-level rank-order information and the frame-level error-propagation estimates are stored in the streaming server as the side information. This side information is sent to the intermediate transcoder as transcoding hints to guide the error-resilient transcoding operation while streaming the video to client terminals.
In the second-pass transcoding process, the transcoder uses the side information received from the streaming server and the channel statistics (e.g., the packet-loss rate) collected from the feedback channel to determine the intra-refresh allocation for each frame of a GOP. The transcoder then performs intra-fresh on a number of high-priority MBs with highest loss-impact factors based on the intra-refresh allocation. The key idea behind the proposed transcoding scheme is to stop the error propagation in the current frame by performing intra-refresh on those MBs which reference to a high loss-impact prediction block of the pervious frame, thereby having a high possibility of being corrupted.
In the proposed scheme, most of the computation is done in the first-pass front-end encoding, which usually does not need to be done in real-time for prestored video applications. Only a small amount of computation is left to the second-pass transcoding, which usually has to meet the real-time requirement. In the first-pass encoding, the major computation is to analyze the error propagation effect using motion information and concealment error. The computational complexity for error-propagation estimation is relatively high, but usually can be done off-line.
Loss-impact estimation in the first-pass encoding
Due to the inter-frame coding techniques used in video compression, drifting error caused by lost MBs will propagate to subsequent frames until reaching an intra-refresh point (e.g., an I-frame, or an intra-coded block). To capture such error propagation effect, we first define the pixel-level loss-impact (LI) metric as the product of two parameters: PRC (Pixel Reference Count) and PCE (Pixel Concealment Error), to characterize the amount of pixel-wise error propagation as follows.
where PRC(x,y,n) represents the frequency of pixel (x,y) of frame n being referenced by pixels in the following frames within a GOP in the motion-compensated prediction process as illustrated in Fig. 4 . PRC(x,y,n) can be calculated recursively by summing up the individual reference counts of pixels in frame n+1 which reference to pixel (x,y) of frame n in the reverse tracking order from the last frame to the first frame of a GOP as in (2) .
where PCE(x,y,n) denotes the norm of concealment error of pixel (x,y) of frame n should this pixel be corrupted. In this work, the zero-motion error concealment scheme [24] is adopted. Therefore we obtain
where f(x,y,n) is the pixel value of pixel (x,y) in frame n.
After estimating the pixel-level loss-impact values, as depicted in Fig. 5 , we use the motion information to map pixel-level loss-impact values of the pervious frame to obtain the current-frame's MB-level error-propagation (from the previous frames) as follows. 
where m is the MB index in a frame; (x,y) is the pixel coordinate; n is the time index;
(MV x ,MV y ) is the associated motion vector of pixel (x,y). A high EP MB value implies that the MB references to a prediction block with high concealment error and/or a high accumulated reference count. Therefore performing intra-refresh on this MB usually can more effectively terminate the error propagation due to packet loss in the previous frames than on MBs with lower EP MB .
Finally, all EP MB 's in each frame are summed up to estimate the frame-level errorpropagation as follows. N is the number of MBs in a frame.
After obtaining the above features in the first-pass front-end encoding, two kinds of information are extracted and stored at the streaming server which will be sent to the intermediate transcoder as side information to enhance error resilience while streaming.
First, all MBs in a frame are sorted by the EP MB values, and the ranks of EP MB 's of MBs in one frame are stored as side information at the streaming server. Second, the framelevel error propagation estimate of each frame defined in (5) is also stored in the server.
Content-aware transcoding using prioritized intra-refresh
In the second-pass transcoding, we propose a prioritized intra-refresh scheme to determine the intra-refresh rate and the intra-MB allocation strategy for each GOP so as to adapt the transcoded video to varying network conditions. The proposed transcoding method is divided into three levels. The first-level process determines the total number of MBs to be intra-coded within a GOP according to the estimated channel packet loss rate (PLR), the average frame-level error propagation value in a GOP, and a control parameter as described as follows. 
N
is the total number of MBs to be intra-refreshed in a GOP (i.e., GOP-level intra-refresh allocation); N GOP is the GOP size; PLR is the channel packet loss rate which can be estimated via the client feedback information (e.g., the RTCP reports [25] ); TH intra is a scaling parameter.
In (6), the GOP-level intra-refresh allocation, GOP intra N , is proportional to the product of the estimated amount of error-propagation and the estimated channel packet-loss rate.
According to (6) , the higher the estimated error-propagation factor and/or the packet-loss rate, the more the intra-refresh allocation. The channel packet-loss rate PLR is updated every GOP to capture frequently changing network conditions. The scaling parameter TH intra , which is determined empirically in our work, is used to characterize the relationship between belonging to the later frames of the GOP. Second, should there be too many intrarefreshed MBs crowded together in a frame, the rate-control scheme has to increase the quantization step-size to avoid buffer overflow, leading to significantly lower visual quality.
To address this problem, we propose a three-level intra-refresh allocation scheme. In the proposed scheme, after determining the GOP-level intra-refresh budget, rather than distributing the budget to the top-ranked MBs directly, the next step is to distribute the intra-refresh budget into all frames in a GOP intermediately. In order to determine how many MBs need to be intra-refreshed in a frame, the following frame-level intra-refresh distribution method is used.
if n = 2 (i.e., the first P-frame in a GOP)
where n is the frame index in a GOP; intra n N is the number of MBs to be intra-coded in frame n;
N is the number of MBs in a frame;
to constrain the number of intra-coded blocks in a frame not to exceed an upper limit (say,
In this work, we simply set k MB = 1.
In (7) and (8), the frame-level intra-refresh distribution is made for the nth frame in a GOP based on the ratio of the frame's loss-impact factor with respect to the sum of the loss-impact factors of all the frames from the nth frame to the end of the GOP. As a result, for the nth frame of a GOP, the final MB-level intra-refresh allocation selects a total of intra n N MBs with top-ranked EP MB values to perform intra-refresh according to the ranking information prestored in the streaming server. Such three-level intra-refresh allocation algorithm makes intra-refreshed MBs distributed among all frames in a GOP so as to avoid the above-mentioned drawbacks caused by directly distributing the GOPlevel budget to the top-ranked MBs of a GOP without using the proposed intermediate frame-level distribution scheme.
Experimental Results
Four 300-frame CIF (352×288) test sequences as listed in Table 1 are used in our experiments. These sequences are pre-encoded using an MPEG-4 public-domain software encoder at 30 fps and 384 Kbps with the I-B-P GOP (Group of Pictures) structure with (N GOP ,M) = (30,2), where N GOP is the GOP size, and M is the distance between two anchor I/P-frames (i.e., M-1 B-frames are inserted between two anchor frames). We implemented a cascaded pixel-domain transcoder [6] based on the MPEG-4 publicdomain software to perform the intra-refresh transcoding. The output bit-rate, after inserting intra-refresh MBs, is regulated to the same bit-rate of the input video (i.e., 384 kbps) by using the MPEG-4 TM-5 rate-control scheme. For video transmission, a slice which contains one row of MBs is encapsulated into one packet. In this work, we use a two-state Markov model to simulate the channel conditions. We adopt a simplified Gilbert channel at the packet level [23] to generate the packet-loss patterns with four packet loss rates (PLR): 5%, 10%, 15%, and 20%, respectively. The average burst length is set to 1 to simulate the random packet-loss situations. For slow-fading channels which will result in longer burst losses, packet interleaving techniques can be used to spread a burst loss into individual single-packet losses to facilitate the error control process if the introduced complexity and delay are acceptable [3] .
For performance evaluation, three other intra-refresh methods: random intra-refresh [21] , regular intra-refresh [21] and CBERC [22] are also implemented and compared with the proposed method. Suppose the average number of intra-refreshed MBs in a frame is m. In the random intra-refresh scheme, m MBs are randomly selected to be intra-refreshed for each frame. By regular intra-refresh, the MB positions for intra-refresh are 1~m in the first frame, m+1~2m in the second frame, and so on. If all positions have been refreshed once, the refresh pattern is repeated again.
In the proposed method, the scaling factor of intra-refresh rate, TH intra , in Eq. (6) is determined empirically. Fig. 6 shows the frame-by-frame PSNR with different TH intra values for three test sequences when PLR = 10%. We can observe that TH intra = 1200 stably achieves the best performance for every sequence. Therefore we adopt TH intra = 1200 for all the sequences at different packet-loss rates.
The average PSNR performance comparison with different methods and channel conditions is shown in Table 1 and Fig. 7 . Figs. 8-11 depict the frame-by-frame PSNR performance comparisons of the proposed method with the other three intra-refresh methods for the four test sequences. Since I-frames are important in terminating the error propagation, a corrupted I-frame may cause serious error propagation. Furthermore, MBs closer to the I-frame in a GOP are usually more important than other farther MBs. This is because, if these important MBs are corrupted, the resultant error propagation will be more serious, since the drifting error will propagate to more frames until reaching the next I-frame. This kind of effects can be observed in frames #91-#151 in Fig. 8(a) , where large PSNR drops can be observed because many of MBs of higher importance are corrupted. In this case, the proposed method can mitigate the error propagation caused by the loss of important packets (e.g., packets close to I-frames) more effectively than the other methods. Moreover, the proposed method usually can also mitigate serious error propagation at a faster speed. Similar situations can also be observed in other figures.
Figs. 12-15 illustrate some reconstructed frames using different transcoding methods for subjective performance comparison. In most cases, the proposed method outperforms the other three intra-refresh schemes at different packet loss rates. For the "Dance" sequence, the proposed method can achieve up to 1.6 dB improvement over the CBERC method. In order to evaluate the individual gains from the frame-level and MB-level intra-refresh distribution schemes, we also performed two experiments. The first is to combine the proposed frame-level distribution scheme with three MB-level intra-refresh strategies:
random, regular, and CBERC. The second is to use the uniform distribution at the frame level, than apply the proposed MB-level intra-refresh scheme. Fig. 16 show the results of the experiments, where "Frame+CBERC," "Frame+Random," and "Frame+Regular" represent the combinations of the proposed frame-level distribution scheme with the CBERC, random, and regular MB-level intra-refresh strategies, respectively.
"Uniform+MB" represents the combination of uniform frame-level distribution with the proposed MB -level distribution. We can observe that applying the proposed frame-level distribution to the random, regular, and CBERC MB-level distributions only provides similar performances compared to those which adopt the uniform frame-level distribution.
The reason is, although the proposed frame-level distribution scheme will allocate more intra-MB budgets to those frames of relatively higher loss-impact (typically the first-half frames), the random and regular distributions may not place these intra-MBs to appropriate locations. If the intra-refresh budgets are not used appropriately, the relatively less intra-MB allocations in the later frames may not be able to terminate the error propagation effectively. The CBERC distribution intra-refreshes those MBs with concealment error larger than a threshold without setting frame-level budgets, so the proposed frame-level distribution only provides comparable performance. The errorresilience gain achieved by the combination of the uniform frame-level distribution and the proposed MB-level distribution is also not very stable. The reason is, although the proposed MB-level distribution scheme tends to protect MBs of highest loss impacts, the uniform frame-level distribution may not provide enough budget to intra-refresh all the high loss-impact MBs entirely. The combination of the proposed frame-level and MBlevel distribution schemes can achieve the best performance stably. Table 2 shows the run-time analysis of the first-pass encoding and second-pass transcoding on an Intel Pentium-III 1-GHz PC. The proposed encoder and transcoder are implemented based on the MPEG-4 public domain software. With the proposed errorpropagation estimation method, the first-pass encoding consumes significantly more time than the original one. On the other hand, the proposed method does not increase the computational complexity of second-pass transcoding. Actually sometimes it consumes even less time than the original transcoder for two reasons. First, the computation for intra-refresh decision in (5)- (7) in the second-pass transcoding is almost negligible compared to the whole transcoding process. Second, the error-resilient transcoding will increase the number of intra-coded MBs, thereby reducing the computation since the computational cost for intra-coding is much lower than that for inter-coding. Such asymmetric computation requirement is suitable for the three-tier prestored video streaming application scenario. between the server and clients, the transcoding side information is stored in and used for the server only, leading to extra storage cost, but will not incur extra communication cost.
On the other hand, under the three-tier streaming scenario, the proposed method has to send the side information from the streaming server to the intermediate transcoder, which will consume extra bandwidth. For example, the maximum number of rank-orders of impact values is 99 for a QCIF (176×144) frame, and 396 for a CIF frame, leading to 7 and 9 bits per MB to represent the full rank-orders of impact values, respectively. The resultant overhead cost is about 5.29% for a QCIF video coded at 384kbps and 30 fps.
One method of reducing the overhead cost is to classify all MBs in a frame into fewer (say, 2 m classes with m < 7) rank-orders of impact values, rather than the full rank-orders of MBs. According to our experiments, if eight classes (i.e., 3 bits/MB) are used for ranking the MBs in first-half frames and four classes for ranking MBs in last-half frames, the overhead cost is about 1.9% and the quality degradation due to such simplification is only 0.04 dB, which is almost negligible. To further reduce the overhead cost, the ranking and intra-refresh can be performed on a group of two or more consecutive MBs as a unit, rather than on individual MBs.
Concluding Remarks
In this paper, we proposed a novel two-pass error-resilient transcoding scheme by using prioritized intra-refresh. The first-pass encoding process of the proposed method estimates the pixel-wise loss-impact using an error-tracking technique. The estimated pixel-wise mismatch error is subsequently used to estimate the amount of error propagation impact from previous frames for each MB. After sorting the error propagation factors of all MBs in a frame, the rank of error-propagation effect of each MB and the frame-level error-propagation impact values are stored in the streaming server as side information for the future transcoding.
In the second-pass transcoding, the transcoder first determines the GOP-layer intrarefresh budget according to the side information and estimated channel condition, and subsequently uses the side information to distribute the intra-refresh budget into each frame of a GOP. The extra computational complexity required for this computation is almost negligible, thereby making it suitable for real-time transcoding applications.
The proposed algorithm can effectively mitigate the error propagation due to packet-loss and improve the quality significantly. The degree of error resilience can be dynamically adjusted to adapt to a channel with time-varying error characteristics which can be estimated using the statistics collected through the feedback channel. 
