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Abstract
Modeling and simulation as a tool to support analyzing and improving chemi-
cal plants and processes is becoming more and more attractive. However, model
development often is a lengthy task and requires an expert to obtain suitable re-
sults. Thus, in order to make further economic benefit from model-based activi-
ties, speeding up the model development process is an important objective.
Fortunately, it becomes obvious that not all models have to be developed from
scratch if a perspective is assumed that focuses on the lifecycle of an entity being
modeled. Along this lifecycle, different models might be developed and all of
them have some inherent dependencies because they all describe the same physi-
cal thing.
Considering the lifecycle of a plant, for example, one recognizes that the mod-
els describing different modification stages of the plant are highly similar. Also,
steady-state and dynamic models have some overlap such as the flowsheet struc-
ture of the plant. Further, data concerning physical property models and reaction
kinetics is not only reusable, but should be kept consistent across various models.
However, reusing those different parts is not that easy in practice. Models are
developed by various employees of a company that sometimes change jobs or even
the employer. Often, not only a single model is developed, but a variety thereof
in order to take into consideration variations of some parameters or process alter-
natives. Further, those models are often developed using different tools to support
various tasks. Tools and tasks range from simple mass balances and rough eco-
nomic estimates using spreadsheets like MS Excel to dynamic simulation using
e.g. gPROMS.
Thus, it can be concluded, that model reuse leads to integration problems
which must be tackled in order to leverage the efforts invested into model de-
velopment. The first integration problem to solve is the combination of existing
models in different formats and representations into a homogeneous library which
is easy to browse or search. The second integration problem to address is to en-
able the combination of different models at simulation runtime so that they can be
reused in their native simulation environment without reformulating or recoding
them.
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The issues mentioned are exemplified with a case study from the production
of polyamide6. capabilities of state-of-the-art tools with respect to model man-
agement and reuse are discussed and it is explained how the contributions of this
thesis can improve the current situation.
The architecture REALMS (Repository-based environment architecture for
lifecycle modeling and simulation) of a heterogeneous modeling environment is
then presented. It defines components suitable to solve the two problems de-
scribed above, namely a model repository ROME (Repository for Open Modeling
Environments) that permits storing, archiving, and assembling process models and
a simulation platform CHEOPS which simplifies the integration of heterogeneous
models at runtime. Both parts are integrated so that CHEOPS can execute hetero-
geneous experiments consisting of models stored in the repository ROME. A user
interface based on a highly flexible component model is defined in order to enable
the user to operate the overall system.
The model repository ROME is then discussed, It is based on a metamodel
which is used to define a homogeneous view on the most relevant characteristics
of chemical process models across various modeling tools. The definition of this
metamodel is discussed in detail as well as the mapping of the metamodel on the
mathematical models that have been introduced in the polyamide6 6 scenario. The
functionality realized with this metamodel and its implementation in an object-
oriented database management system are then presented.
The goal of the simulation platform CHEOPS is to run a simulation experiment
which combines various simulators and coordinates them to achieve an overall
solution of an experiment. The presentation of CHEOPS starts with a discussion
about important properties of simulator architectures in general. Existing simu-
lators are discussed with respect to these properties and desired properties for an
open simulation platform are stated. Based on these remarks, the architecture of
the CHEOPS simulation platform and its realization are explained.
Finally, the solution of the problem posed in the scenario presentation with the
tools described in this work before conclusions are drawn.
Zusammenfassung
Modellierung und Simulation haben als Werkzeuge zur Analyse und Verbesserung
chemischer Anlagen und Prozesse in ju¨ngster Zeit stark an Bedeutung gewonnen.
Jedoch ist die Modellentwicklung oft eine langwierige Aufgabe, die die Erfahrung
eines Experten bedarf, um zu guten Ergebnissen zu gelangen. Die Beschleunigung
der Modellentwicklung ist daher ein wichtiges Ziel, um modellbasierte Methoden
o¨konomisch nutzen zu ko¨nnen.
Diesem Ziel hilfreich ist die Tatsache, dass nicht jede Modellentwicklung
von Grund auf begonnen werden muss, wenn man die Zusammenha¨nge ver-
schiedener Modelle entlang des Lebenszyklus eines Modells, einer Anlage oder
eines Prozesses betrachtet. Diese Modelle haben inha¨rente Abha¨ngigkeiten, da
sie dasselbe physikalische Objekt (etwa einen Apparat oder Prozess) beschreiben.
Beispielsweise sind die Modelle verschiedener Modifikationsstufen einer An-
lage einander a¨hnlich. Auch stationa¨re und dynamische Modelle einer Anlage
haben Gemeinsamkeiten, etwa die Fließbildstruktur. Daru¨ber hinaus sollten Mod-
elle von physikalisch-chemischen Eigenschaften oder von Reaktionskinetiken
konsistent und somit wiederverwendbar sein.
In der Praxis ist die Wiederverwendung dieser verschiedenen Teile eines Mod-
ells jedoch nicht immer einfach. Modelle werden durch verschiedene Mitar-
beiter in einer Firma bearbeitet, die u¨ber die Lebenszeit einer Anlage die Posi-
tion oder gar die Firma gewechselt haben ko¨nnen. Dazu kommt, dass oft eine
Vielzahl von alternativen Modellen entwickelt wird um Prozessalternativen oder
Parametervariationen zu untersuchen. Diese Modelle sind meist in verschiede-
nen Werkzeugen imlpementiert um verschiedene Aufgaben bestmo¨glich zu un-
terstu¨tzen. Gebra¨uchliche Werkzeuge reichen von Spreadsheet-Programmen wie
MS Excel zur Unterstu¨tzung o¨konomischer Abscha¨tzungen bis hin zu komplexen
Programmpaketen wie etwa gPROMS zur dynamischen Optimierung.
Modellwiederverwendung fu¨hrt daher in der Praxis zu Integrationsproblemen,
deren Lo¨sung die Effizienz der Modellentwicklung steigern kann. Das eine In-
tegrationsproblem ist die Vereinheitlichung der unterschiedlichen und inkompat-
iblen Modellformate und -repra¨sentationen in eine durchga¨ngige Bibliothek die
einfach durchbla¨ttert oder durchsucht werden kann. Das zweite Problem betrifft
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die Integration der Modelle zur Laufzeit der Simulation. Diese ist no¨tig, damit
Modelle gemeinsam in ihrer jeweils nativen Simulationsumgebung wiederver-
wendet werden ko¨nnen ohne umgeschrieben werden zu mu¨ssen.
Die genannten Probleme werden in der vorliegenden Arbeit beispielhaft an
einer Fallstudie der Entwicklung von Polyamid-6 erla¨utert. Die Fa¨higkeiten von
Werkzeugen, die derzeit in der Praxis genutzt werden, werden in Bezug auf Mod-
ellverwaltung und -wiederverwendung dokumentiert. Ferner wird gezeigt, wie die
Ergebnisse dieser Arbeit die Lo¨sung dieser Probleme ermo¨glichen.
Dazu wird zuna¨chst die Architektur REALMS (Repository-based environment
architecture for lifecycle modeling and simulation) einer Umgebung fu¨r das Mod-
ellieren mit heterogenen Modellen dargestellt. Diese Architektur definiert Mod-
ule, die die Lo¨sung der beiden oben angesprochenen Probleme ermo¨glicht. Der
Modellspeicher ROME (Repository for Open Modeling Environments) erlaubt
die Speicherung, Archivierung, und Aggregation heterogener Prozessmodelle.
Die Simulationsplattform CHEOPS u¨bernimmt die Integration verschiedenartiger
Modelle in ein gemeinsames Simulationsexperiment und die Koordination der
dazugeho¨rigen Simulatoren. Diese beiden Komponenten der Umgebung sind de-
rart integriert, dass in ROME zusammengesetzte Modelle mit Hilfe von CHEOPS
simuliert werden ko¨nnen. Die Bedienung u¨bernimmt eine flexible grafische
Oberfla¨che die ebenfalls in die Architektur integriert ist.
In einer na¨heren Betrachtung des Modellspeichers Rome wird das zu Grunde
liegende Metamodell diskutiert, welches eine vereinheitlichende Sicht relevan-
ter Eigenschaften mathematischer Modelle u¨ber verschiedene Modellformate hin-
weg definiert. Die detaillierte Darstellung des Modells wird erga¨nzt durch
eine Erla¨uterung der Abbildung von Modellen aus dem Polyamid-6-Szenario in
das Metamodell. Schlies¨slich wird die auf Basis des Metamodells realisierte
Funktionalita¨t und die Implementierung in einer objekt-orientierten Datenbank
vorgestellt.
Die Vorstellung der Simulationsplattform CHEOPS beginnt mit einer
Diskussion wichtiger Eigenschaften von Simulatorarchitekturen. Existierende
Werkzeuge werden hinsichtlich dieser Eigenschaften bewertet, so dass
wu¨nschenswerte Eigenschaften einer flexiblen Simulatorarchitektur herausgear-
beitet werden ko¨nnen. Basierend darauf werden die Architektur und die kompo-
nentenbasierte Implementierung der Plattform CHEOPS erla¨utert.
Schlielich wird die Anwendung der Methoden und Werkzeuge am vorgestell-
ten Szenario der Herstellung von Polyamid-6 demonstriert.
Contents
1 Introduction 1
1.1 Lifecycle Process Modeling in Chemical Engineering . . . . . . . 1
1.2 Process Modeling Tools from a Lifecycle Perspective . . . . . . . 2
1.3 Objectives of This Work . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Achievements of This Work . . . . . . . . . . . . . . . . . . . . 4
2 Model Reuse and Model Management 7
2.1 Process Modeling in Chemical Industries . . . . . . . . . . . . . 8
2.1.1 The Process of Model Development . . . . . . . . . . . . 9
2.1.2 The Potential of Model Reuse . . . . . . . . . . . . . . . 12
2.1.3 The Problem of Model Reuse . . . . . . . . . . . . . . . 15
2.1.4 Model Reuse as an Integration Effort . . . . . . . . . . . 17
2.2 Heterogeneity as an Obstacle Towards Model Integration . . . . . 19
2.2.1 Symbolic Models vs. Procedural Models . . . . . . . . . 19
2.2.2 Open- vs. Closed-form Models Representations . . . . . . 21
2.2.3 Vertical vs. Horizontal Model Integration . . . . . . . . . 22
2.3 Modeling Perspectives for Integration . . . . . . . . . . . . . . . 22
2.3.1 Work Process and Problem Formulation Integration . . . . 23
2.3.2 A-priori and A-posteriori Model Integration . . . . . . . . 26
2.4 Requirements on Model Management . . . . . . . . . . . . . . . 26
2.4.1 A Use-Case View on Model Management . . . . . . . . . 27
2.4.2 Further Requirements on Model Management . . . . . . . 31
3 Problem Scenario and State-of-the-Art Tools 33
3.1 Modeling the Polyamide6 Process . . . . . . . . . . . . . . . . . 33
3.1.1 Integration Perspectives: Scenario Models . . . . . . . . . 35
3.1.2 Integration Perspectives: Scenario Modeling Process . . . 36
3.2 State-of-the-Art Process Modeling Tools . . . . . . . . . . . . . . 39
3.2.1 The Aspen Engineering Suite . . . . . . . . . . . . . . . 39
3.2.2 The gPROMS Process Modeling Tool . . . . . . . . . . . 40
3.2.3 The CAPE-OPEN Standard . . . . . . . . . . . . . . . . 41
viii CONTENTS
3.2.4 The Modelica Standard . . . . . . . . . . . . . . . . . . . 42
3.2.5 Discussion: State-of-the-Art of Model Management . . . 42
4 The REALMS Architecture 45
4.1 REALMS: A Conceptual View . . . . . . . . . . . . . . . . . . . 46
4.2 Relevant Architectures for Model Management . . . . . . . . . . 49
4.2.1 Architectures of Process Modeling Environments . . . . . 49
4.2.2 Architectures of Heterogeneous Information Systems . . . 50
4.2.3 Architectures of Problem Solving Evironments . . . . . . 51
4.2.4 Discussion of the REALMS Architecture . . . . . . . . . . 52
4.3 The Module Architecture View of REALMS . . . . . . . . . . . . 53
4.3.1 Mapping Components to Modules . . . . . . . . . . . . . 53
4.3.2 Object-oriented Database Management Systems . . . . . . 56
4.3.3 CORBA Middleware . . . . . . . . . . . . . . . . . . . . 56
4.4 Execution View of the REALMS Architecture . . . . . . . . . . . 58
4.4.1 Distribution of Modules onto Network Nodes . . . . . . . 58
4.4.2 Resource Management of the Distributed System . . . . . 59
4.4.3 Concurrency Issues . . . . . . . . . . . . . . . . . . . . . 62
4.4.4 Notification Protocols in the Architecture . . . . . . . . . 63
4.5 Code Architecture View . . . . . . . . . . . . . . . . . . . . . . . 65
4.5.1 Programming Languages and Development Support . . . 65
4.5.2 Mapping Modules to Implementation Constructs . . . . . 66
4.6 An Architectural Scenario of REALMS . . . . . . . . . . . . . . . 70
4.6.1 Heterogeneous Modeling of the Polyamide6 Process from
an Architectural Perspective . . . . . . . . . . . . . . . . 70
4.6.2 Heterogeneous Simulation of the Polyamide6 Process
from an Architectural Perspective . . . . . . . . . . . . . 71
5 The Model Repository ROME 75
5.1 A Conceptual View of ROME . . . . . . . . . . . . . . . . . . . . 75
5.2 Related Technology for Model Management . . . . . . . . . . . . 77
5.2.1 Use of Metadata in Heterogeneous Model Management . . 77
5.2.2 Repository Technology for Model Management . . . . . . 78
5.3 Model Abstraction in ROME . . . . . . . . . . . . . . . . . . . . 80
5.3.1 ROME Metamodel Overview . . . . . . . . . . . . . . . . 82
5.3.2 Documenting Heterogeneous Process Models . . . . . . . 84
5.3.3 The Specification of Model Behavior . . . . . . . . . . . 86
5.3.4 The Specification of the Model Structure . . . . . . . . . 89
5.3.5 Representing Model Implementations . . . . . . . . . . . 91
5.3.6 Abstracting Proprietary Models into the Meta Model . . . 92
5.3.7 Using the Metamodel for Process Modeling . . . . . . . . 97
CONTENTS ix
5.4 Functionality of the Model Repository . . . . . . . . . . . . . . . 98
5.4.1 Importing Models . . . . . . . . . . . . . . . . . . . . . 98
5.4.2 Accessing Heterogeneous Process Models . . . . . . . . . 101
5.4.3 Browsing Model Documentation . . . . . . . . . . . . . . 104
5.4.4 Aggregating Heterogeneous Process Models . . . . . . . 105
5.4.5 Retrieving and Exporting Models . . . . . . . . . . . . . 105
5.5 The ROME Architecture . . . . . . . . . . . . . . . . . . . . . . . 106
5.5.1 A Persistent Realization of the ROME Metamodel . . . . . 109
5.5.2 Access to ROME via CORBA . . . . . . . . . . . . . . . 110
5.5.3 Integrating the Database with CORBA . . . . . . . . . . . 111
5.6 Discussion of the Results Achieved . . . . . . . . . . . . . . . . . 113
5.6.1 Model Reuse and Model Management in the Literature . . 113
5.6.2 A Critical Assessment of the Current Implementation . . . 116
5.6.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6 The Simulation Platform CHEOPS 121
6.1 Ad-hoc and Framework-based Integration of Procedural Models . 122
6.2 Steady-state Simulation Strategies . . . . . . . . . . . . . . . . . 123
6.2.1 Sequential Simulation Strategies . . . . . . . . . . . . . . 124
6.2.2 Simultaneous Simulation Strategies . . . . . . . . . . . . 124
6.2.3 Mixed-mode Simulation Strategies . . . . . . . . . . . . . 124
6.3 Overview on Simulator Architectures . . . . . . . . . . . . . . . 125
6.3.1 Data Management . . . . . . . . . . . . . . . . . . . . . 126
6.3.2 Coordination . . . . . . . . . . . . . . . . . . . . . . . . 127
6.3.3 Discussion of Existing Simulation Architectures . . . . . 127
6.4 Architecture of the CHEOPS Simulation Framework . . . . . . . . 130
6.4.1 Unit Operations for Decentralized Data Management . . . 131
6.4.2 Numerical Solvers for Centralized Coordination . . . . . 137
6.5 Tool Integration in CHEOPS . . . . . . . . . . . . . . . . . . . . 139
6.5.1 The gPROMS Integration Unit Operation . . . . . . . . . 140
6.5.2 The AspenPlus Integration Unit Operation . . . . . . . . . 140
6.5.3 The Morex Integration Unit Operation . . . . . . . . . . . 141
6.6 Specifying, Storing, and Executing Simulation Experiments . . . 141
6.7 Discussion of the Results Achieved . . . . . . . . . . . . . . . . . 143
7 Problem Solution of the Scenario using Realms 147
7.1 Importing the required models into ROME . . . . . . . . . . . . . 149
7.1.1 Importing the Reaction Section Model into ROME . . . . 149
7.1.2 Importing the Splitter Model into ROME . . . . . . . . . . 152
7.2 Aggregating the polyamide6 process model using MODKIT . . . . 152
7.3 Carrying out simulation experiments with CHEOPS . . . . . . . . 154
x CONTENTS
7.4 Integrating the Polymer Processing Step . . . . . . . . . . . . . . 156
8 Conclusion 159
List of Figures
2.1 An overview of the modeling process . . . . . . . . . . . . . . . 10
2.2 A model reuse process . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Vertical and horizontal model integration of mathematical models 23
2.4 Work process integration of mathematical models . . . . . . . . . 24
2.5 Problem formulation integration of mathematical models . . . . . 25
2.6 Idea of a central model management system . . . . . . . . . . . . 27
2.7 Use case diagram for a heterogeneous model management system 28
3.1 Major process steps of a polyamide6 process . . . . . . . . . . . . 34
3.2 Work process integration in the polyamide6 scenario . . . . . . . 37
3.3 Problem formulation integration in the polyamide6 scenario . . . 38
4.1 Conceptual view of the REALMS architecture . . . . . . . . . . . 47
4.2 A module view of the REALMS architecture organized in layers . . 55
4.3 Naming context hierarchy for service bootstrapping . . . . . . . . 60
4.4 CORBA IDL of service objects . . . . . . . . . . . . . . . . . . . 61
4.5 CORBA IDL of identifiable objects . . . . . . . . . . . . . . . . 61
4.6 CORBA IDL of transient objects . . . . . . . . . . . . . . . . . . 62
4.7 CORBA IDL for concurrency management . . . . . . . . . . . . 63
4.8 The code view of the architecture in terms of CVS modules . . . . 67
4.9 Modeling of the scenario executed in the REALMS architecture
(UML Collaboration Diagram) . . . . . . . . . . . . . . . . . . . 72
4.10 Simulation of the scenario executed in the REALMS architecture
(UML Collaboration Diagram) . . . . . . . . . . . . . . . . . . . 74
5.1 A conceptual view of the model repository ROME . . . . . . . . . 77
5.2 Packages and dependencies within the ROME metamodel (UML
package diagram) . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.3 Abstract concepts of the ROME metamodel (model server package) 84
5.4 Concepts for model documentation (model documentation package) 85
xii LIST OF FIGURES
5.5 The representation of simple equations in ROME (model behavior
package) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.6 Representation of hybrid discrete-continuous behavior in ROME
(model behavior package) . . . . . . . . . . . . . . . . . . . . . . 88
5.7 Concepts of the model structure package . . . . . . . . . . . . . . 89
5.8 Model decomposition in ROME . . . . . . . . . . . . . . . . . . . 90
5.9 Concepts of the model implementation package . . . . . . . . . . 92
5.10 Mapping between a Morex extruder model and the extruder con-
cept in ROME . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.11 Mapping between AspenPlus modeling concepts and ROME . . . 95
5.12 Mapping between gPROMS modeling concepts and ROME . . . . 96
5.13 The project browser tool of MODKIT . . . . . . . . . . . . . . . 99
5.14 Browsing the model repository contents via a web bridge . . . . . 102
5.15 A formal representation of a query to search chemical process
models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.16 Using MODKIT to aggregate heterogeneous models . . . . . . . . 106
5.17 The MODKIT code browser providing export functionality . . . . 107
5.18 A module view of the ROME architecture . . . . . . . . . . . . . 108
5.19 Excerpt from the CORBA IDL of a model class . . . . . . . . . . 111
6.1 The CAPE-OPEN reference architecture for closed-form models . 129
6.2 The object model of CHEOPS unit operations (Unit i package) . . 132
6.3 The object model of CHEOPS unit operations (Package Numeric i) 134
6.4 Implementation view of a unit operation component in CHEOPS . 136
6.5 Object model of CHEOPS solver components (Package Executive i) 138
6.6 User interface to specify CHEOPS simulation experiments . . . . . 142
7.1 The overall work process of the scenario . . . . . . . . . . . . . . 148
7.2 The reaction section model in PolymersPlus . . . . . . . . . . . . 149
7.3 Launching the import of a model . . . . . . . . . . . . . . . . . . 150
7.4 Selecting a model implementation from a file . . . . . . . . . . . 151
7.5 Specification to import the gPROMS splitter model into ROME . . 153
7.6 The XML specification of the experiment as an input to CHEOPS . 155
7.7 The structure of the polyamide6 process model . . . . . . . . . . 157
List of Tables
4.1 Notification structure sent on data changes in the repository . . . . 64
4.2 Notification structure sent for tool requests . . . . . . . . . . . . . 65
4.3 Authorship of modules within the REALMS architecture . . . . . . 69
7.1 Results of a simplifed scenario experiment . . . . . . . . . . . . . 156
7.2 Results of the CHEOPS simulation of the scenario . . . . . . . . . 157
xiv LIST OF TABLES
Chapter 1
Introduction
The use of mathematical models to support chemical engineering is an important
foundation for a large range of work processes, from process synthesis and de-
sign to the actual operation of a chemical plant. Depending on the task to fulfill,
a corresponding model-based method is chosen. Process synthesis can be sup-
ported through e.g. mixed-integer optimization methods, process design is often
analyzed using steady-state simulation and optimization, whereas process con-
trol tasks such as control system analysis require dynamic simulation methods.
Commercial software tools allowing a rapid use of such model-based methods are
available and also the development of tools supporting the model development
process has been an important factor to make productive use of these techniques.
1.1 Lifecycle Process Modeling in Chemical Engi-
neering
All these efforts have concentrated on improvements in largely isolated, narrow
areas of problem solving related to chemical engineering. More recently, a large
potential has been recognized in a lifecycle modeling approach [123] which is a
foundation for this work. This approach is characterized by an integrated view
upon the work processes conducted during development and operation of a chem-
ical plant as well as information created and consumed by these activities. The
ultimate goal is to understand chemical engineering in the sense of a continu-
ous work process in which all information required is invented (and entered) only
once and is then enriched along the work process towards the final goal such as a
complete specification of a chemical plant.
Instead, current practice is rather like a set of automation islands: smaller
chunks of this work process are well understood and supported by software tools,
but the integration of these chunks into a coherent business process requires man-
2 Introduction
ual interaction in connecting these islands. This manual interaction often requires
(at least) re-typing information, if not re-inventing it.
These problems are related to all activities of chemical process design and op-
eration, but this work focuses on the aspects related to mathematical modeling.
Obviously, care must be taken not to create a new island. Here, the use of differ-
ent model-based applications often requires the development of a tailored model
when a different method is chosen. Hence, there is not exactly one model of a
certain piece of process equipment, but several of them which differ in granularity
(e.g. from a single molecule up to a complete plant), detail (e.g. neglecting spa-
tial distributions or describing fast transport processes in equilibrium), or purpose
(such as dynamic or steady-state simulation).
As these different models represent aspects of the same underlying technical
system, there are inherent dependencies among them. In several cases, these de-
pendencies occur explicitly and it is easy to exploit them in a lifecycle modeling
approach. For example, the process structure (unit operations and their connecting
streams) is a property of the underlying process, and an abstraction of the process
structure might be reusable for several models on the plant level, steady-state as
well as dynamic ones.
In other cases, the common properties of the models may not be obvious from
the model representation, but rather from the model behavior. A linear state-
space model in discrete-time representation used for model predictive control has
syntactically nothing in common with a rigorous differential-algebraic model used
for dynamic simulation studies, yet a rigorous model is often used in order to
validate and test the predictive controller [173].
Lifecycle modeling from the perspective of mathematical modeling aims at
recognizing these inherent dependencies. They can be used to simplify and speed
up work processes or to invent and enable innovative work processes that could
not be carried out before.
1.2 Process Modeling Tools from a Lifecycle Per-
spective
Over time, increasing demands for economic performance have led to specialized
software tools in order to exploit certain problem characteristics, either from a
numerical point of view or from a problem definition point of view. The real-
ization of model-based methods in different tools is often based on incompatible
model representations. Thus, re-typing information is often necessary, although
the differences between the two representations may be minor.
Such differences in the modeling paradigm underlying the tool make it almost
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impossible to build up a library of models which is independent from the modeling
tools used to realize a mathematical models. This fact is the major obstacle against
the reuse of models already developed. Even worse, a certain piece of process
equipment may have been modeled using different tools for different purposes
and there is simply no platform which provides an integrated access to all these
models in order to make them easily available for reuse. On the contrary, a set of
models developed for a certain process may not have been represented in a single
tool so that their aggregation becomes impossible without additional efforts.
1.3 Objectives of This Work
This work contributes to lifecycle process modeling through the design and im-
plementation of an information system which considers the three major aspects
of model development, use of model-based applications, and model maintenance
simultaneously. This is different from state-of-the-art tools where model main-
tenance is often neglected. This work further emphasizes the heterogeneity that
results from a lifecycle perspective because it is virtually impossible to develop a
single tool which is able to perform all model-based applications required during
chemical process design or operation in a satisfactory manner. Although first steps
have been achieved in making model-based applications interoperable through the
CAPE-OPEN standard [38], systematic model management, maintenance, and
reuse are not considered in today’s tools, let alone standards.
The information system developed in this work integrates process modeling
tools employed during the process design lifecycle in a way that allows the engi-
neer to freely choose among a number of available tools for modeling and simula-
tion on an arbitrary level of granularity. When developing new models, it shall be
possible to employ the best-suited modeling paradigm and modeling tool for dif-
ferent parts of the model without having to take care of their aggregation. When
reusing existing models, it shall be possible, to connect models once developed
to new ones, regardless of the differences of the underlying modeling paradigms
or tools that were used to develop the models to be reused. The use of the mod-
els developed either way shall be enabled in different model-based applications
without manual intervention. Finally, the user of this system, such as engineers
in a chemical engineering company, will be enabled to develop a homogeneous
library of models and to make better use of these models in a variety of ways
without additional work.
4 Introduction
1.4 Achievements of This Work
Chapter 2 discusses the potentials and importance of a systematic approach to
model management and reuse. Model reuse will be highlighted as an important
contribution to make the model development process more efficient in terms of
duration, cost, or the quality of the results. It will further be explained, that model
reuse is a model integration problem in many cases. A discussion of the problems
in model management will reveal, that model reuse and integration are almost
never addressed in a systematic manner in practice due to the large manual ef-
forts associated with them. The term model management is defined based on the
issues described in the chapter. From this definition, a set of requirements for
an information system supporting model reuse and integration is concluded at the
end of the chapter.
Chapter 3 will illustrate problems and requirements using the design of a
polyamide6 process as a case study according to the material presented in [60].
This case study demonstrates the potentials of model reuse and integration by
treating the design of the polyamide6 process and of the subsequent polymer pro-
cessing step as an integrated problem. This is a novel approach because these
two tasks are usually treated separately. The Chapter further discusses integration
problems related to the case study and assesses whether the requirements pre-
sented in the former chapter are realistic. The capabilities of state-of-the art pro-
cess modeling environment as well as standards relevant for mathematical process
modeling will be evaluated against the requirements posed in the former Chapter.
The Chapter will reveal, that state-of-the-art process modeling environments are
not systematically addressing model management.
Chapter 4 describes the development of an architecture called REALMS
(Repository-based Environment Architecture for Lifecycle Modeling and
Simulation) for an information system as described above. This architecture pro-
vides a backbone for model maintenance and the integration of model-based ap-
plications. The openness of this framework allows existing process modeling envi-
ronments to be plugged into it in order to make use of their model development and
execution (such as simulation or optimization) facilities. In order to achieve the
goals mentioned above, the architecture combines different architectural features
for model development, model integration, and model execution in an innovative
manner and applies them to mathematical modeling. The implementation of this
architecture relies on modern software engineering aspects in order to render a
truly open system which is extensible and can be tailored to the needs of the user.
Chapter 5 describes design and implementation of ROME (Repository Of a
Modeling Environment). It is a model repository to support maintenance of het-
erogeneous process models and their integration from a data management point
of view. It provides a central model storage for all developers and users of models
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in a chemical engineering company and allows to take a homogeneous view upon
them. ROME abstracts incompatible model definitions into a unified representa-
tion and thereby circumvents the limitations stemming from the use of incompat-
ible model representations in today’s tools. A number of advantages are realized
through this unified representation, among them being able to document, browse,
and aggregated models independent from the modeling tools used for their de-
velopment. The main advantage is the ability to gradually build up a library of
mathematical process models relevant for the business domain of a company re-
gardless of the tools being employed in process modeling.
The simulation platform CHEOPS (Component-based Heterogeneous
Explorative Open Process Simulator) described in Chapter 6 realizes an integra-
tion platform for model-based applications which rely on models from otherwise
incompatible process modeling environments. Whereas ROME provides model-
ing functionality for heterogeneous process models, CHEOPS is able to execute
virtual experiments for heterogeneous models based on different mathematical
representations and stemming from different modeling tools. As opposed to the
CAPE-OPEN standards (which focuses on standardizing algebraic modular and
algebraic/dynamic, equation-oriented model representations), CHEOPS provides
an integration framework of models as well as model-based applications that is
extensible towards a variety of tasks throughout the lifecycle of a plant or process.
The scenario problem presented in Chapter 3 as an example application of the
achievements of this work is treated in Chapter 7. Models for process steps devel-
oped using commercial process modeling tools as well as an academic prototype
will be transferred to the model repository ROME, aggregated to an overall process
model using the process modeling tool MODKIT [84], and simulated as a whole
using the CHEOPS platform.
The work closes with a conclusion and assessment of this work and outlines
important future objectives in Chapter 8.
6 Introduction
Chapter 2
Model Reuse and Model
Management
Process Systems Engineering (PSE) nowadays has an important status for a broad
range of chemical engineering activities. A core requirement for applying the
techniques provided by this rather young discipline is based on the notion of a
model. In general a model can be characterized as follows [128]:
To an observer B, an object A∗ is a model of an object A to the extent
that B can use A∗ to answer questions that interest him about A.
Klir [105] highlights in addition the relationship between a modeling system and
an original system:
Consider two systems, say x and y, that are similar under a set of
transformations applied to some of their traits. Assume that x is the
system under investigation and y is a desirable substitute. Then, x is
called the original system (or just the original), y is called a modeling
system, and y together with the relevant transformation is called a
model of x.
For the purpose of this work, the notion of a model is limited to conceptual,
mathematical models which provide a quantitative abstraction of the behavior of
some technical system. Within PSE, systems on varying scales of size, from in-
dividual molecules and particles, to phases and equipment, up to plants and sites
have been subject of model-based studies by using different choices of modeling
paradigms [139,154]. Hence, it is essential that a model represents relevant (struc-
tural and behavioural) properties of the system under consideration. In PSE, the
model behavior is analyzed by the use of numerical methods implemented on dig-
ital computers. As a consequence, the computer has become an essential tool for
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many tasks in PSE that are now characterized by the term computer-aided process
engineering (CAPE) [37]. Models must be considered valuable assets for engi-
neering and decision-making processes because they are not just data but embody
a lot of knowledge about the process studied and can be used to generate infor-
mation about it. Models allow virtual experiments through process simulation or
optimization that would be costly or even impossible to perform otherwise.
This chapter will first present the current situation related to chemical process
modeling from an industrial point of view (Section 2.1.1). Model reuse and model
integration are highlighted as two important issues in this problem domain in Sec-
tions 2.1.2 and 2.1.4, respectively. Then, a classification of different properties of
mathematical models (Section 2.2) and the modeling process (Section 2.3) with
respect to reuse and integration is provided in the sense of a problem analysis.
Finally, requirements to address the identified problems related to model manage-
ment and integration in process engineering are posed in Section 2.4.
2.1 Process Modeling in Chemical Industries
Whereas simple models (e.g. linear mass balances) are frequently used to support
fundamental decisions in early stages of process design (such as the economic
potential of a process) more advanced model-based applications as well as non-
standard pieces of plant equipment require more detailed models [60, 199]. But
there are several impediments to a more widespread use of model-based methods
in chemical engineering practice. Among those are for example a lacking un-
derstanding of physical and chemical phenomena involved in the processes under
consideration or missing/erroneous data (such as parameters of thermodynamic
models) required in a certain application context.
The core problem addressed in this work is the model engineering cost related
to the application of model-based methods. This cost arises due to several diffi-
culties in model development. The model developer is required to have a good
understanding of mathematical, numerical, and process engineering issues and
therefore needs to be highly skilled. Further, models are usually not built in a di-
rect approach, but rather need to be developed in an iterative process, leading from
simpler models to more rigorous ones in a series of refinement steps [60, 199].
This makes model building usually a lengthy and thereby costly activity. As a
consequence, models are developed to solve problems as they arise along the life-
cycle of the process design activity. Instead, it would be desirable to have good
models available in early stages of the design process to back fundamental de-
cisions which often have the greatest impact on the success of a project [157].
Reusing existing models (and thereby experience) is obviously a possible solu-
tion to reduce model engineering cost and introduce the use of detailed models
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earlier in the design process. In order to explore the potential of model reuse, the
modeling process will be analyzed in the following section.
2.1.1 The Process of Model Development
The current situation of process modeling in chemical industries has been re-
viewed in [68], summarizing a view of the modeling process elicited from in-
terviews conducted with several modelers of varying degree of experience (cf.
Figure 2.1 in C3 notation1 [66, 67]). Documentation is described as an impor-
tant means of preserving and communicating informal knowledge about the mod-
els being developed. The modeling process should therefore start with an initial
problem specification, reflecting the modeler’s initial ideas, requirements, and as-
sumptions on the model to be built (activity Specify goals and assumptions in
Figure 2.1). Among these, the purpose of the model should be specified upfront,
for example as a target against which simplifications can be evaluated. This docu-
ment can also contain existing information about process, equipment, or material
under consideration. A further step towards a good documentation is to trace
decisions that have been made during the modeling process, e.g. using the IBIS
methodology (Issue-Based Information Systems [52]).
The interviewees consulted by the authors of [68] state that a conceptual model
of the chemical process to develop a model for is (at least) helpful (if not essen-
tial) for discussing with domain experts (activity Develop conceptual model in
Figure 2.1). The fact that there is more to a model than just its equations has
been further elaborated in e.g. [120] or [181]. This conceptual model specifies the
model in terms of the chemical engineering domain together with its assumptions
and some equations in idealized form rather than as a chunk of a programming
language. Ideally, a conceptual model is defined without being limited to a certain
modeling tool. The conceptual model can be considered as independent of a re-
alization in a particular simulator, it is rather the model an engineer would sketch
on paper before actually using a tool to implement the model. However, current
modeling languages do not permit modeling on such a high level of abstraction.
Given the conceptual model, an implementation of it in a specific modeling
tool must be developed in order to analyze the model behavior (activity Imple-
ment model in Figure 2.1). Different tools may be chosen for this task, depending
1 The C3 notation (for collaboration, communication, and cooperation) aims at an easy rep-
resentation of work processes involving different roles. Rounded boxes denote activities to be
performed by actors assuming different roles (roles can be depicted by swimlanes). Information
being consumed and produced in these activities are shown as boxes. Arrows between activities
denote a flow of control, whereas arrows between information and activities denote the usage of
information in a certain activity. This notation will be used for work process modeling throughout
this thesis.
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on the algorithms implemented/needed, their capabilities and the experience of
the modeler. Engineering concepts must be translated into the concepts provided
by the tool in an appropriate and systematic manner. It is likely that differences in
expressiveness between the representation of the conceptual model and the cho-
sen tool may require extra work during the implementation step. As an example,
a model considering dynamic behavior and spatial distributions should be devel-
oped using partial differential equations on a conceptual level. If implemented in
a programming language such as FORTRAN (which is not capable of handling
mixed partial-differential and algebraic equations), a step to explicitly discretize
the model equations becomes necessary. The model implementation should fur-
ther be written with respect to numerical performance and robustness. Such issues
are best considered during model implementation rather than on a conceptual,
domain-centric level.
Before using the model, it must be validated (activity Validate model, Fig-
ure 2.1). The conceptual model as well as the one implemented usually do not
specify actual values so that parameters must be estimated in order to make use of
the model. This requires experimental data of the system subject to the modeling
task and a simulation tool which implements a parameter estimation algorithm.
Then, the range in which the model properly predicts the process step or equip-
ment has to be determined. This range is important as any use of the model beyond
this range cannot ensure any valid results. If the model does not predict the be-
havior of the modeled system with sufficient accuracy, the modeling goals and
assumptions may have to be revised.
Once implemented and validated, the model can be used in a model-based
application to perform a virtual experiment (activity Perform virtual experiment,
Figure 2.1), again using the numeric capabilities of some simulation tool. De-
grees of freedom and inputs to the process have to be specified. Depending on
these specifications different problem types result, such as simulation, design, or
optimization problems. Within this step, finding initial guesses for the iterative so-
lution algorithms is described as a major effort [68], which can be supported e.g.
by systematically developing and initializing a series of models with increasing
size and complexity [40].
From an organizational point of view, the modeling process is often carried
out by a number of people, contributing to different parts of the model (such as
a distillation specialist) or they are active in different modeling activities (such as
parameter identification or control) [199]. Hence, the modeling process in such a
group must also take into account coordination of the joint effort on the one hand
and sharing/distributing relevant information on the other. Often, the developers
and the users of a model are distinct persons, leading to further complications.
First, the developer of the model must ensure that the user (who is less familiar
with the model and its limitations) must be able to understand and employ it.
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Further, different people from different domains have diverse understandings of
concepts so that a control engineer would probably prefer a view on a reactor
model as a transfer function relating measurements and actuators, for example,
while the reaction expert is interested in a detailed representation of the reaction
kinetics and thermo-physical properties of the material system.
Regarding software tools supporting or even automating the process sketched
above (or parts of it), conventional processes for petrochemical industries such as
refining are often well understood and can be handled by state-of-the-art general
purpose flowsheeting tools. However, these tools are by no means sufficient to
satisfactorily perform all simulation tasks of interest in the domain of chemical
engineering. Hence, special purpose simulators have been developed and found
necessary in supporting the simulation of biological processes [64], batch pro-
cesses [72], solids processes [81] and reactive distillations [108]. In addition, due
to the requirements such as not only studying process synthesis and design, but
also process operations, the scope of simulation objects has gone beyond pro-
cess units and involved plant operation procedures or other discrete control ac-
tivities [72, 136]. These requirements show that probably no single software tool
alone is capable of performing all kinds of simulation tasks in process design.
Unfortunately, model implementations of different software packages are incom-
patible. This makes frequent re-implementations of a model necessary – a costly
but useless step that can be facilitated if a conceptual model has been developed
from the outset. It is therefore necessary to deliberately take into account incom-
patible tools developed by independent software vendors instead of aiming at a
single, universal tool which is able to solve all problems arising within process
design.
2.1.2 The Potential of Model Reuse
An important effort to reduce cost and improve speed of the process explained
above is to reuse models already developed and thereby avoid part or all of the
development effort for a new model. In software engineering, which suffers from
problems similar to those in process modeling [99], the dividend paid by every $1
spent on software reuse has been estimated to be as high as $30 over a four-year
period [44].
In his book about requirements engineering [107], KOVITZ argues even
stronger about reuse. He explains that the only reasonable solution to most en-
gineering problems is to know a solution to a problem similar to the one to be
solved. For other problem solving approaches he claims that “all of them, in-
cluding functional decomposition, have considerable value, but none can com-
pare with either already having the solution or already having the solution to a
problem similar enough that it requires no great leaps of creativity to make the
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necessary adjustments”.
Within the life cycle of a plant, benefits can be gained by reusing an existing
model instead of developing a new one from scratch as the following examples
illustrate:
• The development of new models for process equipment can be simplified
if models for underlying transport phenomena, material properties, or com-
plex geometries are available from a structured library and can be aggre-
gated rather than reinventing them over and over again.
• During process design it is easier to refine a less detailed model rather than
to develop a new one from scratch. For example, a linear model of the
process steps involved can be extended to use rigorous models based on
approximately the same model structure. In such a procedure, the results
of the simpler model can be used in order to simplify initializing the more
complex one, so that the virtual experiment can be performed faster.
• For a capacity extension project, it will be desirable to have those mod-
els available which have been used for process design (probably a couple of
years ago). The model can be adapted and extended to analyze the projected
modifications to the process. Thus, the process sketched above is shortened
because a model implementation for the plant is already available, proba-
bly together with relevant parameters (e.g. thermodynamic property data).
Documentation and a conceptual model will simplify the understanding of
the existing plant model.
• If a process cannot be operated properly, it is desirable to perform control
system analysis or design based on a dynamic model. If such a model does
not exist, important information such as the model structure or reaction ki-
netic parameters can be reused from existing steady-state models. Hence,
the step of implementing the model can be simplified if the reusable part of
the conceptual model is translated automatically instead of retyping it in the
format required by the dynamic simulator.
The simplest form of model reuse is the instantiation or parameterization of a
model encoded in some model-based application. Examples are tools for equip-
ment sizing (such as heat exchangers), block-oriented flowsheeting tools, or li-
braries for physical properties calculations. These provide a set of fixed models
that can be reused by specifying model parameters to adapt the model to the prob-
lem to be solved. Although this kind of reuse is an important contribution to model
reuse, it is not the primary concern here. These models have been developed with
reuse in mind and their existence is generally well known [123]. Further, these
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tools are often difficult to extend so that results cannot be made available for reuse.
This limitation prevents the development of model assets that are tailored to the
business area of an organization.
Ideally, model reuse should aim at establishing a broad set of models that is
gradually extended as new models are developed so that new results are made
available for further reuse. This goal can be achieved by a cyclic work process in
which each occurrence of reuse also inserts achieved results into an information
system (cf. Figure 2.2). Similar work process models are found in case-based
reasoning [106] and knowledge management [177] and have also been proposed
in reusing mathematical models [18]. Whereas these more general approaches
refer to so-called case or knowledge bases, the term model base is employed for a
collection of reusable mathematical models in this work.
The model reuse process is structured into four phases (cf. Figure 2.2). An oc-
currence of model reuse starts with a search for a model (Search existing model)
which is similar to the desired model so that the subsequent adaptation step (Adapt
model) is simpler than a complete redevelopment. This search might take into ac-
count different properties of models such as the phases and materials described,
phenomena considered or neglected, or the validated range of operation. Whereas
the model base is employed as a resource for searching models, the adaptation
shall be performed with a modeling tool that has been used to develop the model
found. Depending on the model(s) found, the adapation step may include imple-
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menting or even validating it. When the model has been properly adapted to the
problem context, it is used in a virtual experiment (Use model), e.g. by perform-
ing a virtual experiment in a simulation tool. After successful use, the modified
model must be captured again (Capture adapted model) to make it available for
further reuse. An important idea underlying this process is a conceptually central
storage of the model base, e.g. in a database.
2.1.3 The Problem of Model Reuse
Considering the status quo of modeling, such a reuse process seems to be diffi-
cult to achieve. Models are developed for different purposes using different tools
by different experts with varying focus and level of skills. Such a diversity to-
gether with the huge amount of information occurring in process design is not
manageable by the individual unless properly supported. Without such a support,
problems like the following can impede a proper reuse of existing models in prac-
tice:
• During the design of a process, a large number of process alternatives are
evaluated. In addition, the analysis of each alternative, if based on a model,
usually requires several iterations of the model to be developed. Those re-
sulting sets of models are stored as files and it is up to the model developer
to maintain them in a proper manner. However, in many cases the modeler
him-/herself looses track of filenames such as pa6 reac cstr no gas.bkp
which shall denote the model of a continuously stirred tank reactor (CSTR)
in a polymer process (polyamide6) where the gas phase has been neglected
from the model. Engineers other than the modeler may not have access to
the files developed by somebody else and even if they would, a directory
full of files named as the example given above would not be of much help
in reusing a certain model. Hence, the search step mentioned above cannot
be performed as desired.
• Information about existing information (models in this case) is mostly
shared on a person-to-person basis [54]. This might mean that a copy of
some model implementation as a file is passed to a colleague who will mod-
ify it to his/her needs. Within such a setting, engineers switching jobs or
even changing to another company take knowledge about their models with
them and it is hard or even impossible to reuse them later – be it, because
they cannot be found or because they cannot be understood by others.
• Often, the assumptions made during model development are not explicitly
stated or documented properly. Often, process modeling environments do
not even allow documentation to be attached to the model. Reusing such
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a model in a different context can lead to predictions of the model which
are not applicable and lead to wrong interpretations. As a consequence, the
steps for adaptation and use are complicated.
• In many cases, the tools that have been used to perform studies with a model
have undergone several revisions between the time of writing the model and
reusing it. The differences between the tool revisions may lead to different
simulation results or, even worse, the models developed may be incompati-
ble with the most recent tool release. This problem also makes the reuse of
an existing model difficult.
It has been reported for example, that the Poynting correction in equations
of state has varied in simulator versions, making especially computations of
azeotropic mixtures vulnerable for different simulation results performed
with different tool revisions [4, 5]. Also, AspenPlus as an example, stores
binary mixture interaction parameters as part of the model file whereas pure
component parameters are taken from the properties package. Switching to
a different version of the properties package or AspenPlus as a whole will
calculate thermodynamic equations based on inconsistent data sets.
This situation is getting more serious with the introduction of open tool
interfaces as in CAPE-OPEN where a simulation can be assembled from
a large number of individual modules [38]. Here, the number of possible
sources of errors is growing in a combinatorial manner.
• In a large company, the overall work process e.g. for designing a chemical
process is often not explicitly known to all participants. Making models
available for reuse is an activity for which the individual does not overlook
immediate consequences. Even worse, the separation of a company into
separately accounted business units has been reported to be a hindrance for
information sharing and reuse [88].
Despite the fact that models are a big investment from a resource point of
view and are among a company’s assets of strategic importance, it can be stated
that their proper management is not a common practice as of today. Although sev-
eral tools provide proprietary functionality to support the organization of models
(such as a project in recent revisions of gPROMS [159] or a library as defined in
Modelica [129]) they are not solving the problem that modeling usually involves
several tools as will be revealed in Section 3.2. These issues are discussed in more
detail in Section 3.2.
2.1 Process Modeling in Chemical Industries 17
2.1.4 Model Reuse as an Integration Effort
The steps of searching, adapting, and using a model are already difficult within
a single process modeling environment. However, reuse can also mean using
an existing model in a different context or using a set of existing models in a
combination that was not planned when the models were developed. Therefore,
in many cases, reuse essentially is an integration problem, at least from a technical
point of view. This integration problem can occur in a variety of flavors:
• Being able to access a number of models which rely on incompatible data
structures or file formats requires an integrated view so that they can be
accessed (e.g. for browsing or searching) without considering differences in
their representation or implementation.
• A model developed in a tool for simulation can be used for optimization by
integrating the model evaluation function with an optimization algorithm.
• Several models developed for process engineering concepts can be used in
combination in order to develop a new model by aggregating them. As an
example, a model for reaction kinetics obtained from a data-driven mod-
eling approach can be inserted into a reactor obtained from first principles
modeling.
• Reusing for instance the flowsheet topology information from a model (e.g.
a steady-state model) in order to develop a model of a different kind (e.g.
a dynamic model) can be considered as a problem of integrating different
data structures and formats.
All these integration efforts lead to difficulties because different tools use dif-
ferent modeling and simulation paradigms, employ incompatible data structures to
represent models, run on different platforms and so forth. This diversity of models
is called heterogeneity in the remainder of this work. This heterogeneity of model
assets in a company is impeding a more efficient use of models especially within
the lifecycle of developing chemical processes and plants [123, 157].
There are several difficulties related to heterogeneous model integration in
practice. First, the models to be integrated may differ in their interpretation. For
example, different reference enthalpies might have been chosen when develop-
ing the models and using them in an integrated manner might lead to a problem
depending on the choice of independent quantities used for thermodynamic cal-
culations. The technical realizations of models in a simulator can vary in their
mathematical formulation (for example modular or equation-oriented), in their
representation (as a file to be read or a component to be run), or in the computa-
tional platform they can be used on (e.g. Windows or a UNIX flavor). Section 2.2
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is going to address these issues in a more systematic manner. Further, there are
many different ways of integration which may occur as will be uncovered in Sec-
tion 2.3. Although all of these issues render the reuse of heterogeneous models
difficult per se, the main problem is that there are no tools aiming at overcoming
the situation described. This makes problem solving by using an integration of
tailored simulation tools and models a very costly and often infeasible strategy.
Hence, integration is seldom done in a systematic manner if done at all. In
many cases, models are not properly integrated, but the effort to perform an inte-
gration is traded either against additional manual work or against a lack of detail
of the models employed. Considering the examples given at the beginning of
this section, this could mean manually evaluating a simulation model for differ-
ent operating conditions to bracket an optimum, using a simplified model (e.g. a
split model instead of a more rigorous leacher) instead of properly integrating two
models, or reentering the flowsheet information in another tool instead of supply-
ing an integration of two tools which would be a more general solution [157].
In a few cases, an integration is performed in an ad-hoc manner. This might
mean building a specific solution to adapt an optimization algorithm to an existing
simulation model, building a mediating piece of software to integrate two differ-
ent model-based applications, or to develop some kind of compiler to translate
a certain piece of information from one tool to another. Summing up all these
efforts over the rather large community of users of CAPE software, it must be
concluded that many of those efforts are of similar nature so that a huge effort of
building integration solution already would arise, if all potentials of model reuse
and integration were to be realized.
From an organizational point of view, the trivial approach to circumvent inte-
gration is more costly or lacks performance in the long run, but can be performed
by an engineer on his own, though the tedious work of manually transferring in-
formation from one tool to another is not very motivating. But smaller companies
in chemical engineering cannot afford to hire specialists in tool integration (which
must have a broad understanding of technical as well as domain issues) and larger
companies are selling business units which could perform those tasks as they are
not regarded as a core business. Instead, companies have to rely on the solu-
tions provided by CAPE software vendors. These do usually promote the use of
their own software instead of giving up market shares by providing an integra-
tion with the software developed by a competitor. Though the few huge chemical
companies may be able to afford to make the software vendors develop special
solutions for them, these remain proprietary and are not available for the broad
market. Only recently, the development of the CAPE-OPEN standard has led to a
first vendor-independent integration mechanism for software tools in the domain
of CAPE.
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To conclude, integration is almost never addressed in a systematic manner in
practice. The higher effort to develop a more general solution with a long term
focus is dismissed against the solution of a single, concrete problem which can be
solved as a short term project and helps solving the real problem of designing or
improving a chemical process. The work described in this thesis aims at providing
a systematic approach of model integration with the purpose of easing model reuse
in the process design lifecycle.
2.2 Heterogeneity as an Obstacle Towards Model
Integration
As explained above, the heterogeneity of process models is a major obstacle to-
wards establishing a model base which supports model reuse and maintenance. As
a first prerequisite towards solving the issues mentioned beforehand, models (in
the sense of information) shall be systematically treated from several perspectives.
Each perspective highlights a certain problem range and abstracts the problem in
a way that individual solutions can be found which can then be combined to an
overall solution.
A problem that can be solved rather simply is syntactic heterogeneity in which
the information provided by different models is the same, but it is represented
in different ways. For example, a certain set of modeling concepts may have
different names in different modeling languages. Physical quantities may have
been defined using different computation units. Semantic heterogeneity instead is
more difficult to resolve. Here, the underlying concepts used to represent a model
may have different meanings or a different set of physical quantities has been
chosen to represent e.g. the thermodynamic state of some system. The remainder
of this section discusses three facets of semantic heterogeneity which are relevant
for this work. The physical representation of a model can be distinguished into
symbolic and procedural types as explained in Section 2.2.1. Further, the purpose
of the model may be encoded within the model itself or the model is formulated
for an open set of applications to be used with it (Section 2.2.2). Finally, the
granularity level of models may vary to cover systems of different size and scale
as discussed in Section 2.2.3.
2.2.1 Symbolic Models vs. Procedural Models
An important distinction in model integration is the representation of models from
a physical point of view. A symbolic model representation is coded in a declarative
modeling language and using the model is therefore not limited to a certain model-
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based application or tool. As an example, the modeling language Modelica can be
mentioned as an example of a symbolic model representation [63]. The language
is based on a number of symbols which are composed to expressions for model
representation and an interpretation of symbols and expressions allowed in the
language. Symbols and expressions make up the language syntax, whereas their
interpretation is called the semantics of the language. If syntax and semantics
are precisely known, a tool to interprete a model specified in a language can be
developed. In this sense, a symbolic model representation can be considered as
independent of a specific model-based application if the syntax and semantics of
the language in which it is encoded are known.
A procedural model representation is coded in binary form and can directly
be evaluated by means of a digital computer, e.g. machine code. Such a model
representation can be provided as a routine or a class in a library (written e.g. in
FORTRAN or C), as a software component, or as an executable. Communica-
tion with the model can be performed by passing arguments to routines, through
some language and platform independent middleware technology such as COM
(Component Object Model [33]) or CORBA (Common Object Request Broker
Architecture [147]), or by handling files written/read before/after model execu-
tion. Some kind of interface definition (formulated either in the programming
language itself or in some language independent interface definition language) of
the model must be provided in order to be able to invoke its computations.
The main distinction between symbolic and procedural representations is that
the internals of the symbolic model representation can be read and processed
whereas the procedural can only be invoked in the sense of a black-box. Although
not intuitive, a model given e.g. as C or FORTRAN source code would be consid-
ered as a symbolic representation because their language syntax and semantics are
known and permit the independent interpretation of the model as has been shown
for example in automatic differentiation [27] or in the implementation of a tool
supporting the modeler in developing models in FORTRAN [184].
It is important to note, that a symbolic model representation can always be
converted to some procedural form by applying an evaluation engine to the sym-
bolic model. For a gPROMS input file as an example, gPROMS [159] can be used
as an evaluation engine, reading the input file and making a model evaluation func-
tion available via some software interface according to the CORBA interprocess
communication standard. For other symbolic model representations it is possible
to write a dedicated compiler or interpreter which is able to transform a model
represented in a language such as Modelica into a procedural form [75]. The ex-
traction of some symbolic model from a procedural representation is impossible,
however. What is possible, though, is to abstract a procedural model representa-
tion into a symbolic description which is black-box and thus represents only the
external view of the model, but none of its internal realization – an approach used
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later in this work.
From an integration point of view, declarative models require handling a com-
bination of models on the level of different modeling languages – a problem re-
lated to data integration in software engineering [194]. In case of the integration
of procedural models rather some concept of control integration must be applied
to coordinate the execution of the model evaluation functions.
2.2.2 Open- vs. Closed-form Models Representations
Open-form model representations and closed-form model representations are dis-
tinguished [123]. An open-form model representation is a representation which
does not fix a certain purpose of the model. Neither does it specify whether the
model is being simulated, optimized or whatever, nor does it fix any inputs or
outputs in the model. The term open is more general as it is not limited to the
use of equations to represent the model, but can also be used e.g. for discrete-
event models. A closed-form model representation on the other hand fixes how
the model is being used and entails a certain solution approach for it. An example
for an open-form model representation for a quantitative, continuous model is an
equation-oriented representation:
f(x) = 0. (2.2.1)
The variables x represent quantities of the process under consideration, whereas
the equations f constrain valid values of the variables. As numerical solvers usu-
ally evaluate the residuals of Equation 2.2.1 for a given set of variables x, this
representation is sometimes called residual form. On the contrary, a closed-form
model representation evaluates some selected output variables y given a set of
specified input variables u:
y := F (u). (2.2.2)
In this formulation, the purpose of the model is incorporated into the model itself
by fixing input and output quantities, u and y, respectively, and making a solution
algorithm available. It is often desirable to have sensitivities ∂y/∂u of Equa-
tion 2.2.2 available (e.g. for optimization), but most models supplied in closed
form do not offer these.
At a first glance, it seems to be desirable to have an open form model avail-
able from all simulation tools involved in a heterogeneous simulation because the
open-form is universally applicable for different model-based application. How-
ever, the use of closed-form models is far more interesting when it comes to inte-
grating highly specialized simulation applications because each model embodies
its own solution procedure. Thus, aggregating closed-form models allows the use
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of solution algorithms tailored to each model. For this reason, closed-form model
integration is also referred to as solver integration. This is an important remark
because it gives rise to the possibility of using otherwise incompatible simula-
tion algorithms and models in a combined simulation. For example, adaptive
simulation techniques or approaches exploiting symbolic information can not be
represented as open-form models.
2.2.3 Vertical vs. Horizontal Model Integration
Different models describing different parts of a chemical process on the same or
on different scales can be integrated to a single model (Figure 2.3). Obviously,
the scope of the system represented in the subordinate models should not overlap.
Examples include the combination of process unit models to a flowsheet model or
the introduction of a physical property model into a process unit model.
These examples gives rise to the distinction of vertical and horizontal model
integration [123]. In horizontal integration, models of process parts of comparable
granularity but of probably different kind are combined to a model of the whole
process. For example, a neural net model of a CSTR and a model of a leacher unit
with one-dimensional mass and energy balance models could be integrated to a
model of a complete process. In contrast, vertical model integration refers to the
case where submodels are introduced into a model in order to increase the degree
of detail of the description of the physical and chemical phenomena occurring. As
an example, a polymerization reactor can be decomposed into separate models to
represent the balance equations and reaction kinetics, e.g. by using a block-box
model [161].
2.3 Modeling Perspectives for Integration
Whereas the formerly mentioned perspectives relate to models in the sense of
products, the following two sections highlight perspectives which are related to
integration tasks from a process-oriented point of view. It is important to note that
integration is always a consequence of some problem decomposition approach,
for instance separating product design from process design or separating reac-
tor design from the separation section design. In addition to these task-based or
entity-based decomposition strategies, PANTELIDES regards scale decoupling as
a further problem decomposition strategy [154]. Such a problem decomposition
is performed to exploit the specialization of engineers or the strengths of methods
and tools in certain areas of process design or operation.
2.3 Modeling Perspectives for Integration 23
Reactor Leacher
(a) Horizontal model integration
Reactor
Fluid
Dynamics
Reaction
Kinetics
(b) Vertical model integration
Figure 2.3: Vertical and horizontal model integration of mathematical models
2.3.1 Work Process and Problem Formulation Integration
For the re-integration of the decomposed problems there are two distinct ap-
proaches, work process integration and problem formulation integration [123].
In (modeling) work process integration (cf. Figure 2.4), an integration problem is
solved as follows. A certain perspective of a process is analysed by developing
a detailed model (activity Develop model), using a certain modeling tool. Then,
aggregated results are obtained (activity Aggregate results), e.g. by fitting param-
eters of a simple model using the more detailed one. The simple model can then
be used in a different context (activity Use simple model). For instance, employ-
ing quantum mechanical models to estimate material properties which are then
used as parameters in simpler models (such as an equation of state to be used in
a larger model) is an application of work process integration, also called scale
aggregation [154]. Modeling work process integration reveals a high potential
to automate the sketched work process to avoid delays or transmission errors in
personal communication (e.g. via e-mail) or the use of inconsistent models. The
downside of the approach is that solving several problems in isolation might lead
to suboptimal solutions which depend on the problem decomposition chosen.
Problem formulation integration avoids this problem by building an aggre-
gated, coherent problem formulation of tasks which are traditionally treated sepa-
rately. Such a problem formulation integration requires first of all the development
of the models needed. Treating design and operation as an integrated problem, for
example, requires models for the process, for recipes, and for a control system
which have to be integrated. Subsequently, the aggregated model can be solved,
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Figure 2.4: Work process integration of mathematical models
e.g. by means of optimization techniques. The resulting aggregated problems are
usually large-scale and may involve several modeling paradigms and are therefore
challenging to solve. In certain cases, the problem formulations to be integrated
even cross different modeling scales so that the resulting problem is referred to as
scale integration [154]. Examples describing a problem formulation integration
of process design, safety, control, and operation are given in [26] or [187].
A coarse overview of the problem formulation integration from a work pro-
cess point of view is shown in Figure 2.5. The work process consists of several
activities (Figure 2.5 shows two for simplicity) in which models are developed
(activities Develop model). The models to be aggregated (models one and two
in Figure 2.5) may be developed using different modeling tools (A and B in Fig-
ure 2.5). This requires a shift in the work processes as all models to be integrated
have to be supplied up-front instead of developing them sequentially one after
another. This is emphasized by the synchronization bars in Figure 2.5. Once the
models have been developed, the activity Aggregate models leads to an aggregated
model which can subsequently be used in a Virtual experiment. When problems
ranging across different domains such as design and control are integrated, it is
likely that models and algorithms are available, but not compatible in a manner
that they could be easily plugged together. Such integration problems are not sup-
ported by existing process modeling software and thus require large efforts for
their solution.
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2.3.2 A-priori and A-posteriori Model Integration
The solution of integration problems can be performed in an a-priori manner,
when an integration problem is solved up front before actually developing models
to be reused [123]. For example, the decomposition of a model into subordinate
models is applied to reduce complexity and could be considered as an a-priori in-
tegration problem because the different parts are developed in a way that ensures
that they can be aggregated as planned. In this case, a standard stream represen-
tation or a single reference state for thermodynamics will be agreed upon. Also,
a single modeling or programming language should be chosen when using a sym-
bolic or procedural model representation, respectively.
However, the reuse of existing models is likely to lead to a more difficult
integration problem where the integration of these models has not been consid-
ered as an objective during their development. This is called an a-posteriori ap-
proach [123]. Such a situation occurs for example when different (existing) tools
are chosen in order to make use of their different strengths in a combined sim-
ulation. In this case, the individuals tools were not developed with the goal of
integration in mind and this integration requires some adaptation work to make
the tools compatible.
2.4 Requirements on Model Management
The discussion so far reveals that there is more to modeling than assembling equa-
tions according to some physical context. Especially when an organizational per-
spective is assumed (rather than the point of view of an individual engineer) a
number of additional issues arise. These must be considered for an effective inte-
gration of model-based techniques into the overall business processes of a chemi-
cal engineering company. This work refers to these issues as model management:
Model management is regarded as the integrated set of activities and
supporting functionality to leverage the efforts from model develop-
ment and simulation along the lifecycle of model-based engineering
processes. Whereas modeling and simulation are focused on solv-
ing specific problems by individuals, model management is an inde-
pendent, ongoing enterprise activity which views models as assets.
Model management comprises the organization and administration
of model bases, model aggregation from reusable pieces, linkage of
models with existing data sets, the evolution of models (e.g. via con-
figuration management), the documentation of models as well as sup-
port for sharing them in an organization.
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Figure 2.6: Idea of a central model management system
This definition roughly specifies the scope of requirements posed in this sec-
tion. Underlying these requirements is the objective to develop a cooperative in-
formation system [137] which has the potential to manage a model base according
to the perspectives explained in Section 2.2 and to provide support in processes
which exhibit the characteristics presented in Section 2.3. The key idea is to pro-
vide a (conceptually) central storage for conceptual models including their tool-
specific implementations as well as appropriate model documentation to simplify
reuse (cf. Figure 2.6).
Once a model is stored, this system should automate model reuse and inte-
gration issues such as those listed above. Such a system must be accessible by
all participants of an engineering group responsible for process design, plant con-
struction, process operation, or project management. The requirements for such a
system are identified from the problems and the systematic distinction of models
and modeling approaches given above. Here, a users’ point of view is assumed to
highlight the functionality of the system.
2.4.1 A Use-Case View on Model Management
Recent software engineering methodologies have shown that it is useful to de-
scribe such requirements not only by means of text, but to express them in semi-
formal use cases [97]. Such a use case consists not only of a description of the
functionality to be performed by the system, but also of a list of actors, individuals
or systems which make use of the functionality provided, a list of pre- and post-
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conditions which must hold before or after executing the use case, as well as a list
of possible exceptions describing abnormal situations to be considered during the
execution of the use case. Together with a verbose description of these concepts,
the relationships among use cases are considered in terms of using or extending
each other.
Two human actors are distinguished, the model developer and the simulation
user (Figure 2.7). These actors correspond to roles of a person in the development
process so that an individual may assume either role depending on the activity
he is currently performing. The model developer is an actor assigned to building
models, whereas the simulation user makes use of a model for a model-based
application in order to solve some problem. In the following, the use cases relevant
for those two actors are explained (Figure 2.7).
Use Case: Import Model
Description: Importing a model means feeding it into the model management
system. The model shall then be permanently stored by the system in order to
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make it available over the long term. The import should comprise not only the
model implementation developed for a certain tool, but also the documentation of
the model and a corresponding conceptual model as both can contribute to facili-
tate the understanding of the imported model for others, similar to the problem of
requirements traceability in software engineering [89]. The model name, the au-
thor’s name, the creation (or modification) date, and the tool revision with which
the model was developed should be registered as well.
Actors: Usually, the use case will be enacted by the model developer him(her)self,
but model import should also be possible through other systems which are part of
an organization’s infrastructure. For example, when a model is exported from
an engineering data management tool (such as Zyqad [14] or Comos PT [96]) it
should automatically be imported into a model management system.
Use Case: Browse Models
Description: It shall be possible to browse the models stored in the system. Al-
ternative sorting criteria should help the modeler not to loose orientation. Models
should be organized by business units and projects in order to allow some ba-
sic structuring. Also, a specialization hierarchy can be used in order to simplify
browsing. In addition, browsing can be performed by alphabetical order of model
names, author names, or by creation date.
Actors: Model developer, simulation user
Use Case: Search Models
Description: Besides browsing a large set of models, it shall also be possible to
perform a direct search, e.g. given model name, author name, or creation date.
In addition, models could be tagged with keywords which can also be used for
searching, similar as in an internet search engine. As an additional feature, it
would be useful if the system would list the models developed by a certain pro-
cess modeling tool (or a certain revision of it) so that, before switching to a new
tool revision, one can quickly identify the models which should be checked for
compatibility.
Actors: Model developer, simulation user
Use Case: Retrieve Model
Description: Retrieving a model means that, after it has been found by browsing
or searching, it is obtained from the repository in its original form. It shall then be
possible to manipulate the model retrieved in the tool by which it has been orig-
inally created. This information has been stored when importing the model and
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can aid selecting the correct tool revision to run or manipulate a model. Whereas
the model developer might use the model as a starting point for modifying it, the
simulation user is supposed to use the model for a virtual experiment.
Actors: Model developer, simulation user
Use Case: Export Model
Description: Whereas retrieving a model returns the original model without mod-
ifications, an export shall denote a conversion of a model or a perspective of it into
some other format. It may be desirable for example to obtain the flowsheet infor-
mation of a model developed using AspenPlus as gPROMS format as a jump start
for the development of a dynamic process model. This use case is limited to con-
verting syntactical issues of the model, i.e. its technical representation, because
modifications of the model itself, e.g. a conversion from a steady-state model to
a dynamic one are considered as modeling tool functionality and shall remain
outside the scope of the model management system.
Actors: Model developer
Use Case: Aggregate Models
Description: The system developed shall support the aggregation of imported
models to a new model by means of vertical and horizontal integration as ex-
plained above. This functionality can be used in order to support e.g. a-posteriori
model integration: once the models to be aggregated have been imported into the
system, they can be composed to a new model by specifying the interconnections
of the aggregated models.
Actors: Model developer
Use Case: Virtual Experiment
Description: The system shall also support the execution of virtual experiments
using simulation or optimization applications. These applications can be used
for different purposes, e.g. depending on the experiment specification, simulation
can be used for analysis or design and optimization can be used for design or
parameter estimation, for example. The models employed in these experiments
can be individual models imported into the system or complex models aggregated
from several imported ones.
Actors: Simulation user
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2.4.2 Further Requirements on Model Management
Whereas the former section has abstracted the functionality to be offered for the
user, this section will list further qualities which are important for the way in
which a model management system can be used. Here, mainly the scope of models
to be handled is affected as well as a number of issues stemming from the fact that
the system designed is to be used in the sense of groupware [116], meaning that it
will be used by a couple of engineers working remotely from each other.
Supported Model Types
The models to be supported by the model management system should span a wide
range as they could originate from different modeling paradigms such as data-
driven or first-principles modeling. These models can represent the behavior of a
process with respect to different scales of spatial size, time, or number of chemical
components considered. Further, open- as well as closed-form models which can
be represented in symbolic or procedural implementations should be considered.
Revision and Configuration Management
The iterative nature of the modeling work process leads to many revisions of a
model until it can be considered final. Especially when reuse is the goal, models
undergo a series of manipulations, for instance, from a steady-state tank to a flash
and from the flash model to a tray model as part of a distillation column. In order
to trace these processes, version and configuration management is a useful support
functionality [65]. In version management, states of evolving items are tracked
in a version graph [53]. Configuration management then deals with managing
coherent versions of related items. As an example, when models are aggregated
to a larger model, the versions of the subordinate models used in the aggregation
have to be recorded.
Multi-user Capabilities
As mentioned above, engineering for process design or process operation is a
team issue and a model management system therefore needs to support coordi-
nation and information sharing in a proper way. Especially conflicts which may
arise from simultaneous access to shared resources must be handled in a proper
way. For example, model data may only be written by one person at a time and
the number of licenses for commercial process modeling environments may be
limited.
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Open Environment
Openness relates for example to new modeling tools or new approaches on sim-
ulation and optimization techniques. Obviously, the set of tools to be integrated
into an environment with the outlined functionality should not be limited to cer-
tain tools. Rather, the environment must be tailored for each user because (s)he
may potentially use different sets of process modeling tools. Further, the incorpo-
ration of new results in research and development or completely new model-based
applications into a model management environment must be possible on a fairly
easy basis.
Platform and Location Transparency
Within a large chemical company (as a potential user of the environment), com-
puters of different types are involved in modeling and simulation. For example,
model development is largely supported by interactive user interfaces on MS Win-
dows platforms whereas large high-performance UNIX workstations are often em-
ployed to perform large-scale computations such as in computational fluid dynam-
ics.
Chapter 3
Problem Scenario and
State-of-the-Art Tools
The problems identified in the former chapter shall be illustrated along the process
of model development for a polyamide6 process as it occurs during the lifecycle
of process design [60]. EGGERSMANN et al. show in this case study, that the
development of a rigorous model is often not possible using a single tool. The
advantages of a model integration platform will be discussed with respect to this
scenario. Further, the requirements posed are mirrored against the capabilities of
state-of-the-art process modeling environments as well as standardization initia-
tives in the second part of this chapter. The scenario will be used as a running
example throughout the remainder of this work.
3.1 Modeling the Polyamide6 Process
To illustrate the problems approached and the solutions developed, the develop-
ment of a polyamide6 (Nylon) production process is chosen. Besides being a
process of industrial relevance, it has certain properties which stress the impor-
tance of a neutral model integration platform. First, the polymer materials being
dealt with are more difficult to describe than fluids which are handled quite well
by most state-of-the-art simulation packages. The representation of polymers re-
quires additional quantities such as a characterization of the distribution of the
polymer chain length. This distribution can be represented as a continuous den-
sity function or in a simplified manner using a moment-based representation [58].
Further, non-standard pieces of equipment are used to realize the polyamide6 pro-
cess in a technically and economically effective manner. In addition, the process
should be analyzed from a holistic point of view including the downstream pro-
cess to extrude the material. Not only may certain properties be undesirable for
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Figure 3.1: Major process steps of a polyamide6 process
the extrusion (such as a low temperature which requires additional heating energy
to be supplied for the extrusion) but this step could potentially be used as an ad-
ditional separation step so that it is involved in a recycle with the reaction and
separation sections in the process [60].
The monomer -caprolactam is converted into polyamide by polycondensa-
tion and polyaddition reactions after the ring structure of caprolactam has been
opened [163]. For the modeling of this reaction step stirred tank reactors as well as
plug-flow reactors may be used. An example flowsheet using two reactors (CSTR)
with an intermediate water separation (Split) is shown in Fig. 3.1. Such reaction
section models can be analyzed using PolymersPlus, an extension of AspenPlus
for handling polymer materials [8].
The reaction section is followed by a separation step which separates caprolac-
tam that has not been converted in the reaction step. Alternative realizations using
a wipe-film evaporator and a leacher have been described in [60]. A more de-
tailed modeling approach to the separation stage reveals that neither models for the
leacher nor for the wipe-film evaporator are available in standard libraries of pro-
cess modeling tools. Therefore, both have been represented using the gPROMS
modeling language. The alternative using a wipe-film evaporator (WFE) is de-
picted in Figure 3.1.
Finally, the polymer is processed in an extruder (cf. the Extruder block in Fig-
ure 3.1) where polymer properties (such as the chain length distribution) change
through phenomena occurring in different zones of the extruder. Further modifi-
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cation of polymer properties can be achieved by adding additives. The final extru-
sion step can be simulated by a special purpose tool called Morex [83,171]. Given
geometry data of the extruder, it calculates required energy and the properties of
the resulting polymer. In addition, it can be used to calculate the separation of an
additional vapor stream of caprolactam if a considerable amount of caprolactam
remains in the polymer material being processed.
As discussed in [60], the rigorous analysis of all feasible process alternatives
and their economical assessment requires the use of different simulation tools
which must be used as part of a recycle structure. As shown in Fig. 3.1, there are
two (potential) recycles which cross the boundary of simulation tools. In order
to analyze their economic benefits and to determine to what extent the extruder
should perform a separation function, an integration solution which allows the
reuse of the individual models in a simulation experiments of the overall process
involving the different tools is necessary. The next section discusses the models
developed in the case study with respect to the different model perspectives which
have been identified as relevant for integration efforts in Section 2.2. Then, the
integration perspectives of the modeling process explained in the case study will
be discussed with respect to the issues discussed in Section 2.3.
3.1.1 Integration Perspectives: Scenario Models
The AspenPlus/PolymersPlus models used have to be considered as procedural
models. Although certain information such as the flowsheet topology can be ex-
tracted from an AspenPlus input file, the actual model equations coded within
the blocks are not accessible from the input file. Instead, the input file can be
loaded into AspenPlus and the evaluation of the model on the flowsheet level can
be accessed from the outside through a COM interface. The actual computation is
performed in an input-output manner so that the AspenPlus models are provided
in closed-form.
From a theoretical point of view, models developed in the gPROMS modeling
language could be considered as declarative models. However, when procedural
elements are integrated into the model by means of the foreign object extension
interface [101], the overall model is no longer declarative in the sense of Sec-
tion 2.2.1. In this case, parts of the model are procedural so that it is not possible
to use the whole model in a declarative manner. It is therefore appropriate, to use
a gPROMS feature to make the model available in an open formulation through
an ESO interface which allows the residual evaluation of a model to be invoked
externally. Thus, gPROMS models can be considered as procedural, open-form
models from a practical point of view.
The special-purpose tool Morex finally implements a fixed model and stores
model parameters as files in XML [193] format. These files use proprietary data
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structures to represent a specification of the extruder geometry and process data,
but do not contain information about the model equations. Instead, Morex pro-
vides calculations in a closed-form representation by means of a procedural inter-
face available through the COM middleware technology.
3.1.2 Integration Perspectives: Scenario Modeling Process
From the modeling process point of view, the integration task described in the
scenario is a horizontal integration task where different unit operation models on
the flowsheet level are connected to yield a model of the overall process. The
integration of the different tools employed was obviously not planned when they
were developed so that the integration effort must be performed a-posteriori.
Without a suitable integration solution, the design of the plant has to be per-
formed manually by means of work process integration (cf. Figure 3.2): infor-
mation from the reaction section modeled using PolymersPlus is employed to
determine the feed stream into the separation section (activity Analyse reaction
section). This information is then employed to design the evaporator using a more
detailed model using gPROMS. In the example, the evaporator model is further
used to determine split factors (activity Analyse separation section) for a simple
AspenPlus splitter block which can subsequently be used in the analysis of the
overall flowsheet (activity Analyse recycle). The work process integration for the
extruder model can be performed in a similar manner but is not depicted in Fig-
ure 3.2 for complexity reasons..
Using this work process integration approach, it will become tedious to study
the effect of using different combinations of reaction and separation because a lot
of manual work is needed to transfer data from one simulation tool to another.
Further, the correlation between the split factors obtained from the gPROMS and
Morex models and the operating conditions is not captured by the simplified split-
ter model. Rather the overall model is only valid for the single operating point
that was used to obtain the split factors.
Obviously, it would be desirable instead to aggregate the models already de-
veloped to a larger model which can then be solved in total in order to directly
study interactions among the separation and reaction sections. This is considered
as a problem formulation integration because the design of the polymer process-
ing unit as well as the the subsequent production step (in the extruder) are treated
in an integrated fashion. This problem formulation integration would make use of
the requirements stated in Section 2.4 as follows.
After individual models have been developed, their implementations are im-
ported into the model management system (MMS) through the use case Model
Import (cf. Section 2.4.1). As explained in [60], the tools employed allow the
specification of documentation or conceptual models only to a limited extent so
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that the modeler may want to provide additional information about the model dur-
ing the import step. It is assumed that these steps are performed whenever new
models are developed or existing ones are modified. For the next step towards a
problem formulation integration, it will be required to select the models to be in-
tegrated, e.g. by browsing all models developed within the polymers business unit
or within the polyamide6 project (cf. Figure 3.3, activity Browse models). As an
alternative, a search for relevant models could be performed (activity Search Mod-
els), specifying search criteria such as relevant substances (caprolactam, water,
and polyamide6) and phenomena (such as separation or reaction, respectively).
The next step to be performed is to horizontally aggregate the equipment mod-
els to a new model of the complete process (cf. Figure 3.3, activity Aggregate mod-
els). After selecting and aggregating the models, the activity Virtual experiment
is performed. The first step is usually to analyze the process model by means of a
simulation, e.g. specifying feed streams into the process and obtaining computed
values for product streams. In addition, design calculations or optimization runs
are a useful tool during process design and it is desirable to use them in a virtual
experiment, although the underlying models have not been developed specifically
for the purpose of an optimization.
So far, the case study has revealed that the requirements posed in the former
chapter are realistic and can contribute to the work processes performed in the
lifecycle of process design. The next section will reveal to what extent these
requirements are fulfilled by commercial process modeling environments.
3.2 State-of-the-Art Process Modeling Tools
The requirements posed in the former chapter will now be used to assess state-
of-the-art process modeling environments with respect to model reuse and model
integration capabilities. The selection of tools assessed is not only made accord-
ing to the case study, but the tools chosen represent different classes of systems.
The Aspen Engineering Suite (AES) is a highly integrated system consisting of
several tools with graphical user interfaces. gPROMS instead requires the mod-
eler to specify a model in a file and processes the file as part of the execution of a
simulation run. Further, CAPE-OPEN and Modelica are considered as two major
standardization activities which are relevant for the domain of CAPE.
3.2.1 The Aspen Engineering Suite
The Aspen Engineering Suite consists of a number of integrated tools to support
chemical process modeling. Here, AspenPlus [11] and Aspen Custom Modeler [9]
are highlighted as major parts of the AES. The most prominent tool within AES is
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AspenPlus, a block-based flowsheeting tool that supports model reuse by parame-
terizing a set of blocks encoded within the tool. Adding new blocks to AspenPlus
(some kind of model import) is possible by two mechanisms. First, there are two
extension interfaces, one defined in FORTRAN and the other defined according to
the CAPE-OPEN standard as described below. Modules which implement these
interfaces can be used as blocks within AspenPlus. Second, Aspen Custom Mod-
eler can be used for defining a model which can be exported as a library to be used
by AspenPlus. These mechanisms work only on a local machine, i.e. an extension
module registered on one machine is not automatically available on other ma-
chines. Although AspenPlus allows to organize imported blocks onto a number of
pages, there is no dedicated support mechanisms for browsing or even searching
imported models.
Within AspenPlus itself, model aggregation is supported in a horizontal man-
ner by connecting predefined blocks to a flowsheet. The execution of virtual ex-
periments within AspenPlus was limited to sequential-modular simulation until
recently. With release 11 which appeared in 2001 it is possible for the first time
to use equation-oriented solution methods. Hence, simulation, optimization, and
parameter estimation are now possible. Using Aspen WebModels [13] it is possi-
ble to browse a set of AspenPlus model files by means of a web browser and to
execute simulations on the remote machine.
Aspen Custom Modeler relies on symbolic specifications of open-form models
using an equation-oriented approach. Models are encoded within files and only
available to the modeler him/herself. Although a notion of a library exists, sharing
models can only be done through a common access to a file system on a server,
for example. Although there is no dedicated functionality to search for models,
Aspen Custom Modeler allows the organization of models into a structured library
using an inheritance hierarchy to facilitate browsing the set of available models.
Within Aspen Custom Modeler, model aggregation is provided in vertical as well
as in horizontal form. Virtual experiment capabilities cover simulation as well as
optimization applications.
Model integration in the AES is provided in several facets. Capabilities for
model import/export are realized in a point-to-point manner between specific
tools. In order to execute different virtual experiments, different tools have to
be chosen. Thus, efforts for model import may have to be spent more than once if
an already existing model shall be used in different model-based applications.
3.2.2 The gPROMS Process Modeling Tool
gPROMS is an equation-oriented modeling tool for dynamic process modeling. It
is based on a symbolic, modeling language that allows the declarative specifica-
tion of distributed as well as hybrid discrete-continuous systems.
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Vertical integration of other models into gPROMS can be performed by means
of the foreign object interface (FOI, [101]). The FOI specifies a procedural inter-
face of models that are implemented in a shared object coded in e.g. FORTRAN
or C. Similar to the extension interfaces of AspenPlus, there is no means to orga-
nize the set of models developed, neither for gPROMS input files nor for foreign
objects implemented according to the FOI. Similar to Aspen Custom Modeler,
gPROMS offers different model-based applications such as simulation, optimiza-
tion, or parameter estimation.
Further, gPROMS does also not allow the use of concepts defined in separate
files so that it is not possible to build a library containing reusable concepts.
3.2.3 The CAPE-OPEN Standard
The CAPE-OPEN standard emerged from a project funded by the European Com-
mission launched 1997 under the Brite/EuRam program [38, 50]. The goal of the
project was to standardize interfaces for different parts of a simulator in order to
make them exchangeable. Thus, according to the project’s vision, smaller compa-
nies and universities can provide tailored or research modules to be used in com-
mercial process simulators. The main interfaces defined within the project and
supported by commercial simulation tools concern models (in open- and closed-
form), numerical solvers (for open-form models), and thermodynamic properties
packages. The CAPE-OPEN standard is an approach to a-priori model integra-
tion where the integration of modules is taken into account before they are actu-
ally developed. The standard does therefore not address, how existing models are
migrated.
From an integration point of view, the model interfaces are of primary inter-
est here. The CAPE-OPEN standard relies on COM and CORBA component
software as a technical basis to define exchangeable components. Thus, pro-
cedural models are exchanged in the sense of Section 2.2.1. The exchange of
symbolic models has been considered in a follow-up project to CAPE-OPEN,
Global CAPE-OPEN [190]. Mainly two interfaces are related to represent model
components for steady-state calculations, the ICapeUnitOperation [35] and the
ICapeNumericAlgebraicESO [34]. The ICapeUnitOperation is used to represent
models in closed-form. Input and output values are exchanged between the model
and the simulator through a so-called material object which is connected to the
ports of the model. The actual computation of the model is launched upon a call
to the compute method of the unit operation interface. The interface ICapeNumer-
icAlgebraicESO represents nonlinear, algebraic models in open-form. Methods of
this interface allow to obtain residuals and Jacobian values in a sparse storage
format.
The emergence of the CAPE-OPEN standard simplifies certain integration
42 Problem Scenario and State-of-the-Art Tools
tasks from a simulation point of view. However, from the modeling perspective,
a successful market of process modeling components will quickly show the need
for a library system which provides functionality like browsing and searching of
components already installed or available on the market.
3.2.4 The Modelica Standard
Modelica is a joint standardization effort of academic and industrial partners from
different domains such as control engineering, mechatronics, or process engineer-
ing [129]. It standardizes a language to represent symbolic, domain-independent
models including hybrid discrete-continuous behavior. Within Modelica, open-
as well as closed-form models can be specified. Whereas a model class can con-
tain a declarative specification of the model behavior using equations, a function
contains an algorithm to specify the evaluation of a closed-form model. Recently,
the external function interface has been proposed which allows the specification
of external models within the Modelica language. The realization of this mech-
anism is not specified in Modelica, it has to be implemented in actual modeling
tool implementations. Thus, Modelica does not specifically deal with integration
of models from a procedural coordinate.
Modelica provides a mechanism to organize a large set of models into modules
which make up the so-called library. A large number of models are available as
part of a standard library for Modelica. The library mechanism is based on the
notion of a module, a class which can contain a number of other classes (such as
variables, ports, or models) and encapsulates the names of the contained concepts
in the sense of a namespace. Although this library mechanism enables the reuse
of models defined once, it is not capable of covering models not developed using
Modelica.
3.2.5 Discussion: State-of-the-Art of Model Management
From the investigations made above, it can be concluded that model manage-
ment in today’s process modeling environments is not realized in a systematic and
comprehensive manner. Individual functions posed in the requirements are either
available only partially or limited to a model definition. Model import is mostly a
manual issue by coding a wrapper to implement a defined interface.
Functionality to browse or even search a large set of models is very limited,
mostly because all tools considered store models in files, using the file system
of the operating system as a persistence mechanism. Within gPROMS, it is not
even possible to define reusable concepts that are stored in a separate place and
can be reused by all users of the system. The library mechanism of Modelica
circumvents this limitation but is limited to models developed using Modelica. In
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addition, none of the approaches allows to create some kind of archive in order
to allow the use of heterogeneous models on another machine in the company or
even in another company. As an example, when an AspenPlus model file referring
to a CAPE-OPEN unit operation component is given to someone else, it must
manually be ensured, that the CAPE-OPEN component used is also transferred
along with the model file and installed on the target machine. The same is true
for a gPROMS model file and embedded foreign object libraries. What would be
needed is some kind of archive that ensures that all required parts are passed along
with a model file or a location transparent mechanism to access external models.
The model aggregation and experimentation capabilities of all approaches dis-
cussed are limited to the modeling paradigms provided by the individual tools. In-
tegrating models into AspenPlus makes them available for steady-state simulation
using a sequential-modular approach, but allows only horizontal model aggrega-
tion. Making a model available for gPROMS as a foreign object allows it to be
aggregated in a horizontal or vertical manner, but its use is confined to equation-
based algorithms.
The consequences from the brief discussion show that model integration and
reuse is a difficult task, especially when heterogeneous tools are involved. Neither
the management of models nor their aggregation as part of virtual experiments is
realized in a manner that allows different model representations to be used by a
number of model-based applications. Hence, a fundamentally different approach
to tackle such problems is required.
44 Problem Scenario and State-of-the-Art Tools
Chapter 4
The REALMS Architecture
An architecture is an indispensable concept for the efficient development of any
software system. The Open Group [151] defines an architecture of a system as
follows:
An architecture description is a formal description of an information
system, organized in a way that supports reasoning about the struc-
tural properties of the system. It defines the components or building
blocks that make up the overall information system, and provides a
plan from which products can be procured, and systems developed,
that will work together to implement the overall system. It thus en-
ables you to manage your overall IT investment in a way that meets
the needs of your business.
But there is more to an architecture not covered by the above definition. Ar-
chitectures can be interpreted in the sense of patterns, as existing and reusable
solutions on the systems scale. They further provide important information about
work processes, for example how to structure a team to implement the architec-
ture.
This chapter describes an architecture to solve the problems described in
Chapter 2. The architecture and the corresponding implementation are called
REALMS, the Repository-based Environment Architecture for Lifecycle Modeling
and Simulation. The architecture is presented from different views as they have
been proposed to describe software architectures, e.g. by HOFMEISTER [92].
Section 4.1 presents a conceptual overview of the architecture underlying the
information system developed in this work. Major subsystems are identified and
their functionality is explained. Section 4.2 will relate the achievements to other
architectures. Architectures of process modeling environments are inspected as
tools which have to be integrated into the architecture. Further, architectures of
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other information systems such as data warehouses and problem solving environ-
ments are inspected because they serve similar purposes, yet in other domains.
The module view presented in Section 4.3 specifies how to map the elements from
the conceptual view onto an implementable partitioning. Also, the use of third-
party modules must be specified. An execution view of the architecture is sketched
in Section 4.4. This view is concerned with the run-time behavior of the system
and issues such as distribution as well as potentials and problems resulting from
it. The code view (Section 4.5) describes the programming languages used in the
implementation and how modules are mapped to implementation constructs such
as libraries and executables. This mapping also prescribes how to partition the
code to ease evolution and testing of the system. Finally, Section 4.6 presents the
scenario from the former chapter from an architectural point of view to show how
the different subsystems collaborate to achieve the desired functionality.
4.1 REALMS: A Conceptual View
One of the main problems in current process modeling environments is that mod-
els used for different model-based applications have incompatible representations
so that retyping a model in a different tool frequently becomes necessary. This
step is not only tedious, but also the relationships between the original and the
converted model are lost so that the evolution of a model is no longer transparent
and a gap in the lifecycle view upon a model occurs. Further, the incompatible
model representations make it difficult to organize models into a homogeneous
library. The main reason for these problems is that current tools generally come
with their own modeling language. Instead, having a single model representa-
tion upon which a number of model-based applications are based would facilitate
model management and integration.
To circumvent this problem, the REALMS architecture introduces uniform rep-
resentations for symbolic as well as for procedural models. These uniform repre-
sentations abstract the proprietary model representations and evaluation function-
ality. They are provided by wrapper components in the REALMS architecture (cf.
Figure 4.1). A neutral model representation (NMR) provides a tool-independent
representation of symbolic models. Further, neutral model evaluation (NME) in-
terfaces permit homogeneous access to procedural model formulations. As shown
in Figure 4.1, wrappers for process modeling environments (such as gPROMS or
AspenPlus) usually provide information about both perspectives. For example,
the symbolic information about a gPROMS model can be extracted from its sym-
bolic representation in an input file, whereas the model evaluation functionality
can be accessed e.g. via the ESO interface as described in Section 3.2.2. This
separation into modeling and simulation functionality might be counterintuitive
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Figure 4.1: Conceptual view of the REALMS architecture
to modern object-oriented approaches in software engineering and information
modeling which promote an encapsulation of problem solution approaches, but it
is the most important step to enable models to be written once and to be used in
several model-based applications.
The neutral model representation is employed by the model repository ROME
in order to enable searching, structuring, or aggregation of heterogeneous process
models (Figure 4.1). Thus, ROME addresses the functionality described in the use
cases Import model, Browse/search models, Retrieve/export models, and Aggre-
gate models. The key idea is that the realization of this functionality is decoupled
from the heterogeneity of the underlying resources through the abstraction step
performed by the wrapper components. ROME provides an application program-
ming interface (API) that allows to launch this functionality by the user interface
or other modules outside the architecture.
In addition to the model management responsibilities provided by ROME, the
architecture incorporates a simulation framework CHEOPS to fulfill the use case
Virtual Experiment (Figure 4.1). Instead of using proprietary model evaluation
functionality (such as the AspenPlus COM interface), the virtual experiment ex-
ecution through some numerical algorithm is written in accordance with the neu-
tral model evaluation interfaces. It is the responsibility of the wrapper to translate
back and forth between the proprietary functionality and the neutral representa-
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tion. Thus, procedural model integration functionality is also independent of the
underlying resources as tool differences are hidden by the abstraction of model
evaluation and experiment execution. This functionality can also be used by ex-
ternal tools via an application programming interface (API).
Each tool integrated into the environment is only abstracted into the neutral
model representation and evaluation perspectives, but no two tools are integrated
with each other directly. This broker architecture simplifies the integration task of
n tools because it requires only 2 · n bilateral integrations instead of n · (n − 1)
as in a point-to-point integration architecture. The objective of this approach is to
decompose the overall a-posteriori integration approach into one difficult problem
(on the integration layer) which can be solved a-priori and solving 2 · n simpler
a-posteriori integration problems to mediate between a resource and the broker.
The model management and computation modules are integrated by a separate
integration subsystem within the REALMS architecture. This subsystem exports
an aggregated model and configures the simulation framework in a way that allows
the execution of a virtual experiment based on a set of heterogeneous models.
The user interface of the environment makes the services described above
available to the user in a convenient manner and can be seen as consisting of
three major pieces. A web-based interface is useful to allow simple tasks (such as
browsing available models) to be performed without installing a tool on the user’s
desktop because it is available through a standard web browser. MODKIT is a
modeling tool which provides an interactive graphical user interface to support
computer-aided modeling [31]. In particular, MODKIT supports aggregation of
models imported into the model repository (use case Aggregate models). A more
recent version of MODKIT [84] is closely integrated with the model repository
ROME so that models developed with MODKIT are directly stored in the reposi-
tory. Hence, MODKIT does not have to provide model management and persis-
tence functionality on its own. As a consequence, MODKIT can also be used to
browse, organize, and aggregate the heterogeneous process models imported into
the repository. More detailed information about the model development function-
alities of MODKIT can be found in [84]. Further, a separate user interface SIMKIT
should support the user in setting up a simulation experiment. However, only a
minimal prototype has been developed along this work.
It should be noted, that the goal of the user interfaces is not to replace the pro-
prietary tool’s interfaces. Users are accustomed to these interfaces and building a
new user interface would require a huge amount of work. Rather, the user inter-
faces mentioned here provide functionality related to model integration tasks that
can obviously not be fulfilled in tools to be integrated because they have not been
developed with heterogeneous process modeling in mind. In case of MODKIT,
the realization of modeling support functionality beyond that in state-of-the-art
process modeling tools has also been addressed.
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4.2 Relevant Architectures for Model Management
In order to better understand the REALMS architecture, other well-known refer-
ence architectures and their relationships to REALMS are explained in the next
section. First, architectures of tools which are in use in the process modeling do-
main are discussed in Section 4.2.1. Then, architectures of systems dealing with
heterogeneous information management are highlighted in Section 4.2.2. Envi-
ronments which combine modeling and model-based applications, so-called prob-
lem solving environments, are explained in Section 4.2.3 before the Section closes
with a discussion of the relationships of these architectures with REALMS (Sec-
tion 4.2.4).
From a more general point of view, the REALMS architecture is in line with
the ideas developed in the IMPROVE project [121, 122]. The approach pursued
in the IMPROVE project also relies on bridges and wrappers to leverage the value
of existing tools [167] through their integration [138]. The REALMS architecture
focuses on models in particular, whereas the IMPROVE approach relates to design
processes in general. In particular, the work of BAYER [19] describes the approach
to information integration based on meta data in this context in more detail.
4.2.1 Architectures of Process Modeling Environments
Many tools in the domain of CAPE (e.g. gPROMS) use a batch model for interac-
tion with the modeler [191]. Such a batch oriented modeling tool architecture can
be characterized as a single tool that reads a model definition from some input file
which is usually written using some text editor. Then, a sequence of automated
steps with this model input is performed until the final goal, a solvable model
formulation, is achieved. Steps include scanning and parsing the input, validating
it, transforming it into a computable form, or modifications of the mathematical
representation such as a discretization step. Often, the numerical solution step is
integrated into the tool itself (such as in gPROMS).
Such an architectural pattern, where data is processed in a number of stages,
one after the other, is commonly called a pipes and filters architectural pat-
tern [43]. Each data processing step is called a filter because it consumes input
data and enriches, refines, or transforms it, and finally outputs the modified data
again. Further, so-called pipes are established. They are responsible to direct a
communication path between filter components and to synchronize the execution
of active filters.
As a consequence, the architecture is data-driven and has a fixed control flow.
Such architectures have proven useful for processing symbolic model specifica-
tions, but they cannot provide good support in actually building a model because
the tool is not used for actually developing the model, at best the tool can analyze
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it and report errors resulting from the modeling phase. In the case of gPROMS,
for example, the modeler has to develop the model in a separate text editor and
does not have support to detect syntax errors or problems regarding the model dur-
ing the modeling process (e.g. degrees of freedom or structural solvability). Such
architectures do not support information sharing for a team of modelers working
remotely from each other. Also, they do not actively support the model devel-
oper in the model building process. With the advent of graphical user interfaces
in modern operating systems, interactive modeling tools have become more and
more popular (e.g. AspenPlus or Hysys). The main difference as opposed to a
batch-type architecture is that such kind of tools do not require the user to specify
the full model right from the start, but they support him/her also during the model
creation and manipulation process. The tool can respond to any user input and
provide immediate feedback if any incorrect information has been entered, such
as a reference to a variable unknown so far. Especially if heterogeneous model
integration shall be supported on a high level of abstraction where tool incom-
patibilities are hidden, such a reactive system behavior is important to make the
modeler aware of problems immediately because finding errors in a virtual exper-
iment involving several simulation tools is far more difficult than within a stand
alone tool.
A useful architectural pattern to describe an interactive modeling tool is the so-
called document-view architecture [43, 127]. It consists of a central data storage
called a document (which contains a formal description of the model in this case)
and one or more views which offer representation and manipulation facilities of
the document. Whereas a document-view architecture is often tied to a system for
a single workplace, the more general publish-subscribe patterns are often used to
describe distributed systems architectures in which several parties shall be notified
about changes in a central data storage [42].
4.2.2 Architectures of Heterogeneous Information Systems
Whereas the former two architectural patterns mostly focus on processing and
manipulating data, a broad class of information systems deals with maintaining
large information sets which are usually considered to be shared among a number
of users. Regarding models as information in a wide sense allows principles from
information systems to be applied to model management.
Document management systems (DMS) have become a prominent example of
such information systems [189]. A DMS aims at storing and maintaining docu-
ments created in a company for later access by means of a retrieval step which
is supported by a search engine. Virtually all DMS employ metadata in addition
to the document content in order to generate an index upon which the search for
documents can be based. This approach provides a level of homogeneity on top
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of otherwise heterogeneous documents from different sources such as word pro-
cessors, spreadsheet programs, or HTML documents from the world wide web.
A DMS can be employed to transparently search and browse large sets of docu-
ments, a functionality which is also useful for managing heterogeneous models.
Similar approaches based on a neutral information representation are very use-
ful to allow maintaining and processing heterogeneous data and have been exten-
sively used for constructing repositories and data warehouses [182]. Information
system architectures which allow the incorporation of heterogeneous sources can
be seen as a mediation architecture from an abstract point of view. A mediation
architecture consists of an intermediate layer consisting of wrappers to decouple
multiple, heterogeneous data sources from a mediator which provides services
to user applications on a workstation [197]. Mediation services have been exten-
sively used to construct e.g. warehouses of corporate databases, but have also been
applied to various other problems including the solution of linear programs [2].
Whereas a data warehouse concerns information integration for the purpose of
executing queries in multiple databases [45, 98], BERNSTEIN and DAYAL present
a repository as a solution specific to engineering processes where data in different
views and formats are consumed and created by iterative processes [25].
4.2.3 Architectures of Problem Solving Evironments
In addition to the information management capabilities of the system architectures
presented above, the developed model management system must provide an algo-
rithmic part which is able to execute virtual experiments involving models from
different sources, similar to problem solving environments. According to MARI-
NESCU and BO¨LO¨NI, problem solving environments are complex software systems
designed to hide the intricacies of computer modeling of physical phenomena and
guide a researcher or an engineer towards a meaningful solution [118]. The archi-
tectures of problem solving environments have been described to consist of four
major blocks of functionality: problem specification, solution algorithm specifi-
cation, execution environment, and a post-processing environment (e.g. visual-
ization). The separation of problem specification and execution environment is of
particular interest here because it permits extensions of the execution environment
(such as adding new simulation algorithms) without affecting the modeling part.
Problem solving environments are often developed along the idea of a blackboard
architecture in which a central data storage (which contains the problem defini-
tion in this case) informs clients (problem solving algorithms in this case) about
properties of the data.
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4.2.4 Discussion of the REALMS Architecture
The REALMS architecture explained in this chapter borrows elements from all of
the architectures explained in this section. From a very general point of view, the
environment can be seen as a problem solving environment, aiming at maintaining
model sources and integrating a large set of model-based applications. However,
according to published literature, current problem solving environments are not
concerned with heterogeneous resources for model definition and virtual experi-
ments.
The model management perspective of REALMS as implemented in the model
repository ROME conforms to the ideas of a heterogeneous information system.
Similar as in a mediation architecture, the wrapper components assume the role
of presenting a homogeneous view of legacy resources (proprietary models) to the
model repository which acts as a mediator to the user. Since there is exactly one
neutral model representation, the approach results in a centralized architecture.
Heterogeneous tools are integrated by mapping them to an abstract, predefined
interface in a one-to-one manner instead of integrating them directly with each
other. Although the underlying mechanisms are known from the literature, they
have not been applied to the management of heterogeneous, mathematical models
so far.
Similar to a document-view architectural style, the user interface in REALMS
consists of independent views which present a well-defined set of information to
the user and allow him/her to make modifications of the information presented in
an interactive manner. Instead of aiming at a monolithic and inflexible user inter-
face application, the REALMS user interface consists of a flexible set of small tool
modules implementing these views. Tools can be reconfigured dynamically and
subscribe to data change notifications published by the repository (in the sense of
a document) in order to synchronize the graphical data representation. Further, a
tool may publish notifications about certain situations (e.g. the selection of items
on a dialog) and actions performed (e.g. launching other tools). This mechanism
is currently implemented in the modeling tool MODKIT. External tools can also
subscribe to these notifications in order to implement mechanisms that are able to
guide the user as in problem solving environments. Such a fine-granular interac-
tion mechanism on the user interface layer has been proposed in computer-aided
software engineering environments [42] but is not offered by state-of-the-art pro-
cess modeling tools.
Finally, the sequence of steps to be executed in order to simulate an aggregated
model is performed in a data-driven style according to a pipe-filter pattern in the
integration facility of the simulation framework CHEOPS and the model repository
ROME.
Two further important qualities of the architecture shall be highlighted. First,
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the architecture defines several types of abstract components in order to support
modifiability and extendibility. The concept of a tool wrapper allows adding new
process modeling tools as required and thereby enables to tailor the system to the
user’s environment. Further, the model-based applications in the CHEOPS module
adhere to a single interface and are therefore freely extendible or exchangeable (cf.
Section 6.4). Views and tools employed within the user interface also implement
a common interface so that new tools can be added or alternative tool implemen-
tations can be supplied. Finally, the fact that all modules in the system provide a
rich API makes the system interoperable with other systems such as engineering
data management systems employed for maintaining process data which is rele-
vant for model development (e.g. flowsheets, P&ID diagrams and corresponding
specifications).
4.3 The Module Architecture View of REALMS
Whereas the conceptual view of the architecture presented above is strongly tied
to the application domain and less concerned with the realization of the actual sys-
tem, the module view presented in this section maps the conceptual components
into modules which are actually implemented or reused as third-party compo-
nents [92]. The module view is also concerned with organizing modules into log-
ical layers and specifying interfaces through which modules request functionality
from each other. In the sequel, the module view of the architecture is explained
(Section 4.3.1) as well as two major modules for persistence (Section 4.3.2) and
communication (Section 4.3.3) integrated as third-party products.
4.3.1 Mapping Components to Modules
The REALMS architecture can be seen as partitioned into six layers (cf. Fig-
ure 4.2). The topmost GUI layer comprises the graphical user interface which
refines the user interface part of the conceptual architecture view. Figure 4.2
shows some tool instances (e.g. project manager, code browser, and simulation
manager) although there are many more in practice. The tools can be allocated
to different conceptual entities of the GUI as presented in Chapter 4): the project
manager and code browser modules belong to the MODKIT user interface whereas
the simulation manager is a part of SIMKIT.
These individual tools provide functionality to the user in an interactive man-
ner. The generic application programming interface implemented by each tool
within the overall user interface and the use of an event-based communication
mechanism renders this layer highly flexible and configurable [123]. As opposed
to the conceptual architecture, the translation of proprietary models into the neu-
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tral model representation for ROME is taken care of by the project manager tool on
the GUI layer (cf. Section 5.4.1). This mismatch between the conceptual and the
module architecture view is discussed further below. Two further tools to support
the functionality to export a model in different formats (Code browser, cf. Sec-
tion 5.4.5) and to specify virtual experiments for CHEOPS (Simulation manager,
cf. Section 6.6) have been developed in this work. Further tools (not shown in Fig-
ure 4.2) for model development (not shown in Figure 4.2) have been developed as
part of MODKIT [84].
On the adjacent application layer, the major modules ROME (Chapter 5) and
CHEOPS (Chapter 6) provide model management and solver integration function-
ality, respectively. The integration module to couple the latter two also resides on
the application layer; it is described as part of CHEOPS (cf. Section 6.6). ROME
relies further on the persistence layer in which which the object-oriented database
management system VERSANT [188] resides. Note, that CHEOPS itself does not
make use of any persistence services.
The wrapper module around the proprietary modeling and simulation tools
make up a further layer responsible for wrapping, primarily employed by CHEOPS
(cf. Section 6.5). Currently, wrappers are provided for gPROMS, AspenPlus and
Morex; these proprietary modeling environments are themselves considered to be
part of the resource layer.
All layers except the ones for resources and persistence make use of the com-
munication layer which provides several kinds of communication according to the
CORBA [147] standard as well as registration functionality. The omniORB [79]
and omniNotify [80] modules provide synchronous and asynchronous communi-
cation, respectively, and the omniNames [79] module provides registration facili-
ties. The use of CORBA is discussed in more detail below.
The mapping of components from the conceptual views to actual modules in
the module view must take into account the actual realization of the system so that
qualities like performance, portability, maintainability, and extensibility become
more important. In many cases, addressing these qualities leads to differences
between the conceptual architecture of a system and its actual realization. Reasons
for such differences may be the need for performance which may lead to violations
of the architecture (e.g. layer bridging [17]), or simply historical reasons (e.g.
legacy systems to be integrated as a whole instead of decomposing them according
to the conceptual architecture).
In REALMS there is one major difference between the conceptual architecture
as outlined above and its current implementation. The conceptual architecture
(Section 4.1) allocates the responsability to store proprietary model definitions
and provide them according to the neutral model representation to separate wrap-
per modules. Currently, these tasks are assumed by ROME (for storing model
definitions and implementations) and MODKIT (for converting proprietary for-
4.3 The Module Architecture View of REALMS 55
Versant
(OODBMS)
Persistence
gPROMSAspenPlus
Resources
omniORB
(CORBA)
omniNotify
(CosNotification)
omniNames
(CosNaming) Communication
gPROMS
wrapper
AspenPlus
wrapper Wrapping
Simulation
manager
Code
browser
Project
manager GUI
RomeCheops
Applications
Integration
Morex
wrapper
Morex
needs at runtime
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mats to the neutral model representation). The tool wrappers in the current im-
plementation of the environment are therefore only responsible for making the
model evaluation functionality available. The main reason for this violation lies
partly in the history of the system and partly in its maintenance. In the current
situation, ROME/MODKIT are independent from developments of the tool wrap-
pers and the CHEOPS framework so that the two parts can be developed and used
independently. The remainder of this work refers to the actual implementation
alternative.
4.3.2 Object-oriented Database Management Systems
Persistence is at the heart of almost any system architecture. Simpler information
system architectures often use files as a storage, especially when they are designed
for an individual user. In cases, where different pieces of software collaborate
in an architecture (e.g. in a component architecture), also so-called compound
storage systems are employed. In such a system, a document is a container which
provides different areas of storage for subordinate documents maintained by the
individual parts of the overall system [152].
However, these means are not effective to support collaborative information
systems or large amounts of data because access to files is performed in a se-
quential manner. Database management systems (DBMS) on the other hand aim
at resolving these problems by enabling data access in a structured and ran-
dom manner. Relational database management systems (RDBMS) are in use
for a large number of database applications because they rely on a theoretically
well-understood storage model and are capable of storing very large amounts of
data [55]. However, when complex data structures are involved, object-oriented
database management systems (OODBMS) have been reported to have an advan-
tage because they directly store objects and links between them [104]. Further,
OODBMS do not require a mapping of an object-oriented data model to a schema
composed of tables and thereby simplify the transition from the design phase to
the implementation phase within the software construction process.
The VERSANT OODBMS [188] is currently employed as a persistence mech-
anism in the ROME model repository. In addition to providing persistence for
native C++ objects, the OODBMS supports long transaction, object version and
configuration management, as well as notifications when objects are created, mod-
ified, or deleted.
4.3.3 CORBA Middleware
The communication between the different subsystems of the architecture requires
a performant, platform independent, and distributed mechanism. Platform inde-
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pendence is a feature which is useful when resources are not available on a single
platform. Distributed communication is not only useful to integrate resources
running on several machines, but is essential in order to make models available
for reuse to remotely working modelers. Such requirements are fulfilled by dis-
tributed object technology and component software [3, 109, 152].
CORBA [147] is one of the large industrial standards among middleware com-
munication mechanisms. It allows communication among distributed objects in
a platform-, location-, and language-independent manner. CORBA implementa-
tions are available on a large variety of platforms, among them all MS Windows
variants as well as several UNIX platforms. The interfaces of modules are spec-
ified using an interface definition language (IDL) which is independent of the
programming language employed for the realization of the module. Standardized
language bindings between IDL and actual programming languages (such as C++
or Python) ensure interoperability between these languages across networks and
platforms. The most important language bindings for this work integrate C++ and
Python into the CORBA framework [142, 146].
Besides communication mechanism, the object management architecture
(OMA) standard defines several vertical services (CORBA object services, COS)
such as registration and event notification for which vendor-independent imple-
mentations are available. The name service [144] acts like a white book and reg-
isters objects under predefined names and contributes to the flexibility of the en-
vironment: when service implementations change their location, service requests
need not take care of such an event because they refer to a logical name of the
service instead of referring directly to it via a physical reference. The notification
service [143] allows distributed objects to communicate with each other by means
of asynchronous events which can be filtered by the notification service.
For the development of the REALMS environment, omniORB has been em-
ployed as an implementation of the CORBA standard [78, 79]. omniORB pro-
vides language bindings for Python and C++ and excels through high perfor-
mance and is compliant with the CORBA standard in Version 2.3 omniORB is
deployed as open source and was developed by a dedicated group at AT&T for a
long time. omniORB comes along with an implementation of the COS naming
service and an implementation of the COS notification service is available from
the same group [80].
The REALMS architecture presented relies extensively on CORBA as a com-
munication mechanism among architectural subsystems. All communication be-
tween the modules presented in the conceptual view is established via CORBA.
The modeling concepts stored by the model repository (cf. Section 5.3) are pro-
vided to clients (such as the user interface) as CORBA objects. The integration of
CORBA with the OODBMS holding the repository contents is described in Sec-
tion 5.5. Further, the wrappers provide access to the neutral model representation
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and the neutral model evaluation functionality via CORBA. Tools (as the ma-
jor user interface components) are components in the sense of CORBA and can
therefore be extended or exchanged in a plug-and-play manner. They talk to each
other via the CORBA notification service (cf. Section 4.4.4 for more detail). The
integration link between ROME and CHEOPS also makes use of the CORBA inter-
faces provided by the two integrated subsystems. As described in Section 4.4.2,
the name service is used for an initial look up of service objects. In addition, it
would be desirable to use a trading service in order to let services discover each
other in a dynamic manner based on service properties such as cost, quality, or
availability.
4.4 Execution View of the REALMS Architecture
The use of CORBA as a communication infrastructure permits several advan-
tages to be easily realized as described in Section 4.4.1. On the other hand, the
distribution of resources and their concurrent use by multiple users can lead to
problems to maintain physical resources and to concurrency conflicts when ex-
clusive resources shall be used in parallel. Sections 4.4.2 and 4.4.3 describe how
these issues are resolved in a system-wide manner and specify interfaces reflect-
ing these policies. Further, notification protocols to be used throughout the system
are specified.
4.4.1 Distribution of Modules onto Network Nodes
The distribution of the modules presented above onto separate nodes of a com-
puter network provides several advantages. First, resources such as licenses or
computing power can be shared across several users in the system. Further, the
distribution is the enabling step to make the contents of the model repository avail-
able to multiple users. All APIs of the REALMS subsystems are provided via
CORBA and thereby accessible to other systems as well so that interoperability
with other systems outside the REALMS environment is facilitated.
In REALMS, a typical distribution is as follows. The repository ROME and
the corresponding database server process are running on a single node which
is currently a UNIX Workstation. The wrapper for gPROMS runs on another
Solaris workstation, whereas the AspenPlus wrapper runs on a Windows NT-based
personal computer. The remainder of the CHEOPS servers run on an additional
UNIX workstation node. For each user, an instance of the user interface is run
on his personal desktop machine (also based on Windows NT) in order to make
graphical windows appear on his own screen.
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This distribution scheme allows users throughout an organization (such as a
chemical company) to access the contents of the model repository as well as
the simulation functionality. Thus, licenses for process modeling tools such as
gPROMS or AspenPlus can be shared and need not be installed on each local
machine. Local machines thus carry only the load to specify virtual experiments
with a heterogeneous model. The execution of the experiment is then computed
by machines on the network. In this setting, it makes sense to run the core modules
presented on powerful machines because the cost of this computational power is
shared among all users of the system.
Besides the advantages described so far which have been realized in the im-
plementation described, there are additional benefits which could be obtained by
further exploiting distribution and parallelization. The robustness of the system
could be improved by replicating the model repository on an additional computer
node. In case of failure of one node, the other could still provide the services of
the model repository. Also, the performance of executing virtual experiments can
be improved by parallelizing the corresponding algorithms on a network of com-
putational nodes. Two further improvements provided by the database being used
are possible in order to improve scalability [188]. The actively employed part
of the database can be factored out into a separate personal database so that the
global group database is only used for synchronizing with the personal database
on a less frequent basis. Further, the global database can in turn be distributed onto
several nodes each of which serves a part of the overall repository contents. Com-
munication of these parts is based on proprietary database mechanisms. Although
these means can improve the system performance, it has to be further evaluated
whether difficulties associated with their realization are worth the benefits which
are finally obtained.
4.4.2 Resource Management of the Distributed System
When several independent systems collaborate, a policy is needed in order to prop-
erly manage the resources (such as memory space) which are distributed across
a set of servers. It has proven useful to distinguish three types of objects which
correspond to different policies in resource management: static, persistent, and
transient objects [176]. The following paragraphs explain how these objects are
managed and define interfaces which reflect the policies specified. These inter-
faces are used throughout the system in order to ensure that resource management
is handled consistently in the system.
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Figure 4.3: Naming context hierarchy for service bootstrapping
Resource Management and Bootstrapping of Services
The lifetime of static objects coincides with that of the overall environment: these
objects are created when the environment is started and the objects together with
their allocated resources are released when the system is shut down [176]. Such
static objects often implement stateless services such as object creation or query
execution. There is nothing to deal with from a resource management point of
view so that the architecture must simply provide a mechanism to enable clients
to get hold of an object reference in order to use the service. In REALMS, the
CORBA naming service is used to look up these service objects in a naming con-
text hierarchy as shown in Figure 4.3. The modeling.dir context holds service
objects which are responsible for model development. In particular, the services
related to the model repository are hosted under a separate context rome.dir. The
context simulation.dir holds references to CHEOPS services. Finally, the user in-
terface components (tools) are registered in separate contexts for each user (such
as lvw.user, xxx.user) because they must run on the local machine of a user in
order to appear on the correct screen.
Such service objects are characterized by a common Service interface defi-
nition in CORBA IDL (see Figure 4.4) which makes certain properties of a ser-
vice available to its clients. Currently, the interface provides the service name
(get name), a verbose description (get description), and a version number
(get version). This information can be presented to the user when selecting al-
ternative service implementations, for example. Actual service implementations
inherit from this interface.
4.4 Execution View of the REALMS Architecture 61
interface Service
{
string get_name();
string get_version();
string get_description();
};
Figure 4.4: CORBA IDL of service objects
struct UniqueIdentifier
{
long m_time;
string m_ref;
};
interface IdentifiableObject
{
UniqueIdentifier get_unique_id();
boolean is_identical (in IdentifiableObject other);
};
Figure 4.5: CORBA IDL of identifiable objects
Resource Management of Persistent Objects
Management of persistent objects is also fairly easy because they are created ex-
plicitly and remain in the system until they are deleted [91, 176]. In conjunction
with an object-oriented database, deletion can be deferred to the garbage collec-
tion mechanism provided by the database which will automatically clean up any
unused objects [188]. An important property of persistent objects is their iden-
tity which makes them distinguishable from each other. This property is repre-
sented in the IdentifiableObject interface definition (cf. Figure 4.5). Again,
actual interface definitions must inherit from this generic definition. The identity
is represented by the UniqueIdentifier structure which consists of a long inte-
ger (m time, e.g. to represent the creation time of an object) and a character string
(m ref, e.g. to represent some logical object identifier). The combination of these
two attributes is required to be unique. The identifiable object can be queried
for such a unique identifier using get unique id or it can check whether another
object is in fact identical to itself (is identical).
Resource Management of Transient Objects
The resource management of transient objects is fairly difficult as opposed to the
other two object types. Transient objects are, for example, results of queries and
are created during the runtime of the system. The difficulty is to decide who is
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interface TransientObject
{
void destroy();
};
Figure 4.6: CORBA IDL of transient objects
responsible to delete them when the client is done using them (e.g. after the user
interface has displayed the results of a query). Transient objects can be deleted
implicitly, for example after a certain timeout period, or explicitly by calling a
method to free resources [176]. In REALMS, the interface TransientObject im-
plements the latter approach through its destroy method (cf. Fig. 4.6). Although
the approach has the drawback that malfunctioning clients can lead to a resource
overflow of a server, it is easy to understand and implement.
4.4.3 Concurrency Issues
Multiple users running an instance of the user interface on each of their desk-
top computers are the cause for a high non-determinism of the system behavior.
The actions launched by the user on the GUI occur at random times and must
be properly coordinated within the system. Especially accessing shared resources
in a parallel manner leads to concurrency conflicts. For example, two users may
concurrently want to change a certain object in parallel which could lead to in-
consistencies in the data stored. Thus, the overall system requires a mechanism
to prevent or reject such situations. Database management systems use transac-
tion mechanisms and mutually exclusive locks associated to transactions in order
to ensure integrity of data. When such a database is integrated into a distributed
environment, it must be discussed whether clients of a database have to deal with
transactions or whether this is done implicitly by the database system [176].
In REALMS, concurrent access to resources is ensured by providing a trans-
action mechanism [55] on the level of the CORBA interfaces which are rele-
vant to the architecture. Although this mechanism is currently only implemented
by the model repository (as described in Section 5.5) it can potentially be used
for other tools storing persistent data and is therefore defined on an architec-
tural level. The IDL for the ConcurrencyManagement module is shown in Fig-
ure 4.7. The Transaction type is defined mainly for readability. Further, a
TransactionFailure exception definition informs clients that some transaction
management operation has failed. A further description of the failure reason is
defined in the TransactionFailureType enumeration.
The TransactionManager interface defines methods to create and terminate
transactions. Creating a transaction using create transaction requires the spec-
4.4 Execution View of the REALMS Architecture 63
module ConcurrencyManagement
{
typedef short Transaction;
enum TransactionFailureType { UNKNOWN,
INCONSISTENT_LOCKS };
exception TransactionFailure
{
TransactionFailureType m_reason;
};
interface TransactionManager : CapeEnvironment::Service
{
Transaction create_transaction(in string long_transaction)
raises (TransactionFailure);
void commit_transaction(in Transaction txn)
raises (TransactionFailure);
void abort_transaction(in Transaction txn)
raises (TransactionFailure);
};
};
Figure 4.7: CORBA IDL for concurrency management
ification of a long (persistent) transaction in which the short transaction to create
shall be placed. Whereas a short transaction cannot last beyond the lifetime of a
database application, the state of a long transaction can be saved and continued at
any later time. The long transaction argument has been defined with workspace,
version, and configuration management in mind which are related to long trans-
actions. Currently, these features are not used. The transaction handle returned
has to be passed to any read/write actions to the module as an additional parame-
ter. Termination of transactions can be performed by using commit transaction
or abort transaction. Committing a transaction makes any changes persistent
whereas aborting it rolls back to the state at which the transaction was started. The
actual implementation of transaction and locking mechanism is not prescribed by
the architecture, it is in the responsibility of individual modules.
4.4.4 Notification Protocols in the Architecture
As mentioned above, several communication channels between modules are es-
tablished by means of asynchronous notifications. In the REALMS architecture,
these are employed primarily because their broadcast nature allows new mod-
ules that react to them to be easily plugged into the architecture without making
any changes. The CORBA notification service defines two types of events, un-
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Event attribute Content Data type
Domain name CAPE ENVIRONMENT String
Type name DATABASE UPDATE String
Event name INSTANCE CREATED,
INSTANCE UPDATED String
Filterable data SUBJECT Object reference
TIME Long integer
Table 4.1: Notification structure sent on data changes in the repository
structured and structured [143]. An unstructured event contains simply anything,
whereas a structured event consists of a header, a filterable part, and an unfilter-
able part. Within REALMS, only structured events have been employed. Below,
the use of notifications is explained together with the contents and meaning of the
different elements of a notification.
The model repository ROME sends notifications about modified data items to
the CORBA notification service. These notifications are currently received by the
user interface and initiate updates of the graphical data representation. The ap-
proach allows to synchronize the contents displayed in several tools (probably in
different representations) with the model repository. Changes made by a user are
automatically propagated to the displays of all other users so that all users finally
have a consistent view of the data. Due to the distribution mechanisms provided
through CORBA, these views could even be presented on remote machines.
The corresponding event (also shown in Table 4.1) contains a type
CAPE ENVIRONMENT that qualifies it as belonging to the REALMS system. The type
name DATABASE UPDATE specifies, that the event is concerned with a database up-
date. Further, the event name specifies whether the data reported was created or
just modified (INSTANCE CREATED or INSTANCE UPDATED, respectively). Finally,
the filterable data of the event contains a CORBA reference of the object for which
the event was raised (SUBJECT) and the time at which the event occurred (TIME).
A further use of events as already mentioned in Section 4.1 is the communi-
cation of tools as parts of the user interface. These events have the same type
CAPE ENVIRONMENT, but their header qualifies them as events that occurred in an
interactive tool (TOOL EVENT, Table 4.2). A START TOOL event (defined via the
event name) indicates a request to launch another tool. A logical tool name is
encoded in the filterable data part of the event structure (TOOL NAME). The use of
a logical name permits different physical implementations to be used, e.g. tools
with varying levels of user guidance and flexibility. Further, a reference to the sub-
ject which shall be displayed in the tool created is passed (SUBJECT). Currently,
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Event attribute Content Data type
Domain name CAPE ENVIRONMENT String
Type name TOOL EVENT String
Event name START TOOL,
ACTION ENACTED,
SITUATION OCCURRED, String
Filterable data TOOL NAME String
SUBJECT Object reference
Table 4.2: Notification structure sent for tool requests
a tool broadcasts only requests to launch other tools, but additional events could
be used to indicate the enactment of actions (ACTION ENACTED) or the occurrence
of situations (SITUATION OCCURRED). These events can further contribute to the
interoperability of the environment with other pieces such as a process engine to
provide interactive user support as described by LOHMANN [114].
Asynchronous notifications could be further used in order to communicate
with the simulation framework CHEOPS. Currently, the execution of a simulation
experiment blocks the user interface from which the simulation was launched.
Thus, it is not possible to react to events occurring during the simulation, e.g. to
abort the simulation, or to display warning or log messages issued by the solver.
These restrictions could be overcome through an asynchronous communication
mechanism.
4.5 Code Architecture View
The code architecture view is concerned with the mapping of modules to imple-
mentation constructs such as libraries and executables [92]. First of all, a suitable
programming language (or several) and tools supporting the development process
must be agreed upon; they are described in Section 4.5.1. Once the programming
languages are fixed, it must be decided which modules are implemented in which
language and what implementation constructs are employed, e.g. libraries or ex-
ecutables. In this view, issues such as independent testing of the code entities or
deploying code in different releases and configurations are also important.
4.5.1 Programming Languages and Development Support
The development of a large software environment as the one described requires
the use of mature technologies for its implementation, such as tools for compiling,
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debugging, or code maintenance. Also, third party modules (such as databases,
communication libraries, user interface libraries) must be mature and available
for the platform and programming language chosen. Further, sufficient support
in terms of professional services, through newsgroups or mailing lists must be
available.
As programming languages, C++ and Python have been employed in
REALMS. Whereas C++ is a well-known programming language for large-scale
systems [112], Python is often used for rapid prototyping and scripting pur-
poses [115]. Further, a seamless integration of Python with COM [86] as well as
with CORBA [78, 146] facilitates the development of custom wrappers between
the two middleware standards (as needed for the wrapper around AspenPlus de-
scribed in Section 6.5.2, for example).
The flexibility of C++ as introduced by STROUSTRUP [180] entails a high
degree of complexity which has been addressed by following good practice pro-
gramming idioms as described for example in [7, 124, 125, 126]. Further, design
and architectural patterns enable the reuse of proven solutions instead of reinvent-
ing the wheel over and over again [43, 73].
Among other tools to support the actual software development process, the
concurrent versioning system CVS is probably the most important one em-
ployed [46]. It enables to decouple the concurrent development work of different
people involved in the programming effort. CVS can snapshot the developments
at any point in time and enable their retrieval identified by a symbolic tag. In ret-
rospective, the support provided by this tool is probably the most relevant progress
as opposed to former development efforts [30, 31, 114] in the expert system shell
G2 [76].
Further tools employed are GNATS to track issues (such as bugs, feature re-
quests and documentation problems) [153], and Doxygen to enable automatic doc-
umentation generation from a set of enriched C++ sources [186].
4.5.2 Mapping Modules to Implementation Constructs
In this section, the code architecture is presented primarily from the point of view
of the CVS modules1 shown in Figure 4.8 together with their build-time depen-
dencies depicted by arrows (if CVS module A is needed to compile or link CVS
module B, there is an arrow from B to A). As opposed to the run-time depen-
dencies from the module view (Figure 4.2) which show the modules required at
run time, these build-time dependencies show which modules are required to de-
1The term module as used in CVS has a different (rather physical) meaning than the logical
module concept used in Section 4.3. Thus, it is referred to CVS modules explicitly here in order to
avoid confusion.
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Figure 4.8: The code view of the architecture in terms of CVS modules
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velop a CVS module, i.e. to compile and link it. Thus, build-time dependencies
can e.g. show how changes of one subsystem affect others and further show how
independent parts of the system can be run or tested. As an example, to test the
Cheops CVS module, the CVS modules Realms and lptNumerics are required and
should have been tested before. The figure further distinguishes libraries such as
the Modelica parser (thin borders) from executables (e.g. Rome, thick borders)
and depicts two configurations for modeling and simulation in which the system
is currently used (darker shaded boxes). In addition to the module view, the code
view shows which code is reusable across different places in the overall environ-
ment (Realms, Tool Framework, Modelica Parser).
The CVS module Realms contains the above IDL definitions and reusable
pieces of C++ and Python for logging error and warning messages and initializa-
tion of the CORBA runtime environment. As depicted in Figure 4.8, the Realms
CVS module is the root of the dependency graph of the overall environment. Thus,
any changes in this module must be made very carefully because they can impose
a lot of changes in dependent parts.
A tool framework (written in Python) provides all necessary services to imple-
ment interactive tools which update their graphical presentation according to no-
tifications received from the model repository [84] as described in Section 4.4.4.
This framework is employed for the development of the modeling tool MOD-
KIT [84] as well as for SIMKIT. These two CVS modules heavily depend on
the tool framework and are developed in Python as well. Whereas the project
and code browser mentioned in Section 4.3 are part of MODKIT, the simulation
manager is part of the SIMKIT module (cf. Section 6.6). The project and code
browser tools as well as the simulation manager access and manipulate persistent
data in ROME and are thus dependent on it. The simulation manager additionally
depends on the CHEOPS module to set up and execute simulation environments.
A library with a Modelica parser (written in C++) is part of the environment
in order to make use of the Modelica language within ROME as well as in a tool
that converts Modelica into C++ [75].
The lptNumerics library module (developed using C++) provides abstract nu-
meric functionality such as solving linear or nonlinear equation systems, opti-
mization of nonlinear systems, and integration of differential-algebraic systems.
The library relies on a number of proven numeric tools to perform these tasks. An
integration with the CAPE-OPEN standard interfaces permits the application of
the services offered by the library for standard compliant models. Further, solvers
integrated can easily be made available as CAPE-OPEN-compliant modules. Cur-
rently, the module is only used by CHEOPS, but could potentially be used by other
simulation tool development efforts.
ROME and CHEOPS, both mainly realized in C++, reside in separate CVS
modules. As already mentioned above, the wrappers around proprietary modeling
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Module Author(s) Publications
Realms L. von Wedel (this chapter)
Tool framework J. Hackenberg [84]
Modelica parser W. Geffers [75]
Modelica2C++ J. Wyes [75]
Rome L. von Wedel Chapter 5, [192]
ModKit J. Hackenberg [84]
lptNumerics J. Wyes,
G. Schopfer,
L. von Wedel (-)
Cheops L. von Wedel,
G. Schopfer,
A. Yang Chapter 6
SimKit L. von Wedel Section 6.6
Table 4.3: Authorship of modules within the REALMS architecture
tools are currently part of CHEOPS. Here, a difficulty would occur if the tool
wrappers would be used from ROME directly as proposed in the conceptual view:
the two modules (and the configurations they reside in) would become mutually
dependent and it would be impossible to test or release one without the other.
Thus, when the system is reengineered to better reflect the conceptual architecture
in its module and code view, the wrappers have to become CVS modules on their
own.
The intended configuration of the system supports heterogeneous modeling
and simulation and makes use of all modules shown in Figure 4.8. In addition,
the system can be used in two other configurations (cf. the shaded boxes in Fig-
ure 4.8): the dependencies of the subsystems allow to use CHEOPS independently
in a simulation configuration. Instead of using SIMKIT, the user can directly
write XML files to specify a simulation. It is also possible to use a modeling
configuration on its own to maintain and develop chemical process models. Such
a partitioning also simplifies developing, debugging, and testing of the overall
environment which has a considerable size in terms of code.
Relevant publications as well as authors for the modules presented are given
in Table 4.3. In addition, it should be noted, that the development of MODKIT and
ROME have been strongly influenced from former work in modeling tool research
and the development of MODKIT described in [18, 30, 31, 114, 120].
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4.6 An Architectural Scenario of REALMS
To clarify the dynamic relationships of the architectural subsystems presented
above, the following two subsections show, how the scenario discussed in Sec-
tion 3.1 can be executed using the REALMS architecture. Whereas the scenario
presentation in Chapter 3 was focused on the work process performed by the user
(i.e. a model developer or simulation user), this Section focuses on the roles as-
sumed by the modules of the architecture. In order to reduce complexity, the
scenario is partitioned in two parts, a modeling part (explained in Section 4.6.1)
and a simulation part (discussed in Section 4.6.2). Despite this partitioning, the
complexity is still too high to present all details explained in this chapter. Thus,
bootstrapping (using the CORBA naming service), resource management, and de-
tailed communication across the APIs of the modules involved are not taken into
account in the following explanations. Both parts of the scenario are represented
using collaboration diagrams as defined in UML and refer to the terms introduced
in the module view.
4.6.1 Heterogeneous Modeling of the Polyamide6 Process from
an Architectural Perspective
The scenario starts with the creation of a model browser (cf. Fig. 4.9) which is
assumed to present available models to the user. Upon creation of this interactive
tool, it registers with the COSNotificationService (message 1, register) in order
to receive the notifications presented in Section 4.4.4. A look up to the naming
service is required to get hold of a reference to the notification service during this
step. Then, the user initiates the model import function of the tool (message 2,
launch model import). The model browser will then obtain the model description
from a proprietary process modeling environment (ProprietaryPME) such as As-
penPlus (message 3, obtain model information). The model browser translates the
information obtained into the neutral representation used by ROME (message 4,
create neutral model representation). During this step, a number of persistent
objects are created in the repository and relations between them are established
through the API of the model repository ROME. These actions are supported by
a number of service objects that can be looked up in the naming service as ex-
plained in Section 4.4.2. The creation step of the neutral model representation
includes the transfer of the original model implementation to the model reposi-
tory. The model repository ROME will respond to the creation of the new model
by sending an asynchronous message (message 5, database update). The notifi-
cation service dispatches this event to all registered listeners, in this case only the
model browser tool (message 6, database update). It will react to the event by
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updating its graphical representation (message 7, update view) so that the newly
created model becomes visible to the user. Updating the view requires querying
the model repository for its contents in order to obtain newly created or modified
information. These queries are returned as transient objects which can be released
when the view update has been finished. An identical set of messages 2-7 is used
to import the gPROMS and Morex models mentioned in the former chapter.
In order to aggregate the imported models to a new model on the plant level,
the user has to use a different tool which fulfills the purpose of specifying the
topology of a complex model. This is called the structure editor and is an inter-
active tool which is part of MODKIT. It is launched by sending an asynchronous
start tool message (message 8) to the notification service. This message is again
dispatched to registered listeners (message 9) and the structure editor will respond
with the creation of a new view. The newly created view is also registered with
the notification service (message 10, register). Using the structure editor, the
model developer subsequently performs the actions necessary to create a new
model composed from the imported models mentioned above (message 11, per-
form model creation). Corresponding messages to create and update the repository
contents are sent (message 12, create model). These will again lead to database
update messages (message 13) which are dispatched to registered listeners (mes-
sages 14 and 15). The tools receiving these events will subsequently update their
views (messages 16 and 17, update view).
4.6.2 Heterogeneous Simulation of the Polyamide6 Process
from an Architectural Perspective
To proceed with simulating the model aggregated from the heterogeneous model
sources, the model developer can proceed with starting the simulation manager
tool (message 1, start tool). The event is dispatched to the listening tools and
the simulation manager creates a new view (message 2) which allows the user to
specify the experiment (message 3, specify experiment). Finally, the integration
module is launched to set up the simulation framework CHEOPS and to launch the
simulation (message 4, run simulation). The integration module will first obtain
the models participating in the simulation (message 5, obtain model structure). It
will set up the corresponding wrappers (message 6, setup wrappers) and obtain
the proprietary model representations stored in the repository (message 7, obtain
model implementation). Then, each wrapper will launch an instance of a corre-
sponding proprietary modeling environment to handle the model implementation
obtained (message 8, launch). Once all wrappers are set up, the model-based ap-
plication (here steady-state simulation) is configured (message 9, setup applica-
tion). The execution of this simulation involves the computation of the individual
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Figure 4.9: Modeling of the scenario executed in the REALMS architecture (UML
Collaboration Diagram)
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models on the wrapper level (message 10, compute). Each wrapper will internally
use functionality offered by the proprietary modeling tools to perform the actual
computation (message 11, compute).
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Chapter 5
The Model Repository ROME
Briefly recalling Chapter 4, the purpose of the ROME (Repository Of a Modeling
Environment) module within the architecture is to support the maintenance of het-
erogeneous process models. In this sense, ROME acts very much like a model
server [16,119,120,123], supplying models and model-based services for a variety
of activities along the lifecycle of process design or operation. ROME addresses
the use cases Model Import, Browse Model, Search Models, Model Retrieval and
Model Export as depicted in Figure 2.7. First, the conceptual view of the REALMS
architecture is refined in Section 5.1 to clarify the conceptual elements responsible
for the functionality mentioned above. Related work about model management
is then discussed in Section 5.6.1. The neutral representation of models within
ROME is explained in detail in Section 5.3. Further, the functionality provided by
the model repository and how to address it from a user’s point of view is clari-
fied in Section 5.4. Finally, Section 5.5 describes the implementation of ROME in
more detail.
5.1 A Conceptual View of ROME
As a refinement of the conceptual view of the architecture, Figure 5.1 shows the
conceptual entities ROME consists of as boxes, whereas the lines denote abstract
dependencies between the conceptual entities. The statements from Chapter 2
suggest that the storage of existing model implementations according to the forms
explained in Section 2.2 is a necessary part of the model repository, in order to
fulfill the requirements.
It is further useful to abstract these proprietary models into a neutral model
representation (Figure 5.1) to allow functionality to be developed without the
need to consider the specific tools with which these models have been developed.
Hence, this neutral model representation is used as a substitute for the incompat-
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ible model implementation. It should be noted, that this uniform representation
is an abstraction and not a complete translation. The actual model development
process or the step of computing a model is still based on the original implemen-
tation of the model and not on its abstraction. Otherwise, it would not be possible
to reuse the original model evaluation or solution functionality that is integrated
in the respective process modeling environment. Further, all information from the
original model would have to be extracted which is far more difficult and labo-
rious than just abstracting the information needed to e.g. document, browse, or
aggregate models.
Functionality such as searching or browsing for models then can be performed
without actually using the incompatible model implementations. As a further ad-
vantage, model documentation (Figure 5.1) can be attached to the neutral repre-
sentation so that it can be maintained independently of the tool in which a model
was developed. Further services like model aggregation, and versioning can also
be developed based on the uniform model representation.
Over the long-term, the reuse of models will gradually build up a model
library consisting of modeling concepts on different scales of granularity so
that model development becomes an engineering process of aggregating existing
pieces rather than inventing new ones. In order to achieve such a goal, a model
library must be actively maintained so that searching and browsing it remains sim-
ple enough despite the large number of models developed. As an example, models
that are similar to each other should be grouped together, e.g. by means of cate-
gories. In the conceptual architecture of ROME, a schema maintenance component
shown in Figure 5.1 is responsible for the maintenance of such a model library.
Promising results for an automatic categorization have been achieved by means of
description logics [15] which provide base services for computing subsumption
hierarchies of concepts [130, 168].
Models are not a static piece of information, but rather, they have their own
lifecycle which is strongly related to the lifecycle of an entity being modeled.
When a reactor as part of a chemical plant is subject to an extension, for example,
corresponding models have to be updated as well. In such cases, it should gen-
erally be avoided to redo the abstraction step from a model implementation to its
abstraction which may not always work fully automatically. Thus, it is desirable
to use a technology that enables incremental updates of a neutral model stored in
the repository according to fine-granular changes of the corresponding implemen-
tation. Such an incremental approach ensures that already existing information
(e.g. model documentation or the relationships among a neutral model and its im-
plementation) are not lost. In the conceptual architecture of ROME, a consistency
checking module checks the abstraction relationship among neutral model repre-
sentations and corresponding model implementations (Figure 5.1). This module
could be implemented by integration technology as developed by and coworkers
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Figure 5.1: A conceptual view of the model repository ROME
similar to the efforts employed for integrating design data [20, 167].
Finally, in order to simplify the transition between different contexts of model-
based analysis activities, a set of code generators allows to export a model spec-
ified in the neutral model representation into a different format. A suitable code
generators can e.g. automate parts of the manual work when switching from
steady-state process design towards dynamic simulation by exporting the structure
of an AspenPlus process model into the gPROMS modeling language. Obviously,
this is one of the easier tasks in dynamic model development, but it can save the
modeler a few hours that he can better spent on the more difficult activities.
5.2 Related Technology for Model Management
Whereas current process modeling environments offer only limited support for
maintaining mathematical models of process steps and equipment, model man-
agement systems have been studied extensively in other areas as discussed in the
next section. Metadata has been employed in heterogeneous information systems
from a more general point of view and its relation to heterogeneous model man-
agement is explained in Section 5.2.1. The use of repository technology is then
explained in 5.2.2.
5.2.1 Use of Metadata in Heterogeneous Model Management
As already identified in Section 4.2.2, similar needs to work with information from
heterogeneous sources have been addressed by document management systems,
data warehouses, and repositories. In all these efforts, metadata plays an important
role to present a homogeneous, holistic view upon the information maintained. In
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this context, such metadata is essential in order to provide a homogeneous view
of models stemming from different process modeling tools. Commonly, metadata
is referred to as data about data, such as the specification of the language in
which a report is written, the author’s name, the creation date, or a catalogue
of reports. The purposes of metadata in information systems architectures are
elaborated further in [182]:
Locating information: Metadata helps to identify the extent of available infor-
mation and specifies the locations where the actual information resides.
Metadata solves this problem by associating data items with the location
where they can be found, such as a database name and an index into the
database. In the case of model management, this relates strongly to the
distributed storage of models in a large number of files residing within a
modeler’s home directories. Metadata can identify which concepts are de-
fined in which file and where the file is located.
Interpreting information: Different tools or data storages may associate dif-
ferent concepts with a certain name (homonyms) or use different concept
names for the same concepts (synonyms). For example, different gPROMS
or Modelica input files may use different names for the concept of a temper-
ature, or they use the same name enthalpy although different reference states
are employed. Even worse, the understanding of certain concepts may vary
among the users of the system or is unclear at all because it is not properly
documented. For model management, lacking documentation or a missing
relationship between the model and the process equipment abstracted by the
model may lead to ambiguous interpretations of a model and is taken care
of by metadata.
Integrating information: When information is to be used for new analysis pur-
poses, different views of information implemented have to be reconciled to
a common view by expressing the relationships between the concepts that
are part of the views. In model management, for example, searching mod-
els across heterogeneous tools requires a reconciled view of all concepts
involved. Further, aggregating models from different tools to a larger one
requires an integrated view of the different parts to be aggregated.
5.2.2 Repository Technology for Model Management
With respect to the different types of information systems considered, the purpose
of ROME comes closest to a repository. Whereas document management systems
are often focused on storage solutions for individual documents, data warehouses
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aim at providing a reconciled view of data only for querying purposes. Reposi-
tories instead support the iterative engineering processes using incompatible tools
as they arise in chemical process modeling by several means [25]:
Information sharing: A repository supports information sharing among tools
through a common information model. Integrating tools with the repository
is a task of providing translators between the common repository format
and the proprietary tool format. In the domain of model management, infor-
mation sharing can help modelers to switch between different model-based
applications by importing models from sources into the common model rep-
resentation and exporting to other representations.
Check out/check in: An interesting concept to decouple the work of modelers
is a private workspace. Modelers can check out a working copy of a model
onto such a private working area and modify it without interfering with oth-
ers work. If the work has achieved the desired results, the modifications
can be transferred back into the repository, a check in. Otherwise, all mod-
ifications can be dismissed. Such a private workspace concept has been
reported to be indispensable for information sharing in a design team [166]
and should therefore be supported by the model repository.
Version/configuration control: The objects maintained by a repository undergo
several revisions during their lifecycle. Often, it is desirable to track these
revisions and combine coherent revisions in configurations as mentioned in
Section 2.4.2. Such a configuration could for example identify the set of
models that have been used for decision making in different stages of the
plant lifecycle.
Notification: If an object under control of the repository is modified, it is impor-
tant to notify dependent objects (or their authors) to take care of adapting
the dependent pieces. As explained in [60], there are dependencies between
models developed on different abstraction levels. The author of a linear
model (e.g. developed using MS Excel) should therefore be notified about
changes performed in refinements of this model (e.g. a rigorous implemen-
tation in gPROMS).
The functionality of ROME described in this section does not cover all aspects
mentioned above. The core, however, is a proper abstraction of models into a
combined schema including metadata relevant for model management, to be for-
malized in the next section.
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5.3 Model Abstraction in ROME
The integration of heterogeneous model sources in ROME relies on a uniform de-
scription of the models maintained. Subsequently, this description is called the
metamodel because it implements concepts on the level of a modeling methodol-
ogy rather than actual models and therefore represents metadata as discussed in
Section 5.2.1. This position is in line with the interpretation of a metamodel in the
work of BAUMEISTER [18]: On a meta level, modeling concepts are defined as
the most fundamental building blocks from which models may be aggregated. A
class level (where classes are instantiated from the meta level) comprises mean-
ingful concepts from the domain of chemical engineering and the instance level
(comprising instantiations of classes, in turn) refers to concrete models being used
in a virtual experiment.
The metamodel is partitioned into several parts to simplify its understanding
and maintenance (cf. Figure 5.2). These parts are represented as packages accord-
ing to the unified modeling language (UML, [145]) which has been employed for
the notation of the metamodel.
The database package contains concepts related to the database management
functionality, notably a persistent object which introduces persistence as a prop-
erty of objects deriving from it. The model server package introduces fundamen-
tal concepts for the structuring of the metamodel, presented in Section 5.3.1. The
model documentation package (Section 5.3.2) describes concepts to be employed
for informal and semi-formal documentation (e.g. hypertext and structured text)
as well as concepts related to the IBIS methodology for representing negotiation
processes [164].
The model behavior package (Section 5.3.3) describes the concepts to specify
the model behavior from a declarative point of view. The package model structure
(Section 5.3.4) aims at specifying vertical and horizontal decomposition of pro-
cess models. The model implementation package (Section 5.3.5) finally describes
the locations and formats of proprietary model implementations. These packages
are mainly identified from the modeling process description from Section 2.1.1,
where the model behavior and model structure packages relate to the conceptual,
tool-independent model specification.
These packages cover the scope of concepts to be maintained by the repository
as described in the introductory section of this chapter from a design point of
view. This means, that the models presented in the sequel of this chapter take care
of how they are realized in a computer system in principle, yet without making
assumptions about a particular implementation of the model, e.g. by introducing
language-specific constructs which would yield an implementation view.
Further, this section describes, how the concepts used to represent model im-
plementations are used to abstract proprietary models (Section 5.3.6). Finally,
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Figure 5.2: Packages and dependencies within the ROME metamodel (UML pack-
age diagram)
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Section 5.3.7 discusses how the ROME meta model can be employed for support-
ing interactive model development through the modeling environment MODKIT.
5.3.1 ROME Metamodel Overview
A metamodel helps to locate and interpret proprietary models by associating a ho-
mogeneous view of modeling concepts with them. It must cover the scope of in-
formation relevant to the tools that shall be connected to the repository. All these
tools work with models so that the metamodel must provide a tool-independent
description of models to the extent needed to realize the requirements from Sec-
tion 2.4. Further, metadata to associate the neutral model representation and pro-
prietary model implementations must be founded in this metamodel.
The ROME metamodel does not introduce any concepts specific to the pro-
cess engineering domain, such as phenomena or material substances. Instead of
mixing mathematical and process engineering concepts, the ROME metamodel is
focused on the definition of mathematical concepts, but the scope of these mathe-
matical concepts is motivated by process engineering applications. Especially in
the context of browsing and searching, information besides the mathematical do-
main may be of interest, though. For example, the modeler might be looking for
models describing the separation of water and some kind of polymer. As opposed
to adding attributes related to a chemical process view to the modeling concepts,
another idea is to introduce such a domain context by linking models to a concep-
tual description of the process step or equipment as described e.g. by BAYER [19].
This relation between the model and a corresponding process or plant concept is
also highlighted in the citation of KLIR on page 7. Such an approach makes again
use of dedicated tools for maintaining and manipulating information for chemical
processes and mathematical models separately and integrates the two a-posteriori.
This results in a functional and technical modularization of the perspectives. This
advantage is traded against a higher effort because two systems are now needed
which may evolve independently and the integration of the two has to be main-
tained accordingly.
A further consequence of maintaining reusable model classes (as in this work)
rather than concrete model instances (as in the former implementation of MOD-
KIT [30, 31]) is that domain specific properties must no longer be completely
specified. Instead, a reusable model class must leave some flexibility which is
going to be exploited, when the model is applied in different contexts of process
modeling. As an example, the material substances considered in a model may be
completely irrelevant for a generic formulation of a mass balance, but they have
to be specified when the model is put into some concrete context within a simu-
lation experiment. In such cases a model may be the same for different pieces of
equipment and only a proper integration with process or plant concepts makes it
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possible to ask questions like which models (if any) stored in the repository have
been used to model polymer reactions. The downside of this approach is that the
implementation of such query functionality requires a mechanism which can han-
dle information from different sources, e.g. a data warehouse, as will be further
highlighted in Section 5.4.2.
The objective to organize reusable modeling concepts into a structured library
must be well founded in the metamodel definition as BAUMEISTER shows in
an extensive overview of the theoretical foundations of different modeling lan-
guages [18]. In terms of this overview given in [18], the object model imple-
mented in ROME is class based but defers the creation of instances to the simu-
lation phase, similar to the object models employed e.g. in ASCEND [156, 196],
gPROMS [159], or Modelica [129].
BAUMEISTER proposes to implement model classes as classes in C++ and
thereby to make use of the C++ inheritance mechanism, but this approach lacks
dynamic extension and manipulation of model classes because C++, similar to
most other programming languages, does not allow the manipulation of classes at
runtime but only instances. To circumvent this limitation, the approach applied
in ROME implements a complete object model which can be fully modified at
runtime. The metaclasses of this object model are realized as classes in C++ an
inherit from a common ancestor modeling concept class (cf. Figure 5.3). These
correspond to abstract model building blocks such as a model or a variable meta-
class and are introduced as subclasses in subsequent sections. Instances of these
C++ classes correspond to modeling concept classes, such as a reactor model class
or a temperature class. Actual model instances are considered to be created when
a simulation experiment is conducted, e.g. by expanding all vector definitions to
create a computable form of the model.
Many attributes of a class are represented by classes themselves. As an exam-
ple, a reactor model class has an attribute temperature which is represented by the
temperature variable class. In ROME these attribute definitions are represented by
a common superclass called modeling concept definition and associated to classes
by means of the instantiation relationship (cf. Figure 5.3). This approach allows a
modeling concept that is defined as a class to be used an arbitrary number of times
in order to define other classes.
The ROME metamodel aims at representing modeling concepts in an inheri-
tance hierarchy using single inheritance, on the one hand in order to avoid con-
flicts resulting from inheriting conflicting attribute definitions (e.g. with the same
name), on the other hand because multiple inheritance is sometimes misused
where aggregation would be appropriate [166]. This generalization relationship is
depicted in Figure 5.3 and holds between classes. The generic modeling concept
(cf. Figure 5.3) holds a generic name for a concept and is merely introduced for
convenience.
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Figure 5.3: Abstract concepts of the ROME metamodel (model server package)
Root classes are implicitly defined as those classes which do not refer to any
superclass. The fact, that the superclass role in the generalization relationship has
a multiplicity of one corresponds to single inheritance where the class hierarchy
is a tree (actually a forest because multiple roots are permitted).
Since the complete realization of the object model relies on instances and re-
lationships, dynamic manipulation (at runtime) of the model classes in the model
repository is possible, for example by adding attributes or modifying the inher-
itance hierarchy. This feature is important for dynamic reorganizations of the
model repository contents to make them suitable for browsing and searching in
the long run.
Further, the goal is to implement dynamic, implicit empathy [18, 178] so that
classes dynamically inherit attribute definitions from their superclasses in a way
transparent for clients of a class. Thus, the specialization relationship is defined in
a way that subclassing implies subtyping in order to allow concepts to be replaced
by more specific ones.
5.3.2 Documenting Heterogeneous Process Models
The documentation of mathematical process models is an important step to sim-
plify their reuse after a long period of time (as it often occurs between different
revision cycles of a chemical plant) and through engineers other than the model
developer himself. Documentation can improve the understanding of the model
by explaining the rationale behind it or by documenting its history.
The model documentation package introduces concepts to be used for docu-
menting process models and negotiation processes according to the IBIS method-
ology [164]. The idea behind the model documentation approach is to establish a
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hypertext network of information units which are related by semantic links [51].
Similar to the approach presented in [31], also modeling concepts can participate
as nodes in the hypertext network so that it is possible to annotate modeling con-
cepts with information units or to attach discussions in the sense of IBIS to them.
A documented concept is implemented as a generic superclass for all items
which shall participate in this hypertext network and therefore plays the role of
a hypertext node (cf. Figure 5.4). It defines attributes to represent the last modi-
fication date, a list of recent authors, and a set of keywords. Hypertext links are
represented by the semantic link concept. A semantic link carries a type attribute
which denotes the meaning of the link. The generic modeling concept class pre-
sented in the former section is a subclass of the documented concept so that all
modeling concepts participate in the hypertext network and can thus be properly
documented. Further, an information unit is introduced to define static text or to
refer to other documents by storing a link to a document e.g. on the WWW. In
the former case, the information unit content is the text itself, in the latter case the
content contains a link specification as a uniform resource locator (URL) [24]. A
format string according to the multipurpose internet mail extensions (MIME [71])
encoding determines the interpretation of the content of the information unit so
that a standard web browser can choose suitable tools to view or edit the con-
tents of an information unit. Maintaining not only documents but also links to
documents allows to link a model to e.g. some reaction kinetics study stored in a
document management system or a publication stored on a public web site.
The representation of IBIS concepts to simplify tracing the modeling process
can be achieved by introducing different types of information units (issue, posi-
tion, argument) and semantic links (responds-to, supports-to, objects-to, decision-
taken) as proposed e.g. in [31].
It is important to note that the model documentation can be attached to arbi-
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trary modeling concepts, also to those imported from proprietary modeling tools.
Hence, model documentation can be supplied for process models even if the tool
with which the model was developed does not provide documentation facilities
itself (such as AspenPlus). Furthermore, as an integral part of the ROME meta-
model, the hypertext network can relate modeling concepts that were originally
created using different modeling tools.
5.3.3 The Specification of Model Behavior
The model behavior package contains modeling concepts to represent the behav-
ior of a mathematical model (cf. Figure 5.5) The variable class (not shown in
Figure 5.5) represents physical quantities such as temperature or molar flow and
is defined by a physical dimension, lower and upper bounds, and a computational
unit. Variables can have a floating point or integer type to enable the representation
of discrete sets (such as the number of components in a mixture or the number of
trays in a distillation tower) or discrete decision variables in mixed-integer prob-
lems. Actual variables occurring in a model are represented as variable definitions
(Figure 5.5) which define a name (inherited from ModelingConcept) and a set of
discrete or continuous distributions (inherited from the DistributedConceptDefi-
nition, see further below).
An equation class (not shown in Figure 5.5) is currently defined, but does not
yet have any meaningful properties. However, it enables the representation of
different equation types such as an energy balance or an equilibrium constraint.
Further work on representing domain knowledge in and/or graphs as in [32] will
lead to more useful definitions of equation classes which should then be repre-
sented in ROME.
Actual equations are represented in equation definitions. A simple equation
is represented by two expressions representing the left-hand side and the right-
hand side of an equation (cf. Figure 5.5). The simple equation inherits also from
the distributed concept definition. The expression concept used in several places
within the metamodel relates variable definitions through a syntax according to
the Modelica modeling language. Since Modelica does not allow the definition of
distributed parameter systems, a proprietary function pder (in the sense of an oper-
ator) is allowed to specify derivatives of a variable with respect to any continuous
domain. It is important to note, that the internal representation of an equation is
not just simple text as this would force the modeler to modify the equations man-
ually when variables have been renamed (as implemented e.g. in [110]). Instead,
ROME internally stores references to actual variable objects and assembles the
equation text using the current variable names whenever necessary.
In order to enable the representation of distributed parameter systems, the
ROME metamodel introduces the concept of a domain and a distributed concept
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Figure 5.5: The representation of simple equations in ROME (model behavior
package)
(cf. Figure 5.5). These concepts are defined according to the ideas presented
in [85], but domains in the ROME metamodel are specified by explicit bounds
instead of using an implicit definition. Thus, the set represented by a domain
is defined by two expressions describing lower and upper bounds of the values
included in the set. The domain type may be discrete, describing a population
through a set of integer values (e.g. to describe a set of substances or tray) or con-
tinuous, describing an interval of some independent, continuous coordinate (e.g.
time or a spatial coordinate). In the latter case, the bounds of the domain are addi-
tionally qualified through the attributes lower-bound-type and upper-bound-type
as to whether they belong to the domain or not (closed or open). Finally, domains
may be decomposed hierarchically into subordinate domains. As an example,
the length domain of a plug flow reactor can be decomposed into the boundary
conditions at entry and exit and the interior of the reactor.
A concept that is distributed on one or more domains is called a distributed
concept. It is used as a superclass for variable definitions and simple equation
definitions and inherits from the generic modeling concept definition introduced
in the model server package (cf. Figure 5.5). Domains associated to a variable
definition represent the set of coordinates on which the variable is distributed.
The domains of a simple equation definition define the range in which the equation
holds. This approach further enables to specify vectors of quantities (e.g. molar
concentrations) and equations (such as a chemical equilibrium) without directly
instantiating all of their elements as has been required in MODKIT [31]. Instead,
the ROME metamodel stores only the information how many elements have to be
instantiated and defers the actual instantiation process to the simulation.
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(model behavior package)
Further, ROME offers the representation of discrete model elements which can
be combined with the continuous behavior to yield a hybrid discrete-continuous
model. Such kind of behavior is represented by a state transition network [16] as
a subclass of an equation definition (cf. Figure 5.6). The state transition network
consists of discrete states and transitions between them. For convenience reasons,
an equation set is defined which groups a number of equations. A discrete state
describes the system behavior in a certain mode by a set of equations (which it
inherits from the equation set). The aggregation cycle between state transition
network and discrete state (considering the inheritance to equation definition and
equation set, respectively) enables the representation of hierarchical state transi-
tion networks because each equation definition occurring in a discrete state can in
turn be a state transition network. A transition is described by a switch condition
(represented by an expression) which indicates the change of the system state by a
sign reversal. The transition refers to two connected states, which are interpreted
as from-state and to-state in case the transition is asymmetric. This distinction
does not have any relevance if the transition is symmetric. The symmetry of a
transition is defined by its symmetric attribute.
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5.3.4 The Specification of the Model Structure
The model structure package describes the model class as the central concept
in the ROME metamodel. A model class is defined through variables, equations,
ports, subordinate models and couplings which are represented by associated vari-
able definitions, equation definitions, port definitions, model, and coupling defi-
nitions (cf. Figure 5.7). All these concepts inherit from the generic modeling
concept definition whereas the model class itself inherits from the modeling con-
cept class introduced in the model server package. In addition, a set of domains
constitute the coordinate system of the model.
The port class (not shown in the figure) defines which variable classes can be
published at a port definition related to that class and thereby enables to specify
some kind of standard information exchange patterns across models. As an ex-
ample, a material port class would specify that all ports belonging to this class
have to use component mass flows, temperature, and pressure as the set of ex-
changed variables. Possible connection points of a model are defined by means of
port definitions (Figure 5.7). Information is transferred across a port by means of
variable definitions published at a port definition. In addition, the port definition
can optionally specify a direction (input/output) so that closed-form models can
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be represented properly.
The internal structure of a model can be represented by means of model defini-
tions (Figure 5.7): a model consists of subordinate models represented by model
definitions which refer in turn to the class representing the submodel. Thus, sev-
eral occurrences of a model class (as in a cascade of reactors) are easily repre-
sented (without duplicating the model specifications for each reactor model in the
cascade)1. Such a reactor cascade would be represented by a modeling concept
class called ReactorCascade (cf. Figure 5.8) which has three attributes, r 1, r 2,
and r 3, represented through modeling concept definitions which would all refer
to the modeling concept class Reactor. With this approach, adding a new element
to the cascade only requires to introduce a new attribute which refers to the reactor
class instead of copying model variables and equations explicitly.
Further, coupling definitions (Figure 5.7) denote the connections between port
definitions of two submodels. These may occur in a horizontal direction, con-
necting two submodels of a model or in a vertical direction, connecting a port of
a model with a port of one of its submodels. A coupling class (ommitted in Fig-
ure 5.7) denotes the port class which may be related by the established connection.
1 In addition, the distribution of model definitions (e.g. to model a tower of trays in a column
apparatus) can easily be implemented if the model definition would inherit from the distributed
concept defined in the behavior module. In addition, an extended coupling definition would be
required which can be used to represent regular structures such as a counter current flow pattern.
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5.3.5 Representing Model Implementations
Whereas the formerly mentioned concepts are employed as a neutral representa-
tion of chemical process models, a model implementation (cf. Figure 5.9) repre-
sents the proprietary model in its original form. A model implementation can be
attached to an arbitrary modeling concept class. In this mapping, the ClassIm-
plementation maps the class to a name defined in the implementation. The Def-
initionImplementation in turn maps concept definitions to names from the model
implementation. These mappings will be explained in more detail in the Sec-
tion 5.3.6.
Textual model implementations (Figure 5.9) relate to symbolic model repre-
sentations as introduced in Section 2.2.1. The textual model implementation re-
fines the generic model implementation by adding means to add a model repre-
sented in a textual format, such as an input file for gPROMS or AspenPlus. In this
case, the format attribute is interpreted according to the MIME specification. The
actual model content can be transferred to the repository to be retrieved later on
and is associated to the textual implementation by a file reference attribute. It is
important to note, that the textual model implementation is not strictly the same as
the symbolic model introduced in Section 2.2.1. An AspenPlus file for example is
stored as a textual implementation in ROME, but cannot be considered as a truly
symbolic implementation because the AspenPlus file does not actually give access
to the model equations.
A CORBA model implementation (Figure 5.9) defines a procedural model im-
plementation implemented as a software component according to the CORBA
infrastructure standard. Instead of a definition of the textual format, a CORBA-
based model implementation stores an interface identifier in the format attribute
to indicate the interface type of the component which implements the model (e.g.
ICAPENumericAlgebraicESO [34]). In addition, a physical or logical reference to
a CORBA object can be specified by a universal ressource identifier (URI, [147])
in the uri attribute.
It is important to note, that the integration of other implementation formats
is possible without modifying the implementation of ROME. Other physical im-
plementation types can be implemented as further subclasses of the generic model
implementation class. Such an extension of the ROME metamodel is only required
if new physical storage formats such as COM components shall be accommodated
because these probably require other attributes to refer to an existing model imple-
mentation. A model implementation accessible via the COM [33] infrastructure
(e.g. a unit operation according to the CAPE-OPEN standard) would require the
specification of a so-called CoClass, an implementation of an object factory pat-
tern [73], by means of a globally unique identifier (GUID).
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5.3.6 Abstracting Proprietary Models into the Meta Model
In order to properly abstract proprietary models onto a neutral level, it is required
to establish a correspondence between the two levels. This section describes a
generic, tool independent mechanism to establish this mapping which must be
understood by the wrapper components described in Section 4.1. An import step
of some proprietary model into the repository should automatically establish this
mapping. It will subsequently be used in the setup of a simulation experiment in
order to map the model structure specified on the neutral representation layer back
into the proprietary concepts and tools.
The concepts employed on the proprietary level can be represented by a num-
ber of different mechanisms: whereas they usually occur as symbols in a symbolic
model representation, they can be identified by parameter or function names or in-
dices with respect to a procedural representation. Although this mapping is trivial
for a single model implementation, there are several issues to be taken into ac-
count when considering a large set of them.
For example, the concept of a temperature might be defined as TEMP in a
gPROMS model but as Temperature in a Modelica file. However, both names
represent the same thermodynamic concept of a temperature, an occurrence of
synonyms. Homonyms occur, when a concept occurring in distinct model imple-
mentations is referred to by the same name, but is used with different meanings.
A model called Reactor may occur in two distinct gPROMS files, but one is a
tank reactor, whereas the other is a plug-flow reactor. Although the names may be
clear in the limited context of a single model implementation, they become am-
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biguous when multiple, heterogeneous implementations are considered. Thus, an
integrated model management system must provide a single, coherent set of con-
cepts on a neutral level, independent of names and symbols used in heterogeneous
model sources.
In the following, it will be evaluated how the tools considered in the scenario
in Section 3 fit into the mechanism proposed in this section. The mapping de-
scribed should ideally be created automatically when a model is imported into the
model repository. The three modeling tools used as examples in the remainder
of this section correspond to three different types of integration to be performed:
mapping a fixed model (as in a special purpose equipment sizing tool), mapping
an aggregation of a fixed set of models (as in a block-based flowsheeting tool),
and mapping a schema that is defined in a modeling language itself (as in modern
equation-oriented modeling languages).
Mapping Fixed Models
If a process modeling tool implements a single model which cannot be aggregated
or changed in structural ways, it is regarded as a fixed model. Morex [83, 171],
for example, incorporates a fixed model which can be reused by parameterizing
it with the geometry of an extruder. However, it is not possible to aggregate or
modify extruder models within Morex. With respect to ROME, each extruder
model encoded with a corresponding geometry specification is considered as a
separate model class in (cf. Figure 5.10). Thus, all of these models have the same
occurrence within ROME but have different model implementations associated
with them. This is due to the fact that different extruder geometries are not taken
into account on the neutral model representation level.
The Morex project file, coded in XML, is imported into ROME as a textual
model implementation (right-hand side of Figure 5.10). The corresponding ex-
truder model class in ROME defines an input port for the feed stream into the
extruder and two outlet ports for the polymer and vapor streams leaving the ex-
truder (left-hand side of Figure 5.10). These correspondences are indicated by the
dashed lines and would be represented formally as class implementation and defi-
nition implementation instances. Further, variable definitions corresponding to the
quantities consumed or calculated by Morex are added to the model and mapped
to the quantity names which are defined by the Morex COM interface (these are
not shown in Figure 5.10). The classes for port and variable definitions can be
determined up front because they are fixed in the implementation of Morex. A
similar argumentation applies to other tools which are tailored to an individual
piece of process equipment and incorporate a fixed model.
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Mapping Block-oriented Modeling Languages
With respect to AspenPlus (and PolymersPlus), the situation is a bit more compli-
cated. AspenPlus provides a fixed set of blocks that can be employed for model
building by aggregating them to a complex model. These blocks are represented
upfront as (elementary) model classes in ROME (e.g. ASPEN.RadFrac or AS-
PEN.FSplit) so that models developed in AspenPlus can be directly represented
in ROME using the predefined block classes.
The proprietary AspenPlus model is represented by a model class of its own
(shown on the left-hand side of Figure 5.11). This model class consists of sub-
model definitions which correspond to the AspenPlus blocks. The class of each
submodel definition is the model class corresponding to the block type. As an ex-
ample, the reaction section depicted in Figure 5.11 would consist of a submodel
definition of the model class ASPEN.PFR which represents the reaction block
PFR-1. Further, AspenPlus streams correspond to coupling definitions which re-
fer to the class MaterialStream. Thus, the topology specified in the AspenPlus
model is preserved in the mapping to ROME
Finally, feed and product streams in the AspenPlus model are mapped to port
definitions of the corresponding ROME model class MaterialPort (S1, R2OUT in
the example). Hence, the model class which abstracts the AspenPlus model (the
ReactionSection in the example shown in Figure 5.11) represents a balance shell
around the AspenPlus model.
The AspenPlus backup file is incorporated as a textual model implementation
and attached to the generated neutral model class generated in order to be available
for a simulation experiment, for example. A similar approach can be used for other
block-based modeling tools.
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Mapping Generic Modeling Languages
For generic modeling languages, the situation is far more difficult. As opposed
to block-oriented tools which use a fixed set of concepts for model building,
equation-oriented modeling languages allow the definition of new modeling con-
cepts which may subsequently be used for model development on a similar level
as the ROME metamodel. In this section, the mapping between such modeling lan-
guages and the corresponding representation in the model repository is explained
using gPROMS as an example, but the explanations are valid for languages like
Aspen Custom Modeler or Modelica as well.
All modeling concepts defined in the gPROMS modeling language should be
represented as equivalent classes within ROME as well. gPROMS types corre-
spond to variables, streams correspond to ports, and models in gPROMS are in-
stances of the model metaclass in ROME. The main problem is that each gPROMS
input file usually declares common variable types such as temperature, enthalpy,
pressure, molar flows, etc. because gPROMS does not define a mechanism for
referring to reusable types defined in some kind of library. Also, common stream
types such as material flow (in terms of temperature, pressure, enthalpy, and mo-
lar flows) or energy flow (representing e.g. enthalpy flow and temperature) are
usually defined within each gPROMS input file.
As a consequence, corresponding pairs of gPROMS types and ROME concepts
have to be identified in order to establish the mapping between modeling concepts
in ROME and concepts in the gPROMS model file. In the example depicted in Fig-
ure 5.12, gPROMS types (TEMP and HEAT FLUX) are defined and correspond
to the variable classes Temperature and HeatFlux in the ROME metamodel.
The correspondences between concepts in gPROMS and ROME may be depen-
dent of each other so that the mapping process becomes more difficult as opposed
to the two categories of tools discussed before. For example, the definition of a
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Figure 5.12: Mapping between gPROMS modeling concepts and ROME
stream in gPROMS depends on the types being used and in ROME, the definition
of a port is based on the variables transferred through the port. In the example con-
sidered in Figure 5.12, a gPROMS stream definition ENERGY FLOW defines a
set of variables to describe the flow of energy. This stream corresponds to the port
class defined in ROME EnergyFlow that relates the equivalent ROME variables.
Further correspondences among models in gPROMS and model classes in
ROME are required in order to abstract the full contents of the gPROMS file into
the ROME metamodel. Currently, these problems is circumvented by considering
a gPROMS input file as a black box describing exactly one model class without
considering the individual concepts defined within this file.
Ultimately, it will be interesting to make all type definitions from a gPROMS
input file available for reuse in the model repository in a structured and consistent
manner. Otherwise, it will be impossible to manage a large set of models in an
integrated manner because they will all appear as independent of each other al-
though they may refer to overlapping or identical concepts. Such a situation will
impede a proper retrieval of models because it will not be possible to e.g. search
for a model describing temperature if there are many temperature concepts in the
system. Also, model aggregation becomes difficult because it is not possible to
check whether the ports describing the information flow of connected models are
actually compatible if apparently different concepts are employed for their defini-
tion.
Similar problems appear in the more general domain of information integra-
tion such as data warehouse development [98]. Different kinds of logic-based
formalisms have been proposed to describe semantic relationships between con-
cepts defined in different information sources and to allow reasoning about these
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so-called interschema relationships [45]. In order to automatically determine cor-
rectly how to integrate heterogeneous models into a common repository such kind
of algorithms will be required in the longer run. Thus, the implementation map-
ping depicted in Figure 5.9 should be extended to enable the representation of
such interschema relationships. Whereas the gPROMS modeling language is a
rather simple one, modern languages such as Modelica or the language used in
Aspen Custom Modeler offer advanced language constructs (such as inheritance)
which have to be taken into account as well.
5.3.7 Using the Metamodel for Process Modeling
Obviously, the metamodel as defined above is very similar to a schema which
can be used directly for mathematical process modeling as in gPROMS. This is
not very surprising as the ROME metamodel has been developed to cover other
schemata used for process modeling. In fact, the implementation of the meta-
model within ROME provides all required details to be used for mathematical
process modeling directly, without considering heterogeneous tools.
Instead of communicating with the model repository through files in a coarse
granular manner, the interactive set of tools collected in the MODKIT modeling
environment as presented in Chapter 4.1 can directly store and manipulate models
in the repository through an application programming interface (API). In order
to enable such kind of access, the ROME API must provide access to the schema
defined above in a fine granular manner. Create, read, update and delete methods
(also called CRUD operations for short) must be provided in addition to meaning-
ful operations for this data such as import and export.
Although such an approach has not been recommended [25], it has been per-
formed for integrating ROME with the MODKIT process modeling tool. The rea-
sons against such an integration are on the one hand that a tool needs modifications
to suit the interfaces provided by the repository and that the performance of the
repository may suffer if many tools access it in a direct manner instead of only for
checkout/checkin actions. The first argument does not apply here as MODKIT is
developed a-priori against the interfaces of the repository instead of integrating the
two tools a-posteriori. Further, object-oriented databases as employed for the per-
sistent data storage of the ROME model repository allow object migration between
so-called group (or global) and personal (or local) databases. These mechanisms
can be used to partition access to the repository from MODKIT onto a number of
local databases so that performance problems can be avoided.
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5.4 Functionality of the Model Repository
The information model explained above is a prerequisite to realize the functional-
ity stated in the requirements. In order to enable convenient access for the users of
the model repository, the functionality can be accessed through interactive mod-
ules realized as tools in the REALMS architecture or it can be used through a
web-based interface by means of a standard web browser which is available for
all major desktop operating systems. The web based interface is simpler to use
but suits only browsing or simple modification tasks. An interactive, graphical
user interface on the other hand allows more complex tasks to be performed but is
more difficult to develop. In the following sections, the functionality addressed in
the use cases is explained and it is shown how the interactive user interface sup-
ports this functionality. The polyamide6 process presented in Chapter 3 is used as
an illustrating example for the functionality.
5.4.1 Importing Models
The model import is realized as part of the project browser of MODKIT and fulfills
the Model Import use case described on page 28. The project browser is a tool that
acts as a control center from which the model developer can launch other tools
e.g. for equation editing [84], model structure development (cf. Section 5.4.4), or
model export (cf. Section 5.4.5). The development of the project browser is based
on the framework described in [84] and is part of the MODKIT user interface in
the REALMS architecture (cf. Section 4.1). The project browser allows browsing
the inheritance relationships among ROME model classes through the classes pane
on the left-hand side (cf. Figure 5.13). The right-hand side provides several tab
pages and represents a list of modeling projects as well as the set of models used
in each project.
The import of a proprietary model is launched by selecting the Import Class
entry from the tool menu bar. Then, a proprietary model input file has to be
selected and a name for the class representing the imported model has to be pro-
vided.
Import of AspenPlus Models
If an AspenPlus input or backup file is detected due to its file extension (.apw or
.bkp), AspenPlus is started with the selected file and the model structure infor-
mation is extracted via the AspenPlus COM/OLE interface. This process is com-
pletely automated and transparent to the user. The script generates CapeML2 [190]
2CapeML is a model exchange format developed in the European Global CAPE-OPEN project.
The aim is to provide a neutral format that can be used to exchange models among different com-
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Figure 5.13: The project browser tool of MODKIT
as an intermediate output format which is subsequently imported into ROME. Fi-
nally, the AspenPlus file itself is transferred into the repository for later retrieval
(cf. Section 5.4.5).
Import of gPROMS Models
Import of gPROMS files is currently only realized in a semi-automatic manner.
The user has to insert additional comments in XML syntax into the gPROMS code
which will be read by an input script and converted into ROME modeling concepts
as explained above. This XML fragment specifies a process within gPROMS to be
imported as a model and describes the ports and transferred variables as defined
in the gPROMS model corresponding to the process. In the same manner as for
AspenPlus, the gPROMS input file is transferred into the repository. Schema
merging as proposed above is not implemented at this stage, instead the user has to
perform this step when (s)he supplies the additional XML fragments by selecting
suitable modeling concepts already defined within ROME.
ponents related to process modeling. CapeML relies on XML for its syntax definition. A number
of translation and integration facilities have been developed along with the language definition
itself. Among these are import/export facilities from/to ROME and converters to gPROMS, Aspen
Custom Modeler, and Modelica. These modules are integrated with MODKIT and ROME in order
to make their services available in the environment described.
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This approach has been chosen to circumvent the effort to parse the input
file in the gPROMS modeling language and to let the user select a subset of the
model variables which are interesting on the neutral level. Obviously, a desirable
extension would be to automate this step and to provide a more detailed import
of gPROMS models including individual models, their decomposition as well as
variables and equations. Such an extension does not only lead to the problems
described in Section 5.3.6, but is further associated with a large development effort
and has thus not been addressed in this work.
Import of Other Models
For all other file-based tools only a generic import step is realized during which
the file is transferred to the model repository. This is comparable to simply storing
input files in a document management systems. For the import of CORBA-based
model implementations such as CHEOPS or CAPE-OPEN unit operation mod-
ules, no interactive import mechanisms are currently implemented. Instead, it is
expected that these modules register themselves with the repository during instal-
lation or first start-up.
Maintaining the Model Library
Over the long term, the number of models imported into the model repository
may become very large. In order to maintain a structured organization of model-
ing concept classes within the repository, it is important to insert imported con-
cepts (as well as newly created ones) consistently into the specialization hierarchy.
BAUMEISTER [18] discusses several algorithms to compute a consistent reorga-
nization of classes in the modeling concept hierarchy. Major problems of the
algorithms discussed are a lacking consideration of attribute specialization or the
computational complexity. Description logic approaches on the other hand do al-
low the representation and inference of attribute specialization with a low compu-
tational complexity [15]. These capabilities are traded against a weaker language
which usually does not allow the representation of negation or cyclic concept
definitions. Such description logics have been successfully employed to reason
about the specialization hierarchy of mathematical process models [31, 168] or to
infer new classes within such a hierarchy [130]. However, the re-integration of
the results obtained is difficult because the computation of a subsumption rela-
tionship does not include a factorization of common attributes. Using dynamic,
implicit empathy as proposed above, this factorization is however necessary as
attributes would occur multiple times within concept classes. The limits of de-
scription logics are reached when cyclic model structures (i.e. including recycles)
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or mathematical equation structures shall be described as both lead to cyclic con-
cept definitions in practical applications.
5.4.2 Accessing Heterogeneous Process Models
Searching and browsing the model repository for existing models which are rele-
vant for an activity within the process design or operation lifecycle is a core func-
tionality of the model repository. Three different forms to explore the repository
contents are distinguished, browsing, unstructured search, and structured search.
The functionality described fulfils the use cases browse models and search models.
Browsing the Model Repository
Browsing refers to an exploration of the repository contents according to some
predefined organization criteria, such as the inheritance hierarchy of modeling
concept classes or the aggregation hierarchy of models, or along some refinement
relationship. Such functionality is realized through the project browser (cf. Fig-
ure 5.13) and a web-based access.
The project browser provides access only to the inheritance hierarchy of
classes and the aggregation hierarchy of models. Further information can be ac-
cessed using other tools of the MODKIT tool suite such as a structure or behavior
editor [84]. In addition, it is useful to get a quick overview of the contents of in-
dividual classes. Therefore, an export facility for the hypertext markup language
(HTML [135]) has been implemented as a common gateway interface (CGI [82])
between the model repository and a web server. Thus, contents of the model
repository can be made available to the inter- or intranet (cf. Figure 5.14). Within
ROME, a code generator exports the neutral model representation in HTML.
From the web browser, model contents can be viewed in a structured manner
regardless of the modeling tool in which the original model was developed. In
addition, documentation can be browsed and model implementations can be re-
trieved. Information residing within the model repository is transferred via the
web bridge whereas links to information residing outside (cf. Section 5.3.2) are
traversed to their original location. Thus, the CGI bridge acts like an information
broker similar to the proposal in [30].
As opposed to the search mechanisms described below, the system does not
actively support the user in finding suitable modeling concepts to reuse. Although
this might seem limited, browsing has been considered as an important means to
explore libraries for less experienced users.
102 The Model Repository ROME
Figure 5.14: Browsing the model repository contents via a web bridge
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Unstructured and Structured Search for Process Models
An unstructured search denotes a mechanism to search the model repository with-
out considering structural aspects of the modeling concepts maintained. Such a
search mechanism relies for example on names, keywords, an author’s name, the
modification date of some concept, or even a full text search. A query based on
such a search mechanism could look like this:
Find all models, containing the keywords alcohol and water.
Techniques to realize such an approach have been studied in the domain of in-
formation retrieval for quite some time and are extensively employed in simpler
indexing tools such as mg [198]. Experiences show that the success of these mech-
anisms is often limited because context information is not taken into account,
leading to a large number of search results which are not relevant in the context of
the search. In the example above, such a search cannot distinguish whether water
participates in the reaction or is only used for cooling purposes.
Within the field of information retrieval, improved approaches have been used
e.g. for autonomous citation indexing [113] or in the search engine Google [39].
In these approaches, additional information is extracted by considering citations
of other documents or links between web pages.
However, major improvements can only be achieved by a more detailed in-
formation structure as the basis for the search, called a structured search. Such
techniques are currently being developed in the context of corporate memories [1]
and within the semantic web initiative based on e.g. DAML+OIL [94]. These
techniques are based on a detailed domain description, a so-called ontology. An
example how such a technique could be employed in the context of model man-
agement is shown by the following query:
Find all models describing the dynamic behavior of some process step that
realizes the reaction of water and -caprolactam.
Although such an approach can circumvent the shortcomings of an unstructured
search, it has some disadvantages as well. As opposed to the unstructured search,
the specification of the search is more difficult. A query formulated in a natural
language such as above is difficult to use for a search algorithm. Formulated in a
formal language such as a frame logic, the query mentioned above could look like
the one shown in Figure 5.153:
3 This query was realized using Prote´ge´ 2000 [141] as an experimentation platform which
provides an integration for the frame logic system XSB [162, 175]. Although XSB is capable of
reasoning with higher order logics, these features have not been used here. First-order logics (as
employed in [49]) or a description logic would be sufficient to execute the example shown.
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Result:’DeviceModel’
[’represented-concept’->>C;
’domains’->>D],
D:’Time’,
C:’ProcessStep’[’performs-function’->>F;
’holds-phase-system’->>P],
F:’Reaction’,
P:’PhaseSystem’[’chemical-components’->>O1;
’chemical-components’->>O2],
O1:’Water’,O2:’Caprolactam’
Figure 5.15: A formal representation of a query to search chemical process models
The concept names occurring in the query are chosen according to CLiP [21]
so that the query is interpreted as follows: The result of the query is defined as
the set of device models that represent some concept C and are distributed on a
domain D. D is the universal concept time. C is further qualified as a process step
that performs a function F (which is reaction) and holds a phase system P con-
taining the substances water and -caprolactam. Obviously, such a query is rather
difficult to specify, but it is far more precise in the context of process design as
the unstructured query mentioned above. A similar approach to query for existing
models from a model base has been investigated in [49]. The work relies on using
a first-order logic representation.
Search mechanisms are currently not implemented in ROME. Whereas the un-
structured search mechanisms do not appear to be very promising, the information
required to execute queries like the latter go far beyond the integrated data model
implemented in ROME. Instead, such queries could be performed through some
kind of data warehouse providing an integration e.g. of data related to conceptual
process design (e.g. defined in CLiP [19] and stored in COMOS PT [96]) and data
related to mathematical models as stored in the model repository. A prototypical
realization of such an integration has been proposed in [22].
Similarity measures as employed in e.g. case-based reasoning [106] and pro-
posed in [18] or [56] are other approaches to help the modeler to find models of
interest.
5.4.3 Browsing Model Documentation
Whereas section 5.3.2 has introduced concepts to represent model documentation,
this Section describes corresponding functionality for browsing the model docu-
mentation. Currently, there are no interactive authoring capabilities for model
documentation available as part of the graphical user interface (as e.g. in [30]).
The model documentation can be browsed via a web-based interface using a
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standard web browser. Initially, the inheritance hierarchy of the modeling con-
cepts is presented to the user. Each class in the hierarchy is an active link that the
user can follow. Selecting a link displays the corresponding modeling concept and
its attributes. Among this information is the hypertext net of the documentation.
A simple form allows a user to annotate the modeling concepts while browsing
them.
5.4.4 Aggregating Heterogeneous Process Models
As mentioned in the requirements chapter, an important case of model reuse is by
using a model as part of a larger context, combining it with other existing mod-
els. Today, tool integration is mostly handled by implementing the aggregation
of models directly on the level of a programming language, e.g. by writing some
tailored code that coordinates the evaluation of the aggregated models. Instead,
the REALMS environment allows to perform model integration by interactively
selecting models to be aggregated and specifying the connections among them.
The main reason for this simplification is that the heterogeneous nature of
proprietary model resources is hidden behind the neutral model definition layer.
Based on this neutral representation, the model structure editor from MOD-
KIT [84] can be used to aggregate process models regardless of their actual imple-
mentation. If the proprietary model implementations are properly mapped to con-
cepts of the neutral model representation level as explained in Section 5.3.6, the
aggregation step can even ensure consistency of the variables transferred across
the information streams. In Figure 5.16, the model structure from the case study
in Chapter 3 is shown in the MODKIT structure editor: the topology view shows
submodel definitions for the reaction section, the evaporator, and the extruder.
5.4.5 Retrieving and Exporting Models
Obviously, retrieval and export of existing model implementations are also among
the core functionality of the model repository to fulfill the corresponding use
cases. Recalling the requirements, retrieval of a proprietary model relates to ob-
taining it back from the model repository exactly as it has been entered into it,
whereas export includes an additional format conversion performed on-the-fly.
Both, model retrieval and export can be executed from the MODKIT interactive
user interface as well as through the web-based interface to ROME.
Again as part of the MODKIT project browser, there is a menu entry Start
Implementation defined for a model class to retrieve its textual implementation
and to automatically start the tool associated with it. As an example, if an As-
penPlus model is selected, the AspenPlus user interface is launched automatically
and the model implementation file is loaded. The modeler can then use the model
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Figure 5.16: Using MODKIT to aggregate heterogeneous models
in the corresponding tool for further simulation experiments or to adapt it to a new
modeling context. An adapted model can then be re-imported as described above.
In order to export a model, the MODKIT code browser is launched (cf. Fig-
ure 5.17). It starts with a view of the selected model class and dependent concept
classes represented in CapeML [190]. The CapeML representation is generated
from the object model above by means of a code generator which traverses the
network of objects in the database. These objects have been created during the
import step (cf. Section 5.4.1).
From the code browser, the modeler can select among a set of target formats.
Currently, gPROMS, Modelica, and Aspen Custom Modeler are exported by a
conversion tool which accepts CapeML as an input format. After the conversion
has finished, a step taking at most a few seconds, the modeler can edit or save the
resulting input file and start the corresponding tool.
5.5 The ROME Architecture
Just as the environment discussed in this work has an architecture as a whole,
its constituting elements have architectures in their own respect, yet on another
level of scale. Whereas the environment architecture (cf. Sections 4.3 through
4.5) describes its modules from an external perspective, the realization effort of
ROME is described an from an internal view in this Section. The binding element
between the two views are the external interfaces and the observable behavior of
the module.
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Figure 5.17: The MODKIT code browser providing export functionality
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Figure 5.18: A module view of the ROME architecture
The major modules of the ROME architecture are presented in Figure 5.18.
The persistent metamodel implementation relates to the database schema (as de-
scribed in Section 5.3) and functionality to manipulate and validate data according
to the schema. As proposed in Section 4.3.2, this part is realized in the VERSANT
OODBMS. A set of code generators realizes the export functionality described in
Section 5.4.5.
The external interface of ROME is made up of CORBA interfaces (shown in
lollipop notation in Figure 5.18) as suggested in Section 4.3.3. The interface to
access ROME data and services are derived from the interfaces Service, Tran-
sientObject, and IdentifiableObject as defined in the environment architecture (cf.
Section 4.4.2). These interfaces are implemented by a CORBA adaptation layer
which mediates between data structures used in CORBA and in the database.
Further, the interface transaction manager (Section 4.4.3) provides services for
concurrency control and is implemented by the transaction control module. The
notification push supplier allows access to notification facilities (Section 4.4.4)
and is implemented by the notification sender modules. The servant locator and
reference manager modules are necessary for mapping object identities between
the CORBA infrastructure and the database.
The following Sections discuss the major elements of the ROME architecture
in more detail. First, Section 5.5.1 describes the realization of the metamodel
presented in Section 5.3 using an object-oriented database as a persistent storage.
Further, the development of external interfaces of ROME as part of the CORBA
infrastructure employed in the REALMS architecture is described in Section 5.5.2.
The integration of the database into the CORBA environment is finally discussed
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in Section 5.5.3.
5.5.1 A Persistent Realization of the ROME Metamodel
ROME employs the object-oriented database management system (OODBMS)
VERSANT for a persistent metamodel implementation (cf. Figure 5.18). This par-
ticular OODBMS has proven useful and reliable for the realization of the model
repository ROME. Especially the fine-granular object models described in Sec-
tion 5.3 are easily implemented because the class-based descriptions can directly
be mapped to object-oriented concepts in the OODBMS.
The current implementation of ROME covers the object model described in
Section 5.3. However, the mapping between proprietary and neutral models is
implemented in a simplified manner. Currently, the names of the metamodel con-
cepts are identical to the names that occur in a model implementation. Instead,
Section 5.3.6 suggests to implement additional concepts to let the modeler freely
choose concept names which are independent of the model implementation. Im-
provements on this issue will lead to a more convenient work with heterogeneous
models and further permit the proper handling of synonyms and homonyms.
The metamodel implementation in ROME relies extensively on physical refer-
ences within the metamodel instead of using logical references. The main advan-
tage is that physical references make the metamodel independent of e.g. names
as they are used in textual representations of a model. For instance, changing a
variable name does not require the modeler to adapt any of the equations because
the reference is to the variable object itself instead of via its name.
A further module, tightly coupled with the persistent realization of the meta-
model, contains the code generation facilities of the model repository (cf. Fig-
ure 5.18) which implement the export functionality described in Section 5.4.5.
This module implements a framework which performs a generic traversal of the
graph of objects which make up the neutral model representation. The frame-
work further takes care of traversing all modeling concept classes and dependent
concepts so that a fully self contained model representation can be exported. As
an example, when a model class shall be exported, all variable classes for the
variable definitions of the model and all model classes for the subordinate model
definitions must be exported as well. Currently, code generators are realized for
CapeML, HTML, and CHEOPS experiments. A further code generator which ex-
ports a modeling concept class in a description logic language [15] facilitates re-
search in using terminological reasoning systems to support maintenance of the
model repository contents [130, 168]. A flexible realization of this framework
using callback and strategy patterns [73] reduces the effort to develop new code
generators to a minimum.
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5.5.2 Access to ROME via CORBA
Access to the model repository is realized through the CORBA infrastructure stan-
dard as proposed by the REALMS environment architecture (cf. Section 4.3.3).
This concerns the model development tools from MODKIT which use functional-
ity of ROME to create and manipulate modeling concepts as well as the simulation
environment CHEOPS which obtains the model structure and model implementa-
tions from the repository to be used in a heterogeneous experiment. Thus, all
necessary functionality for these purposes is defined in CORBA IDL and corre-
sponding distributed objects are made available externally. Within these defini-
tions in IDL, interfaces derived from services, transient objects and identifiable
objects as introduced in Section 4.4.2 occur.
The interfaces for each package of the metamodel (cf. Figure 5.2) are defined
in separate modules in IDL. Each module contains its own factory [73] to create
objects and execute queries. These factory interfaces derive from the Service in-
terface introduced in Section 4.4.2. All interfaces to access the modeling concepts
defined in Section 5.3 inherit from the IdentifiableObject interface defined
in the REALMS architecture (Section 4.4.2) and offer functionality to get and set
attribute values as well as to navigate the relationships among objects. Finally,
queries and large sets of information are handled through iterators [73] in order
to allow a flexible use of client resources [91]. These iterators inherit from the
TransientObject interface.
The mapping from the object model in UML to IDL interfaces has been per-
formed in a systematic manner in order to make the transition from the analysis to
the design phase easy and comprehensible. The example fragment in Figure 5.19
shows, how the access from a model to its variable definitions is formulated in
IDL. The model class inherits from the modeling concept class and defines meth-
ods to obtain the number of variables (get num variables), to iterate the set of
variables of the model (get variables), and to add/remove variables to/from
this set (add variable and remove variable, respectively). Further, the method
can remove variable checks whether the referential integrity of the database
schema is ensured when a variable is removed, i.e. there are no more references
to it.
Similar IDL definitions are introduced for all concepts and their relationships
described in Section 5.3 . Simple attributes (not shown in the Figure) are simply
represented as a pair of set and get methods (i.e. get name and set name). The
complete IDL for ROME currently covers 7 files and totals to about 60 pages. It is
documented according to the extended markup defined by the Doxygen tool [186]
so that the IDL and its documentation can easily be made available as HTML
pages to other developers.
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interface Model : ModelingConceptClass
{
// [...]
long
get_num_variables(in ConcurrencyManagement::Transaction txn);
ModelBehavior::VariableInfoIterator
get_variables(in ConcurrencyManagement::Transaction txn);
short
add_variable(in ModelBehavior::VariableDefinition var,
in ConcurrencyManagement::Transaction txn);
boolean
can_remove_variable(in ModelBehavior::VariableDefinition var,
in ConcurrencyManagement::Transaction txn);
short
remove_variable(in ModelBehavior::VariableDefinition var,
in ConcurrencyManagement::Transaction txn);
// [...]
};
Figure 5.19: Excerpt from the CORBA IDL of a model class
5.5.3 Integrating the Database with CORBA
The integration of a database into a CORBA environment is not a trivial task [176].
The approach taken in this work is briefly described in this section. Important
questions when accessing a database in a multi-user environment are concurrency
management and transaction control. The purpose of these issues was already
discussed in Section 4.4, but their implementation in ROME is described here
because it depends on the internals of the model repository.
In order to link the persistent C++ classes residing in the database with the
CORBA communication layer, some effort has to be spent on CORBA object life-
cycle management, realized in the servant locator and CORBA reference manager
modules (Figure 5.18). The understanding of the approach being used in ROME
requires an understanding of CORBA object management: In CORBA, an object
is considered as a logical entity and its lifecycle is decoupled from its physical
implementation which is called a servant [147]. Alternative approaches to persis-
tence within a CORBA-based environment stem from different ways of exploiting
this distinction.
The shortcut solution is not to exploit the decoupled lifecycles of objects and
servants at all and to make servant implementations persistent. This is done at the
cost of storing CORBA bookkeeping data as overhead in the database and requir-
ing a schema adaptation step whenever the CORBA implementation is changed.
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A more elegant approach is to use stateless servants, i.e. use CORBA objects
which act as proxies that do not have any state on their own but delegate attribute
access and method invocation to other objects which are persistent but indepen-
dent of CORBA. The approach allows to use a few CORBA objects in the system
which serve a (theoretically) unlimited number of objects in the database. This
helps to reduce the system load of the model repository and further decouples
the persistence and communication layers so that they can be developed inde-
pendently or even replaced (e.g. against a communication layer according to the
COM infrastructure) [91]. This approach has been chosen in the implementation
of ROME because the extra efforts to be spent4 are more than compensated by
the additional flexibility and scalability gained through this approach. Further, the
code developed in this work has been reused in the development of a thermody-
namics server [200] so that there is an additional return on the effort spent. In
the future, it would be possible to change the CORBA-related modules against a
wrapper to make the model repository services available in a COM infrastructure
without changes to the metamodel implementation.
This decoupling of CORBA objects and persistent database objects is primar-
ily based on the functionality offered by the portable object adapter (POA) as de-
fined in the CORBA specification [147]. The POA allows a hook to be supplied,
called a servant locator, which is called before and after each CORBA method in-
vocation. The implementation of the servant locator is part of the servant locator
module of the ROME architecture (cf. Figure 5.18). Before the method invocation,
the servant locator looks up the database object corresponding to a CORBA ob-
ject (using the reference manager described in the next paragraph) and connects
it to a servant. The database object will then perform the request and the servant
will translate results from C++ format into a CORBA-compatible representation
(again, using the reference manager in case of object references).
Object references from the database must be converted to CORBA object ref-
erences whenever an object reference is returned from an invocation. Further,
CORBA object references passed to methods as parameters must be translated
back to database object references because the persistent metamodel implemen-
tation works completely in terms of database objects. This functionality is per-
formed by the reference manager module (cf. Figure 5.18). It creates an inter-
operable object reference (IOR) [147] given a reference to an arbitrary database
object and, vice versa, locates a database object given an IOR. The functionality
of the module is based on the use of CORBA object identifiers which contain the
logical object identifiers provided by the database.
Further, a notification sender module (cf. Figure 5.18) is provided which
4 the approach requires an additional CORBA servant class to be defined for each class in the
database schema to be made available via CORBA
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listens to change events from the database and forwards these events as
CORBA notifications to the CORBA notification service [143]. These events
are picked up e.g. by the interactive layer to refresh the views of data pre-
sented on the screen as described in Chapter 4. In order to communi-
cate with the CORBA notification service, this module must implement the
CosNotification::NotificationPushSupplier interface [143].
Simpler approaches for concurrency control on the server side (the model
repository) perform each method call in a transaction of its own [176]. However,
the latency required to commit a transaction suggests that it should be possible
to use one transaction across a number of calls to the model repository which
usually correspond to very fine granular operations. Hence, a phased or a client-
controlled transaction management [176] should be preferred. In ROME, a client-
controlled transaction model has been employed by adding a transaction handle
(as defined in Section 4.4.3) to each method call and letting the server switch into
the correct transaction context on each upcall. Creating, committing, and abort-
ing transactions is performed through the transaction control module within the
ROME architecture (cf. Figure 5.18) which implements the TransactionManager
interface defined in Section 4.4.3.
5.6 Discussion of the Results Achieved
Finally, this section will discuss the achievements and practical experiences made
along this work. First, other model management efforts published in the literature
are discussed and compared to this work in Section 5.6.1. A critical assessment of
the realization of the model repository will then be made in Section 5.6.2. Finally,
Section 5.6.3 describes and assesses further steps towards the practical use of a
model repository.
5.6.1 Model Reuse and Model Management in the Literature
Similar requirements in model management have also been tackled in other ar-
eas. An extensive set of literature about model management is found in the do-
main of decision support systems [28], but also in material flow simulation [29],
environmental simulation [165], or discrete-event modeling [56]. Although the
authors emphasize the importance of a systematic management of models, only
few approaches (e.g. [95]) tackle the heterogeneous nature of models to be main-
tained. Others are more like general modeling systems which do however stress
the importance of issues like model sharing, model and solver integration, evo-
lution management, and library organization as part of the modeling life cy-
cle [48, 77, 131, 132, 133].
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DOLK and KOTTEMANN [57] sketch a number of interesting ideas: They as-
sume four different views in model integration: organizational, definitional, pro-
cedural, and implementation. The organizational perspective relates to the use
of models in strategic contexts and the integration of models regarding different
organizational units, such as product design, production, accounting, and market
research. The definitional view largely corresponds to an integration of models on
a symbolic level, compared to schema integration by the authors. The procedural
perspective, the authors describe the integration of different solvers in the sense
of processes by means of different communication paradigms. This perspective is
similar to the CHEOPS integration framework described in the next Chapter. On
the implementation level, a number of technologies useful for definitional and pro-
cedural model integration are discussed, but unfortunately, no system developed
along the interesting ideas has been presented. Instead, the authors introduce a
common modeling language and propose transformation facilities (...) to convert
other model representations to this common definition formalism. However, it
seems unlikely that it pays off (if it is feasible at all) to implement such transfor-
mations for a reasonable number of commercial tools that span a wide range of
modeling approaches and purposes.
MUHANNA [133] also places his ideas on model management around the sep-
aration of model and solver integration, similar to the definitional and procedural
integration presented in [57]. He further introduces three important principles,
namely model-solver independence, model-data independence, and the distinction
of model types and model versions. Model-solver independence allows a model
to be used by different solvers so that the model can be employed in different con-
texts, for example forecasting versus optimization. Model-data independence es-
tablishes a clear separation between a model and sets of data which specify model
parameters. This principle is important in order to facilitate reuse for different ap-
plications which may require different parameter sets. Finally, the distinction of
model types in the sense of an external view and model versions which relate to an
internal view of a model comes close to the abstraction view of models in ROME:
the neutral model representation is clearly an external view, whereas the internal
view of a model in ROME is provided by the model implementation. MUHANNA
also presents a system called SYMMS implementing the ideas sketched in this
section [134]. SYMMS is based on a textual modeling language which allows
the specification of models. Further, the system provides facilities for the storage,
search, and retrieval of model types and model versions [133]. However, there
are no facilities in order to allow models to be shared across different tools for
modeling and simulation.
HUH and CHUNG [95] provide a white-box view on the heterogeneity of
models which are mostly linear programs in the domain discussed. They trans-
late information from different modeling languages (such as GAMS [41] and
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AMPL [69]) to a central representation but solve the model using the solvers
provided by native modeling tools. Their approach is only capable of resolv-
ing syntactic heterogeneity because it is limited to modeling languages which can
be mapped completely to the central model representation. If semantically dis-
tinct modeling concepts are employed, the approach is difficult to realize because
these concepts have no well defined equivalents in the central representation. In
addition, the authors abstract different solvers into types such as simplex algo-
rithms, branch-and-bound algorithms, or network-simplex solvers. When a cer-
tain model-solver pair is selected, the central model definition is transformed to
the target language and solved with external optimization solvers. Although the
authors propose an approach to handle models which stem from different model-
ing tools, they are strongly limited to the types of models they can handle due to
the central model definition.
In order to simplify the reuse of existing models, KWON and PARK [111] pro-
pose a system to support model reuse by what they call reverse modeling. The
proposed RMT (reverse modeling tool) system imports models specified in tex-
tual formats into a so called model base (a database containing modeling con-
structs) which is supported by a metadata management component. In their sys-
tem, metadata comprise a specification of the syntax of the modeling language
to be imported into the system. Further, metadata contain a uniform description
of a model in terms of generic object-oriented concepts (instead of concepts spe-
cific to modeling as in ROME). Besides the syntax specification of a modeling
language, a relation between syntactical elements and uniform concepts in the
metamodel is established. This information permits the RMT system to generate
a model translator that is able to automatically import a model into the model base.
Reuse of models is then performed through a graphical user interface by selecting
a model and a required destination language. A code generator then traverses the
metamodel and translates elements in the metamodel to the corresponding syn-
tax elements of the chosen target language. In comparison to RMT [111], ROME
provides a metamodel tailored to mathematical process modeling domain which
is exploited by functionality specific to this domain. As an example, the aggre-
gation of heterogeneous models into a larger one is based on the knowledge that
the individual components to be aggregated are models and that their ports denote
possible connection points. Such knowledge is not explicitly specified in the RMT
system so that such applications will be hard to realize. Further, the authors do
only present a single modeling language and, contrary presented to this work, do
not address procedural models (cf. Section 2.2.1) at all.
In the area of modeling in environmental sciences, RIZZOLI et al. present a
software architecture for model and data integration and reuse [165]. As opposed
to all other approaches mentioned up to here, they incorporate a description of
domain objects into their architecture which is the system being modeled. These
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domain objects constitute a domain base and are linked to model objects which
are part of a model base. In the context of this work, a similar integration has been
proposed by integrating the model repository ROME with a system that stores con-
ceptual process and plant descriptions [22]. Besides conceptual descriptions of the
systems under consideration, domain objects comprise (experimental or measure-
ment) data. Models linked to domain objects refer in addition to transformation
rules in order to convert existing data into a form suitable for a model. Such a
transformation could be a conversion of a sampling rate or the interpolation of
discrete measurement samples. Currently, measurement or experimental data are
not managed in this work, but must be applied on the level of individual process
modeling tools. RIZZOLI et al. also propose the integration of legacy models by
linking them to (composite or elementary) domain objects. Details about this in-
tegration and problems related to it are not further discussed, however.
An approach to model management and reuse has been proposed by CHUNG
and co-workers [49]. They use case-based reasoning [106] as the underlying
approach to exploit previous results in new modeling contexts. They use a
case base implemented by means of first-order logics combined with a relational
database. Besides exact inferencing mechanisms, fuzzy reasoning is applied. The
IMIPS system presented in [49] does not allow only searching for models to be
reused, but additionally organizes models in concept hierarchies to allow struc-
tured browsing through the set of models contained in the database. The system
does not contain any means to incorporate models stemming from distinct simula-
tion models, but at least allows models to be exported to different equation-based
simulation tools (although only an export to gPROMS has been realized).
A system to maintain discrete-event simulation models for the Arena simu-
lator [103] is proposed by DE SWAAN ARONS and BOER. They develop a rela-
tional database schema in order to store Arena models that can be retrieved by
database queries. For cases, in which the database does not contain models that
conform to a query, it is proposed to introduce a concept distance between mod-
els in order to select similar models that are candidates for adapting them to the
current modeling context. Former work has shown, however, that distance mea-
sures involving weighting parameters are not very helpful because the determina-
tion of the weights is highly subjective and dependent on the modeling context.
Knowledge-based methods seem more suitable in order to express the relations
between generic and specific model descriptions.
5.6.2 A Critical Assessment of the Current Implementation
In order to reduce the effort to realize a collaborative access to process models, one
might be tempted to simply use some structured area of a file system on a network
server [62]. Although this would allow a central access of different modelers,
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the approach would lack mechanisms to identify individual concepts within the
model files being stored. Thus, mechanisms like searching or aggregating models
as shown above would be almost impossible to realize. Metadata management
is not granted through the file system (at best for author names and modification
date).
Using a document management system (DMS) as a persistence for textual
model implementations would be a better idea to save implementation efforts.
This would allow a jump start solution as a DMS is already implemented in many
chemical engineering companies and engineers are used to work with it [62].
The DMS allows the specification of metadata (e.g. using XML) and implements
search and browsing mechanisms based on these metadata [189]. However, the
DMS lacks mechanisms for formal import and model aggregation capabilities.
Thus, the DMS could be a viable solution to enable model reuse by fulfilling the
use cases browse models, search models (in an unstructured manner), and retrieve
model without spending efforts for a complete software development project.
Considering the limits of the two other approaches, the development effort of
ROME is justified. However, this statement depends heavily on the requirements
posed in Section 2.4.1. Especially if the realization of the use case Aggregate
models is dropped, a DMS may become a viable realization alternative because it
already implements similar mechanisms to the remainder of the functionality. In
ROME, however, a large part of the functionality deals with providing interactive
modeling functionality which would be impossible to implement on top of a DMS.
Not only the technical platform of ROME has proven useful thus far. Also, the
metamodeling approach is suitable for model integration, an experience which is
further backed by the work performed by BAYER [19]. The metamodel devel-
oped for ROME currently allows heterogeneous modeling on a level, where each
model building block is defined by an input file for a process modeling tool such
as gPROMS, Morex, or AspenPlus in this case. In addition, the metamodel can
accomodate detailed models created through the process modeling tool MODKIT
so that heterogeneous models can be used in conjunction with models created na-
tively with this environment itself. Obviously, the development to achieve this
level of flexibility is very high but can again be justified by the functionality ob-
tained.
The implemented metamodel does not permit the individual parts of a
gPROMS input file to be represented in ROME. The reason is, that ROME im-
plements a simplified mechanism as opposed to Figure 5.9 which does not allow
arbitrary classes to be mapped to parts of an implementation. Instead, only a
model can have a corresponding implementation and mapping concept definitions
to implementation constructs is done via their names. Hence, this approach does
currently not permit independent naming conventions on the neutral level.
The overall realization of ROME based on CORBA and the OODBMS has
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proven stable and efficient. Especially in comparison with a former G2 prototype,
the implementation performs and scales better. During modeling with the MOD-
KIT process modeling tool, the user notices a very small latency of the response
of the user interface which is mainly caused by the CORBA infrastructure. The
code generation functionality which traverses all objects which make up the neu-
tral model representation is a matter of a few seconds for small to medium-sized
models.
Nevertheless, the central model storage could become a bottleneck when sev-
eral modelers want to employ the model repository concurrently for process mod-
eling. Using a workspace mechanism will naturally lead to a load distribution
among different databases as each workspace can reside on a separate database
server at the cost of an increase in complexity. Object migration between dif-
ferent databases is then transparently handled through the database during check
in/check out phases.
5.6.3
Although a significant improvement in heterogeneous modeling has been
achieved, there are obviously quite a few things which remain to be done to
achieve a fully functional model repository from which an industrial modeler can
benefit. The main reason that these features have not been included into the imple-
mentation presented is simply the additional effort required for their realization.
Instead, a full implementation of the scenario presented in Chapter 3 was favored
which did not leave room for the features discussed below.
The import functionality should be extended to cover more details of the
models imported. Examples are the consideration of all modeling concepts de-
clared in a gPROMS input file (as already mentioned on Page 99) or the rep-
resentation of individual zones as part of an extruder in Morex as proposed by
SCHL”UTER [171].
A further improvement needed in order to achieve this step is the represen-
tation of domain specific properties, either by storing them as part of the ROME
metamodel or by integrating the model repository with some system that stores
design information (e.g. as proposed in [22]) such as COMOS PT [96] or Aspen-
Tech Zyqad [14].
The representation of model documentation and negotiation processes using
the IBIS methodology is clearly not sufficient. It requires furthermore supporting
functionality for authoring the documentation in order to make it easy for a model
developer to supply the information needed by someone else to successfully reuse
a model in a different context. Important documentation concepts to be mentioned
are model properties (such as occurring phases, substances, and phenomena) as
proposed by MARQUARDT [120], model assumptions as formalized by HANGOS
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and CAMERON [87], or a trace of the work processes which have been performed
to create the model following the ideas of LOHMANN [114] and EGGERSMANN
ET AL. [61].
The documentation feature is of critical importance, because if the time needed
to provide sufficient model documentation plus the time needed for adapting a
model to a new modeling context is larger than the time required to develop a
new model from scratch, the idea to reuse models would fail completely. Bet-
ter documentation will however reduce the time necessary for model adaptation.
Authoring support for model documentation is furthermore important, because a
modeler may not be willing to devote the time for documentation if the return
spent on this effort is not transparent for him-/herself.
A feature not explored with the current implementation is the vertical aggre-
gation of models. Whereas the metamodel and MODKIT support vertical model
aggregation, no other functionality to support vertical aggregation of heteroge-
neous process models has been developed. Given the importance of thermody-
namic models in process engineering (which are often realized through vertical
models), major advances are needed in this area. Also, hybrid modeling [161] is
a candidate for heterogeneous modeling, e.g. when a reactor model is known and
developed as a rigorous model in gPROMS, for example except for the reaction
mechanism which might be identified from process data using a neural net in some
special purpose tool.
Further, workspace, version and configuration management are not available
as they are strongly related to each other and need careful attention as a whole.
Although an OODBMS provides basic capabilities to realize these functions, they
are architectural issues that must be evaluated up front and integrated into the de-
velopment process. They are difficult to integrate into an existing schema which
does not consider the interaction of these advanced facilities with the general ma-
nipulation facilities of the schema. From the work with the source code of the
system presented, the experience is made that configuration management is far
more interesting than being able to track down differences between individual
versions of a file. Probably, a configuration management is a useful first step from
a practical point of view.
Finally, considering the architecture of the system, it is interesting that the per-
sistent metamodel implementation and the CORBA adaptation layer represent the
biggest part of the overall source code, but consist mostly of recurring structures.
The code for these two parts could probably be generated from a high-level sys-
tem specification (e.g. UML) so that the implementation and maintenance efforts
are reduced.
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Chapter 6
The Simulation Platform CHEOPS
The goal of CHEOPS as part of the REALMS architecture is the execution of vir-
tual experiments based on heterogeneous, procedural models which are stored and
aggregated in the model repository (use case Virtual Experiment in Section 2.4.1).
This functionality requires an integrated access of a coordinating solver to the
models employed in the experiment. Such an integrated access must provide
model evaluation functionality regardless of technical or mathematical differences
of the underlying models. Technical differences would relate to the programming
language used to develop a model or to the computation platform on which the
model finally runs. Mathematical differences refer to open- or closed-form mod-
els in the sense of Section 2.2.2. Further, different modeling approaches might
lead to different mathematical representations of a model such as algebraic or
differential-algebraic equation systems or even discrete formulations.
In CHEOPS, the neutral model evaluation of procedural models (as introduced
in Section 4.1) is used to abstract from those different traits of proprietary models
and tools. Whereas other simulators use e.g. FORTRAN subroutines to encode
individual models, these may correspond to complete simulation tools such as
AspenPlus or gPROMS in the CHEOPS context in order to make use of native
model evaluation functionality. The integration of the abstracted models into a
joint experiment is then carried out by an implementation of some simulation
strategy. Since symbolic models (cf. Section 2.2.1) can be interpreted by the tool
associated to it, they can also be incorporated into such a joint experiment.
In many cases, models are integrated in an ad-hoc effort into a simulator which
implements the required model-based application. For example, a certain model
may be integrated with AspenPlus (as a user block [12]) for flowsheeting purposes
or to gPROMS (as a foreign object [101]) for dynamic simulation or optimization.
Instead of developing tailored integration solutions for each application, CHEOPS
aims at providing a framework that allows the efficient realization of a simulator
implementation tailored to a certain integration problem. These two approaches,
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ad-hoc and framework-based model integration, are discussed in Section 6.1. Dif-
ferent simulation strategies and their relevance to solving model integration prob-
lems are discussed in Section 6.2. As a first step towards an architecture of a
simulation framework, Section 6.3 provides a systematic overview of architec-
tures that have been employed for simulation. Section 6.4 then explains the ar-
chitecture and design of the simulation framework CHEOPS. Finally, Section 6.5
shows how the framework has been employed to integrate otherwise incompati-
ble simulation tools towards solving the scenario problem presented in Chapter 3.
Section 6.6 presents, how heterogeneous models stored in ROME are simulated
within CHEOPS. The chapter closes with a discussion of the achievements of this
work in Section 6.7.
6.1 Ad-hoc and Framework-based Integration of
Procedural Models
As explained in Section 2.1.4, an integration of different tools is often dismissed in
practice. An easy approach to realize an integration solution is to directly integrate
the simulation tools considered in the sense of an ad-hoc approach [170].
Usually, one of the simulators assumes the role of a master, coordinating the
simulation, whereas the other simulator(s) is (are) integrated as model building
blocks into the master. Examples are user blocks integrated into AspenPlus or
foreign objects connected to gPROMS. This approach requires the master to be
able to access other tools through certain interfaces. As mentioned in Section 3.2,
this is indeed possible for many simulation tools used in practice. While this ap-
proach can provide a usable solution to users in simpler cases, its deficiencies are
also obvious. Especially when using non-standard process modeling techniques
one frequently encounters limitations of the current situation:
• The integration approach is limited to the simulation approach and model
representation offered/accepted by the chosen master simulation tool.
Available simulation tools lack the ability of flexibly linking different tools
and maintaining proper mathematical and numerical properties of those as-
sembled tools (e.g. allowing suitable mathematical model representations,
best combining equation-oriented and modular models).
• A further consequence is that the integration must be performed by adapt-
ing all models to the central simulator chosen. This may put an unnecessary
burden on behalf of the developer because (s)he has to deal with transform-
ing the model into a formulation accepted by the central simulator. Often,
certain desirable properties of a model may be lost in this transformation.
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As an example, the availability of derivatives is not used, when an equation-
oriented model is used as a block in a sequential-modular simulation.
• In some other cases, different projects in an organization may introduce dif-
ferent central simulators in order to allow for different model-based applica-
tions to be performed. In this case, similar integration efforts are duplicated.
The negative effect of such duplication is similar to that of the well known
n · n integrator problem.
These deficiencies appear because integrating other tools is usually just an ad-
ditional functionality of a simulator, but the central simulator was not originally
designed to be an integration environment. Neither can a commercial simulator
be extended by new model formulations, nor can new simulation applications be
added easily. What is beneficial in this context is a flexible framework for tool
integration and non-standard simulation functionality.
To overcome these deficiencies, the simulation framework approach, is
adopted in this work as an alternative. This means a truly open platform which
covers a broad range of simulation applications and can be extended towards new
applications. The principle goal of this approach is a software system which is
designed to assemble heterogeneous simulation tools such as models and solvers,
and to provide facilities for running those tools in a way optimally solving users’
problems. Such a framework can be interpreted as an integration bus mediat-
ing between simulation approaches (from a numeric/mathematical point of view)
as well as tools (from a technical/software point of view). In a certain sense,
this work is aiming at a framework which does not implement a certain simula-
tion application, but instead provides basic functionality to aid the development
of a tailored simulator with certain features by configuring modules within the
framework according to the problem under consideration. Within such an instant
simulator, strategies of organizing/coordinating subsystems best suitable to the
targeted simulation problem can be applied.
6.2 Steady-state Simulation Strategies
Given a set of models in open- or closed-form, an algorithm – called a simulation
strategy – is used to coordinate the numerical evaluation and solution process.
Basically, sequential and simultaneous approaches can be distinguished. Both ap-
proaches have been used successfully with open-form (i.e. equation-oriented) as
well as closed-form (i.e. modular) model formulations. When integrating hetero-
geneous simulation problems, even models with mixed representations can occur
and need to be treated effectively.
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6.2.1 Sequential Simulation Strategies
In a sequential simulation strategy, the overall model is assumed to be composed
from a number of smaller elementary building blocks that can be evaluated in
a procedural manner, i.e. can produce outputs given inputs to the model. The
models are evaluated one after another, propagating outputs from one block to the
inputs of connected blocks. Though these strategies have been used for equation
solving [179], they have become most popular for more coarse-grained blocks in
sequential-modular flowsheeting [195].
In a sequential-modular simulation strategy, a flowsheet of a chemical pro-
cess is decomposed into a number of unit operation models in procedural form
connected by streams. The sequential strategy then computes the individual parts
in a suitable order such that the output of already computed parts is used as an in-
put for the next part to be computed. This is trivial as long as there are no cycles in
the information flow among the modules. Otherwise, cycles must be torn and the
simulation strategy must iterate on the variables which are represented by the torn
connection. Finding a suitable tear set and computation order is not trivial and a
lot of effort went into developing algorithms that find the best tear set for a given
problem. Whereas the more basic approaches are based on simple graphs [150],
more advanced strategies take into account domain and problem knowledge, e.g.
by using weighted graphs [185].
6.2.2 Simultaneous Simulation Strategies
As opposed to a sequential approach, the simultaneous approach aims at calculat-
ing all constituent model parts (modules or equations) virtually at the same time.
This is feasible because the simultaneous simulation strategy determines input
values for all elements, whereas in a sequential mode, input values are only deter-
mined for a subset of them. Once all input values have been determined it is in the
responsibility of each module to supply corresponding output values. Note that
the ordering of the module computations is arbitrary. In an open model formula-
tion based on equations (see Eqn. 2.2.1) the values for all variables are provided as
inputs and each equation is asked for its residuum. Then, a Newton step is made,
for example, to supply new values for all variables for the next iteration.
6.2.3 Mixed-mode Simulation Strategies
Being forced to use either approach mentioned above is not directly possible when
modules of mixed formulations, open- and closed-form, are provided. Hence, a
conversion to either form is required in this case. An equation-oriented model can
be employed as a modular representation if it is combined with a general-purpose
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Newton-type solver that solves the underlying equation set for the outputs given
the inputs. This approach can be considered to solve the problem of mixed model
representations on the module level.
A simultaneous-modular strategy on the other hand can easily be extended
to take into account equation-oriented models as well. This approach would in-
stead mix model representations on the strategy level. In this case, an additional
step is necessary in order to obtain the sensitivities from the derivative informa-
tion [47]. However, in future applications the use of automatic differentiation
techniques [27, 183] could drastically simplify the provision of sensitivity infor-
mation of closed-form models. If access to the internals of a model is not possible,
perturbation must be employed at the cost of performance and numerical preci-
sion.
The simultaneous-modular strategies are promising as they combine the in-
dependent, tailored solution mechanisms within each module with a reasonable
speed through the use of a Newton-type solver for flowsheet convergence. Fur-
ther, they can easily accomodate modular and equation-oriented model formula-
tions and seem thus suitable for the use in a heterogeneous simulation platform.
6.3 Overview on Simulator Architectures
In order to analyze the architecture of existing simulation tools this section fo-
cuses on two facets which are important cornerstones of any tool architecture. It
is assumed that the model building blocks in the simulator architecture consume
and provide data in the sense of variables and/or residuals. The consumption and
provision of data by the model building blocks has to be coordinated within the
architecture according to a suitable simulation strategy as discussed above. The
first task is referred to as data management whereas the latter is called coordina-
tion. These perspectives are comparable to the unit state and unit invocation as
proposed by ODELL [148]. Further, these aspects resemble the tool integration
facets data integration and control integration introduced by WASSERMAN [194].
An important distinction for both aspects is whether they are realized in a cen-
tralized or decentralized manner. Different combinations of these aspects can be
regarded as architectural patterns of simulator architectures which have qualities
in their own respect. Nevertheless, it is up to a particular implementation whether
such qualities are exploited to the user’s advantage. Thus, general advantages and
disadvantages of such patterns will be discussed as well as their realizations in
commercial or academic systems.
Whereas the technical communication among subsystems in the architecture
is some kind of technical obstacle which can be overcome in a variety of ways,
the data management and coordination facets are conceptual differences of the
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underlying systems which can pose serious difficulties when integrating them.
6.3.1 Data Management
Data management is defined as the task of handling, transferring, and storing data
during a simulation run. In a simulation architecture, these data are used or pro-
vided by the model building blocks, corresponding to model parameters, and input
or output variables. The basic distinction made here is that data management can
be either realized in a centralized module or jointly by all building blocks in a
decentralized manner.
In a centralized data management, all information regarding the simulation
state is maintained in a (conceptually) central storage unit. Any model building
block of the simulation system can read from this area when starting to work and
writes computed results back into this area. A possible problem of a centralized
data management is that the implementation of the common storage area can be-
come a limiting factor in the architecture with respect to performance, scalability,
and flexibility. The common storage area may not permit the use of heterogeneous
data representations such as different stream representations or distinct compo-
nent sets. As a consequence, the architectural building blocks do not only have
to be aware of the central storage, but they must also adhere to the standard rep-
resentation imposed by the architecture. Whereas systems developed a-priori (cf.
Section 2.3.2) around a shared data storage have a simple design and good perfor-
mance properties, an a-posteriori systems integration effort may lead to difficulties
when based on centralized data management. Neither are the systems to be inte-
grated aware of a central storage nor will their data representations be compatible
and additional efforts have to be spent to close this gap.
A decentralized data management relies on the individual building blocks to
provide local storage areas to hold the data related to the module itself. Commu-
nication of data from one module to another is direct, not via an intermediate data
storage. Requiring only local compatibility of data representation (i.e. between
connected modules) is a far simpler task to achieve. Especially in lifecycle mod-
eling, one encounters situations where groups of models are representing concepts
from a certain discipline and therefore have their own data representation which
may differ from those used in other groups of models representing concepts re-
lated to other domains [123]. In a decentralized data management regime, conver-
sions would only be required for the connections between those modules which
have differing data representations. A central data management strategy would
require that a conversion between all representations to a single master represen-
tation to be made, a difficult task which may not be possible in all applications.
A possible weakness is that a decentralized data storage is harder to maintain in
a consistent manner. Access to data items by different modules must be coordi-
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nated properly, e.g. in order to avoid concurrency problems. Further, aggregations
of different simulation modules must be properly verified in order to avoid possi-
ble sources of error.
6.3.2 Coordination
During the simulation process, transfer of data as well as the evaluation func-
tionality of the modules involved must be coordinated to achieve desired results.
Essentially, the same distinction as for the data management can be applied to
the coordination of the simulation as well, yielding centralized and decentralized
coordination strategies.
In a centralized coordination strategy, a single algorithm is responsible to co-
ordinate the data transfer among the (centralized or decentralized) storage area(s)
and to request the execution of functionality from the remaining building blocks.
An important property of such an architecture is that the coordination algorithm
can easily be modularized and thereby replaced by another so that a tailoring to
the problem is possible.
In a system with decentralized coordination, each building block (or a subset
thereof) incorporates some part of the overall coordination strategy. The runtime
behavior of the overall system must be regarded as an emerging property of the
composed system and cannot be found as a single property in one of its subsys-
tems. In a simple decentralized coordination strategy, each module could wait
for incoming data and start its computation as soon as all necessary input data has
been received. Such a decentralized coordination mechanism is easily parallelized
and/or distributed across different nodes of a computer network and thereby scal-
able to large simulation tasks. A major disadvantage is, that a change in the sim-
ulation strategy requires possibly all modules in the architecture to be modified,
which is not desirable. Also, the run-time behavior of such a coordination is hard
to predict (and even harder to test or debug). Nevertheless, the properties dis-
cussed make the approach very well suited for a high performance simulation en-
vironment because the performance can easily be improved by adding additional
nodes to the system.
6.3.3 Discussion of Existing Simulation Architectures
The introduction of the two coordinates with distinct properties provides a simple
frame of architectural patterns to classify and compare simulation tools. From
this classification, advantages and disadvantages can be derived in a systematic
manner in order to systematically address the development of the architecture of
the CHEOPS simulation framework.
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In chemical process simulation, many of today’s flowsheeting tools using a
sequential-modular simulation technique are realized in an architecture based on
central data management and central coordination. The fact that the CAPE-OPEN
standard uses such an architecture as a reference model shows the wide agreement
on this approach. Hence, the CAPE-OPEN architecture [38] is discussed as a rep-
resentative for commercially available simulation tools in the sense of a reference
architecture.
Simulation data is stored in a central stream table which is accessed by
unit operation models, thermodynamic models, and the solver (cf. Figure 6.1).
This stream table and the solver are encoded within a CAPE-OPEN-compliant
process modeling environment (PME) whereas models for unit operations and
thermodynamics can be implemented in so-called process modeling components
(PMC) [38]. Figure 6.1 shows a Unit PMC that contains a model (e.g. of some
part of a chemical process) and a Thermo PMC which provides thermophysical
properties calculations. Centralized data is represented by a material object which
is accessed via the ICapeThermoMaterialObject interface. It allows read/write ac-
cess to the stream table.
It should be noted that all communication of the PME with one or more
standard-compliant PMC is covered through interfaces according to the CAPE-
OPEN standard (ICapeUnit and ICapeThermoPropertyPackage) which provide
the required independence of a particular implementation. However, the stream
table and the solver are subject to the implementation of a PME and thus do not
communicate via standardized interfaces. The flexibility to use exchangeable so-
lution strategies which is potentially offered by the central coordination approach
is not exploited because CAPE-OPEN has not aimed at standardizing such a solver
component as an exchangeable module.
Also, many equation-oriented simulation tools (such as gPROMS [159], As-
cend [156] or Diva [93]) follow the centralized/centralized architectural pattern.
The advantage of such a rather traditional approach (also called a modular pro-
gramming approach [148]) is that the solver is exchangeable, a feature which is
currently finding its way into commercial applications [160, 201].
The equation-oriented view of CAPE-OPEN promotes roughly a decentralized
data management (in the equation set object component) and a central coordina-
tion strategy (as a solver component), leading to an object-oriented view of an
architecture. Here, the potential advantage of exchangeable solution strategies
has been exploited which is reasonable facing the overwhelming number of alter-
native numerical solver implementations that exist. The fact that the two views of
CAPE-OPEN differ in their underlying architectural model makes it obvious that
an integration of the two is difficult to achieve.
These difficulties become obvious in the CAPE-OPEN capabilities of the com-
bined modular and equation-oriented simulation approaches implemented in As-
6.3 Overview on Simulator Architectures 129
Unit PMC
Model
ICapeUnit
Thermo PMC
Model
ICapeThermo
PropertyPackage
Stream
Table
Solver
PME
ICapeThermo
MaterialObject
depends-on
Figure 6.1: The CAPE-OPEN reference architecture for closed-form models
penPlus as of release 11 [117]. Whereas native blocks within AspenPlus can be
used for simulation and optimization, this is not possible for unit operation com-
ponents according to the CAPE-OPEN standard because in order to be compatible
with a modular representation, the equation system made available by a unit op-
eration must have the same number of variables as equations.
Simulation environments in the process engineering domain with decentral-
ized aspects have been tackled by some research groups, but did not find any
applications in commercial tools so far. A simulation approach that uses a decen-
tralized data management and a decentralized coordination has been proposed by
Helget [90] for dynamic modular simulation. His implementation strongly resem-
bles an agent architecture [148] where the individual model building blocks do not
only maintain data, but also contain rules and goals in order to execute the whole
simulation. Also, an approach for an integration of PDE solvers using an agent
society for local problem solution and relaxation has been proposed [100]. Re-
cently, a simulation environment using a central data storage with a decentralized
control has been presented for dynamic modular simulation [74], implementing
some kind of a blackboard architecture [43].
As a brief summary, this section has revealed that the two perspectives intro-
duced are useful to classify different simulation tools and architectures. In the next
section, these perspectives will be the basis to discuss the architecture of CHEOPS.
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6.4 Architecture of the CHEOPS Simulation Frame-
work
A decentralized data management will be employed in the CHEOPS architecture
leading to two key advantages. First, the approach allows different modules to em-
ploy tailored representations of the information communicated among modules.
Second, the decentralized data management approach mirrors best the situation in
which different tools are employed to collaborate in a simulation because all these
tools have their own, native data storage so that integration tasks are easier to map
into the architecture of the system.
Whereas ROME abstracts heterogeneous models into a symbolic description
to allow them to be handled in a uniform manner, CHEOPS uses software inter-
faces to abstract procedural models into a homogeneous form. These interfaces
are basically software representations of e.g. Equations 2.2.1 and 2.2.2. The core
concept of CHEOPS concerning the representation of models is a unit operation
which is described in Section 6.4.1. A unit operation permits different mathemati-
cal representations of a model and thereby allows its use for different applications
throughout the process design and operation lifecycle.
Model-based applications are implemented according to these unit operation
interfaces. These applications adhere to centralized coordination mechanisms in
order to allow the framework to be easily extended with new model-based appli-
cations. As long as new applications make use of the unit operation interfaces that
are already defined, they can work with all models which have been incorporated
into the framework. Such a property is also called model-solver independence
because a model can be used by different model-based applications [134]. This
same idea is also a foundation of the concept of a model server as proposed by
BRITT and PANTELIDES [40] or MARQUARDT [119].
A further advantage of the central coordination is that it is straightfor-
ward to integrate existing algorithms (e.g. for equation solving or integrating
ODEs/DAEs) which are traditionally based on central coordination as well. Fi-
nally this approach will be beneficial to implement a collaboration of simulation
approaches such as using a simulation strategy underlying a parameter estimation
problem or combining sequential and simultaneous methods into a single simu-
lation strategy. Modules implementing such model-based applications are called
solvers within the CHEOPS architecture and are further discussed in Section 6.4.2.
In CHEOPS, the above structuring into unit operations and solvers is the core
of a component-based architecture that permits models to be plugged in as sim-
ple as new model-based applications. A further important part in the CHEOPS
architecture is a library which supports different numerical tasks that occur on the
model as well as on the application level.
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6.4.1 Unit Operations for Decentralized Data Management
In CHEOPS, the canonical model building block is called a unit operation, al-
though it can also serve the purpose of representing smaller or larger entities such
as phases, plant sections, or even whole plants. As discussed in the previous sec-
tion, unit operations maintain their own data in a decentralized manner and obey
a central coordination strategy, meaning that they react to calls to evaluate the
model of a unit operation. The next two paragraphs describe a conceptual model
of a unit operation. For the implementation of a unit operation, these concepts
are made available to the client of a unit operation (most likely a solver) in terms
of interfaces which provide the necessary functionality to allow a solver to use
unit operations. The first part of the discussion about unit operation interfaces
concerns the structure of a simulation problem, i.e. the aggregation of several unit
operations to a model. The mathematical representation of the model is discussed
subsequently.
Structure Representation of a Unit Operation
The unit operation describes structural aspects of a model, e.g. connection points
to other model building blocks and quantities relevant to the model. Figure 6.2
shows an arbitrary implementation of a unit operation interface called UnitOper-
ation i (where the i suffix stands for implementation). This unit operation main-
tains its own simulation data in terms of variables (represented by the Variable i
class in Figure 6.2), thus CHEOPS employs a decentralized data management in
the sense of Section 6.3.1.
The connection points are called ports (represented by the Port i class in Fig-
ure 6.2). A port is related to a set of variables representing the quantities occurring
in the stream which can be considered to flow through the port. The unit itself
also has variables which denote equipment parameters that are not properties of
the streams entering or leaving a unit, such as the volume of a vessel.
Behavior Representation of a Unit Operation
Obviously, the use of model representations should be open within the architec-
tural framework. Therefore, a unit operation must not be limited to certain math-
ematical model representations or even fix a certain kind of model representation
in the sense of Section 2.2.2. In CHEOPS, an association between a unit opera-
tion and one or more model representations (represented by the ModelRepresen-
tation i class in Figure 6.2 which resides in a package called Numeric i covering
numerical concepts) provides the required flexibility over inheritance [73,172] (cf.
the models relation in Figure 6.2). This flexibility enables unit operations to ex-
pose alternative model representations depending on the simulation context. More
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Figure 6.2: The object model of CHEOPS unit operations (Unit i package)
6.4 Architecture of the CHEOPS Simulation Framework 133
precisely, this is an application of an extension interface pattern [43]. Further
work to demonstrate the flexibility of CHEOPS has dealt with the representation
of discrete-time models [169] and dynamic modular simulation strategies [170].
In the CAPE-OPEN standard instead [35], a unit operation module is limited
to steady-state representations in closed and open form and so that the openness
of the standard is restricted as the introduction of new mathematical formulations
(e.g. dynamic ones) will render the existing interfaces obsolete.
Concrete model representations are implemented as subclasses of a generic
model representation (cf. Figure 6.3). An open-form model representation (rep-
resented e.g. by the OpenFormModelRepresentation i depicted in Figure 6.3) is
related to an equation set object (Eso shown in Figure 6.3) that can be queried for
the residuals of the equations. CHEOPS uses the equation set object interface from
the CAPE-OPEN project for this purpose so that standard-compliant numerical
solvers can be employed to solve the model1. A closed-form model representa-
tion (implemented e.g. by the ClosedFormModelRepresentation i in Figure 6.3)
defines a compute method that starts the process of calculating output values
given the input variables. Future extensions should cover a representation of a
model according to the dynamic modular simulation approach [170] (represented
e.g. by a OpenFormModelRepresentation i shown in Figure 6.3) or a discrete time
model [169] (represented e.g. by the ExplicitDiscreteTimeRepresentation i in Fig-
ure 6.3).
A similar approach has been taken in the recent release 11 of the AspenPlus
process modeling tool in order to allow the use of closed- and open-form models
in steady-state model applications such as simulation, optimization, and param-
eter estimation [117]. However, dynamic model representations have not been
covered, for example, so that simulation applications beyond state-state simula-
tion and optimization are implemented in different tools (AspenDynamics [10]
and Aspen Custom Modeler [9], respectively).
The concepts used for representing the model behavior allow a flexible use of
unit operation modules within a simulation. The main advantage is that a module
is no longer limited to a single representation (such as closed- or open-form), but
is instead usable through different representations depending on the application in
which it is used. There are several scenarios in which such a behavior is useful.
First, the module may implement tailored evaluation algorithms of the same
model for different representations. A closed-form representation can use an al-
gorithm to take special care of initializing and converging a computation whereas
such behavior cannot be implemented in an open-form model. Hence, closed-
1Actually, a draft version of the standard is currently employed in order to enable compatibility
with the gPROMS modeling environment which does not use the finalized standard, either. The
migration to the final standard will be straightforward, however and should be performed when
commercial implementations become available.
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Figure 6.3: The object model of CHEOPS unit operations (Package Numeric i)
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form representations can be used for initializing a simulation problem whereas
a faster Newton-type algorithm can be used to converge the flowsheet using an
equation-oriented approach [117]. Further, open-form models supply gradients
that can be used for optimization purposes efficiently [59].
Second, the evaluation algorithms made available through different interfaces
might be re-formulations of other model representations instead of tailored im-
plementations. As an example, a closed-form model representation may be im-
plemented using an equation-oriented model representation and a Newton-type
equation solver algorithm which solves the model equations for the outputs given
the inputs. The equation-oriented formulation may in turn result from interpreting
a symbolic model implementation which could be provided as a CapeML frag-
ment. From a technical point of view, such re-formulations are realized as bridges
between two model representations.
Finally, considering CHEOPS isolated from the REALMS architecture, models
on varying levels of abstraction may be deployed to allow the use of models across
a broad range of applications in the lifecycle of process design and operation.
Early phases would benefit from a simplified representation of some process step
in terms of linear equations (e.g. using split and conversion factors). Rigorous
process design could employ more detailed models taking into account material
behavior, reaction mechanisms, or fluid dynamics.
Precisely speaking, these different levels of abstraction must be considered
distinct models. Hence, in collaboration with the model repository ROME, it
seems much more useful to let ROME maintain these models independently (with a
focus on the modeling perspective) and let CHEOPS provide alternative mathemat-
ical formulations for each (focused on the numerical perspective). Similar ideas
are also discussed in the COGents project [36] which aims at knowledge-based
mechanisms to simplify the step from a modeling or process design perspective to
a fully specified simulation experiment.
Implementation of Unit Operation Components
CHEOPS unit operations are deployed as CORBA components. Each unit opera-
tion (e.g. a flash or reactor model) is usually hosted by a component on its own.
Due to the location transparency realized through CORBA, it is possible to group
different unit operation types to a single component, though. Such a unit opera-
tion component must implement a UnitOperationFactory interface through which
new unit operation objects can be created. This factory is a service (in the sense of
Section 4.4.2) and is registered with the CORBA naming service so that clients re-
solve the factory reference via standard interfaces given the corresponding name.
This name is fixed by the developer and must be specified by a simulation engineer
setting up an experiment with CHEOPS.
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Figure 6.4: Implementation view of a unit operation component in CHEOPS
Unit operation objects themselves support the UnitOperation interface
through which clients can access ports, variables, and model representations
which support the interfaces Port, Variable, and ModelRepresentation, respec-
tively. All the concepts shown in Figures 6.2 and Figures 6.3 are implemented in
a single CORBA component (cf. Figure 6.4).
This approach has proven useful for several reasons. First, the implementa-
tion overhead to realize all these concepts in servers on their own would render
the system impossible to maintain and test. Second, the realization proposed al-
lows the unit operation parts to efficiently communicate with each other through
C++ calls without making this communication public on the level of CORBA in-
terfaces. This internal communication is for example necessary for the consistent
setup of a unit operation object through the factory. Clients instead should not
be able to modify the created unit operation (e.g. by adding variables) once it has
been created. Further, such a deployment enables an efficient representation of
data inside the unit according to the choice of the developer.
The CHEOPS framework simplifies the implementation of unit operation com-
ponents by several means. Several libraries provide an abstract implementation
of the unit operation concepts (as shown in Figure 6.2) which can be inherited
by actual implementations of unit operations. As a consequence, a unit opera-
tion developer only implements new model representations based on the models
to provide. The generic class UnitOperation i provides functionality to maintain a
set of associated ports, variables, and model representations. To implement a unit
operation, the developer only instantiates C++ objects for the required variables
and ports and registers them with the unit. Then, model representations are created
and also associated to the unit. A generic port class Port i provides functionality
to manage a set of variables for data exchange among unit operations.
The generic variable class Variable i has a number of subclasses which realize
discrete representations of a variable (scalars and vectors) as well as continuous
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representations in terms of parameterized functions (e.g. as Legendre or Hermite
polynomials). Variables do not only provide values but also allow specifications
to be set in order to specify certain variables as parameters. Based on this set
of reusable classes, a generation facility to automatically construct source code
for a unit operation from a high-level specification according to the standardized
modeling language Modelica has been developed [75]. CHEOPS currently sup-
ports open- and closed-form model representations for algebraic models. Auto-
matic conversion routines are available to supply closed-form model representa-
tions given a generic open-form model representation2.
6.4.2 Numerical Solvers for Centralized Coordination
In order to simulate a set of aggregated unit operations, the concept of a flowsheet
solver is introduced (cf. the FlowsheetSolver i class in Figure 6.5). It incorporates
a certain simulation strategy (e.g. sequential-modular) and requires a set of unit
operations and corresponding connection information to compute. The represen-
tation of complex models composed of a number of unit operations is enabled
through couplings, which represent distinct connections between two ports of unit
operations (cf. the Coupling i class in Figure 6.5). A group of unit operations
and couplings is used as part of the problem description for a solver. Additional
information is required according to the specific strategy, such as parameters to
control the solution process such as required accuracy or the maximum number
of iterations. Such data is exchanged via a data structure termed Parameter that is
associated with the solver.
As already explained in Section 6.3.2, a centralized solver module can easily
be exchanged for an alternative implementation because all solvers adhere to the
same interface definition. Further, the architecture also allows to combine solvers
or make use of them in higher-level applications. Currently, it is up to the user
to select an appropriate solver. Obviously, such decisions should be supported by
the system, e.g. by means of a knowledge-based approach [36]. Such a helper
component would know about the capabilities of different solvers and the model
representations of unit operations and could propose feasible matches in order to
avoid invalid selections by the user.
In CHEOPS, different solver implementations might employ different model
representations offered by the unit operation modules. When several model repre-
sentations are available for a unit operation, it is up to the solver implementation
to select the appropriate one. A sequential-modular solver will use a closed-form
model representation, whereas an equation-oriented solver will employ an open-
2 This part of the CHEOPS functionality has been implemented by GEORG SCHOPFER based
on the lptNumerics library.
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Figure 6.5: Object model of CHEOPS solver components (Package Executive i)
form model representation. In addition, a solver could use more than one model
representation to pursue certain objectives. For example, a simulation strategy
could start with a few iterations based on a sequential-modular scheme which
is not very efficient but quite robust to get into the convergence region of an
equation-oriented solver which can perform the solution process faster once it
is sufficiently close to the final solution. Then, a more efficient equation-oriented
simulation approach can be employed. The AspenPlus flowsheet solver employs
a sequential-modular strategy up to a certain tolerance and then switches to an
equation-based solution approach [117]. Such a strategy could also be realized in
the CHEOPS environment by combining a sequential-modular and a simultaneous
equation-oriented solvers accordingly.
Implementation of Solver Components
Similar to unit operations, solvers are also deployed as CORBA components on
their own. The combination of the central coordination approach and the plug and
play capabilities of component software makes it possible to add new solution
strategies to a simulation environment as required.
Currently, CHEOPS provides flowsheet solvers according to sequential-
modular and simultaneous equation-oriented strategies. The sequential-modular
solver employs closed-form model representations and uses a CAPE-OPEN
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compliant service according to the specification for sequential-modular specific
tools [23] to determine a set of partitions and tear streams to iterate on. The con-
vergence is currently achieved through direct substitution which is known to be
less efficient. Especially when integrating heterogeneous simulation tools, where
each iteration might require the calculation of several complex models including
recycles in turn, even saving a few iterations might drastically reduce the overall
simulation time.
In previous work, a simultaneous-modular solution algorithm has been imple-
mented [140]. Closed-form model representations were reformulated into open-
form and assembled into a large equation set which was solved by means of a
nonlinear equation solver according to the CAPE-OPEN standard. Solving the
resulting equation system proved slow, mainly for two reasons. First, the imple-
mentation was written using Java which suffered serious performance problems in
version 1.1. Second, the perturbation of unit operation modules via CORBA inter-
faces introduced large communication and computation overheads in the solution
process. It would be better instead to (at least) move the perturbation process to
the unit level so that it can be performed in process. Derivatives could then be
passed transparently to the solver. Obviously, analytical derivatives would ideally
be available.
Using the concepts described above, it is also possible to deploy component
suites [152], coherent sets of interfaces, unit operations and solvers that can be tai-
lored to a certain simulation domain or even a certain simulation problem. These
can be packaged into a single component that can be deployed in a simple man-
ner. As an example, such packages can cover unit operations for particular process
types (such as polymer processes or biological processes) and solvers for specific
model-based applications (such as different algorithms for parameter estimation
or model predictive control).
6.5 Tool Integration in CHEOPS
Given the above architecture description, tool integration is a straightforward task.
A set of wrapper units (also called bridges or mediators [73]) is developed to rep-
resent the model evaluation facilities of external tools in terms of CHEOPS com-
ponents. These wrapper units run independently as components on their own and,
due to the use of CORBA, can be deployed on different machines and operat-
ing systems, as in this case. The scenario presented in Chapter 3 required to run
gPROMS on a Sun Workstation using Solaris as an operating system, whereas
PolymersPlus and Morex run on a PC under MS Windows 2000. The following
sections describe the efforts that have been necessary to integrate these tools into
the CHEOPS architecture.
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6.5.1 The gPROMS Integration Unit Operation
In order to integrate gPROMS into the simulation framework, the equation set
object (ESO) interface provided by gPROMS is employed. This ESO interface
makes the contents of a gPROMS model file accessible as a differential-algebraic
formulation. The ESO is used to implement the open-form model representation
within CHEOPS. Thus, strictly speaking, the unit component is a generic CAPE-
OPEN ESO wrapper, only the approach to get hold of a reference to the ESO
is specific in gPROMS in this case. In addition, the wrapper unit component
associates the open-form model representation to a Newton-type solver so that a
closed-form model representation is provided as well.
The gPROMS wrapper unit is currently implemented in two parts. A Python
part takes care of obtaining the gPROMS model file from ROME, starting, and
stopping gPROMS processes for the file obtained. A C++ part actually imple-
ments the CHEOPS interfaces used for simulation based on the generic classes
presented in Section 7. The gPROMS unit wrapper has been used in simultaneous
equation-oriented simulation, in sequential-modular simulation, and is currently
applied in parameter estimation as well.
6.5.2 The AspenPlus Integration Unit Operation
The integration of AspenPlus into the CHEOPS simulation framework is more
difficult. The main difficulty is that the interface provided by AspenPlus is pro-
prietary and thus could not be taken into account by means of a generic solution
within CHEOPS. For gPROMS instead, the CAPE-OPEN standard documents
(though drafts have been consulted) provide far more extensive documentation
than what is available about AspenPlus.
Furthermore, the MS Windows version of AspenPlus, which has been em-
ployed for the integration effort, offers an access only via the COM standard.
Thus, the AspenPlus wrapper unit operation additionally has to mediate between
the COM and CORBA infrastructure mechanisms. Hence, the realization of the
AspenPlus wrapper unit operation is realized using the Python programming lan-
guage which offers integration with both standards as already mentioned in Sec-
tion 4.5.1. The wrapper unit acts as a COM client of AspenPlus and as a CHEOPS
CORBA server at the same time.
The wrapper unit only provides a closed-form model representation which
uses AspenPlus calculation routines to realize the model evaluation functional-
ity. Feed streams in the AspenPlus flowsheet are mapped to input ports of the
CHEOPS unit operations, whereas product streams correspond to output ports.
For each stream, AspenPlus variable nodes for temperature, pressure, composi-
tion, and molar flowrate are mapped to CHEOPS variables in the corresponding
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ports. The same wrapper can be used for PolymersPlus which uses the same set
of COM interfaces as AspenPlus.
6.5.3 The Morex Integration Unit Operation
For the integration of Morex, the same framework as for the integration of As-
penPlus and PolymersPlus is used. CHEOPS variables have been mapped to the
corresponding methods to specify and obtain properties of the extruder model im-
plemented in Morex. The properties offered by Morex are fixed and not subject
to changes of the extruder model which allows only parameterizations of the ex-
truder geometry and material properties. Thus, the wrapper can rely on a given
model structure and is therefore quite simple.
6.6 Specifying, Storing, and Executing Simulation
Experiments
In order to simulate a heterogeneous model developed using ROME and MOD-
KIT, the model class to be simulated is selected in the MODKIT project browser.
Enacting the Simulate model menu entry launches a (minimal) user interface that
allows the user to set up a simulation experiment (cf. Figure 6.6). The integration
module (cf. the REALMS architecture presented in Section 4.1), implemented as a
code generator within ROME (Section 5.5.1) is launched to generate a skeleton in-
put file for CHEOPS in XML format. During this process, models and couplings in
ROME are mapped to the corresponding unit operations and couplings in CHEOPS.
This skeleton input file contains the flowsheet structure in terms of units and
couplings with references to the model classes in ROME. The file is shown to
the user in a text editor which colors XML syntax elements for better readability
(upper left in the background of Figure 6.6). The user is then responsible to fill
in further information such as presets and specifications. As an alternative, the
user can load an experiment that was executed for the same model class before (in
the experiment selection dialog in the upper right of the figure), for example to
repeat or modify it. However, the user has to take care of maintaining consistency
between the model class and the experiment descriptions because changes to the
model are not automatically reflected in the experiment specifications.
The user can then execute the experiment which will run the integration mod-
ule in order to set up and run a CHEOPS simulation experiment. The XML file is
parsed by means of the XML facilities provided by the Python language as part
of its standard library and corresponding actions for the elements in the XML file
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Figure 6.6: User interface to specify CHEOPS simulation experiments
are executed. First, a flowsheet is created which consists of unit operation and
coupling objects according to the specification in the XML file. Variables specifi-
cations (presets and parameters) given in the file are applied to the corresponding
variable objects of the CHEOPS unit operation objects.
Then, a solver object specified in the input file is created and given the set of
units and couplings. Finally, the solver is called to execute the simulation. After
the solution process has terminated, the user can view the results as a table in Mi-
crosoft Excel. A text file is generated from the results obtained in the simulation
and Excel is launched automatically with this file (in the lower right of figure 6.6).
Finally, the user may decide to save the simulation experiment for later retrieval or
reuse. The functionality to execute a simulation from the command line can also
be used directly from a command line without using the graphical user interface.
Currently, the mechanism implemented to realize this behavior relies on stor-
ing the CHEOPS specification file as a special type of information unit in ROME
(cf. Section 5.3.2). This information unit is attached to the model class for which
it was created by means of a semantic link. This mechanism allows users to con-
veniently store, retrieve, and share simulation experiments once developed. As-
sociating the simulation experiment with the model class ensures that it can be
found at the appropriate place even over a long period of time.
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Obviously, the approach can be improved over the long term. A more ad-
vanced user interface realized in the framework presented in [84] could support
the user in setting up a simulation experiment, providing help and guidance on
an interactive basis. Further, representing and storing simulation experiments as
granular objects would allow to track consistency relationships among models
and simulation experiments. Modifications of a model that render an experiment
specification invalid could be detected and handled by the user interface before an
error occurs when the experiment is executed.
6.7 Discussion of the Results Achieved
The current implementation of CHEOPS provides a framework in which several
model-based applications have been realized so that the overall approach must be
called successful from an architectural point of view. However, there are many
parts of the current implementation which need to be improved in order to make
CHEOPS a robust platform for flexible problem solving. Among those are the
following issues:
Convergence: Better algorithms for convergence are needed in the sequential-
modular case. Secant or Broyden methods [158] should be employed when
no derivatives are available. Further, a Newton solver should be applicable
to converge tear streams when sensitivities of a unit operation’s output with
respect to the inputs are available. In the future, the tear streams should
be formulated as an equation set object to which different solvers (with or
without using derivatives) can be applied.
Design specifications: Design specifications are currently not handled by the
sequential-modular solver. The most limiting issue is, that unit operations
handle specifications on their own (see next item). However, design specifi-
cations in sequential-modular mode work different from those in simultane-
ous approaches so that the solver should hide those differences. Although
the simultaneous solution approach within CHEOPS could easily handle de-
sign specifications, there is currently no means to enter them in CHEOPS.
Consistent port definitions: A major difficulty when integrating heterogeneous
tools is to ensure, that the variables at connected ports are consistent. First,
their computational units may differ. Currently, this has to be taken care of
by the modeler which may not always be possible (because (s)he does not
have access to the model) or desirable (due to numeric problems when mod-
ifying the computational units). Second, the interpretation of two quantities
might differ. In the case of enthalpy, for example, a differing reference state
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will lead to inconsistent results during the iteration on the flowsheet level.
In the case study presented along this work, observable quantities, such as
temperature are preferred in order to circumvent this problem. Finally, there
might be different sets of quantities offered at ports to be connected. In this
case, an additional set of equations has to be added to convert the two rep-
resentations. In the polyamide6 scenario, PolymersPlus calculates the first
moment of the molecular weight distribution, whereas the gPROMS model
of the evaporator is developed with respect to the second moment. Hence,
additional equations are needed to calculate the second moment based on a
suitable assumption of the shape of the molecular weight distribution. Cur-
rently, these additional equations must be inserted in either model to be
connected or an additional intermediate model must be introduced.
As a solution, meta data stored in ROME should be detailed and used in
order to support the consistent setup of a simulation experiment. This will
require a tighter integration of the two systems as was performed in this
work.
Unit operation development: The development of new unit operations is cur-
rently not very easy, because unit operations take care of maintaining spec-
ifications on their own. Instead, the overall implementation effort could be
reduced, if this task was taken care of by the solver because the number of
solvers to be developed is far smaller than the number of units.
This problem is currently circumvented by providing a unit operation frame-
work that simplifies unit operation development as well as a compiler which
fully generates a CHEOPS unit operation given a model specification in
the Modelica modeling language. These facilities should be hooked up to
ROME in order to be able to employ models developed by the modeling
toolkit MODKIT within ROME.
Genericity of the unit operation interfaces: The representation of unit opera-
tion and port variables which can be accessed from other components are
currently not independent of the simulation context currently being em-
ployed. Instead, each simulation context of a unit operation should be
able to determine a suitable mathematical representation of the variables
involved. As an example, the development of a dynamic modular applica-
tion requires a representation of the variables as (interpolated) trajectories,
whereas a differential-algebraic solver uses simple values for a certain point
in time.
Physical distribution: Currently, a CHEOPS simulation always uses a number of
remotely connected servers. This fact makes the development and debug-
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ging of CHEOPS a more difficult and time consuming. It would be desirable,
if servers could be dynamically collocated into a single process to simplify
debugging and to speed up computation times where a distribution of re-
sources is not necessary.
Most of the technical problems mentioned are currently addressed in a major
reengineering effort of the CHEOPS implementation.
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Chapter 7
Problem Solution of the Scenario
using Realms
After a technical solution of the issues mentioned in Chapter 2 has been presented
in Chapters 4 through 6, this Chapter describes how to solve the case study pre-
sented in Chapter 3 using the tools developed along this work.
As opposed to Chapter 3, a simplified case will be calculated first, containing
a linear splitter modeled in gPROMS instead of the wiped film evaporator men-
tioned before. The fact that this scenario can be easily calculated within Aspen-
Plus allows a comparison of the results and an assessment of the performance of
the approach. Further, it shall be sufficient to demonstrate the technical approach
undertaken in this work. Process models (again in C3 notation) and snapshots
from the screen will be used to clarify how the user is supposed to work with the
tools.
The overall work process (cf. Figure 7.1) is partitioned into the steps of devel-
oping the subordinate models, importing them into the model repository ROME
(further explained in Section 7.1), aggregating them to a complex model of the
polyamide6 process (Section 7.2), and carrying out a heterogeneous simulation
experiment (Section 7.3). In Section 7.4, the scenario is augmented by incorpo-
rating the simulation of an extruder in the heterogeneous experiment.
The first step is performed by one or more model developers which may be
experts in different areas (reaction, separation, and polymers processing in this
case). The other steps are performed by an engineer assuming a role termed in-
tegration expert. As can be seen in Figure 7.1, these four steps are carried out
in a sequence and the results created in each step are used in the following ones.
However, the development of the different models needed for the heterogeneous
experiment can be performed in parallel.
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Figure 7.1: The overall work process of the scenario
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Figure 7.2: The reaction section model in PolymersPlus
7.1 Importing the required models into ROME
In order to work with the individual models developed for the polyamide6 process
design project, it is required to import them first into the model repository so that
they are available for the model integration expert. The import of a model is
launched in the project browser tool implemented in the MODKIT architecture.
Whereas this section presents the necessary steps to import models from a user’s
perspective, Section 4.6.1 has outlined the technical foundation of this activity.
In this scenario, several experts perform model building in their respective
area and it is assumed that they all import models into ROME after successfully
developing and testing them.
7.1.1 Importing the Reaction Section Model into ROME
First, the reaction section model (as described in [60]) developed using Polymers-
Plus is imported into the repository. The original model as seen in the Polymers-
Plus graphical user interface is shown in Figure 7.2.
The model consists of a continuously stirred tank reactor (CSTR) on the left,
an intermediate step to separate additional water which impedes the reaction pro-
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Figure 7.3: Launching the import of a model
cess, and finally a plug-flow reactor (PFR) on the right. In industrial practice,
this reaction may be performed in a so-called VK-Rohr equipment (simplified
continuous tube) which is similar to a plug-flow reactor, but additional water is
evaporated along the tube [6]. Such a model is not available within AspenPlus or
PolymersPlus so that a simplified model as explained is used.
Importing this model into ROME requires a selection of the superclass of
the class to be generated (plant section model in this case) by the import step
(cf. Figure 7.3) and the enactment of the Import subclass menu entry. Then,
a name for the new class must be provided; in this scenario the class is called
PA6ReactionSection. Subsequently, a PolymersPlus backup (or input) file can be
selected as the source of the model to be imported (Figure 7.4).
Finally, the PolymersPlus backup file is automatically transferred into the
repository and the model structure will be made available in the neutral repre-
sentation. From now on, other modelers can make use of the reaction section
model via the web-based interface or via MODKIT.
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Figure 7.4: Selecting a model implementation from a file
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7.1.2 Importing the Splitter Model into ROME
The import step of the splitter model (implemented in gPROMS) is similar to the
reaction section import. The corresponding model class is called PA6Splitter and
belongs into the class of equipment models. The split factors assumed specify
that nylon completely leaves the splitter through the first output, whereas all other
components are recycled into the reaction section.
As explained in Section 4, a fragment in XML must be specified by the user
as part of the gPROMS input file. The specification shown in Figure 7.5 defines
the gPROMS process which makes the imported model available because this
information is not evident from the gPROMS file itself. Further, ports are defined
as well as the variables made available at each port. Further, a mapping from the
concepts imported to classes defined in ROME must be established (cf. the class
attributes of the ports in the port elements). Each variable element (scalarvariable
or vectorvariable) specifies the gPROMS variable names relative to the process
as well as the mathematical dimension of the variable. This information is also
necessary for the gPROMS integration unit in CHEOPS in order to be properly
setup.
7.2 Aggregating the polyamide6 process model us-
ing MODKIT
After the import has been performed, the following situation in the model repos-
itory ROME is established: The model class (cf. Section 5.3.4) of the reaction
section has a model implementation (cf. Section 5.3.5) that contains the corre-
sponding PolymersPlus backup file. The model class of the splitter corresponds
to the model defined in the corresponding gPROMS file. Both proprietary input
files are stored along with the models as associated model implementations.
In order to aggregate these models to a heterogeneous model class, the inte-
gration expert first introduces a new class PA6Process as a subclass of a Process-
Model. (S)he then launches the structure editor for the newly created class through
a context menu.
Within the model structure editor (cf. Figure 7.7) the integration expert selects
the model classes created by means of the import steps mentioned above in the
class tree (left-hand side of the tool window) and creates subordinate model def-
initions on the model structure pane (right-hand side), again through the context
menu. New submodel definitions (cf. the ROME metamodel definition in Sec-
tion 5.3.4) are created, associated to the polyamide6 process model class, and
presented in the graphical view of the model structure.
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#! <unit name="WipeFilmEvaporator" process="train">
#! <port name="INLET" tag="INLET" dir="INPUT"
#! class="MaterialPort">
#! <vectorvariable name="ComponentMassflows"
#! tag="COMPONENT_MASSFLOW"
#! target="split.massflows_in"
#! dimension="8"/>
#! <scalarvariable name="Temperature"
#! tag="TEMPERATURE"
#! target="split.T_inlet"/>
#! <scalarvariable name="Pressure" tag="PRESSURE"
#! target="split.p_inlet"/>
#! </port>
#!
#! <port name="MeltOutlet" tag="MELT_OUTLET" dir="OUTPUT"
#! class="MaterialPort">
#! <vectorvariable name="ComponentMassflows"
#! tag="COMPONENT_MASSFLOW"
#! target="split.massflows_melt"
#! dimension="5"/>
#! <scalarvariable name="Temperature" tag="TEMPERATURE"
#! target="split.T_outlet_melt"/>
#! <scalarvariable name="Pressure" tag="PRESSURE"
#! target="split.p_outlet_melt"/>
#! </port>
#!
#! <port name="VaporOutlet" tag="VAPOR_OUTLET" dir="OUTPUT"
#! class="MaterialPort">
#! <vectorvariable name="ComponentMassflows"
#! tag="COMPONENT_MASSFLOW"
#! target="split.massflows_vap"
#! dimension="5"/>
#! <scalarvariable name="Temperature" tag="TEMPERATURE"
#! target="split.T_outlet_vap"/>
#! <scalarvariable name="Pressure" tag="PRESSURE"
#! target="split.p_outlet_vap"/>
#! </port>
#! </unit>
Figure 7.5: Specification to import the gPROMS splitter model into ROME
154 Problem Solution of the Scenario using Realms
After the creation of both subordinate models, ports to be connected are se-
lected and couplings to represent the model topology can be created. At this point,
it should be noted again that the aggregation of these three models exists only on
the neutral model definition layer of ROME. Finally, when the overall topology
has been created (cf. Figure 7.7), the integration expert can proceed to the simu-
lation step by launching the simulation manager tool from the main menu.
7.3 Carrying out simulation experiments with
CHEOPS
In order to carry out a simulation experiment with CHEOPS, the modeler selects
the PA6Process class and selects the menu item Simulate from the menu of the
model browser tool. This action will launch the simulation manager tool and
call the code generator for CHEOPS experiments implemented in ROME (cf. Sec-
tion 5.5). Currently, this step generates only a template containing the units (which
correspond to the subordinate model definitions of the model class being simu-
lated) and the couplings which describe the structure of the heterogeneous model
to be simulated. The user must now add values for inputs and estimates (i.e. the
feed into the reaction section in this case) for the iteration into the XML simula-
tion specification. The major parts of the CHEOPS specification file are shown in
Figure 7.6.
Now the experiment specification should be saved by selecting the Save exper-
iment entry from the simulation manager tool menu. The next step is the actual
execution of the experiment which is started by the Run simulation menu entry.
Subsequently, the simulation will be initialized and carried out as explained in
Section 4.6.2. CHEOPS requires 7 iterations (with a relative tear stream error tol-
erance of 1e-4) and slightly more than a minute to compute the results presented
in Table 7.1. The identical experiment in PolymersPlus (with the native Polymers-
Plus splitter) yields the same results. The PolymersPlus experiment requires the
same number of iterations and about half of the time, but this comparison is not
very precise as the CHEOPS experiment involves launching the PolymersPlus exe-
cutable which takes a considerable part of the overall time. However, this compar-
ison gives an idea of the overhead involved in such an heterogeneous simulation
experiment.
This overhead is largely determined by the communication effort among the
different modules of the environment and the convergence of the tear streams.
Thus, it can be expected that a large number of models which are rather easy to
compute and/or a complex model topology lead to a large overhead. For a simple
topology (as in this experiment) and the PolymersPlus model which requires itself
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<cheops>
<experiment name="Cheops PA6 simulation of wipefilm evaporator">
<flowsheet>
<unit name="Reactor" ...>
<port tag="FEED">
<variable tag="COMPONENT_MASSFLOW">
<coefficient index="1" status="parameter" value="150"/>
<coefficient index="2" status="parameter" value="5000"/>
<coefficient index="3" status="parameter" value="0.0"/>
<coefficient index="4" status="parameter" value="0.0"/>
<coefficient index="5" status="parameter" value="0.0"/>
</variable>
<variable tag="TEMPERATURE">
<coefficient index="1" status="parameter" value="260.0"/>
</variable>
<variable tag="PRESSURE">
<coefficient index="1" status="parameter" value="1.0"/>
</variable>
</port>
</unit>
<unit name="Evaporator" ...>
</unit>
<coupling name="Reactor-Separation"
from="Reactor.R2OUT"
to="Evaporator.INLET" />
<coupling name="Recycle"
from="Evaporator.VAPOR_OUTLET"
to="Reactor.VAPOR2" />
</flowsheet>
<solver loc="corbaname:rir:#simulation.dir/
solvers.dir/seqsolver.cheops">
<parameter tag="relative_tolerance" type="float" value="0.02"/>
</solver>
</experiment>
</cheops>
Figure 7.6: The XML specification of the experiment as an input to CHEOPS
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Reactor Reactor Reactor Recycle Evaporator
Feed Purge Outlet Outlet
Temperature [C] 260.00 260.00 260.00 260.00 400.00
Pressure [bar] 1.00 0.50 5.00 1.00 1.00
Water [kg/hr] 200.00 192.96 17.13 15.42 0.00
CL [kg/hr] 4800.00 3.24 424.03 318.02 0.00
ACA [kg/hr] 0.00 0.00 0.28 0.28 0.00
CD [kg/hr] 0.00 0.00 43.84 43.84 0.00
Nylon [kg/hr] 0.00 0.00 4696.08 0.00 4696.08
Table 7.1: Results of a simplifed scenario experiment
rather long to compute (as opposed to the splitter in gPROMS) the overhead is
comparably small.
7.4 Integrating the Polymer Processing Step
After a basic verification of the environment using the simplified examples pre-
sented in the former section, the simulation experiment is now augmented by an
extruder model in order to study the interactions of the degassing step performed
in the extruder and the separation in the evaporator. Although this specific ex-
periment could in principle be performed in a CAPE-OPEN compliant simulator
(if gPROMS and Morex were available as CAPE-OPEN compliant unit operation
modules), it should be kept in mind, that the scenario is just one possible use of
the environment presented in this work. As an example, further experiments could
cover optimization or dynamic simulation.
A further difficulty in the configuration of this scenario is that Morex stream
definitions are not compatible with the ones expected by the reaction and sep-
aration models implemented in AspenPlus and gPROMS, respectively. For the
connection to gPROMS, this problem has been solved ad hoc, by modifying the
gPROMS splitter model accordingly. In AspenPlus, changing the stream defi-
nition is not possible. Thus, an additional gPROMS mixer was developed that
combines the recycle stream of caprolactam from the extruder (having only one
component) with the feed (containing 5 components) and is compatible with the
AspenPlus stream definition. In the future, it would be desirable, if e.g. the cou-
pling implementation could handle such minor problems.
Similar to the procedure presented above, a new model class has to be intro-
duced and models are created and connected according to the process flowsheet.
The structure of the resulting process model as displayed by the MODKIT struc-
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Figure 7.7: The structure of the polyamide6 process model
ture editor tool is shown in Figure 7.7.
The solution of this experiment by means of the sequential-modular solver in
CHEOPS now requires about 2 minutes to solve and yields the results presented in
Table 7.2.
Reactor Evaporator Extruder Extruder
Feed Recycle Recycle Outlet
Temperature [C] 280.00 260.00 260.00 400.00
Pressure [bar] 1.00 1.00 1.00 1.00
Water [kg/hr] 150.00 13.23 0.00 0.00
CL [kg/hr] 4850.00 327.53 96.66 0.95
ACA [kg/hr] 0.00 0.24 0.00 0.00
CD [kg/hr] 0.00 45.15 0.00 0.00
Nylon [kg/hr] 0.00 0.00 0.00 4742.68
Table 7.2: Results of the CHEOPS simulation of the scenario
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Chapter 8
Conclusion
The objective of this work is the support of model-based engineering techniques
by means of model management functionality. Model reuse and integration have
been revealed as important facets of model management in order to leverage the
substantial investments into model development and process modeling software.
It has been shown that model management can be applied to realistic examples,
yet it is not prevalent in commercial process modeling environments to the extent
necessary.
Thus, an environment called REALMS has been designed to support model
management without giving up existing models and modeling tools. It has been
demonstrated that the differences among model representations and tool interfaces
can be overcome so that the vision to present a homogeneous model base to the
user which can be used in arbitrary simulation and optimization experiments is
tractable with today’s technologies.
The environment integrates existing process modeling environments from a
model maintenance point of view through a model repository ROME which as-
sumes the role of storing models for later retrieval and reuse. Further, a simu-
lation integration framework CHEOPS is responsible for executing simulation ex-
periments consisting of heterogeneous models. The model composition process in
this environment can be performed through the modeling toolkit MODKIT which
also provides administration functionality of the model repository to some extent.
Further, a simple user interface to specify simulation experiments and store along
with the corresponding models has been shown.
This work (and especially the implementation developed along) relies to a
large extent on modern software engineering methodologies such as architecture
development, pattern-based design, or use of computer-aided software engineer-
ing (CASE) tools. These have dramatically simplified the software development
process and led to an environment which is maintainable and flexible despite of
its size.
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In this work, an integration of AspenPlus, gPROMS, and the special purpose
tool Morex has been used as an underlying scenario in the domain of steady-state
process simulation. Nevertheless, the software developed is open with respect to
new tools as well as model-based applications. Besides the fact that REALMS
covers model management in addition to solver integration, the openness of the
environment developed distinguishes it clearly from the CAPE-OPEN approach.
This is demonstrated by ongoing work in the areas of discrete-time modeling [169]
and dynamic-modular solver integration [170] which is currently undertaken on
top of the work described. Further, an integration of the model repository with
the engineering data management COMOS PT based on a realization of the data
model CLiP is currently under development [22].
The integration of the model repository and the simulation framework are
strongly related to the objectives of the COGents project which deals with
knowledge-based setup of simulation environments based on CAPE-OPEN tech-
nology [37]. Whereas COGents is concerned with a set of process modeling com-
ponents integrated a-priori by means of the CAPE-OPEN framework, this work
integrates complete process modeling environments a-posteriori. The knowledge-
based support provided through COGents should finally be applied within this
architecture in order to simplify the task of setting up a heterogeneous simulation.
There are several limitations in the current implementation of the architec-
ture, however. The direct implementation of the neutral model representation as a
database schema leads to a large number of physical references. Thus, it is rather
difficult at the moment to simply exchange a certain model against a different one.
This limitation stems partially from the fact that the metamodel does not clearly
distinguish model interfaces (in the sense of a type) and model implementations.
Although the distinction exists on a conceptual level (through ports and published
variables), the references among different models do not make use of it.
Further, the representation of domain-specific knowledge is not very detailed
so far. Although a direct implementation of model properties as e.g. proposed
by MARQUARDT [120] is technically simple, it would be more interesting to use
a meta-approach for their specification in order to retain an open environment
which is potentially reusable in other domains as well. In this case, modeling con-
cepts would be enhanced by a generic attribute that holds a formal description of
a concept in terms of domain-specific properties. This attribute might be a string
containing some XML (e.g. according to the OntoCAPE ontology to be developed
in the COGents project [37]). The advantage of having a generic string attribute
on the IDL interfaces instead of specific attributes is that modifications and exten-
sions become simpler because the IDL interfaces of the ROME API need not be
changed. Such an approach can also be used more generally for the development
of an integration environment as the one presented (as shown e.g. by KARSAI and
co-workers [102]).
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In addition to structural properties, also behavioral issues such as the validity
range of a model in a certain context should be specified in order to simplify model
reuse. Also, precise specifications of reference states and thermodynamic models
employed are required in order to automatically reason about incompatible con-
figurations of heterogeneous process models. In the long run, a model repository
could become a part of a corporate memory which provides a detailed ontology
of a companies assets such as its organization structure, markets and competitors,
work processes executed, products developed and so forth [149].
Searching algorithms must be implemented in order to allow quick access
to models which are potential candidates for reuse. However, experiences have
shown that the use of simple properties or keywords is probably not sufficient to
deeply structure a large set of models in a manner that queries lead to a manage-
able set of results. Here, structured queries integrated with plant and process infor-
mation should be investigated, probably based on corporate memory and semantic
web technology. An integration of the model repository with design information
about processes and plants has already been proposed [22]. The information ob-
tained through this integration, i.e. which models represent which process step or
equipment, must be formalized and made available to some inference engine. De-
scription logics have emerged as a very reliable and performant technology [70]
for reasoning in such contexts.
Version and configuration management are a further item on the wishlist of a
model management system. Although their implementation may be simple based
on existing database technology, a detailed analysis from a work process perspec-
tive (as proposed e.g. by SCHNEIDER et al. [61]) is worthwhile to tailor these
capabilities to the business processes in a chemical engineering company. The
evolution of chemical process models is not just reflected in versions and config-
urations, but is also determined by bridging levels of detail and complexity. Here,
the systematic treatment of refinement processes from an engineering perspective
as well as from an information science perspective will reveal new insight and
better support.
It should be noted that the ideas presented in Chapter 4 are not limited to
the domain of chemical engineering. Rather, models are used in a wide range
of domains. Technical systems are traditionally described as a systems hierarchy
with ports and connections [155]. Recently, such design methodologies have also
been proposed in the domain of software engineering [174]. Thus, one might be
tempted to assume that an architecture as the one sketched can be applied for a
wide range of domains, for example in supply-chain modeling, software develop-
ment, or management sciences. Further developments must, however, ensure that
the technical basis remains domain-independent and that domain-specific exten-
sions are made on a specification instead of on an implementation level.
Despite all technical achievements, the core problem of model management
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will be to convince engineers to actually supply their models and use the model
management system. Other knowledge management and sharing efforts have
shown, that an incentive system that lets workers participate in the advantages and
savings on the enterprise level is a useful if not required part of the deployment of
a model management system. This is clearly an issue to be discussed and decided
on a management level and from a global view, integrated with policies related to
other corporate knowledge sharing efforts such as document management systems
or corporate memories.
Such an incentive system will probably be impossible to develop based on the-
ory alone. Thus, the practical use of a system should be evaluated in collaborative
projects between industry and academia in order to assess the functionality de-
veloped, explore new requirements, and developed incentive systems tailored to a
company.
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