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Microgrids’ deployments are increasing and projected to increase even more in 
future due to the significant advantages that are provided by this technology for end-use 
customers. However, microgrids can be connected to each other to create integrated 
microgrids system, which can further promote the anticipated and desired benefits. An 
integrated operation of microgrids can potentially improve the local power system 
reliability and resilience, increase the individual microgrids’ economic benefits, and 
promote further utilization of renewable energy resources. Integrating microgrids, to 
achieve a microgrid network or cluster, is expected be an essential application towards 
smarter power grids and a key operational feature in emerging modern distribution grids. 
Consequently, finding the optimal schedule of the integrated microgrids during the grid-
connected and islanded operation modes is necessary to achieve the most possible 
economic and environmental benefits. 
In this dissertation, the integrated microgrids systems’ operation is investigated, 
researched and studied. The impact of elevating prosumers to provisional microgrids (to 
form an integrated microgrids system) is discussed and examined, and further 
independent and integrated microgrid optimal scheduling models are developed and 
mathematically simulated, to identify its merits and importance in the distribution grid. In 
addition, the value/quantity of the unused capacities in the microgrids is discussed and 
investigated, and a communicative optimal scheduling model for integrated microgrids 
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systems is developed and proposed, in which the local power exchange between the 
integrated microgrids is determined through an iterative exchange of relevant information 
based on unused capacity and unmet power in the microgrids. Moreover, the microgrids’ 
privacy is taken into consideration by a developed optimal scheduling model based on the 
Lagrange Relaxation (LR) method, where the optimal scheduling problem is decomposed 
into individual optimal scheduling problems using the LR to take prevailing privacy 
issues into account. Furthermore, an optimal scheduling model for integrated microgrids 
systems in holonic distribution grids is developed, where the proposed model is capable 
of determining the optimal network topology, i.e., optimal connections among the 
integrated microgrids, to ensure minimum microgrid-specific and system-wide operation 
cost as well as maximum reliability of the entire integrated system.  
It should be mentioned that all proposed models are mathematically formulated 
using mixed-integer programming, and studied through numerical simulations to show 
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 Chapter One: Introduction 
Microgrids are introduced to address challenges related to the wide deployment of 
distributed energy resources (DERs) in distribution networks by offering an intelligent, 
localized, and reliable control of local generation and load resources. Based on the U.S. 
Department of Energy definition [1], DER installations comprising three distinct 
characteristics could be deliberated as microgrids: (i) defined electrical boundaries; (ii) 
employment of a local controller to operate the system as a single controllable entity; and 
(iii) the islanding capability. The deployments of microgrids are increasing and projected 
to increase even more due to vital advantages that this technology can provide [2]-[4]. 
Microgrids, however, are costly installation and the economic viability of the microgrid 
deployment cannot be justified for all consumers. Thus many have chosen to only use 
local DERs to partially offset local electricity usage, commonly called prosumers. 
Microgrids offer significant advantages for both local consumers and the utility grid, 
from improving load-point reliability and power quality to enhancing energy efficiency 
and helping postpone the upstream network upgrades, many of which are enabled 
through microgrid’s noteworthy capability in islanding in response to grid disturbances 
[4]-[6]. Microgrids improve security and resiliency of the electricity supply and delivery, 
while helping improve system economics and environmental impacts. Microgrids are 
small-scale power systems that consist of various types of DERs installed locally close to 
loads. DERs consist of distributed generators (DGs) and distributed energy storages 
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(DESs), where numerous technologies are developed such as combined heat and power, 
fuel cell, micro-turbine, and renewable energy resources [6]-[9]. The microgrid is capable 
of operation in two modes: grid-connected and islanded. The decision to operate in the 
islanded or the grid-connected mode is made by the microgrid master controller based on 
security and economic considerations [10]-[13]. The master controller is the main entity 
responsible for the decisions that related to the optimal operation of local DERs, power 
exchange with the utility power grid, and switching the microgrid between grid-
connected and islanded modes. 
The microgrid operates in the grid-connected mode for economic and reliability 
purposes, where sufficient power can be exchanged with the utility grid. However, the 
microgrid may supply its local need of power by the locally installed DGs rather than 
purchasing power from the utility grid to achieve the economic objectives [14]-[16]. In 
addition, it may also import more than its need of power from the utility grid to be stored 
in the DES when real-time market prices at low levels, and sell them back to the utility at 
peak hours, i.e. when real-time market prices at highest levels. Microgrids infrequently 
operate in the islanded mode and rely on local DERs for electricity supply. 
Islanding is the microgrid’s most prominent feature, in which, it is defined as the 
microgrid ability to be disconnected from the utility grid and operate on its own. 
Microgrids operate in the islanded mode by relying on generated power by local DGs and 
the stored energy in the DES [17]-[20]. Islanding happens mostly in case of upstream 
disturbances and/or utility grid voltage fluctuations. Significant advantages are provided 
by the islanding operation as it increases the load-point reliability during major power 
failures and enhances social cost savings, which makes the islanded design crucial in the 
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microgrid planning decisions [20]-[22]. The microgrid is switched into the islanded mode 
using upstream switches that are located at a specified point in the network, called the 
point of common coupling (PCC), between the microgrid and the utility grid. This 
feature, however, results in some drawbacks, which are being identified as microgrids 
penetration increases worldwide: 
• Microgrid islanding requirement dictates the deployment of a high percentage of 
dispatchable generation, primarily in form of gas-fired turbines or micro-turbines. 
Thus, the deployment of variable generation resources, primarily renewables 
which could not be efficiently dispatched for islanding purposes, would be 
relatively low in microgrids;  
• The capital-intensive DER installations will be underutilized as microgrids 
commonly purchase low-price power from the utility grid which benefits from 
economies-of-scale in generation and utilizes less costly nuclear, coal, and gas 
units. Therefore, microgrid DERs would only be employed in infrequent islanded 
hours for the mere purpose of improving reliability. 
These issues could increase the return on investment, significantly impact the 
microgrid economic benefits, and lower the anticipated environmental merits [23]-[24]. 
Therefore, proper solutions should be found to make benefit from this unused capacity. 
There has been limited discussion in the literature that how this unused capacity can be 
efficiently leveraged. Provisional Microgrids (PMGs), as elevated prosumers without the 
islanding capability, are proposed and designed based on the microgrid’s unused capacity 
in [24] as a potential solution to this problem. PMG consists of a cluster of loads and 
renewable DGs that act as a single entity with clearly defined electrical boundaries to 
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boost the desired economic benefits and promote the use of renewable energy resources. 
Even though master controllers exist in the PMGs, they do not have the capability to fully 
island the PMG from the utility grid during major outages as the PMG lacks adequate 
dispatchable generation. Therefore, it is electrically connected to neighboring microgrids, 
called coupled microgrids (CMGs), to enhance its ability to be islanded in case of 
upstream disturbances [24]-[28]. In [24] an uncertainty-constrained optimal scheduling 
model is developed based on a decomposed two-level model. The study in [25] further 
investigates the provisional microgrids optimal planning problem and considers the 
anticipated interactions among the provisional microgrid and the coupled microgrid in 
both grid-connected and islanded operation modes. Robust optimization method is used 
to capture uncertainties in the problem. Elevating prosumers to provisional microgrids is 
investigated in [26] to show its impact on reducing the undesired load curtailments during 
the islanded operation, which mainly rely on the unused capacity of the coupled 
microgrid to enhance the reliability and ensure seamless islanding. In [27], the design and 
operation of the PMGs is investigated. The rationale, relevance, and features of the PMG 
along with its operation modes are further discussed. The study in [28] proposes a 
communicative scheduling model for the integrated microgrids, where the information of 
the unmet power in the PMG and unused capacity prices in the CMG are exchanged 
iteratively among the integrated microgrids until the optimal solution is reached. 
Microgrids can be connected to each other to form integrated microgrids, which 
also called interconnected microgrids, networked microgrids, multi-microgrid (MMG), or 
microgrid clusters. Integrating the microgrids can provide several advantages as it can 
enhance the reliability, resiliency, and the operation of the power systems [29]-[31]. In 
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addition, it can boost the utilization of the renewable energy resources, make a full use of 
the installed DESs in the microgrids, and increase microgrids’ economic benefits [32]-
[34]. The integrated microgrids concept is widely discussed in the literature. The study in 
[29] proposes a cyber-network communication system for multiple microgrids, where a 
self-healing microgrid system is formed to increase the resiliency of the integrated 
microgrids. The study in [30] presents a multi-microgrid state estimation and fuzzy state 
estimation that objects to investigate the increase penetration of the microgeneration in 
the distribution networks through exploiting and extending the microgrid technology, 
involving the development of new tools for multi-microgrid management and operation. 
The proposed algorithm is robust and can be efficiently used for local state estimation. In 
[35], a coalition formation game is formulated between these DERs and an algorithm is 
proposed for forming the coalitions. The proposed algorithm allows the DERs to make 
distributed decisions on whether to form or break coalitions, while minimizing their 
operation costs. In [36], the price competition among integrated microgrids is analyzed 
using a game theory framework. The system is modeled by assuming that in each time 
slot, a microgrid may either have one unit of excess power, or one unit of deficit power, 
or neither excess nor deficit power, each associated with a probability. Consequently, 
microgrids can compete to sell their excess power to those with deficit power. By 
defining energy cost saving as the total energy cost reduction with the proposed 
microgrid energy cooperation over the traditional case of no cooperation, the study in 
[37] solves an off-line optimization problem and proposes a distributed algorithm for the 
optimal off-line energy management solution of integrated microgrids. A method of joint 
optimization and distributed control of integrated microgrids is proposed in [38]. The 
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generation plan of controllable DERs is determined via an optimization framework, 
which minimizes the aggregated operation cost of the integrated microgrids. The study 
[39] proposes a distributed optimization method based on the alternating direction 
method of multipliers (ADMM) for the generation scheduling of integrated microgrids. 
The study in [40] develops a modeling framework for evaluating the power exchange 
capability between the interconnected microgrids and the distribution network. The 
proposed modeling framework includes prediction and correction models that 
respectively predict and determine the interchange capability. In [41], two microgrids are 
integrated and tested using the HOMER software. In [42], the interactions between 
distribution network operation and integrated microgrids are characterized. In addition to 
cybersecurity and resilience, state estimation is implemented in integrated microgrids in 
[43]. In [44], an optimization problem is investigated and studied based on model 
predictive control (MPC) for a network of microgrids. This work provides valuable 
insights on how power generation of integrated microgrids could be effectively 
distributed in the network in order to minimize the cost of power purchased by 
microgrids. In [45], a technique based on recurrent neural network (RNN) is proposed to 
achieve the optimal operation of microgrids connected to the utility grid. The proposed 
RNN allows optimizing the power supply, minimizing the power supplied by the utility 
grid, and maximizing the power supplied by renewable energy sources. Control problems 
of the integrated microgrids are investigated and studied in [31], [46]-[51]. The study in 
[31] assesses the merits and drawbacks of the integrated microgrids using multi-criterion 
decision aids. The economic, technical, and environmental impacts of such trading 
mechanism are further investigated. The study in [46] presents an advanced control 
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functionality to manage the high penetration of the DERs and active loads in the 
distribution networks. In [47], a method for tertiary control level for load sharing is 
described. The proposed method works with distributed secondary control system to 
benefit from its communication structure in propagating voltage set points. The study in 
[48] develops a real-time tertiary control algorithm for DC microgrid clusters. The 
developed algorithm solves a set of load flow equations to improve the efficiency and the 
voltage stability of the distribution network, and periodically forecasts the net available 
energy at each microgrid in the cluster to improve the short-term planning. The study in 
[49] presents a strategy for designing a communication and control infrastructure based 
on the virtual microgrid concept in a distribution system. A new decentralized control 
scheme based on the self-organization approach for managing integrated microgrids is 
proposed in [50]. The proposed decentralized control scheme improves the scalability and 
flexibility, and achieves comparable performance in terms of system reliability when 
compared to a centralized scheme. The study in [51] presents a distributed control 
schemes for integrated low-voltage DC microgrids. In order to provide proper references 
for power flow control, a systems-on-chip of batteries inside the microgrids is proposed, 
making microgrids tend to have equal systems-on-chip despite different loads. Studies 
focus on the compromise between cost and reliability in the integrated system are 
discussed in [32]-[34], [52]-[54]. A probabilistic Monte Carlo based iterative 
methodology is applied in [32] for the optimal planning of integrated microgrids, where 
this study is implemented to a six-microgrid system operating in the islanded mode. The 
numerical simulations suggest that three interconnection lines should be installed to 
ensure that each microgrid will satisfy the given reliability constraints while satisfying 
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the limited capital cost. The study in [33] presents an optimal economic dispatch strategy 
for an integrated system involves two microgrids and a single DES. An economic 
operation model based on the price difference of microgrids and time sequential weight is 
proposed in [34]. The numerical simulations show the impact of the DES on the 
integrated microgrids in terms of minimizing the operation cost. The study in [52] 
discusses the concept of integrated microgrids, and further investigates the possibility of 
smart distribution systems using the integrated systems. The study in [53] addresses the 
small signal modeling and stability issues in the integrated DC microgrids. In [54], 
modular-architecture microgrids are discussed to assure expansibility, reliability, and 
controlled cost in integrated systems. It is shown that through a coordinated optimization 
and management, the reliability and functionality may be improved within a limited cost. 
Many studies are made in the literature on the optimization of integrated microgrids. In 
[55], an algorithm for multi-objective optimal power flow is used, and decentralized 
power dispatch model is described in [56]. The study in [57] deals with potential benefits 
from individual and integrated microgrids in terms of economy, loss avoidance, and 
emissions reduction, using electricity market prices, with different renewable generation 
penetration levels. The study in [58] presents an integrated energy exchange scheduling 
for a multi-microgrid system under a pricing strategy using adjusted prices, and further 
proposed a decentralized optimal scheduling strategy for the microgrid central controller 
to minimize the microgrids operation cost and satisfy the consumers’ needs. The study in 
[59] develops a joint energy trading and scheduling strategy for integrated autonomous 
microgrids. In addition, it designs an incentive mechanism using Nash bargaining theory 
and investigated the possible interaction among the integrated microgrids. In [60], a 
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distributed mechanism for energy trading between the integrated microgrids is proposed 
in a competitive market based on a game-theoretic analysis, where the proposed game-
theoretic strategy provides incentives for energy trading between the integrated 
microgrids. The study in [61] proposes a stochastic and probabilistic modeling 
framework to minimize the operation cost of each microgrid in a multi-microgrid system, 
and utilized the particle swarm optimization algorithm to solve the optimization problem. 
In [62], an energy management framework for the integrated microgrids is presented, 
where the scenario-based two-stage stochastic optimization approach is proposed to 
capture the uncertainties related to the load demand and the generation of renewable 
energy resources. The study in [63] designs a bargaining-based energy trading market for 
the energy trading among the integrated microgrids and proposed a decentralized 
algorithm to solve the bargaining problem. The study in [64] proposes a system of 
systems framework for optimizing the operation of active distribution grids based on a 
decentralized optimization approach to maximize the benefit of each independent system. 
High penetration of DERs creates new dynamics that current distribution 
networks are inadequate to handle [65]-[67]. Current distribution networks do not provide 
enough intelligence to encourage and manage optimal cooperation among the recently 
emerged systems such as microgrids. Therefore, it is necessary to develop smarter 
distribution networks to achieve the envisioned smart grids. A new generation of 
distribution grids, called the holonic distribution grids, is recently discussed and predicted 
to be extensively implemented in the future due to their capability in boosting the 
connectivity among autonomous entities [67]-[68]. The holonic paradigm was first 
proposed in [69]. Holonic system approach is based on the hierarchy concept, where each 
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holon represents a self-contained and autonomous system. However, in holonic 
distribution grids a holon, e.g., a microgrid, could be a whole and at the same time part of 
a whole. Hence, the holonic approach can be described as a hybrid between the 
distributed and centralized approaches, where autonomous subsystems adapt within the 
holonic system and managed by a supervisory controller [67]-[69]. The holons can be 
dynamically reconfigured and reorganized to adapt themselves in a dynamic 
environment. Through the aggregation mechanism provided by the holonic distribution 
grids, holons can form scalable architectures that support achieving local and global 
benefits. The study in [65] presents a goal-based holonic multi-agent system to support 
the power distribution systems in operating as cyber-physical systems, and further 
provides details on its design and operation. In addition, it demonstrates the role of the 
holonic multi-agent system for two applications in power distribution systems including 
the control of the reactive power at solar PV installations and the system state estimation 
provided by residential smart meters. The study in [70] proposes a holonic control 
architecture to address the smart grids control challenges for attaining global and local 
objectives at the macro- and micro-levels, respectively. A proof-of-concept 
implementation is exemplified to investigate the use of the proposed holonic architecture 
by integrating basic control solutions. In [71], a holonic multi-agent system architecture 
is presented to control power distribution systems in an adaptive manner. The islanded 
operation of the distribution system in case of emergencies is further taken into 
consideration. In [72], a fractal model for power systems based on a holonic structure is 
presented enabling multiple aggregation layers while maintaining sufficient autonomy of 
systems. The study in [73] proposes an intelligent control strategy for renewable energy 
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systems based on the holonic structure. In addition, a multi-criteria decision aid method is 
applied and identified in this study to control the system's components. In [74], a generic 
architecture of smart grids is proposed based on the holarchy concept. The suggested 
architecture of the system involves various independent prosumers with a bottom-up 
organization in a recursive manner to form various aggregation layers that contribute to a 
dynamic system reconfiguration. In [75], an optimal scheduling model of integrated 
microgrids in holonic distribution grids is proposed, enabling dynamic reconfiguration by 
determining the optimal connections among the microgrids aiming at enhancing the local 
and global benefits. 
The rest of the dissertation is organized as follows. Elevating prosumers to the 
status of PMGs is investigated in Chapter Two, and the potential benefits of this elevation 
on the integrated microgrids are further investigated. Chapter Three discusses operation 
of the PMGs and further evaluates the microgrid unused capacity, where a microgrid 
optimal scheduling model is developed for the purpose of assessment. Chapter Four 
proposes a communicative scheduling model for the integrated microgrids, where the 
local power exchange price and the unmet power quantity are iteratively exchanged 
among the integrated microgrids. Chapter Five proposes a privacy-preserving optimal 
scheduling model for the integrated microgrids Based on the Lagrangian relaxation 
method. Chapter Six proposes an optimal scheduling model for the integrated microgrids 
in the holonic distribution grids. Finally, the conclusion and the future directions are 
provided in Chapter Seven. All proposed models are examined on a test system to 






 Chapter Two: Elevating Prosumers to Provisional Microgrids 
Prosumers are rapidly increasing in the U.S. and around the world due to the 
economic benefits associated with utilizing local DERs [22]-[25]. Prosumers usually 
utilize renewable energy resources, which produce variable generation that is difficult to 
be controlled and are further associated with high forecast errors. Consequently, 
prosumers can potentially face similar load curtailments as consumers during utility grid 
disturbances. To address these challenges while making sure that the investment is not as 
costly as a microgrid, a new type of microgrid, called PMG, is recently introduced [24]-
[26]. In this chapter, the advantages of elevating prosumers to PMGs are investigated. 
The optimal scheduling models of the PMG and the CMG are developed, along with an 
integrated scheduling model [26]. It is further discussed how this elevation can benefit 
both microgrids during the islanded operation mode. 
2.1 Model Outline  
Figure 2.1 illustrates the structure of the proposed model. In grid-connected mode, 
the PMG and the CMG would individually exchange power with the main power grid 
with the objective of maximizing the economic benefits (i.e., minimizing the operation 
cost). The CMG would optimally schedule local dispatchable generators, energy storage, 
and the exchange power with the utility grid to minimize its operation cost, while the 
PMG would utilize its local generated power (which is commonly variable generation) to 
supply local loads and purchase the additional power requirements from the utility grid to 
 13 
maintain load-supply balance. However, in case of upstream network disturbances, the 
PMG and the CMG would both be disconnected from the utility grid and switch to the 
islanded operation. In the islanded mode, the PMG would connect to the CMG and the 
two microgrids would start exchanging power, taking into consideration the connecting 
line capacity limit and the available generation capacity in the CMG. The integrated 
microgrids would be optimally scheduled to minimize their own operation costs, which in 
the optimal case, would be equivalent to the minimum of the total operation cost of the 
integrated system. In this case, the PMG would benefit from power transferred from the 
CMG to meet its local demand, hence increase its reliability, and the CMG would 
increase its economic benefits by selling its excess generation to the PMG. In case of 
insufficient power, PMG loads will be partially curtailed based on their relative criticality 
and adjustability, i.e. less important loads would be curtailed first. Load curtailments are 
implemented, as a last resort, to remove power mismatch and achieve supply-demand 
balance. 
A 24-hour scheduling horizon is used to solve the proposed problem, and one 
hour time period is considered to obtain schedules based on hourly operation. Shorter 
time periods can be performed to follow fast changes in the system in an accurate manner 
without loss of generality. 
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Figure 2.1 Illustration of the proposed model during the grid-connected and the islanded operation. 
 
2.2 Problem Formulation  
2.2.1 CMG Optimal Scheduling  
The objective of the microgrid optimal scheduling problem is to minimize the 
microgrid total operation cost, as in (2.1): 














∑  (2.1) 
The first term in the objective represents the operation cost of dispatchable 
generators in the CMG, which comprises generation, startup and shutdown costs 
throughout the selected horizon. The second term represents the cost of power exchange 
with the utility grid, which could be cost or revenue depending on the flow direction. The 
last term denotes the cost/revenue associated with local power exchange with the 
integrated microgrids, here PMG, which also depends on the flow direction. These cost 
terms are calculated for defined scenarios in the CMG optimal scheduling which 
determine the operation mode (i.e., grid-connected or islanded) in each time period. The 











constraints as well, using scenario index s, where s=0 implies the grid-connected mode 
and any value of s more than zero implies the islanded mode. 
The objective of the CMG optimal scheduling is subject to operational 




∑ + PMts + Pts
G = Ddts
d
∑ ∀t,∀s  (2.2) 
−PM ,maxUts ≤ P
M
ts ≤ P
M ,maxUts ∀t,∀s  (2.3) 
Pi
min Iit ≤ Pits ≤ Pi
max Iit ∀i ∈G,∀t,∀s  (2.4) 
Pits − Pi(t−1)s ≤URi ∀i ∈G,∀t,∀s  (2.5) 
Pi(t−1)s − Pits ≤ DRi ∀i ∈G,∀t,∀s  (2.6) 
Ti
on ≥UTi (Iit − Ii(t−1) ) ∀i ∈G,∀t,s = 0  (2.7) 
Ti
off ≥ DTi (Ii(t−1) − Iit ) ∀i ∈G,∀t,s = 0  (2.8) 
Pits ≤ Pit
dch,maxuit − Pit
ch,minvit ∀i ∈ S,∀t,∀s  (2.9) 
Pits ≥ Pit
dch,minuit − Pit
ch,maxvit ∀i ∈ S,∀t,∀s  (2.10) 
Cits =Ci(t−1)s − Pitsuitτ ηi − Pitsvitτ ∀i ∈ S,∀t,∀s  (2.11) 
Ci
min ≤Cits ≤Ci
max ∀i ∈ S,∀t,∀s  (2.12) 
Ti
ch ≥MCi (uit −ui(t−1) ) ∀i ∈ S,∀t,s = 0  (2.13) 
Ti
dch ≥MDi (vit − vi(t−1) ) ∀i ∈ S,∀t,s = 0  (2.14) 
uits + vits ≤1 ∀i ∈ S,∀t,s = 0  (2.15) 
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The power balance constraint (2.2) guarantees that the total produced power by 
local DERs plus any exchanged power from/to the utility grid or from/to the PMG, 
matches the microgrid local hourly load. The flow of the line connecting the CMG to the 
utility grid is limited by minimum and maximum flow limits (2.3), and further imposed to 
zero during the islanded operation using a binary islanding indicator. Generated power by 
dispatchable units is limited by maximum and minimum capacity limits and is further 
associated with the commitment state (2.4). Ramp up and down rate limits are also 
considered in (2.5)-(2.6), respectively. Constraints (2.7)-(2.8) represent minimum up and 
down time limits of dispatchable units. Dispatchable units could be further limited by 
emission and fuel limits, which are however neglected here. The energy storage power is 
limited to maximum and minimum limits for both charging and discharging modes (2.9)-
(2.10). Available stored energy is computed based on charged/discharged power and the 
storage efficiency (2.11), and constrained by minimum and maximum capacity limits 
(2.12). The energy storage is further subject to minimum charging/discharging time limits 
(2.13)-(2.14). Finally, (2.15) ensures that the energy storage is operating at one mode, 
either charging or discharging, at each time period. 
2.2.2 PMG Optimal Scheduling  
The objective of the PMG optimal scheduling problem is to minimize the total 
operation cost during grid-connected operation, and decrease the chance of load 















∑  (2.16) 
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The first term in the objective is the cost of power exchange with the utility grid, 
which could be either a cost or revenue, depends on the flow direction, and the second 
term is cost of power exchange with the CMG during the islanded operation. 
Nondispatchable generations are forecasted values that are obtained based on the 
generators characteristics and historical data, therefore handled as constants in the 
problem formulation. It is assumed that the PMG has adjustable loads that can be 
deferred or curtailed; hence the objective function will be subject to the following 
operation constraints: 
PMts + Pts
G + LSts = Ddts
d
∑ ∀t,∀s  (2.17) 
Ddt
minzdt ≤ Ddts ≤ Ddt
maxzdt ∀d ∈ DA,∀t,∀s  (2.18) 
Ddts
t∈[αd ,βd ]
∑ = Ed ∀d ∈ DA,∀s  (2.19) 
Td
on ≥MUd (zdt − zd (t−1) ) ∀d ∈ DA,∀t,s = 0  (2.20) 
Power balance equation (2.17) ensures that the power exchange with the utility 
grid and the CMG matches the PMG hourly demand. The load curtailment is further 
added to the power balance equation to obtain a feasible solution in the islanded 
operation. Adjustable loads are restricted to maximum and minimum rated power limits 
(2.18), required energy to accomplish the operating cycle when switched on (2.19), and 
the minimum operating time (2.20). 
2.2.3 Integrated Microgrids Optimal Scheduling  
The objective in the grid-connected operation is to minimize the total operation 
cost of the integrated microgrids, while the objective in the islanded operation is to 
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improve the entire system reliability by decreasing the amount of load curtailments. The 
objective is defined as 

































This objective represents the costs associated with dispatchable generators in the 
CMG, the cost of power exchange with the utility grid for both CMG and PMG, the cost 
of local power exchange, and the possible cost of unserved energy in PMG. Superscripts 
1 and 2 are used for the CMG and the PMG, respectively, to differentiate the utility 
power exchange, local exchange, and the utility price at the point of connection to the 
grid. The cost of unserved energy occurs only during the islanded operation while it is 
zero when grid-connected. The objective of the integrated microgrids is further subject to 
developed operational constraints for both microgrids, i.e., (2.2)-(2.15) and (2.17)-(2.20), 
as well as the following coupling constraint: 
Pts
G,1 + Pts
G,2 = 0 ∀t,∀s  (2.22) 
−PG,max ≤ Pts
G,1 ≤ PG,max ∀t,∀s  (2.23) 
−PG,max ≤ Pts
G,2 ≤ PG,max ∀t,∀s  (2.24) 
Constraint (2.22) denotes that the PMG local power exchange plus the CMG local 
power exchange equals zero, i.e., it ensures that the amount of power offered by the 
CMG is entirely provided to the PMG. Of course the power losses in the line connecting 
PMG to CMG is assumed to be negligible, conceivably due to their proximity. 
Accordingly the objective terms associated with local power exchange will cancel out 
each other as they are equal in value but opposite in sign. The local power exchange is 
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further subject to associated line flow limits as in (2.23) and (2.24). It should be noted 
that in practice the integrated problem cannot be formulated and solved as there is no 
single entity that has the load and DER information from both the PMG and the CMG. In 
this regard, a distributed model is required to solve the problem in a localized and 
iterative manner. The solution of the distributed problem, however, would be similar to 
the solution of the integrated problem, which would provide insights on the significance 
of elevating prosumers to PMGs. 
2.3 Numerical Simulations  
A PMG with five adjustable loads and three nondispatchable generators is utilized 
to investigate and analyze the proposed PMG optimal scheduling model, with 
characteristics as in Tables 2.1-2.3, respectively. A CMG that consists of four 
dispatchable generators, two nondispatchable generators, and one DES is further utilized, 
with characteristics as in Tables 2.4-2.7. The line capacity limit for the power transfer 
with the utility grid is assumed to be 10 MW for both the PMG and the CMG. The 
forecasted market prices over a 24-hour horizon are given in Table 2.8. A total of 25 
scenarios are considered in the proposed optimal scheduling model, where one scenario 
denotes the grid-connected operation and the rest present the islanded operation 
scenarios. The PMG and the CMG would exchange power during islanded operation, up 
to 4 MW. The price of local power exchange, i.e. λ, is assumed to be $100/MWh. The 





Table 2.1 Aggregated Generation of Nondispatchable Units in PMG  
Time (h) 1 2 3 4 5 6 
Power (MW) 0 0 0 0 2.52 3.20 
Time (h) 7 8 9 10 11 12 
Power (MW) 2.48 2.84 2.72 2.40 2.48 4.44 
Time (h) 13 14 15 16 17 18 
Power (MW) 4.84 6.27 4.93 5.12 4.21 3.28 
Time (h) 19 20 21 22 23 24 
Power (MW) 2.84 3.68 2.29 2.40 0 0 
 
Table 2.2 PMG Hourly Fixed Loads  
Time (h) 1 2 3 4 5 6 
Load (MW) 1.86 1.82 1.81 1.92 1.88 1.88 
Time (h) 7 8 9 10 11 12 
Load (MW) 2.16 2.33 2.39 2.51 2.58 2.59 
Time (h) 13 14 15 16 17 18 
Load (MW) 2.97 3.26 3.28 3.35 3.44 3.44 
Time (h) 19 20 21 22 23 24 
Load (MW) 3.32 3.31 2.99 2.78 2.10 2.02 
 













L1 S 0 - 0.4 1.6 11 - 15 1 
L2 S 0 - 0.4 1.6 15 - 19 1 
L3 S 0.02 - 0.8 2.4 16 - 18 1 
L4 S 0.02 - 0.8 2.4 14 - 22 1 
L5 C 1.8 - 2 47 1 - 24 24 
 














G1 27.7 1 – 5 3 2.5 
G2 39.1 1 - 5 3 2.5 
G3 61.3 0.8 - 3 1 3 
G4 65.6 0.8 - 3 1 3 
 
Table 2.5 DES  













Table 2.6 CMG Hourly Fixed Loads  
Time (h) 1 2 3 4 5 6 
Load (MW) 8.73 8.54 8.47 9.03 8.79 8.81 
Time (h) 7 8 9 10 11 12 
Load (MW) 10.12 10.93 11.19 11.78 12.08 12.13 
Time (h) 13 14 15 16 17 18 
Load (MW) 13.92 15.27 15.36 15.69 16.13 16.14 
Time (h) 19 20 21 22 23 24 
Load (MW) 15.56 15.51 14.00 13.03 9.82 9.45 
 
Table 2.7 Aggregated Generation of Nondispatchable Units in CMG  
Time (h) 1 2 3 4 5 6 
Power (MW) 0 0 0 0 0.63 0.80 
Time (h) 7 8 9 10 11 12 
Power (MW) 0.62 0.71 0.68 0.35 0.62 1.11 
Time (h) 13 14 15 16 17 18 
Power (MW) 1.21 1.57 1.23 1.28 1.05 0.82 
Time (h) 19 20 21 22 23 24 
Power (MW) 0.71 0.92 0.57 0.60 0 0 
 
Table 2.8 Hourly Market Prices  
Time (h) 1 2 3 4 5 6 
Price ($/MWh) 15.03 10.97 13.51 15.36 18.51 21.80 
Time (h) 7 8 9 10 11 12 
Price ($/MWh) 17.30 22.83 21.84 27.09 37.06 68.95 
Time (h) 13 14 15 16 17 18 
Price ($/MWh) 65.79 66.57 65.44 79.79 115.5 110.3 
Time (h) 19 20 21 22 23 24 
Price ($/MWh) 96.05 90.53 77.38 70.95 59.42 56.68 
 
Case 1: Independent Scheduling: In this case there will be no power exchange 
between the PMG and the CMG during both grid-connected and islanded operation. In 
other word, the PMG in this case fell to the level of a prosumer since it relies on its own 
generation during the islanded operation. The PMG operation cost in this case is 
$2,637.36, while the CMG operation cost is $8,333.01. The average PMG load 
curtailment in this case, considering all scenarios, is 1.918 MWh. The commitment 





Table 2.9 DER Schedule  
Hour (1-24) 
G1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
G2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
G3 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 
G4 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 
DES -1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 0 0 0 1 1 1 1 1 0 0 0 0 
Case 2: Integrated Scheduling: In this case the power is exchanged between the 
PMG and the CMG during the utility grid disturbances, i.e. both microgrids will be 
disconnected from the utility grid while making a local connection to the other microgrid. 
It should be noted that the local power exchanges for both microgrids would be exactly 
the same in value but different in sign (i.e., the direction). The CMG operation cost is 
calculated as $3,811.86 in this case (i.e., a 54.26% reduction compared to Case 1), while 
the PMG operation cost is $7,415.23 (i.e., a 181.16% increase compared to Case 1). 
However, the load curtailment in this case is dramatically dropped to an average of 
0.0033 MWh, which implies a significant improvement of the reliability level, i.e., 
99.83%, at the PMG. The commitment results for dispatchable units and the DES for this 
case are shown in Table 2.9, where shaded results indicate changes from Case 1. The 
impact of increasing the line capacity limit between integrated microgrids on the average 
load curtailment and the operation cost of both microgrids are shown in Figures 2.2 and 
2.3, respectively. Power exchange among these two microgrids is shown in Table 2.10. 
 
Table 2.10 Power Exchange Among Integrated Microgrids  
Scenario 1 2 3 4 5 6 
PG,1 (MW) 3.66 3.62 3.61 3.72 1.16 0.48 
Scenario 7 8 9 10 11 12 
PG,1 (MW) 1.48 1.29 1.47 1.91 1.90 0 
Scenario 13 14 15 16 17 18 
PG,1 (MW) 0 0 0.95 0.83 1.83 2.68 
Scenario 19 20 21 22 23 24 













































































 Chapter Three: Operation of Provisional Microgrids 
The rapid evolvement of critical civil infrastructure towards more controllable and 
intelligent systems, under the context of smart cities, has necessitated a comprehensive 
synergy among various disciplines for addressing ongoing technical and economic 
challenges and laying the required groundwork for future advancements. This chapter 
investigates the PMG as an enabling technology for the widespread, low-cost, and viable 
interactions of end-use customers and provides for a bottom-up approach in creating 
smarter cities, i.e., starting by transforming customers rather than systems. This chapter 
discusses how provisional microgrids can be elevated to the status of microgrids, and 
accordingly increase the supply reliability of local customers in case of utility grid supply 
interruptions [27]. The rationale, relevance, and features of the provisional microgrid 
along with its operation modes are further discussed. Furthermore, a valuation of 
microgrid unused capacity in the islanded operation is discussed in this chapter [23], 
where a microgrid optimal scheduling model is developed for the purpose of assessment, 
and accordingly determines price and quantity curves of these unused capacities. 
3.1 Provisional Microgrids  
The concept of a provisional microgrid is introduced to support the use of 
renewable generation in the distribution network; it holds similar characteristics of 
microgrids as it contains interconnected loads and DERs and a master controller that 
controls and regulates the operation of the provisional microgrid. However, it is not 
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capable of operation in the islanded mode by itself and must be electrically coupled to at 
least one existing microgrid. Figure 3.1 depicts the provisional microgrid operation 
modes (islanded and grid-connected). The provisional microgrid would rely on locally 
generated power by the renewable energy resources and on the power transfer from the 
coupled microgrid [24], [26]. The provisional microgrid represents an enabling 
technology for the widespread low-cost and viable connection of end-use customers and 
provides for a bottom-up approach in creating smarter cities. The advantages of the 
provisional microgrid can be demonstrated in increasing liveability in communities (by 
ensuring a cost-effective operation), workability (by collaborating with existing 
microgrids and enabling a viable response in emergency operations), and sustainability 
(by advancing the deployment of emission-free renewable energy resources). The 
purpose of introducing the provisional microgrid is to accelerate fundamental 
understanding and stimulate new ideas on dynamic systems that enhance customers’ 
interconnection and interdependency while providing services and innovative 
applications to enable more connected, workable, liveable, and sustainable communities. 
 





























Suppose that a provisional microgrid seeks to supply the forecasted load PDtP at 
time t. Within the scheduling horizon, the provisional microgrid master controller must 




P + LSt = PDt
P ∀t,  (3.1) 
where PtC is power exchanged by the coupled microgrid, PtM is power exchanged with 
the utility grid, PtP is generated power in the provisional microgrid, and LSt is the load 
curtailment. The provisional microgrid is normally connected to the utility grid. 
However, in case of upstream disturbances, the provisional microgrid would switch to the 
islanded mode and rely on the generated power by locally installed DERs and the power 
exchanged with the coupled microgrid to satisfy local loads. Within this context, the 
provisional microgrid operation can be broken down as follows which is also summarized 
in Table 3.1: 
 (a) In the grid-connected operation, the provisional microgrid coordinates the 
available local generation and the power exchange with the utility grid and the coupled 
microgrid to maintain supply-demand balance. 
(b) In the islanded mode (i.e., upstream network disturbance), the provisional 
microgrid would be disconnected from the utility grid distribution network and import its 
further energy requirements from the coupled microgrid to supply the local loads. Based 
on the available generation at the coupled microgrid side, it is possible that the 
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3.2 Rational, Relevance, and Features  
The objective behind proposing the provisional microgrid is that by eliminating 
the islanding requirement the necessity of deploying a high percentage of dispatchable 
DERs is further eliminated, which facilitates the deployment of any generation mix. 
Consequently, a high percentage of renewable DGs (primarily small-scale wind and solar 
units) without concerning about islanding requirements could be installed. This 
deployment, however, is only applicable for loads that have low criticality and sensitivity 
characteristics, since the power exchanged with the coupled microgrid is based on the 
coupled microgrid’s unused capacity, which could be low during an islanded operation. 
The generation of the renewable DGs in the provisional microgrid would be fully utilized 
regardless of the electricity rate at the utility grid, which alleviates the underutilization 
concern of the installed capacity. The provisional microgrid would benefit from the 
connection to the coupled microgrid to obtain the required flexibility for coordinating the 
renewable generation, if needed, and import additional power as needed to supply local 
loads during the islanded mode [24], [26]. Mutual benefits stem from this integration 
(i.e., connecting the provisional microgrid to the coupled microgrid) as the coupled 
microgrid would maximize its economic benefits by selling its excess generation to the 
provisional microgrid, which in turn benefits from this power exchange to supply the 
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local loads and achieve the required reliability. Though the primary application of the 
microgrids is to manage and control the increasing penetration of the DERs and 
addressing the economic and reliability aspects for local consumers, the primary 
application of the provisional microgrids is to promote the use of the renewable energy 
resources in the distribution network and provide desired reliability levels for local 
consumers by leveraging the unused capacity in the already installed microgrids. 
The idea behind the provisional microgrids is quite different from the networked 
microgrids. Networked microgrids, also identified as integrated microgrids or microgrid 
clusters, comprise two or more interconnected microgrids that exchange the power 
among themselves to reduce the total power losses, manage local loads, and enhance the 
reliability and economic objectives, and are able to be islanded individually; while the 
provisional microgrid, as the name implies, depends on at least one coupled microgrid for 
islanding capability. The proposed provisional microgrid solution has specific 
characteristics, including (1) it can operate when connected to the utility grid, but has the 
capability to synergistically operate with the coupled microgrid for reliability and 
resilience purposes; (2) it mainly consists of renewable DGs, and if desired, energy 
storage; (3) it makes smart decisions to connect/disconnect to/from the utility grid and the 
coupled microgrid to reach desired objectives; (4) it is capable of optimally operating 
smart appliances such as HVAC systems, which will be carried out by its master 
controller; and (5) it is interoperable externally and internally using standard protocols 
that meet control and communication potentials as desired by the utility, and/or the 
community where it is installed. Provisional microgrid technology is scalable to 
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significantly higher levels of penetration in distribution grids as it is expected to have 
minimal interconnection issues with the utility grid. 
3.3 Operation Modes  
The islanding is implemented to promptly disconnect the provisional and the 
coupled microgrids from the faulty upstream network, and protect the local DGs and 
voltage sensitive loads from the disturbances. The dynamic connection to the utility grid 
and the coupled microgrid is ensured by adding (3.2) and (3.3) to the developed 
economic and reliable operation model. Let v be the utility grid connection binary 
variable (1 during normal grid operation and 0 during emergency operation), and w be the 
coupled microgrid connection binary variable (1 when coupled and 0 when fully 
islanded); hence: 
Puvt ≤ Pt
u ≤ P−uvt ∀t  (3.2) 
Pmwt ≤ Pt
m ≤ P−mwt ∀t  (3.3) 
Once integrated with the developed operation model, the dynamic 
connection/disconnection scheme will be determined under the optimization framework 
and based on the value of the binary connection variables. Possible combinations and the 
resultant operation modes (OM) are listed as follows: 
OM1: v = 1, w = 1 → Normal operation (grid-connected and microgrid-coupled). 
OM2: v = 1, w = 0 → Normal operation (grid-connected only). 
OM3: v = 0, w = 1 → Emergency operation (microgrid-coupled). 
OM4: v = 0, w = 0 → Emergency operation (fully islanded). 
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The connection between the provisional and the coupled microgrid is to be 
sustained during emergency incidents, i.e. OM3 is preferred over OM4. This connection 
is characterized by providing mutual benefits for both microgrids, i.e. the provisional and 
the coupled microgrid, where the reliability level in the provisional microgrid would be 
improved by importing its further need of power from the coupled microgrid, in 
particular during the islanded operation, while the coupled microgrid would increase its 
economic benefits by selling its excess generation to the connected provisional microgrid. 
The provisional microgrid, however, would further benefit from this connection by 
exploiting the dispatchable DERs in the coupled microgrid to regulate the frequency and 
control the voltage, if needed. 
3.4 Illustrative Study  
The robust day-ahead schedule of a test provisional microgrid [26] is determined 
based on a certain 3 MW transfer limit with the coupled microgrid and an arbitrary 3-
hour islanding (hours 17:00, 18:00, and 19:00). The scheduling results are shown in 
Figures 3.2 and 3.3. Figure 3.2 illustrates the provisional microgrid power exchange 
between the utility grid and the coupled microgrid. The figure clearly demonstrates that 
the provisional microgrid will interact with the utility grid in the grid-connected mode 
and will rely on the generation from the coupled microgrid in the islanded mode. Figure 
3.3 shows the provisional microgrid load curtailment during the islanded mode. If 
adequate generation is not available, as this is the case in hour 18:00, load will be 
partially curtailed. It is noteworthy that the corresponding prosumer (before being 
elevated to a provisional microgrid) would encounter a total load curtailment of 7.67 
MWh instead of 0.08 MWh in this case. In terms of outage cost, assuming a small value 
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of lost load (VOLL) of $10/kWh and negotiated price of $0.1/kWh, it represents a saving 
of $75,900. The coupled microgrid would further benefit from this transaction as it would 
be paid for the 7.59 MWh energy sold to the provisional microgrid at the negotiated 
price. 
 
Figure 3.2 Provisional microgrid imported power from the utility grid and the coupled microgrid during 
the selected scheduling horizon. 
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3.5 Valuation of Microgrid Unused Capacity in Islanded Operation  
Islanding is the most important characteristics of the microgrid which enables 
disconnection from the utility grid in case of network disturbances. However, islanded 
operation requires that the installed dispatchable DGs capacity exceeds the microgrid 
critical loads, which may cause limitations in the use of renewable energy resources, and 
dictate the deployment of high percentages of dispatchable DGs. This DG installation, 
which is targeted to supply the peak critical load during islanding, will result in a large 
installed capacity which may not be always fully used, i.e., the resources will be 
underutilized, causing a negative impact on the microgrid anticipated return on 
investment. One of the proposed solutions for exploiting these underutilized capacities is 
to export power to other connected microgrids such as PMGs. 
The availability of microgrid unused capacity during the islanded mode is 
investigated and the price and the quantity of unused capacity is accordingly determined, 
resulting in formation of price/quantity curves that can be used as bids to other connected 
microgrids and/or provisional microgrids [23]. The investigation is done through a 
complete optimal scheduling model as developed in this section. 
3.5.1 Model Outline  
The proposed microgrid optimal scheduling model minimizes the microgrid total 
operation cost and determines the hourly unused/available capacity in different islanded 
operation scenarios. The proposed model optimally schedules power exchange with the 
utility grid, generation of locally installed DGs, and the charging/discharging schedule of 
the DES. Figure 3.4 shows a microgrid that is operated in two different operation modes; 
islanded and grid-connected. In the grid-connected mode, the microgrid would exchange 
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power with the utility grid, exporting or importing power, based on excess generation or 
deficit of power, respectively, to achieve supply-demand balance. The real-time market 
prices and the generation cost of the installed dispatchable DGs are taken into 
consideration in the microgrid optimal operation to maximize the desired economic 
benefits. The DES is utilized in the grid-connected mode to increase the economic 
benefits, where it stores power when the real-time market prices are low and discharges 
back to the grid at peak hours, i.e. when the real-time market prices are high. In the 
islanded mode, the microgrid is disconnected from the utility grid and would rely on 
installed dispatchable DGs, potential generation from nondispatchable DGs, and the 
stored energy in the DES to supply local loads. In this mode, the unused capacity in each 
hour can be computed, which involves generations by dispatchable DGs, available energy 
in the DES, and local consumption. The proposed problem is solved using one-hour time 
intervals in a one-year scheduling horizon. 
 
Figure 3.4 Grid-connected and islanded operation modes of the microgrid. 
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3.5.2 Problem Formulation  
The objective of the microgrid optimal scheduling problem is to minimize the 
microgrid total operation cost and to determine the unused capacity in each hour 
throughout one-year time horizon in various islanded operation scenarios, as in (3.4): 



















∑  (3.4) 
The first term in the objective function represents costs associated with 
dispatchable DGs generation. This cost is shown as a fuel cost, multiplied by a binary 
variable representing the commitment state of that particular DG. The second term 
represents costs/benefits resulting from exchanging power with the utility grid, which 
depends on the flow direction. This term would result in benefit when the microgrid 
exporting its excess generation to the utility grid, and cost otherwise. The last term is 
added to the objective to determine the hourly unused capacity in various islanded 
operation scenarios. This term is determined through developed constraints as will be 
further explained. These cost terms are computed based on the microgrid operation mode, 
i.e. grid-connected or islanded, in each time period. The operation mode is recognized in 
the objective and in the operational constraints using scenario index s, when s=0 it is 
assumed that the microgrid operates in the grid-connected mode, and when s>0 it is 
assumed that microgrid operates in the islanded mode. 
This objective is subject to operational constraints associated with dispatchable 
DGs, DES, and adjustable loads, as follows: 
Piths
i
∑ + PMths = Ddths
d
∑ ∀t,∀h,∀s  (3.5) 
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−PM ,maxUths ≤ P
M
ths ≤ P
M ,maxUths ∀t,∀h,∀s  (3.6) 
Pi
min Iiht ≤ Piths ≤ Pi
max Iiht ∀i ∈G,∀t,∀h,∀s  (3.7) 
Piths − Pi(t−1)hs ≤URi ∀i ∈G,∀t,∀h,∀s  (3.8) 
Pi(t−1)hs − Piths ≤ DRi ∀i ∈G,∀t,∀h,∀s  (3.9) 
Ti
on ≥UTi (Iith − Iih(t−1) ) ∀i ∈G,∀t,∀h,s = 0  (3.10) 
Ti
off ≥ DTi (Iih(t−1) − Iiht ) ∀i ∈G,∀t,∀h,s = 0  (3.11) 
Piths ≤ Pith
dch,maxuith − Pith
ch,minvith ∀i ∈ S,∀t,∀h,∀s  (3.12) 
Piths ≥ Pith
dch,minuith − Pith
ch,maxvith ∀i ∈ S,∀t,∀h,∀s  (3.13) 
Ciths =Ci(t−1)hs − Pithsuithτ ηi − Pithsvithτ ∀i ∈ S,∀t,∀h,∀s  (3.14) 
Ci
min ≤Ciths ≤Ci
max ∀i ∈ S,∀t,∀h,∀s  (3.15) 
Ti
ch ≥MCi (uith −ui(t−1)h ) ∀i ∈ S,∀t,∀h,s = 0  (3.16) 
Ti
dch ≥MDi (vith − vi(t−1)h ) ∀i ∈ S,∀t,∀h,s = 0  (3.17) 
uiths + viths ≤1 ∀i ∈ S,∀t,∀h,s = 0  (3.18) 
Ddth
minzdth ≤ Ddths ≤ Ddth
maxzdth ∀d ∈ DA,∀t,∀h,∀s  (3.19) 
Ddths
t∈[αd ,βd ]
∑ = Ed ∀d ∈ DA,∀h,∀s  (3.20) 
Td
on ≥MUd (zdth − zd (t−1)h ) ∀d ∈ DA,∀t,∀h,s = 0  (3.21) 
Constraint (3.5) is the power balance equation, which is crucial to prevent 
undesired fluctuations in frequency and voltage, and involves generated power by local 
dispatchable units, exchanged power to/from the utility grid, and local hourly load 
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consumption. Power exchange between the microgrid and the utility grid is subject to line 
capacity limit, which is indicated by (3.6). However, it is further imposed to zero during 
islanded operation scenarios using a binary islanding indicator. Constraint (3.7) is the 
minimum and maximum generation capacity limits for the dispatchable DGs, which is 
further subject to commitment state. Constraints (3.8) and (3.9) satisfy ramping up and 
down rate limits for dispatchable DGs, respectively. Constraints (3.10) and (3.11) satisfy 
limits for the minimum up and down operating time of dispatchable DGs, respectively. 
Dispatchable DGs could be further constrained by fuel and emission limits, which are 
however neglected here. Constraints (3.12)-(3.18) are specified for the DES. Charging 
and discharging power of the DES is constrained by maximum and minimum limits by 
(3.12)-(3.13). Available stored energy in DES is computed based on charged and 
discharged power and the storage efficiency in (3.14), and is further subject to maximum 
and minimum capacity limits (3.15). The DES is also subject to minimum successive 
operating time limit when it starts charging/discharging (3.16)-(3.17). Finally, (3.18) is 
added to ensure only one operating mode, i.e. charging or discharging, at each time 
period. Constraints (3.19)-(3.21) are stated for the adjustable loads in the microgrid. 
Adjustable loads are constrained by maximum and minimum rated power limits (3.19). 
The required energy to accomplish an operating cycle for each load in the time intervals 
identified by consumers is satisfied by (3.20), where start/end operating times are 
represented by αd/βd. Constraint (3.21) is the minimum required successive operating 
time when loads are switched on. 
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The objective of the microgrid optimal scheduling problem is further subject to 
the following constraints in order to determine the hourly unused capacity of the 
microgrid during each time period in the islanded operation: 
Rths ≤M (1−Uths ) ∀t,∀h,∀s  (3.22) 












The available capacity is limited by the binary islanding indicator in (3.22) to 
ensure that the unused capacity is calculated only for the islanded mode. When microgrid 
operates in the grid-connected mode, i.e., U=1, (3.22) will impose a value of 0 to the 
unused capacity, otherwise this constraint will be relaxed as M is considered to be a large 
positive constant. Constraint (3.23) computes the unused capacity in the islanded 
operation, where it involves the maximum installed capacity of the dispatchable DGs, the 
forecasted generation of nondispatchable DGs, stored power in the DES, and the 
microgrid loads consumption, which includes the hourly forecasted fixed loads and the 
optimized load consumption of the adjustable loads. This term further includes the binary 
islanding indicator, resulting a value of 0 in the right-hand-side in the grid-connected 
mode. In the proposed constraint, the maximum capacity is only considered for 
dispatchable DGs, for the obvious reason that these units can be controlled and can 
generate desired power. 
3.5.3 Numerical Simulations  
A microgrid that consists of four dispatchable DGs, two nondispatchable DGs 
(here solar and wind generators), one DES, and five adjustable loads is utilized to analyze 
and investigate the proposed optimal scheduling model and determine the quantity and 
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price of the hourly unused capacity. The characteristics of the microgrid dispatchable 
DGs, the DES, and the adjustable loads are shown in Tables 3.2-3.4, respectively. The 
DES efficiency is assumed to be 90% in this study. The hourly average forecasted solar 
and wind generation for the one-year time period are provided in Tables 3.5-3.6, 
respectively. The hourly average microgrid fixed loads consumption over the one-year 
time horizon is shown in Table 3.7. The hourly average market prices as forecasted over 
a 24-hour are shown in Table 3.8. The line connecting the microgrid to the utility grid is 
assumed to have a capacity of 10 MW.  A total of 25 scenarios are utilized in the 
proposed optimal scheduling model, where scenario zero implies the grid-connected 
operation and scenarios 1-24 represent the islanded mode. Islanded scenarios are 
predetermined, in which in each one an islanding of 1 h in each day is assumed and the 
scenario is created accordingly. The proposed problem is modeled and solved using 
CPLEX 11.0 [76]. 
 














G1 27.7 1 – 5 3 2.5 
G2 39.1 1 - 5 3 2.5 
G3 61.3 0.8 - 3 1 3 
G4 65.6 0.8 - 3 1 3 
 
Table 3.3 DES  












Table 3.4 Microgrid’s Adjustable Loads 













L1 S 0 - 0.4 1.6 11 - 15 1 
L2 S 0 - 0.4 1.6 15 - 19 1 
L3 S 0.02 - 0.8 2.4 16 - 18 1 
L4 S 0.02 - 0.8 2.4 14 - 22 1 
L5 C 1.8 - 2 47 1 - 24 24 
 
Table 3.5 PV Generation 
(Hourly Average Over the One-Year Horizon)  
Hour 1 2 3 4 5 6 
Power (MW) 0 0 0 0 0 0 
Hour 7 8 9 10 11 12 
Power (MW) 0.005 0.066 0.219 0.409 0.556 0.646 
Hour 13 14 15 16 17 18 
Power (MW) 0.681 0.661 0.592 0.483 0.340 0.173 
Hour 19 20 21 22 23 24 
Power (MW) 0.053 0.006 0 0 0 0 
 
Table 3.6 Wind Generation 
(Hourly Average Over the One-Year Horizon)  
Hour 1 2 3 4 5 6 
Power (MW) 0.157 0.167 0.192 0.212 0.235 0.259 
Hour 7 8 9 10 11 12 
Power (MW) 0.277 0.292 0.308 0.310 0.306 0.303 
Hour 13 14 15 16 17 18 
Power (MW) 0.292 0.250 0.211 0.181 0.171 0.174 
Hour 19 20 21 22 23 24 
Power (MW) 0.178 0.183 0.187 0.186 0.176 0.164 
 
Table 3.7 Microgrid’s Fixed Load 
(Hourly Minimum, Average, and Maximum Over the One-Year Horizon)  
Hour 1 2 3 4 5 6 
Min (MW) 4.86 4.82 4.79 4.79 4.79 4.79 
Average (MW) 7.94 7.86 7.78 7.71 7.67 8.18 
Max (MW) 13.76 13.66 13.57 13.44 13.46 13.95 
Hour 7 8 9 10 11 12 
Min (MW) 4.90 4.82 4.81 4.82 2.81 4.84 
Average (MW) 8.76 9.03 9.42 9.76 9.92 10.09 
Max (MW) 14.27 14.62 15.23 15.55 15.74 15.72 
Hour 13 14 15 16 17 18 
Min (MW) 4.88 4.90 4.86 4.94 4.94 4.98 
Average (MW) 10.22 10.26 10.23 10.18 10.11 9.87 
Max (MW) 15.76 15.87 16 15.91 15.76 15.42 
Hour 19 20 21 22 23 24 
Min (MW) 4.94 4.92 4.92 4.92 4.90 4.86 
Average (MW) 9.19 9.01 8.80 8.65 8.50 8.17 
Max (MW) 15.04 14.91 14.61 14.53 14.38 13.81 
 40 
Table 3.8 Market Prices 
(Hourly Average Over the One-Year Horizon)  
Hour 1 2 3 4 5 6 
Price ($/MWh) 15.13 10.72 13.44 15.42 18.62 21.79 
Hour 7 8 9 10 11 12 
Price ($/MWh) 17.28 22.86 21.81 27.12 37.30 69.25 
Hour 13 14 15 16 17 18 
Price ($/MWh) 65.82 66.15 64.86 80.28 116.6 111.9 
Hour 19 20 21 22 23 24 
Price ($/MWh) 97.39 91.40 77.56 71.73 59.06 56.66 
 
The microgrid operation cost for the one-year horizon is calculated at $2,367,440. 
The hourly average unused capacity for each month is shown in Figure 3.5. The average 
unused capacity for each month in the studied one-year horizon is illustrated in Figure 
3.6. It can be clearly seen that the lowest unused capacity occurs in July, at an average of 
2.1 MW, where the load peaks and is at its highest level during the year. In contrast, the 
average unused capacity in December is 6.9 MW, which is the highest during the year 













Figure 3.5 Monthly unused capacity, where horizontal axis represents Time (h), and vertical axis 




































































































Figure 3.6 Monthly unused capacity in megawatt. 
 
Monthly unused capacity prices are further calculated based on the quantity of the 
unused capacity and on the cost coefficients of the microgrid dispatchable DGs, which 
are illustrated in Figure 3.7. It can be noticed that the summer months have one or two 
price steps (one or two dispatchable DGs have unused capacity), while the other months 
have three price steps (three dispatchable DGs have unused capacity). Although the 
quantity of the unused capacity in the summer months is small comparing to the other 
months of the year, it is only associated with high prices. To clarify that, the optimal 
scheduling problem utilizes the dispatchable DG with the smallest cost coefficient first 
and then moves to the next dispatchable DG to minimize the microgrid total operation 
cost, which results in the classification of the unused capacity prices. For example, in the 
June, 1.8 MW of the unused capacity can be seen at a price of $61.3 (from G3), while the 
rest of the unused capacity is at a price of $65.6 (from G4); on the other hand, in the 
December, three different price levels can be observed as 2.5 MW at $39.1 (from G2), 












































































Figure 3.7 Monthly prices of the unused capacities, where horizontal axis represents Quantity (MW), 
and vertical axis represents Price ($/MWh). 
 
3.6 Discussion  
The provisional microgrid concept is investigated in this chapter and an optimal 
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Provisional microgrids enhance the penetration of the renewable DGs in the distribution 
network by removing the islanded capability requirement and obtaining the required 
flexibility and reliability for local consumers by utilizing the unused capacity of the 
existing microgrids. Coupled microgrids, in turn, would economically benefit from this 
connection. The illustrative study indicates a considerable improvement in terms of 
reliability for the provisional microgrid and an increase in economic benefits for the 
coupled microgrid. The significance of this technology is further demonstrated for end-
use customers while increasing the use of the installed capacity of the DERs within the 
coupled microgrid. 
On the other hand, although the installation of dispatchable DGs in the microgrid 
is essential to ensure supply-demand balance during the islanded mode and to prevent the 
undesired load curtailments in case of upstream disturbances, the underutilization of these 
capital-intensive DGs may impact the anticipated return on the investment. However, this 
issue is mitigated in this chapter by evaluating the microgrid unused capacity to be 
further sold to connected provisional microgrids. The provisional microgrid would 
benefit from exchanging power with the coupled microgrid to improve the reliability and 
enhance the islanded capability; hence, reducing the load curtailments in the islanded 
operation. The economic benefits of the microgrid, on the other hand, would be 
maximized as the excess generation can be sold during islanded mode to obtain the most 






 Chapter Four: Communicative Scheduling of Integrated Microgrids 
A communicative optimal scheduling model for managing the interaction between 
the PMG and the CMG is proposed in this chapter [28]. The proposed model determines 
the local price of the power exchange along with the optimal power amount to be 
exchanged between the integrated microgrids. The model is decomposed into associated 
PMG and CMG problems and solved in an iterative manner. 
4.1 Model Outline  
The proposed CMG optimal scheduling model aims to minimize the CMG total 
operation cost and to determine the hourly prices of the unused capacity in the islanded 
operation mode, which well be used to sell the power to the integrated microgrid, here the 
PMG. On the other hand, the proposed PMG optimal scheduling model minimizes the 
PMG total operation cost and shows the additional requirement of power to supply the 




Figure 4.1 Flowchart of the proposed communicative scheduling model. 
 
Figure 4.1 shows the flowchart of the proposed models, where both problems are 
optimally scheduled. In the grid-connected mode, the CMG and the PMG would 
independently exchange the power with the utility grid to maintain the load-supply 
balance. The CMG optimally schedules the generation of the locally installed DGs, the 
charging/discharging of the installed DES, and the power exchange with the utility grid to 
achieve the desired economic benefits. The real-time market prices and the generation 
cost of the installed dispatchable DGs are taken into account in the CMG optimal 
scheduling. The DES is optimally scheduled in the grid-connected mode to increase the 
CMG economic benefits, where it is charged/discharged based on the real-time market 
prices. The PMG would rely on the generation of the locally installed DGs, which are 
commonly variable generations, and imports its unmet power need from the utility grid. 
In the islanded operation mode, both of the microgrids would be disconnected from the 
utility grid and start exchanging power for mutual benefits, taking into account the 
available generation capacity in the CMG as well as the capacity limit of the tie-line. The 
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capacity to the PMG, while the PMG would be optimally scheduled and send its unmet 
power need to the CMG. This iterative process will continue until the optimal solution for 
both problems is found. The proposed problems are solved using one-hour time interval 
in a 24-hour scheduling horizon. 
4.2 Problem Formulation  
The problem formulation is divided into two separate problems associated with 
the CMG and the PMG. The two problems will be solved iteratively in the islanded 
operation mode until the optimal scheduling for both problems achieved. Figure 4.2 
shows how the power would be exchanged among the integrated microgrids during the 
islanded and the grid-connected modes. 
 
Figure 4.2 Grid-connected and islanded operations of the integrated microgrids. 
 
4.2.1 Coupled Microgrid Problem Formulation  
The objective of the CMG optimal scheduling problem is to minimize the CMG 
total operation cost, as in (4.1): 









∑  (4.1) 
This objective comprises two terms; the first term signifies the dispatchable DGs 
















CMG PMG  
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indicating the commitment state of that individual DG. The second term signifies the 
power exchange with the utility grid. This term could be either a cost or revenue 
depending on the power flow direction between the microgrid and the utility grid. The 
CMG imports its further need of power from the utility grid to supply the local demand 
when the local generation is insufficient or when the real-time market prices are low 
(cheaper than the DGs’ generation cost), in which this term would be a cost. However, 
when excess generation is available in the CMG or when the real-time market prices are 
high, the CMG exports power to the utility grid to maximize its economic benefit, in 
which this term would be a benefit and appear with a negative sign. These costs terms are 
calculated for different operation scenarios, which determine the operation mode (i.e. 
grid-connected or islanded mode). The operation mode in the objective and in the 
operation constraints is distinguished using index s, where s=0 denotes the grid-
connected mode, and s>0 denotes the islanded mode. 
The CMG optimal scheduling objective is subject to dispatchable DGs, DES, and 




M ,1 = Ddts
d
∑ +Dts
PM ⇔ λts ∀t,∀s  (4.2) 
−PM ,maxUts ≤ Pts
M ,1 ≤ PM ,maxUts ∀t,∀s  (4.3) 
Pi
min Iit ≤ Pits ≤ Pi
max Iit ∀i ∈G,∀t,∀s  (4.4) 
Pits − Pi(t−1)s ≤URi ∀i ∈G,∀t,∀s  (4.5) 
Pi(t−1)s − Pits ≤ DRi ∀i ∈G,∀t,∀s  (4.6) 
Ti
on ≥UTi (Iit − Ii(t−1) ) ∀i ∈G,∀t,s = 0  (4.7) 
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Ti
off ≥ DTi (Ii(t−1) − Iit ) ∀i ∈G,∀t,s = 0  (4.8) 
Pits ≤ Pit
dch,maxuit − Pit
ch,minvit ∀i ∈ S,∀t,∀s  (4.9) 
Pits ≥ Pit
dch,minuit − Pit
ch,maxvit ∀i ∈ S,∀t,∀s  (4.10) 
Cits =Ci(t−1)s − Pitsuitτ ηi − Pitsvitτ ∀i ∈ S,∀t,∀s  (4.11) 
Ci
min ≤Cits ≤Ci
max ∀i ∈ S,∀t,∀s  (4.12) 
Ti
ch ≥MCi (uit −ui(t−1) ) ∀i ∈ S,∀t,s = 0  (4.13) 
Ti
dch ≥MDi (vit − vi(t−1) ) ∀i ∈ S,∀t,s = 0  (4.14) 
uits + vits ≤1 ∀i ∈ S,∀t,s = 0  (4.15) 
Dts
PM ≤ LSts (1−Uts ) ∀t,∀s  (4.16) 
−PG,max (1−Uts ) ≤ Dts
PM ≤ PG,max (1−Uts ) ∀t,∀s  (4.17) 
The power balance equation (4.2) prevents frequency and voltage fluctuations. 
This equation comprises the generated power by local DGs, stored power in the DES, the 
power exchange with the utility grid, and the local demand. The PMG load demand is 
added to the power balance equation to maintain the supply-demand balance when the 
two microgrids exchanging power in the islanded operation mode. Parameter λ represents 
the local power exchange price, which is calculated based on the hourly unused capacity 
of the CMG. In other words, the CMG would sell its excess generation to the PMG 
during islanded mode with the marginal price of its last used DG. 
Constraint (4.3) indicates the line capacity limit for the power exchange with the 
utility grid. The capacity limit in this constraint is further multiplied by a binary islanding 
indicator to impose a value of zero during the islanded operation. Generated power by 
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each dispatchable DG is constrained by the maximum and minimum capacity limits, and 
further subject to commitment state (4.4). Ramp up and down rate limits for the 
dispatchable DGs is satisfied in (4.5)-(4.6), respectively. Minimum up and down time 
limits of the dispatchable DGs are constrained in (4.7)-(4.8), respectively. A dispatchable 
DG could be further subject to fuel and emission constraints, which are neglected here. 
The DES constraints are represented in (4.9)-(4.15). Maximum and minimum limits for 
the DES charging/discharging are constrained in (4.9)-(4.10). Constraint (4.11) represents 
the available stored energy in the DES, in which is calculated based on the 
charging/discharging of power and the storage efficiency. The DES is further restricted 
by minimum and maximum capacity limits (4.12), and minimum successive operating 
time limit for both charging/discharging (4.13)-(4.14). Finally, (4.15) ensures only one 
operating mode (either charging/discharging) at each time period. 
The power to be sold to the PMG is limited by the PMG’s unmet power need, 
here identified a load curtailment on the PMG side, i.e., LS, and multiplied by a binary 
islanding indicator to ensure that it is only applicable in the islanded operation mode 
(4.16). Constraint (4.17) is added to ensure that the received PMG load demand is limited 
by the maximum and minimum tie-line capacity limits. 
4.2.2 Provisional Microgrid Problem Formulation  
The objective of the PMG optimal scheduling problem is to minimize the total 
operation cost in the grid-connected mode, and to decrease the amount of load 















∑  (4.18) 
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The first term in the objective represents the power exchange with the utility grid, 
which could be either revenue/cost depending on the flow direction, while the second 
term represents the cost of the power exchange with the CMG during the operation in the 
islanded mode. It is assumed that the PMG has adjustable loads (loads that can be 
curtailed/deferred); therefore the last term in the objective is added, which is multiplied 
by the VOLL, to calculate the load curtailment cost. The generation of nondispatchable 
DGs is forecasted based on the characteristics of that particular DG and the historical 
data, and hence considered as negative loads with zero cost in the problem formulation. 
The PMG optimal scheduling problem is subject to the following operational constraints: 
Pts
M ,2 + PGts + LSts = Ddts
d
∑ ∀t,∀s  (4.19) 
−PM ,maxUts ≤ Pts
M ,2 ≤ PM ,maxUts ∀t,∀s  (4.20) 
−PG,max (1−Uts ) ≤ Pts
G ≤ PG,max (1−Uts ) ∀t,∀s  (4.21) 
Ddt
minzdt ≤ Ddts ≤ Ddt
maxzdt ∀d ∈ DA,∀t,∀s  (4.22) 
Ddts
t∈[αd ,βd ]
∑ = Ed ∀d ∈ DA,∀s  (4.23) 
Td
on ≥MUd (zdt − zd (t−1) ) ∀d ∈ DA,∀t,s = 0  (4.24) 
The power balance equation (4.19) ensures the supply-demand balance among the 
power exchange with the utility grid, the power exchange with the CMG, and the PMG 
local demand. Load curtailment is also added to the power balance equation to achieve a 
feasible solution in the islanded mode and in case of insufficient generation. Constraint 
(4.20) is the line capacity limit for the line connecting the PMG to the utility grid, which 
is further multiplied by a binary islanding indicator to impose a value of zero when the 
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PMG operates in the islanded mode. Power exchange with the CMG is subject to the tie-
line capacity limit (4.21), and further multiplied by a binary islanding indicator to ensure 
that it is only applicable in the islanded mode. Maximum and minimum rated power 
limits for the adjustable loads are restricted in (4.22). Adjustable loads total required 
energy to accomplish the operating cycle is satisfied in (4.23), where αd and βd indicate 
the user-defined start and end operating times, respectively. Certain loads are subject to 
minimum successive operating time when switched on as in (4.24). 
4.3 Numerical Simulations  
A CMG comprising four dispatchable DGs, one DES (with 90% efficiency), and 
two nondispatchable DGs is utilized to analyze and investigate the proposed 
communicative optimal scheduling model, with characteristics borrowed from [26]. A 
PMG with three nondispatchable DGs and five adjustable loads is further considered. The 
characteristics of the PMG nondispatchable DGs, adjustable loads, the PMG hourly fixed 
loads, and the hourly forecasted market prices are also borrowed from [26]. The line 
capacity limit for the lines that connect each of the microgrids to the utility grid is 
assumed to be 10 MW. A total of 25 scenarios are considered; scenario zero denotes the 
grid-connected mode and scenarios 1-24 imply the islanded mode. The power exchange 
between the microgrids would only be during the islanded operation, through a tie-line 
with a capacity limit of 4 MW. The proposed problems are modeled and solved using 
CPLEX 11.0 [76]. To investigate the mutual benefits that can be achieved by exchanging 
the power during the islanded operation, two case of independent and integrated 
scheduling are examined. 
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Case 1: Independent Scheduling: The power exchange between the microgrids 
is eliminated during both operation modes, i.e. grid-connected and islanded modes, in this 
case. The CMG total operation cost is calculated as $8,423.54, while the PMG total 
operation cost is calculated as $2,637.36. The CMG unused capacity and the PMG load 
curtailment are shown in Figures 4.3 and 4.4, respectively (mentioned as before 
interaction). The average PMG load curtailment in this case is 1.92 MWh. The 
commitment states for the dispatchable DGs and DES in CMG are illustrated in Table 
4.3. 
Case 2: Integrated Scheduling: In this case, the power exchange between the 
microgrids during the islanded operation is considered, where the price bids are sent from 
the CMG to the PMG and the unmet power need is sent from the PMG to the CMG 
iteratively until the optimal solution is found. The hourly price bids and the optimal local 
power exchange for the first iteration are shown in Tables 4.1 and 4.2, respectively. It 
should be noted that the local power exchange among the microgrids would be exactly 
the same for both microgrids; however, it appears in the PMG as an import and in the 
CMG as an export. The CMG total operation cost is calculated as $5,809.15, where the 
cost reduction occurs due to selling part of the unused capacity to the PMG. Figure 4.3 
illustrates the reduction of the CMG unused capacity in this case (mentioned as after 
interaction), which is as high as 42.6%. The PMG total operation cost in this case is 
calculated as $5,509.87. Although the PMG total operation cost is increased, the PMG 
load curtailment is dropped to an hourly average of 0.12 MWh. Figure 4.4 shows the 
PMG hourly load curtailments (mentioned as after interaction), with a reduction of 
93.75%. The load curtailment reduction indicates a significant improvement on the PMG 
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reliability levels. The commitment results of the CMG dispatchable DGs and the DES are 
illustrated in Table 4.3, where shaded values imply changes from Case 1 due to the power 
exchange with the integrated PMG. Figure 4.5 shows the average local power exchange 
price and the CMG unused capacity over iterations. 
Table 4.1 Local Power Exchange Price  
Time (h) 1 2 3 4 5 6 7 8 
Price ($/MWh) 61.3 61.3 61.3 65.6 39.1 39.1 39.1 39.1 
Time (h) 9 10 11 12 13 14 15 16 
Price ($/MWh) 39.1 61.3 61.3 65.6 65.6 65.6 65.6 65.6 
Time (h) 17 18 19 20 21 22 23 24 
Price ($/MWh) 65.6 65.6 65.6 65.6 65.6 65.6 65.6 65.6 
 
Table 4.2 Power Exchange Among Integrated Microgrids  
Scenario 1 2 3 4 5 6 7 8 
PG/DPM (MW) 3.66 3.82 3.81 3.72 1.36 0.68 1.48 1.29 
Scenario 9 10 11 12 13 14 15 16 
PG/DPM (MW) 1.47 1.91 2.1 0.55 0.53 0.19 1.15 0.83 
Scenario 17 18 19 20 21 22 23 24 
PG/DPM (MW) 1.32 1.08 1.55 1.43 2.5 3.18 3.9 3.82 
 
Table 4.3 DER Schedule  
Hour (1-24) 
G1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
G2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
G3 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 
G4 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 
DES -1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 0 0 0 1 1 1 1 1 0 0 0 0 
 
 
































Figure 4.5 Average local power exchange price and the CMG unused capacity. 
 
4.4 Discussion  
An optimal scheduling model based on communications between a PMG and a 
CMG is proposed in this chapter. The objective is to enable power exchange between 
these two microgrids due to the mutual associated economic and reliability benefits. The 
local power exchange is optimally determined based on: 
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• The hourly price bids that are offered by the CMG based on the unused 
capacity.  
The two problems are solved iteratively until the optimal solution for both 
problems is achieved. The impact of the power exchange on the integrated microgrids 
illustrates that the unused capacity in the CMG and the load curtailments in the PMG are 
reduced, and the total operation cost of the integrated system is minimized, advocating 






 Chapter Five: Privacy-Preserving Optimal Scheduling of Integrated Microgrids 
The prior work on integrated microgrids neglects some important practical factors 
such as privacy preservation, islanding, and a guarantee on solution optimality. This 
chapter builds on existing work on integrated microgrids operation and proposes a model 
with following contributions [77]: 
• A privacy-preserving model for the optimal scheduling problem of 
integrated microgrids is proposed to ensure least possible data sharing 
between the microgrids. 
• The proposed model maximizes the system-level reliability while 
minimizing individual microgrids and system aggregated operation cost. 
• The proposed model is based on a high resolution scheduling, which takes 
into account intra-hour and inter-hour time periods to capture the 
variability and volatility of the renewable generation and loads. 
• The grid-connected and islanded operation modes of the integrated 
microgrids are coordinated through an iterative method which is capable 
of managing the intricate dependencies between these two modes. 
A Lagrange Relaxation (LR) method is applied to decompose the integrated 
problem to a set of smaller and individual scheduling problems for each microgrid. To 
achieve this, the inter-microgrids power transfer is penalized with a proper penalty 
coefficient and accordingly the problem is decomposed [78]-[81]. The mutual power 
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exchange of integrated microgrids is checked after each Lagrangian iteration until 
equality is obtained. 
5.1 Integrated Microgrids Framework  
Each microgrid within the integrated framework has clearly defined electrical 
boundaries and is operated by its associated master controller, while having the capability 
to operate in both grid-connected and islanded modes [7], [17]. If operated independently 
of other microgrids, each microgrid would supply local loads using local resources and 
power purchase from utility grid during the grid-connected mode (i.e., economic 
operation), while trying to minimize load curtailments once switched to the islanded 
mode (i.e., reliable operation) [6], [10]-[11]. In integrated microgrids, however, each 
microgrid has an additional source to leverage during the grid-connected and islanded 
modes, i.e., the power exchanged with the connected microgrids. In this case, if a 
microgrid has any surplus generation during the grid-connected mode, it can sell this 
generation to connected microgrids and accordingly increase its economic benefits and 
reduce its operation cost. Moreover, if a microgrid has unused capacity during the 
islanded mode, it can provide required generation for connected microgrids [28], [36]. 
This transactive strategy would enhance economic benefits for the microgrid that sells 
energy and improve reliability for the microgrid that purchases energy. 
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Figure 5.1 Integrated microgrids connected to the same upstream substation. 
 
Figure 5.1 depicts possible interactions of a microgrid within the integrated 
microgrids framework, with the utility grid and other connected microgrids. Each 
microgrid has multiple options to supply local loads, e.g., from the utility grid or from 
other connected microgrids. Integrated microgrids operate simultaneously in the islanded 
mode in response to utility grid failures and/or voltage fluctuations, where it is assumed 
that the connection between the microgrids is maintained during islanding. 
The proposed integrated microgrids framework attempts to minimize both the 
system aggregated operation cost (that consists of the operation cost of each individual 
microgrid) and the operation cost of each microgrid simultaneously. Generally, each 
microgrid is locally controlled by its own master controller and the system operator does 
not have any information on microgrids operations. In order to minimize system 
aggregated operation cost, the operation cost of each microgrid needs to be locally 
minimized while considering proper coordination between integrated microgrids. To this 
end, a LR method is proposed in this paper to address the multi-level coordination 






















decomposition procedure generates a separable problem by integrating some coupling 
constraints into the objective function, through “penalty factors” which are functions of 
the constraint violation [79]-[81]. These penalty factors, referred to as Lagrangian 
multipliers, are determined iteratively. 
In addition, a multiple time-scale operation framework is developed in this work, 
comprising an hourly grid-connected operation and sub-hourly islanded operation. Short-
time periods are employed to more accurately capture rapid changes in load and 
renewable generation as well as short islanding durations [11], [82]. The selection of a 
proper time period for scheduling represents a tradeoff between computational accuracy 
and efficiency. It is worth to mention that in order to characterize the microgrid islanding 
capability, a T-τ islanding criterion as proposed in [6] is applied, in which T and τ 
represent the total number of hours in scheduling horizon and the number of consecutive 
hours which the microgrid can operate in islanded mode, respectively. It should be 
mentioned that in terms of privacy, the proposed optimal scheduling model protects the 
microgrids’ privacy by sharing minimum possible data among microgrids, which only 
includes the price signal of the local power exchange. 
5.2 Integrated Microgrids Problem Formulation  
To determine the optimal schedule of all integrated microgrids, the overall system 
aggregated problem (also called integrated grid problem) is first modeled, and further 
decomposed to obtain proper optimal scheduling problems for each individual microgrid 
as well as the price signals that will be used for coordinating the power exchange among 
the integrated microgrids. 
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5.2.1 Integrated Grid Problem  
The aggregated operation cost of the integrated system is minimized, which is 
represented by the following objective function: 

















This objective function represents four distinct terms including the generation cost 
of all dispatchable DGs, the cost of power exchange with the utility grid, the cost of 
power exchange with integrated microgrids, and the cost of unserved energy in the 
islanded operation. The indices m, i, t, k, and s represent the microgrids, the DERs, inter-
hour time periods, intra-hour time periods, and the scenarios, respectively. Index n is 
further added for the connected microgrids. It should also be mentioned that the inter-
hour time intervals and the intra-hour time intervals belong to sets {1, 2, 3, ... T} and {1, 
2, 3, ... K}, respectively [11]. The dispatchable DGs’ generation cost is represented as a 
single-step price value cmi times the amount of generation of that individual dispatchable 
unit Pmi,tks, which can be extended to consider multiple price steps. The cost of power 
exchange with the utility grid is calculated as the market price ρm,tk times the amount of 
exchanged power 𝑃!,!"#! . This term could be positive (representing cost) or negative 
(representing benefit) for each microgrid, based on the flow direction (i.e., power import 
or export). The third term represents the cost of the power exchange with integrated 
microgrids, which is calculated as the local power exchange price λmn,tk times the amount 
of the power exchange 𝑃!",!"#!  with integrated microgrids. This term could be either a 
cost or a benefit depending on the flow direction. It should be noted that this term is 
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always zero, as every power exchange is counted twice, once with a positive sign (from 
microgrid m to microgrid n) and once with a negative sign (from microgrid n to 
microgrid m). This term is included in the objective for the purpose of decomposition that 
is discussed later. The last term in the objective represents the cost of the unserved 
energy, i.e., the cost of the load curtailment, which only occurs during the islanded mode. 
This term is determined as the VOLL υm,tk times the amount of curtailed load LSm,tks in 
each microgrid m. This term is added to the objective function to account for system 
reliability. 
The grid-connected and islanded operation modes are differentiated in the 
objective function and later in the constraints, using scenario s, where s=0 denotes the 
grid-connected mode and s≥1 denotes the islanded mode [26], [28]. The objective is 
subject to operational constraints, as follows: 
Pmi
min Imi ,t ≤ Pmi ,tks ≤ Pmi











M ,maxUts ≤ Pm,tks
M ≤ Pm
M ,maxUts ∀m,∀t,∀k,∀s  (5.4) 
−Pmn
G ,max ≤ Pmn,tks
G ≤ Pmn
G ,max ∀m,∀n,∀t,∀k,∀s  (5.5) 
Pmn,tks
G + Pnm,tks
G = 0 ∀m,∀n,∀t,∀k,∀s
 
(5.6) 
The dispatchable unit generation is subject to capacity and commitment limits, 
which are imposed using lower/upper generation values and the commitment state of the 
unit, as presented in (5.2). The power balance equation (5.3) ensures that the sum of 
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power generated by local DERs, exchanged with the utility grid, and exchanged with the 
integrated microgrids matches the local load. The load curtailment variable is further 
added to the load balance equation to ensure a feasible solution during islanded operation. 
Microgrids’ power exchange with the utility grid is limited by the flow limits of the 
associated connecting line, as presented in (5.4), which will be further imposed to zero 
during the islanded operation using a binary islanding indicator. Each microgrid’s power 
exchange with integrated microgrids is limited by the limits of the associated connecting 
line, as presented in (5.5). Finally, constraint (5.6) denotes that the summation of the 
local power exchange between any two connected microgrids is zero, i.e., it ensures that 
the amount of power offered by microgrid m/n is entirely provided to microgrid n/m, 
since they are equal in value but opposite in sign. Of course the power losses in the lines 
connecting the integrated microgrids are assumed to be negligible due to their proximity. 
It is deduced from the proposed system aggregated model that the only coupling 
constraint among integrated microgrids is the power exchange among microgrids, 
represented in (5.6). In other words, if this term could be eliminated, the problem could 
be decomposed into m individual optimal scheduling problems, each associated with one 
microgrid. This can be achieved by penalizing the constraint (5.6) and adding it to the 
objective function. 
5.2.2 Individual Microgrid Problem  
Constraint (5.6) is penalized in the objective function using a Lagrangian 
multiplier µ. Accordingly, the proposed model is decomposed to m individual problems, 
one for each microgrid. This is possible due to the summation over m in the objective 
function and the fact that constraints are defined for each microgrid without any coupling 
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to other microgrids. The microgrid optimal scheduling problem is therefore modeled as 
follows: 

























M ,maxUts ≤ Pm,tks
M ≤ Pm
M ,maxUts ∀t,∀k,∀s  (5.9) 
−Pmn
G ,max ≤ Pmn,tks
G ≤ Pmn
G ,max ∀n,∀t,∀k,∀s  (5.10) 
The objective is to minimize the operation cost (5.7), consisting of the local 
generation cost, the cost of power exchange with the utility grid, the cost of power 
exchange with integrated microgrids, and the cost of unserved energy. Constraints 
include the power balance equation (5.8), utility grid power exchange and islanding limit 
(5.9), and integrated microgrids power exchange (5.10). The microgrid optimal 
scheduling problem is further subject to operational constraints for each component 
within each microgrid m, including dispatchable generators (5.11)-(5.15), DES (5.16)-
(5.22), and adjustable loads (5.23)-(5.25). 
Pmi
min Imi ,t ≤ Pmi ,tks ≤ Pmi
max Imi ,t ∀i ∈G,∀t,∀k,∀s  (5.11) 
Pmi ,tks − Pmi ,t (k−1)s ≤URi ∀i ∈G,∀t,k ≠1,∀s  (5.12a) 
Pmi ,t1s − Pmi ,(t−1)Ks ≤URi ∀i ∈G,∀t,∀s  (5.12b) 
Pmi ,t (k−1)s − Pmi ,tks ≤ DRi ∀i ∈G,∀t,k ≠1,∀s  (5.13a) 
 65 
Pmi ,(t−1)Ks − Pmi ,t1s ≤ DRi ∀i ∈G,∀t,∀s  (5.13b) 
Tmi
on ≥UTmi (Imi ,t − Imi ,(t−1) ) ∀i ∈G,∀t,s = 0  (5.14) 
Tmi
off ≥ DTmi (Imi ,(t−1) − Im,it ) ∀i ∈G,∀t,s = 0  (5.15) 
Pmi ,tks ≥ Pmi ,tk
dch,minumi ,t − Pmi ,tk
ch,maxvmi ,t ∀i ∈ S,∀t,∀k,∀s  (5.16) 
Pmi ,tks ≥ Pmi ,tk
dch,minumi ,t − Pmi ,tk
ch,maxvmi ,t ∀i ∈ S,∀t,∀k,∀s  (5.17) 
Cmi ,tks =Cmi ,t (k−1)s − Pmi ,tksumi ,tτ ηi − Pmi ,tksvmi ,tτ
∀i ∈ S,∀t,k ≠1,∀s
 (5.18a) 




min ≤Cmi ,tks ≤Cmi
max ∀i ∈ S,∀t,∀k,∀s  (5.19) 
Tmi
ch ≥MCmi (umi ,t −umi ,(t−1) ) ∀i ∈ S,∀t,s = 0  (5.20) 
Tmi
dch ≥MDmi (vmi ,t − vmi ,(t−1) ) ∀i ∈ S,∀t,s = 0  (5.21) 
umi ,ts + vmi ,ts ≤1 ∀i ∈ S,∀t,s = 0  (5.22) 
Dmd ,tk
min zmd ,t ≤ Dmd ,tks ≤ Dmd ,tk





∑ = Emd ∀d ∈ DA,∀s  (5.24) 
Tmd
on ≥MUmd (zmd ,t − zmd ,(t−1) ) ∀d ∈ DA,∀t,s = 0  (5.25) 
The generation of the dispatchable DGs in each microgrid m is constrained by the 
maximum and minimum generation capacity limits (5.11), and further multiplied by a 
binary variable to indicate the commitment state of that individual DG. Ramping up and 
down for each DG are satisfied by (5.12) and (5.13), respectively. Equations (5.12a) and 
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(5.13a) represent the ramping constraints for intra-hour time intervals, while (5.12b) and 
(5.13b) represent the ramping constraints for inter-hour time intervals. Each dispatchable 
DG is subject to a minimum ON time once it is switched on, which is constrained in 
(5.14), and further subject to a minimum OFF time once it is shut down, which is 
satisfied by (5.15). Constraints (5.16)-(5.22) are provided to optimally manage the 
operation of the DES. The DES is subject to maximum and minimum charging and 
discharging limits, which are constrained by (5.16)-(5.17), and further multiplied by 
binary variables umi,t and vmi,t to indicate its operation status, i.e., either charging or 
discharging. The stored energy in the DES is calculated in (5.18a) and (5.18b), 
respectively, for intra-hour and inter-hour time intervals, based on the available stored 
energy, amount of charged and discharged energy, and DES efficiency. The time period 
of charging and discharging is considered to be τ=(1/K)h, where K is the number of intra-
hour periods and h represents a time period of one hour. The stored energy in the DES is 
limited by the DES capacity as in (5.19). The DES is subject to minimum successive 
operating time limits for both charging and discharging, which are constrained by (5.20)-
(5.21), respectively. Constraint (5.22) is provided to guarantee one operating mode at the 
scheduling time, i.e., either charging or discharging. Finally, (5.23)-(5.25) are provided to 
manage the operation of the installed adjustable loads in each microgrid m. Adjustable 
loads are restricted by maximum and minimum rated power limits, which are constrained 
by (5.23). The total required energy to accomplish the operating cycle for certain 
adjustable loads is satisfied by (5.24). In addition, some adjustable loads are subject to 
minimum successive operating time once they are switched on, which is satisfied by 
(5.25). It should be noted that hourly commitment is still considered for DERs in the 
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proposed model. However, the proposed model is generic and a higher resolutions could 
be considered for DERs’ commitment without loss of generality. 
5.2.3 Coordination through Price Signal Update  
The proposed optimal microgrids scheduling problem can be solved by the master 
controller of each microgrid. The coordination among integrated microgrids is carried out 
via price updates. 
 
Figure 5.2 Flowchart of the proposed iteration procedure. 
 
Based on the obtained objective, the price of purchasing power from microgrid n 
is λmn+µmn, where λmn is a constant original price and µmn is the added Lagrangian 
multiplier. The same price is used for microgrid n that sells energy to microgrid m. To 
control the power exchange between two microgrids, the Lagrangian multiplier between 
these two needs to be controlled. Figure 5.2 depicts the flowchart of the coordination 
among integrated microgrids. Initially the Lagrangian multiplier is assumed to be zero to 
solve the microgrid optimal scheduling problem. After obtaining all the scheduling 
Consider initial µ, here µ=0 
Solve individual scheduling problem for N microgrids  
Collect exchange info. with integrated microgrids 
 Check if 𝑃!",!"#! + 𝑃!",!"#! = 0 
 
Update multiplier: 𝜇!"# = 𝜇!"# + 𝛾!𝑃!" ,!"#! + 𝑃!",!"#! ! 
Optimal solution is found  
NO YES 
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solutions, the penalized constraint (5.26) is checked to examine if the solution is feasible. 




G = 0 ∀m,∀n,∀t,∀k,∀s  (5.26) 
µ new = µold +γ (Pmn,tks
G + Pnm,tks
G ) ∀m,∀n,∀t,∀k,∀s  (5.27) 
Based on (5.27), if the summation 𝑃!",!"#! + 𝑃!",!"#!  is positive, the exchange 
needs to be reduced, which will be done by increasing µ and making the power exchange 
with integrated microgrids less attractive (a larger µ in the objective results in a smaller 
𝑃!",!"#! ). Similarly, if the summation 𝑃!",!"#! + 𝑃!",!"#!  is negative, the exchange needs to 
be increased by decreasing µ, hence making the power exchange with integrated 
microgrids more attractive. The iterative price update and scheduling process will 
continue until it converges, i.e., (5.26) is satisfied for all microgrids and connections. 
5.3 Numerical Simulations  
An integrated microgrids test system with two microgrids is utilized to evaluate 
the performance and effectiveness of the proposed model. Microgrid A comprises four 
dispatchable units, two nondispatchable units, and one DES with 95% efficiency. 
Microgrid B comprises five dispatchable units, two nondispatchable units, and five 
adjustable loads. Microgrids characteristics (including loads consumption) are 
summarized in Tables 5.1 and 5.2. Hourly forecasted market prices, borrowed from [6], 
are listed in Table 5.3. The power exchange with the utility grid is limited by the 
connecting line capacity limit, which is assumed for both microgrids to be 10 MW. The 
local power exchange among the integrated microgrids is further subject to a line 
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capacity limit of 4 MW. It is worth mentioning that six intra-hour time intervals, i.e., K 
equal to 6, are considered in simulations. In other words, a ten-minute resolution in a 24-
hour scheduling horizon is considered in this section. A total of 145 scenarios are 
considered in this study, where scenario 0 denotes the grid-connected operation and 
scenarios 1-144 represent the islanded operation. Each islanding scenario denotes the 
islanding operation in a specific ten-minute time interval, i.e., a T-1 islanding criterion. 
The problem is modeled and solved using CPLEX 11.0 [76]. Five cases are examined to 
investigate the power exchange merits among the integrated microgrids. 
Table 5.1 Microgrid A Characteristics 
Dispatchable Units 





Ramp Up/ Down 
Rate (MW/h) 
G1 27.7 1 – 5 3 2.5 
G2 39.1 1 - 5 3 2.5 
G3 61.3 0.8 - 3 1 3 
G4 65.6 0.8 - 3 1 3 
Aggregated Generation of Nondispatchable Units 
Time (h) 1 2 3 4 5 6 7 8 
Power (MW) 0 0 0 0 0.63 0.80 0.62 0.71 
Time (h) 9 10 11 12 13 14 15 16 
Power (MW) 0.68 0.35 0.62 1.11 1.21 1.57 1.23 1.28 
Time (h) 17 18 19 20 21 22 23 24 
Power (MW) 1.05 0.82 0.71 0.92 0.57 0.60 0 0 
DES 






DES1 10 0.4 – 2 5 
Hourly Fixed Load 
Time (h) 1 2 3 4 5 6 7 8 
Load (MW) 9.00 8.80 8.73 9.31 9.06 9.08 10.43 11.27 
Time (h) 9 10 11 12 13 14 15 16 
Load (MW) 11.54 12.14 12.45 12.50 14.35 15.74 15.83 16.18 
Time (h) 17 18 19 20 21 22 23 24 






Table 5.2 Microgrid B Characteristics 
Dispatchable Units 





Ramp Up/ Down 
Rate (MW/h) 
G1 26.8 1 – 6 3 3 
G2 35.5 1 – 6 3 3 
G3 64.1 0.8 – 3 1 3 
G4 72.3 0.8 – 3 1 3 
G5 85.6 1 – 3 1 3 
Aggregated Generation of Nondispatchable Units 
Time (h) 1 2 3 4 5 6 7 8 
Power (MW) 0 0 0 0 0.71 0.92 0.79 0.83 
Time (h) 9 10 11 12 13 14 15 16 
Power (MW) 0.79 0.47 0.74 1.31 1.47 1.69 1.31 1.36 
Time (h) 17 18 19 20 21 22 23 24 
Power (MW) 1.23 1.02 0.89 1.13 0.63 0.72 0 0 
Adjustable Loads (S: Shiftable, C: Curtailable) 




End Time (h) 
Min Up 
Time (h) 
L1 S 0 – 0.4 1.6 11 – 15 1 
L2 S 0 – 0.4 1.6 15 – 19 1 
L3 S 0.02 – 0.8 2.4 16 – 18 1 
L4 S 0.02 – 0.8 2.4 14 – 22 1 
L5 C 1.8 – 2 47 1 – 24 24 
Hourly Fixed Load 
Time (h) 1 2 3 4 5 6 7 8 
Load (MW) 17.05 16.60 15.62 17.35 18.07 19.12 18.51 17.31 
Time (h) 9 10 11 12 13 14 15 16 
Load (MW) 16.49 18.16 18.43 20.46 21.33 22.69 23.91 24.21 
Time (h) 17 18 19 20 21 22 23 24 
Load (MW) 24.76 24.59 22.11 21.93 19.62 17.39 17.09 16.69 
 
Table 5.3 Hourly Market Price 
Time (h) 1 2 3 4 5 6 7 8 
Price ($/MWh) 15.03 10.97 13.51 15.36 18.51 21.80 17.30 22.83 
Time (h) 9 10 11 12 13 14 15 16 
Price ($/MWh) 21.84 27.09 37.06 68.95 65.79 66.57 65.44 79.79 
Time (h) 17 18 19 20 21 22 23 24 
Price ($/MWh) 115.45 110.28 96.05 90.53 77.38 70.95 59.42 56.68 
 
Case 1: Independent Scheduling: In this case each of the microgrids are 
autonomously scheduled (no power exchange) during both operation modes, i.e., in the 
grid-connected and islanded modes. As shown in Table 5.9, the total operation costs for 
microgrids A and B are $8,908 and $21,570, respectively. Figure 5.3 depicts the 
exchanged power of Microgrid A and Microgrid B with the utility grid during the grid-
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connected mode. It is observed from Figure 5.3 and Table 5.3 that, both microgrids 
import power in low price hours and export or decrease their import in high price hours to 
minimize their operation costs. In the islanded mode, the optimal scheduling of the 
installed DES in Microgrid A supports avoiding the undesired load shedding in this 
microgrid; the average load curtailment in Microgrid B equals to 1.01 MWh, ranging 
from 0.66 MW to 5.17 MW in peak load hours (between hours 13 and 20). The total daily 
load curtailment in Microgrid B is 24.27 MWh, and Figure 5.4 illustrates the hourly load 
curtailment in Microgrid B during the islanded operation. 
 
Figure 5.3 Power exchange with the utility grid during grid-connected mode in Case 1. 
 
Case 2: Integrated Scheduling: In this case the power is exchanged among the 
integrated microgrids during the islanded operation. It should be mentioned that the 
objective is to minimize the integrated microgrids' operation cost and the load 
curtailment, which would result in increasing the operation cost in some microgrids to 
improve their reliability. The total operation cost of microgrid A is calculated as 
$6,743.80, which implies a reduction of -24.25% compared to Case 1, due to selling 



























the total operation cost of Microgrid B is increased to $23,543.93, its average load 
curtailment is reduced to 0.29 MWh, i.e., a reduction of -70.87% compared to Case 1, 
which implies significant improvement of reliability. Table 5.9 summarizes the total 
operation costs of two microgrids and total curtailed loads in Microgrid B, for both cases. 
Figure 5.4 compares the hourly load curtailment in Microgrid B during the islanded 
operation in Cases 1 and 2. As Figure 5.4 depicts, the load curtailment of Microgrid B in 
Case 2, allowing interaction between microgrids, is reduced to three hours in a day, 
compared to eight hours in Case 1. Moreover, this reliability improvement represents a 
saving of $172,000 in terms of outages (assuming a relatively small VOLL of $10/kWh 
[83]). Commitment states of the dispatchable units and the DES for both microgrids, in 
Case 2, are listed in Tables 5.4 and 5.5, respectively, where bold values imply changes 
from Case 1. It is observed that the commitment status of the DES in Microgrid A and G5 
in Microgrid B are changed from Case 1 to Case 2, to achieve the least-cost reliability-
constrained schedule for both microgrids. 
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Table 5.4 Dispatchable Units and DES Schedule for Microgrid A 
Hour (1-24) 
G1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
G2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
G3 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 
G4 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 0 0 
DES -1 -1 -1 -1 -1 0 0 1 1 1 1 1 0 0 1 1 1 1 1 1 0 0 0 0 
 
Table 5.5 Dispatchable Units and DES Schedule for Microgrid B 
Hour (1-24) 
G1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
G2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
G3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
G4 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
G5 1 0 0 1 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 
 
The hourly power exchange between the two microgrids is shown in Table 5.6. 
As the table shows, the hourly exchanged power among the integrated microgrids varies 
between 0.4 MW and 3.4 MW, based on the available capacity in the microgrids while 
taking into account the supply-demand balance for the entire system. 
Table 5.6 Power Exchange Among Integrated Microgrids (Case 2) 
Time (h) 1 2 3 4 5 6 7 8 
PA-B (MW) 0 - 0.4 0 0 - 1.16 0 0 - 0.28 
PB-A (MW) 0 0.4 0 0 1.16 0 0 0.28 
Time (h) 9 10 11 12 13 14 15 16 
PA-B (MW) 0 0 0 0 - 0.66 - 1.82 - 3.4 - 3.1 
PB-A (MW) 0 0 0 0 0.66 1.82 3.4 3.1 
Time (h) 17 18 19 20 21 22 23 24 
PA-B (MW) - 2.42 - 2.18 - 2.02 - 1.6 0 0 - 0.89 0 
PB-A (MW) 2.42 2.18 2.02 1.6 0 0 0.89 0 
 
Figure 5.5 shows the exchanged power of both microgrids with the utility grid 
during the grid-connected mode in Case 2. It is observed that the exchanged power in 
Case 2 is almost the same as Case 1, with slight changes in three hours. These 
insignificant changes are due to revised schedules of DES and DGs. The two microgrids 
are connected to the same bus, accordingly same price, at the utility side in grid-
connected mode. It should be noted that the exchanged power between microgrids is zero 
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during the grid-connected mode, as the optimal scheduling enforces them to exchange 
power with the utility grid instead of with the other microgrid. To clarify this issue, 
assume that there is adequate line capacity between each microgrid and the utility grid, 
Microgrid A has surplus generation, and Microgrid B has deficient power. In case the 
utility price is higher than the local power exchange price, Microgrid B would be 
interested in purchasing power from Microgrid A; however, Microgrid A would sell its 
surplus generation to the utility grid as it would result in higher profit. The same is true 
when the utility price is lower than the local power exchange price; where Microgrid B in 
this case prefers to import its power need from the utility grid rather than Microgrid A, as 
it is cheaper and would further minimizes its operation cost. 
 
Figure 5.5 Power exchange with the utility grid during grid-connected mode in Case 2. 
 
Figure 5.6 shows the sensitivity of load curtailment in Microgrid B and total 
operation cost of both microgrids with respect to the maximum line capacity between 
microgrids. Results show that Microgrid A operation cost decreases by increasing the line 
capacity limit, while Microgrid B operation cost increases by increasing the line capacity 



























from Microgrid A to alleviate the load curtailment (which is decreased by increasing the 
limit of the line) and to enhance the local reliability. 
 
Figure 5.6 Sensitivity analysis of load curtailment and microgrids operation cost with respect to line 
capacity limit. 
 
Case 3: Both Microgrids have Deficient Generation: In this case, the fixed load 
in Microgrid A is increased by 35% to investigate its impact on the power exchange 
scheduling among the integrated microgrids when both microgrids have deficient 
generation. In this case, the power is exchanged among the integrated microgrids in only 
two hours (i.e., 8 and 21). The exported power from Microgrid A to Microgrid B in hour 
8 is 0.28 MW, while the exported power from Microgrid B to Microgrid A in hour 21 is 
0.19 MW, which are illustrated in Table 5.7. Power exchange between the microgrids, 
while both have deficient generation, minimizes the individual operation cost along with 
the system aggregated operation cost. Nevertheless, in this case, both microgrids 
encounter load curtailments, which are shown in Figure 5.7. Microgrid A operation cost 
increases to $15,642.58, i.e., increased by 75.7% compared with the base case, due to the 
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curtailment equals to the base case, it saves $86.5 in terms of the operation cost compared 
to the base case. Table 5.9 shows the integrated microgrids operation cost. This study 
indicates that the power exchange scheduling among the integrated microgrids relies on 
the unused capacity in each microgrid in the integrated system, and further on the 
generation cost of the dispatchable DGs in all microgrids to minimize the individual 
operation cost and the aggregated system operation cost. 
Table 5.7 Power Exchange Among Integrated Microgrids (Case 3) 
Time (h) 1 2 3 4 5 6 7 8 
PA-B (MW) 0 0 0 0 0 0 0 - 0.28 
PB-A (MW) 0 0 0 0 0 0 0 0.28 
Time (h) 9 10 11 12 13 14 15 16 
PA-B (MW) 0 0 0 0 0 0 0 0 
PB-A (MW) 0 0 0 0 0 0 0 0 
Time (h) 17 18 19 20 21 22 23 24 
PA-B (MW) 0 0 0 0 0.19 0 0 0 
PB-A (MW) 0 0 0 0 -0.19 0 0 0 
 
 
Figure 5.7 Microgrids load curtailments during the islanded operation in Case 3. 
 
Case 4: Both Microgrids have Surplus Generation: In this case, the fixed load 
in Microgrid B is decreased by 35% to investigate its impact on the power exchange 
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generation. Even though both microgrids have surplus generation, the power is 
exchanged among the integrated microgrids in four hours (i.e., 2, 5, 6, and 15) to 
minimize the entire system operation cost, which is illustrated in Table 5.8. Microgrid 
A’s operation cost is $8,894.68, while Microgrid B’s operation cost is $10,663.02, which 
are shown in Table 5.9. The load curtailments in this case for both microgrids are zero 
due to the surplus in the generation. 
Table 5.8 Power Exchange Among Integrated Microgrids (Case 4) 
Time (h) 1 2 3 4 5 6 7 8 
PA-B (MW) 0 -0.59 0 0 -0.835 -1.308 0 0 
PB-A (MW) 0 0.59 0 0 0.835 1.308 0 0 
Time (h) 9 10 11 12 13 14 15 16 
PA-B (MW) 0 0 0 0 0 0 -1.051 0 
PB-A (MW) 0 0 0 0 0 0 1.051 0 
Time (h) 17 18 19 20 21 22 23 24 
PA-B (MW) 0 0 0 0 0 0 0 0 
PB-A (MW) 0 0 0 0 0 0 0 0 
 
Table 5.9 Total Operation Cost and Curtailed Load 












Case 1 $8,903.04 $21,570.62 $30,473.66 - 24.27 MWh 







Case 3 $15,642.58 $21,484.12 $37,126.7 19.92 MWh 24.27 MWh 
Case 4 $8,894.68 $10,663.02 $19,557.7 - - 
Case 5 $6,740.15 $23,533.92 $30,274.07 - 7.03 MWh 
 
The obtained results show that all decisions are based on the microgrids operation 
cost, not on the surplus or deficit in generation. However, it should be noted that the 
proposed optimal scheduling model motivates the power exchange between the integrated 
microgrids, when one of the microgrids can offer power with a lower cost compared to 
the generation cost of the already installed DERs at the other microgrid. This would 
positively impact the economic benefits for both microgrids. In other words, the proposed 
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optimal scheduling model is generic and could be applied to integrated microgrids under 
any operational settings. 
Case 5: High Resolution: In this case, the optimal scheduling problems for Case 
2 is solved again but with considering 10 min intra-hour time periods (sub-hourly) to 
investigate the high resolution capability of the proposed model. The differences in the 
power exchange scheduling of the integrated microgrids in this case compared with the 
lower resolution in Case 2 is depicted in Figure 5.8. Slight differences can be seen 
between the two cases, which is due to the capability to capture the variability and 
volatility of loads and renewable generations in Case 5. Total curtailed load in Microgrid 
B, in this case, is 7.03 MWh, which is reduced by 0.57% compared with Case 2 as 
illustrated in Figure 5.9. It is seen that the load curtailment in this case is almost similar 
to Case 2, however with a higher resolution. The integrated microgrids operation cost 
considering the high resolution are shown in Table 5.9, where the system aggregated 
operation cost is reduced by 0.045% compared to Case 2. 
 
Figure 5.8 The difference of the power exchange among the integrated microgrids between the high 


















Figure 5.9 Microgrid B load curtailment with a higher resolution. 
 
It should be noted that the microgrids’ privacy is highly protected while 
performing these numerical simulations and the only information that is exchanged is the 
local power exchange prices signals, iteratively. Furthermore, it is worth to mention that 
the proposed model is generic and could be applied to various time period, multiple 
microgrids, and smaller intra-hour time periods. 
5.4 Discussion  
Microgrids can be utilized in an integrated fashion in order to leverage their 
available/unused capacity for supporting other connected microgrids that lack adequate 
power. This chapter develops an optimal scheduling model of integrated microgrids, 
which utilized the LR method to find an optimal solution while minimizing data sharing 
among microgrids. The presented LR model determines the least-cost schedule of all 
microgrids’ loads and DERs and provides the optimal scheduling for all integrated 
microgrids. Moreover, the proposed model could ensure that the amount of load shedding 
for all integrated microgrids is minimized, thereby increasing the system reliability. In 
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model of integrated microgrids, while ensuring that all microgrids could reach their 
associated least-cost schedule without sharing any private data with other microgrids. A 
high resolution optimal scheduling for the integrated microgrids systems is further 
presented, taking into account intra-hour and inter-hour time periods, to capture the 
variability and volatility of the renewable generation and loads. Numerical simulations on 
a test system show a reduction in the total operation cost and improvement in system 
reliability of integrated microgrids based on the proposed model, advocating on its 






 Chapter Six: Integrated Microgrids in the Holonic Distribution Grids 
The smart grid’s continuous evolution requires rethinking the current structure of 
distribution grids, as that is a key element in achieving smart grid objectives. An 
innovative idea in restructuring the distribution grids is to move towards a holonic 
architecture. Holonic distribution grids are highly flexible and structurally controllable 
grids that can promote the connectivity among the grid entities, such as prosumers and 
microgrids, to realize the highest local and global benefits. This chapter investigates and 
discusses the holonic distribution grids and their importance in the future power systems, 
and further examines how the spinning reserve in microgrids can impact the connections 
among the integrated players in holonic distribution grids [75], [84]. 
6.1 Holonic Distribution Grids - Definition and Significance  
The penetration of the DERs is continuously growing in distribution networks 
[67], [74]. However, current distribution networks may not be able to adequately handle 
the new dynamics offered by the DERs, especially in case of high penetrations, which 
necessitate the transition into more dynamic and adaptive distribution networks. The 
concept of a holonic distribution grid is proposed to address such challenges and to create 
an intelligent environment for the next generation of smart grids. Holonic structure is 
based on a dynamic hierarchy concept of holons, where each holon represents a self-
contained and autonomous system (e.g., a microgrid or a prosumer with decision-making 
capability). Nonetheless, each holon in holonic distribution grids can contain or can be 
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contained by other holons in the system, where this topology adapts for the benefit of the 
individual systems and the aggregated system of systems [67]-[68], [74]. Connected 
holons in the system can create an aggregated holon called a super-holon. The provided 
topology by the holonic distribution grids can therefore be recognized as a hybrid 
between the centralized and distributed approaches, where the self-contained subsystems 
can be adapted within the holonic system autonomously and managed by a supervisory 
controller. Figure 6.1 shows a holonic distribution grid structure. 
 
Figure 6.1 A holonic distribution grid structure. 
 
The holons in the holonic distribution grid can be dynamically reorganized or 
reconfigured to adapt themselves in an active environment. In addition, the holons can 
interact through cooperation and competition to create an intelligent setting that promotes 
local and global benefits [67], [75]. Hence, the holonic distribution grids would optimally 
identify the optimal connection or reconfiguration of the integrated microgrids that can 












6.2 Optimal Scheduling of Integrated Microgrids in Holonic Distribution Grids  
This section proposes an optimal scheduling model for managing integrated 
microgrids in a holonic distribution grid [75]. The proposed model is capable of 
determining the optimal connections among the integrated microgrids during the islanded 
operation mode, while minimizing individual operation cost and improving the system-
wide reliability, taking into account the dynamic operation of the dispatchable DGs, DES 
units, and the adjustable loads. 
6.2.1 Model Outline  
The proposed optimal scheduling of the integrated microgrids in the holonic 
distribution grid minimizes the aggregated system operation cost and maximizes the 
overall reliability by identifying proper connections among the integrated microgrids. 
Figure 6.2 shows the holonic scheme and illustrates the initial possible connections 
among the integrated microgrids. In this study, provisional microgrids are selected over 
prosumers, which are typically elevated prosumers, as described in [24]-[26]. The reason 
behind this selection is the holons requirement in being capable of making optimal 
decisions (i.e., the capability of being connected or disconnected to other holons) by the 




Figure 6.2 Integrated microgrids in a holonic distribution grid. 
 
In the grid-connected mode, each microgrid optimally schedules its generation 
and load resources, power exchange with the utility grid, and the local power exchange 
with the integrated microgrids in order to maintain the supply-demand balance while 
minimizing its operation cost. In the islanded operation mode, all microgrids in the 
holonic distribution grid are disconnected from the utility grid and rely on local DERs 
generation as well as the power exchange with connected microgrids. In case of 
insufficient power (in any microgrid in the holonic distribution grid), part of the local 
load would be curtailed based on the need and loads criticality. 
The proposed optimal scheduling model is capable of determining the optimal 
connections (i.e., a network reconfiguration) among the integrated microgrids in each 
emergency incident, i.e., in cases of islanding operation. As holonic distribution grids 
enable connections among the participated holons, optimally defining connections among 
Utility Grid  
Microgrid 1 Microgrid 2 
Provisional 





holons would increase the anticipated economic benefits and significantly improves the 
entire system reliability, as each holon (microgrid) would find the optimal paths for 
exporting/importing its surplus/deficient generation. In addition, it could positively 
impact the environment by boosting the utilization of the renewable energy resources, 
due to enabling local power exchanges. This feature provided by the proposed model 
offers basic needs for obtaining intelligent networks. Nonetheless, it should be noted that 
even though connections among the integrated microgrids are supposed to be sustained 
during the grid-connected operation, each microgrid in the holonic distribution grid 
prefers to import/export power with the utility grid rather than other connected 
microgrids, which returns to the fact that (assuming adequate line capacity limits between 
each microgrid and utility): (i) when the market prices are higher than the prices of the 
power exchange with other microgrids, microgrids with surplus generation prefer to sell 
power to the utility grid to increase their economic benefits; (ii) when the market prices 
are lower than the prices of the power exchange with other microgrids, microgrids with 
deficient generation prefer to import power from the utility grid, which results in 
minimizing their operation cost. By these considerations, there would be no power 
exchange between the microgrids during the grid-connected operation, as it would result 
in decreasing the individual economic benefit. 
6.2.2 Problem Formulation 
The objective of the integrated microgrids optimal scheduling problem (in the 
holonic distribution grid) is to minimize the system-aggregated operation cost, as 
proposed in (6.1): 
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The grid-connected and islanded operations are differentiated using scenarios 
index s, where s=0 represents the grid-connected operation and s≥1 represents the 
islanded operation. The first term in the objective shows the aggregated cost of 
dispatchable DGs, where it is calculated as the amount of generation multiplied by the 
marginal generation cost of that dispatchable unit. Nondispatchable DGs generations are 
forecasted values calculated based on the historical data and the individual unit 
characteristics. Therefore, they are treated as constant values in the problem formulation 
(i.e., negative loads). The second term in the objective represents the cost of power 
exchange with the utility grid. It should be noted that this term could be positive/negative, 
representing cost/revenue, depending on the power flow direction. The third term denotes 
the power exchange with the connected microgrids, which also could be positive/negative 
depending of the power flow direction. The last tem in the objective represents the value 
of the unserved energy, which occurs only during the islanded operation. This term is 
calculated as the amount of the curtailed load multiplied by the associated VOLL, and 






G + LSmts = Dmts
n∈M,n≠m
∑ ∀m,∀t,∀s  (6.2) 
−Pm
M ,maxUts ≤ P
M
mts ≤ Pm
M ,maxUts ∀m,∀t,∀s  (6.3) 
The power balance equation is crucial for maintaining the supply-demand balance 
and preventing the undesired voltage/frequency variation, which is satisfied by (6.2). The 
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power balance equation involves the aggregated generation of dispatchable and 
nondispatchable DGs, stored energy in DES units, power exchange with the utility grid, 
local power exchange with the connected microgrids, and the total load demand with an 
opposite sign, where the summation of all together must equal zero. The load curtailment 
is added to the power balance equation to achieve a feasible solution once the system is 
operated in the islanded mode. Power exchange with the utility grid is subject to the line 
capacity limit (6.3), which is further restricted by an islanding indicator, i.e. the binary 
indicator U, which imposes the power exchange with the utility to be zero once the 
system switches to the islanded mode. 
Dispatchable DGs are subject to constraints (6.4)-(6.8). 
Pmi
min Imit ≤ Pmits ≤ Pmi
max Imit ∀m,∀i ∈G,∀t,∀s  (6.4) 
Pmits − Pmi (t−1)s ≤URmi ∀m,∀i ∈G,∀t,∀s  (6.5) 
Pmi (t−1)s − Pmits ≤ DRi ∀m,∀i ∈G,∀t,∀s  (6.6) 
Tmi
on ≥UTmi (Imit − Imi (t−1) ) ∀m,∀i ∈G,∀t,s = 0  (6.7) 
Tmi
off ≥ DTmi (Imi (t−1) − Imit ) ∀m,∀i ∈G,∀t,s = 0  (6.8) 
Generated power by dispatchable DGs is restricted by maximum and minimum 
generation limits, which is represented in (6.4). Ramping up and down limits of the 
dispatchable DGs are satisfied in (6.5) and (6.6), respectively. Certain dispatchable DGs 
are subject to minimum successive up/down time limits once switched ON/OFF, which 




DES units are subject to the following constraints (6.9)-(6.15): 
Pmits ≤ Pmit
dch,maxumit − Pmit
ch,minvmit ∀m,∀i ∈ S,∀t,∀s  (6.9) 
Pmits ≥ Pmit
dch,minumit − Pmit
ch,maxvmit ∀m,∀i ∈ S,∀t,∀s  (6.10) 
Cmits =Cmi (t−1)s −
Pmitsumitτ
ηi
− Pmitsvmitτ ∀m,∀i ∈ S,∀t,∀s  (6.11) 
Cmi
min ≤Cmits ≤Cmi
max ∀m,∀i ∈ S,∀t,∀s  (6.12) 
Tmi
ch ≥MCmi (umit −umi (t−1) ) ∀m,∀i ∈ S,∀t,s = 0  (6.13) 
Tmi
dch ≥MDmi (vmit − vmi (t−1) ) ∀m,∀i ∈ S,∀t,s = 0  (6.14) 
umits + vmits ≤1 ∀m,∀i ∈ S,∀t,s = 0  (6.15) 
Charging and discharging of the DES units are restricted by maximum and minimum 
rated power limits, which are represented in (6.9)-(610). Constraint (6.11) computes the 
stored/available energy in the DES based on the amount of charging and discharging 
power and the storage efficiency. Constraint (6.12) ensures that the stored energy in the 
DES does not exceed the associated capacity limit. Minimum charging and discharging 
successive time limits are represented in (6.13) and (6.14), respectively. Constraint (6.15) 
ensures that only one operating mode is valid, i.e., either charging or discharging, at each 
time period. 
Managing adjustable loads operation requires following developed constraints 
(6.16)-(6.18): 
Dmdt
minzmdt ≤ Dmdts ≤ Dmdt
maxzmdt ∀m,∀d ∈ DA,∀t,∀s  (6.16) 
Dmdts
[αd ,βd ]
∑ = Emd ∀m,∀d ∈ DA,∀s  (6.17) 
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Tmd
on ≥MUmd (zmdt − zmd (t−1) ) ∀m,∀d ∈ DA,∀t,s = 0  (6.18) 
Constraint (6.16) implies the maximum and minimum rated power limits for each 
adjustable load, while constraint (6.17) signifies the required energy to accomplish the 
operating cycle once each individual adjustable load is switched ON, which is further 
subject to start/end operating times. Certain adjustable loads are subject to minimum 
operating time when switched ON, which is satisfied in (6.18). 
Achieving the most possible local and global benefits in the holonic distribution 
grids requires identifying the optimal connections/reorganization among the integrated 
microgrids in the system. Accordingly, the following constraints (6.19)-(6.21) are 
developed to manage the power exchange among the integrated microgrids by 
determining the optimal connections. 
−Pmn
G ,maxwmnts ≤ P
G
mnts ≤ Pmn
G ,maxwmnts ∀m,∀n,∀t,∀s  (6.19) 
PGmnts + P
G
nmts = 0 ∀m,∀n,∀t,∀s  (6.20) 
wmnts
n∈MC
∑ ≥1 ∀m∈MP,∀t,∀s  (6.21) 
Local power exchange among the integrated microgrids is restricted by the tie-
line capacity limits, and further multiplied by a binary connection indicator to indicate the 
connection status among the integrated microgrids, as represented in (6.19). Constraint 
(6.20) is added to ensure that the power offered by microgrid m is fully received by 
microgrid n, and vice versa. It should be noted that the power losses in the tie-lines are 
neglected. Provisional microgrids, as defined in [24]-[26], require that connection to at 
least one microgrid be maintained for the islanding purposes. Therefore, (6.21) is 
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developed which ensures that each provisional microgrid in the system is coupled to at 
least one microgrid in the holonic distribution grid. 
6.2.3 Numerical Simulations  
Two microgrids (named Microgrids 1 and 2) and three provisional microgrids 
(named Microgrids 3, 4, and 5) are utilized to investigate the proposed integrated 
microgrids optimal scheduling model in the holonic distribution grid. Figure 6.2 shows 
the initial connections among the integrated microgrids. Microgrids’ characteristics are 
provided in Tables 6.1 – 6.5. Aggregated generation of nondispatchable units, hourly 
fixed load, and adjustable load data are shown in Tables 6.1 – 6.3, respectively. 
Dispatchable DGs and DES units’ characteristics are shown in Tables 6.4 and 6.5, 
respectively. Local power exchange price for the power exchange among the integrated 
microgrids are assumed to be $100/MWh. Line capacity limits for all tie-lines between 
the integrated microgrids are limited by a maximum of 2 MW. Table 6.6 shows the 
hourly market price, borrowed from [26]. The proposed problem is solved for a 24-hour 
scheduling horizon using one-hour time intervals. In addition, a total of 25 operation 
scenarios are considered in this study (1 for grid-connected operation and 24 for islanded 
operation), where each islanding scenario indicates the islanded operation in a specific 
time interval during the scheduling horizon. The problems are modeled and solved using 






Table 6.1 Aggregated Generation of Nondispatchable Units (MW) 
Time (h) 1 2 3 4 5 6 7 8 
Microgrid 1 0 0 0 0 0.63 0.8 0.62 0.71 
Microgrid 2 0 0 0 0 0 0 0 0.02 
Microgrid 3 0.95 1.05 1.19 1.86 1.57 0.91 0.48 0.84 
Microgrid 4 1.09 0.96 1.11 1.54 1.49 2.07 2.02 2.13 
Microgrid 5 1.13 0.95 0.92 1.26 1.17 0.97 0.81 0.84 
Time (h) 9 10 11 12 13 14 15 16 
Microgrid 1 0.68 0.35 0.62 1.11 1.21 1.57 1.23 1.28 
Microgrid 2 0.08 0.26 0.48 0.74 0.92 0.99 0.97 0.91 
Microgrid 3 0.64 1.92 1.96 1.89 1.79 3.27 3.21 3.12 
Microgrid 4 2.47 2.81 2.13 2.57 2.21 2.0 2.13 1.71 
Microgrid 5 1.43 1.69 1.72 1.71 1.68 1.31 1.41 1.31 
Time (h) 17 18 19 20 21 22 23 24 
Microgrid 1 1.05 0.82 0.71 0.92 0.57 0.6 0 0 
Microgrid 2 0.83 0.72 0.45 0.12 0 0 0 0 
Microgrid 3 3.38 3.35 2.11 2.25 1.18 0.99 1.06 0.91 
Microgrid 4 1.6 1.31 1.03 1.51 1.23 1.01 1.88 1.64 
Microgrid 5 1.15 1.09 1.34 1.47 1.24 1.51 0.93 0.89 
 
Table 6.2 Hourly Fixed Load (MW) 
Time (h) 1 2 3 4 5 6 7 8 
Microgrid 1 8.73 8.54 8.47 9.03 8.79 8.81 10.12 10.93 
Microgrid 2 6.20 6.19 6.07 5.91 4.43 4.79 5.09 4.75 
Microgrid 3 1.09 1.12 1.83 1.95 1.61 1.86 2.57 2.95 
Microgrid 4 1.29 1.16 1.34 1.79 1.99 2.11 2.84 2.99 
Microgrid 5 1.17 1.51 1.82 1.29 1.19 1.74 1.84 1.85 
Time (h) 9 10 11 12 13 14 15 16 
Microgrid 1 11.19 11.78 12.08 12.13 13.92 15.27 15.36 15.69 
Microgrid 2 4.93 5.69 4.91 5.79 6.92 7.81 8.09 8.08 
Microgrid 3 2.87 1.98 2.05 3.97 3.99 3.37 4.41 5.39 
Microgrid 4 2.93 2.89 2.81 2.98 2.71 2.65 2.82 1.73 
Microgrid 5 1.47 1.72 1.74 2.81 3.49 3.24 3.11 2.64 
Time (h) 17 18 19 20 21 22 23 24 
Microgrid 1 16.13 16.14 15.56 15.51 14.0 13.03 9.82 9.45 
Microgrid 2 7.07 6.41 5.46 5.27 6.01 6.43 7.15 7.12 
Microgrid 3 3.42 3.39 3.26 2.28 3.46 3.14 1.16 1.14 
Microgrid 4 1.85 1.91 2.33 2.01 2.71 2.62 2.91 1.64 
Microgrid 5 2.06 2.01 2.31 2.41 2.06 1.51 1.33 1.36 
 
Table 6.3 Adjustable Load (S: Shiftable, C: Curtailable) 










Min Up Time 
(h) 
Microgrid 1 
L1 S 0 – 0.4 1.6 11 – 15 1 
L2 S 0 – 0.4 1.6 15 – 19 1 
L3 S 0.02 – 0.8 2.4 16 – 18 1 
L4 S 0.02 – 0.8 2.4 14 – 22 1 
L5 C 1.8 – 2 47 1 – 24 24 
Microgrid 2 
L1 S 0 – 0.4 1.6 12 – 16 1 
L2 S 0.02 – 0.8 2.4 15 – 23 1 
L3 C 1.8 – 2 47 1 – 24 24 
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Microgrid 4 L1 S 0 – 0.4 1.6 4 – 6 1 L2 S 0.02 – 0.8 2.4 10 – 13 1 
 















G1 27.7 1 – 5 3 2.5 
G2 39.1 1 – 5 3 2.5 
G3 61.3 0.8 – 3 1 3 
G4 65.6 0.8 – 3 1 3 
Microgrid 2 
G1 30.9 1 – 2 4 1 
G2 45.7 0.5 – 2 4 2 
G3 73.5 0.5 – 1 2 1 
G4 78.4 1 – 3 3 1.5 
 
Table 6.5 DES 







Microgrid 1 DES 10 0.4 – 2 5 
Microgrid 2 DES 5 0.2 – 1 4 
 
Table 6.6 Hourly Market Price ($/MWh) 
Time (h) 1 2 3 4 5 6 7 8 
Price 15.03 10.97 13.51 15.36 18.51 21.80 17.30 22.83 
Time (h) 9 10 11 12 13 14 15 16 
Price 21.84 27.09 37.06 68.95 65.79 66.57 65.44 79.79 
Time (h) 17 18 19 20 21 22 23 24 
Price 115.45 110.28 96.05 90.53 77.38 70.95 59.42 56.68 
 
Case 1: Individual Scheduling: In this case, the optimal scheduling for each 
microgrid in the system is determined independently (no power exchange with other 
microgrids/provisional microgrids). The operation costs of the microgrids 1-5 are 
calculated as $11,744.87, $8,431.57, $1,196.96, $853.37, and $1,119.24, respectively, 
and shown in Table 6.7. In this case, microgrids 3, 4, and 5 encounter load curtailment 
due to deficiency in generation capacity, where the average load curtailments in these 
microgrids are 0.93 MW, 0.56 MW, and 0.71 MW, respectively. The average load 
curtailment is shown in Table 6.8. Microgrids 1 and 2 do not have any load curtailment 
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due to the existence of the dispatchable DGs and DES units, which are optimally 
scheduled to supply local loads. Figure 6.3 demonstrates the hourly load curtailment in 
microgrids 3, 4, and 5 during the islanded operation. 
Case 2: Holonic Distribution Grid Scheduling: In this case, the power 
exchange among the integrated microgrids is enabled, where the optimal connections 
among the integrated microgrids during the islanded operation are identified by the 
proposed model. Enabling local power exchange highly impacts individual operation cost 
and improves the entire system reliability. Microgrids operation costs, in this case, are 
calculated as $8,308.72 (-29.5%), $7,139.79 (-15.32%), $3,278.96 (+173.94%), 
$2,161.37 (+153.27%), and $2,620.24 (+134.11%), respectively, where the changes in 
the microgrids’ operation costs are resulted from importing/exporting power from/to the 
other connected microgrids in the system. Table 6.7 illustrates the operation cost of all 
microgrids and shows the difference compared to Case 1. Although the operation costs in 
microgrids 3, 4, and 5 are increased, their individual reliability level is significantly 
improved. Microgrids 3, 4, and 5 average load curtailments are reduced to 0.065 MW (-
93.03%), 0.015 MW (-97.39%), and 0.114 MW (-83.99%), respectively. Table 6.8 shows 
the average load curtailment and demonstrates the difference compared to Case 1. The 
hourly load curtailments are illustrated in Figure 6.3. Table 6.9 illustrates the binary 
results for the optimal connections among the integrated microgrids in the holonic 
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Table 6.7 Operation Cost 
Case 
Number Microgrid 1 Microgrid 2 Microgrid 3 Microgrid 4 Microgrid 5 
Case 1 $11,744.87 $8,431.57 $1,196.96 $853.37 $1,119.24 
Case 2 $8,308.72 $7,139.79 $3,278.96 $2,161.37 $2,620.24 
Change -29.25% -15.32% 173.94% 153.27% 134.11% 
 
Table 6.8 Average Load Curtailment 
Case 
Number Microgrid 1 Microgrid 2 Microgrid 3 Microgrid 4 Microgrid 5 
Case 1 - - 0.93 MW 0.56 MW 0.71 MW 
Case 2 - - 0.065 MW 0.015 MW 0.114 MW 
Change 0% 0% -93.03% -97.39% -83.99% 
 
Table 6.9 Optimal Connection Among the Integrated Microgrids During all Islanded Operation 
Scenarios 
Tie-
Line Islanded scenario (1-24) 
1-2 1 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 
1-3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
1-4 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 
2-4 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 1 1 0 1 1 0 0 
2-5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
3-4 0 0 0 0 0 0 1 1 1 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 
4-5 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 1 
 
In order to show the mechanism of Table 6.9, i.e., the obtained optimal network 
topology during each islanded operation, one of the islanding operation scenario (here 
scenario 20) is demonstrated in Figure 6.4. The obtained optimal connections among the 
integrated microgrids during this islanding scenario deliver the minimum system-
aggregated operation cost and maximize the entire system reliability for all participated 
holons in the holonic distribution grid. These connections are made to support the 
microgrids’ needs, either to increase profits or to improve the local reliability level. The 
obtained network topology is based on the initially assumed connections that mentioned 
in Figure 6.2. The amount of the power transfer among the integrated microgrids during 
this islanded operation scenario are 0.03 MW from microgrid 1 to 3, 0.5 MW from 
microgrid 1 to 4, and 0.94 MW from microgrid 2 to 5. 
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Figure 6.4 Optimal network topology during grid-connected mode and islanded operation scenario 20. 
 
6.3 Spinning Reserve Based Topology Control in Holonic Distribution Grids  
The spinning reserve capacity is a significant requirement to ensure power 
systems reliability without having to resort to undesirable supply-demand balance 
solutions such as load shedding. The spinning reserve is considered as an ancillary 
service that is capable of providing the system with an immediate supply of power once a 
credible contingency takes place [85]-[87]. It supports the withstanding of the system 
towards the uncertainty of the nondispatchable units’ generation, the unforeseen increase 
in load, and the sudden outages. Therefore, preserving an appropriate amount of spinning 
reserve is fundamental in power systems operation. This section discusses the role of the 
spinning reserve in the holonic distribution grids [84]. In addition, it investigates the 
impact of the microgrids’ spinning reserve on enabling the local power exchange, and 
hence its importance in improving the entire system reliability. 
 














6.3.1 Spinning Reserve - A Key Element in Successful Implementation of 
Holonic Distribution Grids  
The spinning reserve requirement is typically set as a base component plus a 
fraction of the high operating limit of the largest committed unit or a fraction of the load 
in bulk energy systems. The spinning reserve requirement is defined as follows: 
srit =min 10MSRi ,Pi
max − Pit{ }  (6.22) 
0 ≤ srit ≤10MSRiIit  (6.23) 
where srit is the spinning reserve requirement, MSRi is the 10-minute maximum sustained 
rate, and Pmax and Pit are the maximum capacity and current generation of the on-line unit 
i, respectively, at a specific operating period t. The binary variable I represents the 
commitment state of dispatchable units in the holon. In a super-holon, the aggregated and 
net spinning reserves can be defined and calculated as follows: 
SRh = sri
i∈Hh
∑  (6.24) 
PDh = pdi
i∈Hh
∑  (6.25) 
SRh
N = SRh − PDh ≥ 0  (6.26) 
where SR and PD are the total spinning reserve and power deficiency in the super-holon, 
respectively, index h refers to the super-holon, and H is the set of holons. The superscript 
N indicates the net spinning reserve in a super-holon. Positive net spinning reserve in a 
super-holon indicates that the load shedding in that super-holon is zero, while a negative 
value shows that there is no adequate generation capacity to fully supply loads within the 
super-holon. 
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Increasing the spinning reserve requirement can significantly reduce the potential 
of load shedding. However, it would increase the system total cost due to the need for 
committing additional units. Therefore, the spinning reserve requirement is determined 
based on a tradeoff between the economics and the reliability objectives [85], [88]. 
Although the spinning reserve could help improve reliability, it could further offer 
additional intelligent paths to improve the economic benefits by exploiting those unused 
capacities. 
6.3.2 Illustrative Study  
A holonic distribution grid with five microgrids is used to demonstrate the impact 
of the microgrids' spinning reserve on enabling the local power exchange among the 
integrated players, and consequently enhancing the player-specific and system-wide 
reliability and economic benefits. These microgrids include two typical microgrids 
(named Microgrid 1 and Microgrid 2) and three provisional microgrids (named 
Provisional Microgrids 1, 2, and 3). Provisional microgrids are elevated prosumers, as 
described in [24]-[26]. The initial spinning reserve and unmet power in each holon 
(microgrid or provisional microgrid) in the holonic distribution grid are provided in 
Figure 6.5 for a given operating hour. 
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Figure 6.5 Spinning reserve and power deficient in each holons in the holonic distribution grid. 
 
Those unused capacities provided by the microgrids’ spinning reserve and the 
additional requirement of power in the provisional microgrids create a motivated 
environment for the power exchange among the players for mutual benefits. Since the 
investigated holonic distribution grid contains five holons, several rational combinations 
(i.e., super-holons) can be created within the holonic distribution grid. Figure 6.6 shows 
six different super-holons combinations and further shows the net spinning reserve of the 
super-holons once they are created. Even though several super-holon solutions can be 
generated in the holonic distribution grid, the optimal topology would be the one that best 
matches spinning reserve to deficient load, i.e., a minimum net spinning reserve solution. 
In the created six examples, in Figure 6.6(a), provisional microgrid 3 experiences a load 
curtailment of 0.8 MW; in Figure 6.6(b) either provisional microgrid 2 or 3 would 
experience a load curtailment of 0.3 MW; in Figure 6.6(c) none of the provisional 
microgrids would face load curtailment since the spinning reserve in these two super-
holons are equal to their power deficiency; in Figure 6.6(d) provisional microgrid 1 
experiences a load curtailment of 1 MW; in Figure 6.6(e) provisional microgrid 3 
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experiences a load curtailment of 0.8 MW; and in Figure 6.6(f) provisional microgrid 2 
experiences a load curtailment of 0.5 MW. 
 
Figure 6.6 Different super-holons reconfigurations. 
Based on the discussion and demonstrated figures, the combination in Figure 
6.6(c) seems to be the most desirable solution as (1) microgrids can fully use their unused 
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and (2) provisional microgrids can fully supply their local load through power exchange 
with microgrids in their super-holon, thus reducing load curtailment and increasing their 
reliability. 
6.4 Discussion  
Holonic distribution grids promote the systemic features of diversity, autonomy, 
and connectivity in the system, and further boost local and global objectives through 
identifying the optimal distribution network reconfiguration and proper connection of 
distribution players. This concept is investigated in this chapter, and the microgrids’ 
spinning reserve impact on the local power exchange in holonic distribution grids is 
further discussed. An illustrative study is implemented to show the impact of identifying 
the optimal system reconfiguration and the microgrids’ spinning reserve on enabling the 
optimal local power exchange, and therefore improving the entire system reliability and 
economic objectives. In addition, this chapter develops an optimal scheduling model for 
managing integrated microgrids in a holonic distribution grid that is capable of 
identifying the optimal connections among the integrated microgrids, enabling 
enhancement of individual microgrid and system-aggregated benefits.  
The results and conclusions in this study can be used in a follow on research to 
develop an optimization problem that can determine the optimal system topology without 
the need for examining all possible combinations. The objective function of such 
optimization problem would be to minimize the aggregated net spinning reserve in super-






 Chapter Seven: Conclusion and Future Directions 
Integrating the microgrids is predicted to be an essential application and a key 
operational feature toward the envisioned smart grids. The integrated operation of 
microgrids can enhance the local power system reliability and resilience, promote the 
individual microgrids’ economic benefits, and support further utilization of renewable 
energy resources. Therefore, determining the optimal schedule of the integrated 
microgrids during the grid-connected and islanded operation modes is crucial to 
achieving the most possible economic and environmental benefits. 
In this dissertation, the optimal operation of the integrated microgrids was studied 
and investigated. The impact of elevating prosumers to provisional microgrids was 
examined by making proper connections to an adjacent microgrid, and efficient optimal 
scheduling models for the provisional microgrid and the coupled microgrids were 
developed. The microgrid’s unused capacity during the islanded operation mode was 
further investigated to determine its equivalent price/quantity curve that will be used in 
offering the unused capacity to connected microgrids/loads during islanded operation. An 
optimal scheduling model based on communications between the integrated microgrids 
was proposed, where the power exchange between these integrated microgrids was 
enabled, motivated by associated economic and reliability benefits. The microgrids' 
privacy was taken into account by developing an optimal scheduling model of integrated 
microgrids, which utilized the Lagrange Relaxation method, to find the optimal solution 
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while minimizing data sharing among microgrids. In addition, the operation of the 
integrated microgrids in the holonic distribution grids was investigated, and an optimal 
scheduling model for managing the integrated microgrids in such distribution grids was 
developed, where the proposed model was capable of identifying the optimal connections 
among the integrated microgrids that enhances individual microgrid and system-
aggregated benefits. 
Investigating the impact of such systems, i.e., the integrated microgrids, from the 
utilities’ perspective seems necessary to overcome challenges that might be caused by the 
emerging of those intelligent technologies. In addition, investigating the control aspects 
of the integrated systems seems crucial to prevent the undesired voltage and frequency 
fluctuations. Moreover, studying the power flow of the integrated microgrids in the 
holonic distribution grids is challenging which require further attention along with the 
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