Abstract. An exact expression is derived for the top Laypunov exponent of the Zakai equation, arising in the nonlinear filtering of finite state Markov chains.
Introduction
Consider the filtering problem for a pair of continuous time random processes (X, Y ) = (X t , Y t ) t≥0 , where the signal component X is a Markov chain with values in a finite alphabet S = {a 1 , ..., a d }, transition intensities matrix Λ and initial distribution ν, is to be estimated from the trajectory of the observation process Y up to time t, which is a diffusion generated by
with an S → R function h, a Wiener process W = (W t ) t≥0 , independent of X, and constant "noise intensity" ε > 0. The objective is to calculate the conditional distribution of X t given the σ-algebra F Y [0,t] = σ{Y s , s ≤ t}. Hereafter diag(x) stands for a scalar matrix with x ∈ R d on the diagonal and x * denotes transposition of a column vector x ∈ R d ; any function f (·) on S is identified with a column vector f ∈ R d with entries f (a i ), i = 1, ..., d. The space of probability measures on S is denoted by P and for any µ ∈ P, µ(f ) stands for the average of a function f (·) with respect to µ, i.e.
. Sometimes the elements of P are viewed as vectors in R d with nonnegative elements, which should be clear from the context. Finally F is used for a generic σ-algebras/filtration as e.g.
With these notations, the vector π t of conditional probabilities
satisfies the Wonham filtering equation (see [7] )
The process π = (π t ) t≥0 can also be obtained by solving the Zakai equation for unnormalized conditional distribution ρ t
Hereafter we assume that X is an ergodic chain, meaning that the limits
exist and are unique. Recall, that for a chain to be ergodic, it is sufficient and necessary that all entries of Λ communicate or exp(Λt) has all nonzero entries for some (and hence for all) t > 0. Then µ is the solution of the linear equations Λ * µ = 0.
Motivated by the stability analysis of the equation (1.1), Atar and Zeitouni derived in [1] the following asymptotic for the top Lyapunov exponent λ ε := lim t→∞
The main result of this note is the following refinement of (1.3) Theorem 1.1. Assume that X is an ergodic chain and ε > 0, then
In a non asymptotic situation λ ε is strictly less than (1.3) in general.
The proof
The proof is in the spirit of the classic stability analysis of linear equations of the type (1.2) (R. Khasminskii, [4] , Chapter VI, §7). The solution of (1.2) has positive entries for any t > 0 P -a.s. (as e.g. in Theorem 5.1 in [3] ), so that r t := ρ t = 1 * ρ t , with 1 being the vector of ones. Taking into account that Λ1 = 0, the Ito formula implies
and thus
Since the integrand in the last term is bounded, it converges to zero P -a.s. (see e.g. Lemma 7.1, Chapter VI [4] ) and the assertion (1.4) holds true due to Lemma 2.1 below.
The degenerate diffusion matrix in (1.1) makes the ergodic properties of π and hence also the averaging in (2.1) not at all obvious (see [3] for a comprehensive discussion).
Lemma 2.1. The pair (X, π) is a Markov-Feller process. If X is an ergodic chain and ε > 0, then (X, π) has the unique invariant measure ϕ(dx, dν). Moreover for any integrable function g :
where Π(dν) = S ϕ(dx, dν).
Proof. The pair (X, π) is a Markov process. Indeed, π t being the unique strong solution of (1.1), is measurable with respect to
holds P -a.s. Denote by ϕ x,β t (du, dα) the transition probability distribution for (X, π), so that for any integrable f
Either by direct verification or appealing to a more general case in Theorem 2.3 in [5] , (X, π) can be shown to satisfy the Feller property. Then (X, π) being a MarkovFeller process with values in a compact state space, has at least one invariant measure (see e.g. Theorem 2.1 in Chapter III, [4] ).
It is the uniqueness of the invariant measure, which is usually hard to establish and in fact, probably contradicting the intuition, in certain filtering models the pair (X, π) may have many invariant measures with unique X-marginal (see [3] for an example).
The following simple arguments, taken from Theorem 7.1 [2] , show that the required uniqueness is intimately related to certain stability properties of (1.1). Suppose that ϕ 1 (dx, dα) and ϕ 2 (dx, dα) are two invariant measures for (X, π), meaning that for any integrable f and any t ≥ 0
Recall that µ(dx) denotes the invariant measure of X and let µ 1 (x, dα) and µ 2 (x, dα) be the regular conditional distributions so that ϕ i (dx, dα) = µ i (x, dα)µ(dx), i = 1, 2. For a bounded and continuous f , we have
Denote by π βν t the solution of (1.1), when X 0 has distribution ν and π 0 = β and suppose that for any ν, α, β ∈ P the solution of (1.1) Then with ν := δ x , x ∈ S, the estimate (2.3) and (2.4) implies that ϕ 1 and ϕ 2 coincide, i.e. (X, π) has the unique invariant measure. The property (2.4) was recently verified in [3] , provided X is ergodic and 1 ε > 0. Given the unique invariant measure exists, the standard arguments (as e.g. in Theorem 5.1, Chapter IV [4] ) can be applied to prove the law of large numbers:
Note that unless the initial conditions for (X, π) are matched in a special way, namely π 0 = ν with ν being the distribution of X 0 , π is not a conditional distribution and in particular not necessarily a Markov process. In the matched case 
and moreover for any integrable function f
and the first equality in (2.2) follows as t → ∞.
To check the second equality we use the following coupling arguments. The process X can be simulated by the Ito equation, driven by a matrix N t with the entries N ij t being independent Poisson processes for i = j, N ii t = − j =i N ij t , and EN t = Λt: Now let ( X, π) be a stationary copy of the process (X, Y ), i.e. the solutions of (2.5) and (1.1) with ( X 0 , π 0 ) having distribution ϕ(dx, dα), and (X, π) the solutions of the same equations (on the same probability space) with initial conditions (X 0 , ν) where X 0 has distribution ν. Then by (2.4) and (2.6)
which implies that the convergence in law (X t , π t ) w − → ( X t , π t ) and in turn the second equality in (2.2). This competes the proof.
Example: d = 2
In the two dimensional case, the invariant measure of π can be explicitly calculated by solving forward Kolmogorov equation for the SDE (1.1). Let for simplicity take a symmetric chain with values in S = {0, 1},
The equation (1.1) reduces to
where W is the innovation Wiener process, as mentioned before. Then π t has density q t (x) with respect to the Lebesgue measure and solves the forward Kolmogorov equation:
The unique invariant measure of π has density q(x), which solves ∂ ∂x ε 2 λ(1 − 2x)q(x) = 1 2
explicitly (see Section 15.4 in [6] )
where C is the normalization constant, depending on λε 2 . In this case Eπ Note that the second term in this expansion is sensitive to jump intensities magnitude λ, unlike the first term, which depends on λ through the invariant measure µ and thus "feels" only the asymmetry of Λ.
