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Re´sume´
Le but de cette the`se est de contribuer a` la compre´hension des e´quations de Monge-Ampe`re com-
plexes Paraboliques (MAP) sur des domaines de Cn. Cette e´quation a un lien e´troit avec le flot
de Ka¨hler-Ricci. Notre e´tude se concentre sur les cas ou` la condition initiale n’est pas re´gulie`re.
Nous voulons de´montrer l’existence de solutions satisfaisant la continuite´ jusqu’a` la frontie`re
et jusqu’au temps initial. L’ide´e est de se servir d’approximations et d’estimations a priori. En
utilisant le cas re´gulier sur les domaines de Cn, qui est connu, nous construisons une suite de
solutions d’e´quations ”approche´es”. Puis nous e´tablissons des estimations a priori pour montrer la
convergence. Cette strate´gie est analogue a` celle qu’on utiliser pour les proble`mes correspondants
sur les varie´te´s ka¨hle´riennes compactes. Mais les conditions au bord, et le besoin de re´gularite´
jusqu’au bord produisent des diffe´rences dans les de´tails.
Les contributions principales se trouvent dans le Chapitre 2 et le Chapitre 3. Dans le Chapitre
2, nous re´solvons l’e´quation MAP dans le cas ou` la donne´e initiale u0 est borne´e. Dans le Chapitre
3, nous utilisons la notion de ”solution faible” pour conside´rer des cas ou` u0 n’est pas borne´e, plus
pre´cise´ment, quand elle pre´sente un nombre fini de singularite´s logarithmiques.
Mots-cle´s
Equation de Monge-Ampe`re, flot de Ka¨hler-Ricci, estimations a priori.
4
Summary
The aim of this thesis is to make a contribution to understanding Parabolic complex Monge Ampe`re
equations (PMA) on domains of Cn. This equation is closely related to the Ka¨hler-Ricci flow. Our
study is centered around cases where the initial condition is irregular.
We want to prove the existence of solutions which satisfies continuity up to the boundary and
continuity up to initial time. The idea is to use approximations and a priori estimates. Using the
”regular case” on domains of Cn which is known, we construct a sequence of solutions of ”ap-
proximate equations”. Then we establish a priori estimates in order to show the convergence. This
strategy is analogous to that used for the corresponding problems on compact Ka¨hler manifolds.
But the boundary conditions and the need to have regularity up to the boundary produce some
difference in details.
The main contributions are presented in Chapter 2 and Chapter 3. In Chapter 2, we solve the
PMA equation in the case where the initial data u0 is bounded. In Chapter 3, we use the notion of
”weak solution” to consider some cases where u0 is not bounded, more precisely, when it presents
a finite number of logarithmic singularities.
Keywords
Monge Ampe`re equation, Ka¨hler-Ricci flow, a priori estimates.
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Introduction
Let Ω be a bounded smooth strictly pseudoconvex domain ofCn, i.e., there exists a smooth strictly
plurisubharmonic function ρ defined on a bounded neighbourhood of Ω¯ such that
Ω = {ρ < 0}.
We consider the Parabolic complex Monge-Ampe`re equation
(0.0.1)

u˙ = log det(uαβ¯) + f(t, z, u) on Ω× (0, T ),
u = ϕ on ∂Ω× [0, T ),
u = u0 on Ω¯× {0},
where u˙ = ∂u
∂t
, uαβ¯ = ∂
2u
∂zα∂z¯β
, u0 is a plurisubharmonic function in a neighbourhood of Ω¯,
T > 0, ϕ is smooth in Ω¯× [0, T ] and f is smooth in [0, T ]× Ω¯× R with fu ≤ 0.
This equation has a close connection with the Ka¨hler-Ricci flow which has become a powerful
tool of geometry. In this thesis, we study the existence of solutions for (0.0.1) in cases where the
initial condition is not regular.
We present, in more detail, motivations of our work and a brief statement of our results.
0.1 Ka¨hler-Ricci flow








where g0 is given and Rjk is the Ricci curvature with respect to g. It was first introduced by
Hamilton [Ham82]. It was used in [Ham82] to classify three-manifolds with positive Ricci curvature:
If a compact three-manifold M admits a Riemannian metric g0 with strictly positive
Ricci curvature, then it also admits a metric of constant positive curvature. In more
detail, Hamilton showed that there exists a unique solution of (0.1.1) on a maximal interval
[0, T ) on any compact Riemannian manifold with any initial metric. Then he considered, on a






g˜jk = 23 r˜g˜ − 2R˜jk,
g˜(0) = g˜0,
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which is related to (0.1.1) by transformations. The equation (0.1.2) has a unique solution on
[0,∞). The metrics g˜(t˜) are all equivalent, and converge uniformly as t˜ → ∞ to a continuous
positive-definite metric g˜(∞). Finally, he proved that this metric has constant positive curvature.
By the same argument, Hamilton used the Ricci flow to classify four-manifolds with positive
curvature operator [Ham86]. Hamilton later introduced the notion of Ricci flow with surgery
[Ham95] and laid out an ambitious program to prove the Poincare´ and Geometrization conjectures.
In the 2000s, Perelman developed new techniques which enabled him to complete Hamilton’s
program and settle these celebrated conjectures.
The Ricci flow (0.1.1) exists on a maximal interval [0, T ) on any compact Riemannian man-
ifold with any initial metric. But in general, T is impossible to compute or estimate. If M is
complex and if g0 is Ka¨hler, then many nice things happen. The metric g(t) is still Ka¨hler for
t ∈ (0, T ), and the flow is called the Ka¨hler-Ricci flow. It can be written as
(0.1.3) ∂
∂t
ω = −Ric(ω), ω(0) = ω0,












∂j∂k¯ log det gdzj ∧ dz¯k.
Now T is explicit and computable [Cao85, Tsu88, TZ06],
(0.1.4) T = sup{t > 0 : [ω0]− tc1(M) ∈ CM},
where c1(M) is the first Chern class of M and
CM = {α ∈ H1,1(M,R)|∃ a Ka¨hler form ω on M with [ω] = α}.
The study of the behavior of ω(t) as t→ T has been used to classify Ka¨hler manifolds and prove
the existence of Ka¨hler-Einstein metrics on manifolds with positive first Chern class and properties
of algebraic stability. For example, if c1(M) = 0 then M is Ricci flat [Cao85]. If−c1(M) ∈ CM
then M admits a Ka¨hler-Einstein metric [Cao85, Tsu88]





If −c1(M) ∈ ∂CM and
∫
M
(−c1(M))n > 0 then
ω(t)
t
t→∞→ ω∞ in C∞loc(M \Null(−c1(M))),
Ric(ω∞) = −ω∞ on M \Null(−c1(M)).
where
Null(α) = ∪{V ⊂M : V is an irreducible analytic subvariety with ∫V αdimV = 0}.
In another direction, the Ka¨hler-Ricci flow has been used in the minimal model program. Here
we mostly follow the exposition in [SW13]. The minimal model program (MMP) is concerned with
finding a ”good” representative of a variety within its birational class. A good variety X is one
satisfying either:
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(i) KX is nef; or
(ii) There exists a holomorphic map pi : X → Y to a lower dimensional variety Y such that
the generic fiber Xy = pi−1(y) is a manifold with KXy < 0.
In the first case, we say that X is a minimal model and in the second case we say that X is
a Mori fiber space (or Fano fiber space). Roughly speaking, since KX nef can be thought of as a
”nonpositivity” condition on c1(X) = [Ric(ω)], (i) implies that X is ”nonpositively curved” in
some weak sense. Condition (ii) says rather that X has a ”large part” which is ”positively curved”.
The two cases (i) and (ii) are mutually exclusive.
The basic idea of the MMP is to find a finite sequence of birational maps f1, . . . , fk and
varieties X1, . . . , Xk,
(0.1.5) X = X0 X1 X2 . . . Xkp p p p p p p-f1 p p p p p p p p p p-f2 p p p p p p p p p p p-f3 p p p p p p p p p p-fk
so that Xk is our good variety: either of type (i) or type (ii). Recall that KX nef means that
KX · C ≥ 0 for all curves C . Thus we want to find maps fi which ”remove” curves C with
KX · C < 0, in order to make the canonical bundle ”closer” to being nef.
Let X be a smooth projective variety with an ample divisor H . We consider (0.1.3) with ω0
lies in the cohomology class c1(H). The following is a conjectural picture for the behavior of the
Ka¨hler-Ricci flow, as proposed by Song and Tian in [ST07, ST09, Tian08].
Step 1. We start with a metric ω0 in the class of a divisor H on a variety X . We then consider
the solution ω(t) of the Ka¨hler-Ricci flow (0.1.3) on X starting at ω0. The flow exists on [0, T )
with T = sup{t > 0 | H + tKX > 0}.
Step 2. If T =∞, then KX is nef and the Ka¨hler-Ricci flow exists for all time. The flow ω(t)
should converge, after an appropriate normalization, to a canonical ‘generalized Ka¨hler-Einstein
metric’ on X as t→∞.
Step 3. If T <∞, the Ka¨hler-Ricci flow deforms X to (Y, gY ) with a possibly singular metric
gY as t→ T .
(a) If dimX = dim Y and Y differs from X by a subvariety of codimension 1, then we return
to Step 1, replacing (X, g0) by (Y, gY ).
(b) If dimX = dim Y and Y differs from X by a subvariety of codimension greater than 1,
we are in the case of a small contraction. Y will be singular. By considering an appropriate
notion of weak Ka¨hler-Ricci flow on Y , starting at gY , the flow should immediately resolve
the singularities of Y and replace Y by its flip X+. Then we return to Step 1 with X+.
(c) If 0 < dim Y < dimX , then we return to Step 1 with (Y, gY ).
(d) If dim Y = 0, X should have c1(X) > 0. Moreover, after appropriate normalization, the
solution (X,ω(t)) of the Ka¨hler-Ricci flow should deform to (X ′, ω′) where X ′ is possibly
a different manifold and ω′ is either a Ka¨hler-Einstein metric or a Ka¨hler-Ricci soliton (i.e.
Ric(ω′) = ω′ + LV (ω′) for a holomorphic vector field V ).
Thus the Ka¨hler-Ricci flow should construct the sequence of manifolds X1, . . . , Xk of the
MMP with scaling, with Xk either nef (as in Step 2) or a Mori fiber space (as in Step 3, part
(c) or (d)). If we have a Mori fiber space, then we can continue the flow on the lower dimensional
manifold Y , which would correspond to a lower dimensional MMP with scaling. At the very last
step, one would expect the Ka¨hler-Ricci flow to converge, after an appropriate normalization, to a
canonical metric.
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In [ST09], Song-Tian constructed weak solutions for the Ka¨hler-Ricci flow through the finite
time singularities if the flips exist a priori. Such a weak solution is smooth outside the singularities
of X and the exceptional locus of the contractions and flips, and it is a nonnegative closed (1, 1)-
current with locally bounded potentials. Furthermore, the weak solution of the Ka¨hler-Ricci flow
is unique.
In the case of complex dimension two, it was shown by Song-Weinkove [SW10] that the algebraic
procedure of ”blowing down” a holomorphic sphere corresponds to a geometric ”canonical surgical
contraction” for the Ka¨hler-Ricci flow.
In a work which relates to MMP, Guedj-Zeriahi [GZ13] used approximations to prove that if
ω0 merely is positive (1, 1)-current in a Ka¨hler class, with zero Lelong numbers, then (0.1.3)
has a smooth solution which converges L1 to u0 as t → 0. Then Lu-Di Nezza [DL14] developed
the methods of Guedj-Zeriahi to prove the uniqueness of the solution in the case where ω0 has
zero Lelong numbers and consider the case where ω0 has positive Lelong numbers at some points.
These nice results provide motivation of our work: Use approximations to solve the corresponding
problems in pseudoconvex domains of Cn.
0.2 Relationship between the Ka¨hler-Ricci flow and the Parabolic
complex Monge-Ampe`re equation
Let M be a complex manifold and ω0 be a Ka¨hler form on M . Fix 0 < T ′ < T , where T
is defined by (0.1.4). We recall the arguments from [SW13] to prove that the Ka¨hler-Ricci flow
(0.1.3) is equivalent to a Parabolic complex Monge-Ampe`re equation on [0, T ′).
Let η be a Ka¨hler form in [ω0]− T ′c1(M). Fix a volume form Ω on M with




where χ = 1
T ′ (η − ω0), ωˆt = ω0 + tχ. Notice that here we are abusing notation somewhat by
writing ∂∂¯ log Ω. To clarify, we mean that if the volume form Ω is written in local coordinates zi
as
Ω = a(z1, . . . , zn)(
√−1)ndz1 ∧ dz¯1 ∧ · · · ∧ dzn ∧ dz¯n,
for a locally defined smooth positive function a then we define ∂∂¯ log Ω = ∂∂¯ log a. Although
the function a depends on the choice of holomorphic coordinates, the (1, 1)-form ∂∂¯ log a does
not, as the reader can easily verify.
We now consider the parabolic complex Monge-Ampe`re equation, for ϕ = ϕ(t) a real-






Ω , ωˆt +
i
2pi∂∂¯ϕ > 0, ϕ|t=0 = 0.
This equation is equivalent to the Ka¨hler-Ricci flow (0.1.3). Indeed, given a smooth solution ϕ
of (0.2.2) on [0, T ′), we can obtain a solution ω = ω(t) of (0.1.3) on [0, T ′) as follows. Define














as required. Conversely, suppose that ω = ω(t) solves (0.1.3) on [0, T ′). Then since ωˆt ∈ [ω(t)],
we can apply the ∂∂¯-Lemma to find a family of potential functions ϕ˜(t) such that ω(t) =
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ωˆt + i2pi∂∂¯ϕ˜(t) and
∫
M ϕ˜(t)ωn0 = 0. By standard elliptic regularity theory the family ϕ˜(t) is













and since the only pluriharmonic functions on M are the constants, we see that
∂
∂t
ϕ˜ = log ω
n
Ω + c(t),
for some smooth function c : [0, T ′) → R. Now set ϕ(t) = ϕ˜(t) − ∫ t0 c(s)ds − ϕ˜(0), noting
that since ω(0) = ω0 the function ϕ˜(0) is constant. It follows that ϕ = ϕ(t) solves the parabolic
complex Monge-Ampe`re equation (0.2.2).
0.3 Degenerate Parabolic complex Monge-Ampe`re equation
on compact Ka¨hler manifolds
Let (X,ω) be a compact Ka¨hler manifold. We consider the twisted Ka¨hler-Ricci flow
(0.3.1) ∂
∂t
ωt = −Ric(ωt) + η, ωt|t=0 = T0,
where η is a fixed closed (1, 1)-form, T0 is a current in a Ka¨hler class α0.
Denote
Tmax = sup{t ≥ 0 : α0 − tc1(X) + t{η} ∈ CX}.
Then, on [0, Tmax), (0.3.1) is equivalent to
(0.3.2) ϕ˙t = log
(θt + ddcϕt)n
µ
, ϕt|t=0 = ϕ0,
where µ is a smooth positive measure, θt = ω+ t(η−Ric(ω)) and ϕ0 ∈ PSH(X,ω) satisfies
T0 = ω + ddcϕ0.
The following result is already known
Theorem 0.3.1. ([GZ13, DL14]) If ϕ0 has zero Lelong numbers then there exists a
unique family of smooth strictly θt − psh functions (ϕt) such that
(0.3.3) ϕ˙t = log
(θt + ddcϕt)n
µ
in (0, Tmax ×X), with ϕt → ϕ0 in L1, as t→ 0. Moreover,
• ϕt → ϕ0 in energy if ϕ0 ∈ E1(X).
• ϕt → ϕ0 in capacity if ϕ0 ∈ L∞(X).
If ϕ0 has positive Lelong numbers at some points then the situation becomes more complex.
First, we recall that the integrability index of ϕ0 is defined by
c(ϕ0) = sup{λ > 0 : e−2λϕ0 ∈ L1(X)}.
Lu-Di Nezza [DL14] proved that
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Theorem 0.3.2. There exists a unique function ϕ : (0, Tmax)×X → R satisfying
(i) ϕt ∈ PSH(X, θt) for any t ∈ (0, Tmax).
(ii) The function t 7→ ϕt is continuous as a map from (0, Tmax) to L1(X).
(iii) For each  ∈ (0, Tmax) there exists an analytic subset D ⊂ X such that the
function
(t, x) 7→ ϕt(x)
is smooth on (, Tmax)× (X \D) where the equation (0.3.3) is satisfied in the
classical sense. Moreover, D = ∅ if  > 1
c(ϕ0)
.
(iv) If ϕm(t, z) are solutions of (0.3.3) such that ϕm(0, .)↘ ϕ0 then ϕm ↘ ϕ.
0.4 Outline of this thesis




u˙ = log det(uαβ¯) + f(t, z, u) on Ω× (0, T ),
u = ϕ on ∂Ω× [0, T ),
u = u0 on Ω¯× {0},
where u0 is a plurisubharmonic function in a neighbourhood of Ω¯, T > 0,ϕ is smooth in Ω¯×[0, T ]
and f is smooth in [0, T ]× Ω¯× R with fu ≤ 0.
If u0 is smooth and satisfies the compatibility condition on ∂Ω × {0} then (0.4.1) has a
unique smooth solution [HL10]. We study the cases where u0 is degenerate. We are interested in
three issues:
+ Does there exist a solution u for (0.4.1) in the ”classical sense”? The function u is called a
classical solution for (0.4.1) if u satisfies (0.4.1) in Ω × (0, T ) in the sense of ”classical
derivatives”. Of course, the continuity up to boundary and the continuity to initial time of u
are required.
+ If there isn’t a classical solution for (0.4.1), can we find a solution u for (0.4.1) in some
other sense, close to the classical sense?
+ The uniqueness of solution and the regularity of the solution (if it exists).
We expect that results should be similar to the case of compact Ka¨hler manifolds [GZ13, DL14].
But we only have partial results.
The contents of this thesis are as follows:
In Chapter 1, we recall some preliminaries (Hou-Li theorem, Maximum principle, Laplacian
inequalities...).
In Chapter 2, we consider (0.4.1) with u0 is bounded. We prove that, in this case, (0.4.1) has
a unique classical solution u ∈ C∞(Ω¯× (0, T )) satisfying
u(., t) L
1→ u0 as t→ 0.
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Moreover, u(., t) also converges to u0 in capacity.
Theorem 0.4.1. Let Ω be a bounded smooth strictly pseudoconvex domain of Cn
and T ∈ (0,∞]. Let u0 be a bounded plurisubharmonic function defined on a neigh-
bourhood W of Ω. Assume that ϕ ∈ C∞(Ω¯ × [0, T )) and f ∈ C∞([0, T ) × Ω¯ × R)
satisfying
(i) fu ≤ 0.
(ii) ϕ(z, 0) = u0(z) for z ∈ ∂Ω.
Then there exists a unique function u ∈ C∞(Ω¯× (0, T )) such that
(0.4.2) u(., t) is a strictly plurisubharmonic function on Ω for all t ∈ (0, T ),
(0.4.3) u˙ = log det(uαβ¯) + f(t, z, u) on Ω× (0, T ),
(0.4.4) u = ϕ on ∂Ω× (0, T ),
(0.4.5) lim
t→0 u(z, t) = u0(z) ∀z ∈ Ω¯.
Moreover, u is bounded on Ω¯× [0, T ′] for any 0 < T ′ < T , and u(., t) also converges
to u0 in capacity when t→ 0.
If u0 ∈ C(W ) then u ∈ C(Ω¯× [0, T )).
This result is similar to the compact case [GZ13]. But the component ”f(t, z, u)” creates real
difficulties when u0 merely has zero Lelong numbers, so we could not get the more general result
in this case. In general, when u0 is not bounded, we have only been able to consider the problem
with f(t, z, u) = −Au+ f(z, t).
In order to prove this theorem, we use Hou-Li theorem to obtain smooth solutions to an
approximation. Then we use boundary a priori estimates as in [HL10], interior a priori estimates
as in [GZ13] and C2,α-estimates to obtain the convergence. Although we only need to bound |u|,
u˙ and ∆u, we also estimate ∇u in order to prove boundary second order a priori estimates.
In Chapter 3, we use approximations to define ”weak solution” in the case f(t, z, u) = −Au+
f(z, t), A ≥ 0. The function u ∈ USC(Ω¯× [0, T )) (upper semicontinuous function) is called
a weak solution of (0.4.1) if there exist um ∈ C∞(Ω¯× [0, T )) satisfying
(0.4.6)

um(., t) ∈ SPSH(Ω),
u˙m = log det(um)αβ¯ − Aum + f(z, t) on Ω× (0, T ),
um ↘ ϕ on ∂Ω× [0, T ),
um ↘ u0 on Ω¯× {0},
u = lim
m→∞um.
where SPSH(Ω) = {strictly plurisubharmonic functions on Ω}.
We prove that (0.4.1) has a unique weak solution. Then, we describe the weak solution when
u0 =
∑
Nj log |z − aj| + O(1). We also show that, if u0 has positive Lelong number at some
points then (0.4.1) doesn’t admit a classical solution of the kind found in chapter 2.
18 Introduction
Theorem 0.4.2. Let A ≥ 0, T > 0 and Ω be a bounded smooth strictly pseudoconvex
domain of Cn. Let ϕ, f be smooth functions in Ω¯×[0, T ] and u0 be a plurisubharmonic
function in a neighbourhood of Ω¯ such that u0(z) = ϕ(z, 0) for any z ∈ ∂Ω. Then
(0.4.1) has a unique weak solution.





Nj log |z − aj|+O(1),
where l ∈ N, aj ∈ Ω, Nj > 0. Then the weak solution u satisfies
(a) u ∈ C∞(Q), where Q = (Ω¯× (0, T )) \ (∪({aj} × (0, A(Nj)]) andA(x) =
x
2n if A = 0,
A(x) = 1A(log(Ax+ 2n)− log(2n)) if A > 0.
(b) u = −∞ on ∪({aj} × [0,min{T, A(Nj)})).
Moreover, for any 0 < t < min{T, A(Nj)},
νu(.,t)(aj) = k(Nj, t),







e−At if A > 0.
(c) u˙ = log detuαβ¯ − Au+ f(z, t) in Q.
(d) u(., t) L
1−→ u0 when t↘ 0; u|∂Ω×[0,T ) = ϕ|∂Ω×[0,T ).
Moreover, u(., t) ⇒ u0 in capacity, i.e., if  > 0 and Ω¯ b W then there exists
an open set U such that
CapW (Ω¯ \ U) ≤ ,
u(., t)⇒ u0 on Ω¯ ∩ U.
Theorem 0.4.4. Suppose that the conditions of Theorem 0.4.2 are satisfied. If there
is a ∈ Ω such that the Lelong number of u0 at a is positive, i.e. ,
νu0(a) = limr→0
sup|z−a|<r u0(z)
log r > 0,
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then there is no u ∈ C∞(Ω¯× (0, T )) satisfying
(0.4.7)

u(., t) ∈ SPSH(Ω¯), ∀t ∈ (0, T ),
u˙ = log det(uαβ¯)− Au+ f(z, t) on Ω× (0, T ),







The Hou-Li theorem states that the equation (0.4.1) has a unique solution when the conditions
are good enough. We will use it to obtain smooth solutions to an approximating problem.
We first need the notion of subsolution.
Definition 1.1.1. A function u ∈ C∞(Ω¯ × [0, T )) is called a subsolution of the
equation (1.1.2) if and only if
(1.1.1)

u(., t)is a strictly plurisubharmonic function,
u˙ ≤ log det(u)αβ¯ + f(t, z, u),
u|∂Ω×(0,T ) = ϕ|∂Ω×(0,T ),
u(., 0) ≤ u0.
Theorem 1.1.2. Let Ω ⊂ Cn be a bounded domain with smooth boundary. Let
T ∈ (0,∞]. Assume that
• ϕ is a smooth function in Ω¯× [0, T ).
• f is a smooth function in [0, T )× Ω¯× R non increasing in the last variable.
• u0 is a smooth strictly plurisubharmonic funtion in a neighborhood of Ω.
• u0(z) = ϕ(z, 0), ∀z ∈ ∂Ω.
• The compatibility condition is satisfied, i.e.
ϕ˙ = log det(u0)αβ¯ + f(t, z, u0), ∀(z, t) ∈ ∂Ω× {0}.
• There exists a subsolution to the equation (1.1.2).
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u˙ = log det(uαβ¯) + f(t, z, u) on Ω× (0, T ),
u = ϕ on ∂Ω× [0, T ),
u = u0 on Ω¯× {0}.
Remark 1.1.3. (i) There is a corresponding result in the case of a compact Ka¨hler
manifold. On the compact Ka¨hler manifold X, we must assume that 0 < T <
Tmax, where Tmax depends on X. In the case of domain Ω ⊂ Cn, we can assume
that T = +∞ if ϕ, u are defined on Ω¯× [0,+∞) and f is defined on [0,+∞)×
Ω¯× R.
(ii) If Ω is a bounded smooth strictly pseudoconvex domain of Cn then one can
prove that a subsolution always exists, and so Theorem 1.1.2 does not need the
additional assumpation of existence of a subsolution.
The proof of this theorem is quite long. We refer the reader to [HL10] for more detail.
1.2 Maximum principle
The following maximum principle is a basic tool to establish upper and lower bounds in the
sequel (see [BG13] and [IS13] for other versions).
Theorem 1.2.1. Let Ω be a bounded domain of Cn and T > 0. Let {ωt}0<t<T be a
continuous family of continuous positive definite Hermitian forms on Ω. Denote by




, ∀f ∈ C∞(Ω).
Suppose that H ∈ C∞(Ω× (0, T )) ∩ C(Ω¯× [0, T )) and satisfies
( ∂
∂t








H. Here we denote ∂P (Ω×(0, T )) = ∂Ω×(0, T )∪Ω¯×{0}.







where H(z, t) = H(z, t)− t.
Indeed, if there exists z0 ∈ Ω, t0 ∈ (0, T ′] satisfying
H(z0, t0) = sup
Ω¯×[0,T ′)
H,
then we have H˙(z0, t0) ≥ 0 and the Hessian matrix (Hαβ¯(z0, t0)) is negative. Hence,
at (z0, t0),
H˙ = H˙ +  ≥  ≥ ∆tH + 
and











Corollary 1.2.2. Let Ω be a bounded domain of Cn and T ∈ (0,∞]. Let u, v ∈
C∞(Ω× (0, T )) ∩ C(Ω¯× [0, T )) satisfying
• u(., t) and v(., t) are strictly plurisubharmonic functions for any t ∈ [0, T ),
• u˙ ≤ log det(uαβ¯) + f(t, z, u),
• v˙ ≥ log det(vαβ¯) + f(t, z, v),
where f ∈ C∞([0, T )× Ω¯× R) is non increasing in the last variable.
Then sup
Ω×(0,T )
(u− v) ≤ max{0, sup
∂P (Ω×(0,T ))
(u− v)}.
Proof. Let  > 0 and 0 < T ′ < T . We denote
H = u− v − t.
We need to show that
(1.2.2) sup
Ω¯×[0,T ′)
H = max{0, sup
∂P (Ω¯×[0,T ′))
H}.
Indeed, if (z0, t0) ∈ Ω× (0, T ) satisfies




then H˙(z0, t0) ≥ 0 and (Hαβ¯(z0, t0)) is negative. Hence, we have, at (z0, t0),
H˙ − log (dd
cv + ddcH)n
(ddcv)n ≥  > 0.
On the other hand, by the assumption, we have
H˙ − log (dd
cv + ddcH)n
(ddcv)n ≤ f(t, z, u)− f(t, z, v).
Then, at (z0, t0), we have
f(t, z, u) > f(t, z, v).
Note that fu ≤ 0. Then u(z0, t0) ≤ v(z0, t0). We obtain (1.2.2).
When ↘ 0 and T ′ ↗ T , we have the desired result.
Corollary 1.2.3. Let Ω be a bounded domain of Cn and T ∈ (0,∞]. We denote by
L an operator on C∞(Ω× (0, T )) satisfying
L(f) = ∂f
∂t
−∑ aαβ¯ ∂2f∂zα∂z¯β − b.f,
where aαβ¯, b ∈ C(Ω×(0, T )), (aαβ¯(z, t)) are positive definite Hermitian matrices and
b(z, t) < 0.
Assume that φ ∈ C∞(Ω× (0, T )) ∩ C(Ω¯× [0, T )) satisfies
L(φ) ≤ 0.
Then φ ≤ max(0, sup
∂P (Ω×(0,T ))
φ).
Proof. Let  > 0 and 0 < T ′ < T . We denote
H = u− v − t.
We need to show that
(1.2.3) sup
Ω¯×[0,T ′)
H = max{0, sup
∂P (Ω¯×[0,T ′))
H}.
Indeed, if (z0, t0) ∈ Ω× (0, T ) satisfies
H(z0, t0) = sup
Ω¯×[0,T ′)
H
then H˙(z0, t0) ≥ 0 and (Hαβ¯(z0, t0)) is negative. Hence, we have, at (z0, t0),
H˙ −∑ aαβ¯Hαβ¯ ≥  > 0.
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On the other hand, by the assumption, we have
H˙ −∑ aαβ¯Hαβ¯ ≤ b(u− v).
Then u(z0, t0) ≤ v(z0, t0). We obtain (1.2.3).
When ↘ 0 and T ′ ↗ T , we have the desired result.
1.3 Laplacian inequalities
In this section, we record two Laplacian inequalities which will be used to prove second order a
priori estimates. The results can be found in [Yau78], [Siu87], [BG13]. We include proofs for the
reader’s convenience.
















Proof. In terms of the eigenvalues 0 < λ1 ≤ ... ≤ λn of ω1 with respect to ω2 (at a


















The first inequality is nothing but the inequality of arithmetic and geometric means.
















Remark 1.3.2. Assume that u is a smooth strictly plurisubharmonic function in a
domain Ω ⊂ Cn. Then applying Theorem 1.3.1 for ω1 = ddcu and ω2 = ddc|z|2, we
have





where (uαβ¯) is the transpose of the inverse matrix of the Hessian matrix (uαβ¯).
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Theorem 1.3.3. Let ω, ω′ be two Ka¨hler forms on a complex manifold X. If the
holomorphic bisectional curvature of ω is bounded below by a constant B ∈ R on X,
then




where Ric(ω′) is the form associated to the Ricci curvature of ω′.
Proof. Since this is a pointwise inequality, we can choose normal holomorphic coor-















kl = λkδkl +O(|z|).
Here Rj1j2kl denotes the curvature tensor of ω, δkl stands for the Kronecker sym-
bol, and λ1 ≤ ... ≤ λn are the eigenvalues of ω′ with respect to ω at p.
Observe that the inverse matrix (ωkl) = (ωkl)−1 satisfies




Recall also that the curvature tensor of ω′ is given in the local coordinates (zj) by
R
′























at p. Set u := trω(ω′), and note that
∆ω′ log u = u−1∆ω′u− u−2trω′(du ∧ dcu).
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kk) = λkRjjkk + ∂j ∂¯jω
′
kk
thanks to (1.3.1). It follows that
(1.3.3)



















holds at p. On the one hand, the assumption on the holomorphic bisectional curva-













































by Cauchy-Schwarz inequality. Combining this with (1.3.3) and (1.3.4) yields the
desired inequality.
Remark 1.3.4. Assume that u is a smooth strictly plurisubharmonic function in a






1.4 C2,α estimate up to the boundary for the parabolic equa-
tion
1.4.1 Parabolic Ho¨lder spaces
The reader can find more complete notations in [Lieb96, Chapter 4] or [Kryl96, Chapter 8].
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In RN × R we define the parabolic distance between the points X1 = (x1, t1), X2 = (x2, t2)
as
d(X1, X2) = |x1 − x2|+ |t1 − t2|1/2.
Let 0 < α < 1. Let u be a function defined in a domain Q ⊂ RN × R. We say that u is






Let 0 < β < 2. We denote
〈u〉β;Q = sup
(x,t1) 6=(x,t2)∈Q
|u(x, t1)− u(x, t2)|
|t1 − t2|β/2 .
We say that u is uniformly Ho¨lder continuous in Q with exponent k+ α, or u ∈ Ck,α(Q) if the
derivatives DjxD
l
tu exist for |j|+ 2l ≤ k and the norm
‖u‖Ck,α(Q) = ∑|j|+2l≤k supQ |DjxDltu|+ ∑|j|+2l=k[DjxDltu]α;Q + ∑|j|+2l=k−1〈DjxDltu〉α+1;Q
is finite.
The norm ‖.‖Ck,α(Q) makes Ck,α(Q) a Banach space. If we define the similar notions for Q¯, then
Ck,α(Q) = Ck,α(Q¯).
1.4.2 C2,α estimate up to the boundary
Let Ω be a bounded smooth domain of RN . We consider the equation
(1.4.1) u˙ = F (D2u) + f(t, x, u) in Ω× (0, T˜ ),
where T˜ > 0, f is a smooth function defined on [0, T˜ ) × Ω¯ × R and F is a smooth concave
function defined on the set of all real N × N matrices. In addition, we assume that there exist
0 < λ < Λ <∞ such that
(1.4.2) λ trη ≤ F (r + η)− F (r) ≤ Λ trη
for any symmetric matrix r, any positive definite matrix η.
We will establish C2,α estimates for the solution of (1.4.1) near ∂Ω × (, T ) for any 0 <  <
T < T˜ without C2,α conditions on Ω× {0}.
Versions of such estimates can be found in the literature (see for instance [Lieb96]), but the
precise form which we need is stated in the following:
Theorem 1.4.1. Let F be concave and smooth satisfying (1.4.2). Let f be a smooth
function in [0, T˜ ) × Ω¯ × R and ϕ be a smooth function in Ω¯ × [0, T˜ ). Assume that
Ω1 b Ω and u ∈ C2;1((Ω¯ \ Ω1)× [0, T˜ )) ∩ C∞((Ω \ Ω1)× (0, T˜ )) is a solution of
(1.4.3)
 u˙ = F (D
2u) + f(t, x, u) in (Ω \ Ω1)× (0, T˜ ),
u = ϕ on ∂Ω× (0, T˜ ),
and that
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|u|+ |u˙|+ |∇u|+ |D2u| ≤ C on (Ω¯ \ Ω1)× (0, T˜ ),
then , for any 0 <  < T < T˜ and Ω1 b Ω2 b Ω, we have
(1.4.4) ‖u‖C2,α((Ω¯\Ω2)×(,T )) ≤ C,T,Ω2 ,
where 0 < α < 1, C,T,Ω2 > 0 depend on λ,Λ,Ω,Ω1,Ω2, C, , T and the upper bound
of ‖ϕ‖C4 + ‖F‖C1 + ‖f‖C2.














sup |Dj1t Dj2x Dj3u f |.
In order to prove Theorem 1.4.1, we use the technique as in [CC95]. We need to prove a series
of lemmas.
Lemma 1.4.3. There exist 0 < β < 1 and C,T > 0 depending on λ,Λ,Ω,Ω1, C, , T
and the upper bound of ‖ϕ‖C4 + ‖F‖C1 + ‖f‖C1 such that
‖D2u(x, t)−D2u(x0, t0)‖
(|x− x0|+ |t− t0|1/2)β ≤ C,T , ∀x, x0 ∈ ∂Ω;∀t, t0 ∈ (, T ).
Proof. Let x0 ∈ ∂Ω. We consider a smooth diffeomorphism
ψ : U ∩ Ω −→ B+4 := {y ∈ RN : |y| < 4, yN > 0}
x 7→ y = ψ(x)
such that ψ(x0) = 0 and
ψ(U ∩ ∂Ω) = Γ4 = {y = (y′, yN) ∈ RN−1 × R : |y′| < 4, yN = 0},
where U is a neighborhood of x0.
We define
v(y, t) = u(ψ−1(y), t)− ϕ(ψ−1(y), t),
where y ∈ B+4 ⋃Γ4, t ∈ (, T ). Then v|Γ4×(,T ) = 0 and v satisfies the equation
(1.4.5) v˙ = G(t, y, v,Dv,D2v)
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where the upper bound of ‖G‖C1 depends on ‖F‖C1 , ‖f‖C1 and ψ. Moreover, there






for all ξ ∈ RN .
Now we only need to show
‖D2v(y, t)−D2v(0, t0)‖ ≤ C,T (|y|+ |t− t0|1/2)β
for any y ∈ Γ1, t, t0 ∈ (, T ).
By the implicit function theorem, we have
vNN = H(t, y, v, v˙, Dv, (vij)j<N).




Hence, there exists B > 0 such that
|vNN(y, t)− vNN(0, t0)| ≤ B(sup
j<N
|vij(y, t)− vij(0, t0)|+ |v˙(y, t)− v˙(0, t0)|
+|Dv(y, t)−Dv(0, t0)|+ |y|+ |t− t0|).
Note that v˙|Γ4×(,T ) = vj|Γ4×(,T ) = vij|Γ4×(,T ) = 0 for j < N . Then we only need to
show
(1.4.6) |vN(y, t)− vN(0, t0)| ≤ C,T (|y|+ |t− t0|1/2)β,
(1.4.7) |vNk(y, t)− vNk(0, t0)| ≤ C,T (|y|+ |t− t0|1/2)β,
for any y ∈ Γ1, t, t0 ∈ (, T ) and k < N .
By (1.4.5), we have
(1.4.8) v˙ = ∆v + f1(t, y),
where ∆ is the Laplacian operator and f1(t, y) = G(t, y, v,Dv,D2v) − ∆v. By the
hypothesis of theorem, ‖f1‖L∞ is bounded by a universal constant.







(t, y, v,Dv,D2v) + f2(t, y),















Then ‖f2‖L∞ is bounded by a universal constant.
Then [Lieb96, Lemma 7.32] states that
Lemma 1.4.4. If u ∈ C2;1(B+4 × (0, T )) satisfies
|u˙−∑ aijuij| ≤ A1,
|u| ≤ A2xN ,
where aij ∈ C(B+4 × (0, T )) is such that
sup |aij| ≤ B and
λ|ξ|2 ≤∑ aijξiξj ≤ Λ|ξ|2,























where y ∈ B+1 , 2 < t < T − 2, R <  and U(y, t, R) = B+R(y)× (t−R2, t+R2).
Applying this lemma to the equations (1.4.8) and (1.4.9), we obtain (1.4.6) and
(1.4.7).
Corollary 1.4.5. There exists C,T > 0 depending on λ,Λ,Ω,Ω1, C, , T and the
upper bound of ‖ϕ‖C4 + ‖F‖C1 + ‖f‖C1 such that
|u˙(x, t)− u˙(x0, t0)|
(|x− x0|+ |t− t0|1/2)β ≤ C,T , ∀x, x0 ∈ ∂Ω;∀t, t0 ∈ (, T ).
where 0 < β < 1 is the constant in Lemma 1.4.3.
Lemma 1.4.6. There exists C,T > 0 depending on λ,Λ,Ω,Ω1, C, , T and the upper
bound of ‖ϕ‖C4 + ‖F‖C1 + ‖f‖C1 such that
|u˙(x, t)− u˙(x0, t0)|
(|x− x0|+ |t− t0|1/2)β/2 ≤ C,T , ∀x ∈ Ω \ Ω1, x0 ∈ ∂Ω;∀t, t0 ∈ (, T ).
where 0 < β < 1 is the constant in Lemma 1.4.3.
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Proof. By equation (1.4.3), we have
(1.4.10) |u¨−∑ ∂F
∂rij
u˙ij| = |ft(t, x, u) + u˙fu(t, x, u)| ≤ A,
where A > 0 is a universal constant.
Let x0 ∈ ∂Ω and t0 ∈ (2, T ). We can choose coordinates (xj)1≤j≤N so that x0 = 0
and the positive xN axis is the interior normal direction of ∂Ω at x0. We also assume
that near x0, ∂Ω is represented as a graph




where x′ = (x1, ..., xN−1).
Let Q(x′) = P (x′)− |x′|2. We consider
















∂2((xN −Q(x′))2 + t0 − t)β/4
∂xi∂xj
= β(β − 4)4 ((xN −Q(x


























∂2((xN −Q(x′))2 + t0 − t)β/4
∂xixj
= O(xN −Q(x′))β/2−2.
On the other hand,
(1.4.13) |u˙− u˙(0, t0)| |∂P ((Ω∩BR)×(,t0)) = O(((xN −Q(x′))2 + t0 − t)β/4).
By (1.4.10), (1.4.11), (1.4.12), (1.4.13), there exists K1, K2 > 0 such that
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v|∂P ((Ω∩BR)×(,t0)) ≥ ±(u˙− u˙(0, t0))|∂P ((Ω∩BR)×(,t0)),
(±u¨− v˙)−∑ ∂F
∂rij
(±u˙ij − vij) ≤ A+ K1λβ(β − 2)8 ≤ 0.
The comparison principle of parabolic type ([Fried83]) states that
Lemma 1.4.7. Let Ω be a bounded domain of RN and T > 0. Let u, v ∈ C2;1(Ω×
(0, T ]) ∩ C(Ω¯× [0, T ]). Assume that
∂(u− v)
∂t
−∑ aij ∂2(u− v)
∂xi∂xj
− b.(u− v) ≤ 0,
where aij, b ∈ C(Ω× (0, T )), (aij(x, t)) are positive definite symmetric matrices and
b(z, t) < 0. Then (u− v) ≤ max(0, sup
∂P (Ω×(0,T ))
(u− v)).
Applying the comparison principle, we have
(u˙− u˙(0, t0))|(Ω∩BR)×(,t0) ≤ v|(Ω∩BR)×(,t0).
Hence there exists K > 0 such that
|u˙(x, t)− u˙(0, t0)| ≤ K(|x|+ |t− t0|1/2)β/2,
where x ∈ Ω×BR and  < t ≤ t0.
Note that R is independent of x0 and K is independent of t0. Then there exists C,T
such that
|u˙(x, t)− u˙(x0, t0)|
(|x− x0|+ |t− t0|1/2)β/2 ≤ C, ∀x ∈ Ω \ Ω1, x0 ∈ ∂Ω;∀t, t0 ∈ (2, T ).
Lemma 1.4.8. There exists C,T > 0 depending on λ,Λ,Ω,Ω1, C, , T and upper
bound of ‖ϕ‖C4 + ‖F‖C1 + ‖f‖C2 such that
uξξ(x, t)− uξξ(x0, t0) ≤ C,T (|x− x0|+ |t− t0|1/2)β/2
for any ξ ∈ RN , |ξ| = 1, x ∈ Ω \ Ω1, x0 ∈ ∂Ω,  < t, t0 < T . Where 0 < β < 1 is the
constant in Lemma 1.4.3.




(uξξ)ij − fu.uξξ =
∑ ∂2F
∂rij∂rkl
(uξ)ij(uξ)kl +O(1) ≤ O(1)
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By Lemma 1.4.3, we also obtain
(uξξ(x, t)− uξξ(x0, t0))|∂P (Ω×(,T )) = O(|x− x0|+ |t− t0|1/2)β/2)
Then, the proof of Lemma 1.4.8 is similar to the proof of Lemma 1.4.6 with the
same type of fuction v.
Lemma 1.4.9. There exists C,T > 0 depending on λ,Λ,Ω,Ω1, C, , T and upper
bound of ‖ϕ‖C4 + ‖F‖C1 + ‖f‖C2 such that
‖D2u(x, t)−D2u(x0, t0)‖ ≤ C,T (|x− x0|+ |t− t0|1/2)β/2
for any x ∈ Ω \ Ω1, x0 ∈ ∂Ω,  < t, t0 < T , where 0 < β < 1 is the constant in
Lemma 1.4.3.
Proof. Let λ1, ..., λN be eigenvalues of D2u(x, t)−D2u(x0, t0). We have
‖D2u(x, t)−D2u(x0, t0)‖ ≤
∑ |λi|.
Moreover,
u˙(x, t)− f(t, x, u(x, t)) = F (D2u(x, t))



















|λi| − A(|x− x0|+ |t− t0|1/2)β/2,
where A > 0 is a universal constant.
Then






(|x− x0|+ |t− t0|1/2)β/2.
Note that∑
λi>0
|λi| ≤ N max{0, λ1, ...λN} ≤ N max{sup
|ξ|=1
(uξξ(x, t)− uξξ(x0, t0)), 0}.
By Lemma 1.4.8, there exists C,T > 0 depending on λ,Λ,Ω,Ω1, C, , T and upper
bound of ‖ϕ‖C4 + ‖F‖C1 + ‖f‖C2 such that
‖D2u(x, t)−D2u(x0, t0)‖ ≤ C,T (|x− x0|+ |t− t0|1/2)β/2
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for any x ∈ Ω \ Ω1, x0 ∈ ∂Ω,  < t, t0 < T .
Proof of Theorem 1.4.1. We need to show that
(1.4.14) ‖D2u(x, t1)−D2u(y, t2)‖ ≤ C(|x− y|+ |t1 − t2|1/2)γ,
where x, y ∈ ΩΩ2, 2 < t1, t2 < T − . C and γ are universal constants.
We can assume that
dx := d(x, ∂(Ω \ Ω1)) ≥ dy := d(y, ∂(Ω \ Ω1)).
We also assume that
d(Ω1,RN \ Ω2) >
√
2.
If |x− y|2 + |t1 − t2| ≤ min{d2x4 , 2}), we denote
v(ξ, t) = 1
a2
Ä





where a = min{dx, 1/2}. Then v ∈ C∞(B× (−1, 1)) satisfies
v˙ = F (D2v) + f(t1 + a2t, x1 + aξ, u(x1 + aξ, t1 + a2t)) = F (D2v) + f˜(t, ξ).
It follows from the interior estimate (see the theorem 14.7 and the lemma 14.8 of
[Lieb96]) that
‖v‖C2,γ(B1/2×(−1/2,1/2)) ≤ A(‖v‖C2(B×(−1,1)) + 1),
where A is universal, γ = min{α, β/2}, β is the constant in Lemma 1.4.3 and α is
the constant in Theorem 14.7 of [Lieb96].
Moreover
|v(ξ, t)| ≤ |u(x+ aξ, t1 + a
2t)− u(x+ aξ, t1)|
a2




≤ sup |u˙|+ sup ‖D2u‖,
|v˙(ξ, t)| = |u˙(x+ aξ, t1 + a2t)| ≤ sup |u˙|,




where B is universal.
Then
‖D2u(x, t1)−D2u(y, t2)‖ ≤ B(|x− y|+ |t1 − t2|1/2)γ.
If |x− y|2 + |t1 − t2| ≥ 2 , then
‖D2u(x, t1)−D2u(y, t2)‖ ≤ 2( 2)
−γ/2(sup ‖D2u‖)(|x− y|+ |t1 − t2|1/2)γ.
If 2 > |x− y|2 + |t1 − t2| ≥ d
2
x
4 , it follows from Lemma 1.4.9 that
‖D2u(x, t1)−D2u(y, t2)‖ ≤ ‖D2u(x, t1)−D2u(x0, t1)‖+ ‖D2u(x0, t1)−D2u(y, t2)‖
≤ C,T (|x− x0|β/2 + (|x0 − y|+ |t1 − t2|1/2)β/2)
≤ C(|x− y|+ |t1 − t2|1/2)β/2
≤ C(|x− y|+ |t1 − t2|1/2)γ
,
where C,T is the constant in Lemma 1.4.9, x0 ∈ ∂Ω satisfies dx = |x− x0| and C is
universal.
1.4.3 Higher regularity
Let g ∈ Ck+1,α(Ω¯× [0, T )), where k ≥ 0, 0 < α < 1. Let F be a function defined on
Mat(N ×N,R)× Ω¯× [0, T ) such that F (., x, t) is concave and satisfies (1.4.2). Assume
that F ∈ Ck+2;k+1,α(Mat(N ×N,R)× Ω¯× [0, T )), i.e., the derivaties DirDjxDltF are






|DirF (r, .)|Ck+1,α(Ω¯×[0,T )) <∞.
We consider the Ck+3,α regularity of a solution u of the equation
(1.4.15) u˙ = F (D2u, x, t) + g(x, t).
The following boundary estimates hold:
Proposition 1.4.10. Let x0 ∈ ∂Ω, k ≥ 0, r > 0 and u ∈ C∞((Ω ∩ Br(x0)) ×
(0, T )) ∩ Ck+2,α((Ω ∩Br(x0))× (0, T )) be a solution of
(1.4.16)
u˙ = F (D
2u, x, t) + g(x, t) on (Ω ∩Br(x0))× (0, T ),
u = ϕ on (∂Ω ∩Br(x0))× (0, T ),
where ϕ ∈ Ck+3,α(Ω¯ × (0, T ). Then there exists r′ ∈ (0, r) depending on r,Ω such
that u ∈ C3+k,α((Ω ∩Br′(x0))× (, T ′)) for any 0 <  < T ′ < T . Moreover
‖u‖Ck+3,α((Ω∩Br′ (x0))×(,T ′)) ≤ K,
where K > 0 depends on λ,Λ, α,Ω, , T ′, T, r, r′, ‖u‖Ck+2,α , ‖F‖Ck+2;k+1,α , ‖g‖Ck+1,α,
‖ϕ‖Ck+3,α.
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This regularity is proved, for example, in [Lieb96] (or [GT83] , [CC95] for the elliptic version).
For the reader’s convenience, we recall the arguments here.
Proof. Using a smooth diffeomorphism (as in the proof of Lemma 1.4.3), we can
replace Ω ∩ Br(x0) by B+4 and replace ∂Ω ∩ Br(x0) by Γ4. We need to show that
u ∈ Ck+3,α(B+1 × (, T ′)).







(sD2u(x+ hel, t) + (1− s)D2u(x, t), x+ shel, t)ds,






Fl(sD2u(x+ hel, t) + (1− s)D2u(x, t), x+ shel, t)ds,
ϕh(x, t) = ϕ(x+ hel, t)− ϕ(x, t)
h
,
vh(x, t) = u(x+ hel, t)− u(x, t)
h
.
For convenience, we denote Qa = B+a × (0, T ) for any a > 0. Then
‖ahij‖Ck,α(Q2) + ‖gh‖Ck,α(Q2) + ‖Gh‖Ck,α(Q2) + ‖vh‖Ck+1,α(Q2) + ‖ϕh‖Ck+2,α(Q2) < A,




h = ∑ ahijvhij + gh +Gh on Q2,
vh = ϕh on Γ2 × (0, T ).
If k = 0, using a cutoff function and applying Schauder’s global estimates [Fried83,
p. 65], we have
(1.4.18) ‖vh‖Ck+2,α(B+1 ×(,T ′)) ≤ C,
where C > 0 depends on A and , T ′.
If k > 0 and Proposition 1.4.10 is verified for k− 1, then applying the case k− 1,
we also obtain (1.4.18).
It follows that ul ∈ Ck+2,α(B+1 × (, T ′)) with ‖ul‖Ck+2,α(B+1 ×(,T ′)) ≤ C.
By the same method, we can also show that ‖u˙‖Ck+1,α(B+1 ×(,T ′)) ≤ C. It remains
to prove ‖uNNN‖Ck,α(B+1 ×(,T ′)) ≤ C. On B
+




















≥ λ > 0. Hence, uNNN ∈ Ck,α(B+1 ×(, T ′)) and ‖uNNN‖Ck,α(B+1 ×(,T ′))
is bounded by a universal constant.
Using the method of the proof above, we also obtain the interior estimates
Proposition 1.4.11. Let x0 ∈ Ω and 0 < r < d(x0, ∂Ω). Let u ∈ Ck+2,α(Br(x0) ×
(0, T )) be a solution of
(1.4.19) u˙ = F (D2u, x, t) + g(x, t) on Br(x0).
Then u ∈ Ck+3,α(Br/2(x0)× (, T ′)) for any 0 <  < T ′ < T . Moreover
‖u‖Ck+3,α(Br/2(x0)×(,T ′)) ≤ C,
where C > 0 depends on λ,Λ, α, , T ′, T, r, ‖u‖Ck+2,α , ‖F‖Ck+2;k+1,α , ‖g‖Ck+1,α.
Combining Proposition 1.4.10 and Proposition 1.4.11, we have the following
Proposition 1.4.12. Let F, f, ϕ be functions defined as 1.4.2. Assume that u ∈
C2,α(Ω× (0, T )) is a solution of
(1.4.20)
u˙ = F (D
2u) + f(t, x, u) on Ω× (0, T ),
u = ϕ on ∂Ω× (0, T ).
Then u ∈ C∞(Ω¯× (0, T )).
Chapter 2
On Degenerate Parabolic complex
Monge-Ampe`re equation
2.1 Introduction




u˙ = log det(uαβ¯) + f(t, z, u) on Ω× (0, T ),
u = ϕ on ∂Ω× [0, T ),
u = u0 on Ω¯× {0},
where u˙ = ∂u
∂t
, uαβ¯ = ∂
2u
∂zα∂z¯β
, u0 is a plurisubharmonic function in a neighbourhood of Ω and f
is smooth in [0, T )× Ω¯× R and non increasing in the last variable.
If u0 is continuous and ϕ does not depend on the last variable, then (2.1.1) admits a unique
viscosity solution [EGZ14]. If u0 is a smooth strictly plurisubharmonic function in Ω¯, ϕ is smooth
in Ω¯× [0, T ) and the compatibility conditions are satisfied, then Hou and Li showed that (2.1.1)
admits a unique solution u ∈ C∞(Ω× (0, T ))∩C2;1(Ω¯× [0, T )) [HL10]; a detailed statement
of their result is given as Theorem 1.1.2 in Chapter 1.
In this chapter, we study the case where ϕ is smooth and u0 is merely bounded. The main
result is the following:
Theorem 2.1.1. ([Do15a]) Let Ω be a bounded smooth strictly pseudoconvex domain
of Cn and T ∈ (0,∞]. Let u0 be a bounded plurisubharmonic function defined on a
neighbourhood W of Ω. Assume that ϕ ∈ C∞(Ω¯× [0, T )) and f ∈ C∞([0, T )×Ω¯×R)
satisfying
(i) fu ≤ 0.
(ii) ϕ(z, 0) = u0(z) for z ∈ ∂Ω.
Then there exists a unique function u ∈ C∞(Ω¯× (0, T )) such that
(2.1.2) u(., t) is a strictly plurisubharmonic function on Ω for all t ∈ (0, T ),
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(2.1.3) u˙ = log det(uαβ¯) + f(t, z, u) on Ω× (0, T ),
(2.1.4) u = ϕ on ∂Ω× (0, T ),
(2.1.5) lim
t→0 u(z, t) = u0(z) ∀z ∈ Ω¯.
Moreover, u ∈ L∞(Ω¯× [0, T ′)) for any 0 < T ′ < T , and u(., t) also converges to u0
in capacity when t→ 0.
If u0 ∈ C(W ) then u ∈ C(Ω¯× [0, T )).
Here, we say that u(., t) converges to u0 in capacity if the convergence is uniform outside sets
of arbitrarily small capacity, i.e., if  > 0 and Ω¯ b W then there exists an open set U such that
CapW (Ω¯ \ U) ≤ ,
u(., t)⇒ u0 on Ω¯ ∩ U.
This improves the main result of [HL10]: we do not need smoothness of the initial data, and still
have continuity when t→ 0; and we obtain the maximal possible regularity when z tends to ∂Ω,
for fixed t > 0.
Some techniques used in this paper are from the corresponding result in the case of compact
Ka¨hler manifolds. On a compact Ka¨hler manifold, results have been obtained in the more general
case where u0 has zero or even positive Lelong numbers. We refer the reader to [GZ13] and [DL14]
for details.
2.2 Strategy of the proof
We fix some notation. We say that u ∈ C2;1(Ω¯ × [0, T )) if u(., t) ∈ C2(Ω¯) for any t ∈
[0, T ), u(z, .) ∈ C1([0, T )) for any z ∈ Ω¯ and u˙, usjsk ∈ C(Ω¯ × [0, T )) for sj, sk ∈
{x1, y1, ...xn, yn}.
In order to prove Theorem 2.1.1, we use an approximation process and we first will need to
prove the following a priori estimates theorem:
Theorem 2.2.1. Let Ω be a bounded smooth strictly pseudoconvex domain of Cn
and T > 0. Let ϕ ∈ C∞(Ω¯ × [0, T )) and f ∈ C∞([0, T ) × Ω¯ × R) and let u ∈
C∞(Ω× (0, T )) ∩ C2;1(Ω¯× [0, T )), strictly plurisubharmonic with respect to z, be a
solution of the equation
(2.2.1) u˙ = log det(uαβ¯) + f(t, z, u) on Ω× (0, T ).
Assume that
(2.2.2) u|∂Ω×[0,T ) = ϕ|∂Ω×[0,T ),
(2.2.3) sup |u(z, 0)| ≤ Cu,
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(2.2.4) fu(t, z, u) ≤ 0 ∀(t, z, u) ∈ (0, T )× Ω× R,
(2.2.5) ‖f‖C2((0,T )×Ω×R) ≤ Cf ,
(2.2.6) ‖ϕ‖C4(Ω×(0,T )) ≤ Cϕ.
Then there exists M0 = M0(Ω, T, Cu, Cϕ, Cf ) and for any 0 <  < T there exists
C = C(Ω, , T, Cu, Cϕ, Cf ) such that
|u| ≤M0 on Ω× (0, T ),
|∇u|+ |u˙|+ ∆u ≤ C on Ω× (, T ).










sup |Dj1t Dj2s Dj3u f |,
where s = (s1, ..., s2n) = (x1, y1, ..., xn, yn).
For the proof of Theorem 2.1.1, the strategy is as follows.
+ Construct the solutions um ∈ C∞(Ω× (0, T )) ∩ C2;1(Ω¯× [0, T )) of (2.1.3) such that
um|Ω¯×{0} and um|∂Ω×(0,T ) converge pointwise, respectively, to u0 and ϕ|∂Ω×(0,T ). We also
ask that the um be uniformly bounded and um|∂Ω×(m,T ) = ϕ|∂Ω×(m,T ) for some m ↘ 0.
+ Use the a priori estimates to prove
‖um‖C2(Ω¯×(,T ′)) ≤ C,T ′
for any 0 <  < T ′ < T , where C,T ′ > 0 is independent of m.
+ Use C2,α estimates and to prove
‖um‖Ck(Ω¯×(,T ′)) ≤ Ck,,T ′
for any 0 <  < T ′ < T and k > 0, where Ck,,T ′ > 0 is independent of m. The C2,α
estimates and the Ck,α regularity have been mentioned in Chapter 1.
+ By Ascoli’s theorem, there exists a subsequence of {um}, denoted also by {um}, and u ∈
C∞(Ω¯× (0, T )) such that
um
Ck(Ω¯×(,T ′))−→ u.
Then, u satisfies (2.1.2), (2.1.3) and (2.1.4).
+ Use Comparison principle (Corollary 1.2.2) to prove (2.1.5).
+ Finally, we prove the uniqueness of u.
In the next section, we give a construction of subsolutions of (2.2.1) which will be used in
proof of Theorem 2.2.1. In Sections 2.4 and 2.5, we prove the a priori estimates theorem (Theorem
2.2.1). Finally, in Section 2.6, we prove Theorem 2.1.1.
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2.3 Construction of subsolutions
We give a first construction which will be used in the proof of Theorem 2.2.1. First we need a
notion of subsolution weaker than the one in Definition 1.1.1.
Definition 2.3.1. We say that a function u ∈ C∞(Ω¯ × [0, T )) is a subsolution of
the equation (2.2.1) if
u˙ ≤ log det(uαβ¯) + f(t, z, u).
We will construct subsolutions of (2.2.1) in order to prove some estimates on the boundary.
Let ρ ∈ SPSH(Ω¯) ∩ C∞(Ω¯) be a function which defines Ω. We also assume that inf ρ =
−1. Let ζ ∈ C∞(R) such that 0 ≤ ζ ≤ 1, ζ|[0,1] = 1 and ζ|[2,∞) = 0.
Let ϕ and u0 be as in Theorem 2.2.1. For any m > 0, we denote the function ϕm ∈ C∞(Ω¯×
[0, T )) by the formula
ϕm = ϕ−Osc(u0) · ζ(mt).
Then there exists Mm > 0 depending on ρ, T, Cu, Cϕ, Cf such that the function um = ϕm +
Mmρ satisfies
u˙m ≤ log det(um)αβ¯ + f(t, z, um) on Ω× (0, T ),
ddc(um) ≥ ddc|z|2 on Ω× [0, T ).
Then um is a subsolution of (2.2.1). Moreover,
um|∂P (Ω×(0,T )) ≤ u|∂P (Ω×(0,T )),
um|∂Ω×( 2
m
,T ) = ϕ|∂Ω×( 2
m
,T ).
By the maximum principle, we have
um ≤ u on Ω× (0, T ).
In the next two sections, we will prove Theorem 2.2.1. For convenience, we define an operator L
on C∞(Ω× (0, T )) by the formula
(2.3.1) L(φ) = φ˙−∑uαβ¯φαβ¯ − fu(t, z, u)φ,
where u is the function in Theorem 2.2.1 and (uαβ¯) is the transpose of inverse matrix of Hessian
matrix (uαβ¯).
2.4 Order 1 a priori estimates
In this section, we will estimate u, u˙ and |∇u|.
Clearly,
u1 ≤ u ≤ sup
∂Ω×(0,T )
ϕ on Ω× (0, T ).
Then
−M1 − 2 sup |ϕ| − Cu ≤ u(z, t) ≤ sup
∂Ω×(0,T )
ϕ,
where M1 is the constant defined in 2.3. Let C1 = M1 + 2Cϕ + Cu , we obtain
(2.4.1) sup |u| ≤ C1.
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2.4.1 Bounds on u˙
Proposition 2.4.1. There exists C2 > 0 depending only on T,Cf , C1 such that
t|u˙| ≤ C2 on Ω× (0, T ).
Proof. Take L as in (2.3.1), then
L(tu˙− u) = tu¨− t∑uαβ¯u˙αβ¯ + n− (tu˙− u)fu(t, z, u).
By equation (2.2.1), we have
tu¨ = t
∑
uαβ¯u˙αβ¯ + t.ft(t, z, u) + tu˙.fu(t, z, u).
Then
−C ′2 ≤ L(tu˙− u) = n+ t.ft(t, z, u) + u.fu(t, z, u) ≤ C
′
2,
where C ′2 = n+ Cf (T + C1) > 0.
Since L(tu˙− u− C ′2t) ≤ 0 and L(tu˙− u+ C ′2t) ≥ 0, by the maximum principle, we
obtain
tu˙− u− C ′2t ≤ sup
∂P (Ω×(0,T ))
(tu˙− u− C ′2t) ≤ (Cϕ + C
′
2)T + C1,
tu˙− u+ C ′2t ≥ inf
∂P (Ω×(0,T ))
(tu˙− u+ C ′2t) ≥ −(Cϕ + C
′
2)T − C1.
Thus t|u˙| ≤ C2 on Ω× (0, T ), where C2 = (Cϕ + 2C ′2)T + 2C1.
2.4.2 Gradient estimates
Proposition 2.4.2. Let m > 2
T
. Then there exists C3 = C3(Ω,Mm, Cϕ) > 0 such
that
|∇u| ≤ C3 on ∂Ω× ( 2m , T ).
Proof. Let h ∈ C∞(Ω¯ × [0, T )) be a spatial harmonic function (i.e. harmonic with
respect to z) satisfying
h = ϕ on ∂Ω× [0, T ).
Then taking um as 2.3 , we have
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um ≤ u ≤ h on Ω× ( 2m , T ),
um = u = h = ϕ on ∂Ω× ( 2m , T ).
Hence
|∇(u− um)| ≤ |∇(h− um)| on ∂Ω× ( 2m , T ).
Thus
|∇u| ≤ |∇um|+ |∇(h− um)| ≤ C3 on ∂Ω× ( 2m , T ),
where C3 > 0 depends only on Ω, Cϕ,Mm.
Proposition 2.4.3. Assume that m,C3 satisfy Proposition 2.4.2 and 2m <  < T .
Then there exists C4 = C4(Ω,m, , T, Cf , C1, C2, C3) > 0 such that
|∇u| ≤ C4 on Ω× (, T ).
Proof. We will use the technique of Blocki as in [Blo08]. In this proof only, we denote
g(t) = n log(t− 2
m
),




η = 14(diamΩ)2 ,
φ = log |∇u|2 + γ(u) + g(t) + η|z|2,
and we assume that 0 ∈ Ω.






where C˜4 depends on Ω, C1, C2, C3,m, T, Cf .
Notice that the hypotheses and previous bounds on |u| imply that, for t ∈ ( 2
m
, T ′),













and in a similar way
|∇u(z, t)|2 ≤ C(− 2
m
)−n expφ(z, t) ≤ C expφ(z, t), t ∈ (, T ′),
so the bound on φ yields a bound on |∇u(z, t)|.






φ = φ(z0, t0).
By an orthogonal change of coordinates, we can assume that (uαβ¯(z0, t0)) is di-
agonal. For convenience, we denote uαα¯(z0, t0) = λα.






If |∇u|2(z0, t0) ≤ C, by (2.4.2), we are done. In particular, if z0 ∈ ∂Ω, we
know that |∇u(z, t)| is bounded. So we may restrict attention to the case where
|∇u|2(z0, t0) > 1 and (z0, t0) ∈ Ω× ( 2
m
,T ′]. Then L(φ)|(z0,t0) ≥ 0.
We compute
L(φ) = L(log |∇u|2) + γ′(u).u˙+ g′(t)− γ′(u)∑uαβ¯uαβ¯
−γ′′(u)∑uαβ¯uαuβ¯ − η∑uαα¯
= L(log |∇u|2) + γ′(u).(u˙− n) + g′(t)
−γ′′(u)∑uαβ¯uαuβ¯ − η∑uαα¯.
























−∑uαβ¯ 〈∇uα,∇uβ〉+ 〈∇uβ¯,∇uα¯〉|∇u|2 +∑uαβ¯ (|∇u|
2)α(|∇u|2)β¯
|∇u|4 .
We have, by (2.2.1),








≤ 2|∇f ||∇u| +
∑ (|∇u|2)k(|∇u|2)k¯
λk|∇u|4 .
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Hence, there exists C ′4 = C
′
4(m,C1, C2, Cf ) such that







By the condition ∂φ
∂zk
(z0, t0) = 0, we have
(|∇u|2)k(|∇u|2)k¯
|∇u|4 = |γ
′(u)uk + ηz¯k|2 ≤ 2(γ′(u))2|uk|2 + 2η2|zk|2 ≤ 2(γ′(u))2|uk|2 + η2 ,
where (z, t) = (z0, t0).
Then





















(C ′4 + g′(t)).
Moreover, by Proposition 2.4.1 and by (2.4.1), there exists C ′′4 = C
′′
4 (m,C1, C2) such
that
(2.4.4) λ1λ2...λn = det(uαβ¯) = eu˙−f(t,z,u) ≤ C
′′
4 .














≤ (C ′′′4 + g′(t0))n−1 for k = 1, ..., n.
|∇u|2 = ∑ |uk|2 ≤ ((C ′′′4 + g′(t0))n for (z, t) = (z0, t0).
Then
φ(z0, t0) ≤ n log(C ′′′4 + g′(t0)) + g(t0) + γ(u(z0, t0)) + η|z0|2
≤ n log(C ′′′4 (t0 − 2m) + n) + γ(u(z0, t0)) + η|z0|2
≤ C˜4.
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For z ∈ Ω, 2
m
<  < t < T ′, we have
log |∇u|2 ≤ C˜4 − γ(u)− η|z|2 − g(t) ≤ 2 logC4,
where C4 > 0 depends on Ω,m, , T, Cf , C1, C2, C3.
2.5 Higher order estimates
In this section, we prove that the second derivatives of u are bounded on ∂Ω × (, T ). Then
we use the maximum principle to show that the Laplacian of u is bounded on Ω × (, T ). For
convenience, we denote u := um, M := Mm, where 12m <  ≤ 12m−1 and um,Mm are defined
as in 2.3.
2.5.1 Localisation technique
In order to show that the second derivatives of u are bounded on ∂Ω× (, T ), we use a barrier
function. The key to the construction is the following:
Lemma 2.5.1. We set
v = (u− u) + a(h− u)−Nd2,
where d is the distance from ∂Ω, h is defined as in the proof of Proposition 2.4.2
and a,N are positive constants to be determined. Let  ∈ (0, T ). Then there exist
a,N, δ > 0 depending only on Ω, , T, Cu, Cϕ, Cf such that
L(v) ≥ 14(1 +
∑
uαα¯) on Uδ × (, T ),
v ≥ 0 on Uδ × (, T ),
where Uδ = {z ∈ Ω : d(z) ≤ δ} .
Proof. The elliptic version of this lemma was proved by [Gua98] (page 5-7). The
same arguments can be applied for the parabolic case. For the reader’s convenience,
we recall the arguments here.
We have
L(v) = v˙−n+∑uαβ¯uαβ¯−a∑uαβ¯(hαβ¯−uαβ¯)+2N∑uαβ¯(ddαβ¯+dαdβ¯)−fu(t, z, u)v.
Fix δ˜ > 0 satisfying d ∈ C∞(Uδ˜). Assume that 0 < a < 1 and 0 < δ < δ˜ and
0 < N < 1
δ
. Then there exists C5 > 0 depending on Ω, δ˜, , T, Cϕ, Cf ,M,C1, C2 such
that
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v˙ − n− fu(t, z, u)v ≥ −C5,
−a∑uαβ¯(hαβ¯ − uαβ¯) ≥ −C5a∑uαα¯,
2Nd∑uαβ¯dαβ¯ ≥ −C5Nδ∑uαα¯,
where (z, t) ∈ Uδ × (, T ).
Then
L(v) ≥∑uαβ¯uαβ¯ − C5 − C5(a+Nδ)∑uαα¯ + 2N∑uαβ¯dαdβ¯,
where (z, t) ∈ Uδ × (, T ).
When a+Nδ ≤ 14C5 , we obtain
L(v) ≥ 34
∑
uαα¯ − C5 + 2N
∑
uαβ¯dαdβ¯,
where (z, t) ∈ Uδ × (, T ).







2 on Uδ × (, T ).








where C6 > 0 depends on , T, Cf , C1, C2.
When N > (C5+1
C6
)n, we have
L(v) ≥ 12(2 +
∑
uαα¯).
Next, since ∆u ≥ n, there exists C7 > 0 depending only on Ω such that
(h− u) ≥ C7d on Ω× (, T ).







• a ≤ 18C5 ;
• 0 < δ < δ˜;
• min{aC7, a} ≥ Nδ.
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We obtain
L(v) ≥ 14(1 +
∑
uαα¯) on Uδ × (, T ),
v ≥ 0 on Uδ × (, T ).
2.5.2 C2-a priori estimates on the boundary







where T h∂Ω is the holomorphic tangent bundle of ∂Ω.
We refer the reader to [CKNS85, pp. 221–223] or [Bou11, p. 268–271] for related results in the
elliptic case.
Proof. Fix p ∈ ∂Ω . By an affine change of coordinates, we can assume that p = 0
and there exists a neighbourhood U of p such that







where ajk¯, ajk ∈ C with a11¯ > 0.
By a holomorphic change of coordinates, we can assume that




where ajk¯ with a11¯ > 0.
We need to show that
u11¯(p, t) ≥ C,
where t ∈ (, T ) and C > 0 depends on Ω, , T, Cu, Cϕ, Cf .
Step 1: Choice of a Ka¨hler potential.
We construct a function τ ∈ C∞(Ωr× (, T )) depending on u, , T,Ω so that ddcτ =
ddcu and τ(p, t) = 0 and







Ä|z2|2 + ...+ |zn|2ä ,
where r > 0, Br = Br(p), Ωr = Ω ∩Br and cj ∈ C∞([, T ),C).
Indeed, by Taylor’s formula,
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+O(|z2|2 + ...+ |zn|2) +O(|z|3),
where bj, b1j, b1j¯ ∈ C∞([, T ),C), b11¯ = u11¯(p, t) > 0.
Furthermore, near p on ∂Ω, we have by (2.5.1)
(2.5.2) xn = Re(
n∑
j=2
a1j¯z1z¯j) + a11¯|z1|2 +O(|z2|2 + ...+ |zn|2) +O(|z|3),
where a1j¯ ∈ C with a11¯ > 0.
Define









then ddcτ = ddcu and τ(p, t) = 0 and






+O(|z2|2 + ...+ |zn|2) + {terms of order ≥ 3}.
Moreover, for z ∈ ∂Ω, we have
• For j = 2, ..., n
(2.5.3) |zj|2|z1| = O(|z2|2 + ...+ |zn|2);
• By (2.5.2)







= O(|z2|2 + ...+ |zn|2) +O(|z|6);
then
(2.5.4) |z|4 = O(|z2|2 + ...+ |zn|2);
• For j = 2, ..., n
(2.5.5) |z1|2|zj| = O(|z1|4) +O(|zj|2) = O(|z2|2 + ...+ |zn|2).
Hence













cjz1z¯j) +Re(a1z31) +Re(a2z1|z1|2) +O(|z2|2 + ...+ |zn|2),
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where a1, a2 ∈ C∞([, T ),C) .
Next, by (2.5.2), (2.5.3), (2.5.5), for z ∈ ∂Ω, we have
Re(a2z1|z1|2) = Re( a2
a11¯
z1xn) +O(|z2|2 + ...+ |zn|2)
= Re(c0z1z¯n) +Re(c0z1zn) +O(|z2|2 + ...+ |zn|2).
Replacing the term cn by cn − c0, we obtain






+Re(a1z31) +Re(c0z1zn) +O(|z2|2 + ...+ |zn|2).
Replacing τ by τ +Re(a1z31) +Re(c0z1zn), we obtain






+O(|z2|2 + ...+ |zn|2).
Therefore,










where a3, a4 > 0 depend on Ω, , T,M,Cϕ.
The conditions ddcτ = ddcu and τ(p, t) = 0 are still satisfied.
Step 2: Choice of a barrier function.
Recall that Ωr = Ω ∩Br. We construct a function




such that b ≥ τ + u − u on Ωr × (, T ), where r > 0 depends only on Ω and







a1j¯z1z¯j)) +O(|z2|2 + ...+ |zn|2) +O(|z|3) on Ω.
Since for r0 small enough and z ∈ Ωr0 ,we have z → 0 as |z2|2 + ...+ |zn|2 → 0, if we
fix r > 0 small enough, then there exists r1 > 0 such that
|z2|2 + ...+ |zn|2 ≥ r1 for z ∈ ∂Br ∩ Ω.
Assume that 0 < 1, 2 < 1. Then there exists µ1 > 0 depending on Ω,M,Cϕ, C1, a3, a4, r1
such that the function b in (2.5.7) verifies










cjz1z¯j)− 1xn + 2|z|2
≥ (τ + u− u)|(∂Br(p)∩Ω)×[,T )
when µ ≥ µ1.




a1j¯z1z¯j) +O(|z2|2 + ...+ |zn|2) +O(|z|3) ≤ r2|z|2.












2 + ...+ |zn|2)
≥ τ |(∂Ω∩Br(p))×[,T )
≥ (τ + u− u)|(∂Ω∩Br(p))×[,T ).
Fix µ ≥ max(µ1, 2a3), we get
b|∂P (Ωr×[,T )) ≥ (τ + u− u)|∂Ωr×[,T ).
Next, by Proposition 2.4.1 ,there exists r3 > 0 such that
(ddc(τ − u− u))n = (ddcu)n = eu˙−f(t,z,u) ≥ r3 on Ωr × [, T ).




|cjz1 + µzj|2))n = 0,
so (ddcb)n = O(2) on Ωr × [, T ).
Hence, there exists 2 > 0 depending on µ,Ω, a4, r3 such that
(ddcb)n ≤ (ddc(τ + u− u))n on Ωr × [, T ).
When b|∂Ωr×[,T ) ≥ (τ+u−u)|∂Ωr×[,T ) and (ddcb)n ≤ (ddc(τ+u−u))n on Ωr×[, T ), it
follows from the comparison theorem (for the bounded plurisubharmonic functions)
that
b ≥ (τ + u− u) on Ωr × [, T ).
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Step 3: Conclusion.
We have, since b(p, t) = τ(p, t) + u(p, t)− u(p, t) = 0,
−1 = bxn(p, t) ≥ τxn(p, t) + (u− u)xn(p, t).
Then, since (u− u)|∂Ω×(,T ) ≡ 0,
(u− u)11¯(p, t) = −(u− u)xn(p, t)ρ11¯(p),
and by the explicit choice of τ , −τxn(p, t)ρ11¯(p) = τ11¯(p, t), so
u11¯(p, t) = (τ11¯ + u11¯ − u11¯)(p, t) = − (τxn(p, t) + (u− u)xn(p, t)) ρ11¯(p) ≥ 1ρ11¯(p).
Proposition 2.5.3. There exists D1 = D1(Ω, , T, Cu, Cϕ, Cf ) such that
|D2u| ≤ D1 on ∂Ω× (, T ).
Proof. Fix p ∈ ∂Ω. We can choose complex coordinates (zj)1≤j≤n so that p = 0 and
the positive xn axis is the interior normal direction of ∂Ω at p. We set for convenience
s1 = y1, s2 = x1, ..., s2n−1 = yn, s2n = xn, s
′ = (s1, ..., s2n−1).
We also assume that near p, ∂Ω is represented as a graph




Step 1: Bounding the tangent-tangent derivatives.
Since (u− u)(s′, P (s′), t) = 0, we have for j, k < 2n, 0 < t < T :
(u− u)sjsk(p, t) = −(u− u)xn(p, t)Pjk.
By Proposition 2.4.2, we obtain
|usjsk(p, t)| ≤ D
′
1,
where D′1 > 0 depends only on Ω, Cϕ,M .









Again, denote Ωδ = Bδ(p)∩Ω. With v as in Lemma 2.5.2, we construct the functions
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ψ± = Av +B|z|2 − (t− 2)(uyn − uyn)2 ± (t− 2)Tj(u− u),
such that
L(ψ±) ≥ 0 on Ωδ × ( 2 , T ),
ψ± ≥ 0 on Ωδ × ( 2 , T ),
where A,B > 0 depend on Ω, Cϕ, Cf , , T,M .
We compute
L(−(uyn − uyn)2) = −2(uyn − uyn)L(uyn − uyn)− fu(t, z, u)(uyn − uyn)2
+2∑uαβ¯(uyn − uyn)α(uyn − uyn)β¯
and




∓∑uαβ¯ Ä(uxn − uxn)α(Psj)β¯ + (uxn − uxn)β¯(Psj)αä .
By equation (2.2.1), for k = 1, 2, ..., 2n
L(usk − usk) = fsk(t, z, u)− u˙sk +
∑
uαβ¯(usk)αβ¯ + uskfu(t, z, u).
Hence
L(−(uyn − uyn)2 ± Tj(u− u))
≥ −C8(1 +∑uαα¯) + 2∑uαβ¯(uyn − uyn)α(uyn − uyn)β¯
∓∑uαβ¯ Ä(uxn − uxn)α(Psj)β¯ + (uxn − uxn)β¯(Psj)αä ,
where C8 > 0 depends on , C1, C2, C3,M,Cϕ, Cf , ρ, P .
On the other hand
n∑
α=1











L(−(uyn − uyn)2 ± Tj(u− u))
≥ −C9(1 +∑uαα¯) + 2∑uαβ¯(uyn − uyn)α(uyn − uyn)β¯
∓∑uαβ¯ Ä(uyn − uyn)α(−iPsj)β¯ + (uyn − uyn)β¯(iPsj)αä
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where C9 > 0 depends on , C1, C2, C3,M,Cϕ, Cf , ρ, P .
By the Cauchy-Schwarz inequality,
2∑uαβ¯(uyn − uyn)α(uyn − uyn)β¯ + 12 ∑uαβ¯(iPsj)α(−iPsj)β¯
≥ ±∑uαβ¯ Ä(uyn − uyn)α(−iPsj)β¯ + (uyn − uyn)β¯(iPsj)αä.
Then
L(−(uyn − uyn)2 ± Tj(u− u)) ≥ −C10(1 +
∑
uαα¯),
where C10 > 0 depends on Ω, Cϕ, Cf , , T,M .
Hence, by Lemma 2.5.2, we can choose A,B > 0 independent of u so that
L(ψ±) ≥ 0 on Ωδ × (, T ),
ψ± ≥ 0 on ∂P (Ωδ × (, T )).
By the maximum principle, we obtain ψ± ≥ 0 on Ωδ × ( 2 , T ).








|usjxn(p, t)| ≤ D
′′
1 ,
where t ∈ (, T ) and D′′1 > 0 depends only on Ω, Cϕ, Cf , , T, Cu.
Step 3:Bounding the normal-normal derivatives.
We have that
det(uαβ¯) = eu˙−f(t,z,u)
is bounded from above and below on ∂Ω× (, T ).
By step 1 and step 2, |uznz¯n det(uαβ¯)α,β≤n−1| is bounded on {p} × (, T ).
Hence, by Lemma 2.5.2 , we obtain
|uznz¯n(p, t)| ≤ D
′′′
1 , t ∈ (, T ),





where D′′′′1 depends on Ω, Cϕ, Cf , , T, Cu.
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2.5.3 Interior estimate of the Laplacian
Proposition 2.5.4. There exists D2 = D2(Ω, , T, Cϕ, Cf , Cu) such that
∆u ≤ D2 on Ω× (, T ).
Proof. We set
φ = (t− ) log ∆u+ A1|z|2 − A2t,
where A1, A2 > 0 will be specified later.
We have
L(φ) = log ∆u+ (t− )∆u˙∆u − A2 − (t− )
∑
uαβ¯(log ∆u)αβ¯
−A1∑uαα¯ − φfu(t, z, u).
By Theorem 1.3.1,












= ∆f(t, z, u)∆u
= ∆zf(t, z, u)∆u + fu(t, z, u) +
∑ fusj(t, z, u)usj
∆u
+∑ fuu(t, z, u)u2sj∆u .
Hence, there exist A1, A2 > 0 depending on Ω, , T, Cϕ, Cf , Cu such that
L(φ) ≤ 0 on Ω× (, T ).
Thus, by the maximum principle and Proposition 2.5.3,
(t− ) log ∆u ≤ D′2 on Ω× (, T ),
where D′2 depends on Ω, , T, Cϕ, Cf , Cu.
Therefore,
∆u ≤ eD′2/ on Ω× (2, T ).
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2.6 Proof of the main theorem
We recall the main theorem:
Theorem 2.6.1 (Main theorem). Let Ω be a bounded smooth strictly pseudoconvex
domain of Cn and T ∈ (0,∞]. Let u0 be a bounded plurisubharmonic function defined
on a neighbourhood W of Ω. Assume that ϕ ∈ C∞(Ω¯× [0, T )) and f ∈ C∞([0, T )×
Ω¯× R) satisfying
(i) fu ≤ 0.
(ii) ϕ(z, 0) = u0(z) for z ∈ ∂Ω.
Then there exists a unique function u ∈ C∞(Ω¯× (0, T )) such that
(2.6.1) u(., t) is a strictly plurisubharmonic function on Ω, ∀t ∈ (0, T ),
(2.6.2) u˙ = log det(uαβ¯) + f(t, z, u) on Ω× (0, T ),
(2.6.3) u = ϕ on ∂Ω× (0, T ),
(2.6.4) lim
t→0 u(z, t) = u0(z) ∀z ∈ Ω¯.
Moreover, u ∈ L∞(Ω¯× [0, T ′)) for any 0 < T ′ < T , and u(., t) also converges to u0
in capacity when t→ 0.
If u0 ∈ C(W ) then u ∈ C(Ω¯× [0, T )).
Proof. Replacing T by 0 < T ′ < T , we can assume that T <∞ and there exists Cϕ
such that
(2.6.5) ‖ϕ‖C4(Ω×(0,T )) ≤ Cϕ.
We can also assume that ‖f‖C2([0,T )×Ω¯×[−M,M ]) <∞ for any M > 0.
Existence of a solution.
Using the convolution of u0 + |z|
2
m
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Note that u0|∂Ω is continuous. Then
(2.6.6) δm = sup
z∈∂Ω
(u0,m(z)− u0(z)) m→∞−→ 0.
We define gm ∈ C∞(Ω¯) and ϕm ∈ C∞(Ω¯× [0, T )) by




)(tgm + u0,m) + (1− ζ( t
m
))ϕ,
where ζ is a smooth funtion on R such that ζ is decreasing, ζ|(−∞,1] = 1 and ζ|[2,∞) =
0. m > 0 are chosen such that the sequences {m}, {m sup |gm|} are decreasing to
0 and ζ( t
m
)(u0,m(z)− ϕ(z, t)) ≥ 0 for any m.
Then ϕm converges pointwise to ϕ on ∂Ω× [0, T ) and for any 0 <  < T , there exists
m > 0 such that ϕm|Ω¯×(,T ) = ϕ|Ω¯×(,T ), ∀m > m.
Moreover,
ϕm(z, 0) = u0,m(z) ,
ϕ˙m = log det(u0,m)αβ¯ + f(t, z, u0,m),
where (z, t) ∈ ∂Ω× {0}.




u˙m = log det(um)αβ¯ + f(t, z, um) on Ω× (0, T ),
um = ϕm on ∂Ω× [0, T ),
um = u0,m on Ω¯× {0}.
Applying Corollary 1.2.2 for u1 and um, we see that the functions um are uniformly
bounded by a constant Cu > 0. Then we can assume that ‖f‖C2((0,T )×Ω×R) ≤ Cf .
Applying Theorem 2.2.1 on Ω× ( 2 , T ), we obtain
‖um‖C2(Ω×(,T )) ≤ C,
where C = C(, T,Ω, Cf , Cϕ, Cu), m is large enough.
It follows from Theorem 1.4.1 that for any 0 <  < T ′ < T , there exist M =
M(, T ′, C,Ω, Cϕ, Cf ) and 0 < γ < 1 such that
‖um‖C2,γ(Ω¯×(,T )) ≤M.
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By Ascoli’s theorem, there exists u ∈ C2,γ/2(Ω¯× (0, T )) such that
(2.6.8) umk
C2,γ/2(Ω¯×(,T ))−→ u.
Thus u satisfies (2.6.1), (2.6.2) and (2.6.3). By Proposition 1.4.12 we have u ∈
C∞(Ω¯× (0, T )).
Clearly, u is bounded. We need to show the convergence of u(., t) when t→ 0.
Step 1: lim inf
t→0 u(z, t) ≥ u0(z).
By (2.6.8), there exists a subsequence of (um), also denoted by (um), which converges
pointwise to u on Ω¯× (0, T ).
For any a > 0, there exists A > 0 such that ∀m > 0, vm = u0,m + aρ− At satisfies
(2.6.9)
v˙m ≤ log det(vm)αβ¯ + f(t, z, vm),vm|∂P (Ω×(0,T )) ≤ um|∂P (Ω×(0,T )) + m sup |gm|+ δm,
where ρ ∈ C∞(Ω¯) is a non-positive strictly plurisubharmonic function on Ω.
It follows from Corollary 1.2.2 that
vm ≤ um + m sup |gm|+ δm.
Hence
(2.6.10) u(z, t) ≥ lim
m→∞(vm(z, t)− m sup |gm| − δm) = u0(z) + aρ(z)− At.
Then we have
lim inf
t→0 u(z, t) ≥ u0(z) + aρ(z).
When a→ 0, we obtain
(2.6.11) lim inf
t→0 u(z, t) ≥ u0(z).
Step 2: lim sup
t→0
u(z, t) ≤ u0(z).
Let  > 0. Assume that m0 > 0 satisfies m0 sup |gm0| ≤ .
For any m > k > m0, we have
u0,m − u0,k ≤ 0;
ϕm − ϕk = ζ( tm )(u0,m − ϕ)− ζ( tk )(u0,k − ϕ) + tgmζ( tm )− tgkζ( tk )
≤ ζ( t
k
)(u0,m − ϕ)− ζ( tk )(u0,k − ϕ) + 2
≤ ζ( t
k
)(u0,m − u0,k) + 2
≤ 2.
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It follows from Corollary 1.2.2 that
um ≤ uk + 2.
Hence
(2.6.12) u(z, t) = lim




u(z, t) ≤ u0,k(z) + 2.
When k →∞ and → 0, we obtain
(2.6.13) lim sup
t→0
u(z, t) ≤ u0(z).
Combining (2.6.11) and (2.6.13), we obtain (2.6.4).
Step 3: Convergence in capacity.
The bounded plurisubharmonic function u0 is continuous outside sets of arbitrarily
small capacity. Then the convergence in capacity is implied by (2.6.10), (2.6.12) and
Hartogs lemma (see, for example, [Ber13]).
If u0 ∈ C(W ) then u0,m and ϕm converge uniformly, respectively, to u0 and ϕ. It
follows Corollary 1.2.2 that um converges uniformly to u. So u is continuous on
Ω¯× [0, T ).
Uniqueness of the solution.
Let u, v ∈ C∞(Ω¯×(0, T )) be functions satisfying (2.6.1), (2.6.2), (2.6.3), (2.6.4). Let
 > 0. We need to show that u ≤ v + (t+ 3).
Step 1. ∃A > 0, v(z, t) ≥ u0(z)− − At.
For m > 0, we denote vm(z, t) = v(z, t+ 1m). Then vm is the solution of
(2.6.14)
v˙m = log det(vm)αβ¯ + f(t+
1
m
, z, vm) on Ω× (0, T − 1m),
vm(z, t) = ϕ(z, t+ 1m) on ∂Ω× (0, T − 1m).
Let ρ ∈ C∞(Ω¯) be a non-positive strictly plurisubharmonic function on Ω such that
inf ρ = −1. Then there exists A > 0 depending only on , ρ, ‖ϕ‖C1 , sup f(t, z, supϕ)
such that
(2.6.15)
w˙m ≤ log det(wm)αβ¯ + f(t+
1
m
, z, wm) on Ω× (0, T − 1m),
wm(z, t) ≤ ϕ(z, t+ 1m) on ∂Ω× (0, T − 1m),
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where wm = v(z, 1m) + ρ− At.
Applying Corollary 1.2.2, we have vm ≥ wm. When m→∞, we obtain
v(z, t) ≥ u0(z) + ρ(z)− At ≥ u0(z)− − At.
Step 2. ∃m0 > 0,∀m > m0,∃km > m, v(z, 1m) ≥ −3+ u(z, 1km ).
Step 1 implies that v is bounded. Then we can assume that ‖f‖C2([0,T )×Ω¯×R) <∞.
By step 1, we have
v(z, 1
m
) + + A
m
≥ u0(z) = lim
t→0 u(z, t).
Applying Hartogs lemma (see, for example, [Ber13]), for any K b Ω there exists
km,K > m such that
(2.6.16) u(z, 1
km,K
) ≤ v(z, 1
m
) + 2+ A
m
∀z ∈ K.
Let m0 ≥ 1 max{1, A, ‖f‖C2 , ‖h‖C2}, where h ∈ C∞(Ω¯×[0, T )) is a spatial harmonic
function such that h|∂Ω×(0,T ) = ϕ|∂Ω×(0,T ).
For any m > m0, let K = Km b Ω such that
v(z, 1
m
) +  ≥ h(z, 1
m
) ∀z ∈ Ω \K.
Let km = km,Km . Then
(2.6.17) v(z, 1
m
) ≥ −2+ h(z, 1
km
) ≥ −2+ u(z, 1
km
) ∀z ∈ Ω \K.
Combining (2.6.16) and (2.6.17), we obtain
v(z, 1
m
) ≥ −3+ u(z, 1
km
) ∀z ∈ Ω.
Step 3. Conclusion.
Let um(z, t) = u(z, t+ 1km )− t. For m > m0, we have
(2.6.18)v˙m = log det(vm)αβ¯ + f(t+
1
m
, z, vm) ≥ log det(vm)αβ¯ + f(t+ 1km , z, vm)− ,
u˙m ≤ log det(um)αβ¯ + f(t+ 1km , z, um)− .
Applying Corollary 1.2.2, we have
(um − vm) ≤ sup
∂P (Ω×(0,T− 1m ))
(um − vm) ≤ 3
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When m→∞, we have
u(z, t)− v(z, t)− t = lim
m→∞(um(z, t)− vm(z, t)) ≤ 3.
When → 0, we obtain
u(z, t) ≤ v(z, t).
Since the roles of u and v are symmetric, v(z, t) ≤ u(z, t). Then u = v.
2.7 Further directions
In this section, we discuss further questions in the same general directions as our result. On compact
Ka¨hler manifolds, the corresponding problem was solved in the case where f = 0 and u0 has zero
Lelong numbers. In that case, there exists a solution u satisfying u(., t)→ u0 in L1 (see [GZ13]),
and the solution is unique (see [DL14]). It is natural to ask whether the same result holds for a
domain in Cn. Let us state our conjecture
Conjecture 2.7.1. If we replace the condition ”u0 ∈ L∞(W )” in Theorem 2.6.1
by the condition ”u0 has zero Lelong numbers” then there exists a unique function
u ∈ C∞(Ω¯×(0, T )) satisfying (2.6.1), (2.6.2), (2.6.3) such that u(., t)→ u0 in L1(Ω).
If f(t, z, u) = −Au + f(z, t) then we can prove 2.7.1 by the technique as Guedj-Zeriahi
(Use estimates on u˙ and Theorem of Kolodziej to bound u on (, T ′)). In the general case, the
component f(t, z, u) gives a difficulty for estimate u˙.
The case where u0 has positive Lelong numbers is another problem. It was also considered
and solved in the case compact Ka¨hler manifold by [GZ13] and [DL14]. It is the motivation of the
second direction: the case of domain in Cn and u0 has positive Lelong numbers.
There is another question: What is the behavior when we replace the condition ”u0 ∈ PSH(W )”
in Theorem 2.6.1 by the condition ”u0 ∈ PSH(Ω)”? In order to prove Theorem 2.6.1, we con-
struct plurisubharmonic functions u0,m which converge to u0. This step is easy if we suppose that
u0 ∈ PSH(W ). If we only suppose that ”u0 ∈ PSH(Ω) and lim
z→z0∈∂Ω
u0(z) = ϕ(z0)”,
maybe this step is still realizable but more difficult. We give a provisional result in this direction.
Proposition 2.7.2. Let Ω be a bounded smooth strictly pseudoconvex domain of Cn
and T ∈ (0,∞]. Let u0 be a continuous plurisubharmonic function on Ω such that
u0 is smooth on Ω¯ \ K, where K b Ω. Assume that ϕ, f are functions satisfying
the conditions of Theorem 2.6.1. Then there exists a unique function u ∈ C∞(Ω¯ ×
(0, T )) ∩ C(Ω¯× [0, T )) satisfying (2.6.1), (2.6.2), (2.6.3) and u(., 0) = u0.
Proof sketch. Let ρ, ζ be the functions defined in the proof of Theorem 2.6.1. Let ψ
be a smooth function in Ω and φ be a smooth function on R satisfying
• 0 ≤ ψ ≤ 1, ψ|U1 = 1,ψ|Ω\U2 = 0, where K b U1 b U2 b Ω.
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• φ is convex and increasing, φ|(−∞,−3) = −2, φ|(−1,∞) = Id.
Using convolutions of u0 + ρm , we can find u˜0,m ∈ C∞(U2) such that u˜0,m and ψu˜0,m+
(1− ψ)(u0 + ρm) are strictly plurisubharmonic functions.
We define u0,m ∈ C∞(Ω¯), gm ∈ C∞(Ω¯ \ K), ϕm ∈ C∞(Ω¯× [0, T )) by





gm = −ϕ˙|t=0 + log det(u0 + m+ 1
m










Repeating the techniques in the proof of Theorem 2.6.1, we show that there exists a
unique function u ∈ C∞(Ω¯× (0, T ))∩C(Ω¯× [0, T )) satisfying (2.6.1), (2.6.2), (2.6.3)
such that u|t=0 = u0.
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Chapter 3
Weak solution of Parabolic
complex Monge-Ampe`re equation
3.1 Introduction
Let Ω be a bounded smooth strictly pseudoconvex domain ofCn, i.e., there exists a smooth strictly
plurisubharmonic function ρ defined on a bounded neighbourhood of Ω¯ such that
Ω = {ρ < 0}.
Let A ≥ 0, T > 0. We consider the equation
(3.1.1)

u˙ = log det(uαβ¯)− Au+ f(z, t) on Ω× (0, T ),
u = ϕ on ∂Ω× [0, T ),
u = u0 on Ω¯× {0},
where u˙ = ∂u
∂t
, uαβ¯ = ∂
2u
∂zα∂z¯β
, u0 is a plurisubharmonic function in a neighbourhood of Ω¯ and
ϕ, f are smooth in Ω¯× [0, T ].
If u0 is a smooth strictly plurisubharmonic function on Ω¯ and satisfies compatibility condition
on ∂Ω× {0}
ϕ˙ = log det(u0)αβ¯ − Au0 + f(z, 0),
then (3.1.1) admits a unique smooth solution [HL10]. We want to understand the situation when
u0 is irregular.
On compact Ka¨hler manifolds, the corresponding problem was considered and solved [GZ13,
DL14]. By using approximations and a priori estimates, it was shown there that the Parabolic
complex Monge-Ampe`re equation admits a unique solution in a sense close to the classical solution.
We expect the situation is similar on a domain Ω.
The purpose of this chapter is to give a notion of ”weak solution” for (3.1.1), consider the
existence of weak solution, and ”describe” weak solutions in some particular cases.
The function u ∈ USC(Ω¯× [0, T )) (upper semicontinuous function) is called a weak solution
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of (3.1.1) if there exist um ∈ C∞(Ω¯× [0, T )) satisfying
(3.1.2)

um(., t) ∈ SPSH(Ω),
u˙m = log det(um)αβ¯ − Aum + f(z, t) on Ω× (0, T ),
um ↘ ϕ on ∂Ω× [0, T ),
um ↘ u0 on Ω¯× {0},
u(z, t) = lim
m→∞um(z, t) for (z, t) ∈ Ω¯× [0, T ).
where SPSH(Ω) = {strictly plurisubharmonic functions on Ω}.
Our main results are the following:
Theorem 3.1.1. ([Do15b]) Let A ≥ 0, T > 0 and Ω be a bounded smooth strictly
pseudoconvex domain of Cn. Let ϕ, f be smooth functions in Ω¯ × [0, T ] and u0 be
a plurisubharmonic function in a neighbourhood of Ω¯ such that u0(z) = ϕ(z, 0) for
any z ∈ ∂Ω. Then (3.1.1) has a unique weak solution.
Theorem 3.1.2. ([Do15b]) Suppose that the conditions of Theorem 3.1.1 are sat-




Nj log |z − aj|+O(1),
where l ∈ N, aj ∈ Ω, Nj > 0. Then the weak solution u satisfies
(a) u ∈ C∞(Q), where Q = (Ω¯× (0, T )) \ (∪({aj} × (0, A(Nj)]) andA(x) =
x
2n if A = 0,
A(x) = 1A(log(Ax+ 2n)− log(2n)) if A > 0.
(b) u = −∞ on ∪({aj} × [0,min{T, A(Nj)})).
Moreover, for any 0 < t < min{T, A(Nj)},
νu(.,t)(aj) = k(Nj, t),







e−At if A > 0.
(c) u˙ = log detuαβ¯ − Au+ f(z, t) in Q.
(d) u(., t) L
1−→ u0 when t↘ 0; u|∂Ω×[0,T ) = ϕ|∂Ω×[0,T ).
Moreover, u(., t) ⇒ u0 in capacity, i.e., if  > 0 and Ω¯ b W then there exists
an open set U such that
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CapW (Ω¯ \ U) ≤ ,
u(., t)⇒ u0 on Ω¯ ∩ U.
Theorem 3.1.3. ([Do15b]) Suppose that the conditions of Theorem 3.1.1 are sat-




log r > 0,
then there is no u ∈ C∞(Ω¯× (0, T )) satisfying
(3.1.3)

u(., t) ∈ SPSH(Ω¯), ∀t ∈ (0, T ),
u˙ = log det(uαβ¯)− Au+ f(z, t) on Ω× (0, T ),
u = ϕ on ∂Ω× [0, T ),
u(., t) L
1−→ u0.
3.2 Some properties of weak solutions
In this section, we assume that Ω is a bounded smooth strictly pseudoconvex domain of Cn,
A ≥ 0, T > 0. We will study some properties of the weak solutions of (3.1.1). The proof of
Theorem 3.1.1 and the proof of Theorem 3.1.3 are contained in this section. Theorem 3.1.1 is the
union of Proposition 3.2.2 and Corollary 3.2.4. Theorem 3.1.3 is a corollary of Proposition 3.2.9
and Proposition 3.2.10.
Lemma 3.2.1. Assume that there exists um ∈ C∞(Ω¯× [0, T )) satisfying
(3.2.1)

um(., t) ∈ SPSH(Ω) ∀t ∈ [0, T ),
um(z, t) + 2−m ≥ um+1(z, t) ∀(z, t) ∈ Ω¯× [0, T ),
u˙m = log det(um)αβ¯ − Aum + f(z, t) ∀(z, t) ∈ Ω× (0, T ),
um(z, t) −→ ϕ(z, t) ∀(z, t) ∈ ∂Ω× [0, T ),
um(z, 0) −→ u0(z) ∀z ∈ Ω¯.
Then u = lim
m→∞um is a weak solution of (3.1.1).
Proof. Set vm = um + 2−m+1e−At+AT . We have
vm − vm+1 = (um + 2−m − um+1) + 2−m(e−At+AT − 1) ≥ 0.
Thus the sequence {vm} is decreasing, and
vm ↘ ϕ on ∂Ω× [0, T ),
vm ↘ u0 on Ω¯× {0}.
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Moreover, it follows from (3.2.1) that
v˙m = u˙m − A.2−m+1e−At+AT
= log det(um)αβ¯ − Aum + f(z, t)− A2−m+1.e−At+AT
= log det(vm)αβ¯ − Avm + f(z, t).
Hence, u = lim
m→∞ vm = limm→∞um is a weak solution of (3.1.1).
Proposition 3.2.2. Under the hypotheses of Theorem 3.1.1, there exists a weak
solution of (3.1.1).
Proof. Using the convolution of u0 + |z|
2
m
with smooth kernels, we can take u0,m ∈
C∞(Ω¯) ∩ SPSH(Ω¯) such that
(3.2.2) u0,m ↘ u0.
Note that u0|∂Ω is continuous. Then
(3.2.3) δm = sup
z∈∂Ω
(u0,m(z)− u0(z)) m→∞−→ 0.
We define gm ∈ C∞(Ω¯) and ϕm ∈ C∞(Ω¯× [0, T )) by




)(tgm + u0,m) + (1− ζ( t
m
))ϕ,
where ζ is a smooth function on R such that ζ is decreasing, ζ|(−∞,1] = 1 and
ζ|[2,∞) = 0. m > 0 are chosen such that the sequences {m}, {m sup |gm|} are
decreasing to 0.
u0,m and ϕm satisfy the compatibility condition. By Theorem 1.1.2, there exists
um ∈ C∞(Ω¯× [0, T )) satisfying
(3.2.4)

u˙m = log det(um)αβ¯ − Aum + f(z, t) on Ω× (0, T ),
um = ϕm on ∂Ω× [0, T ),
um = u0,m on Ω¯× {0}.
It follows from (3.2.3) that, for any m > 0,
ϕm ≥ ζ( tm )u0 + (1− ζ( tm ))ϕ− 2m sup |gm|,
ϕm ≤ ζ( tm )u0 + (1− ζ( tm ))ϕ+ 2m sup |gm|+ δm.
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|ϕm − ϕ| ≤ sup
∂Ω×[0,2m]
|ϕ− u0|+ 2m sup |gm|+ δm.
Note that u0(z) = ϕ(z, 0) for any z ∈ ∂Ω. Hence
sup
∂Ω×[0,T )
|ϕm − ϕ| m→∞−→ 0.
Then we can choose a subsequence {ϕmk} such that
(3.2.5) sup
∂Ω×[0,T )
|ϕmk − ϕ| ≤ 2−k−1.
for any k > 0.
Using (3.2.2), (3.2.5) and applying Corollary 1.2.2, we have
umk + 2−k ≥ umk+1 .
It follows from Lemma 3.2.1 that u = lim umk is a weak solution of (3.1.1).




v˙ = log det(vαβ¯)− Av + g(z, t) on Ω× (0, T ),
v = ψ on ∂Ω× [0, T ),
v = v0 on Ω¯× {0},
where v0 is a plurisubharmonic function in a neighbourhood of Ω¯ and g, ψ are smooth
functions in Ω¯× [0, T ]. If there are A1, A2, A3 ≥ 0 such that
u0 ≤ v0 + A1,
ϕ|∂Ω×(0,T ) ≤ ψ|∂Ω×(0,T ) + A2,
f ≤ g + A3,
then u ≤ v + max{A1, A2}+ A3T .
Proof. Assume that um ∈ C∞(Ω¯× [0, T )) satisfies
(3.2.7)

um(., t) ∈ SPSH(Ω)
u˙m = log det(um)αβ¯ − Aum + f(z, t) on Ω× (0, T ),
um ↘ ϕ on ∂Ω× [0, T ),
um ↘ u0 on Ω¯× {0},
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and that vm ∈ C∞(Ω¯× [0, T )) satisfies
(3.2.8)

vm(., t) ∈ SPSH(Ω)
v˙m = log det(vm)αβ¯ − Avm + g(z, t) on Ω× (0, T ),
vm ↘ ψ on ∂Ω× [0, T ),
vm ↘ v0 on Ω¯× {0}.
Fix m > 0,  > 0, 0 < T ′ < T . We need to show that there exists km > 0 satisfying
(3.2.9) ukm ≤ vm + max{A1, A2}+ A3T + , ∀(z, t) ∈ Ω× (0, T ′).
Indeed, if we denote wm = vm + A3t then
w˙m ≥ log det(wm)αβ¯ − Awm + g(z, t) + A3 ≥ log det(wm)αβ¯ − Awm + f(z, t)
It follows from Corollary 1.2.2 that
uk− vm = uk−wm +A3t ≤ sup
∂P (Ω×(0,T ′))
(uk−wm) +A3T, ∀k > 0, (z, t) ∈ Ω× (0, T ′).
Note that
∩k>0{(z, t) ∈ ∂Ω× [0, T ′] : uk(z, t) ≥ wm(z, t) + A2 + } = ∅.
By the compactness of ∂Ω× [0, T ′], there exists k′m > 0 such that
∩k<k′m{(z, t) ∈ ∂Ω× [0, T ′] : uk(z, t) ≥ wm(z, t) + A2 + } = ∅.
By the monotonicity of {uk}, we have
uk′m(z, t) < wm(z, t) + A2 + , ∀(z, t) ∈ ∂Ω× [0, T ′].
Similarly, there exists k′′m > 0 such that
uk′′m(z, 0) < wm(z, 0) + A1 + , ∀z ∈ Ω¯.
Denote km = max{k′m, k′′m}. We have
sup
∂P (Ω×(0,T ′))
(ukm − wm) ≤ max{A1, A2}+ .
Then
ukm ≤ vm + max{A1, A2}+ A3T + , ∀(z, t) ∈ Ω× (0, T ′).
When m→∞, we obtain
u ≤ v + max{A1, A2}+ A3T + , ∀(z, t) ∈ Ω× (0, T ′).
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When → 0 and T ′ → T , we obtain
u ≤ v + max{A1, A2}+ A3T, ∀(z, t) ∈ Ω× (0, T ).
Corollary 3.2.4. The weak solution of (3.1.1) is unique.
Remark 3.2.5. By Proposition 3.2.2 and Corollary 3.2.4, if 0 < T ′ < T and v is
the weak solution of (3.1.1) on Ω¯× [0, T ′) then
v = u|Ω¯×[0,T ′),
where u is the weak solution of (3.1.1) on Ω¯× [0, T ).
Proposition 3.2.6. Assume that ψm, gm are smooth functions in Ω¯× [0, T ] and v0,m
is a plurisubharmonic function in a neighbourhood of Ω¯ satisfyingψm ↘ ϕ, gm ↘ f, v0,m ↘ u0,v0,m|∂Ω = ψm(., 0)|∂Ω.
Suppose that vm ∈ USC(Ω¯× [0, T )) is the weak solution of
v˙m = log det(vm)αβ¯ − Avm + gm(z, t) on Ω× (0, T ),
vm = ψm on ∂Ω× [0, T ),
vm = v0,m on Ω¯× {0}.
Then vm ↘ u, where u is the weak solution of (3.1.1).
Proof. By Proposition 3.2.3, we have
v1 ≥ v2 ≥ ... ≥ vm ≥ ... ≥ u.
We need to show that lim vm ≤ u.
Let 0 < T ′ < T and  > 0. By Dini’s theorem, there exists m1 > 0 such that
ψm1 < ϕ+  on ∂Ω× [0, T ′],
gm1 < f +  on Ω¯× [0, T ′].
Assume that um ∈ C∞(Ω¯× [0, T )) satisfies (3.2.7). Fix k > 0. Let h be a harmonic
function in Ω¯ such that h|∂Ω = uk(., 0)|∂Ω. Then there exists a subset K b Ω such
that
(h− uk(., 0))|Ω¯\K ≤ .
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Note that
v0,m1 − h ≤ sup
∂Ω
(v0,m1 − h) ≤ sup
∂Ω
(v0,m1 − u0) ≤ .
Then (v0,m1 − uk(., 0))|Ω¯\K ≤ 2.
Moreover, by Hartogs lemma, there exists m2 > 0 such that
(v0,m2 − uk(., 0))|K ≤ .
Then, for any m > max{m1,m2}, we have
ψm < uk +  on ∂Ω× [0, T ′],
gm < f +  on Ω¯× [0, T ′],
v0,m ≤ uk(., 0) + 2 on Ω¯.
It follows from Proposition 3.2.3 that
vm(z, t) ≤ uk(z, t) + (T + 2) on Ω× (0, T ′).
Then
lim
m→∞ vm(z, t) ≤ uk(z, t) + (T + 2) on Ω× (0, T ′).
When k →∞, → 0 and T ′ → T , we obtain
lim
m→∞ vm ≤ u.




v(., t) ∈ SPSH(Ω¯),
v˙ = log det(vαβ¯)− Av + g(z, t) on Ω× (0, T ),
v = ψ on ∂Ω× [0, T ).
Then
v(z, t)− v(z, 0) ≥ −C(t),
for any (z, t) ∈ Ω¯× [0, T ). Here C(t) is defined by
C(t) = inf
1>>0





where ρ ∈ C∞(Ω¯) such that ddcρ ≥ ddc|z|2 and ρ|∂Ω = 0.
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Proof. Fix 0 <  < 1 and 0 < t0 < T . Denote





|ψ(z, t)− ψ(z, 0)|.
We consider
w(z, t) = v(z, 0)− At+ ρ(z)− δt0 .
We have
w˙ − log detwαβ¯ + Aw − g ≤ −A − n log − log det ραβ¯ + A supw + sup |g|
≤ −A − n log + A supψ + sup |g|
≤ 0.
Moreover,
w(z, 0) ≤ v(z, 0) on Ω¯,
w(z, t) ≤ v(z, 0)− δt0 ≤ v(z, t) on ∂Ω× [0, t0).
Applying Corollary 1.2.2, we obtain
v(z, t) ≥ w(z, t) = v(z, 0)− At+ ρ(z)− δt0 , ∀(z, t) ∈ Ω¯× [0, t0).
Thus
v(z, t0) ≥ v(z, 0)− inf1>>0{At0 −  inf ρ} − δt0 .




Proposition 3.2.9. If a function u ∈ C∞(Ω¯× (0, T )) satisfies
(3.2.11)

u(., t) ∈ SPSH(Ω),
u˙ = log det(uαβ¯)− Au+ f(z, t) on Ω× (0, T ),
u = ϕ on ∂Ω× [0, T ),
u(., t) L
1−→ u0.
Then u is the weak solution of (3.1.1).
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Proof. By Lemma 3.2.7, there exists tm ↘ 0 such that
(3.2.12) u(z, tm + t) ≥ u(z, tm+1 + t)− 2−m, ∀(z, t) ∈ Ω¯× [0, T − tm).
By the condition ”u(., t) L
1→ u0”, we have
u(., tm) + 2−m+1 ↘ u0.
Passing to a subsequence, we can assume that
f(z, tm + t) + 2−m+1 ↘ f(z, t),
ϕ(z, tm + t) + 2−m+1 ↘ ϕ(z, t).
Fix k > 0. For any m > k, um = u(., tm + .) ∈ C∞(Ω¯)× [0, T − tk)) is the solution
of equation
(3.2.13)
u˙m = log det(um)αβ¯ − Aum + f(z, tm + t) ∀(z, t) ∈ Ω× (0, T − tk),
um(z, 0) = u(z, tm), ∀z ∈ Ω¯,
um(z, t) = u(z, tm + t), ∀(z, t) ∈ ∂Ω× [0, T − tk).
Let vm ∈ USC(Ω¯× [0, T − tk)) be the weak solution of equation
(3.2.14)
v˙m = log det(vm)αβ¯ − Avm + f(z, tm + t) + 2−m+1 on Ω× (0, T − tk),
vm(z, 0) = u(z, tm) + 2−m+1, on Ω¯,
vm(z, t) = ϕ(z, tm + t) + 2−m+1, on ∂Ω× [0, T − tk).
Applying Proposition 3.2.6, we have
vm ↘ v,
where v is the weak solution of (3.1.1) on Ω¯× [0, T − tk).
Applying Proposition 3.2.3, we have
sup
Ω¯×[0,T−tk)
|um − vm| m→0−→ 0.
Then
u(z, t) = lim um(z, t) = lim vm(z, t) = v(z, t), ∀(z, t) ∈ Ω¯× [0, T − tk).
Hence u is the weak solution of (3.1.1) on Ω¯× [0, T − tk).
When k →∞, we have u is the weak solution of (3.1.1) on Ω¯× [0, T ).
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Proposition 3.2.10. If there is a ∈ Ω such that νu0(a) > 0, then the weak solution
u of (3.1.1) satisfies u(a, t) = −∞ for t ∈ [0, A(νu0(a))).
Proof. We need to show that u(a, t) = −∞ for t ∈ [0, A(ν)) when 0 < ν < νu0(a),
so that we have
(3.2.15)
u0 ≤ ν log |z − a|+B1, ∀z ∈ Ω¯,ϕ ≤ ν log |z − a|+B1, ∀(z, t) ∈ ∂Ω× [0, T ),
where B1 > 0 is given.
Let χ : R→ R+ be a smooth increasing convex function such that χ|(−∞,−1) = 0,
χ|(1,∞) = Id. For any m, we denote
wm(z) = χ(log |z − a|+m)−m.
We will show that there exists B > 0 such that
vm(z, t) = g(t)wm(z) + |z|2 +B(t+ 1) ≥ u(z, t),
for any m > 0 and (z, t) ∈ Ω¯× [0, A(ν)). Here g(t) = kA(ν, t) as in (??).
It is easy to show that
v˙m(z, t) + Avm(z, t) ≥ −2nwm(z) +B, ∀(z, t) ∈ Ω¯× [0, A(ν)).
When |z − a| < e−m−1, we have wm = −m, |D2wm| = 0. Then
(3.2.16) v˙m − log det(vm)αβ¯ + Avm − f(z, t) ≥ 2mn+B − f(z, t)
When |z − a| ≥ e−m−1, we have
wm ≤ log |z − a|+ 2,
|(wm)αβ¯| ≤ B2|z−a|2 ,
where B2 > 0 is independent of m. Then
log det(vm)αβ¯ = log det(g(t)wm + |z|2)αβ¯ ≤ log
B3
|z − a|2n ,
where B3 > 0 is independent of m.
Hence
(3.2.17) v˙m − log det(vm)αβ¯ + Avm − f(z, t) ≥ −4n− logB3 +B − f(z, t).
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By (3.2.15), (3.2.16) and (3.2.17), there exists B > 0 such that, for any m,
(3.2.18)

v˙m − log det(vm)αβ¯ + Avm − f(z, t) ≥ 0 ∀(z, t) ∈ Ω× (0, A(ν)),
vm(z, 0) ≥ u0(z), ∀z ∈ Ω¯,
vm(z, t) ≥ ϕ(z, t), ∀(z, t) ∈ ∂Ω× [0, A(ν)).
Applying Proposition 3.2.3, we have
vm ≥ u on Ω¯× [0, A(ν)).
When m→∞, we obtain
g(t) log |z − a|+ |z|2 +B(t+ 1) ≥ u(z, t), ∀(z, t) ∈ Ω¯× [0, A(ν)).
In particular, u(a, t) = −∞ for t ∈ [0, A(ν)).
3.3 A priori estimates
In this section, we will prove a priori estimates which will be used in the proof of Theorem 3.1.2.
We suppose that Ω be a bounded smooth strictly pseudoconvex domain ofCn,C0, A, T,N1, ..., Nl >
0 and a1, ...al ∈ Ω. We also suppose that ϕ, g are smooth functions in Ω¯ × [0, T ] and u0 is a
plurisubharmonic function in Ω satisfying




Nj log |z − aj| − C0,







for any φ ∈ C∞(Ω¯× [0, T ]).
Throughout this section, unless specified otherwise, we always assume that u0 is smooth and
strictly plurisubharmonic in Ω¯. The main result of this section is following
Theorem 3.3.1. Assume that u ∈ C∞(Ω¯× [0, T )) satisfying
(3.3.3)

u˙ = log det(uαβ¯)− Au+ g(z, t) on Ω× (0, T ),
u = ϕ on ∂Ω× [0, T ),
u(., 0) = u0 on Ω¯.
Then for any 0 <  < Tand K b Ω¯ \ {a1, ..., al}, there exists C1, C2 > 0 depending
on Ω, T, C0, N1, ..., Nl, a1, ..., al, ,K such that
(3.3.4) |u(z, t)|+ |u˙(z, t)|+ ∆u(z, t) ≤ C, ∀(z, t) ∈ K × (, T ).
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By Lemma 3.2.7, we have
supϕ ≥ u(z, t) ≥ u0(z)− C(t) ≥
l∑
j=1
Nj log |z − aj| − C0 − C(t).
Then it remains to estimate u˙ and ∆u.
3.3.1 Bounds on u˙
Lemma 3.3.2. Assume that u ∈ C∞(Ω¯× [0, T )) satisfies
(3.3.5)
u˙ = log det(uαβ¯)− Au+ g(z, t) on Ω× (0, T ),u = ϕ on ∂Ω× [0, T ).
Then the following hold
(i) If A = 0 then
u(z, t)− supu0
t
−B ≤ u˙(z, t) ≤ u(z, t)− u0(z)
t
+B, ∀(z, t) ∈ Ω¯× [0, T ),
where B = 2 sup |ϕ˙|+ T sup |g˙|+ n and u0 = u(., 0).
(ii) If A > 0 then
A
eAt − 1(u− e
At sup(u0)+)−B ≤ u˙ ≤ A
eAt − 1(u− u0) +B,
where B = 2 sup |ϕ˙|+ T sup |g˙|+ n and u0 = u(., 0) and (u0)+ = max{u0, 0}.
Proof. We denote by L the operator
L(φ) = φ˙−∑uαβ¯φαβ¯ + Aφ, ∀φ ∈ C∞(Ω¯× [0, T )),
where (uαβ¯) is the transpose of the inverse of the Hessian matrix (uαβ¯).
(i) When A = 0, we have, for any B > 0,
L(tu˙− u+ u0 −Bt) = tu¨+ u˙− u˙−B − t∑uαβ¯u˙αβ¯ +∑uαβ¯uαβ¯ −∑uαβ¯(u0)αβ¯
= tgt −B + n−∑uαβ¯(u0)αβ¯
≤ T sup |g˙| −B + n.
L(tu˙− u+Bt) = tu¨+ u˙− u˙+B − t∑uαβ¯u˙αβ¯ +∑uαβ¯uαβ¯
= B + n+ tg˙
≤ B + n− T sup |g˙|.
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Then, for any B ≥ T sup |g˙|+ n, we have
L(tu˙− u+ u0 −Bt) ≤ 0,
L(tu˙− u+Bt) ≥ 0.
It follows from Corollary 1.2.3 that, for any B ≥ 2 sup |ϕ˙|+ T sup |g˙|+ n,
tu˙− u+ u0 −Bt ≤ sup∂P (Ω×[0,T ))(tu˙− u+ u0 −Bt) ≤ 0.
tu˙− u+Bt ≥ inf∂P (Ω×[0,T ))(tu˙− u+Bt) ≥ − supu0.
Hence, if B = 2 sup |ϕ˙|+ T sup |g˙|+ n then
u(z, t)− supu0
t
−B ≤ u˙(z, t) ≤ u(z, t)− u0(z)
t
+B,
for any (z, t) ∈ Ω¯× [0, T ).




u˙− e−Atu) = 1− e
−At
A










L(e−Atu0) = −Ae−Atu0 − e−At∑uαβ¯(u0)αβ¯ + Ae−Atu0 ≤ 0,
L(Bt) = B + ABt,
where B > 0.








u˙− e−Atu+Bt) ≥ 0.
It follows from Corollary 1.2.3 that, for any B ≥ 2 sup |ϕ˙|+ T sup |g˙|+ n,
1− e−At
A














u˙− e−Atu+Bt) ≥ − sup(e−Atu0)
≥ − sup(u0)+.
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ä−B At1− e−At ≤ u˙ ≤ AeAt − 1(u− u0) +B At1− e−At .
Thus
A
eAt − 1(u− e
At sup(u0)+)−B ≤ u˙ ≤ A
eAt − 1(u− u0) +B.
3.3.2 Bounds on ∇u
Let 0 <  < T . We need to estimate ∇u near ∂Ω× (, T ) in order to bound ∆u on
∂Ω× (, T ).
Lemma 3.3.3. For any T >  > 0, there exists B > 0 depending only on n,Ω, T, C0, a1, ..., al,




Proof. For any (z, t) ∈ ∂Ω× (0, T ), ξ ∈ TR,z∂Ω, we have
|uξ(z, t)| = |ϕξ(z, t)| ≤ C0.
It remains to show that , for any (z, t) ∈ ∂Ω× (, T ),
|uη(z, t)| ≤ B,
where η is an interior normal vector of ∂Ω at z, ‖η‖ = 1.
We need to construct functions u, h ∈ C∞(Ω¯× [0, T )) such that
u ≤ u ≤ h on Ω¯× [0, T ),
u = ϕ = h on ∂Ω× (, T ),
and |∇u|, |∇h| are bounded by a constant which depending only on n,Ω, T , C0,a1,...,al,
N1,...,Nl, .
Let u0 be a smooth plurisubharmonic function on Ω¯ such that u0 ≤ u0 and
u0 =
∑
Nj log |z − aj| − (1 + )C0 near ∂Ω.
Let h0 be a harmonic function on Ω¯ such that
h0 =
∑
Nj log |z − aj| − (1 + )C0 on ∂Ω.
Let ζ : R→ [0, 1] be a smooth increasing function such that ζ(0) = 0, ζ() = 1.
We consider the functions
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ϕ(z, t) = (1− ζ(t))h0(z) + ζ(t)ϕ(z, t),
u(z, t) = u0(z) + ϕ(z, t)− h0(z) +B1ρ(z),
where ρ ∈ C∞(Ω¯) such that ddcρ ≥ ddc|z|2 and ρ|∂Ω = 0 and B1 ≥ 1n exp(sup ϕ˙ +
3A sup |ϕ|+ sup |g|) such that u(., t) ∈ SPSH(Ω¯) for any t ∈ [0, T ].
We have
u(z, 0) = u0(z) +B1ρ(z) ≤ u0(z),
u|∂Ω×(0,T ) = ϕ|∂Ω×(0,T ) ≤ ϕ|∂Ω×(0,T ),
u˙− log detuαβ¯ + Au− g(z, t) ≤ ϕ˙− n logB1 + A(supu0 + 2 sup |ϕ|) + sup |g| ≤ 0.
It follows from Corollary 1.2.2 that u ≤ u.
Now, let h : Ω¯× [0, T )→ R be a spatial harmonic function satisfying
h|∂Ω×[0,T ) = ϕ|∂Ω×[0,T ).
We have u ≤ u ≤ h on Ω¯× [0, T ),u = ϕ = h on ∂Ω× (, T ).
Then for any (z, t) ∈ ∂Ω× (, T ), we have
uη(z, t) ≤ uη(z, t) ≤ hη(z, t),
where η is an interior normal vector of ∂Ω at z, ‖η‖ = 1.
Hence
|uη(z, t)| ≤ sup{|uη(z, t)|, |hη(z, t)|} ≤ B2,
where B2 > 0 depends only on n,Ω, T , C0,a1,...,al, N1,...,Nl, .
Lemma 3.3.4. For any T > 2 > 0 and K b Ω¯ \ {a1, ..., al}, there exists B > 0




Proof. We will use the technique of Blocki as in [Blo08].




∑ log− |z − aj|+ 1) on Ω¯× [, T ),
u˙+ Au− g ≤M(∑ log− |z − aj|+ 1) on Ω¯× [, T ),
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where log− |z − aj| = max{− log |z − aj|, 0}.
Let f1, ..., fN ∈ {f ∈ O(Cn, C) : log |f | ≤
l∑
j=1
M log |z − aj|+O(1)} satisfy
l∏
j=1




The fj are in fact polynomials, which could be written explicitly, but tediously,
using the multinomial formula. Note that the choice of f1, ..., fN depends only on












|z − aj| on Ω.
Without loss of generality, we can assume that 0 ∈ Ω and C0 > 1. We denote, for
(z, t) ∈ Ω¯× [, T ),
k(t) = (n+ 1) log(t− ),
γ(u) = log(3C0 − u)− log(2C0 − u),




ψ = logψ0 + γ(u) + k(t) + η|z|2,
where η = 14(diam(Ω)+1)2 .
We will show that
sup
Ω¯×[,T ′]
ψ ≤ B˜, ∀T ′ ∈ (, T ),
where B˜ depends only on n,Ω, T, C0, a1, ..., al, N1, ..., Nl, K, .
Let (z0, t0) ∈ Ω¯× [, T ′] satisfy
ψ(z0, t0) = sup
Ω¯×[,T ′]
ψ.
By an orthogonal change of coordinates, we can assume that (uαβ¯(z0, t0)) is diagonal.
For convenience, we denote λα = uαα¯(z0, t0).
Assume that
(3.3.8) ψ(z0, t0) ≥ B1 + 1,
where B1 ≥ sup∂Ω×(,T ) ψ is a constant depending only on n,Ω, T, C0, a1, ..., al,
N1, ..., Nl, K, .
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Then z0 ∈ Ω \ {a1, ..., al},t0 ∈ (, T ′]. Hence, ψ˙(z0, t0) ≥ 0, ∇ψ(z0, t0) = 0 and





= −γ′(u)uα − ηz¯α,
L(ψ) := ψ˙ −∑uαβ¯ψαβ¯ ≥ 0,
where (uαβ¯) is the transpose of inverse matrix of Hessian matrix (uαβ¯).
We compute, at (z0, t0),
L(γ(u) + k(t) + η|z|2) = γ′(u)u˙+ k′(t)− γ′(u)∑uαβ¯uαβ¯ − γ′′(u)∑uαβ¯uαuβ¯ − η∑uαα¯
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γ′(u) = 12C0 − u −
1
3C0 − u =
C0
(2C0 − u)(3C0 − u) ,
γ′′(u) = 1(2C0 − u)2 −
1
(3C0 − u)2 =
C0(5C0 − 2u)
(2C0 − u)2(3C0 − u)2 ,
γ′′(u)− 2(γ′(u))2 ≥ C
2
0
(3C0 − u)4 .
Then, we have, by (3.3.10), (3.3.11),
















By (3.3.6), (3.3.8), there exists C2 > 0 depending only on n,Ω, T, C0, a1, ..., al,
N1, ..., Nl, K,  such that







We can also assume that C2 −M ∑ log |z − aj| > 0.






























(C2 −M ∑ log |z − aj|+ k′(t0))−n+1e−u˙−Au+g.
Hence, by (3.3.12),






(C2 −M ∑ log |z − aj|+ k′(t0))neu˙+Au−g
≤ C2 (3C0 − u)
4
C20
eu˙+Au−g(1 + C2 −M ∑ log |z − aj|)n(1 + k′(t0))n




∏ |z − aj|−M/2,
where C3 > 0 depends only on n,Ω, T, C0, a1, ..., al, N1, ..., Nl, K, .
Then, by (3.3.6) and Lemma 3.2.7, we have,




∏ |z − aj|−3M/2,
where C(t0) is defined as in Lemma 3.2.7 and C4 > 0 depends only on C3,M, a1, ..., al.
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Note that u0 ≥ ∑Nj log |z − aj| − C0. Then
(3.3.14) |∇u|2 ≤ C5(1 + k′(t0))n
∏ |z − aj|−2M ,
where C5 > 0 depends only on n,Ω, T, C0, a1, ..., al, N1, ..., Nl, K, .
By (3.3.8) and (3.3.14), we have,
(3.3.15)
eB1−2
(t0 − )n+1 = e
B1−2−k(t0) ≤ ψ0(z0, t0) ≤ C5(k′(t0) + 1)n = C5
Ç




Hence, t0 ≥ t1 > , where t1 depends only on n,Ω, T, C0, a1, ..., al, N1, ..., Nl, K, .
We have, by (3.3.14),
(3.3.16) ψ(z0, t0) ≤ B˜,
where B˜ > B1 + 1 > 0 depends only on n,Ω, T, C0, a1, ..., al, N1, ..., Nl, K, .




In particular, there exists B > 0 depending only on n,Ω, T, C0, a1, ..., al, N1, ..., Nl,




3.3.3 Higher order estimates
Lemma 3.3.5. For any T >  > 0, there exists B > 0 depending only on n,Ω, T, C0, a1, ..., al,




Proof. By Lemma 3.3.2 and Lemma 3.3.4, we can estimate u˙ and∇u near ∂Ω×(, T ).
Then the proof of this lemma is the same as the case u0 ∈ L∞(Ω) (see Theorems
2.5.1, 2.5.2, 2.5.3 ).
Using the 2-order estimates on ∂Ω × (0, ), we will estimate ∆u on K × (2, T ), for any
K b Ω¯ \ {a1, ..., al}.
Lemma 3.3.6. For any T > 2 > 0 and K b Ω¯ \ {a1, ..., al}, there exists B > 0
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Proof. By Lemma 3.2.7 and Lemma 3.3.5, there exist B1, B2 > 0 depending only on
n,Ω, T, C0, a1, ..., al, N1, ..., Nl,  such that
(3.3.17) sup
Ω×(,T )
(−u+ u + |z|2) ≤ B1,
(3.3.18) B1 + sup
∂Ω×(,T )
(t log ∆u− u+ u + |z|2) ≤ B2.
where u = u(., ).
We consider the function φ ∈ C∞(Ω¯× [, T )) defined by
φ = t log ∆u− u+ u −B3(t− ) + |z|2,
where B3 = C0(A+ T + 1) + log(n!) + n+ 1.




Indeed, if there exists (z0, t0) ∈ Ω¯× [, T ) satisfying
φ(z0, t0) > B2,
then z0 ∈ Ω, t0 > . Without loss of generality, we can assume that
φ(z0, t0) = sup
Ω¯×(,t0)
φ.
Denote by L the operator
L(ψ) = ψ˙ −∑uαβ¯ψαβ¯, ∀ψ ∈ C∞(Ω¯× [, T )),









≤ t∆u˙∆u + log ∆u− u˙−B3 − t
∑
uαβ¯(log ∆u)αβ¯ + n−∑uαα¯.
Applying Theorem 1.3.3, we have
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∆u + log ∆u− u˙−B3 + n−
∑
uαα¯
= t−A∆u+ ∆g∆u + log ∆u− u˙−B3 + n−
∑
uαα¯
≤ t∆g∆u + log ∆u− u˙−B3 + n−
∑
uαα¯.
Applying Theorem 1.3.1, we have




L(φ) ≤ t∆g∆u + log n+ log det(uαβ¯) + (n− 1) log(
∑
uαα¯)− u˙−B3 + n−∑uαα¯
≤ t∆g∆u + log n−B3 + n+ Au− g + (n− 1) log(
∑
uαα¯)−∑uαα¯
≤ t∆g∆u + log n−B3 + n+ (A+ 1)C0 + log((n− 1)!)
= t∆g∆u + log(n!)−B3 + n+ (A+ 1)C0,
where third inequality holds due to the conditions (3.3.1), (3.3.2) and the inequalities
(n− 1) log x− x ≤ (n− 1) log(n− 1)− (n− 1), ∀x > 0,
and
(n− 1)n−1
(n− 1)! ≤ exp (n− 1) .
Hence
L(φ)|(z0,t0) ≤ C0T + log(n!)−B3 + n+ (A+ 1)C0 < 0.




In particular, there exists B > 0 depending only on n,Ω, T, C0, a1, ..., al, N1, ..., Nl,
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3.4 Proof of Theorem 3.1.2
3.4.1 Smoothness




um(., t) ∈ SPSH(Ω),
u˙m = log det(um)αβ¯ − Aum + f(z, t) on Ω× (0, T ),
um = ϕm ⇒ ϕ on ∂Ω× [0, T ),
um = ϕ on ∂Ω× (m, T ),
um = u0,m ↘ u0 on Ω¯× {0},
u = lim
m→∞um.
where m ↘ 0.
Applying Theorem 3.3.1, we obtain, for any K b Ω¯ \ {a1, ..., al} and 0 <  < T ,
‖um‖C2(K×[,T )) ≤ CK,,
where CK, depends only on n,Ω, T, C0, N1, ..., Nl, a1, ..., al, ,K .
It follows from C2,α-estimates (see Chapter 1, Section 1.4) that
‖um‖C2,γ(K×[,T )) ≤ CK,,γ,
where γ and CK,,γ depend only on n,Ω, T, C0, N1, ..., Nl, a1, ..., al, ,K .
By Ascoli theorem, we obtain
(3.4.2) um
C2,γ/2(K×[,T ′])−→ u, as m→∞,
where  < T ′ < T .
Then u ∈ C2,γ/2(K × [, T ′]). Applying regularity theorem (see Chapter 1, Section 1.4), we
have u ∈ C∞(K × (, T ′)). Hence, u ∈ C∞(K × (0, T )).
Fix 0 < r < min
j 6=k
|aj − ak|. We need to show that u ∈ C∞(Br(aj)× (A(Nj), T )) when
T > A(Nj).
Fix  > 0. If A = 0, we have, for t = 0(Nj) + 2 = Nj2n + ,
(ddcum)n = eu˙m(z,0(Nj)+2)−f(z,0(Nj)+2)dV = dµ.
Applying Lemma 3.3.2 and Proposition 3.2.10, we have, for m 1,

























where C1, C2, C3 > 0 depend only on Ω, , T, f, ϕ.
Then, we have, for K b Br(aj),







































where C4, C5, C6, C7 > 0 are independent of m. The last inequality holds due to [AT84] and
[Zer01].
Applying Kolodziej theorem (Theorem B [Kol98]), we have
‖um(., A(Nj) + 2)‖L∞(Br(aj)) ≤ C8,
where C8 is independent of m. Then ‖u(., A(Nj) + 2)‖L∞(Br(aj)) ≤ C8. Applying the case
”u0 ∈ L∞(Ω)” (see Theorem 2.1.1) , we have u ∈ C∞(Br(aj)× (A(Nj) + 2, T )).
Let → 0. We have u ∈ C∞(Br(aj)× (A(Nj), T )).
If A > 0, by the same arguments, we also obtain u ∈ C∞(Br(aj)× (A(Nj), T )).
Thus u ∈ C∞(Q).
By (3.4.2), for any (z, t) ∈ Ω¯ \ {a1, ..., al} × (0, T ),
(3.4.3) u˙ = log det(uαβ¯)− Au+ f(z, t).
Taking the limits, we obtain (3.4.3) on Q.
3.4.2 Singularity
Let j ∈ {1, ..., l}. By Proposition 3.2.10, we have u(aj, t) = −∞ for any t ∈ [0, A(Nj)).
Moreover, by the proof of Proposition 3.2.10, we have, for any t ∈ [0, A(Nj)),
(3.4.4) νu(.,t)(aj) ≥ k(Nj, t),
where ®
k(x, t) = x− 2nt if A = 0,







e−At if A > 0.
We need to show that
(3.4.5) νu(.,t)(aj) ≤ k(Nj, t),
for any t ∈ [0, A(Nj)).
Indeed, if there exist t0 ∈ (0, A(Nj)) and  > 0 such that
νu(.,t0)(aj) ≥ k(Nj, t0) + 
then, by Proposition 3.2.10, there exists t1 > A(Nj) such that
νu(.,t1)(aj) > 0.
This contradicts the smoothness of u on Q. Then we obtain (3.4.5).
Combining (3.4.4) and (3.4.5), we obtain
νu(.,t)(aj) = k(Nj, t).
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3.4.3 Continuity at zero
a) Convergence in L1.
Applying Lemma 3.2.7, we have
(3.4.6) lim inf
t→0 u(z, t) ≥ u0(z),
for any z ∈ Ω¯.
Note that u ∈ USC(Ω¯× [0, T )). Then
(3.4.7) lim sup
t→0
u(z, t) ≤ u0(z),
for any z ∈ Ω¯.
Combining (3.4.6) and (3.4.7), we obtain
lim
t→0 u(z, t) = u0(z).
Hence, u(., t)→ u0 in L1, as t→ 0.
b) Convergence in capacity.
Let  > 0 and W be a neighborhood of Ω¯. We need to show that there exists an open set U such
that
CapW (Ω¯ \ U) ≤ 
and
u(., tkm)⇒ u0 on U ∩ Ω¯.
Indeed, by quasicontinuity of bounded plurisubharmonic function, for any M > 0 there exists
K b Ω such that and max{u0,−M} is continuous on K and




CapW ({u0 < −M}) = 0
then we can assume that u0 = max{u0,−M} on K.
By Lemma 3.2.7 and Dini’s theorem, for any tk ↘ 0, there exists a subsequence tkm ↘ 0
such that
u(., tkm)⇒ u0 on K, as m→∞.
Then
u(., t)⇒ u0 on K, as t→ 0.
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