Abstract. The dynamical behavior of a reaction-diffusion-advection model of a stream population with weak Allee effect type growth is studied. Under the open environment, it is shown that the persistence or extinction of population depends on the diffusion coefficient, advection rate, and type of boundary condition, and the existence of multiple positive steady states is proved for intermediate advection rate using bifurcation theory. On the other hand, for closed environment, the stream population always persists for all diffusion coefficients and advection rates.
1. Introduction. The survival of a biological population in a river or stream depends on both the natural environment and the intrinsic growth pattern of the species. Reaction-diffusion equations have been used to model the spatiotemporal distribution and population size under passive diffusion. With the addition of the advection term for the stream flow, they can describe the population distribution under directed movement that is from sensing and following the gradient of resource distribution (taxis) or a directional fluid/wind flow [2, 12, 19, 20] . A typical form of reaction-diffusion-advection population model in a river/stream environment is u t = du xx − qu x + ug(x, u), 0 < x < L, t > 0, (1.1) where u(x, t) is the population density function at the location x and time t, d > 0 is the diffusion coefficient, q ≥ 0 is the advection rate (flow from left to right), L is the length of the river/stream, and g(x, u) is the growth rate per capita that is affected by the heterogeneous environment.
The reaction-diffusion-advection model (1.1) has been used to describe various spatiotemporal phenomena under advective environment. The question of how populations resist washout in such environment and persist over large temporal scales has been called the "drift paradox" [15, 16, 24] . It is shown that the species have a low probability to survive if all the populations are washed down to the downstream. It is suggested that the diffusion coefficient of the species is the key for survival, and the intermediate diffusion coefficient is preferred for the population persistence [24] .
Typically a logistic type growth rate has been used in population dynamics of (1.1) to model the crowding effect and competition for limited resource, and the corresponding growth rate per capital g(x, u) is a decreasing function with respect to the is not proved as the logistic case, as the usual subhomogeneous or sublinear algebraic condition implying uniqueness does not hold here. But numerical simulation indicates that the all solutions converge to the same positive steady state. In comparison, the dynamical behavior of the system (1.1) with strong Allee effect growth rate can only be "extinction" or "bistable" [28] , while the one for logistic case can only be "extinction" or "monostable" (here the uniqueness of positive steady state is well known) [8, 13] . Similar to the analytical or numerical findings in [8, 13, 28] , the transition from one dynamical behavior to another is often monotonic in the advection rate q but not so in the diffusion coefficient d (see Figure 9 lower panel). The weak Allee effect case is the most complex one with all three dynamical behavior, and the bistable regime is always in between the extinction and monostable regimes.
Dynamics of reaction-diffusion population models with weak Allee effect growth rate and without the effect of advection has been considered in [6, 22] ; in [10, 18] , the role of weak Allee effect in the ideal free dispersal was considered; and the effect of weak Allee effect on the population spreading/invasion has been investigated in [26] .
Our paper is organized as follows. In section 2, we recall the reaction-diffusionadvection model with various growth rate functions and the boundary conditions, as well as some basic results from [28] . The main results on the persistence/extinction dynamics are presented in section 3. Some concluding remarks are given in section 4.
Preliminaries.
2.1. Model. Following [28] , the density function of a stream population satisfies the following initial-boundary value problem of a reaction-diffusion-advection equation:
0 < x < L, t > 0, du x (0, t) − qu(0, t) = b u qu(0, t), t > 0, du x (L, t) − qu(L, t) = −b d qu(L, t), t > 0, u(x, 0) = u 0 (x) ≥ 0, 0 < x < L.
(2.1)
Here u(x, t) is the population density at location x ∈ [0, L] and time t ≥ 0, and the river environment is modeled by a one-dimensional interval [0, L] ⊂ R; the upstream endpoint is x = 0, and the downstream endpoint is x = L, and L is the length of the river; the parameter d is the diffusion coefficient, q is the advection coefficient (flow rate), and du x (x, t) − qu(x, t) is the flow flux at x; in the boundary condition, the parameters b u ≥ 0 and b d ≥ 0 indicate the severity of the population loss at the upstream end x = 0 and the downstream end x = L, respectively; and the function g(x, u) is the growth rate per capita that will be specified below. This form of boundary condition was proposed in [9] . Typically a no-flux (NF) boundary condition with b u = 0 is imposed at the upstream end, and the downstream boundary condition can be hostile (H) which is equivalent to b d = ∞, or free-flow one (FF) with b d = 1, or NF one with b d = 0. More discussions and biological interpretations of these boundary conditions were given in [13] . The boundary condition in (2.1) with smaller (b u , b d ) is more favorable for population persistence (see [28, Proposition 3.3] ). We recall the assumptions on the growth rate per capita g(x, u) as in [28] (see also [2, 22] 
, for some 0 < α < 1, and for any
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and decreasing in [s(x), ∞]; and there also exists N > 0 such that g(x, s(x)) ≤ N . Here r(x) is the local carrying capacity at x that has a uniform upper bound M ; u = s(x) is where g(x, ·) reaches the maximum value, and the number N is a uniform bound for g(x, u) at all (x, u). Moreover we assume that g(x, u) takes one of the following three forms: (see [22, 28] ) (g4a) Logistic: s(x) = 0, g(x, 0) > 0, and g(x, ·) is decreasing in [0, ∞); (g4b) Weak Allee effect:
In this case there exists a unique h(x) ∈ (0, s(x)) such that g(x, h(x)) = 0. The dynamical behavior of solutions to (2.1) with logistic growth rate is well known (see [8, 13, 17] ), and the one with strong Allee effect growth rate has been studied in [28] . The goal of this paper is to consider the dynamical behavior of solutions to (2.1) with weak Allee effect growth rate, and the effect of dispersal parameters q and d on the dynamics.
Basic dynamics.
We recall the following results from [28] (see Proposition 4.1, Theorem 4.2, and Propositions 4.7, 4.8), which show that the long time dynamic behavior of solutions of (2.1) is determined by the nonnegative steady state solutions of (2.1), and some properties of positive steady state solutions hold regardless of assumption (g4a, b, c).
, and the solutions of (2.1) generates a dynamical system in X 2 , where
2. For any u 0 ∈ X 2 and u 0 ≡ 0, the ω-limit set ω(u 0 ) ⊂ S, where S is the set of nonnegative steady state solutions. 3. Let u(x) be a positive steady state solution of (2.1)
(e −αy r(y)),
4. If in addition g(x, u) also satisfies (g3), and there exists a positive steady state solution of (2.1), then there exists a maximal steady state solution u max (x) such that for any positive steady state u(x) of (2.1), we have
For (2.1), there is always an extinction steady state u = 0 for any d > 0 and q ≥ 0. The local asymptotical stability of the extinction state can be determined by the principal eigenvalue of an associated eigenvalue problem as follows.
Proposition 2.2. Suppose that g(x, u) satisfy (g1)-(g3), d > 0, and q ≥ 0. Let λ 1 (q) be the principal eigenvalue of the eigenvalue problem: Downloaded 07/19/19 to 128.239.99.140. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
1. If λ 1 (q) < 0, then u = 0 is locally asymptotically stable for (2.1); and if λ 1 (q) > 0, then u = 0 is unstable and there exists a positive steady state of
is strictly decreasing and
If in addition g(x, u) also satisfies (g4a), then u = 0 is globally asymptotically stable for (2.1) when u = 0 is locally asymptotically stable, and when u = 0 is unstable, then there exists a unique positive steady state of (2.1) that is globally asymptotically stable.
Proof. For part 1, the stability/instability of the extinction state follows from standard theory of semilinear parabolic equations [5] . For part 2, from the variational characterization of λ 1 in part 1 of [28, Proposition 3.1], λ 1 (q) > 0 for 0 ≤ q < q 1 in the open environment case, and λ 1 (q) > 0 for any q ≥ 0 in the close environment case. Also from part 3 of [28, Proposition 3.1], λ(q) → −∞ as q → ∞ in the open environment case, so there exists q 2 > q 1 such that λ 1 (q) < 0 for q > q 2 . We can choose q 2 ≥ q 1 > 0 so that q 1 is the smallest positive root of λ 1 (q) = 0 and q 2 is the largest. The strict decreasing property of λ 1 (q) when b d > 1/2 is proved in Theorem 2.1 of [14] . Part 3 is from [28, Proposition 3.2] . Proposition 2.2 shows that for the logistic or weak Allee effect case, the stability of the extinction state is similar, but the global dynamics for the two cases may be different as the positive steady state may not be unique for the weak Allee effect case (see Theorem 3.5).
Nonadvective case.
For reaction-diffusion-advection equation (2.1) with no advection, there have been several previous works on the existence and multiplicity of positive steady state solutions, and we recall these results here. Here the dispersal and evolution of a species are on a bounded heterogeneous habitat Ω in R n with n ≥ 1, and the inhomogeneous growth rate g(x, u) is either logistic or of weak Allee effect type. In this subsection, we assume that the conditions (g1)-(g3) and (g4a)-(g4c) are defined for x ∈ Ω instead of x ∈ [0, L]. If the environment is with a hostile boundary condition, then the equation is in form of
The steady state solution satisfies 
is the line of trivial solutions and Γ + = {(d, u) ∈ Γ : u > 0} is the set of positive solutions. Define
is a bifurcation point where nontrivial solutions of system (2.5) bifurcate from the line of trivial solutions Γ 0 . Refering to [22, , we have the following result when g(x, u) is of weak Allee effect type. Note that when g(x, u) satisfies (g4a) instead of (g4b), then d = d 1 is still a bifurcation point and the bifurcation is supercritical, and for any 0 < d < d 1 , there is a unique positive solution of (2.5), and for d ≥ d 1 , there is no positive solution of (2.5). So a main distinction of weak Allee effect growth rate is to allow an intermediate range of diffusion coefficient (d 1 , d * ) so that the model possesses a bistability of two nonnegative locally asymptotically stable states (one of them is zero).
On the other hand, if the habitat is a closed environment and there is no advection effect, then the population is described by the following model with a NF boundary condition:
We have the following results regarding the dynamics of (2.7) when the growth rate is of weak Allee effect.
Theorem 2.4. Suppose that g(x, u) satisfies (g1)-(g3) and (g4b).
1. The extinction state u = 0 is unstable for any d > 0, and for any d > 0, (2.7) has a maximal steady state solution u m (d, x) such that for any solution 
Proof. When the advection is absent, Proposition 2.2 part 1 and part 3(b) still hold true for Ω ⊂ R n with n ≥ 1. So the instability of u = 0 in part 1 follows from Proposition 2.2. The existence of a positive steady state follows from the upperlower solution method, with the upper solution u(x) = M , where M is defined in (g2), and the lower solution u(x) = εϕ 1 (x), where ϕ 1 (x) is the positive eigenfunction corresponding to
Here ε > 0 is sufficiently small so that v(x) < v(x). And there is a maximal steady state in this case as u is an upper bound of all nonnegative steady states (similar to Theorem 2.1 part 3). For part 2, let d 1 > d 2 and assume that u m (d 1 , x) and u m (d 2 , x) are the maximal steady state solutions of (2.7) with diffusion coefficients d 1 and d 2 , respectively. Then we have ∆u 
3.1.
Comparison with logistic models. If g(x, u) satisfies (g1)-(g3) and (g4a) (logistic growth), then the persistence or extinction of population in (2.1) is completely determined by the stability of the extinction state as shown in Proposition 2.2. When g(x, u) satisfies (g1)-(g3) and (g4b) (weak Allee effect), the persistence or extinction could depend on the initial condition. But here we show that the solutions of (2.7) with weak Allee effect growth rate can be compared with the ones of two related equations with comparable logistic growth rates. For that purpose, we define the "upper growth function"ḡ(x, u) and the "lower growth function" g(x, u) as follows,
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where, for x ∈ Ω, ξ(x) > s(x) satisfies g(x, ξ(x)) = g(x, 0) (see Figure 1 ). Thus g(x, u) and g(x, u) are both continuous functions of logistic type and satisfy g(x, u) ≥ g(x, u) ≥ g(x, u). Then we have the following results regarding persistence/extinction of population in (2.1) by comparing with the ones with the two logistic growth rates g(x, u) and g(x, u), as the persistence/extinction of population under logistic growth rate is known (Proposition 2.2). u growth rate per capita Theorem 3.1. Suppose that g(x, u) satisfies (g1)-(g3) and (g4b), and g(x, u) and g(x, u) are defined as in (3.1) and (3.2). Let u(x, t) be the solution of (2.1), and let u m (x) and u m (x) be the maximal nonnegative steady state solution of (2.1) with growth function g(x, u) and g(x, u), respectively.
1. (open environment) When b d > 0 and b u ≥ 0, then there exists constants q 1 and q 1 satisfying 0 < q 1 < q 1 such that (a) if 0 ≤ q < q 1 , (2.1) has at least one positive steady state solution, and . From Proposition 2.2 part 3(a), for (2.1) with g(x, u), we define q 1 to be the value such that λ 1 (q 1 , g(x, 0)) = 0 and λ 1 (q, g(x, 0)) > 0 for 0 < q < q 1 , and for (2.1) with g(x, u), we define q 1 to be the value such that λ 1 (q 1 , g(x, 0)) = 0 and λ 1 (q, g(x, 0)) < 0 for q > q 1 . Since g(x, u) ≥ g(x, u) ≥ g(x, u), from the comparison principle of parabolic equations, we have u(x, t) ≥ u(x, t) ≥ u(x, t) for any x ∈ Ω and t > 0, where u(x, t) and u(x, t) are the solutions of (2.1) with growth rates g(x, u) and g(x, u) and same initial condition as in (2.1). From Proposition 2.2, if 0 ≤ q < q 1 , we obtain (3.3) as lim Theorem 3.1 shows that the stream population model (2.1) with weak Allee effect growth rate is similar to the one with logistic growth rate in small (0 ≤ q < q 1 ) or large (q > q 1 ) advection cases, but it does not provide any information for the intermediate (q 1 < q < q 1 ) advection rate. In the next subsection, we use bifurcation theory to explore the dynamic behavior of (2.1) in that case. In Figure 2 , solutions of (2.1) with weak Allee effect growth g(x, u) = (1 − u)(u + h) and the ones with corresponding upper and lower logistic growth rates
are shown. One can observe that when the advection rate is smaller than q 1 , the three solutions are almost identical in their maximum values, which is due to the fact that the three functions g(x, u), g(x, u), and g(x, u) have same values for large population density u. But the growth rates for small population density u are more important when the advection rate q is in an intermediate range. Figure 3 shows a comparison of profiles of maximal steady state solutions of three growth rates g(x, u), g(x, u), and g(x, u). 3.2. Bifurcation: Open environment. In this subsection, we consider the structure of the set of positive steady state solutions of (2.1) using the advection rate q as a bifurcation parameter. The steady state equation of system (2.1) is ) and a nonlinear mapping G :
We denote the set of nonnegative solutions of the equation by Γ = {(q, u) ∈ R + × X 3 : u ≥ 0, G(q, u) = 0}. Then from the strong maximum principle, Γ = Γ 0 ∪ Γ + , where Γ 0 = {(q, 0) : q > 0} is the set of trivial solutions and Γ + = {(q, u) ∈ Γ : u > 0}. We consider the bifurcation of nontrivial solutions of (2.1) from the zero steady state at some bifurcation point q = q 1 , which is identified in Proposition 2.2 part 3(a). 0) is backward, i.e., q(s) > q 1 for s ∈ (0, δ).
The proof of Theorem 3.2 is given in the Appendix. For more specific types of growth rate function, logistic or weak Allee effect, more detailed information on the global bifurcation of solutions of (3.4) can be obtained.
Theorem 3.4. Suppose that g(x, u) satisfies (g1)-(g3) and (g4a) (logistic growth),
. Then in addition to Theorem 3.2, 1. for each 0 ≤ q < q 1 , there exists a unique positive solution u q (x) of (3.4) and it is linearly stable; moreover for any initial value u 0 (x) ≥ ( ≡)0, lim t→∞ u(x, t) = u q (x) in X 3 , where u(x, t) is the solution of (2.1) with initial condition u 0 ; 2. Γ 1 + can be parameterized as
and the map q → u q (q, ·) is continuously differentiable.
The proof of this result is omitted, as the uniqueness of the positive solution u q (x) is well known (see [2, 13] ), and the rest parts follow from similar results about logistic type growth functions (see [2] ). Figure 4 (left panel) shows a bifurcation diagram in this case. The proof of Theorem 3.5 is given in the Appendix. Figure 4 and Figure 5 show the numerical bifurcation diagrams of maximal solutions for (3.4) under the NF/FF and NF/H boundary conditions, which also reveals that the bifurcation points q 1 and q * are smaller for NF/H boundary condition than the ones for NF/FF boundary condition. In general the bifurcation points appear to be decreasing in b u and b d . Note that NF/H is not covered by Theorem 3.5 but a similar proof also holds in that case (see the next subsection). 
Hostile boundary condition.
In the boundary condition of (2.1), when b u → ∞, b d → ∞, all the individuals of the species die on the boundary so the boundary is hostile, and it can be written as u(0) = u(L) = 0. The dynamical behavior of the system (2.1) can still be described by Theorem 2.1 with some small modification. In particular the dynamics is determined by the nonnegative steady state solutions. In subsection 3.2, it is shown that bifurcation of positive solutions of (3.4) with respect to q follows Figure 5 
Theorem 3.6. Suppose that g(x, u) satisfies (g1)-(g3) and (g4b) (weak Allee effect growth). Recall the critical diffusion coefficients d 1 and d * when q = 0 in Theorem 2.3.
1. If 0 < d < d 1 , there is a connected component Γ 1 + of the set of positive solutions to (3.6) in the space R + × X 5 that connects (q, u) = (0, u m ) and (q, u) = (q 1 , 0), where q 1 > 0 is the bifurcation point for (3.6) on the branch Γ 0 of trivial solutions, and
0 (0, L); there exists q * > q 1 such that (3.6) has at least two positive solutions on Γ (3.6) in R + × X 5 which connects (q, u) = (0, u m ) and (q, u) = (0, u 2 ), u m is the maximal solution of (3.6) when q = 0, and u 2 is another positive solution of (3.6) when q = 0; there exists q * > 0 such that (3.6) has at least two positive solutions on Γ 1 + for any 0 ≤ q < q * , and one of these two solutions is the maximal solution u m (q, x). (See Figures 6 and 7 (right) .)
The proof of Theorem 3.6 is given in the Appendix. Figure 6 and Figure 7 show the numerical bifurcation diagrams of maximal steady state solutions for (3.6) in the cases of 0 < d < d 1 and
Remark 3.7.
1. The results in Theorem 3.6 also hold when only one of the boundary condition is hostile, for example, NF/H boundary condition. In these cases, there exists a critical diffusion coefficient d But it is not known whether (3.6) has positive solutions for some positive q > 0. Since it is known that there is no solutions for large q > 0, the set Γ + 1 of positive solutions will be an isola, which is not connected to q = 0 or u = 0 if it is not empty. 3. The critical advection rate q * defined in Theorems 3.5 or 3.6 is the largest advection rate for the existence of positive steady states of (2.1) on the connected component Γ + 1 , which either emerges from a bifurcation point (q, u) = (q 1 , 0) or (q, u) = (0, u m ). Theoretically we do not exclude the possibility of another connected componentΓ + 1 which is an isola for larger q. But numerical simulations in Figures 5 and 7 show that the set of positive solutions of (3.4) or (3.6) is connected.
Finally we compare the effect of different boundary conditions on the dynamics of (2.1). Especially we compare the different ranges of advection rate q and diffusion coefficient d that generate extinction, bistable, or monostable dynamics under different boundary conditions. Theorems 3.5 and 3.6 identify two critical advection rates q 1 and q * that separate the ranges of advection rates of these three dynamical regimes: when 0 ≤ q ≤ q 1 , the solutions tend to the maximal steady state u m as t → ∞; when q 1 < q < q * , the dynamic outcome depends on the initial conditions; most solutions either tend to the stable extinction state u = 0 or the stable maximal steady state u m as t → ∞, and there are also solutions on the threshold manifold that separates the basin of attractions of the two state states, and they converge to unstable steady states on the threshold manifold; and when q > q * , all solutions tend to the extinction state u = 0. In Figure 8 , we compare bifurcation points q 1 , q * and maximal solutions u m (q, x) of (2.1) for 0 ≤ q ≤ q * under different boundary conditions. Here we impose the upstream boundary condition to be NF In Figure 9 , the parameter regions for the three dynamical behavior (monostable, bistable, and extinction) are plotted in the (d, q)-plane. 3. The vanishing of the bifurcation point q 1 (d) and q * (d) under hostile boundary condition is shown in Theorem 3.6. When 0 < d < d 1 , the dynamics changes as "monostable-bistable-extinction" as q increases across q 1 and q * (see Figure 6 (left)), and when d 1 < d < d * , it changes to "bistable-extinction" (see Figure 6 (right) ). The numerical result here also suggests that when d > d * , the population does to extinction for all q ≥ 0. Also for the NF/H and H/H type boundary conditions, if one fixes the advection rate q to be in an intermediate range and increases the diffusion coefficient d, then the dynamics varies in the sequence "extinction-bistable-monostable-bistableextinction" (see Figure 9 (lower panel)). Note that for the logistic growth case, it is known that the dynamics changes in the sequence "extinction-monostable-extinction" [13, 24] , and it was concluded that intermediate diffusion coefficient is favourable for the persistence. Here we get a similar conclusion for weak Allee effect type growth rate, but there are bistable regimes between the transition from extinction to persistence. 
Conclusion.
The persistence or extinction of a stream population with diffusive and advective movement is modeled by a reaction-diffusion-advection equation on an interval with boundary conditions depicting different flowing patterns at the endpoints. When the growth rate of the species is of logistic type, it is well known that the dynamics is either population extinction or convergence to a positive steady state (monostable), depending on the environment parameters (diffusion, advection, stream length) and boundary conditions [2, 8, 13, 17] . On the other hand, if the growth rate is of strong Allee effect, it was shown that either population extinction or alternative Downloaded 07/19/19 to 128.239.99.140. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php stable states (bistable) occurs, still depending on the environment parameters and boundary conditions. In this paper, the dynamics of the reaction-diffusion-advection equation with weak Allee effect growth rate is considered. Its outcome is in between the one with logistic growth and the one with strong Allee effect growth, so the extinction, bistable, and monostable dynamics all can occur for some environment parameters and boundary conditions.
For a closed advective environment, the dynamic behavior of the stream population with weak Allee effect growth is similar to the one with logistic growth, and the population persists for all diffusion coefficients and advection rates. For the open environment with non-hostile boundary condition, still similar to the logistic growth case, the trivial steady state in the weak Allee effect case is destabilized at a critical advection rate so it is stable for large advection and unstable for small advection. However, at the critical advection rate, unlike the logistic case, a backward bifurcation occurs so there is a range of advection rates for which the dynamics of stream population is bistable. Hence the model with weak Allee effect growth has features of the logistic model in some parameter ranges, but it also possesses the bistable dynamics that are characteristic for strong Allee effect growth in other parameter ranges. We use bifurcation theory to identify the range of advection rate for these three dynamic regimes: extinction, bistable, and monostable, and the diffusion coefficient does not affect the qualitative dynamics in this case.
For the open environment with hostile boundary condition, it is shown that both of the diffusion coefficient and the advection rate affect the dynamic outcomes. For an intermediate advection rate, when increasing the diffusion coefficient, the dynamics changes from extinction to bistable, then to monostable, then to bistable again, and back to extinction. This is more complicated than the logistic growth case but also shows that intermediate diffusion coefficient is favorable for population persistence even when the growth rate has a weak Allee effect. This extends the previous explanation of the "drift paradox" in [15, 16, 24] to the weak Allee effect growth case but with an additional possibility of bistable dynamics in two windows of diffusion coefficients.
Appendix.
Proof of Theorem 3.2. We apply a local bifurcation theorem [4, Theorem 1.7] and a global version in [23] . The nonlinear map G defined in (3.5) is differentiable and twice differentiable in u, and G(q, 0) = 0 for all q ≥ 0. At the bifurcation point (q, u) = (q 1 , 0),
from Proposition 2.2, G u (q 1 , 0) has a one-dimensional kernel spanned by φ as λ 1 (q 1 ) = 0 is the principal eigenvalue of (2.3), and the codimension of the range of G u (q 1 , 0) is also one from [23] . Here we make the range R (G u (q 1 , 0) ) of G u (q 1 , 0) more specific. Suppose there exists a ϕ ∈ X 3 such that
Notice that the first equation in (4.1) can be written as 
Then multiplying (4.3) by ϕ and (4.4) by φ, subtracting each other, and integrating from 0 to L, we have
Therefore we have
Next we prove that 0) ) and φ = 0. We have 0) ). Now from [4, Theorem 1.7] , the set of positive solutions of (3.4) near the bifurcation point (q 1 , 0) is Γ 
L 0 φϕdx = 0} is a subspace of X 3 complement to Span{φ}. Since
where ϕ 1 , ϕ 2 ∈ X 3 , we also obtain that (see [21] )
. Therefore, if g u (x, 0) < 0 for all x ∈ Ω, which is the logistic type growth rate, we have q (0) < 0, and the bifurcation occurring at (q 1 , 0) is forward. And if g u (x, 0) > 0 for all x ∈ Ω, which is the weak Allee type growth rate, we have q (0) > 0, and the bifurcation occurring at (q 1 , 0) is backward.
Next we apply [23, Theorem 4.3, 4.4 ] to obtain a global connected component Γ + 1 containing the local bifurcation curve which we obtain above. The conditions in [23, Theorem 4.3, 4.4] can all be verified using standard ways; see [23, 27] . Then we conclude that there exists a connected component Γ 
where r(x) is defined in (g2), which gives that Γ 1 + is bounded in R + × X 3 . Thus, the projection of Γ + on R + is bounded. On the other hand, from Lemma 3.1, we know that there exist a q 1 > 0 such that positive solutions of system (3.4) only exist when q < q 1 . Therefore (−∞, 11) (or (3.4) ) has a positive solution (q, v) (or (q, u)) for all q ∈ [0, q * ). Then from above argument, (4.11) has a maximal solution v m (q, x) for q ∈ [0, q * ), and consequently (3.4) has a maximal solution u m (q, x) for q ∈ [0, q * ).
From Theorem 2.1, the solutions {u m (q, x) : 0 ≤ q < q * } are uniformly bounded, and thus they are also bounded in X 3 from elliptic estimates. By taking a subsequence, we may assume that u m (q * , x) = lim q→(q * ) − u m (q, x) ≥ 0 exists, and it is a solution of (3.4) . From the maximum principle, either u m (q * , x) > 0 or u m (q * , x) ≡ 0. If u m (q * , x) ≡ 0, then q = q * is also a bifurcation point for (3.4) from the trivial branch Γ 0 , but q = q 1 is the only bifurcation point where positive solutions of (3.4) can bifurcate from Γ 0 . So this is impossible as q * > q 1 . Therefore u m (q * , x) > 0 so (3.4) has a maximal solution u m (q, x) for q ∈ [0, q * ]. Finally the existence of two positive solutions of (3.4) when q ∈ (q 1 , q * ) follows from the same argument of [22, Theorem 3] but using the energy functional Proof of Theorem 3.6. For the case that 0 < d < d 1 , when q = 0, the trivial solution u = 0 of (3.6) is unstable and according to Theorem 2.3, (2.5) has a maximal solution u m . Then we can follow the same proof of Theorems 3.2 and 3.5 to prove that there is a unique bifurcation point q 1 > 0 for (3.6) on the branch Γ 0 of trivial solutions, the bifurcation is backward so the bifurcating branch Γ 1 + can be extended to some q * > q 1 , and Γ + 1 connects to (0, u m ). Other parts can also be obtained using the same proof as the ones of Theorems 3.2 and 3.5.
For the case that d 1 < d < d * , when q = 0, the trivial solution u = 0 of (3.6) is stable. From Theorem 2.3, (2.5) has a maximal solution u m and at least another positive solution u 2 . Let Γ 
