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a b s t r a c t
The contribution of this paper is to provide an approach for evaluating the performance
of a group of decision making units (DMUs) based on the production technology.
Group evaluation is an application of data envelopment analysis (DEA). DEA uses linear
programming to provide a suitable technique to estimate a multiple-input/multiple-
output empirical efficient function. This paper applies group evaluation to evaluate the
performance of Iranian commercial banks.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
It is often important to explore the profile of groups of decision making units (DMUs) in the set under analysis. Charnes
et al. (1978) introduced this analysis by groups, rather than individual DMUs, shortly after the publication of the seminal
paper introducing the Data Envelopment Analysis (DEA) models, [1]. In fact program or group evaluation was part of the
original DEA study of ‘‘Program follow through’’ in public education, which was the seed of the DEAmethodology. Camanho
and Dyson [2] developed ameasure for group evaluation based on theMalmquist index. This method, in contrast with other
methods, makes comparisons relative to group-specific frontiers, without pooling the DMUs together to form a common
frontier. This paper provides an approach for evaluating the performance of a group of DMUs based on the production
technology only.
The paper is structured as follows. Section 2 presents an introduction to data envelopment analysis. A development of
group evaluation is introduced in Section 3. Finally, Section 4 illustrates an application to Iranian commercial banks.
2. Background
Consider n DMUs, where the jth DMU uses input vector XTj = (x1j, . . . , xmj) ∈ Rm+, to produce output vector Y Tj =
(y1j, . . . , ysj)T ∈ Rs+, and suppose J = {DMU1, . . . ,DMUn}.
In DEA literature, we construct a production technology, called Production Possibility Set (PPS), from the observed
input–output vectors of the DMUs in the sample. An input–output vector (X, Y ) is in PPS when the output vector Y can
be produced by the input vector X . To create the PPS, we cam7083-xml.texmake the following general assumptions:
(A1) All actually observed input–output combinations (Xj, Yj), j = 1, . . . , n, are in PPS.
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(A2) The PPS is convex, that is, if (X¯, Y¯ ) and (Xˆ, Yˆ ) are in PPS then for any 0 ≤ λ ≤ 1, (Xλ, Yλ) is also in PPS, where
Xλ = λX¯ + (1− λ)Xˆ and Yλ = λY¯ + (1− λ)Yˆ .
(A3) Inputs are freely disposable, that is, if (X¯, Y¯ ) is in PPS then for any X ≥ X¯ , (X, Y¯ ) is also in PPS.
(A4) Outputs are freely disposable, that is, if (X¯, Y¯ ) is in PPS then for any Y ≤ Y¯ , (X¯, Y ) is also in PPS.
We additionally assume that Constant Returns to Scale (CRS) hold.
(A5) If (X¯, Y¯ ) is in PPS then for any λ ≥ 0, (λX¯, λY¯ ) is also in PPS.
On the basis of the observed input–output quantities and under the five assumptions, the PPS can be defined as follows:
TC =
{






λjYj, λj ≥ 0(j = 1, . . . , n)
}
. (1)
Here the subscript C indicates that the technology is characterized by CRS. Now, consider the output-oriented technical
efficiency ofDMUo (o ∈ {1, . . . , n}) producing output Yo from the input vector Xo.Wewant to determinewhat themaximum
producible output is from the same input vectorXo. Suppose thatφo is themaximumvalue ofφ such that (Xo, φYo) lieswithin
the TC . Charnes et al. [1] formulated the LP problem for measuring the output-oriented technical efficiency as follows




λjxij ≤ xio i = 1, . . . ,m
n∑
j=1
λjyrj ≥ φyro, r = 1, . . . , s
λj ≥ 0, j = 1, . . . , n.
(2)
The above model (2) is called the output-oriented CCR model. Since φ = 1, λo = 1, λj = 0 (j 6= o) is a feasible solution of
(2), we have φo ≥ 1 for each DMUo. DMUo is considered efficient in the CCRmodel if and only if φo = 1, otherwise, the DMUo
is inefficient .
With reference to PPS, an output distance function for each arbitrary input–output vector (X, Y ), whether it is related to
an observed DMUs or not, can be defined as follows
Definition 1. Suppose that the input vector XT = (x1, . . . , xm) ∈ Rm+ and the output vector Y T = (y1, . . . , ys)T ∈ Rs+. The
output distance function of (X, Y ) is defined as




λjxij ≤ xi i = 1, . . . ,m
n∑
j=1
λjyrj ≥ φyr , r = 1, . . . , s
λj ≥ 0, j = 1, . . . , n.
(3)
D(X, Y ) characterizes a radial distance of the point (X, Y ) from the frontier of TC in the output space.
Theorem 1. For any input–output vector (X, Y ), problem (4) is feasible.
Proof. Since xi ≥ 0, for i = 1, . . . ,m, then φ = 0, λj = 0 (j = 0, . . . , n) is a feasible solution of (3), and the proof is
complete. 
Theorem 2. D(X¯, Y¯ ) ≥ 1 if and only if the point (X¯, Y¯ ) lies in TC .
Proof. By (1), if (X¯, Y¯ ) lies in TC then there is λ¯j (j = 1, . . . , n) such that X¯ ≥ ∑nj=1 λ¯jXj and Y¯ ≤ ∑nj=1 λ¯jYj. Hence
φ = 1, λ¯j, (j = 1, . . . , n) is a solution of (3), and this implies that D(X¯, Y¯ ) ≥ 1. On the other hand, if D(X¯, Y¯ ) ≥ 1, we have
(X¯,D(X¯, Y¯ )Y¯ ) ∈ TC and since Y¯ ≤ D(X¯, Y¯ )Y¯ , then (X¯, Y¯ ) lies in TC . 
Definition 2. The production boundary of J is the set of the input–output vector (X, Y ) such that D(X, Y ) = 1.
The distance score of the input–output vector (X, Y ) to the production boundary of J is applied for determining the
performance of DMUs.
If (X¯, Y¯ ) 6∈ TC , then the performance of a DMU that has the same input–output vector is better than the observed set J .
This is because in the production possibility set constructed by DMUs in J it is not possible to produce the output Y¯ by using
the input X¯ . On the other hand, if (X¯, Y¯ ) ∈ TC then the performance of the DMU with the same input–output vector is not
better than J , since Y¯ can be produced by using X¯ in the production technology of J (TC ).
From the above theorem, it can be concluded that the output distance function D(X, Y ) determines the performance of
point (X, Y )with respect to a set of DMUs.
Definition 3. A DMU with input–output vector (X, Y ) performs better than the observed set J if D(X, Y ) < 1.
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Table 1
Input, output of the DMUs.
DMU1 DMU2 DMU3 DMU4 DMU5 DMU6 DMU7 DMU8
x 1 1 1 1 1 1 1 1
y1 4 3 5 4.5 2 6 6 5
y2 0.5 6 5 2 3 3 1 4
Fig. 1. The TC of groups in output space.
3. Group performance
In this section, an approach for evaluating the performance of a group of DMUs is proposed. Suppose A is a subset of J .
On the basis of the observed inputs-outputs of DMUs in A and under the five assumptions (A1–A5), the respective PPS of A
is denoted by T AC and defined as follows:
T AC =
{






λjYj, λj ≥ 0(j ∈ A)
}
(4)
where, for convenience, instead of DMUj ∈ A, we write j ∈ A. The output distance function of the input–output vector (X, Y )
related to set A is defined as




λjxij ≤ xi i = 1, . . . ,m∑
j∈A
λjyrj ≥ φyr , r = 1, . . . , s
λj ≥ 0, j ∈ A.
(5)
Following Farrell [3], whose graphical illustration of the efficiency concepts has become classical, we illustrate the group
performance concept proposed in this paper with a small example consisting of eight DMUs. These DMUs use a single input,
x, whose value is normalized to 1, to produce two outputs, y1 and y2. The data set is reported in Table 1 and the respective
TC in output space is portrayed in Fig. 1.
Assume that A = {DMU4,DMU7}. In Fig. 1, T AC is limited by axes y1, y2 and line segments crossing from point (0, 2) and
DMUs 4, 7 and point (6, 0), and includes DMUs 1, 4, 7, in case DMU1 6∈ A. T AC does not include DMUs 2, 3, 5, 6, 8, that is,
the production technology of set A is not able to produce the outputs of these DMUs and the performance of these DMUs is
better than all DMUs in T AC .
Now let B = {DMU7,DMU8}. In Fig. 1, T BC is limited by axes y1, y2 and line segments crossing from point (0, 4) and DMUs
8, 7 and point (6, 0). The production technology of set B is not either able to produce the outputs of DMUs 2, 3, 6. But the
outputs of DMUs 8, 5 can be produced in T BC . In addition, T
A
C ⊂ T BC . Hence, we can say that the performance of group B is
better than that of A.
Assume that C = {DMU2,DMU4}. In Fig. 1, T CC is also limited by axes y1, y2 and line segments crossing from point (0, 6)
and DMUs 2, 4 and point (4.5, 0). The production technology of set C is not able to produce the outputs of DMUs 3, 6, 7, 8.
Now the question is ‘‘Which one of groups A, B, C has the best performance?’’




DMU1 1.5000 1.5000 1.1250
DMU2 0.3333 0.6667 1.0000
DMU3 0.4000 0.8000 0.7636
DMU4 1.0000 1.2258 1.0000
DMU5 0.6667 1.3333 1.6800
DMU6 0.6667 0.9048 0.7368
DMU7 1.0000 1.0000 0.7500
DMU8 0.5000 1.0000 0.8077
Per. score 0.7389 1.0212 0.9465
Rank 3 1 2
Similarly to Malmquist productivity indices, D
A1 (X,Y )
DA2 (X,Y )
, measures the technology frontier shift between two groups A1 and
A2 with respect to point (X, Y ), such that D
A1 (X,Y )
DA2 (X,Y )
> 1 implies that group A1 uses a more efficient technology than A2 and
has a better performance.
Definition 4. Group A1 performs better than group A2 with respect to input–output vector (X, Y ), if DA1(X, Y ) > DA2(X, Y ).
The comparison in Definition 4 is dependent on input–output vector (X, Y ). In the above example, the performance of
group A is better than that of group C with respect to each input–output vector that is located below the line crossing from
the origin and DMU4, but for each input–output vector that is located above this line, the performance of C is better.
A group can be justly evaluated by selecting some suitable input–output vectors. The comparison of the two groups’
performances can be done using the geometric mean of their technology changes with respect to all DMUs in J such that the

















Therefore, group A1 performs better than group A2 if P(A1) > P(A2).
It mights sound more sensible in the evaluation to compare a group A with all DMUs (J) as reference points. But the
reason for comparing all DMUs (J) with group A as a reference group is to ignore the performance of inefficient DMUs in A,
and consider only the production ability of group A in the evaluation.
In the example mentioned, the performance of group C is better than those of A and B, and the performance of B is better
than that of A, as is shown in Table 2.
4. Application to Iranian commercial banks
We return finally to a realistic application to Iranian commercial banks. Using expert advice from a banking specialist,
the following inputs and outputs are used in this study.
Inputs Outputs
1. Payable interest 1. The total sum of the four main deposits
2. Personnel 2. Other deposits
3. Non-performing loans 3. Loans granted
4. Received interest
5. Fee
The management structure of these banks is divided into five regions (groups) A1, . . . , A5 according to their urban
location in Iran. As shown in Table 3, each group includes some branches, and the members of the groups and their data are
shown in Table 3.
The results of the performance scores and the rank orders of the groups are presented in Table 4. As shown in Table 4,
groups A2 and A4 have the best and the worse performance, respectively, among five groups.
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Table 3
The input and output data of 24 bank branches.
Gro. j I1 I2 I3 O1 O2 O3 O4 O5
1 3105.05 35.47 121910 3109668 179168 1506247 112273.11 1087.79
2 1113.92 21.23 14310 145446 11175 312514 7584.57 859.46
A1 3 1476.28 20 10735 335492 161235 322235 34195.15 167.82
4 1962.49 13.58 2109 265645 27191 251604 1218.22 15.95
5 4521.03 26.08 41890 802090 501363 1765008 7017.64 672.82
6 552.42 21.58 18935 1510181 254998 519720 10065.04 89
7 4155.68 14.46 6513 391820 4791 180814 2315.37 134.13
8 8727.27 18.37 48683 1172029 106362 640435 46433.47 1297.05
9 309.69 28.51 32819 270421 265635 389094 2563.16 465.45
A2 10 858.96 18.43 264 296173 65334 1068621 28712.99 454.82
11 2497.29 27.03 9363 434360 651496 1119173 11520.54 2103.71
12 5714.57 12.49 991 594269 8740 2072894 57808.34 4.8
13 1016.45 22.81 280852 457615 425490 2127581 110811.32 1948.88
14 10176.79 15.54 12558 803008 9355 2733094 36242.9 7.53
15 2671.41 19.18 982 674783 53412 2927758 3288.39 511.1
A3 16 3528.29 21.11 52888 454623 33596 287705 4650.81 123.99
17 4833.09 21.81 20616 550577 28837 447227 2083 97.47
A4 18 2546.77 21.32 18918 353411 28294 181693 1276.63 353.37
19 2134.71 36.97 57294 338997 235339 602678 6487.29 116.56
20 3706.76 28.42 29362 358475 100579 352019 1650.86 48.02
21 3078.37 25.76 41104 777689 483724 1749329 1162.84 925
A5 22 492 13.15 19201 338822 3767 27233 1559.35 97.12
23 3317.51 28.55 17575 634772 776270 699417 89577.41 1567.95
24 780.46 29.52 31492 138304 14248 297669 2823.85 79.09
Table 4
The performance scores and rank orders of 24 bank branches.
A1 A2 A3 A4 A5
DMU1 1.0000 0.6359 0.0365 0.0555 0.2997
DMU2 1.0000 1.1414 0.1849 0.1558 0.6126
DMU3 1.0000 0.9488 0.0550 0.0356 0.9644
DMU4 1.0000 1.6164 1.3910 0.1592 0.2868
DMU5 1.0000 0.9524 0.1453 0.2310 0.9593
DMU6 0.1932 1.0000 0.0434 0.0581 0.1837
DMU7 0.8472 1.8554 1.1206 0.2832 0.6004
DMU8 0.5160 1.0000 0.0870 0.0647 0.4312
DMU9 0.1226 1.0000 0.0234 0.0664 0.2450
DMU10 0.0144 1.0000 0.0309 0.0010 0.0104
DMU11 0.1415 1.0000 0.0770 0.0422 0.3376
DMU12 0.0340 1.0000 0.0374 0.0019 0.0201
DMU13 0.1735 1.0000 0.0121 0.0279 0.1613
DMU14 0.2130 1.0000 0.0802 0.0392 0.1942
DMU15 0.0338 0.5398 1.0000 0.0073 0.0143
DMU16 3.0414 3.0698 1.0000 0.6687 1.3713
DMU17 1.3560 2.5729 1.3939 1.0000 0.9869
DMU18 1.4357 2.7459 1.3791 1.0000 1.4745
DMU19 1.0049 2.5732 0.1816 1.0000 1.5786
DMU20 2.3939 4.0143 0.7373 0.9725 2.0315
DMU21 0.6560 0.9072 0.1276 0.2128 1.0000
DMU22 1.4465 2.3685 0.3668 0.2306 1.0000
DMU23 0.2700 0.4849 0.0470 0.0222 1.0000
DMU24 1.2719 3.4702 0.3630 0.6597 1.3334
Per. score 0.4469 1.3255 0.1632 0.09404 0.3844
Rank 2 1 4 5 3
5. Conclusion
This paper uses the production technology concept for evaluating and comparing the performance of groups. To this end,
this paper uses the geometric mean of the output distance function of DMUs from the frontier of PPS corresponding to the
group in the output space, and compares the technology change with respect to all DMUs in J .
For further reading.
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