Chinese Named Entity Recognition (Chinese NER) is an important task in Chinese natural language processing field. It is difficult to identify the boundary of entities because Chinese texts lack natural delimiters to separate words. For this task, two major methods can be distinguished by the model inputs, i.e., word-based model and character-based model. However, the word-based model relies on the result of the Chinese Word Segmentation (CWS), and the character-based model cannot utilize enough word-level information. In this paper, we propose a multi-granularity information fusion model (MIFM) for the Chinese NER task. We introduce a novel multi-granularity embedding layer that utilizes the attention mechanism and an information gate to fuse the character and word level features. The results of this embedding method are dynamic and data-specific because they are calculated based on different contexts. Moreover, we apply the reverse stacked LSTM layer to gain deep semantic information for a sequence. Experiments on two benchmark datasets, MSRA and ResumeNER, show that our approach can effectively improve the performance of Chinese NER.
I. INTRODUCTION
The goal of Named Entity Recognition (NER) is to identify text spans from unstructured text. Since the named entities such as person, organization, location, and geopolitical are usually associated with these text spans. NER is constantly being researched because it is a fundamental task in Natural Language Processing (NLP). Moreover, in many advanced applications and tasks such as entity linking [1] , event extraction [2] , and relationship extraction [3] , NER is the first step to deal with the problems.
The NER task is typically treated as a sequence labeling problem. The standard approach to the most advanced models available in the English language now uses Recursive Neural Network (RNN) and Conditional Random Field (CRF) to learn word-level contextual information( [4]- [7] ). The vast majority models predict a tag for each word in an English sequence and assume that the explicit word separators(such as blank spaces) can separate the words. However, these natural The associate editor coordinating the review of this manuscript and approving it for publication was Mostafa Rahimi Azghadi . delimiters do not appear in Chinese text. More complicated problems arise in the Chinese field because there was no clear characteristic between words like blank space and capitalization in Chinese text. In most cases, the first step in the Chinese NER task is applying Chinese Word Segmentation (CWS) to obtain the spans for words. Then, similar to the English NER systems, a word-level model is applied to get the corresponding tags.
There are two main methods in Chinese NER. One is the character-based model in which the inputs of the networks are sequences of individual Chinese characters, the other is the word-based model in which the inputs of the networks are based on CWS results. Both methods have different degrees of disadvantages. A disadvantage of the characterbased models is that the models pay more attention to each character's information. And the models do not take advantage of the potentially useful word and word sequence information. The major problem of word-based one is how to reduce the impact of word segmentation in the Chinese NER task. Since the entity boundaries are so related to the CWS results, that different segmentations sometimes lead to different sentence meanings in Chinese, and these can lead to recognizing different named entities. As shown in Figure 1 , we have a sentence '' (Wuhan Yangtze River Bridge)''. But after implementing the CWS system, we may obtain different word segmentation results. One CWS result is word list, e.g., '' (Wuhan)'', '' (mayor)'' and '' (Daqiao Jiang)''. We execute the Chinese NER system based on this CWS output. '' (Wuhan)'' may be given a LOC(location) tag and '' (Daqiao Jiang)'' may be predicted as a person entity. '' (Wuhan city)'' and '' (Yangtze River Bridge)'' are the other CWS result for current word sequence. The Chinese NER system perhaps recognizes both tokens as locations. Therefore, the multi-granularity information fusion model is demanded to provide more text information for character based models and get rid of the harassments the CWS bringing to the wordbased model.
To solve the problems mentioned above, we establish a multi-granularity embedding layer. This layer can effectively combine the character level and word-level information. More specifically, the multi-granularity embedding layer uses a gate mechanism to fuse the character and word level useful information. And the word level features are gained from the attention mechanism using matched words. Different from the traditional embedding methods, the multi-granularity embedding layer can get distinct embedding vectors for the same characters in a different word or sentence sequence. For one character in the word or sentence sequence, we can get some words that contain the current character and are both in the sequence and dictionary. We call those words as this particular character's matched words. For example, character '' (Wu)'' is in the word sequence '' (Wuhan Yangtze River Bridge)''. The matched words of '' (Wu)'' character are '' (Wuhan)'' and '' (Wuhan city)''. Then we can get the character-word fusion embedding associated with '' (Wu)''. For another sentence sequence '' (Martial arts is the quintessence of China)'', the character-word fusion embedding of current character '' '' is distinct from the former one. Because '' (Martial arts)'' is the matched word in the latter sequence.
In this paper, we put forward a multi-granularity information fusion model (MIFM) for the Chinese NER task, which can dynamically fuse character and word granularity information and can more effectively capture the characteristics of the context. To be more specific, MIFM consists of three layers, multi-granularity embedding layer, reverse stacked LSTM layer and CRF layer. We apply the multi-granularity embedding layer to get data-specific and character-word fusion embedding vectors. Moreover, we utilize the bidirectional information in another structure called reverse stacked LSTM. The experimental results show that our MIFM model can significantly improve the manifestation of Chinese NER and outperform character baseline methods.
The main contributions of this work are summarized as follows:
• We propose a Multi-granularity Information Fusion Model (MIFM) which can fuse character and word granularity information to overcome shortcomings both in character-based and word-based models.
• In the MIFM model, we utilize the attention mechanism to gain word-level features and apply an information gate to fuse character and word level features in the embedding layer. The embedding results gained from the multi-granularity embedding layer are data-specific and dynamic.
• For gaining more context information, we apply the reverse stacked LSTM instead of the traditional bidirectional LSTM.
• Our MIFM model gets the state-of-the-art results on the ResumeNER dataset and obtains advanced performance on the MSRA dataset.
II. RELATED WORK
Early methods used to deal with the problems of named entity recognition mainly include three types, the methods based on rules, statistics, and dictionary. People solving NER problems mainly use Hidden Markov Models (HMM) [8] or Conditional Random Fields (CRF) [9] with extra features designed by linguistic professionals. Other resources such as gazetteers and manually designed features are also employed to improve the capability of the whole model ( [10] , [11] ). With deep learning achieving breakthrough results in image processing and speech recognition, researchers begin to apply deep learning to Natural Language Processing tasks. The task of NER is usually treated as a sequence labeling problem. Recent research indicates that the neural network models can learn more deeper semantic feature information without feature engineering [12] . Compared with traditional statistical models, these models reduce the dependence on human and have the ability to learn context or semantic features from character or word embeddings which are trained on a large amount of texts. Moreover, great majority of the neural network models presented now depend less on artificial designed features.
The standard method of the most advanced models available in the English field is applying the bidirectional LSTM-CRF structure. A bidirectional LSTM-CRF model consists of word embedding layer, bidirectional LSTM layers, and CRF layer, which was presented by Huang et al. [13] . In their model, the artificially designed spelling and context features were used to improve the model performance. Based on this structure, another bidirectional LSTM layer was applied by Lample et al. [4] . This additional layer was employed to gain character level features of a certain word in the given sequence. To be more exact, this pipeline relies on word features obtained from two sources. One is character-based word representation which is learned from the supervised corpus. And the other is unsupervised word representation that learned from a large majority of un-labeled texts. Beyond the above method, character-level information can be gained from a CNN layer in bidirectional LSTM-CNNs-CRF architecture [5] . Similarly, Chiu and Nichols [6] introduced a bidirectional LSTM-CNNs model and employed this model to get more features on word and character level. In this model, a linear layer and a logsoftmax layer were used to calculate the log-probabilities for each label type and decode the output of bidirectional LSTM. The bidirectional LSTM-CRF models have revolutionized the Chinese NER task as well. According to the input of the model, the models are divided into character-based and word-based. Previous researches have determined that the word-based one performs worse than character-based one ( [14] - [16] ), CWS errors usually affect the performance of the word-based models. Beyond the traditional methods, there are also some advanced models in the Chinese NER task. Dong et al. [17] used a character-level bidirectional LSTM-CRF and proposed a radical-level LSTM for Chinese to capture its pictographic root features. This model got better manifestation of the Chinese NER task. Zhang and Yang [18] investigated a lattice-structured LSTM model for Chinese NER, which encoded a sequence of input characters as well as all potential words that matched a lexicon. They designed a novel lattice LSTM representation for mixed characters and lexicon words and used a word-character lattice for segmentation-free Chinese NER. It is neither a characterbased model nor a word-based model, and it is the state-ofthe-art model in the Chinese field. Our model is inspired by the lattice LSTM model. Different from this model which fuses the character and the word feature in the internal calculation of the network, our model merges the two levels information in the embedding layer.
Our work can be regarded as an application of the attention mechanism ( [19] , [20] ) and the gate mechanism ( [21]- [23] ).
We apply an attention mechanism to gain word-level features of per character, and employ a gate mechanism to fuse the word-level features and character-level information. In the network part, we employ a reverse stacked LSTM instead of traditional bidirectional LSTM aiming to get more context information for a sentence sequence.
III. PROPOSED MODEL
We utilize bidirectional LSTM-CRF as our basic structure. Our MIFM model consists of three layers. They are multigranularity embedding layer, reverse stacked LSTM layer and CRF layer. Figure 3 illustrates the whole architecture of our proposed model. We describe these components in the following subsections detailedly.
A. FORMULATION
Expressed in formal language, we denote a sentence of n words as S = x c 1 , x c 2 , · · · , x c n , and x c i represent that it is the ith character in the current sequence. For a character x c i , the matched words can be expressed as x w i1 , x w i2 , · · · , x w im . This indicate that the number of words matched both in dictionary and current sentence sequence is m. Taking the sequence ''
(Wuhan Yangtze River Bridge)'' as a instance, the given character x c 1 ('' (Wu)'') matches many words in the dictionary such as '' (Wuhan)'', '' (Wuchang)'', '' (Martial arts)''. But the matched words in our model are x w 11 ('' (Wuhan)'') and w 12 ('' (Wuhan City)''). The words '' (Wuchang)'' and '' (Martial arts)'' also have '' (Wu)'' character, but they are not in the current sentence sequence. Corresponding to the input sentence, we denote the sentence label sequence as Y = y 1 , y 2 , · · · , y n , and y i belongs to a collection of all possible tags. The objective is learning a function f : S −→ Y to get the entity types of all characters in the input sentence, including the ''O'' type.
B. MULTI-GRANULARITY EMBEDDING LAYER
The multi-granularity embedding layer aims to encode the word-level and character level information and combine the word level features with character granularity characteristics.
For a sequence x c 1 , x c 2 , · · · , x c n , x c i represent the character in the given sequence. And e c i is the embedding result for the certain character:
the function f c () is the embedding lookup table for characters. And for the character x c i , its matched words are x w i1 , x w i2 , · · · , x w im . The embedding result for each matched word x w ij is denoted by:
where f w () indicates the embedding lookup table for words. During the multi-granularity embedding layer processing, we employ the attention mechanism first to combine the word granularity features, and then we apply an information gate to fuse the word level and character-level information. Since the attention mechanism and the information gate have the ability to fuse a variety of information adaptively. Detailed information about the multi-granularity embedding layer is shown in Figure 4 .
The word-level features representation utilizing the attention mechanism is represented by:
and the a j represents the attention weight obtained from the first fusion step. For each matched word x w ij , the weight a j can be calculated as:
and the score(x c i , x w ij ) is the contribution score of the jth matched word. This score represents the contribution of x w ij to x c i in the current sequence. For example, we provide an identical fixed value to each score(x c i , x w ij ). It represents that the matched words have the same contributions to the current character. And it also represents that the attention weights have a close relation to the matched words numbers.
After getting the total word-level result and the character embedding, an information gate is employed to synthesize text specific information from word and character representation. The information gate g i is calculated with both word and character vectors:
Finally, the representation of multi-granularity embedding e mg i is:
The e mg i we obtained now is the fusion result with wordscale and character-scale characteristics. We employ the multi-granularity embedding as the input of the latter network architecture.
C. REVERSE STACKED LSTM LAYER
In this part, we introduce a reverse stacked LSTM construction and employ it to obtain the deep semantic information.
Long short-term memory (LSTM) ( [22] , [24] ) is an RNN architecture specifically designed to address the vanishing gradient and exploding gradient problems. The hidden neural units are replaced by several basic LSTM blocks. Each basic LSTM unit contains a special memory cell that is controlled VOLUME 7, 2019 by input, output and forget gates. A traditional bidirectional LSTM obtains higher level features by applying the embedding sequence. Bidirectional LSTM network introduces an additional layer to extend the basic LSTM network. In this extra layer, the hidden states flow in the opposite direction. Both hidden layers link to the same input layer and output layer, and the two layers process the same embedding sequence to capture the forward and backward information.
In our model, we utilize the bidirectional information by applying the reverse stacked LSTM architecture. This structure also has two basic networks in different directions. First, the standard LSTM layer uses the input sequence e mg 1 , e mg 2 , · · · , e mg n to process the sequence in the left-to-right direction. And after this process, the hidden state obtains the forward direction text information. For the first LSTM layer, a hidden state − → h i can be formalized as:
where the − −− → LSTM () represents the direction of this sublayer is left-to-right.
The outputs of the first sublayer are represented by − → h 1 , − → h 2 , · · · , − → h n . The output of the previous LSTM layer is then taken as input by the next LSTM layer and processed in the right-to-left direction. This means that the second layer using the forward text information and the full text to gain the full context features. Compared with the result obtained by traditional Bi-LSTM structure, the feature vector can make full use of the forward text information in this step. For the backward LSTM layer, a hidden state ← − h i can be formalized as:
same as the former one, the ← −− − LSTM () represents the direction of this sublayer is right-to-left.
We formulate the outputs of the second sublayer as ← − h 1 , ← − h 2 , · · · , ← − h n . And the last sublayer's outputs are the total structure's hidden results. Finally, the sequence ← − h 1 , ← − h 2 , · · · , ← − h n is taken by a CRF model for labeling.
D. CRF LAYER
The CRF layer is devised for decoding the hidden features on the top of the reverse stacked LSTM layer. We denote Y = y 1 , y 2 , · · · , y n as the label sequence of the sentence S, and y i is the label of the ith character. The conditional probability of label sequence Y given ← − h is calculated as:
where Y is the set of all possible label sequence for current sentence, θ is the CRF parameter set, and ψ() is the potential function of this layer. In detail, the potential function is:
where W and T are parameters, and θ = W, T. The loss function of the initiated total model is the negative log-likelihood over all ground-truth label sequences.
the S is the training sentences, and ← − h s and Y s are the hidden representations of the reverse stacked LSTM layer and label sequence for each sentence.
During training, at each iteration, we shuffle all the data first, then provide them to the model through batch updates. Moreover, the loss function is minimized by back propagation.
IV. EXPERIMENTS
To prove the validity of our proposed model, we conduct some experiments on two different datasets. In this section, the datasets, settings, and results in our experiments are described in detail. And we use the standard precision (P), recall (R) and F1-score (F1) as the evaluation metrics.
A. EXPERIMENTAL SETTINGS 1) DATASETS
To verify our experimental results accurately and convincingly, we evaluate our proposed model on two datasets which are in different domains. For the news field, we use the MSRA dataset. To ensure diversity in the test domain, we also perform experiments on the ResumeNER dataset. The details are shown in Table 1 .
• MSRA is a common dataset for Chinese NER, and it comes from a shared task in SIGHAN 2006 [25] . PER (Person), ORG (Organization) and LOC (Location) are 3 entity types labeled in this dataset. And the training file includes 46.4k sentences, the testing file has 4.4k sentences. 
2) EMBEDDINGS
Our embedding sets in character and word level are provided by the work of Zhang and Yang [18] . They employed word2vec [26] over automatically segmented Chinese GigaWord 2 to pre-trained the embedding vectors. The Giga-Word dictionary contains three types of words, single, two, three and more character. And the lexicon has 704.4k words in total. Besides, the character and word embedding results are set to zero mean, and the dimensions of the embedding vectors both in character and word level are the same. During model training, all the word and character embedding vectors are updated by fine-tuning.
3) TAGGING SCHEME
A named entity phrase may span multiple characters, hence a named entity tag is a concatenation of a position indicator and an entity type, such as B-LOC, I-PER. For the position indicator, we indicate the site of a present character by utilizing the BIOES scheme ( [10] , [27] ). Furthermore, these uppercase letters represent Begin, Inside, Outside, End and Single, respectively.
4) HYPER-PARAMETERS
For the hyper-parameter configuration, we adjust the values according to the results of the verification set. The hyperparameter values our model used are shown in Table 2 .
We set the sizes of character and word embedding vectors to 50 dims. Moreover, we set the hidden cell dimension of reverse stacked LSTM layer to 200. The model optimization we utilize is Adam [28] and the gradient clipping which can reduce ''gradient explosion'' we set is 5.0 [29] . To overcome overfitting problems and regularize the model, we apply the dropout method [30] . And the dropout rate before the reverse stacked LSTM layer is set to 0.5. Besides, it is a well-known issue that the performance fluctuates with different random initializations. To alleviate this problem, all the results of the proposed method is obtained as average value over 5 runs with random initializations.
B. RESULTS AND ANALYSIS
Compared with previous models for the Chinese NER task, our model obtains advanced results on ResumeNER and obtains better results on MSRA. To comprehensively evaluate the performance of the multi-granularity embedding layer and the reverse stacked LSTM layer, we design the following comparison models:
• Char-baseline This model is our baseline model. It is the pure character-based model, and the total structure is the bidirectional LSTM-CRF which input is pure character embedding.
• Char+seg-feature It is also a character-based model, but in the embedding layer, the model adds some word segmentation features. For each character, we denote the CWS result by applying the BIO scheme, and then we encode the result to a vector. For the inputs of the bidirectional LSTM network, we combine the character embedding vector with the word segmentation feature vector. This method is the most simple way to fuse the word level information to character scale features.
• Char-rsLSTM-CRF This model uses the reverse stacked LSTM instead of the bidirectional LSTM in Char-baseline. It is a variant of the Char-baseline and is used to verify the role of the reverse stacked LSTM structure.
• ME-BiLSTM-CRF It employs the bidirectional LSTM-CRF as the main structure, but the embedding vectors are gained from the multi-granularity embedding layer. We compare this model to the Char-baseline to confirm the effect of the multi-granularity embedding structure.
1) MSRA
The MSRA dataset lacks gold verification data, so the training set is divided into 10 parts and we choose one part as the development set. Table 3 shows the results on the MSRA dataset. We split the table into two sections. On the top part are the experimental results of models proposed by previous scholars. The other part presents the results of our model and comparison models we introduced above.
Chen et al. [31] applied character-based CRF model and gave F1-score of 86.20%. The model of Zhou et al. [32] performed better compared with the model of Chen et al. [31] . The latter model used a multi-phase model which contained a basic CWS part and 3 different NER layer (LOC, PER, GOV) in total. In more detail, they employed a character-level CRF model to segmented the sequence, then 3 word-level CRF layers were used to identify the named entities, LOC, PER and GOV. Depend on a global linear model, Zhou et al.2013 [33] approached 90.28%. The model greatly improved the performance of Chinese NER with 10 carefully designed feature templates and 31 context feature templates from [34] . Another bidirectional LSTM-CRF neural network proposed by Dong et al. [17] approached 90.95% on F1-score. This model utilized both character-level and radical-level representations as to the inputs of the model structure. Zhang and Yang [18] used the lattice LSTM to encode a sequence of input characters as well as all potential words that matched a lexicon. This work had the F1-score 93.18% which was the state-of-the-art result among previous studies. But the [33] by +0.81% without utilizing any artificial designed features and templates made to obtain context features. It also performs better than the model of Dong et al. [17] . However, the additional radical features are not needed in our model. Furthermore, the second block of the Table 3 shows the roles of our various substructures. Compared with the Charbaseline model, the Char+seg-feature model performs well. This verifies the usefulness of the multi-granularity information. In comparison with the Char-baseline model, the ME-BiLSTM-CRF model which uses multi-granularity embedding layer to enrich the character level features increases the score value to 90.74%. And the MIFM model outperforms Char-rsLSTM-CRF model by +3.69%. These demonstrate the effectiveness of the multi-granularity embedding which combines the word level information with character level. And the F1-score is increased from 87.33% to 87.40% by Char-rsLSTM-CRF model which simply applies the reverse stacked LSTM structure instead of the bidirectional LSTM in Char-baseline model. Compared with the ME-BiLSTM-CRF model, our MIFM model expands F1-score by +0.35%. These confirm the importance of the reverse stacked LSTM part in deep semantic feature learning. Table 4 are the experimental results on the ResumeNER dataset. Zhang and Yang [18] utilized the lattice LSTM and achieves F1-score 94.46%. Our MIFM model obtains the state-of-the-art results on this dataset, and the F1-score attains 94.87%. In this dataset, we do not apply any context feature templates or additional features.
2) RESUMENER
Same as we observed on the MSRA dataset, our MIFM model significantly outperforms the previous models and comparison models, and achieves the most advanced results on the ResumeNER dataset. The MIFM model outperforms other models by employing the multi-granularity embedding layer to add more word-level features in the embedding layer and using the reverse stacked LSTM architecture to gain contextual information.
The Char+seg-feature model outperforms the Charbaseline model, and the results represent the usefulness of word-level features. In comparison with the previous models above, the ME-BiLSTM-CRF model performs very well. It shows the multi-granularity embedding layer has a strong ability to fuse word and character-level information. Furthermore, compared with the ME-BiLSTM-CRF model, the MIFM model increase +0.51% indicating the important uses of the reverse stacked LSTM structure.
V. CONCLUSION
We propose a MIFM model for the Chinese NER task, which employs the attention mechanism and an information gate to combine character-level and word-level features, and this model obtains good results on MSRA and ResumeNER dataset. The results of the multi-granularity embedding layer proposed in our model are dynamic and data-specific. The reverse stacked LSTM structure has a stronger power to gain deep semantic information than bidirectional LSTM. The multi-granularity embedding layer and reversed stacked LSTM structure maybe have the ability to deal with other sequence labeling problems in numerous NLP tasks. In the future, we are planning to evaluate our model on other sequence labeling tasks, such as Part-of-Speech Tagging and Chinese Word Segmentation.
