This essay uses insights from studying the computational universe to explore questions about possibility and impossibility in the physical universe and in physical theories. It explores the ultimate limits of technology and of human experience, and their relation to the features and consequences of ultimate theories of physics.
The history of technology is littered with examples of things that were claimed to be impossible~but later done. So what is genuinely impossible in physics? There is much that we will not know about the answer to this question until we know the ultimate theory of physics. And even when we do~assuming it is possible to find itĩ t may still often not be possible to know what is possible.
Let's start, though, with the simpler question of what is possible in mathematics.
In the history of mathematics, particularly in the 1800s, many "impossibility results" were found [1, p. 1137] . Squaring the circle. Trisecting an angle. Solving a quintic equation. But these were not genuine impossibilities. Instead, they were in a sense only impossibilities at a certain level of mathematical technology.
It is true, for example, that it is impossible to solve any quintic~if one is only allowed to use square roots and other radicals. But it is perfectly possible to write down a finite formula for the solution to any quintic in terms, say, of elliptic functions [2] . And indeed, by the early 1900s, there emerged the view that there would ultimately be no such impossibilities in mathematics. And that instead it would be possible to build more and more sophisticated formal structures that would eventually allow any imaginable mathematical operation to be done in some finite way.
Yes, one might want to deal with infinite series or infinite sets. But somehow these could be represented symbolically, and everything about them could be worked out in some finite way.
In 1931, however, it became clear that this was not correct. For Gödel's Theorem [3] showed that in a sense mathematics can never be reduced to a finite activity. Starting from the standard axiom system for arithmetic and basic number theory, Gödel's Theorem showed that there are questions that cannot be guaranteed to be answered by any finite sequence of mathematical steps~and that are therefore "undecidable" with the axiom system given.
One might still have thought that the problem was in a sense one of "technology": that one just needed stronger axioms, and then everything would be possible. But Gödel's Theorem showed that no finite set of axioms can ever be added to cover all possible questions within standard mathematical theories.
At first, it wasn't clear how general this result really was. There was a thought that perhaps something like a transfinite sequence of theories could exist that would render everything possible~and that perhaps this might even be how human minds work.
But then in 1936 along came the Turing machine [4] , and with it a new understanding of possibility and impossibility. The key was the notion of universal computation: the idea that a single universal Turing machine could be fed a finite program that would make it do anything that any Turing machine could do.
In a sense this meant that however sophisticated one's Turing machine technology might be, one would never be able to go beyond what any Turing machine that happened to be universal can do. And so if one asked a question, for example, about what the behavior of a Turing machine could be after an infinite time (say, does the machine ever reach a particular "halt" state), there might be no possible systematically finite way to answer that question, at least with any Turing machine.
But what about something other than a Turing machine?
Over the course of time, various other models of computational processes were proposed. But the surprising point that gradually emerged was that all the ones that seemed at all practical were ultimately equivalent. The original mathematical axiom system used in Gödel's Theorem was also equivalent to a Turing machine. And so were all other reasonable models of what might constitute not only a computational process, but also a way to set up mathematics.
There may be some quite different way to set up a formal system than the way it is done in mathematics. But at least within mathematics as we currently define it, we can explicitly prove that there are impossibilities. We can prove that there are things that are genuinely infinite, and cannot meaningfully be reduced to something finite.
We know, for example, that there are polynomial equations involving integers where there is no finite mathematical procedure that will always determine whether the equations have solutions [5] . It is not~as with the ordinary quintic equation~that with time some more sophisticated mathematical technology will be developed that allows solutions to be found. It is instead that within mathematics as an axiomatic system, it is simply impossible for there to be a finite general procedure.
So in mathematics there is in a sense "genuine impossibility".
Somewhat ironically, however, mathematics as a field of human activity tends to have little sense of this. And indeed there is a general belief in mathematics~much more so than in physics~that with time essentially any problem of "mathematical interest" will be solved.
A large part of the reason for this belief is that known examples of undecidable~or effectively impossiblep roblems tend to be complicated and contrived, and seem to have little to do with problems that could be of mathematical interest. My own work [1] in exploring generalizations of mathematics gives strong evidence that undecidability is actually much closer at hand~and that in fact its apparent irrelevance is merely a reflection of the narrow historical path that mathematics as a field has followed [1, sect. 12.9] .
In a sense, the story is always the same~and to understand it sheds light on some of what might be impossible in physics. The issue is computation universality. Just where is the threshold for computation universality?
For once it is possible to achieve computation universality within a particular type of system or problem, it follows that the system or problem is in a sense as sophisticated as any other~and it is impossible to simplify it in any general way. And what I have found over and over again is that universality~and traces of it~occur in vastly simpler systems and problems than one might ever have imagined [1, chap. 11; 6, 7] .
Indeed, my guess is that a substantial fraction of the famous unsolved problems in mathematics today are not unsolved because of a lack of mathematical technology~but because they are associated with universality, and so are fundamentally impossible to solve.
But what of physics?
Is there a direct correspondence of mathematical impossibility with physical impossibility? The answer is that it depends what physics is made of. If we can successfully reduce all of physics to mathematics, then mathematical impossibility in a sense becomes physical impossibility.
In the first few decades of the modern study of computation, the various models of computation that were considered were thought of mainly as representing processes~mechanical, electronic or mathematical~that a human engineer or mathematician might set up. But particularly with the rise of models like cellular automata (e.g. [8] ), the question increasingly arose of how these models~and computational processes they representm ight correspond to the actual operation of physics. The traditional formulation of physics in terms of partial differential equations~or quantized fields~makes it difficult to see a correspondence. But the increasing implementation of physical models on computers has made the situation somewhat clearer.
There are two common technical issues. The first is that traditional physics models tend to be formulated in terms of continuous variables. The second is that traditional physics models tend not to say directly how a system should behave~but instead just to define an equation which gives a constraint on how the system should behave.
In modern times, good models of physical systems have often been found (e.g. [1, chap. 8] ) that are more obviously set up like traditional digital computations~with discrete variables, and explicit progression with time. But even traditional physical models are in many senses computational. For we know that even though there are continuous variables and equations to solve, there is an immense amount that we can work out about traditional physical models using, for example, Mathematica [9] .
Mathematica obviously runs on an ordinary digital computer. But the point is that it can symbolically represent the entities in physical models. There can be a variable x that represents a continuous position, but to Mathematica it is just a finitely represented symbol, that can be manipulated using finite computational operations.
There are certainly questions that cannot obviously be answered by operating at a symbolic level~say about the precise location of some idealized particle represented by a real number. But when we imagine constructing an experiment or an apparatus, we specify it in a finite, symbolic, way. And we might imagine that then we could answer all questions about its behavior by finite computational processes.
But this is undoubtedly not so. For it seems inevitable that within standard physical theories there is computation universality. And the result is that there will be questions that are impossible to answer in any finite way. Will a particular three-body gravitational system (or an idealized solar system) be stable forever? Or have some arbitrarily complicated form of instability?
Of course, it could be even worse.
If one takes a universal Turing machine, there are definite kinds of questions that cannot in general be answered about it~an example being whether it will ever reach a halt state from a given input. But at an abstract level, one can certainly imagine constructing a device that can answer such questions: doing some form of "hypercomputation" (e.g. [10, 11] ). And it is quite straightforward to construct formal theories of whole hierarchies of such hypercomputations.
The way we normally define traditional axiomatic mathematics, such things are not part of it. But could they be part of physics? We do not know for sure. And indeed within traditional mathematical models of physics, it is a slippery issue.
In ordinary computational models like Turing machines, one works with a finite specification for the input that is given. And so it is fairly straightforward to recognize when some long and sophisticated piece of computational output can really be attributed to the operation of the system, and when it has somehow been slipped into the system through the initial conditions for the system.
But traditional mathematical models of physics tend to have parameters that are specified in terms of real numbers. And in the infinite sequence of digits in a precise real number, one can in principle pack all sorts of information~including, for example, tables of results that are beyond what a Turing machine can compute. And by doing this, it is fairly easy to set things up so that traditional mathematical models of physics appear to be doing hypercomputation.
But can this actually be achieved with anything like real, physical, components?
I doubt it. For if one assumes that any device one builds, or any experiment one does, must be based on a finite description, then I suspect that it will never be possible to set up hypercomputation within traditional physical models [1, sect. 12.4 and notes].
In systems like Turing machines, there is a certain robustness and consistency to the notion of computation. Large classes of models, initial conditions and other setups are equivalent at a computational level. But when hypercomputation is present, details of the setup tend to have large effects on the level of computation that can be reached, and there do not seem to be stable answers to questions about what is possible and not.
In traditional mathematical approaches to physics, we tend to think of mathematics as the general formalism, which in some special case applies to physics. But if there is hypercomputation in physics, it implies that in a sense we can construct physical tools that give us a new level of mathematics~and that answer problems in mathematics, though not by using the formalism of mathematics. And while at every level there are analogs of Gödel's Theorem, the presence of hypercomputation in physics would in a sense overcome impossibilities in mathematics, for example giving us ways to solve all integer equations.
So could this be how our universe actually works?
From existing models in physics we do not know. And we will not ultimately know until we have a fundamental theory of physics.
Is it even possible to find a fundamental theory of physics? Again, we do not know for sure. It could be~a little like in hypercomputation~that there will never be a finite description for how the universe works. But it is a fundamental observation~really the basis for all of natural science~that the universe does show order, and does appear to follow definite laws.
Is there in a sense some complete set of laws that provide a finite description for how the whole universe works? We will not know for sure until or unless we find that finite description~the ultimate fundamental theory.
One can argue about what that theory might be like. Is it perhaps finite, but very large? Like the operating system of one of today's computers. Or is it not only finite, but actually quite small? Like a few lines of computer code. We do not yet know.
Looking at the complexity and richness of the physical universe as we now experience it, we might assume that a fundamental theory~if it exists~would have to reflect all that complexity and richness, and itself somehow be correspondingly complex. But I have spent many years studying what is in effect a universe of possible theories~the computational universe of simple programs. And one of the clear conclusions is that in that computational universe it is easy to find immense complexity and richness, even among extremely short programs with extremely simple structure [1] .
Will we actually be able to find our physical universe in this computational universe of possible universes? I am not sure. But certainly it is not obvious that we will not be able to do so. For already in my studies of the computational universe, I have found candidate universes that I cannot exclude as possible models of our physical universe (e.g. [12, 13] ).
If indeed there is a small ultimate model of our physical universe, it is inevitable that very few familiar features of our universe as we normally experience it will be visible in that model [1, sect. 9.5]. For in a small model, there is in a sense no room to specify, say, the number of dimensions of space, the conservation of energy or the spectrum of particles. Nor probably is there any room to have anything that corresponds directly to our normal notion of space or time [1, sects. 9.6 | 9.11].
Quite what the best representation for the model should be I am not sure. And indeed it is inevitable that there will be many seemingly quite different representations that only with some effort can be shown to be equivalent.
A particular representation that I have studied involves setting up a large number of nodes, connected in a network, and repeatedly updated according to some local rewrite rule [1, chap. 9] . Within this representation, one can in effect just start enumerating possible universes, specifying their initial conditions and updating rules. Some candidate universes are very obviously not our physical universe. They have no notion of time, or no communication between different parts, or an infinite number of dimensions of space, or some other obviously fatal pathology.
But it turns out that there are large classes of candidate universes that already show remarkably suggestive features. For example, any universe that has a notion of time with a certain robustness property turns out in an appropriate limit to exhibit Special Relativity [1, sect. 9.13]. And even more significantly, any universe that exhibits a certain conservation of finite dimensionality~as well as generating a certain level of effective microscopic randomness~will lead on a large scale to spacetime that follows Einstein's equations for General Relativity [1, sect. 9.15] .
It is worth emphasizing that the models I am discussing are in a sense much more complete than models one usually studies in physics. For traditionally in physics, it might be considered quite adequate to find equations one of whose solutions successfully represents some feature of the universe. But in the models I have studied the concept is to have a formal system which starts from a particular initial state, then explicitly evolves so as to reproduce in every detail the precise evolution of our universe.
One might have thought that such a deterministic model would be excluded by what we know of quantum mechanics. But in fact the detailed nature of the model seems to make it quite consistent with quantum mechanics. And for example its network character makes it perfectly plausible to violate Bell's inequalities at the level of a large-scale limit of three-dimensional space [1, sect. 9.16].
So if in fact it turns out to be possible to find a model like this for our universe, what does it mean?
In some sense it reduces all of physics to mathematics. To work out what will happen in our universe becomes like working out the digits of pi: it just involves progressively applying some particular known algorithm.
Needless to say, if this is how things work, we will have immediately established that hypercomputation does not happen in our universe. And instead, only those things that are possible for standard computational systems like Turing machines can be possible in our universe.
But this does not mean that it is easy to know what is possible in our universe. For this is where the phenomenon of computational irreducibility [1, sect. 12.6] comes in.
When we look at the evolution of some system~say a Turing machine or a cellular automaton~the system goes through some sequence of steps to determine its outcome. But we can ask whether perhaps there is some way to reduce the computational effort needed to find that outcome~some way to computationally reduce the evolution of the system.
And in a sense much of traditional theoretical physics has been based on the assumption that such computational reduction is possible. We want to find ways to predict how a system will behave, without having to explicitly trace each step in the actual evolution of the system.
But for computational reduction to be possible, it must in a sense be the case that the entity working out how a system will behave is computationally more sophisticated than the system itself.
In the past, it might not have seemed controversial to imagine that humans, with all their intelligence and mathematical prowess, would be computationally more sophisticated than systems in physics. But from my work on the computational universe, there is increasing evidence for a general Principle of Computational Equivalence [1, chap. 12], which implies that even systems with very simple rules can have the same level of computational sophistication as systems constructed in arbitrarily complex ways.
And the result of this is that many systems will exhibit computational irreducibility, so that their processes of evolution cannot be "outrun" by other systems~and in effect the only way to work out how the systems behave is to watch their explicit evolution.
This has many implications~not the least of which is that it can make it very difficult even to identify a fundamental theory of physics.
For let us say that one has a candidate theory~a candidate program for the universe. How can we find out whether that program actually is the program for our universe? If we just start running the program, we may quickly see that its behavior is simple enough that we can in effect computationally reduce it~and readily prove that it is not our universe.
But if the behavior is complex~and computationally irreducible~we will not be able to do this. And indeed as a practical matter in actually searching for a candidate model for our universe, this is a major problem. And all one can do is to hope that there is enough computational reducibility that one manages to identify known physical laws within the model universe.
It helps that if the candidate models for the universe are simple enough, then there will in a sense always be quite a distance from one model to another~so that successive models will tend to show very obviously different behavior. And this means that if a particular model reproduces any reasonable number of features of our actual universe, then there is a good chance that within the class of simple models, it will be essentially the only one that does so.
But, OK. Let us imagine that we have found an ultimate model for the universe, and we are confident that it is correct. Can we then work out what will be possible in the universe, and what not?
Typically, there will be certain features of the universe that will be associated with computational reducibility, and for which we will readily be able to identify simple laws that define what is possible, and what is not.
Perhaps some of these laws will correspond to standard symmetries and invariances that have already been found in physics. But beyond these reducible features, there lies an infinite frontier of computational irreducibility. If we in effect reduce physics to mathematics, we still have to contend with phenomena like Gödel's Theorem. So even given the underlying theory, we cannot work out all of its consequences.
If we ask a finite question, then at least in principle there will be a finite computational process to answer that question~though in practice we might be quite unable to run it. But to know what is possible, we also have to address questions that are in some sense not finite.
Imagine that we want to know if macroscopic spacetime wormholes are possible.
It could be that we can use some computationally reducible feature of the universe to answer this.
But it could also be that we will immediately be confronted with computational irreducibility~and that our only recourse will for example be to start enumerating configurations of material in the universe to see if any of them end up evolving to wormholes. And it could even be that the question of whether any such configuration~of any size~-exists could be formally undecidable, at least in an infinite universe.
But what about all those technologies that have been discussed in science fiction?
Just as we can imagine enumerating possible universes, so also we can imagine enumerating possible things that can be constructed in a particular universe. And indeed from our experience in exploring the computational universe of simple programs, we can expect that even simple constructions can readily lead to things with immensely rich and complex behavior.
But when do those things represent useful pieces of technology?
In a sense, the general problem of technology is to find things that can be constructed in nature, and then to match them with human purposes that they can achieve (e.g. [1, sect. 9.11 and 9.10]). And usually when we ask whether a particular type of technology is possible, what we are effectively asking is whether a particular type of human purpose can be achieved in practice. And to know this can be a surprisingly subtle matter, which depends almost as much on understanding our human context as it does on understanding features of physics.
Take for example almost any kind of transportation.
Earlier in human history, pretty much the only way to imagine that one would successfully achieve the purpose of transporting anything would be explicitly to move the thing from one place to another. But now there are many situations where what matters to us as humans is not the explicit material content of a thing, but rather the abstract information that represents it. And it is usually much easier to transport that information, often at the speed of light.
So when we say "will it ever be possible to get from here to there at a certain speed" we need to have a context for what would need to be transported. In the current state of human evolution, there is much that we do that can be represented as pure information, and readily transported. But we ourselves still have a physical presence, whose transportation seems like a different issue.
No doubt, though, we will one day master the construction of atomic-scale replicas from pure information. But more significant, perhaps our very human existence will increasingly become purely informational~at which point the notion of transportation changes, so that just transporting information can potentially entirely achieve our human purposes.
There are different reasons for saying that things are impossible.
One reason is that the basic description of what should be achieved makes no sense. For example, if we ask "can we construct a universe where 2 + 2 = 5?", this makes no sense. From the very meaning of the symbols in 2 + 2 = 5, we can deduce that it can never be satisfied, whatever universe we are in.
There are other kinds of questions where at least at first the description seems to make no sense.
Like "is it possible to create another universe?" Well, if the universe is defined to be everything, then by definition the answer is obviously "no". But it is certainly possible to create simulations of other universes; indeed, in the computational universe of possible programs we can readily enumerate an infinite number of possible universes.
For us as physical beings, however, these simulations are clearly different from our actual physical universe. But consider a time in the future when the essence of the human condition has been transferred to purely informational form. At that time, we can imagine transferring our experience to some simulated universe, and in a sense existing purely within it~just as we now exist within our physical universe.
And from this future point of view, it will then seem perfectly possible to create other universes.
So what about time travel? There are also immediate definitional issues here. For at least if the universe has a definite history~with a single thread of time~the effect of any time travel into the past must just be reflected in the whole actual history that the universe exhibits.
We can often describe traditional physical models~for example for the structure of spacetime~by saying that they determine the future of a system from its past. But ultimately such models are just equations that connect different parameters of a system. And there may well be configurations of the system in which the equations cannot readily be seen just as determining the future from the past.
Quite which pathologies can occur with particular kinds of setups may well be undecidable, but when it seems that the future affects the past what is really being said is just that the underlying equations imply certain consistency conditions across time. And when one thinks of simple physical systems, such consistency conditions do not seem especially remarkable. But when one combines them with human experience~with its features of memory and progress~they seem more bizarre and paradoxical.
In some ancient time, one might have imagined that time travel for a person would consist in projecting them~or some aspect of them~far into the future. And indeed today when one sees writings and models that were constructed thousands of years ago for the afterlife, there is a sense in which that conception of time travel has been achieved.
And similarly, when one thinks of the past, the increasing precision with which molecular archaeology and the like can reconstruct things gives us something which at least at some time in history would have seemed tantamount to time travel.
Indeed, at an informational level~but for the important issue of computational irreducibility~we could reasonably expect to reconstruct the past and predict the future. And so if our human existence was purely informational, we would in some sense freely be able to travel in time.
The caveat of computational irreducibility is a crucial one, however, that affects the possibility of many kinds of processes and technologies.
We can ask, for example, whether it will ever be possible to do something like unscramble an egg, or in general in some sense to reverse time. The Second Law of thermodynamics has always suggested the impossibility of such things.
In the past, it was not entirely clear just what the fundamental basis for the Second Law might be. But knowing about computational irreducibility, we can finally see a solid basis for it [1, sect. 9.3] . The basic idea is just that in many systems the process of evolution through time in effect so "encrypts" the information associated with the initial conditions for the system that no feasible measurement or other process can recognize what they were. So in effect, it would take a Maxwell's Demon of immense computational power to unscramble the evolution.
In practice, however, as the systems we use for technology get smaller, and our practical powers of computation get larger, it is increasingly possible to do such unscrambling. And indeed that is the basis for a variety of important control systems and signal processing technologies that have emerged in recent years.
The question of just what kinds of effective reversal of time can be achieved by what level of technology depends somewhat on theoretical questions about computation. For example, if it is true that P ≠ NP, then certain questions about possible reversals will necessarily require immense computational resources.
There are many questions about what is possible that revolve around prediction.
Traditional models in physics tend to deny the possibility of prediction for two basic reasons. The first is that the models are usually assumed to be somehow incomplete, so that the systems they describe are subject to unknown~and unpredictable~effects from the outside. The second reason is quantum mechanics~which in its traditional formulation is fundamentally probabilistic.
Quite what happens even in a traditional quantum formulation when one tries to describe a whole sequence from the construction of an experiment to the measurement of its results has never been completely clear. And for example it is still not clear whether it is possible to generate a perfectly random sequence~or whether in effect the operation of the preparation and measurement apparatus will always prevent this [1, p. 1062] . But even if~as in candidate models of fundamental physics that I have investigated~there is no ultimate randomness in quantum mechanics, there is still another crucial barrier to prediction: computational irreducibility.
One might have thought that in time there would be some kind of acceleration in intelligence that would allow our successors to predict anything they want about the physical universe.
But computational irreducibility implies that there will always be limitations. There will be an infinite number of pockets of reducibility where progress can be made. But ultimately the actual evolution of the universe in a sense achieves something irreducible~which can only be observed, not predicted.
What if perhaps there could be some collection of extraterrestrial intelligences around the universe who combine to try to compute the future of the universe?
We are proud of the computational achievements of our intelligence and our civilization. But what the Principle of Computational Equivalence implies is that many processes in nature are ultimately equivalent in their computational sophistication. So in a sense the universe is already as intelligent as we are, and whatever we develop in our technology cannot overcome that [1, sect. 9.10 and 9.12]. It is only that with our technology we guide the universe in ways that we can think of as achieving our particular purposes.
However, if it turns out~as I suspect~that the whole history of the universe is determined by a particular, perhaps simple, underlying rule, then we are in a sense in an even more extreme situation.
For there is in a sense just one possible history for the universe. So at some level this defines all that is possible. But the point is that to answer specific questions about parts of this history requires irreducible computational work~so that in a sense there can still be essentially infinite amounts of surprise about what is possible, and we can still perceive that we act with free will [1, sect. 12.7] .
So what will the limit of technology in the future be like?
Today almost all the technology we have has been created through traditional methods of engineering: by building up what is needed one step at a time, always keeping everything simple enough that we can foresee what the results will be.
But what if we just searched the computational universe for our technology? One of the discoveries from exploring the computational universe is that even very simple programs can exhibit rich and complex behavior. But can we use this for technology?
The answer, it seems, is often yes. The methodology for doing this is not yet well known. But in recent years my own technology development projects [9, 14, 15] have certainly made increasingly central use of this approach.
One defines some particular objective~say generating a hash code, evaluating a mathematical function, creating a musical piece or recognizing a class of linguistic forms. Then one searches the computational universe for a program that achieves the objective. It might be that the simplest program that would be needed would be highly complex~and out of reach of enumerative search methods. But the Principle of Computational Equivalence suggests that this will tend not to be the case~and in practice it seems that it is not.
And indeed one often finds surprisingly simple programs that achieve all sorts of complex purposes.
Unlike things created by traditional engineering, however, there is no constraint that these programs operate in ways that we as humans can readily understand. And indeed it is common to find that they do not. Instead, in a sense, they tend to operate much more like many systems in nature~that we can describe as achieving a certain overall purpose, but not readily understand how they do it.
Today's technology tends at some level to look very regular: to exhibit simple geometrical or informational motifs, like rotary motion or iterative execution. But technology that is "mined" from the computational universe will usually not show such simplicity. It will look much more like many systems in nature~and operate in a sense much more efficiently with its resources, and much closer to computational irreducibility.
The fact that a system can be described as achieving some particular purpose by definition implies a certain computational reducibility in its behavior.
But the point is that as technology advances, we can expect to see less and less computational reducibility that was merely the result of engineering or historical development~and instead to see more and more perfect computational irreducibility.
It is in a sense a peculiar situation, forced on us by the Principle of Computational Equivalence. We might have believed that our own intelligence, our technology and the physical universe we inhabit would all have different levels of computational sophistication.
But the Principle of Computational Equivalence implies that they do not. So even though we may strive mightily to create elaborate technology, we will ultimately never be able give it any fundamentally greater level of computational sophistication. Indeed, in a sense all we will ever be able to do is to equal what already happens in nature.
And this kind of equivalence has fundamental implications for what we will consider possible.
Today we are in the early stages of merging our human intelligence and existence with computation and technology. But in time this merger will no doubt be complete, and our human existence will in a sense be played out through our technology. Presumably there will be a progressive process of optimization~-so that in time the core of our thoughts and activities will simply consist of some complicated patterns microscopic of physical effects.
But looking from outside, a great many systems in nature similarly show complicated patterns of microscopic physical effects. And what the Principle of Computational Equivalence tells us is that there can ultimately be no different level of computational sophistication in the effects that are the result of all our civilization and technology development~and effects that just occur in nature.
We might think that processes corresponding to future human activities would somehow show a sense of purpose that would not be shared by processes that just occur in nature. But in the end, what we define as purpose is ultimately just a feature of history~defined by the particular details of the evolution of our civilization (e.g. [1, sect. 12.2 and notes]).
We can certainly imagine in some computational way enumerating all possible purposes~just as we can imagine enumerating possible computational or physical or biological systems. So far in human history we have pursued only a tiny fraction of all possible purposes. And perhaps the meaningful future of our civilization will consist only of pursuing some modest extrapolation of what we have pursued so far.
So which of our purposes can we expect to achieve in the physical universe? The answer, I suspect, is that once our existence is in effect purely computational, we will in a sense be able to program things so as to achieve a vast range of purposes. Today we have a definite, fixed, physical existence. And to achieve a purpose in our universe we must mold physical components to achieve that purpose. But if our very existence is in effect purely computational, we can expect not only to mold the outside physical universe, but also in a sense to mold our own computational construction.
The result is that what will determine if a particular purpose can be achieved in our universe will more be general abstract issues like computational irreducibility than issues about the particular physical laws of our universe. And there will certainly be some purposes that we can in principle define, but which can never be achieved because they require infinite amounts of irreducible computation.
In our science, technology and general approach to rational thinking, we have so far in our history tended to focus on purposes which are not made impossible by computational irreducibility~though we may not be able to see how to achieve them with physical components in the context of our current existence. As we extrapolate into the future of our civilization, it is not clear how our purposes will evolve~and to what extent they will become enmeshed with computational irreducibility, and therefore seem possible or not.
So in a sense what we will ultimately perceive as possible in physics depends more on the evolution of human purposes than it does on the details of the physical universe. In some ways this is a satisfying result. For it suggests that we will ultimately never be constrained in what we can achieve by the details of our physical universe. The constraints on our future will not be ones of physics, but rather ones of a deeper nature. It will not So in a sense what we will ultimately perceive as possible in physics depends more on the evolution of human purposes than it does on the details of the physical universe. In some ways this is a satisfying result. For it suggests that we will ultimately never be constrained in what we can achieve by the details of our physical universe. The constraints on our future will not be ones of physics, but rather ones of a deeper nature. It will not be that we will be forced to progress in a particular direction because of the specific details of the particular physical universe in which we live. But rather~in what we can view as an ultimate consequence of the Principle of Computational Equivalence~the constraints on what is possible will be abstract features of the general properties of the computational universe. They will not be a matter of physics~but instead of the general science of the computational universe.
