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We develop a Fourier method to solve quite general backward stochastic differential equa-
tions (BSDEs) with second-order accuracy. The underlying forward stochastic differential 
equation (FSDE) is approximated by different Taylor schemes, such as the Euler, Milstein, 
and Order 2.0 weak Taylor schemes, or by exact simulation. A θ-time-discretization of the 
time-integrands leads to an induction scheme with conditional expectations. The computa-
tion of the conditional expectations appearing relies on the availability of the characteristic 
function for these schemes. We will use the characteristic function of the discrete forward 
process. The expected values are approximated by Fourier cosine series expansions. Numer-
ical experiments show rapid convergence of our efficient probabilistic numerical method. 
Second-order accuracy is observed and also proved. We apply the method to, among others, 
option pricing problems under the Constant Elasticity of Variance and Cox–Ingersoll–Ross 
processes.
© 2016 IMACS. Published by Elsevier B.V. All rights reserved.
1. Introduction
Backward stochastic differential equations (BSDEs) form an interesting recent concept in financial mathematics. Their 
range of applicability has increased, for example, by counterparty credit exposure and also insurance applications [6]. The 
asset dynamics have also been generalized, for example to jump diffusion processes [2]. BSDEs are directly connected to 
semilinear partial differential equations (PDEs) as the solution to these PDEs can be found by solving the corresponding 
decoupled forward–backward stochastic differential equation (FBSDE) problem. Recently, several advanced probabilistic nu-
merical methods have been developed for FBSDEs, like least-squares Monte Carlo regression, like the Longstaff–Schwartz 
method, to approximate the conditional expectations [18,12,1], integration methods [28] and also Fourier methods [14,26]. 
A rich literature exists on other methods, for example based on chaos decomposition formulas [3]. Our method distin-
guishes from this in the way the expected values are approximated. Of course, a natural aim for these solution methods 
is to make them highly efficient so that they can compete with semilinear PDE discretization and solution methods. 
With the BCOS method (Backward Stochastic Differential Equations COS method), in [26], we developed an efficient FB-
SDE solution method for asset dynamics for which a characteristic function of the continuous process can easily be 
derived.
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weak Taylor scheme to the forward stochastic differential equation. Then we explicitly derive the characteristic function for 
the discrete form of a forward stochastic differential equation (FSDE), which will give us opportunities and generalizations. 
Traditionally, we know that a characteristic function can be derived, as the Fourier transform of the probability density func-
tion for models from the class of regular affine processes of [7], which also includes the exponentially affine jump-diffusion 
class of and some stochastic volatility models, and for exponentially Lévy models. When FSDE dynamics are not affine, like 
in the case of local volatility dynamics of Constant Elasticity of Variance (CEV) process, on which the Stochastic Alpha Beta 
Rho (SABR) model is based, we cannot traditionally employ Fourier techniques. The characteristic function corresponding to 
the discrete process can be however used, as we will show, to price options by a Fourier technique. This feature forms a nat-
ural generalization of our BCOS method. In [26] we focused on normal, lognormal and jump processes for which we could 
relatively easily achieve second-order convergence, in the number of timesteps, in an FBSDE context by means of a θ -time-
discretization scheme [15] and the COS Fourier cosine expansion technique. In the present paper the second-order accuracy 
is achieved, in combination with a fast scheme, also for the CEV model, for time- and spatially-dependent processes, as 
well as for the Cox–Ingersoll–Ross (CIR) process. In the traditional context, it has been shown in [9] that Fourier cosine 
expansions will lead to exponentially convergent computational methods for smooth density functions. Here, in the discrete 
case, we will not observe exponential convergence in the number of Fourier coefficients, but second-order convergence, due 
to the use of discrete Fourier cosine transforms.
We start in Section 2 with definitions and notation of forward and backward SDEs and present the link between coupled 
FBSDEs and semilinear partial differential equations. Section 2.2 discusses discrete schemes for the FSDE, such as the Euler, 
Milstein, and Order 2.0 weak Taylor schemes and exact simulation schemes. Our numerical algorithm is described in Sec-
tion 3, where we start with the characteristic function of the discretized FSDE and an example of Bermudan options (under 
the risk-neutral measure). A general time-discretization of a BSDE results in expressions with conditional expectations (Sec-
tion 3.2). These conditional expectations are computed by the COS formulas (Section 3.3) and the problem is then solved 
backwards in time. Section 3.4 presents the overall algorithm. An error analysis is performed in Section 4. We demonstrate 
the numerical method by extensive experiments in Section 5. Section 6 concludes.
2. Backward and forward stochastic differential equations
We start with some notation and definitions for BSDEs, for which we follow the survey paper [8]. Let ω = (ωt)0≤t≤T be 
a standard one-dimensional Brownian motion on a filtered probability space (, F , F, P), with F = (Ft)0≤t≤T the natural 
filtration of the Brownian motion ω, and T a fixed finite time horizon. We denote by H2T (R) the set of predictable processes 
η :  × [0, T ] →R such that E 
[∫ T
0 |ηt |2dt
]
< ∞ and by L2T (R) the set of FT -measurable random variables X :  →R that 
are square integrable. We consider the backward stochastic differential equation
dYs = − f (s, Ys, Zs)ds + Zsdωs, YT = ξ, (2.1)
where function f :  ×[0, T ] ×R ×R →R is P⊗B⊗B-measurable. P is the set of Ft -progressively measurable scalar pro-
cesses on  × [0, T ]. f (.) is the generator or driver of the process and the terminal condition ξ :  →R is an FT -measurable 
random variable. Here we consider one-dimensional processes, but the BSDE theory can be extended to higher dimensions, 
with d-dimensional processes ωt and Yt and an n × d-dimensional Zt process, as described in [8].
The solution to BSDE (2.1) is given by a pair of processes (Y , Z), with Y a continuous real-valued adapted process and Z
a real-valued predictable process satisfying 
∫ T
0 |Zt |2dt < ∞, P a.s., satisfying
Yt = ξ +
T∫
t
f (s, Ys, Zs)ds −
T∫
t
Zsdωs, 0≤ t ≤ T . (2.2)
Unlike a forward stochastic differential equation, the solution of a BSDE is thus defined as a pair of adapted processes (Y , Z). 
Note that BSDEs cannot be considered as time-reversed FSDEs, because at time t the pair (Yt , Zt) is Ft-measurable and the 
process does not yet ‘know’ the terminal condition.
Function f and terminal condition ξ are called standard parameters for the BSDE, if ξ ∈ L2T (R), f (., 0, 0) ∈ H2T (R), and 
f is uniformly Lipschitz in y and z, with Lipschitz constant L f . A result from [8,25,22] is that, given a pair of standard 
parameters ( f , ξ), there exists a unique solution (Y , Z) ∈H2T (R) ×H2T (R) to BSDE (2.1).
2.1. Decoupled FBSDEs
It is well-known that a linear parabolic PDE has a probabilistic representation by means of the Feynman–Kac theorem. 
Here, we consider a semilinear parabolic PDE of the form
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∂t
(t, x) + μ(x)Dxv(t, x) + 12σ 2(x)D2x v(t, x) + f (t, x, v(t, x),σ (x)Dxv(t, x)) = 0, (2.3a)
(t, x) ∈ [0, T ) ×R,
v(T , x) = g(x), x ∈R. (2.3b)
Dx and D2x denote the first and second derivative of a function with respect to the x-variable, respectively. This PDE also 
has a probabilistic representation, by means of the following FSDE,
Xt = x, dXs = μ(Xs)ds + σ(Xs)dωs, t ≤ s ≤ T . (2.4)
and BSDE
dYs = − f (s, Xs, Ys, Zs)ds + Zsdωs, YT = g(XT ), (2.5)
whose terminal condition is determined by the terminal value of FSDE (2.4). Notice that also the driver function now 
depends on the state of the FSDE. Let Xt,xs denote the solution to (2.4), starting from x at time t , and (Y
t,x
s , Z
t,x
s ) be the 
corresponding solution to the BSDE.
The coefficients σ :R →R and μ :R →R in (2.4) are assumed to be Lipschitz in x and satisfy a linear growth condition 
in x. Functions f : [0, T ] × R × R × R → R and g : R → R are assumed to be uniformly continuous with respect to x. 
Moreover, f satisfies a Lipschitz condition in (y, z) and there exists a constant C such that | f (t, x, y, z)| + |g(x)| ≤ C(1 +
|x|p + |y| + |z|), p ≥ 1/2. The conditions on f and ξ guarantee the existence of a unique solution (Y , Z) to the BSDE (2.5). 
The following results hold
Result 2.1. (See [23,25].) Let v ∈ C1,2 be a classical solution to (2.3a) and suppose there exists a constant C ≥ 0 such that, for all (t, x), 
|v(t, x)| + |σ(x)Dxv(t, x)| ≤ C(1 + |x|). Then the pair (Y , Z), defined by
Y t,xs = Ys(Xt,xs ) = v(s, Xt,xs ), Zt,xs = Zs(Xt,xs ) = σ(Xt,xs )Dxv(s, Xt,xs ), t ≤ s ≤ T , (2.6)
is the solution to BSDE (2.5) (a so-called verification result).
The converse result states: Suppose (Y , Z) is the solution to the BSDE, then the function defined by v(t, x) = Y t,xt is a viscosity 
solution to the PDE.
A PDE can be solved by applying numerical discretization techniques and for FBSDEs probabilistic numerical methods, 
like Monte Carlo simulation techniques, are available. For our numerical method, we wish to discretize both the forward and 
backward stochastic processes by schemes higher than order one and aim to find a flexible and efficient solution method, 
competitive in performance. In the following subsection we recap the Itô–Taylor expansion and discretization schemes for 
the FSDEs.
2.2. Itô–Taylor expansion and discretization schemes
For an extensive survey on stochastic Taylor expansions we refer to [17]. We consider the integral form of the FSDE,
Xt = Xt0 +
t∫
t0
μ(Xs)ds +
t∫
t0
σ(Xs)dωs, t0 ≤ t ≤ T . (2.7)
Drift function μ(.) and volatility function σ(.) are assumed to be sufficiently smooth. Itô’s formula for a general suffi-
ciently smooth function h(t, x) gives
h(t, Xt) = h(t0, Xt0) +
t∫
t0
L0h(s, Xs)ds +
t∫
t0
L1h(s, Xs)dωs, t0 ≤ t ≤ T , (2.8)
with diffusion operators
L0 := ∂
∂t
+μ ∂
∂x
+ 1
2
σ 2
∂2
∂x2
, L1 := σ ∂
∂x
. (2.9)
By applying Itô’s formula to the functions μ(Xs) and σ(Xs) in (2.7) we find
Xt = Xt0 +μ(Xt0)I(0),t0,t + σ(Xt0)I(1),t0,t +
t∫
t0
s∫
t0
L0μ(Xu)duds +
t∫
t0
s∫
t0
L1μ(Xu)dωuds
+
t∫
t0
s∫
t0
L0σ(Xu)dudωs +
t∫
t0
s∫
t0
L1σ(Xu)dωudωs, (2.10)
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I(0),ρ,τ :=
τ∫
ρ
ds = τ − ρ, I(1),ρ,τ :=
τ∫
ρ
dωs = ωτ − ωρ. (2.11)
The general multiple Itô integral is defined recursively by (see [17], Chapter 5.2)
Iα[h(., X.)]ρ,τ :=
⎧⎪⎨
⎪⎩
h(τ , Xτ ), l(α) = 0,∫ τ
ρ Iα−[h(., X.)]ρ,sds, l(α) ≥ 1,αl = 0,∫ τ
ρ Iα−[h(., X.)]ρ,sdωs, l(α) ≥ 1,αl = 1,
(2.12)
with l(α) the size of multi-index vector α = (α1, α2, . . . , αl(α)), α− := (α1, α2, . . . , αl(α)−1), and −α := (α2, . . . , αl). α∅
denotes the multi-index of length zero. For notational convenience we write Iα,ρ,τ = Iα[1]ρ,τ . The Itô coefficient functions 
are defined by hα = Lα1 Lα2 . . . Lαl h. Let M denote the set of all multi-indices. Subset A ⊂M is called a hierarchical set if 
A = ∅, supα∈A l(α) < ∞, and −α ∈A for all α ∈A\α∅ . For any hierarchical set A the corresponding remainder set B(A)
is defined by B(A) = {α ∈M\A : −α ∈A}. By iterating Itô’s formula we obtain the Itô–Taylor expansion, as follows
h(t, Xt) =
∑
α∈A
hα(t0, Xt0)Iα,t0,t +
∑
α∈B(A)
Iα[hα(., X.)]t0,t . (2.13)
Notice that for the Itô–Taylor expansion of (2.7) we use h(t, x) = x.
We now briefly discuss some discretization schemes for FSDE (2.7). We define a time-grid t0, t1, . . . , tm, . . . , tM = T , with 
fixed timesteps t := tm+1 − tm . For notational convenience we write Xm = Xtm , ωm = ωtm , ωm+1 := ωm+1 − ωm , and 
Iα,m+1 := Iα,tm,tm+1 . The approximated process is denoted by Xm = Xtm . We start with X0 = X0 and one of the following 
forward schemes is used to determine the values Xm+1, for m = 0, . . . , M − 1. The strong convergence rate γs and weak 
convergence rate γw satisfy, for sufficiently small t , ([17], Chapter 9.6 and 9.7)
E0[|XT − XT |] ≤ C(t)γs , |E0[P (XT ) − P (XT )]| ≤ C(t)γw , (2.14)
with C > 0 a constant, which does not depend on t , and P (.) any 2(γw + 1) times continuously differentiable function of 
polynomial growth.
Well-known schemes include the Euler scheme (γs = 12 , γw = 1), i.e.,
Xm+1 = Xm + μ(Xm )I(0),m+1 + σ(Xm )I(1),m+1
= Xm + μ(Xm )t + σ(Xm )ωm+1 (2.15)
and the Milstein scheme (γs = 1, γw = 1), i.e.,
Xm+1 = Xm + μ(Xm )I(0),m+1 + σ(Xm )I(1),m+1 + L1σ(Xm )I(1,1),m+1
= Xm + μ(Xm )t + σ(Xm )ωm+1 + σ(Xm )σx(Xm ) 12 [(ωm+1)2 − t]. (2.16)
Here we use the short-hand notation σx = Dxσ .
We also consider the Order 2.0 weak Taylor scheme (γs = 1, γw = 2), defined as,
Xm+1 = Xm + μ(Xm )I(0),m+1 + σ(Xm )I(1),m+1 + L1σ(Xm )I(1,1),m+1
+ L1μ(Xm )I(1,0),m+1 + L0σ(Xm )I(0,1),m+1 + L0μ(Xm )I(0,0),m+1
= Xm + μ(Xm )t + σ(Xm )ωm+1 + σ(Xm )σx(Xm ) 12 [(ωm+1)2 − t]
+ μx(Xm )σ (Xm )m+1 +
(
μ(Xm )σx(X

m ) + 12σxx(Xm )σ 2(Xm )
)
[ωm+1t − m+1]
+
(
μ(Xm )μx(X

m ) + 12μxx(Xm )σ 2(Xm )
)
1
2 (t)
2, (2.17)
with
m+1 := I(1,0),m+1 ∼N (0, 13 (t)3), (2.18)
E[m+1] = 0, Var(m+1) = 13 (t)3, Cov(ωm+1,m+1) = 12 (t)2. (2.19)
If we replace the Wiener process ωt by a trinomial tree with increments ωˆm+1 ∈
{
−√3√t, 0, +√3√t
}
and replace 
m+1 by 12ωˆm+1t , this leads to the so-called Order 2.0 simplified weak Taylor scheme [17]. However, we do not replace 
ωm+1 by a discrete tree, but keep the continuous random variable. We replace m+1 by ˜m+1 := 12ωm+1t . The 
moments do not change up to order two:
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This gives us the Order 2.0 ‘continuous’ simplified weak Taylor scheme
Xm+1 = Xm + μ(Xm )t + σ(Xm )ωm+1
+ σ(Xm )σx(Xm ) 12 [(ωm+1)2 − t]
+
(
μx(X

m )σ (X

m ) + μ(Xm )σx(Xm ) + 12σxx(Xm )σ 2(Xm )
)
1
2ωm+1t
+
(
μ(Xm )μx(X

m ) + 12μxx(Xm )σ 2(Xm )
)
1
2 (t)
2. (2.21)
We abbreviate the Order 2.0 ‘continuous’ simplified weak Taylor scheme by 2.0-weak-Taylor scheme. With the theory in 
[17] it can be proved that γw = 2.
2.2.1. Exact simulation schemes
For, for example, the Cox–Ingersoll–Ross (CIR) process and Heston model exact simulation schemes exist to simulate
Xm+1 = Xm +
tm+1∫
tm
μ(Xs)ds +
tm+1∫
tm
σ(Xs)dωs, (2.22)
by sampling directly the explicit transitional density function. For the CIR process we have
μ(x) = (x¯− x), σ (x) = η√x. (2.23)
There holds Xt ≥ 0. If the Feller condition, 2 x¯ ≥ η2, is satisfied, then the process is strictly positive. If the Feller condition 
is not satisfied then the process can become zero. We define qF := 2 x¯/η2−1 and ζ := 2/ 
(
(1− e−t)η2). Then 2ζ Xm+1 is 
noncentral chi-squared distributed with degrees of freedom 2(qF +1) and noncentrality parameter 2ζ Xme−t (see [11,16]). 
The characteristic function of Xm+1 is known, i.e.,
ϕXm+1(u|Xm = x) = exp
(
iuxe−t
1− iu(1−e−t )η22
)(
1− iu(1− e
−t)η2
2
)−2 x¯/η2
. (2.24)
3. BCOS method
In Section 3.1 we derive the characteristic function of the underlying discretized FSDE. In Section 3.2 we discuss the θ -
and -time-discretization schemes for the coupled FBSDE and in Section 3.3 we derive COS formulas to approximate the 
occurring expectations by using the characteristic function. Section 3.4 presents the overall BCOS algorithm.
3.1. Characteristic function discretization schemes FSDE
We can write the Euler, Milstein, and 2.0-weak-Taylor discretization schemes from the previous section in the following 
general form
Xm+1 = x+m(x)t + s(x)ωm+1 + κ(x)(ωm+1)2, Xm = x. (3.1)
For the Euler scheme we have
m(x) = μ(x), s(x) = σ(x), κ(x) = 0, (3.2)
for the Milstein scheme
m(x) = μ(x) − 12σ(x)σx(x), s(x) = σ(x), κ(x) = 12σ(x)σx(x), (3.3)
and for the 2.0-weak-Taylor scheme
m(x) = μ(x) − 12σ(x)σx(x) + 12
(
μ(x)μx(x) + 12μxx(x)σ 2(x)
)
t, (3.4a)
s(x) = σ(x) + 12
(
μx(x)σ (x) + μ(x)σx(x) + 12σxx(x)σ 2(x)
)
t, (3.4b)
κ(x) = 12σ(x)σx(x). (3.4c)
6 M.J. Ruijter, C.W. Oosterlee / Applied Numerical Mathematics 103 (2016) 1–26Lemma 3.1. The characteristic function of Xm+1, given Xm = x, in equation (3.1) is given by
ϕXm+1
(u|Xm = x) = E
[
exp
(
iuXm+1
) ∣∣∣Xm = x]
= exp
(
iux+ ium(x)t −
1
2u
2s2(x)t
1− 2iuκ(x)t
)
(1− 2iuκ(x)t)−1/2 . (3.5)
For κ(x) = 0 it follows that1
ϕXm+1
(u|Xm = x) = eiux+ium(x)t−
1
2 u
2s2(x)t
. (3.6)
Proof. With polynomial factorization we can rewrite equation (3.1) as (for κ(x) = 0)
Xm+1 = x+m(x)t + κ(x)
(
ωm+1 + 1
2
s(x)
κ(x)
)2
− 1
4
s2(x)
κ(x)
d= x+m(x)t − 1
4
s2(x)
κ(x)
+ κ(x)t
(
εNm+1 +
√
λ(x)
)2
, (3.7)
with λ(x) := 14 s
2(x)
κ2(x)t
and ωm+1
d= √tεNm+1, εNm+1 ∼N (0, 1). Random variable 
(
εNm+1 +
√
λ(x)
)2 ∼ χ ′21 (λ(x)) is governed 
by a noncentral chi-squared distribution with degrees of freedom ν = 1 and λ(x) the noncentrality parameter. The charac-
teristic function of a noncentral chi-squared distributed random variable reads
ϕχ ′2ν (λ)(u) = exp
(
iλu
1− 2iu
)
(1− 2iu)−ν/2 . (3.8)
The characteristic function of Xm+1, given Xm = x, is then given by
ϕXm+1
(u|Xm = x) = exp
(
iux+ ium(x)t − iu 1
4
s2(x)
κ(x)
)
ϕχ ′21 (λ(x))
(uκ(x)t)
= exp
(
iux+ ium(x)t −
1
2u
2s2(x)t
1− 2iuκ(x)t
)
(1− 2iuκ(x)t)−1/2 . (3.9)
3.1.1. Intermezzo: Bermudan put option – CEV – Q-measure
To test the discretization schemes of the FSDE and the discrete characteristic function, we perform an option pricing 
experiment with the COS method for a Bermudan put option. We take ten early-exercise dates τ j , j = 1, . . . , 10, with fixed 
time intervals T /10. The underlying asset price under the risk-neutral Q-measure follows a Constant Elasticity of Variance 
(CEV) process,
dXs = r Xsds + σ¯ Xγs dωs. (3.10)
The option price v(t, Xt) is given by the risk-neutral valuation formula
v(t, x) = sup
τ j , j=1,...,10
e−r(τ j−t)EQ
[
g(Xτ j )|Xt = x
]
, (3.11)
with payoff function g(x) = max(K − x, 0). This problem can also be represented by a linear parabolic PDE variational 
inequality by means of the Feynman–Kac theorem [25]. We take the number of timesteps of the time-discretization schemes, 
that is M , equal to a multiple of the number of early-exercise dates. The dynamic programming principle gives
v(tm, x) =
⎧⎪⎪⎨
⎪⎪⎩
g(x), form = M,
e−rtE
[
v(tm+1, Xm+1)
∣∣∣Xm = x] , form < M, tm = τ j,
max
[
e−rtE
[
v(tm+1, Xm+1)
∣∣∣Xm = x] , g(x)] , form < M, tm = τ j.
(3.12)
1 In Section 5.1 we discuss an example with κ(0) = 0.
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Error and CPU time for 2.0-weak-Taylor scheme (γ = 0.2, M = 1000).
N 24 25 26 27 28 29
2.0-weak-Taylor 3.2235e-02 2.5416e-03 2.9661e-04 1.1736e-04 7.9437e-05 1.6482e-05
CPU time (s) 0.0127 0.0128 0.0132 0.0143 0.0169 0.0352
The COS formula (see [9]) gives us
E
[
v(tm+1, Xm+1)
∣∣∣Xm = x]≈ E[v(tm+1, Xm+1)∣∣∣Xm = x]
≈
N−1∑′
k=0
Vk(tm+1)E
[
cos
(
kπ
Xm+1 − a
b − a
)∣∣∣Xm = x
]
=
N−1∑′
k=0
Vk(tm+1)
{
E
[
exp
(
ikπ
Xm+1
b − a
)∣∣∣Xm = x
]
exp
(
ikπ
−a
b − a
)}
=
N−1∑′
k=0
Vk(tm+1)
{
ϕXm+1
(
kπ
b − a
∣∣∣Xm = x
)
exp
(
ikπ
−a
b − a
)}
, (3.13)
where Vk(tm+1) denote the Fourier cosine coefficients of v(tm+1, x), i.e.,
Vk(tm+1) = 2b − a
b∫
a
v(tm+1, x) cos
(
kπ
x− a
b − a
)
dx. (3.14)
∑′ in (3.13) means that the first term of the summation has half weight. The coefficients are recovered recursively back-
wards in time (similar as in Section 3.4). The characteristic function of the discretized FSDE, Xm+1, is known, whereas the 
characteristic function of the FSDE, Xm+1, is only available in closed form for γ ∈ {0, 0.5, 1, 1.5} [19]. For the tests, we use 
the following parameter values
X0 = 100, K = 100, r = 0.1, T = 0.1. (3.15)
We take the elasticity of variance equal to γ = 0.2 and γ = 0.8 and choose σ¯ so that σ(X0) = 25. The exact solutions for 
corresponding European options [13] are given by v(t0, X0) = 2.6650 and v(t0, X0) = 2.6655, respectively. The Bermudan 
values are v(t0, X0) = 2.7353 and v(t0, X0) = 2.7373, where we computed our reference values by taking high values of M
and N .
The results for the Euler, Milstein, and 2.0-weak-Taylor schemes are shown in Fig. 3.1 for N = 29. The 2.0-weak-Taylor 
scheme results in second-order convergence in M . It is interesting to see that the 2.0-weak-Taylor scheme does not only 
have a better convergence rate, but also the absolute value of the error is lower even for small M . Because of that, we only 
need a small number of timesteps to achieve a small error. For comparison, with the 2.0-weak-Taylor scheme we need only 
20 timesteps to get errors smaller than 10−5, whereas the Euler scheme requires approximately 900 timesteps.
Table 1 presents the errors for the 2.0-weak-Taylor scheme for different values of N , with M = 1000 timesteps. The 
convergence in N , the number of Fourier coefficients, is of second order, due to the use of discrete Fourier cosine transforms 
(see Section 3.4).
The CPU time is shown in the last row. The computation time for the Euler scheme is only slightly shorter. The com-
putation of the expected values, with the COS formula (equation (3.13)), on an x-grid with length N is O(N2), due to 
matrix-vector multiplications. The usage of discrete Fourier cosine transforms (DCTs) for the recovery of the coefficients is 
of order O(N logN), see equation (3.37) in Section 3.4. As the use of the DCTs is the most time-consuming part we do not 
observe quadratic complexity for these values of N .
We would like to mention that this method can also be applied to time-dependent drift and diffusion terms and to other 
local volatility models.
Remark 3.1. We can write equation (3.13) as
E
[
v(tm+1, Xm+1)
∣∣∣Xm = x]=
∫
R
v(tm+1, y)p(y|Xm = x)dy, (3.16)
with p(.|Xm = x) the conditional density function of Xm+1. The density function corresponding to the 2.0-weak-Taylor 
scheme is known, as it involves a noncentral chi-squared distributed random variable. However, the density function of a 
noncentral chi-squared distributed random variable involves some mathematical special functions. This makes it impracti-
cal and time-consuming to calculate. Besides, numerical integration algorithms have in general algebraic convergence. The 
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strength of the COS formula lies in the availability of the corresponding characteristic function, which can be derived for 
models from the class of regular affine processes and for exponentially Lévy models. This results in exponential convergence 
in the number of Fourier cosine terms for smooth densities (in absence of the use of discrete Fourier cosine transforms).
3.2. -time-discretization scheme
In this section, we focus on the discretization scheme of the decoupled FBSDE system. First, we consider the integral 
form of the BSDE,
Yt = g(XT ) +
T∫
t
f (s,s)ds −
T∫
t
Zsdωs, (3.17)
with s := (Xs, Ys, Zs). For the discretization of the BSDE at time-point tm , we start with
Ym = Ym+1 +
tm+1∫
tm
f (s,s)ds −
tm+1∫
tm
Zsdωs. (3.18)
Taking conditional expectations at both sides of equation (3.18) and applying the θ -method [15] results in
Ym = Em [Ym+1]+
tm+1∫
tm
Em [ f (s,s)]ds
≈ Em [Ym+1]+ tθ f (tm,m) + t(1− θ)Em [ f (tm+1,m+1)] , (3.19)
where Em[.] represents the conditional expectation E[.|Ftm ]. Multiplying both sides of equation (3.18) by ωm+1, taking 
the conditional expectations, and applying the θ -method gives us
0= Em [Ym+1ωm+1]+
tm+1∫
tm
Em
[
f (s,s)(ωs − ωtm )
]
ds −
tm+1∫
tm
Em [Zs]ds
≈ Em [Ym+1ωm+1]+ t(1− θ)Em [ f (tm+1,m+1)ωm+1]
− tθ Zm − t(1− θ)Em [Zm+1] . (3.20)
For the approximation of the FSDE we will use the Euler, Milstein, or 2.0-weak-Taylor schemes, as described in Sec-
tion 2.2. Then the following -time-discretization scheme algorithm is used to approximate the BSDE
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form = M − 1, . . . ,0 :
Zm = 1t θ−1Em
[
Ym+1ωm+1
]+ θ−1(1− θ)Em [ f (tm+1,m+1)ωm+1]
− θ−1(1− θ)Em
[
Zm+1
]
, (3.21b)
Ym = Em
[
Ym+1
]+ tθ f (tm,m) + t(1− θ)Em [ f (tm+1,m+1)] . (3.21c)
The values Ym and Z

m depend on the value of the forward process. Then it is easily seen, using an induction argument, 
that deterministic functions ym(x) and z

m(x) exists, so that
Ym = ym(Xm ), Zm = zm(Xm ). (3.22)
Xm denotes the exact solution of the FSDE (2.4) at time tm and Xm is its discrete approximation. Let X
m,x
k denote the 
value of Xk , given Xm = x. Similarly, X,m,xk denotes the value of Xk , given Xm = x. We use the following notation
• (ym(x), zm(x)) is the exact solution of BSDE (3.17) at time tm , given Xm = x.
• (yθm(x), zθm(x)) is the discrete approximation of the BSDE with the θ -time-discretization scheme, given exact solution 
Xm = x, and, for m = M − 1, . . . , 0,
zθm(x) = 1t θ−1E
[
yθm+1(X
m,x
m+1)ωm+1
]+ θ−1(1− θ)E [ f (tm+1,θm+1(Xm,xm+1))ωm+1]
− θ−1(1− θ)E [zθm+1(Xm,xm+1)] , (3.23a)
yθm(x) = E
[
yθm+1(X
m,x
m+1)
]+ tθ f (tm,θm(x)) + t(1− θ)E [ f (tm+1,θm+1(Xm,xm+1))] . (3.23b)
• (ym(x), zm(x)) is the discrete approximation with the -time-discretization scheme, given discrete approximation 
Xm = x, and, for m = M − 1, . . . , 0,
zm(x) = 1t θ−1E
[
ym+1(X
,m,x
m+1 )ωm+1
]
+ θ−1(1− θ)E
[
f (tm+1,m+1(X
,m,x
m+1 ))ωm+1
]
− θ−1(1− θ)E
[
zm+1(X
,m,x
m+1 )
]
, (3.24a)
ym(x) = E
[
ym+1(X
,m,x
m+1 )
]
+ tθ f (tm,m(x)) + t(1− θ)E
[
f (tm+1,m+1(X
,m,x
m+1 ))
]
. (3.24b)
The values yθm(x) and y

m(x) are implicit for θ > 0 and are determined by performing Picard iterations, starting with initial 
guesses E 
[
yθm+1(X
m,x
m+1)
]
and E 
[
ym+1(X
,m,x
m+1 )
]
, respectively. Picard iterations are terminated when the difference between 
subsequent estimates is less than error tolerance 10−12. For the numerical experiments in Section 5, mostly 5 iterations 
suffice. The driver function f is assumed to be Lipschitz in y and z, with Lipschitz constant L f . For t small enough, 
i.e., tθ L f < 1, a unique fixed-point exists, and the Picard iterations converge towards that point for any initial guess. The 
fixed-point technique converges to the true solution at the geometric rate tθ L f , which depends on the Lipschitz condition 
of the driver function.
In the BCOS method we here use the characteristic function of the underlying discretized FSDE, as discussed in 
Section 3.1, to approximate the appearing conditional expectations E 
[
ym+1(X
,m,x
m+1 )
]
, E 
[
zm+1(X
,m,x
m+1 )
]
, and E
[
f (tm+1,
m+1(X
,m,x
m+1 ))
]
. Besides, we need to approximate the expected values E 
[
ym+1(X
,m,x
m+1 )ωm+1
]
and E
[
f (tm+1,
m+1(X
,m,x
m+1 ))ωm+1
]
. Details are discussed in the following subsection.
3.3. Expected values -time-discretization scheme FBSDE
In this section we derive an equation for the conditional expectations E 
[
h(tm+1, X,m,xm+1 )
]
and E 
[
h(tm+1, X,m,xm+1 )ωm+1
]
under the general discrete dynamics (3.1). Here h(t, x) is a general function.
Let Hk(tm+1) denote the Fourier cosine coefficients of h(tm+1, x), i.e.,
Hk(tm+1) = 2b − a
b∫
a
h(tm+1, x) cos
(
kπ
x− a
b − a
)
dx, (3.25)
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E
[
h(tm+1, X,m,xm+1 )
]
≈
N−1∑′
k=0
Hk(tm+1)E
[
cos
(
kπ
X,m,xm+1 − a
b − a
)]
=
N−1∑′
k=0
Hk(tm+1)
{
ϕXm+1
(
kπ
b − a
∣∣∣Xm = x
)
exp
(
ikπ
−a
b − a
)}
(3.26)
and Fourier cosine series give
E
[
h(tm+1, X,m,xm+1 )ωm+1
]
≈
N−1∑′
k=0
Hk(tm+1)E
[
cos
(
kπ
X,m,xm+1 − a
b − a
)
ωm+1
]
=
N−1∑′
k=0
Hk(tm+1)
{
E
[
exp
(
ikπ
X,m,xm+1
b − a
)
ωm+1
]
exp
(
ikπ
−a
b − a
)}
. (3.27)
Integration by parts gives
E
[
exp(iuX,m,xm+1 )ωm+1
]
= E
[
exp
(
iux+ ium(x)t + ius(x)ωm+1 + iuκ(x)(ωm+1)2
)
ωm+1
]
= 1√
2π
√
t
∫
R
exp
(
iux+ ium(x)t + ius(x)ζ + iuκ(x)ζ 2
)
ζe
− 12
(
ζ√
t
)2
dζ
= 1√
2π
√
t
∫
R
{
s(x) + 2κ(x)ζ}tDx exp(iux+ ium(x)t + ius(x)ζ + iuκ(x)ζ 2)e− 12
(
ζ√
t
)2
dζ
= s(x)tE
[
Dx exp(iuX
,m,x
m+1 )
]
+ 2κ(x)tE
[
Dx exp(iuX
,m,x
m+1 )ωm+1
]
. (3.28)
Using the same procedure for the last term in (3.28) and iterating recursively gives us
E
[
exp(iuX,m,xm+1 )ωm+1
]
= s(x)tE
[
Dx exp(iuX
,m,x
m+1 )
]
+ s(x)t(2κ(x)t)E
[
D2x exp(iuX
,m,x
m+1 )
]
+ s(x)t(2κ(x)t)2E
[
D3x exp(iuX
,m,x
m+1 )
]
+ s(x)t(2κ(x)t)3E
[
D4x exp(iuX
,m,x
m+1 )
]
+ . . . . (3.29)
It holds that
E
[
∂()
∂(X,m,xm+1 )()
exp
(
iuX,m,xm+1
)]
= (iu)E
[
exp
(
iuX,m,xm+1
)]
= (iu)ϕXm+1(u|X

m = x). (3.30)
For the numerical experiments, it appears sufficient to take only the first two terms in (3.29), as the other terms are at 
least of order O((t)3), and we end up with
E
[
h(tm+1, X,m,xm+1 )ωm+1
]
≈
N−1∑′
k=0
Hk(tm+1)
{(
s(x)t
(
i
kπ
b − a
)
ϕXm+1
(
kπ
b − a
∣∣∣Xm = x
)
+ s(x)t2κ(x)t
(
i
kπ
b − a
)2
ϕXm+1
(
kπ
b − a
∣∣∣Xm = x
))
exp
(
ikπ
−a
b − a
)}
, (3.31)
which enables us to approximate the conditional expectations in (3.21c).
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For, for example, the CIR process and Heston stochastic volatility models an exact simulation scheme exists based on 
directly sampling from the available transitional density function. In this section, we explain how to use exact simulation 
schemes to solve the discrete problem (3.23b). The characteristic function of Xm,xm+1 can be found as the Fourier transform of 
the density function and is denoted by ϕXm+1 (u|Xm = x). With the COS formula we get
E
[
h(tm+1, Xm,xm+1)
]≈ N−1∑′
k=0
Hk(tm+1)
{
ϕXm+1
(
kπ
b − a
∣∣∣Xm = x
)
exp
(
ikπ
−a
b − a
)}
. (3.32)
The question is how to approximate the expected value E 
[
h(tm+1, Xm,xm+1)ωm+1
]
. Notice that Xm,xm+1 and ωm+1 are 
correlated. We first use Fourier cosine series to get
E
[
h(tm+1, Xm,xm+1)ωm+1
]≈ N−1∑′
k=0
Hk(tm+1)
{
E
[
exp
(
ikπ
Xm,xm+1
b − a
)
ωm+1
]
exp
(
ikπ
−a
b − a
)}
, (3.33)
and then with the theory in Section 2.2 and [17] we find
E
[
exp(iuXm,xm+1)ωm+1
]
= E
[∑
α∈A
Lα exp(iux)Iα,m+1ωm+1
]
+E
⎡
⎣ ∑
α∈B(A)
Iα[Lα exp(iuXm,x. )]m+1ωm+1
⎤
⎦
= L1 exp(iux)t + L1L0 exp(iux) 12 (t)2 + L0L1 exp(iux) 12 (t)2 +O((t)3). (3.34)
Notice that exp(iux) does not depend on time and
L1 exp(iux) = σ(x)iu exp(iux), (3.35a)
L1L0 exp(iux) =
[
σ(x)μx(x)iu + (σ (x)μ(x) + σ 2(x)σx(x))(iu)2 + 12σ(x)3(iu)3
]
exp(iux), (3.35b)
L0L1 exp(iux) =
[
(μ(x)σx(x) + 12σ 2(x)σxx(x))iu + (μ(x)σ (x) + σ 2(x)σx(x))(iu)2 + 12σ(x)3(iu)3
]
exp(iux).
(3.35c)
This enables us to approximate the conditional expectations in (3.23b).
3.4. Recovery of coefficients and algorithm
Suppose we would like to approximate the Fourier cosine coefficients Hk(tm+1) of function h(tm+1, x), see equation 
(3.25). For this, we take N grid-points and define an equidistant x-grid
xn := a + (n + 12 )
b − a
N
and x := b − a
N
. (3.36)
We determine the value of function h(tm+1, x) on the N grid-points. The midpoint-rule integration gives us
Hk(tm+1) = 2b − a
b∫
a
h(tm+1, x) cos
(
kπ
x− a
b − a
)
dx
≈
N−1∑
n=0
2
b − ah(tm+1, xn) cos
(
kπ
xn − a
b − a
)
x =
N−1∑
n=0
h(tm+1, xn) cos
(
kπ
2n + 1
2N
)
2
N
. (3.37)
The appearing discrete Fourier cosine transform (DCT) (Type II) can be calculated efficiently by, for example, MATLAB’s 
function dct. The error of the numerical integration is second order in N .
Now we return to FBSDE problem (3.24b), where we obtained deterministic functions ym(x) and z

m(x). Let Yk (tm) be 
the Fourier cosine coefficients of ym(x) in (3.24b), i.e.,
Yk (tm) =
2
b − a
b∫
a
ym(x) cos
(
kπ
x− a
b − a
)
dx, (3.38)
Z(tm) the Fourier cosine coefficients of function zm(x) in (3.24a), i.e.,k
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2
b − a
b∫
a
zm(x) cos
(
kπ
x− a
b − a
)
dx, (3.39)
and Fk (tm) the Fourier cosine coefficients of driver function f (tm, m(x)), i.e.,
Fk (tm) =
2
b − a
b∫
a
f (tm,

m(x)) cos
(
kπ
x− a
b − a
)
dx. (3.40)
The computation of functions zm(x) and y

m(x) at time-point tm requires the Fourier cosine coefficients Zk (tm+1), 
Yk (tm+1), and Fk (tm+1) at time-point tm+1, with COS formulas (3.26) and (3.31). The coefficients can be computed recur-
sively backwards in time, as we explain in this section.
We start with the coefficients at the terminal time
Yk (tM) =
2
b − a
b∫
a
g(x) cos
(
kπ
x− a
b − a
)
dx, (3.41a)
Zk (tM) =
2
b − a
b∫
a
σ(x)Dxg(x) cos
(
kπ
x− a
b − a
)
dx, (3.41b)
Fk (tM) =
2
b − a
b∫
a
f (tm, x, g(x),σ (x)Dxg(x)) cos
(
kπ
x− a
b − a
)
dx. (3.41c)
For some problems the above integrals can be computed analytically. Otherwise we may approximate them, for example 
by computing the function on the x-grid and using the discrete Fourier cosine transform or another numerical integration 
method.
We then compute functions zM−1(x), f (tM−1, 

M−1(x)), and yM−1(x), see equations (3.24b), on the equidistant x-grid 
with N grid points. For this we use the Fourier cosine coefficients at time tM and COS formulas (3.26) and (3.31). Subse-
quently the Fourier cosine coefficients Zk (tM−1), Fk (tM−1), and Yk (tM−1) are approximated by a discrete Fourier cosine 
transform.
We repeat this procedure for all times tm . So, we estimate the Fourier cosine coefficients Zk (tm), Fk (tm), and Yk (tm) by 
using the Fourier cosine coefficients at time tm+1 and the COS formulas. The approximation of the Fourier cosine coefficients 
introduces an additional error, which has been discussed in detail in [10]. The final approximations of the functions ym (x)
and zm(x) by the BCOS method are denoted by yˆ

m(x) and zˆ

m(x), respectively. The overall algorithm to solve the FBSDE 
backwards in time by -time-discretization scheme (3.21c) can be summarized as:
BCOS method:
Initial step: Compute, or approximate, the terminal coefficients Yk (tM), Fk (tM), and Zk (tM), equations (3.41a), 
(3.41b), and (3.41c).
Loop: For m = M − 1 to m = 1: Compute the functions zˆm(x), f (tm, ˆ

m(x)), and yˆ

m(x), see equations (3.24b), with 
COS formulas (3.26) and (3.31). Determine the corresponding Fourier cosine coefficients Zk (tm), Fk (tm), and Yk (tm)
by using a DCT (3.37).
Terminal step: Compute zˆ0 (X0) and yˆ

0 (X0).
The algorithm for the exact simulation scheme, with final values zˆθ0(X0) and yˆ
θ
0(X0), is similar, except that we use COS 
formulas (3.32) and (3.33)–(3.34).
Remark 3.2. For constant drift μ and volatility σ terms we can apply the efficient Fast Fourier transform (FFT) algorithm to 
recover the Fourier cosine coefficients, as explained in [26].
4. Error analysis
In this section we perform an error analysis of the discretization with timesteps t for the 2.0-weak-Taylor scheme and 
parameter θ = 1/2. The convergence in N , the number of Fourier coefficients, is of second order, due to the use of discrete 
Fourier cosine transforms. The error of the Fourier cosine formulas has been analyzed in [9,10,26] and we refer to these 
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look at the local errors related to the discretization scheme for the FSDE. In Section 4.3 we discuss the local errors of the 
θ -time-discretization. A global error result is presented in Section 4.4.
The authors of [29] apply also an Order 2.0 weak Taylor scheme and a slightly different θ -scheme and they obtain 
second-order convergence in their numerical experiments, for which they use a Gauss–Hermite quadrature rule to approxi-
mate the conditional expectation.
4.1. Itô–Taylor expansion
The Itô–Taylor expansion of a general sufficiently smooth function h(t, x) reads [17]
h(tm+1, Xm,xm+1) =
∑
α∈A
hα(tm, x)Iα,m+1 +
∑
α∈B(A)
Iα[hα(., Xm,x. )]m+1, (4.1)
h(tm+2, Xm,xm+2) =
∑
β∈A
∑
α∈A
hαβ(tm, x)Iα,m+1 Iβ,m+2 +
∑
β∈A
∑
α∈B(A)
Iα[hαβ(Xm,x. )]m+1 Iβ,m+2
+
∑
β∈B(A)
Iβ [hβ(., Xm,x. )]m+2, (4.2)
with A a hierarchical set.
Lemma 4.1. For a sufficiently smooth function h(t, x) we have the following conditional expectations of the Itô–Taylor expansion
E
[
h(tm+1, Xm,xm+1)
]= h(tm, x) + h(0)(tm, x)t + h(0,0)(tm, x) 12 (t)2 +O((t)3), (4.3a)
E
[
h(tm+1, Xm,xm+1)ωm+1
]= h(1)(tm, x)t + [h(1,0)(tm, x) + h(0,1)(tm, x)] 12 (t)2 +O((t)3), (4.3b)
E
[
h(tm+2, Xm,xm+2)
]= h(tm, x) + h(0)(tm, x)2t + h(0,0)(tm, x)2(t)2 +O((t)3), (4.3c)
E
[
h(tm+2, Xm,xm+2)ωm+1
]= h(1)(tm, x)t + h(0,1)(tm, x) 12 (t)2 + h(1,0)(tm, x) 32 (t)2 +O((t)3), (4.3d)
E
[
h(tm+2, Xm,xm+2)ωm+2
]= h(1)(tm, x)t + h(0,1)(tm, x) 32 (t)2 + h(1,0)(tm, x) 12 (t)2 +O((t)3), (4.3e)
2
tE
[
h(tm+2, Xm,xm+2) (ωm+1 − ωm+2)
]= 2
t
[
h(1,0)(tm, x) − h(0,1)(tm, x)
]
(t)2 +O((t)2). (4.3f)
This lemma can be proved with the help of [17], Chapter 5.7. The definitions of the operators L0 and L1, equation (2.9), 
give
h(1,0)(tm, x) − h(0,1)(tm, x) = Dxh(tm, x)
[
σ(x)μx(x) − μ(x)σx(x) − 12σ 2(x)σxx(x)
]
. (4.4)
4.2. Local error -time-discretization FSDE
The weak convergence rate of the 2.0-weak-Taylor scheme is denoted by γ 2Tw = 2.
Lemma 4.2. For a sufficiently smooth function h(t, x) we have the following local weak errors of the 2.0-weak-Taylor scheme
E
[
h(tm+1, Xm,xm+1) − h(tm+1, X,m,xm+1 )
]
=O((t)γ 2Tw +1), (4.5a)
E
[(
h(tm+1, Xm,xm+1) − h(tm+1, X,m,xm+1 )
)
ωm+1
]
=O((t)γ 2Tw +1), (4.5b)
E
[
h(tm+2, Xm,xm+2) − h(tm+2, X,m,xm+2 )
]
=O((t)γ 2Tw +1), (4.5c)
E
[(
h(tm+2, Xm,xm+2) − h(tm+2, X,m,xm+2 )
)
ωm+1
]
=O((t)γ 2Tw +1), (4.5d)
E
[(
h(tm+2, Xm,xm+2) − h(tm+2, X,m,xm+2 )
)
ωm+2
]
=O((t)γ 2Tw +1), (4.5e)
2
tE
[
(h(tm+2, Xm,xm+2) − h(tm+2, X,m,xm+2 ))(ωm+1 − ωm+2)
]
=O((t)γ 2Tw +1). (4.5f)
For a proof we refer to Appendix A.
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The equation for ym(x) is given by (see (3.19))
ym(x) = E
[
ym+1(Xm,xm+1)
]+ t 12 f (tm,m(x)) + t 12E [ f (tm+1,m+1(Xm,xm+1))]+Rym(x), (4.6)
and the equation for zm(x) reads (see (3.20))
zm(x) = 2tE
[
ym+1(Xm,xm+1)ωm+1
]+E [ f (tm+1,m+1(Xm,xm+1))ωm+1]
−E [zm+1(Xm,xm+1)]+ 2tRzm(x), (4.7)
with θ -discretization errors
Rym(x) =
tm+1∫
tm
E
[
f (s,s(X
m,x
s ))
]
ds −
{
t 12 f (tm,m(x)) + t 12E
[
f (tm+1,m+1(Xm,xm+1))
]}
, (4.8)
Rzm(x) =
tm+1∫
tm
E
[
f (s,s(X
m,x
s ))(ωs −ωtm )
]
ds −
{
t 12E
[
f (tm+1,m+1(Xm,xm+1))ωm+1
]}
−
tm+1∫
tm
E
[
zs(X
m,x
s )
]
ds +
{
t 12 zm(x) + t 12E
[
zm+1(Xm,xm+1)
]}
. (4.9)
Here x denotes the exact solution of the FSDE (2.4) at time tm , in other words, x = Xm .
Lemma 4.3. For sufficiently smooth functions f (.) and g(.) the θ -discretization errors are of order
Rym(x) =O((t)3), (4.10a)
Rzm(x) =O((t)3). (4.10b)
Besides,
E
[Rym+1(Xm,xm+1)ωm+1]=O((t)4), (4.11a)
E
[Rzm+1(Xm,xm+1)]−Rzm(x) =O((t)4). (4.11b)
Proof. For equations (4.10a) and (4.10b) we use that for a general sufficiently smooth function h(t, x), with bounded deriva-
tives, it holds that
E
⎡
⎣ tm+1∫
tm
h(s, Xm,xs )ds − t 12
(
h(tm, x) + h(tm+1, Xm,xm+1)
)⎤⎦
= h(tm, x)t + h(0)(tm, x) 12 (t)2 + h(0,0)(tm, x) 13! (t)3 +O
(
(t)4
)
− t 12
(
h(tm, x) + h(tm, x) + h(0)(tm, x)t + h(0,0)(tm, x) 12 (t)2 +O
(
(t)3
))
= h(0,0)(tm, x)−112 (t)3 +O
(
(t)4
)
=O
(
(t)3
)
. (4.12)
For equation (4.10b) we use:
E
⎡
⎣ tm+1∫
tm
h(s, Xm,xs )ωm+1ds − t 12h(tm+1, Xm,xm+1)ωm+1
⎤
⎦
= h(1)(tm, x) 12 (t)2 +
[
h(1,0)(tm, x) + h(0,1)(tm, x)
] 1
3! (t)
3 +O((t)4)
− t 12
(
h(1)(tm, x)t +
[
h(1,0)(tm, x) + h(0,1)(tm, x)
] 1
2 (t)
2 +O((t)3)
)
= [h(1,0)(tm, x) + h(0,1)(tm, x)] −112 (t)3 +O ((t)4)=O ((t)3) . (4.13)
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E
⎡
⎢⎣ωm+1
⎛
⎜⎝
tm+2∫
tm+1
h(s, Xm,xs )ds − 12t
(
h(tm+1, Xm,xm+1) + h(tm+2, Xm,xm+2)
)⎞⎟⎠
⎤
⎥⎦
= E
⎡
⎢⎣ωm+1E
⎡
⎢⎣
tm+2∫
tm+1
h(s, X
m+1,Xm,xm+1
s )ds − t 12
(
h(tm+1, Xm,xm+1) + h(tm+2, X
m+1,Xm,xm+1
m+2 )
)⎤⎥⎦
⎤
⎥⎦
= E [ωm+1h(0,0)(tm+1, Xm,xm+1)] −112 (t)3 +O ((t)4)
= h(1,0,0)(tm, x)−112 (t)4 +O
(
(t)4
)
=O
(
(t)4
)
. (4.14)
For equation (4.11b) we use:
E
⎡
⎢⎣E
⎡
⎢⎣
tm+2∫
tm+1
h(s, X
m+1,Xm,xm+1
s )ds − t 12
(
h(tm+1, Xm,xm+1) + h(tm+2, X
m+1,Xm,xm+1
m+2 )
)⎤⎥⎦
⎤
⎥⎦
−E
⎡
⎣ tm+1∫
tm
h(s, Xm,xs )ds − t 12
(
h(tm, x) + h(tm+1, Xm,xm+1)
)⎤⎦
= E [h(0,0)(tm+1, Xm,xm+1)] −112 (t)3 − h(0,0)(tm, x)−112 (t)3 +O ((t)4)
=
(
h(0,0)(tm, x) + h(0,0,0)(tm, x)t +O
(
(t)2
)) −1
12 (t)
3
− h(0,0)(tm, x)−112 (t)3 +O
(
(t)4
)
= h(0,0,0)(tm, x)−112 (t)4 +O
(
(t)4
)
=O
(
(t)4
)
(4.15)
and
E
⎡
⎢⎣E
⎡
⎢⎣
tm+2∫
tm+1
h(s, X
m+1,Xm,xm+1
s )ωm+2ds − t 12h(tm+2, X
m+1,Xm,xm+1
m+2 )ωm+2
⎤
⎥⎦
⎤
⎥⎦
−E
⎡
⎣ tm+1∫
tm
h(s, Xm,xs )ωm+1ds − t 12h(tm+1, Xm,xm+1)ωm+1
⎤
⎦
= E [h(1,0)(tm+1, Xm,xm+1) + h(0,1)(tm+1, Xm,xm+1)] −112 (t)3 − [h(1,0)(tm, x) + h(0,1)(tm, x)] −112 (t)3 +O ((t)4)
=
(
[h(1,0)(tm, x) + h(0,1)(tm, x)] +
[
h(0,1,0)(tm, x) + h(0,0,1)(tm, x)
]
t +O
(
(t)2
)) −1
12 (t)
3
− [h(1,0)(tm, x) + h(0,1)(tm, x)] −112 (t)3 +O ((t)4)
= [h(0,1,0)(tm, x) + h(0,0,1)(tm, x)] −112 (t)4 +O ((t)4)=O ((t)4) . (4.16)
4.4. Global error -time-discretization scheme FBSDE
The equation for ym(x) is now given by
ym(x) = E
[
ym+1(X
,m,x
m+1 )
]
+ t 12 f (tm,m(x)) + t 12E
[
f (tm+1,m+1(X
,m,x
m+1 ))
]
, (4.17)
and the equation for zm(x) reads
zm(x) = 2tE
[
ym+1(X
,m,x
m+1 )ωm+1
]
+E
[
f (tm+1,m+1(X
,m,x
m+1 ))ωm+1
]
−E
[
zm+1(X
,m,x
m+1 )
]
. (4.18)
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
y
m(Xm, X

m ) := ym(Xm) − ym(Xm ), (4.19a)
zm(Xm, X

m ) := zm(Xm) − zm(Xm ), (4.19b)

f
m(Xm, X

m ) := f (tm,m(Xm)) − f (tm,m(Xm )), (4.19c)
and

y
m(x) := ym(x) − ym(x), (4.20a)
zm(x) := zm(x) − zm(x), (4.20b)

f
m(x) := f (tm,m(x)) − f (tm,m(x)). (4.20c)
For the error at time tm we find

y
m(Xm, X

m ) = ym(Xm) − ym(Xm) + ym(Xm) − ym(Xm )
=  ym(Xm) + ym(Xm) − ym(Xm ), (4.21a)
|E0[ ym(Xm, Xm )]| ≤ |E0[ ym(Xm)]| + |E0[ym(Xm) − ym(Xm )]|. (4.21b)
The second part is the weak error and, assuming that ym(x) and z

m(x) are 2(γ
2T
w + 1)- times continuously differentiable 
with polynomial growth, we have
|E0[ ym(Xm, Xm )]| ≤ |E0[ ym(Xm)]| +O((t)γ
2T
w ). (4.22)
Similarly, we get
|E0[zm(Xm, Xm )]| ≤ |E0[zm(Xm)]| +O((t)γ
2T
w ). (4.23)
We find the following bounds on the errors  ym(x) and 
z
m(x).
Theorem 4.1. Given
EM−1[| yM(XM)|] ∼O
(
(t)3
)
, ExM−1[|zM(XM)|] ∼O
(
(t)3
)
, (4.24)
then
E0
[| ym(Xm)| + t|zm(Xm)|]≤O ((t)2) . (4.25)
Remark 4.1. Theorem 4.1 states second-order convergence for Y and first-order convergence for Z . However, in our nu-
merical experiments we also find second-order convergence for Z if we apply the 2.0-weak-Taylor scheme and θ = 1/2. 
Higher-order schemes are developed in [5,4]. In our case a Fourier-based method results in a very efficient numerical 
scheme.
Remark 4.2. For the scheme with θ = 1 the θ -discretization errors are one order lower and we find first-order convergence. 
For the Euler and Milstein schemes, the weak convergence rate γ 2Tw = 2 should be replaced by their weak convergence rates 
γ Ew = 1 and γ Mw = 1, respectively, and we find, for both θ = 1/2 and θ = 1, first order convergence.
Proof. Error Y For the Y -component we have with (4.6) and (4.17)

y
m(x) = ym(x) − ym(x) (4.26)
= E
[

y
m+1(X
m,x
m+1, X
,m,x
m+1 )
]
+ t 12 fm(x) + t 12E
[

f
m+1(X
m,x
m+1, X
,m,x
m+1 )
]
+Rym(x).
It follows, with equality (4.5a), that
E
[

y
m+1(X
m,x
m+1, X
,m,x
m+1 )
]
= E [ ym+1(Xm,xm+1)]+E[ym+1(Xm,xm+1) − ym+1(X,m,xm+1 )]
= E [ ym+1(Xm,xm+1)]+O((t)γ 2Tw +1), (4.27a)
E
[

f
m+1(X
m,x
m+1, X
,m,x
m+1 )
]
= E
[

f
m+1(X
m,x
m+1)
]
+E
[
f (tm+1,m+1(X
m,x
m+1)) − f (tm+1,m+1(X,m,xm+1 ))
]
= E
[

f
m+1(X
m,x
m+1)
]
+O((t)γ 2Tw +1). (4.27b)
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| fm(x)| ≤ L f
(| ym(x)| + |zm(x)|) , (4.28a)∣∣∣E[ fm+1(Xm,xm+1)]∣∣∣≤ L f E [| ym+1(Xm,xm+1)| + |zm+1(Xm,xm+1)|] . (4.28b)
Then,
| ym(x)| ≤
1+ 12tL f
1− 12tL f
|E [ ym+1(Xm,xm+1)] | +
1
2tL f
1− 12tL f
|zm(x)| (4.29)
+
1
2tL f
1− 12tL f
E
[|zm+1(Xm,xm+1)|]+ 11− 12tL f O((t)
γ 2Tw +1) + 1
1− 12tL f
O((t)3).
Error Z For the Z -component we have, with (4.7) and (4.18)
zm(x) = zm(x) − zm(x)
= 2
tE
[

y
m+1(X
m,x
m+1, X
,m,x
m+1 )ωm+1
]
+E
[

f
m+1(X
m,x
m+1, X
,m,x
m+1 )ωm+1
]
−E
[
zm+1(X
m,x
m+1, X
,m,x
m+1 )
]
+ 2
tRzm(x). (4.30)
Substituting the similar equations for  ym+1 and 
z
m+1 as in (4.26) and (4.30) gives,
zm(x) = 2tE
[

y
m+2(X
m,x
m+2, X
,m,x
m+2 )ωm+1
]
+E
[

f
m+1(X
m,x
m+1, X
,m,x
m+1 )ωm+1
]
+E
[

f
m+2(X
m,x
m+2, X
,m,x
m+2 )ωm+1
]
+ 2
tE
[Rym+1(Xm,xm+1)ωm+1]
+E
[

f
m+1(X
m,x
m+1, X
,m,x
m+1 )ωm+1
]
− 2
tE
[

y
m+2(X
m,x
m+2, X
,m,x
m+2 )ωm+2
]
−E
[

f
m+2(X
m,x
m+2, X
,m,x
m+2 )ωm+2
]
+E
[
zm+2(X
m,x
m+2, X
,m,x
m+2 )
]
− 2
tE
[Rzm+1(Xm,xm+1)]+ 2tRzm(x). (4.31)
The different terms in the above equation can be bounded as follows:
• With equality (4.5c),∣∣∣E[zm+2(Xm,xm+2, X,m,xm+2 )]∣∣∣≤ ∣∣E [zm+2(Xm,xm+2)]∣∣+O((t)γ 2Tw +1). (4.32)
• With equality (4.5b),∣∣∣2E[ fm+1(Xm,xm+1, X,m,xm+1 )ωm+1]∣∣∣≤ C√t| fm+1(Xm,xm+1)|∞ +O((t)γ 2Tw +1), (4.33)
where |.|∞ denotes the infinite norm and C > 0 a constant.
• With equality (4.5d),∣∣∣E[ fm+2(Xm,xm+2, X,m,xm+2 )ωm+1]∣∣∣≤ C√t| fm+2(Xm,xm+2)|∞ +O((t)γ 2Tw +1). (4.34)
• With equality (4.5e),∣∣∣E[ fm+2(Xm,xm+2, X,m,xm+2 )ωm+2]∣∣∣≤ C√t| fm+2(Xm,xm+2)|∞ +O((t)γ 2Tw +1). (4.35)
• With2 equality (4.5f),∣∣∣ 2tE[ ym+2(Xm,xm+2, X,m,xm+2 )(ωm+1 − ωm+2)]
∣∣∣
≤ 2
t
∣∣E [ ym+2(Xm,xm+2)(ωm+1 − ωm+2)]∣∣+O((t)γ 2Tw +1). (4.36)
We use the following inequality (see equation (4.3f))
2
t
∣∣E [ ym+2(Xm,xm+2)(ωm+1 − ωm+2)]∣∣≤ Ct|σ(x)Dx ym (x)|, (4.37)
with
2 For constant drift μ(.) and volatility σ(.) this term cancels, see [26].
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= zm(x) − zm(x) + zm(x) − L1 ym(x)
= zm(x) + zm(x) − L1 ym(x) (4.38)
and
zm(x) − L1 ym(x) = 2tE
[
ym+1(X
,m,x
m+1 )ωm+1
]
+E
[
f (tm+1,m+1(X
,m,x
m+1 ))ωm+1
]
−E
[
zm+1(X
,m,x
m+1 )
]
− L1 ym(x)
= 2
tE
[
ym+1(X
m,x
m+1)ωm+1
]+E [ f (tm+1,m+1(Xm,xm+1))ωm+1]
−E [zm+1(Xm,xm+1)]+O((t)γ 2Tw ) − L1 ym(x). (4.39)
With equations (4.3a) and (4.3b) we find
zm(x) − L1 ym(x) ≈ 2t L1 ym(x)t + 2t [L1L0 ym(x) + L0L1 ym(x)] 12 (t)2
+ L1 f (tm,m(x))t + [L1L0 f (tm,m(x)) + L0L1 f (tm,m(x))] 12 (t)2
− zm(x) − L0zm(x)t +O((t)γ
2T
w ) − L1 ym(x). (4.40)
We deduce that zm(x) − L1 ym(x) =O(t) and
2
t
∣∣E [ ym+2(Xm,xm+2)(ωm+1 − ωm+2)]∣∣≤ Ct|zm(x)| +O ((t)2) . (4.41)
We can now bound the absolute error by
(1− Ct)|zm(x)| ≤ |E
[
zm+2(X
m,x
m+2)
] | + c√t| fm+2(Xm,xm+2)|∞ + c√t| fm+1(Xm,xm+1)|∞
+ 2
t
∣∣E [ ym+2(Xm,xm+2)(ωm+1 − ωm+2)]∣∣+O((t)2) +O((t)γ 2Tw +1). (4.42)
Total error Summing up the errors gives us, for t ≤ 1, (m ≤ M − 3)
E
[| ym(x)|∞ + t|zm(x)|∞ + t|zm+1(Xm,xm+1)|∞]
≤ AE [| ym+2(Xm,xm+2)|∞ + t|zm+2(Xm,xm+2)|∞ + t|zm+3(Xm,xm+3)|∞]+ B with
A = 1+ Q t,
B =O((t)3) +O((t)γ 2Tw +1), (4.43)
with Q > 0 a constant. Iterating this equality results in Theorem 4.1.
5. Numerical experiments FBSDE
In this section we discuss numerical experiments. MATLAB 7.11.0 is used for the computations. In the experiments we 
use θ = 1/2 and θ = 1. Similar as in [26], we prescribe a computational domain [a, b] by
[a,b] = [κ1 − L√κ2, κ1 + L√κ2] , (5.1)
with cumulants of one Euler step κ1 = X0 + μ(X0)T and κ2 = σ 2(X0)T , and L = 10. Furthermore, we set the number of 
terms in the Fourier cosine series expansions equal to N = 29. For these values the BCOS method has converged in N to 
machine precision.
5.1. Example 1
The first example is derived from [21,20]. We take drift and diffusion term
μ(x) = x(1+ x
2)
(2+ x2)3 , σ (x) =
1+ x2
2+ x2 . (5.2)
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Table 2
CPU time (s).
(N = 29) M 4 8 16 32 64 128 256 512
Euler θ = 1 0.0376 0.0507 0.0563 0.0852 0.1442 0.2620 0.5005 0.9958
2.0-weak-Taylor θ = 12 0.0976 0.1247 0.1249 0.1738 0.2738 0.4698 0.8668 1.6545
(M = 256) N 26 27 28 29
Euler θ = 1 0.1760 0.2028 0.2661 0.5005
2.0-weak-Taylor θ = 12 0.2068 0.2438 0.4711 0.8668
The driver function and terminal condition are given by
f (t, x, y, z) = 1
t + 1 exp
(
− x
2
t + 1
)(
4x2(1+ x2)
(2+ x2)3 +
(1+ x2)2
(2+ x2)2
(
1− 2x
2
t + 1
)
− x
2
t + 1
)
− zx
(2+ x2)2
√√√√1+ y2 + exp(− 2x2t+1)
1+ 2y2 , (5.3a)
g(x) = exp
(
− x
2
T + 1
)
. (5.3b)
The exact solution reads v(t, x) = exp
(
− x2t+1
)
. For the experiment we use parameter values T = 10 and X0 = 1. The 
results are shown in Fig. 5.1. Only with the 2.0-weak-Taylor scheme and θ = 1/2 we achieve second-order convergence 
in M , as expected. Notice that κ(x) = 0 for x = 0, and then the characteristic function is given by equation (3.6). The 
characteristic function decreases at a lower exponential rate in u for x ≈ 0. This gives rise to an unstable behavior when N
is not sufficiently high. In the figure this is visible for values M < 4.
Table 2 shows CPU times, where the small values demonstrate the efficiency of the BCOS method. Computation of the 
characteristic function and the function f on an x-grid are the most time-consuming parts of the algorithm. The compu-
tation time is linear in the number of timesteps M and of O(N2) in the number of terms in the Fourier cosine series 
expansions. The latter is not clearly measurable for these values of N as a significant part of the computation time is spend 
on discrete Fourier cosine transforms, which is of order O(N logN).
5.2. Example 2: European call option – CEV – P-measure
In the second example we compute the price v(t, Xt) of a European call option where the underlying asset follows the 
CEV asset price process,
dXs = μ¯Xsds + σ¯ Xγs dωs, (5.4)
with γ > 0. The exact solution is given by the CEV price [13]. For the derivation of the corresponding semilinear PDE we set 
up a self-financing portfolio Ys with as assets and bonds with risk-free return rate r. Markets are assumed to be complete 
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in this model, there are no trading restrictions, and the option can be exactly replicated by the hedging portfolio, that is 
YT = max(XT − K , 0). Then, the option value at initial time should be equal to the initial value of the portfolio. The hedge 
portfolio evolves according to the SDE
dYs = r(Ys − as Xs)ds + asdXs = (rYs + (μ(Xs) − r Xs)as)ds + σ(Xs)asdωs. (5.5)
If we set Zs = σ(Xs)as , then (Y , Z) solve the FBSDE
dYs = − f (s, Xs, Ys, Zs)ds + Zsdωs, YT = max(XT − K ,0), (5.6a)
f (t, x, y, z) = −ry − μ(x) − rx
σ(x)
z = −ry − μ¯ − r
σ¯
x1−γ z. (5.6b)
Yt corresponds to the value of the portfolio and Zt is related to the hedging strategy. The option value is given by 
v(t, Xt) = Yt and σ(Xt)Dxv(t, Xt) = Zt .
For the tests, we use the following parameter values
X0 = 100, K = 100, r = 0.1, μ¯ = 0.2, T = 0.1. (5.7)
We take the elasticity of variance equal to γ = 0.2 and γ = 0.8 and choose σ¯ so that σ(X0) = 25.
As the terminal coefficients Zk (tM) (equation (3.41b)) and Fk (tM) (equation (3.41c)) are not known analytically and 
the corresponding functions are not smooth we take θ = 1 in the first iteration with time step (t)2. With this choice 
we do not need to compute these terminal coefficients but keep second-order convergence in the first iteration. We use a 
very large number of timesteps M = 104 to get reference values Z0. The results for the Euler, Milstein, and 2.0-weak-Taylor 
schemes are shown in Fig. 5.2. Again we achieve second-order convergence in M with the 2.0-weak-Taylor scheme and 
θ = 1/2.
5.3. Example 3: bond price – CIR
In this section we consider the CIR interest rate process
dXs = (x¯− Xs)ds + η
√
Xsdωs. (5.8)
The PDE for the zero-coupon bond price is given by [27, p. 275]
∂v
∂t
(t, x) + (x¯− x)Dxv(t, x) + 12η2xD2x v(t, x) − xv(t, x) = 0, (t, x) ∈ [0, T ) ×R+, (5.9a)
v(T , x) = 1, x ∈R+. (5.9b)
This problem is related to the FBSDE
dYs = − f (s, Xs, Ys, Zs)ds + Zsdωs, YT = 1, (5.10a)
f (t, x, y, z) = −xy. (5.10b)
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The exact solution is given by
h =
√
2 + 2η2, (5.11a)
A(t, T ) =
⎛
⎝ 2he 12 (+h)(T−t)
2h + ( + h)(eh(T−t) − 1)
⎞
⎠
2 x¯/η2
, (5.11b)
B(t, T ) = 2(e
(T−t)h − 1)
2h + ( + h)(eh(T−t) − 1) , (5.11c)
v(t, x) = A(t, T )exp(−B(t, T )x). (5.11d)
For the tests, we use the following parameter values
X0 = 0.04, x¯ = 0.01,  = 0.2, η = 0.1, T = 0.25. (5.12)
The Feller condition is not satisfied and the process may reach zero. This is a nontrivial situation for Monte Carlo 
methods but for BCOS it is no problem, as we take the left-hand side of the computational domain equal to a = 0. For the 
exact simulation approach (Section 3.3.1) we use the characteristic function in equation (2.24). The results for the Euler, 
Milstein, 2.0-weak-Taylor and exact simulation schemes are shown in Fig. 5.3. The 2.0-weak-Taylor and exact simulation 
scheme give almost the same results, with second-order convergence for θ = 1/2.
5.4. Example 4: time-dependent drift and diffusion
The drift and diffusion terms of the FSDE, see equation (2.4), did not depend on time. In this last example we generalize 
the method by a time-dependent drift μ(t, x) and diffusion σ(t, x). The numerical schemes in Sections 2 and 3 remain valid 
and the only change is due to the time-derivative in the diffusion operator L0, equation (2.9). The functions m(x) and s(x)
in Section 3.1 for the 2.0-weak-Taylor scheme become time-dependent:
m(t, x) = μ(t, x) − 12σ(t, x)σx(t, x) + 12
(
μt(t, x) +μ(t, x)μx(t, x) + 12μxx(t, x)σ 2(t, x)
)
t, (5.13a)
s(t, x) = σ(t, x) + 12
(
μx(t, x)σ (t, x) + σt(t, x) +μ(t, x)σx(t, x) + 12σxx(t, x)σ 2(t, x)
)
t. (5.13b)
We perform a test for the price v(t, Xt) of a call option where the underlying asset follows a geometric Brownian motion 
with time-dependent drift and volatility. We choose the following periodic functionals:
μ(t, x) := μ¯(t)x, μ¯(t) := μ¯0 + μ¯1 sin
(
2πt
ζ1
)
+ μ¯2 sin
(
2πt
ζ2
)
, (5.14a)
σ(t, x) := σ¯ (t)x, σ¯ (t) := σ¯0 + σ¯1 sin
(
2πt
)
+ σ¯2 sin
(
2πt
)
. (5.14b)ζ1 ζ2
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The hedge portfolio, see Section 5.2, evolves according to the SDE
dYs =
(
rYs + μ¯(s) − r
σ¯ (s)
σ¯ (s)as Xs
)
ds + σ(s, Xs)asdωs. (5.15)
If we set Zs = σ(s, Xs)as , then (Y , Z) solve the FBSDE
dYs = − f (s, Xs, Ys, Zs)ds + Zsdωs, YT = max(XT − K ,0), (5.16a)
f (t, x, y, z) = −ry − μ¯(t) − r
σ¯ (t)
z. (5.16b)
Again the option value is given by v(t, Xt) = Yt and σ(t, Xt)Dxv(t, Xt) = Zt . The exact solution of this local volatility 
model is given by the Black–Scholes price and Delta with volatility parameter 
√
1
T−t
∫ T
t σ¯
2(s)ds [24]. For the tests, we use 
the following parameter values
X0 = 100, K = 100, r = 0.1, μ¯0 = 0.2, σ¯0 = 0.25, T = 0.25,
μ¯1 = 0.1, μ¯2 = 0.02, σ¯1 = 0.125, σ¯2 = 0.025, ζ1 = 1, ζ2 = 14 , (5.17)
with the exact solutions Y0 = v(t0, X0) = 7.8159 and Z0 = σ X0Dxv(t0, X0) = 14.8115. The results are shown in Fig. 5.4. 
The computation time has increased because the characteristic function (3.5) changes with each timestep. The computation 
time for M = 1000 is about eight times longer.
6. Conclusion
In this paper we extended the probabilistic numerical BCOS method [26], for solving decoupled forward–backward 
stochastic differential equations. The underlying forward stochastic differential equation is now approximated by dif-
ferent Taylor discretization schemes, such as the Euler, Milstein, and Order 2.0 weak Taylor schemes, or by exact 
simulation. The discretization of the FBSDE with the θ -method results in a backward induction scheme with condi-
tional expectations. The expected values are approximated by a Fourier cosine method and relies on the availabil-
ity of the characteristic function for these discrete Taylor schemes. In this way we generalize the applicability of the 
BCOS method to FSDEs for which the ‘continuous’ characteristic function is not available. The Fourier cosine coeffi-
cients are recovered recursively in an efficient way by using discrete Fourier cosine transforms and an FFT algorithm. 
Numerical tests demonstrate the applicability of the BCOS method for BSDEs in financial problems. In the tests we ob-
served different convergence results for Z0 and Y0. The 2.0-weak-Taylor and exact simulation scheme with θ = 1/2
result in second-order convergence in the number of timesteps of the BCOS method, as expected from the error analy-
sis.
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The Itô–Taylor expansion of FSDE Xt reads (with c(x) = x)
Xm,xm+1 =
∑
α∈A
cα(x)Iα,m+1 +
∑
α∈B(A)
Iα[cα(Xm,x. )]m+1, (A.1a)
Xm,xm+2 =
∑
β∈A
cβ(X
m,x
m+1)Iβ,m+2 +
∑
β∈B(A)
Iβ [cβ(Xm,x. )]m+2. (A.1b)
For the Order 2.0 weak Taylor scheme we have
A= {v, (0), (1), (1,1), (1,0), (0,1), (0,0)} and
B(A) = {(1,1,1), (0,0,1), (0,1,0), (1,0,0), (0,1,1), (1,0,1), (1,1,0), (0,0,0)}. (A.2)
The discrete approximations read
X,m,xm+1 =
∑
α∈A
cα(x)Iα,m+1, X,m,xm+2 =
∑
β∈A
cβ(X
,m,x
m+1 )Iβ,m+2. (A.3)
With the theory in Chapter 5.7 of [17] we find
Em
[ ∑
α∈B(A)
Iα[h(., X.)]m+1
]
=O((t)γ 2Tw +1), (A.4a)
Em
[ ∑
α∈B(A)
Iα[h(., X.)]m+1ωm+1
]
=O((t)γ 2Tw +1), (A.4b)
2
tEm
[ ∑
α∈B(A)
I(0,α)[h(0,α)(., X.)]m+1ωm+1
]
= 0, (A.4c)
2
tEm
[ ∑
α∈B(A)
I(1,α)[h(1,α)(., X.)]m+1ωm+1
]
=O((t)γ 2Tw +1), (A.4d)
2
tEm
[ ∑
α∈B(A)
I0[h(0,α)(., X.)]m+1
]
=O((t)0), (A.4e)
2
tEm
[ ∑
α∈B(A)
I1[h(1,α)(., X.)]m+1
]
= 0, (A.4f)
2
tEm
[ ∑
α∈A\α∅
Iα,m+1
]
+ 2
tEm+1
[ ∑
α∈A\α∅
Iα,m+1ωm+1
]
=O((t)0). (A.4g)
With the above equations we find
E
[
Xm,xm+1 − X,m,xm+1
]
= E
[ ∑
α∈B(A)
Iα[cα(Xm,x. )]m+1
]
=O((t)γ 2Tw +1), (A.5a)
E
[(
Xm,xm+1 − X,m,xm+1
)
ωm+1
]
= E
[ ∑
α∈B(A)
Iα[cα(Xm,x. )]m+1ωm+1
]
=O((t)γ 2Tw +1). (A.5b)
The Taylor series of function h(tm+1, x) in x gives
h(tm+1, Xm,xm+1) − h(tm+1, X,m,xm+1 ) = (−1)+1
∞∑
=1
1
!h
()(tm+1, Xm,xm+1)
(
Xm,xm+1 − X,m,xm+1
)
. (A.6)
By using the strong error result ([17], Chapter 5.9)
E
[ ∣∣∣Xm,xm+1 − X,m,xm+1 ∣∣∣ ]=O((t)1.5) (A.7)
for  ≥ 2 and formula (4.1) for  = 1, we find
E
[
h(tm+1, Xm,xm+1) − h(tm+1, X,m,xm+1 )
]
=O((t)γ 2Tw +1), (A.8a)
E
[(
h(tm+1, Xm,xm+1) − h(tm+1, X,m,xm+1 )
)
ωm+1
]
=O((t)γ 2Tw +1). (A.8b)
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,m,x
m+2 as
Xm,xm+2 − X,m,xm+2 =
⎛
⎝∑
β∈A
cβ(X
m,x
m+1)Iβ,m+2 +
∑
β∈B(A)
Iβ [cβ(Xm,x. )]m+2
⎞
⎠− ∑
β∈A
cβ(X
m,x
m+1)Iβ,m+2
+
∑
β∈A
cβ(X
m,x
m+1)Iβ,m+2 −
∑
β∈A
cβ(X
,m,x
m+1 )Iβ,m+2
=
∑
β∈B(A)
Iβ [cβ(Xm,x. )]m+2
+
∑
β∈A
(
cβ(X
m,x
m+1) − cβ(X,m,xm+1 )
)
Iβ,m+2
=
∑
β∈B(A)
Iβ [cβ(Xm,x. )]m+2
+
∑
β∈A\α∅
(
cβ(X
m,x
m+1) − cβ(X,m,xm+1 )
)
Iβ,m+2 +
∑
α∈B(A)
Iα[cα(Xm,x. )]m+1. (A.9)
Then we find
E
[
Xm,xm+2 − X,m,xm+2
]
= E
[ ∑
β∈B(A)
Iβ [cβ(Xm,x. )]m+2
]
+E
[∑
β∈A
(
cβ(X
m,x
m+1) − cβ(X,m,xm+1 )
)
Iβ,m+2
]
=O((t)γ 2Tw +1), (A.10a)
E
[(
Xm,xm+2 − X,m,xm+2
)
ωm+1
]
= E
[ ∑
β∈B(A)
Iβ [cβ(Xm,x. )]m+2ωm+1
]
+E
[∑
β∈A
(
cβ(X
m,x
m+1) − cβ(X,m,xm+1 )
)
Iβ,m+2ωm+1
]
=O((t)γ 2Tw +1), (A.10b)
E
[(
Xm,xm+2 − X,m,xm+2
)
ωm+2
]
= E
[ ∑
β∈B(A)
Iβ [cβ(Xm,x. )]m+2ωm+2
]
+E
[∑
β∈A
(
cβ(X
m,x
m+1) − cβ(X,m,xm+1 )
)
Iβ,m+2ωm+2
]
=O((t)γ 2Tw +1). (A.10c)
Furthermore,
2
tE
[
(Xm,xm+2 − X,m,xm+2 ) (ωm+1 − ωm+2)
]
=O((t)γ 2Tw +1). (A.11)
For the above result we divide the expected value into three parts with equation (A.9). Firstly
2
tE
[ ∑
β∈B(A)
Iβ [cβ(Xm,x. )]m+2ωm+1
]
= 2
tE
[( ∑
β∈B(A)
cβ(X
m,x
m+1)Iβ,m+2 +
∑
β∈B(A)
I(0,β)[c(0,β)(Xm,x. )]m+2 +
∑
β∈B(A)
I(1,β)[c(1,β)(Xm,x. )]m+2
)
ωm+1
]
=O((t)γ 2Tw +1), (A.12)
secondly
2
tE
[ ∑
β∈A\α∅
(
cβ(X
m,x
m+1) − cβ(X,m,xm+1 )
)
Iβ,m+2 (ωm+1 − ωm+2)
]
=O((t)γ 2Tw +1), (A.13)
and thirdly
2
tE
[ ∑
α∈B(A)
Iα[cα(Xm,x. )]m+1ωm+1
]
− 2
tE
[ ∑
β∈B(A)
Iβ [cβ(Xm,x. )]m+2ωm+2
]
= 2
tE
[( ∑
cα(x)Iα,m+1 + I(0,α)[c(0,α)(Xm,x. )]m+1 + I(1,α)[c(1,α)(Xm,x. )]m+1
)
ωm+1
]
α∈B(A)
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tE
[( ∑
β∈B(A)
cβ(x)Iβ,m+2 + I0[c(0,β)(Xm,x. )]m+1 Iβ,m+2 + I1[c(1,β)(Xm,x. )]m+1 Iβ,m+2
+ I(0,β)[c(0,β)(Xm,x. )]m+2 + I(1,β)[c(1,β)(Xm,x. )]m+2
)
ωm+2
]
=O((t)γ 2Tw +1). (A.14)
Note that in the above equation the terms cα(x)Iα,m+1 and cβ(x)Iβ,m+2 cancel out.
The Taylor series of function h(tm+2, x) in x gives
h(tm+2, Xm,xm+2) − h(tm+2, X,m,xm+2 ) = (−1)+1
∞∑
=1
1
!h
()(tm+2, Xm,xm+2)
(
Xm,xm+2 − X,m,xm+2
)
. (A.15)
By using the strong error result
E
[ ∣∣∣Xm,xm+2 − X,m,xm+2 ∣∣∣ ]=O((t)1.5) (A.16)
for  ≥ 2 and formula (4.2) for  = 1, we find
E
[
h(tm+2, Xm,xm+2) − h(tm+2, X,m,xm+2 )
]
=O((t)γ 2Tw +1), (A.17a)
E
[(
h(tm+2, Xm,xm+2) − h(tm+2, X,m,xm+2 )
)
ωm+1
]
=O((t)γ 2Tw +1), (A.17b)
E
[(
h(tm+2, Xm,xm+2) − h(tm+2, X,m,xm+2 )
)
ωm+2
]
=O((t)γ 2Tw +1), (A.17c)
2
tE
[
(h(tm+2, Xm,xm+2) − h(tm+2, X,m,xm+2 )) (ωm+1 − ωm+2)
]
=O((t)γ 2Tw +1). (A.17d)
Remark A.1. For the Euler scheme we have
A= {v, (0), (1)} and B(A) = {(1,1), (1,0), (0,1), (0,0)} (A.18)
and for the Milstein scheme
A= {v, (0), (1), (1,1)} and B(A) = {(1,0), (0,1), (0,0), (1,1,1), (0,1,1)}. (A.19)
For the Euler and Milstein scheme the weak convergence rate γ 2Tw = 2 is replaced by their weak convergence rates γ Ew = 1
and γ Mw = 1, respectively.
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