Abstract. Fermionic formulae originate in the Bethe ansatz in solvable lattice models. They are specific expressions of some q-polynomials as sums of products of q-binomial coefficients. We consider the fermionic formulae associated with general non-twisted quantum affine algebra Uq(X (1) n ) and discuss several aspects related to representation theories and combinatorics. They include crystal base theory, one dimensional sums, spinon character formulae, Q-system and combinatorial completeness of the string hypothesis for arbitrary Xn.
Introduction
Many important q-polynomials and q-series arising in representation theory and combinatorics can be expressed as sums of products of q-binomial or multinomial coefficients. Among them there are a class of formulae connected with the Bethe ansatz.
Consider the tensor product of the L-copies of the vector representation W
(1) 1 ≃ C 2 of sl(2):
1 ⊗ · · · ⊗ W
1 . Decomposing W into irreducible components one gets
where the multiplicity M (W, λ) of the λ-highest weight representation V (λ) is the well known Kostka number K λ, (1 L ) .
In physics one regards W as a Hilbert space of a statistical mechanical model, spin 1 2 Heisenberg chain, and tries to diagonalize an sl(2)-linear operator on W called the row transfer matrix (RTM). The Bethe ansatz is a method to construct the eigenvectors of RTM that are sl(2)-highest 1 . Thus M is counted as the number of the solutions to the Bethe equation. Under the string hypothesis [Be] it leads to 1991 Mathematics Subject Classification. Primary 81R10, 81R50, 82B23; Secondary 05E15. 1 This is so for systems with Yangian symmetry as in the XXX Heisenberg chain. Those systems associated with trigonometric solutions to the Yang-Baxter equation can have a RTM that does not commute with Uq(sl(2)) nor sl(2). In such a case, the Bethe ansatz produces not only the highest weight vectors but also the other weight vectors. 
Here the {m} sum is taken over m i ≥ 0 (i ≥ 1), such that 2 i≥1 im i = L − k for λ corresponding to the (k + 1)-dimensional representation. The q-analogue M (W, λ, q) 2 is counting the spectrum of the momentum (cyclic lattice shift operator) which is a specialization of the RTM. The formula involves (q-)binomial without signs reflecting the "fermionic" nature of the counting in the Bethe ansatz. The idea to apply the Bethe ansatz to representation theory and combinatorics has been initiated in [KR1, KR2] and has led to fruitful results. For example, M (W, λ, q) in the above turns out to be the Kostka-Foulkes polynomial K λ,(1 L ) (q) [Ma] . See [Ki3] and reference therein.
On the other hand, there is another important idea from Baxter's corner transfer matrix (CTM) method [ABF, B] . It indicates that in the limit L → ∞, the space W has a structure of an integrable highest weight module over the quantum affine algebra U q ( sl (2)) 3 .
To be more precise we invoke the crystal base theory of Kashiwara [Kas] and regard W
(1) 1 as a U ′ q ( sl(2))-module, which has a perfect crystal B. Then in the limit L → ∞, a subset of the semi-infinite tensor product · · · ⊗ B ⊗ B turns out to be isomorphic to the crystal base of the level 1 integrable highest weight module over U q ( sl(2)) [KMN1] . Moreover B ⊗L with finite L is isomorphic to the crystal base of a Demazure module [KMOU] . By using the notion of path and energy function, one can define One dimensional sum (1dsum):
where H(1 ⊗ 1) = H(2 ⊗ 1) = H(2 ⊗ 2) = 1, H(1 ⊗ 2) = 0, and the {b} sum is taken over b j ∈ {1, 2} (1 ≤ j ≤ L), such that m j=1 (δ bj ,1 − δ bj ,2 ) ≥ 0 for 1 ≤ m ≤ L − 1 and = k for m = L. This is the branching coefficient of the (k + 1)-dimensional U q (sl(2))-module in the Demazure module, which is graded by the null root q = e −δ . See X(B ⊗L , λ, q) in (3.1) for the general definition. When q = 1, both M and X give the multiplicity of the same representation in W . In q case, they are related to the spectrum of the RTM and CTM, respectively. Their spectra are different in general although they are expected to be the same in the "CFT" limit, which involves L → ∞ at least. It is therefore remarkable that is known to hold for finite L 4 . Note here that the Bethe ansatz play a complementary role with the CTM and the crystal base theory. The latter provides a conceptual definition of the 1dsum X, while the former offers a specific formula M which is fermionic. This kind of phenomena have been conjectured or proved for a variety of setting and a wide class of representations. There are immense literatures on this, see for example [Ber, BMS, BMSW, BLS, DF, DKKMM, FLW, FOW, FS, Ge, HKKOTY, KM, Ki3, KR1, KSS, NRT, OPW, SW, Wa] and the reference therein. Especially there are extensive results on fractional level case of A (1) 1 cf. [BMS, FLW] . However, beyond the A (1) 1 or A (1) n case to which these literatures are mostly devoted, there are relatively few works concerning general X (1) n especially at higher level, cf. [KR2, KNS, Y] .
The aim of this paper is to treat all the non-twisted quantum affine algebra U q (X (1) n ) on an equal footing. We formulate a general X = M conjecture and discuss its several consequences and applications that generalize or unify many earlier results. Let us give an overview of them aligned in the sections 2 -8 in the main text.
In section 2, we introduce a conjectural family of crystals B r,s of the finite dimensional representation W (r) s of U ′ q (X (1) n ) (1 ≤ r ≤ n, s ∈ Z ≥1 ). Its existence is suggested from the Bethe ansatz argument in [KR2] for the Yangian Y (X n ) case. We propose a criterion telling whether B r,s is perfect or not according to r, s and the root data of X n . When B r,s is perfect, the theory of [KMN1] applies and the semi-infinite tensor product · · · ⊗ B r,s ⊗ B r,s becomes isomorphic to the crystal base of an integrable highest weight U q (X (1) n )-module. When B r,s is non-perfect, we conjecture that · · · ⊗ B r,s ⊗ B r,s is isomorphic to the crystal base of a certain tensor product module. This conjecture, indicated again from the Bethe ansatz [Ku] , has been proved in [HKKOT] in some cases.
In section 3, the 1dsums, either classically restricted one X (B, λ, q) or level restricted one X l (B, λ, q) , are defined for arbitrary inhomogeneous B = B r1,s1 ⊗ · · · ⊗ B rL,sL . By definition, the classically restricted one X(W, λ, q) at q = 1 coincides with the multiplicity [W : λ] 
s1 ⊗ · · ·⊗ W (rL) sL regarded as a U q (X n )-module. Relations of L → ∞ limit of the 1sums (homogeneous case) to the branching functions are also stated including the non-perfect case. We shall also formulate the conjecture X = M , where the definition of the fermionic form M is postponed to section 4.
In section 4, we define the fermionic formula M (W, λ, q) and its restricted version M l (W, q) for general inhomogeneous W = W (r1) s1
sL . We shall also introduce a modified one N l (W, λ, q) , for which we allow negative "vacancy numbers" p (a) i in the Bethe ansatz terminology. This is a noteworthy difference from M 's. Nevertheless we conjecture that they are the same for λ in the dominant chamber, see Conjecture 4.3. The N ∞ (W, λ, 1) has a nice behaviour under the Weyl group (cf. Remark 8.8, Conjecture 8.9) and plays an essential role in section 8.
One of the important advantages of the fermionic formulae is that we can derive the spinon character formulae for the branching functions by taking the limit L → ∞ in M (W (r) ⊗L s , λ, q). We do this in section 5, generalizing the calculations in [HKKOTY] . In general, the spinon character formulae are related with the particle structure of the model, or the domain wall description of the paths [NY1, NY2, ANOT, BPS, BS, BLS] . For simply laced X n , the spinon character formulae derived here are consistent with the conjectured particle structure of the model, i.e. for any level k, the particles are labeled by the fundamental representations [FT] and their S-matrices are the tensor products of those for U q (X (1) n ) and its RSOS analogues [R] .
In section 6, a recursion relation satisfied by the fermionic formulae is proved. In section 7, we discuss closely related difference equations among the characters Q (r)
We verify that the Q-system is indeed valid for A n , B n , C n and D n as announced in [KR2] and include a proof for B n case. In addition we establish some asymptotic property of the Q (r) s -functions needed in section 8.
Finally, in section 8, we formulate and prove Theorem 8.1 related to the combinatorial completeness of string hypothesis of the Bethe ansatz for arbitrary
sL . By combinatorial completeness it is usually meant the equality [W : λ] = M (W, λ, q = 1), which is an indication (not a proof) that there are as many solutions to the Bethe equation as the X n -highest weight vectors in W . Instead of this, what our Theorem 8.1 tells is that [W : λ] = N ∞ (W, λ, q = 1) is reduced to checking the Q-system and the asymptotic property of the Q (r) s -functions 5 . This is a support of our X = M conjecture in a weak sense in that we restrict to q = 1 and need Conjecture 4. .) The heart of our proof of the Theorem is to derive an integral representation of the fermionic formulae by means of the Q-system. It is a generalization of the A n case in [Ki2] , where not
String hypothesis is an origin of the fermionic formulae. However we emphasize that our Theorem 8.1 stands totally independent of it and elucidates the following points which have not necessarily been recognized so evidently: (i) The combinatorial completeness is reduced to the Q-system and asymptotic property of the Q (r) s -functions for general X n . (ii) The relevant fermionic form is not M (W, λ, 1) but N ∞ (W, λ, 1) which contains contributions from negative vacancy numbers. (iii) Despite the significant difference in their definitions, M = N ∞ is valid (Conjecture 4.3).
At present no explanation is available for the remarkable coincidence of the two fermionic forms M and N ∞ . Although it is not "physical" to allow the negative vacancy numbers p In Appendix A, we list explicit examples of the fermionic formulae M (W (r) s , λ, q −1 ), which is a q-version of the list in [Kl] . Some of those data require a very long CPU time to be evaluated.
In Appendix B we illustrate the calculation of the 1dsum and the fermionic form with an example from C (1) 2 . In Appendix C we give the explicit form of the Q-system for non-simply laced X n . E 6,7,8 , F 4 and G 2 , and let X (1) n be the associated non-twisted affine Lie algebra. We recapitulate necessary facts and notations concerning the quantum affine algebra U q (X
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. . , n}) be the simple roots, simple coroots, fundamental weights of X (1) n . We enumerate the vertices of the Dynkin diagram as in Table 1 , which is the same with TABLE Fin and Aff1 in [Kac] .
Let (·|·) be the standard bilinear form normalized by (α i |α i ) = 2 with α i a long root. We shall write |x| 2 to mean (x|x). Let δ and c denote the null root and the canonical central element, respectively. Let P = i∈I ZΛ i Zδ be the weight lattice. We define the following subsets of P :
is extended to a map on P so that it is Z-linear and δ = 0. To consider finite dimensional U ′ q (X (1) n )-modules, the classical weight lattice P cl = P/Zδ is also needed. In this paper we canonically identify P cl with i∈I ZΛ i ⊂ P . For a precise treatment, see section 3.1 of [KMN1] . We let Q = n i=1 Zα i denote the classical root lattice. For later convenience we introduce a few more notations concerning the classical Lie algebra X n .
C and C −1 are the Cartan and the inverse Cartan matrices. We shall write a ∼ b to mean that C ab < 0. The following explicit form will be of later use. (G 2 ), Table 1 . Dynkin diagrams 
is defined by
To each non-simply laced algebra X n = B n , C n , F 4 and G 2 , we associate the two algebras Z n and Y n such that Z n ⊂ X n ⊂ Y n . Table 2 .
Here Z n is obtained from X n by removing those vertices a with t a = 1 in the Dynkin diagram. The embedding X n ֒→ Y n is well known. Let D = (D ab ) 1≤a,b≤n,ta=t b =t be the Cartan matrix of the subalgebra Z n . Then its inverse has the matrix elements
Given a positive integer l we consider the following subsets of Z × Z: 
and B 2 are crystals, the crystal structure on the tensor product B 1 ⊗ B 2 is given bỹ
We mainly use two categories of crystals. The first one contains the crystal base B(λ) of the irreducible integrable U q (X (1) n )-module L(λ) with highest weight λ ∈ P + . B(λ) is a P -weighted crystal. The other one contains a crystal base B
n )-module. As opposed to B(λ), B is a finite set. It is P cl -weighted. We shall call it a finite crystal. For a finite crystal B, we set
, and introduce the level of B by
We further set B min = {b ∈ B | c, ε(b) = lev B}, and call an element of B min minimal. A U ′ q (X (1) n )-module can be viewed as a U q (X n )-module. For the latter the irreducible representation with highest weight λ ∈ P + will be denoted by V (λ).
2.3. Family W (r) s . We shall present a conjectural family of finite-dimensional U ′ q (X (1) n )-modules having crystal bases. This is a revelation of the Bethe Ansatz. 
s satisfies the Q-system (7.1).
where · · · contains irreducible modules with highest weights strictly lower than sΛ r only. For X n = A n , W The notion of perfect crystals is introduced in [KMN1] . From a perfect crystal B we can construct a set of paths, which is isomorphic to the crystal of an irreducible integrable U q (X (1) n )-module. In [HKKOT] the definition of a set of paths is generalized to non-perfect crystals. Also in this case, the set of paths is isomorphic to the crystal of an integrable module, but not necessarily irreducible as we will see next.
by the Hopf algebra automorphism τ v defined on the Drinfel'd generators [CP2] . Then we expect that W (r) 
Remark 2.3. To our knowledge, the following crystals have been shown to be perfect for the non-twisted case so far.
We give some examples of B r,s .
Example 2.4. For X n = A n , B 1,s is isomorphic to B(sΛ 1 ) as a crystal for U q (A n ). As a set,
The actions ofẽ i ,f i and ε, ϕ are defined as follows (cf. e.g. [HKKOTY] ):
,
where the RHS is regarded as 0 if it is not an element of B 1,s , and
In this case, we have (
The actions ofẽ i ,f i and ε, ϕ are defined as follows (cf. [KKM, HKKOT] ):
where (x) + := max(x, 0). In this case, we have
if s is odd. Example 2.6. For X n = C n , B r,1 is isomorphic to B(Λ r ) as a crystal for U q (C n ). As a set,
The actions ofẽ i andf i are defined as follows (cf. [AK] ):
where the RHS is regarded as 0 if it is not an element of B r,1 . B r,1 is not perfect except when r = n. The level of B r,1 is 1.
2.4. Set of paths. Let B be a finite crystal of level k. From B we construct a subset of · · · ⊗ B ⊗ · · · ⊗ B called a set of paths. See also [HKKOT] . First we fix a reference path
An element of P(p, B) is called a path. To a path we can associate a weight in P . For this purpose we consider the energy function H : B × B → Z, which is determined up to constant difference by the following rule:
Using this function we define the energy E(p) and weight wt p of p ∈ P(p, B) by
Notice that they have finite values. To calculate the weight of an element of B, we identify P cl with i∈I ZΛ i . Let us start with examining P(p, B) when B is perfect of level k. Take λ ∈ P + k and choose a unique b 1 such that ϕ(b 1 ) = λ. Then all b j is uniquely fixed from (2.13). We denote this reference path by p (λ) . It is known in [KMN1] that we have the following isomorphism of P -weighted crystals.
Of course, the actions ofẽ i ,f i on the left hand side obey the tensor-product rule of crystals (2.11,2.12). "Signature rule" is a good way to calculate the actions on multiple tensor products. See [KMOU] for that.
Remark 2.7. The set of paths P(p, B) admits a natural filtration
If B is perfect and λ = kΛ 0 , the finite subset P L (p (λ) , B) can be identified with the crystal base corresponding to a Demazure module L w (λ) for a special affine Weyl group element w. See [KMOU, KMOTU1] for details.
Example 2.8. We give examples of
Here (a) denotes the integer such that (a) ≡ a (mod n + 1), 0 ≤ (a) ≤ n.
Next we consider the non-perfect case. Assume B is non-perfect and its level is k. Then even if we fix b 1 , the reference path is not unique. There are actually infinitely many reference paths. Among them, we conjecture the existence of p (λ,µ) which is friendly to representation theory in the following sense. For B = B r,s set Table 2 . We take λ from P
n . Then there exist reference paths p (λ,µ) for B and p †(µ) for B † and the following isomorphism.
n -module through the natural embedding X
n ֒→ Y (1) n . This is proven for U
Example 2.9. In this U
are given as follows. Set
n and take µ = Λ 0 of A (1) 2n−1 .
e. set formally λ = 0 in the above).
Thus we have the isomorphism
and the character of P(p †(Λ0) , B 1,1 ) agrees with that of the A
considered as a C (1) n -module.
One dimensional sums
Fix any B = B r,s and let k be the level of B.
In all known cases, such b 0 is unique for B. For λ ∈ P + , we define
where the sum * is taken over all
Note that b 0 is fixed. (3.2) can be rewritten as local conditions. e hi,wt b1+···+wt bj−1 +1 i
(3.1) is introduced in [KMOTU2] in more general setting (b 0 not limited to the above one) and called "classically restricted 1dsum". It is easy to see from the definition that
(read from left to right), and γ is the period of the sequence
µ is a weight in P as opposed to λ in (3.3) in P . The right hand side of (3.5) is called a branching function. If B is non-perfect, the conjecture in section 2.4 implies
n -module with highest weight Λ 0 regarded as an X (1) n -module.
We are to state a conjecture for the expression of X.
Surprisingly, this conjecture admits "inhomogeneous" version. Consider the tensor product of crystals
To explain the corresponding classically restricted 1dsum, one has to redefine the energy function H due to inhomogeneity [NY3, HKKOTY] .
Suppose B 1 and B 2 are finite crystals, and
is defined up to constant difference by the following rule:
Next consider the tensor product of finite crystals
and set b
Take some b 0 ∈ B 0 . The classically restricted 1dsum is defined similarly.
and X depends also on b 0 . Of course, we have a similar formula to (3.3).
Let
Conjecture 3.2. Set k = lev B 0 . There exists an element b 0 ∈ B 0 such that ϕ(b 0 ) = kΛ 0 , and we have
The authors are informed [KSS] that this conjecture is proved for X n = A n . In this case, if all r j = 1, the conjecture has already been proved combining the results of [KR1] and [NY3] . Let us give the "level restricted" version of Conjecture 3.2. For λ ∈ P + and a positive integer l, define
where the sum † is taken over all
Note that the above condition is the same as (3.2) except i = 0. Thus it is clear that X l = X for sufficiently large l.
Conjecture 3.3. With the same assumptions and c as in Conjecture 3.2, we have
For X n = A n there are several proven cases. See e.g. [Ber, FOW, Wa] .
Remark 3.4. In the homogeneous case, there is a similar result to (3.5). If B is perfect of level k (≤ l), it is known that for λ ∈ P + ,
where
Note the difference between (3.4) and (3.8). The RHS of (3.7) is called a coset branching function. If B is non-perfect and level k, we conjecture (cf.
[Ku], p230)
Fermionic forms
For m ∈ Z ≥0 and p ∈ Z, we define
where (
is an extended version, which vanishes only for −m ≤ p ≤ −1 and has non-zero value
In the q → 1 limit they become
We shall also use the notation (
Given any {ν
For each 1 ≤ a ≤ n we shall always assume that ν (a) j 's are non-zero only for finitely many j's. Let λ ∈ P . We define the fermionic form M (W, λ, q) by
where the sum {m} is taken over {m
By definition M (W, λ, q) = 0 if the RHS of (4.6) does not belong to n a=1 Z ≥0 α a . More strictly we have
To see this, compare (4.5) and (4.6), which leads to p (a) ∞ = (t a α a |λ). Thus the above property (4.7) holds because of (4.2). It is easy to see
Note that p i 's in the later equations (4.9)-(4.10) and (4.14)-(4.15).
To introduce a "restricted version" of M (W, λ, q), we fix a positive integer l. (4.10) where the sum {m} is taken over {m
Notice that (4.11) is equivalent to p
tal (1 ≤ a ≤ n) from (4.12) one can rewrite (4.8) -(4.11) as follows.
Here the sum {m} is taken over {m
tal defined by (4.12) is a non-negative integer for 1 ≤ a ≤ n. Remark 4.1. The two fermionic forms M and M l are related by
In the RHS, the limit l → ∞ poses no subtlety.
j Λ a , which corresponds to dropping the last term in (4.14). For simply laced X n , H l=1 (2.8) is empty and therefore from (4.13),
On the other hand for non-simply laced X n , H 1 is bijective to H t of Z n given in Table 2 . (t > 1 here is the one for X n and not for Z n .) Moreover a simple manipulation tells that
here denote those for Z n .)
2 ) + nν
1 + 4ν
2 + 2ν
In the above the condition (4.12) ∈ Z ensures ∀ν
The above fermionic forms are defined in terms of the usual q-binomial (4.2). However we shall also concern those involving (4.1). Given
, we introduce the third fermionic form
where c l ({m}) and p (a) i are defined by the same formulae as (4.9) and (4.10), respectively. The sum {m} is taken over {m
≥ 0 for (a, i) ∈ H l , but only subject to the condition
one can rewrite (4.17) and p 
Although N l (W, λ, q) is defined for all λ ∈ P , it is vanishing unless ν (a) i 's and λ are chosen so that
In contrast with M and M l , the above fermionic form contains, in general, non-zero contributions with possibly negative signs from p 
The conjecture means that those "unphysical" contributions in the Bethe ansatz context cancel out totally. So far we have checked it for most of the fundamental representations W = W 
Generalized spinon character formula
In this section we concentrate on the fermionic form M (W (r)⊗L s , λ, q) for the homogeneous quantum space W = W (r)⊗L s and its limit L → ∞ such that LsΛ r ∈ Q. Due to (3.5)-(3.6) and Conjecture 3.1, it yields explicit formulae for the branching functions. The result turns out to be a generalization of the spinon character formulae [NY1, NY2, ANOT, BPS, BS, BLS] . Such a connection between the spinon character formula and the limit of the fermionic form was first shown in [HKKOTY] for A (1) n . First we seek the minimum point of the quadratic form c({m}) (4.4) for ν 
where the inverse Cartan matrix of F 4 is given by (2.2) and (2.4).
Remark 5.2. In all the cases in Lemma 5.1, one has
For such L we have LsΛ r ∈ Q.
where s 0 ≡ s mod t r Z and 1 ≤ s 0 ≤ t r − 1. This is essentially the same with (3.5b) in [Ku] , which appeared in the Bethe ansatz analysis. It corresponds to the physical picture that the ground state in "regime III-like" region is a Dirac sea of color a length j-strings for those (a, j) such that m , λ, q) is considerably complicated if s/t r ∈ Z. We therefore treat the case s/t r ∈ Z first.
Here the limit L → ∞ is taken so that LC
Proof. We start with the expression (4.3) -(4.6). The limit is to be expanded from the minimum m 
After the shift m
i,0 , the relation (4.5) and its i = sta tr case become . Actually, the decomposition −c({m
is valid among the quadratic forms (4.4) and (4.14). The first (resp. last) two terms on the RHS yield the quadratic form in the variables {m
). It remains to establish that the sum over {m
is properly translated into the sums over {m , we rewrite this as
which is valid for each 1 ≤ a ≤ n such that t a > 1 For t b = 1 we have already shown thatm (b) t b s tr ≥ 0, and moreover C ba ≤ 0 because t a > 1 = t b . Therefore the RHS of (5.6) is non-negative. The coefficients (C ba ) ta,t b >1 form a symmetric submatrix, which is the Cartan matrix of the algebra Z n in Table 2 . (Simply laced X n is out of question here.) Thus all the elements D −1 ab (2.6) of their inverse are positive, which completes the proof.
The above proof is a straightforward generalization of the one for X n = A n given in [HKKOTY] . Next we proceed to the case s/t r ∈ Z + 1 2 .
Theorem 5.5. Let X n = B n , C n , F 4 and assume that t r = 2, s ∈ 2Z + 1. Then we have lim q −c({m
where D −1 has been defined in (2.6). The limit L → ∞ is taken under the condition in Remark 5.2. The sum runs over non-negative integers η a , ξ a (1 ≤ a ≤ n) and ζ a (1 ≤ a ≤ n, t a = 2) satisfying the constraints
Finally we consider s/t r ∈ Z ± 1 3 case. Theorem 5.6. Let X n = G 2 and r = 2 hence t r = 3. Assume that s ∈ 3Z + 1 or 3Z + 2, for which s 0 = 1 or 2, respectively as in Remark 5.3. Then we have lim q −c({m
Here the limit L → ∞ is taken so that L ∈ 2Z as in Remark 5.2. The sum runs over non-negative integers η a , ξ a (1 ≤ a ≤ 2), ζ and m satisfying
Our proofs of Theorem 5.5 and 5.6 are essentially the same with that for Theorem 5.4. Here we shall only mention a few key points. From Lemma 5.1, the variables m and ζ a = p (a) s (t a = t r ). For G 2 , ζ 2 is simply denoted by ζ and Φ is in fact equal to p
The congruence conditions among the variables ξ, η, ζ (and m for G 2 ) are equivalent to the condition that the following quantities are integers for all 1 ≤ a ≤ n
s (t a = t r ). From the condition, φ ∈ Z follows easily.
Recursion relation of fermionic forms
The fermionic form obeys a recursion relation compatible with the Q-system discussed in the next section.
Theorem 6.1. Fix 1 ≤ a 0 ≤ n and j 0 ∈ Z ≥1 arbitrarily. Given any λ ∈ P
where the symbol [x] denotes the largest integer not exceeding x. Then we have
where in (6.2) and (6.3) we assume 0 ≤ j ≤ t a l for all W 
Thus in the expansion (6.5), the first and the second terms on the RHS yield M (W 2 , λ, q −1 ) and q θ M (W 3 , λ, q −1 ), respectively up to boundary effects. By boundary effects we mean that the above expansion should not be applied if p
= 0, because it amounts to allowing p
= 0 does not hold for any summand in M (W 1 , λ, q −1 ). This can be guaranteed by combining (4.5) for p
where we interpret m For X n = A n a similar observation has been made also in [SW] .
Q-system
Let x a = e Λa be a complex variable. We shall use the notations e αa and e ρ , etc to stand for 
We shall call (7.1) Q-system of type X n . It first appeared in [KR2] for X n = A n , B n , C n and D n and in [Ki1] for the exceptional case. For the simply laced case X n = A n , D n , E 6,7,8 , it has the simple form
where the symbol b ∼ a is defined before (2.4). We have listed the explicit forms for the non-simply laced case in Appendix C.
The rest of this section is devoted to a solution of (7.1) for the classical algebras X n = A n , B n , C n and D n . Let us introduce the functions
Here Λ 0 = 0 and chV (λ) denotes the irreducible X n character with highest weight λ. The sum in (7.3) is taken over non-negative integers k 1 , . . . , k a that satisfy
The sum in (7.4) extends over non-negative integers k a0 , k a0+2 , . . . , k a obeying the constraint t a (k a0 +k a0+2 +· · ·+ k a−2 ) + k a = j. If one depicts the highest weights in the sum (7.3) (resp. (7.4)) by the Young diagrams as usual, they correspond to those obtained from the a × j rectangular one by successively removing 1 × 2 (resp. 2 × 1) dominoes. (For B n with a = n, one needs to say a bit more precisely, see Appendix A.) Now we have
solves the Q-system (7.1),
(A) is trivially true. The functions and (7.2)-(7.4) were first introduced in [KR2] , where the statement that they satisfy the Q-system was also announced. However as they did not present a proof, we prove the property (B) for the typical case X n = B n . (A n case is too much straightforward.) The property (C) is needed in section 8, for which we also sketch a proof.
Proof. (Theorem 7.1 (B) for B n .) Give a partition λ = (λ 1 , λ 2 , . . . ) with any length l(λ), define
where we understand that Q (1) i = 0 for i < 0.
Lemma 7.2. For j ∈ Z ≥0 the following solves the Q-system (see Appendix C for X n = B n ) in the polynomial ring of infinitely many variables Q
This follows as a corollary of Theorem 5.1 in [KOS] by dropping the spectral parameter dependence. (To get (7.7) one needs to expand the determinant therein.)
Thus it suffices to show RHS of (7.6), (7.7) under the substitution Q
j (∀j) = RHS of (7.4). (7.8) In the remainder of this section we always assume this substitution for Q(λ) in (7.5). A partition λ = (λ 1 , λ 2 , . . . ) is identified with the Young diagram in the usual way. We denote by λ ′ its transpose, |λ| = λ 1 + λ 2 + · · · and 2λ = (2λ 1 , 2λ 2 , . . . ). Let s λ be the Schur function of gl n associated with the partition λ. We denote by LR Lemma 7.3. For a partition λ with l(λ) ≤ n, Q(λ) decomposes into the irreducible B n characters as
Here the κ, µ sums run over all partitions such that (2κ)
(7.8) follows from Lemma 7.3. To see this for (7.6), one only has to notice that any non-zero LR 
Combining this with χ
, one can verify (7.8) for (7.7). It remains to show Lemma 7.3. For this purpose we introduce generating functions of characters:
is an irreducible B n character while p j is a reducible one in general.
where λ (resp. κ) sum extends over all the partitions with l(λ) ≤ n (resp. l((2κ) ′ ) ≤ n). Q(λ) and chV (λ) are characters of B n hence the functions of y 1 , . . . , y n only. Thus Lemma 7.3 immediately follows from Lemma 7.4. (7.12) is eq.(11.9;2) in [L] or Example 5(b) on p77 of [Ma] . Let us verify (7.11). Below we write any n × n determinant det 1≤i,j≤n (A i,j ) simply as |A i,j |. Due to factorization of the Vandermonde type determinant |z
Setting l i = n − ǫ i σ i + j i this equals l1,... ,ln |p li−n+j − p li−n−j |z l1 1 · · · z ln n . In view of the anti-symmetry under the interchange of l 1 , . . . , l n , we set l i = λ i + n − i and rewrite this as a sum over partitions λ = (λ 1 , . . . , λ n ):
Thus (7.11) follows from the well known character formulae |z
eq.(9.13) in [W] ). (7.10) can be proved similarly by starting with |z
Proof. (Theorem 7.1(C) for B n .) Let us first assume a < n. If a is even (resp. odd) (7.4) reads
where the summation is taken over the set of non-negative integers k a , k a−2 , . . .
where D is the Weyl denominator independent of λ. First let us prove the case a even, for which we have
± (other terms given by y i → y ±1 σi ). Owing to the formula (7.13) explained later, this expression can be recast into
where the coefficients C i 's have no dependence on m. Recall that the assumption of the property (C), |e α1 |, . . . , |e αn | > 1, now reads as |y 1 | > · · · > |y n | > 1. Therefore in the m → ∞ limit we have
Here the sum is taken over those τ ∈ S n such that y τ1 · · · y τa = y 1 · · · y a . (Action of τ is the natural permutation of the y-variables.) As the leading term does not vanish we get χ
= e −Λa in this limit. In the case a odd the same estimation is obtained by taking the k-sum via
where the coefficientsC i 's again have no dependence on m. The key here is an elementary identity (7.13) where the sum in the left is taken over the non-negative integers j 1 , . . . , j s such that j 1 + · · · + j s = m. (For even a we have used this with one of the variables equal to 1.) Finally when a = n, the factor (y 1 · · · y a ) ka in the above is replaced by (
if n is even (resp. odd). Following the similar argument to the above, one gets the leading m-dependence proportional to (y 1 · · · y n ) m/2 = e mΛn , hence the desired result.
8. Combinatorial completeness for X n 8.1. Main theorem. Our goal in this section is to prove Theorem 8.1. Suppose that a linear combination of characters
possesses the properties:
Then for arbitrary ν
We shall denote the LHS of (8.1) by chW . Before entering the proof in section 8.2, several remarks are in order.
Suppose conversely that (8.1) holds for any ν By combinatorial completeness of the string hypothesis it is usually meant that
where the sum ranges over the same domain as in (8.1). Note the gap between (8.2) and (8.1) has been left as Conjecture 4.3 (4.21) in general. Our proof of Theorem 8.1 is a generalization of [Ki2] , where not (8.2) but (8.1) was shown similarly for X n = A n . So far the above mentioned gap has been filled only by combinatorial means for X n = A n , ν
Although it is not "physical" to allow negative vacancy numbers, the fermionic form N ∞ (W, λ, q) is not less interesting than M (W, λ, q) in view of the remarkable symmetry in Remark 8.8 and Conjecture 8.9. Of course there is another gap between the combinatorial completeness and the completeness in the literal sense. To discuss it is beyond the scope of this paper. See for example [EKS] , [JD] , [LS] , [TV] and the references therein.
String hypothesis is an origin of the fermionic formulae. However it should be emphasized that our Theorem 8.1 stands totally independent of it; it is based purely on the Q-system (B) and the properties of the Q-functions (A) and (C). In a sense the Q-system encodes the essential aspects of the string hypothesis as far as the combinatoral completeness is concerned.
Proof of Theorem
See (2.1) for the definition of t. By definition Z tl+1 = ∅. Suppose the variables are related by
We assume that z 
among the fields of rational functions in Z i .
For 1 ≤ i ≤ tl + 1 we define the function ψ i by ψ tl+1 = 1 and (8.6) which involves γ (a) j and µ a specified in (4.18) as integer parameters.
Proposition 8.2.
is not needed since z Proof. (8.7) is immediate by applying the decomposition (2.10) to (8.6). We show (8.8) by induction with respect to i. It is trivially true for i = tl + 1. By virtue of (8.5) and (8.7) we only have to check z 
Here the sum ranges over {m
is given by (4.20).
Proof. We again invoke induction with respect to i. The case i = tl + 1 is trivially valid. Suppose (8.9) is valid for ψ i+1 . Substituting it into (8.7) we get
be the LHS of (8.1). We have
Here the sum {u} extends over {u a ∈ Z ≥0 | 1 ≤ a ≤ n} and the sum {m} does over {m
Proof. To show (8.15) apply (8.12) to (8.6) with i = 1 and use the identity
. From (4.18) it follows that γ (8.17) where the RHS denotes the product over all positive roots α of X n .
Proof. Under the action of the simple reflection w a = w αa (a = 1, . . . , n) in the Weyl group, the variables e −αa and x a = eΛ a transforms as
Moreover w a (α a ) = −α a and other positive roots are transformed with each other. The RHS of the equation
has an expansion ∆ = 1 + O(e −α ) and has a transformation property such as,
On the other hand, the Jacobian J in the LHS
1 , . . . , Q
1 ) ∂(x 1 , . . . , x n ) transforms in the same manner as ∆, i.e. w a (J) = −e αa J, since the Laurent polynomials Q (a) 1
(a = 1, . . . , n) are Weyl group invariants and the volume form transforms as follows
Hence, the ratio J/∆ is a Weyl group invariant. Since the polynomials Q = x a (1 + O(e −α )) owing to (A), the invariant J/∆ has an expansion J/∆ = 1 + O(e −α ) and hence it must be 1.
and λ = λ 1 Λ 1 + · · · + λ n Λ n ∈ P are chosen so that µ a in (4.18) has the property
Here the integrand in (8.18) (resp. (8.19) ) is regarded as an element in C(Q (1) 1 , . . . , Q (n) 1 ) (resp. C(x 1 , . . . , x n )) and the integration contours encircle ∞ in the domain b=1 |Q
Proof. By comparing (8.16) and (4.16) -(4.19) with q = 1, we find that The integral (8.18 ) is picking the coefficient up as a multi-dimensional residue from Ψ in (8.15). In view of (8.16) the cycles of the integrals are to be taken in the domain b=1 |Q 
(1 − e −α ) e −λ−ρ ch W. 23) where w denotes the sum over the Weyl group of X n . Since λ, ω ∈ P + , the integral equals δ w,1 δ ω,λ . Thus we have (8.21), and thereby complete the proof of Theorem 8.1.
Remark 8.8. From (8.23) it follows that
for any λ ∈ P and any Weyl group element w. In particular, N ∞ (W, λ, 1) = 0 if there is a root α such that α, λ+ρ = 0. In fact our computer experiments indicate Conjecture 8.9. 
where the sum in LHS is taken over all m
In particular, the above holds as 0 = 0 when µ
Consider a formal linear combination
In this section, we give a list of W
or a conjecture for W (r) s in some cases) for X n = E 6,7,8 , F 4 , G 2 . Some conjectures here have arisen from the calculation using the efficient algorithm in [Kl] . When q = 1 it reduces to (7.2) -(7.4) for A n , B n , C n , D n and those in [Kl] for E 6,7,8 .
where the sum λ is taken over λ ∈ {k r0 Λ r0 +k r0+2 Λ r0+2 +· · ·+k r Λ r ∈ P + | t r (k r0 + k r0+2 + · · · + k r−2 ) + k r = s} with Λ 0 = 0 and r 0 ≡ r (mod 2), r 0 = 0 or 1. In the computation of M (W
, and if r = 2u + 1 is odd, then
for the both cases.
X n = C n :
where the sum λ is taken over λ ∈ {k
the only choice of {m
≥ 0 is the following:
where the sum λ is taken over λ ∈ {k r0 Λ r0 
is the number of 1 × 2 (resp. 2 × 1) dominoes to be removed from r × s rectangle Young diagram to obtain λ. In B n , r = n case, we consider Young diagrams consisting of size 1 × 1 2 elementary pieces. Then the highest weights
correspond to those diagrams obtained from n × s 2 shape by removing 2 × 1 blocks (made of 4 elementary pieces). The quantity (Λ n |sΛ n − λ) is the number of the removed 2 × 1 blocks to obtain λ.
In addition we have a conjecture for W (r) s :
The conjecture for W (3) s has been checked for 1 ≤ s ≤ 7.
X n = E 7 :
1 =V (Λ 6 ), W
1 =q V (Λ 6 ) + V (Λ 7 ).
In addition we have a conjecture for W (r) s (r = 1, 2, 4, 5, 6, 7):
where the sum {j} is taken over
The conjecture for W
s ) has been checked for 1 ≤ s ≤ 7 (1 ≤ s ≤ 8).
X n = E 8 :
In addition we have a conjecture for W (r) s (r = 1, 2, 7): 
1 =V (Λ 3 ) + q V (Λ 4 ), W (3) 2 = q 4 + q 6 V (0) + 2 q 3 + q 4 + q 5 V (Λ 1 ) + q 2 V (2 Λ 1 )
1 =V (Λ 4 ).
In addition we have a conjecture for W (r) s (r = 1, 2, 4): X n = G 2 :
1 =V (Λ 2 ).
In addition we have a conjecture for W (r) s : Here the energy amounts to 14. One should add to it another 1, since −(H(φ ⊗ φ) − H(φ ⊗ 11)) = 1 (see Table 7 ). Now we consider the fermionic forms. Let W := W
2 ⊗ (W
1 ) ⊗3 ⊗ (W 1 , t 1 = 2, t 2 = 1. 
