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We study the time evolution of bosonic systems where multiple driven bosonic modes of light interact with
multiple mechanical resonators through arbitrary, time-dependent, optomechanical-like interactions. We find
the analytical expression for the full time evolution of the system and compute the expectation value of
relevant quantities of interest. Among the most interesting ones, we are able to compute the first-order
quantum bipartite coherence between pairs of subsystems, and the analytical expression for the mixedness
induced by the nonlinear interaction in the reduced state of the mechanical oscillators. Finally, we also
compare our results with a linearised version of the system, and we find a regime where there are qualitative
and quantitative differences in the behavior of some measurable quantities. Our results can therefore be
used to describe the full time-evolution of the system, to characterise its nonlinear character and explore the
validity of the linearisation approach.
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I. INTRODUCTION
Physical systems with many constituents are typically difficult to investigate in depth. Arguably, the most imposing
challenge faced when studying such systems is the ability to obtain analytical insight into their dynamics, starting
from fundamental equations of the theory that describes them. Classical and quantum many-body physics, statistical
mechanics and thermodynamics have been developed to successfully tackle systems with large numbers of constituents.
Approaches developed using tools and concepts from these areas of research rarely provide full analytical descriptions
of the dynamics of complex systems, but are able to provide important coarse-grained information of key aspects of
these systems. Regardless of the success of such approaches, a complete, analytical understanding of any system is
highly desirable in order to explain existing features, and predict new ones.
In this work we study a quantum system composed of an arbitrary number of bosons, which we conveniently
separate into field modes and mechanical oscillators. We assume that these two sets of bosonic modes interact
through a nonlinear Hamiltonian, which can be used to model different physical implementations, such as Fabry–
Pe´rot cavities with a moving-end mirror1, levitated nano-diamonds2,3, membrane-in-the-middle configurations4 and
optomechanical crystals5,6.
We employ techniques developed to decouple the time-evolution operator analytically7–9,1 and we provide a full
analytical solution to the time evolution of the system. Our results apply to an arbitrary number of interacting
systems with arbitrary time-dependent couplings, and are free from approximations. We employ the decoupling of
the time-evolution operator to compute analytically the expectation value of physically interesting quantities, such
as the average number of field- and resonator-excitations, and we compute the coherence that is induced between
different bosonic modes. Furthermore, we are able to provide an analytical expression for the mixedness of the reduced
state of the resonators, which can contribute to the understanding of the nonlinear nature of the dynamics. We also
comment on the possibility of adding optical drive (i.e., for laser cooling purposes) to the main Hamiltonian, which
leads to a system that cannot be treated with the techniques developed in this work
Finally, we apply our results to a set of simple setup, where one cavity mode interacts with an arbitrary number
of operators through a standard optomechanical Hamiltonian. Our analytical results are able to provide us with
an insight of the quantum behavior of the resonators in this context, and on the coherence introduced between the
different subsystems. In particular, we find a simple expression for the mixedness of the resonators which is always
nonzero if the nonlinear coupling is present. We are also able to compare our results with those obtained through
a “linearised” version of the system, an approach typically taken in most approaches to optomechanics11. We find
qualitative and quantitative differences, which we are able to quantify. We conclude discussing the validity and scope
of the techniques.
This work is organised as follows. In section II we introduce the necessary tools and the core Hamiltonian. In
section III we decouple the time-evolution operator analytically. In section IV we compute the time evolution of
quantities of interest. In section V and section VI we specialise to a physically-relevant initial state and apply our
techniques to a few examples.
II. TOOLS
We start this work by introducing the necessary tools. The tools that we employ and develop here are not tied to a
particular physical system. The only assumption is that the Hamiltonian of the system corresponds to the Hamiltonian
presented below, which can be used to model, for example, a cavity optomechanical system11. Therefore, we emphasize
that the approach and results of this work do not depend on the specific implementation chosen. For this reason, we
choose to refer to the system as a cavity optomechanical system for simplicity of presentations, and without loss of
generality.
Cavity optomechanics studies the interaction of light confined and matter11. A typical implementation is that of a
cavity with a semitransparent mirror-wall, from which an electromagnetic beam can enter. The beam is in resonance
with at least one cavity mode, therefore being “trapped”. On the other end, a mirror-membrane acts as the second
wall of the cavity, fully reflecting light. The membrane can vibrate, which affects the fundamental frequency of the
mode. The action of the membrane is then modelled effectively as the coupling of the position of a harmonic oscillator
to one or more cavity modes. More membranes can be included, such as semitransparent membranes placed at the
antinodes of the stationary cavity modes. When one such membrane is present, the system is known to be in a
“membrane-in-the-middle” configuration4,11.
1 An alternative attempt to study analytically the time evolution of such systems was developed in parallel10.
2
A. Optomechanical Hamiltonians
In this work, we consider a bosonic system (which we refer to as an optomechanical system) with an arbitrary
number of cavity field modes {aˆn, aˆ†n} and an arbitrary number of mechanical modes {bˆp, bˆ†p}, where the creation and
annihilation operators satisfy the canonical commutation relations [aˆn, aˆ
†
n′ ] = δnn′ and [bˆp, bˆ
†
p′ ] = δpp′ , and all other
vanish. We then assume that these modes interact through the generalised nonlinear optomechanical Hamiltonian
Hˆfull =Hˆ0 +
∑
p
[
~λ(+)p Bˆ(+)p + ~λ(−)p Bˆ(−)p
]
+
∑
n,p
~ g(+)np aˆ†naˆnBˆ(+)p +
∑
n,p
~ g(−)np aˆ†naˆn Bˆ(−)p , (1)
where Hˆ0 :=
∑
n ~ωc,naˆ†naˆn +
∑
p ~ωm,p bˆ†pbˆp is the free Hamiltonian.
Here we have the cavity mode frequencies ωc,n, the mechanical resonator frequencies ωm,p, the time dependent
couplings λ
(±)
p (t) and g
(±)
np (t), and the Hermitian operators
Bˆ(+)p =bˆp
† + bˆp, Bˆ(−)p =i
[
bˆp
† − bˆp
]
. (2)
The operators defined in (2) can be cast in a more conventional form by noting that they are proportional to the
quadrature operators xˆm,p, pˆm,p of the mechanical resonators, i.e., Bˆ
(+)
p ∝ xˆm,p and Bˆ(−)p ∝ pˆm,p. We retain our
choice because the decomposition in terms of creation and annihilation operators is natural to this work. Figure
(1) illustrates the general scheme, that is, it is not a representation of any particular implementation but pictorial
description of the system only (1) only.
FIG. 1. A depiction of the general features of our system. The optical field modes are described by annihilation and creation
operators aˆn and aˆ
†
n, while the mechanics are described by annihilation and creation operators bˆm and bˆ
†
m. The interaction
between the cavity mode n and the mechanical mode m is driven by the couplings g
(±)
nm (t). The whole system evolves under
the generalised optomechanical-like Hamiltonian (1). Note that there can be an arbitrary number of optical and mechanical
degrees of freedom. Finally, although the depiction might recall a cavity-optomechanical implementation, this figure is purely
illustrative, since the techniques developed here can be applied to any physical implementation that can be described by the
Hamiltonian (1).
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B. Tackling time evolution of bosonic systems
Given a set of N bosonic modes and an arbitrary time-dependent Hamiltonian Hˆ(t), the unitary time-evolution
operator reads
Uˆ(t) =
←
T exp
[
− i
~
∫ t
0
dt′ Hˆ(t′)
]
, (3)
where
←
T is the time ordering operator8. This expression simplifies dramatically when the Hamiltonian Hˆ is time
independent, in which case one simply has Uˆ(t) = exp[− i~ Hˆ t]. However, we are here interested in general time
evolution induced by the time-dependent Hamiltonian (1).
It is the main interest of this work to seek an expression for (3) of the form
Uˆ(t) =
∏
n
exp
[
−i Fn(t) Gˆn
]
, (4)
where the Gˆn are time-independent Hermitian operators and the Fn(t) are real time-dependent functions. If the time
evolution operator (3) can be cast in the form (4) we say that it has been decoupled. The solution to the formal
expression (3) in terms of its decoupled form (4) can be found by employing specifically developed techniques8, which
we outline in A. The results are presented in the next section.
III. DECOUPLING THE TIME EVOLUTION OF THE SYSTEM
The aim of this work is to show that a decoupling (4) exists for the time evolution operator induced by the
Hamiltonian (1), and to find an explicit expression for the functions Fn(t). This can be then used to compute the
time evolution of any quantity of interest, and of the state of the system. To achieve our goal, we will employ the
techniques developed in7,8 to decouple the time-evolution operator Uˆ induced the Hamiltonian Hˆ in (1). More details
can be found in A.
We start our task by noting that we can rearrange conveniently the contributing terms to Hˆ(t) as Hˆ(t) :=∑
n ~ωc,naˆ†naˆn +
∑
p Hˆp, where we have introduced the multimode Hamiltonians Hˆp for fixed resonator p as
Hˆp =~ωm,p bˆ†pbˆp + ~λ(+)p Bˆ(+)p + ~λ(−)p Bˆ(−)p +
∑
n
~ g(+)np aˆ†naˆnBˆ(+)p +
∑
n
~ g(−)np aˆ†naˆn Bˆ(−)p . (5)
An important property of such Hamiltonians Hˆp is that they commute with each other at all times, i.e., [Hˆp(t), Hˆp′(t
′)] =
0 for all p, p′ and all t, t′. This property is important for the next step.
A. Choice of core Hamiltonian
The first step is to employ the fact that [Hˆp, Hˆp′ ] = 0 for all p, p
′. This stimulates us to look at an individual
Hamiltonian Hˆp and we therefore drop the label p for this first part of the work. This leaves us the Hamiltonian
Hˆ :=~ωm Nˆb + ~λ(+) Bˆ(+) + ~λ(−) Bˆ(−) +
∑
n
~ g(+)n NˆnBˆ(+) +
∑
n
~ g(−)n Nˆn Bˆ(−). (6)
where we have re-defined the operators Nˆn := aˆ
†
naˆn, Nˆb := bˆ
†bˆ, Bˆ(+) := bˆ† + bˆ and Bˆ(−) := i [bˆ† − bˆ] for notational
convenience.
Decoupling of the Hamiltonian (6) will allow us to decouple the full Hamiltonian (1), as we will show later. The
Hamiltonian (6) is an extension of the standard optomechanical Hamiltonian which, in its simplest form, is obtained
from (6) by setting g
(−)
n = λ(±) = 0, considering only one cavity mode and ignoring the usual external field drive11.
B. Decoupled form of the time-evolution operator
We argued that an important achievement that would allow us to understand and control the time evolution of
our quantum system is to be able to obtain a decoupled form (4) of the time-evolution operator induced by the
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Hamiltonian (6). We are able to show that such decoupling exists and has the formal solution
Uˆ(t) =e−i
∑
n Fn Nˆn e−i Fb Nˆb e−
i
2
∑
nm Fnm Nˆnm e−i F+ Bˆ
(+)
e−i
∑
n F
(+)
n Nˆn Bˆ
(+)
e−i F− Bˆ
(−)
e−i
∑
n F
(−)
n Nˆn Bˆ
(−)
, (7)
and we have introduced the Hermitian operator Nˆnm := aˆ
†
naˆnaˆ
†
maˆm for convenience.
The time dependent and real functions F can be found explicitly8,9, and the full calculations necessary to achieve
them are located in A. We find
Fb =ωm t
Fn =ωc,n t− 2
∫ t
0
dt′
[
λ(+) sin(ωmt
′) + λ(−) cos(ωmt′)
] ∫ t′
0
dt′′
[
g(+)n cos(ωmt
′′)− g(−)n sin(ωmt′′)
]
− 2
∫ t
0
dt′
[
g(+)n sin(ωmt) + g
(−)
n cos(ωmt
′)
] ∫ t′
0
dt′′
[
λ(+) cos(ωmt
′′)− λ(−) s(t′′)
]
Fnm =− 4
∫ t
0
dt′
[
g(+)m sin(ωmt
′) + g(−)m cos(ωmt
′)
] ∫ t′
0
dt′′
[
g(+)n cos(ωmt
′′)− g(−)n sin(ωmt′′)
]
F+ =
∫ t
0
dt′
[
λ(+) cos(ωmt
′)− λ(−) sin(ωmt)
]
F− =−
∫ t
0
dt′
[
λ(+) sin(ωmt
′) + λ(−) cos(ωmt′)
]
F (+)n =
∫ t
0
dt′
[
g(+)n cos(ωmt
′)− g(−)n sin(ωmt′)
]
F (−)n =−
∫ t
0
dt′
[
g(+)n sin(ωmt
′) + g(−)n cos(ωmt
′)
]
. (8)
We would like to emphasise that the existence of an analytical expression for the F functions is remarkable in its
own right. Notwithstanding the fact that the set of necessary operators (A3) is infinite, and therefore the number of
terms to be expected in the decoupled form (4) is also infinite, it is possible to obtain an explicit expression of the
time evolution through (8) given an explicit expression for the time dependent couplings λ± and g
(±)
n .
This achievement should also shed light on the reasons why it has been difficult, so far, to fully characterise how
such a nonlinear system evolves in time. A naive application of the Baker-Campbell-Hausdorff formula would have
not been able to provide us in an efficient way with the full set (A3) of necessary operators, which in turn allowed us
to compute the functions (8). It should therefore be clear now why the techniques used and developed here can lead
to a deeper understanding of the dynamics of nonlinear quantum systems.
C. Full multiresonator nonlinear decoupled solution
We have decoupled analytically the time-evolution operator induced by the Hamiltonian (6). This has led us to
the analytical expressions (8). We recall that there is a Hamiltonian (6) for each mechanical mode bˆp. Therefore, we
can reconstruct the decoupled time-evolution operator Uˆfull induced by the Hamiltonian Hˆfull in (1) by recalling that
[Hˆp, Hˆp′ ] = 0 for all p, p
′. Some algebra leads us to
Uˆfull(t) =e
−i [∑n ωc,n t+∑np F˜ (p)c,n ]Nˆn e−i ∑p F (p)m bˆ†pbˆp e− i2 ∑nmp F (p)nmNˆnm e−i ∑p F (p)+ Bˆ(p,+) e−i ∑np F (p,+)n NˆnBˆ(p,+)
× e−i
∑
p F
(p)
− Bˆ
(p,−)
e−i
∑
np F
(p,−)
n NˆnBˆ
(p,−)
, (9)
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where the updated functions read
F (p)m = ωm,p t
F˜ (p)c,n = −2
∫ t
0
dt′
[
λ(+)p sin(ωm,pt
′) + λ(−)p cos(ωm,pt
′)
] ∫ t′
0
dt′′
[
g(+)np cos(ωm,pt
′′)− g(−)np sin(ωm,pt′′)
]
− 2
∫ t
0
dt′
[
g(+)np sin(ωm,pt
′) + g(−)np cos(ωm,pt
′)
] ∫ t′
0
dt′′
[
λ(+) cos(ωm,pt
′′)− λ(−) sin(ωm,pt′′)
]
F (p)nm = −4
∫ t
0
dt′
[
g(+)mp sin(ωm,pt
′) + g(−)mp cos(ωm,pt
′)
] ∫ t′
0
dt′′
[
g(+)np cos(ωm,pt
′′)− g(−)np sin(ωm,pt′′)
]
F
(p)
+ =
∫ t
0
dt′
[
λ(+) cos(ωm,pt
′)− λ(−) sin(ωm,pt′)
]
F
(p)
− = −
∫ t
0
dt′
[
λ(+) sin(ωm,pt
′) + λ(−) cos(ωm,pt′)
]
F (p,+)n =
∫ t
0
dt′
[
g(+)np cos(ωm,pt
′)− g(−)np sin(ωm,pt′)
]
F (p,−)n = −
∫ t
0
dt′
[
g(+)np sin(ωm,pt
′) + g(−)np cos(ωm,pt
′)
]
. (10)
As noted before, we find it remarkable that the time evolution for this system can be decoupled exactly and analytically.
Our ability to find such solution is a consequence of the structure of the full operator algebra, which allows for the
use of many “tricks” to our advantage7,8. Therefore, we believe that this approach has shown a clear and marked
advantage with respect to a more brute-force application of the Baker-Campbell-Hausdorff formula.
D. Time evolution of optically driven multimode and multiresonator systems
We would like to extend the results obtained above to tackle the full time evolution Uˆ(t) induced by an optome-
chanical Hamiltonian Hˆ that includes an external optical drive (potentially for each mode) in addition the interactions
already considered in (1).2 We therefore would like to consider the Hamiltonian
Hˆ =Hˆfull +
∑
n
[
~ ξ(+)n Aˆ(+)n + ~ ξ(−)n Aˆ(−)n
]
. (11)
Here we have introduced the operators Aˆ
(+)
n = aˆn
† + aˆn and Aˆ
(−)
n = i
[
aˆn
† − aˆn
]
, and the time-dependent couplings
ξ
(±)
n (t). Note that the operators Aˆ
(±)
n are proportional to the quadrature operators xˆc,n, pˆc,n of the cavity modes, i.e.,
Aˆ
(+)
n ∝ xˆc,n, Aˆ(−)n ∝ pˆc,n.
The Hamiltonian (11) has the form Hˆ = Hˆfull+HˆDr, where we have decided to define HˆDr =
∑
n
[
~ ξ(+)n Aˆ(+)n + ~ ξ(−)n Aˆ(−)n
]
for convenience. The time-evolution operator Uˆ(t) induced by Hˆ has the expression (3), which can be manipulated
to obtain the equivalent expression
Uˆ(t) =Uˆfull(t)
←
T exp
[
− i
~
∫ t
0
dt′ U†full(t
′) HˆDr(t′)Ufull(t′)
]
, (12)
where Uˆfull(t) :=
←
T exp[− i~
∫ t
0
dt′ Hˆfull(t′)]. Since [Hˆp, Hˆp′ ] = 0, we obtain
Uˆ(t) =Ufull(t)
←
T exp
[
−i
∑
n
∫ t
0
dt′ Uˆ†full(t
′)
(
ξn aˆ
†
n + ξ
∗
n aˆn
)
Uˆfull(t
′)
]
, (13)
where we have defined the complex coupling ξn := ξ
(+)
n + i ξ
(−)
n .
Unfortunately, we cannot proceed any further with simplifications of (13). The explicit expression in the time-
ordered exponential leads to a time ordered exponential of exponential operators, which cannot be treated with the
tools described here. We leave it to further work to study this important case in more detail.
2 It is a common practice to employ such a drive in physical implementations, for purposes such as cooling.
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IV. TIME EVOLUTION OF QUANTITIES OF INTEREST
The decoupling achieved above allows us to obtain analytical control on the time evolution of the system. This
includes our ability to compute explicitly the expectation value of many quantities of interest, which we proceed to
do below.
A. Time evolution of quantities of interest: mode operators
We start by computing the time evolution of the mode operators aˆk and bˆp, through which one can compute the
time evolution of most quantities of interest. Their time dependence is induced by the nonlinear Hamiltonian Hˆfull and
is obtained through the standard Heisenberg equation as aˆk(t) := Uˆ
†
full aˆk Uˆfull and bˆp(t) := Uˆ
†
full bˆp Uˆfull respectively.
After some algebra we find
aˆk(t) =e
−i ωc,k te−i
∑
p
(
F
(p)
kk +F˜
(p)
c,k+2F
(p,+)
k F
(p)
−
)
e
−i ∑p,n (F (p){kn}+2F (p,+)k F (p,−)n )Nˆn e−i ∑p F (p,+)k Bˆ(p,+)e−i ∑p F (p,−)k Bˆ(p,−) aˆk
bˆp(t) =e
−i F (p)m
[
bˆp − i F (p) − i
∑
n
F (p)n Nˆn
]
, (14)
where we have defined F (p)(t) := F
(p)
− (t) + i F
(p)
+ (t) and F
(p)
n (t) := F
(p,+)
n (t) + i F
(p,−)
n (t), and the notation F
(p)
{nm} :=
1
2 [F
(p)
nm + F
(p)
mn].
B. Final reduced state of the mechanical resonators
We continue by computing the final reduced state ρˆm(t) of the mechanical resonators. The reduced state is defined
by ρˆm(t) := TrPhot(ρˆNL(t)), that is, by tracing over all of the cavity modes. In C we provide all of the detailed
computations for this part. We assume that the initial state ρˆc(0) of the cavity modes is separable from the initial
state ρˆm(0) of the mechanical modes. This implies that the full initial state is ρˆ0 = ρˆc(0)⊗ ρˆm(0). It is not difficult
to show that the reduced state ρˆm(t) at time t has the form
ρˆm(t) =
∑
{nk}
k∈I
p{nk} Dˆ{nk} ρˆm(0) Dˆ
†
{nk}, (15)
where we have introduced
∑
{nk}
k∈I
:=
∑
n1,n2,...,nN
for N modes that belong to the set of all possible combinations of
excitations I, while ∑k∈I Jk := J1 + J2 + ...+ JN for any k-dependent quantities Jk. We have also introduced
p{nk} :=〈n1, ..., nN |ρˆc(0)|n1, ..., nN 〉
Dˆ{nk} :=e
−i∑p F (p)m bˆ†pbˆp e−i∑p
(
F
(p)
+ +
∑
k∈I nk F
(p,+)
k
)
Bˆ(p,+)
e
−i∑p(F (p)− +∑k∈I nk F (p,−)k ) Bˆ(p,−) . (16)
Note that we have Tr(ρˆm(t)) =
∑
{nk}
k∈I
p{nk} = 1 as expected.
C. Mode population
The time evolution of the modes allows us to immediately compute the operators that “count” the number of
excitations at any moment in time, namely aˆ†k(t)aˆk(t) and bˆ
†
k(t)bˆk(t). They read
aˆ†k(t)aˆk(t) =aˆ
†
kaˆk
bˆ†k(t)bˆk(t) =bˆ
†
k bˆk − i
[
F (k) +
∑
n
F (k)n Nˆn
]
bˆ†k + i
[
F (k)∗ +
∑
n
F (k)∗n Nˆn
]
bˆk + F
(k)
∑
n
F (k)∗n Nˆn + F
(k)∗∑
n
F (k)n Nˆn
+ |F (k)|2 +
∑
nm
F (k)n F
(k)∗
m Nˆn Nˆm. (17)
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The number operator aˆ†k(t)aˆk(t) of each field mode is a conserved quantity as can be immediately seen from the
Hamiltonian (1) (that is, it commutes with the whole Hamiltonian). However, the number operators bˆ†k(t)bˆk(t) of the
resonators are not, and they depend on the nonlinear coupling through the functions F (k) and F
(k)
n .
We note here that, if the nonlinear couplings are small, i.e., they are proportional to  1, we have that F (k) ∼ ,
F
(k)
n ∼  and F (k)n F (k)∗m ∼ 2. Therefore, the last term contributing to the number operator bˆ†k(t)bˆk(t) in (17) is a
negligible contribution in this regime. When this occurs, it is easy to check that the result is equivalent to what would
be obtained through first-order perturbation theory, as expected. In this sense, the operators (17) inform us on the
full evolution of the resonator’s population and contain a signature of the full nonlinear character of the system.
D. First-order bipartite quantum coherence
Given two modes m and n, we call the correlation 〈dˆ†mdˆn〉 the (first-order) bipartite coherence, sometimes denoted by
G
(1)
mn in optics12,13. This definition applies in general to any state. This measure corresponds to a simple interferometric
setup, where we collect the photons in the modes m and n, add a phase difference between their paths, and let them
interfere. We will witness the formation of an interference pattern only if the quantity 〈dˆ†mdˆn〉 is non-zero. This
quantity can be normalized by the power in each mode, and in this case we recover the standard definition of first-
order amplitude correlation function g
(1)
mn from quantum optics applied to modes m and n, namely
g(1)mn(t) :=
|〈dˆ†m(t)dˆn(t)〉|√
〈dˆ†m(t)dˆm(t)〉〈dˆ†n(t)dˆn(t)〉
. (18)
It is not difficult to employ our results and compute g
(1)
mn for pairs of cavity modes aˆk and aˆk′ , for pairs of resonator
modes bˆk and bˆk′ , or for pairs of cavity and resonator modes aˆk and bˆk′ . The results can be obtained analytically but
are not illuminating and we omit to print the general formulas. Instead, we will give a few explicit results later on,
when the initial state has been chosen.
E. Mixedness and linear entropy
The final quantity that we are interested in computing is the amount of mixedness induced in the two main
subsystems, i.e., the optical and mechanical one, due to the interaction between these systems. In particular, we would
like to be able to isolate the contribution to any such induced mixedness and the nonlinear part of the interaction.
A measure of the mixedness of a state is the linear entropy SN , defined as SN = 1 − Tr(ρˆ2) and vanishes for
pure states14.3 The time evolution of the system is expected to induce coherence between the photonic part and the
mechanical part and the coherence will induce mixedness between these parts, which we can quantify using the linear
entropy SN . We focus on the reduced state ρˆm(t) of the mechanical subsystem obtain above (15). In our case we have
SN =1− Tr
(
ρˆ2m(t)
)
=1−
∑
{nk,mk}
k∈I
p{nk} p{mk} Tr
(
Dˆ†{mk} Dˆ{nk} ρm(0) Dˆ
†
{nk} Dˆ{mk} ρm(0)
)
, (19)
where it is easy to check that Dˆ†{nk} Dˆ{mk} =
∏
p e
iθ′p exp
[
i∆
(p)
{nk,mk} bˆ
†
p + h.c.
]
. Here we have introduced the very
useful functions F
(p)
k := F
(p,+)
k + i F
(p,−)
k and ∆
(p)
{nk,mk} :=
∑
k∈I (nk −mk)F (p)k . The exact expression of the phase
ei θ
′
is irrelevant since it clearly cancels out in (19).
We know that when all the nonlinear couplings vanish, i.e., g
(±)
np = 0, we have F
(p)
k = 0. As an immediate
consequence of this is that the expression (19) reduces to SN (t) = 1− Tr(ρˆ2m(0)) = SN (0). Therefore, the mixedness
introduced in the reduced state ρˆm of the resonators is a direct and only consequence of the nonlinear interaction.
This analytical insight is, of course, perfectly in line with what is expected.
3 Any pure state ρˆ satisfies ρˆ2 = ρˆ. Since Tr(ρˆ) = 1 this implies that Tr(ρˆ2) = 1. This motivates the definition of the linear entropy. We
also note that, contrary to the case of finite-dimensional systems with dimension d, where the state ρ with maximal mixedness SN = 1/d
is the diagonal state with uniform eigenvalues λ = 1/d, i.e., ρˆ =
∑
n λ|n〉〈n| for an complete orthonormal basis |n〉, the case of infinite
dimensional systems is more subtle. Clearly, there cannot exist a diagonal state with uniform eigenvalues λ = 1/d, since d is infinite.
However, one could have diagonal states with finite amount of uniform, non-zero eigenvalues λ = 1/k, were k can be arbitrary. In this
case, one would still have SN = 1/k, which can be made arbitrarily small by increasing k.
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V. APPLICATION TO INITIAL COHERENT STATE OF THE CAVITY MODES AND
THERMAL STATE OF THE MECHANICAL MODES
Here we apply our results to a more concrete setup. We assume that there are a limited amount of modes k ∈ I
that are initially in a coherent state |µk〉 with parameter µk and defined by aˆk|µk〉 = µk |µk〉, while the cavity modes
s /∈ I are each in their respective vacuum state |0〉s.
We also assume that the mechanical modes bˆp are initially in a thermal state ρˆm(0) =
∏
p/∈I
∑
jp
tanh2 jp (rp)
cosh2(rp)
|jp〉〈jp|,
with temperature T and parameter rp defined by tanh(rp) := exp[−~ωm,p2 kB T ]. This is the standard initial setup in most
applications, such as those with mechanical oscillators15 and with levitated nano-objects16. Note that the set I might
include any number N of modes with N ≥ 1, and that Ni,p ≡ sinh2(rp) is the initial population of thermal mechanical
phonons.4
The initial state of the system ρˆ(0) is then separable in the mode/resonator bipartition, and has the expression
ρˆ(0) =
∏
k∈I
|µk〉〈µk| ⊗
∏
s/∈I
|0〉〈0|s ⊗ ρˆm(0). (20)
Note that the state is mixed due to the initial temperature in the mechanical modes.
A. Final reduced state of the mechanical resonators
The final reduced state ρˆm(t) of the mechanical modes has been computed for the general case and reads (15).
In the specific case we are studying here, we have to use p{nk} =
∏
k∈I
|µk|2nk
nk!
e−|µk|
2
and we will obtain the final
expression. This expression is cumbersome and we avoid printing it here.
B. First-order bipartite coherence
In this case, we can provide some explicit formulas given that we have specified the initial state of the system. We
use the expression (18) and we provide expressions for the nominator and denominator separately.
To compute the first-order coherence between two resonators bˆk and bˆk′ or a cavity mode aˆk and resonator bˆk′ we
need the following on-diagonal expressions
〈aˆ†k aˆk〉 =|µk|2
〈bˆ†pbˆp〉 =Ni,p + |F (p)|2 − 2
∑
n
<(F (p)F (p)∗n )|µn|2 +
∑
n
|F (p)n |2(|µn|2 + |µn|4) + 2
∑
n>m
<(F (p)n F (p)∗m ) |µn|2 |µm|2, (21)
4 The temperatures can be lowered to values that allow to reduce the number Ni,p of initial thermal phonons to Ni,p ∼ 0.34, in the case
of mechanical oscillators15. In the case of levitated nano-objects16, one can reach temperatures that give rise to an average population
of Ni,p ∼ 60.
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and off-diagonal expressions
|〈aˆ†kaˆk′〉| = exp
[
−2
∑
m
|µm|2 sin2
(
1
2
∑
p
(
F
(p)
{km} − F (p){k′m} + 2 (F (p,+)k − F (p,+)k′ )F (p,−)m
))]
× |µk| |µk′ | e− 12
∑
p cosh(2 rp)|F (p)k −F
(p)
k′ |
2
|〈aˆ†k bˆp′〉| = exp
[
−2
∑
m
|µm|2 sin2
(
1
2
∑
p
(
F
(p)
{km} + 2F
(p,+)
k F
(p,−)
m
))]
×
∣∣∣∣∣F (p′)k Ni,p′ − F (p′) −∑
n
F (p
′)
n e
i
∑
p
(
F
(p)
{kn}+2F
(p,+)
k F
(p,−)
n
)
|µn|2
∣∣∣∣∣
× |µk| e− 12
∑
p cosh(2 rp)|F (p)k |2
|〈bˆ†pbˆp′〉| =
∣∣∣∣∣F (p)∗ F (p′) +∑
n
F (p)F (p
′)∗
n |µn|2 +
∑
n
F (p
′)∗F (p)n |µn|2
+
∑
n
F (p)∗n F
(p′)
n (|µn|2 + |µn|4) +
∑
n6=m
F (p)∗n F
(p′)
m |µn|2 |µm|2
∣∣∣∣∣∣ , (22)
all of which have been computed using the quantities in B. In particular, to obtain the expressions (21) and (22) we
faced no conceptual hurdles but only lengthy algebra. We do not provide all the steps of the computations here for
the sake of clarity of presentation.
C. Mixedness of the final reduced state of the mechanical resonators
Given our chosen initial state ρˆ(0), and the final reduced state of the mechanical resonators ρˆm(t), we can compute
the mixedness induced by the full evolution Uˆfull. This gives us the linear entropy for finite temperature, which has
a simple and analytical expression
SN =1−
∑
{nk,mk}
k∈I
∏
k∈I
e−2 |µk|
2 |µk|2 (nk+mk)
nk!mk!
∏
p
exp
[
− 1cosh(2 rp)
∣∣∣∆(p){nk,mk}∣∣∣2]
cosh(2 rp)
. (23)
We can now look at the contribution when the nonlinearity is switched off, i.e.,
∣∣∣∆(p){nk,mk}∣∣∣ = 0. This implies that
(23) yields the mixedness SinN of the initial state, which simply reads
SinN =1−
∑
{nk,mk}
k∈I
∏
k∈I
e−2 |µk|
2 |µk|2 (nk+mk)
nk!mk!
∏
p
1
cosh(2 rp)
= 1−
∏
p
1
cosh(2 rp)
. (24)
This allows us to express the full mixedness (23) as
SN =S
in
N +
∑
{nk,mk}
k∈I
∏
k∈I
e−2 |µk|
2 |µk|2 (nk+mk)
nk!mk!
1−∏p exp [− 1cosh(2 rp) ∣∣∣∆(p){nk,mk}∣∣∣2]∏
p cosh(2 rp)
, (25)
which is one of our main results.
The zero temperature T = 0 case is simply obtained by setting rp = 0 for all p. When the temperature becomes
increasingly high, it tends to inhibit the generation of mixedness, i.e., correlations between the two systems. This
is in line with previous results that studied the competition between initial mixedness (due to temperature) and the
coherent generation of excitations17.
It is now clear from (25) that the last fraction in the expression is the direct and full contribution of the nonlinearity
to the mixedness, since it vanishes (together with the whole expression) for vanishing nonlinear coupling.
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VI. APPLICATIONS: OPTOMECHANICS
Now that we have obtained our results for a general setup of many cavity modes interacting with many mechanical
resonators, we can apply them to simple scenarios that model cases of physical interest. In particular, we focus on
Hamiltonians that describe more in particular standard closed optomechanical systems without external drive (i.e.,
we still consider the evolution through the nonlinear unitary operator ξ
(±)
p = 0 for all p).
Let us assume that λ
(±)
p = g
(−)
np = 0 and call g
(+)
np (t) ≡ gnp(t), that is, we will consider the Hamiltonian (1) which
now reads
HˆOM =
∑
n
~ωc,naˆ†naˆn +
∑
p
~ωm,p bˆ†pbˆp +
∑
n,p
~ gnpaˆ†naˆnBˆ(+)p . (26)
This implies also that F˜
(p)
c,n = F
(p)
(±) = 0, and therefore the time evolution operator (9) that here reduces to
UˆOM(t) =e
−i ∑n ωc,n Nˆn t e−i ∑p F (p)m bˆ†pbˆp e− i2 ∑nmp F (p)nmNˆnm e−i ∑np F (p,+)n NˆnBˆ(p,+) e−i ∑np F (p,−)n NˆnBˆ(p,−) . (27)
Note that, for each fixed oscillator p, this coincides exactly with the expression obtained in the literature9.
A. Linearised regime
Our techniques allow, in principle, to fully grasp the nonlinear character of the system. Previously, such analyt-
ical understanding was not available and a standard approach has been to linearise the standard optomechanical
Hamiltonian, i.e., the Hamiltonian (26). This procedure is standard and we refer to the literature for an extensive
justification11.
In brief, we consider the interaction term ~ gnpaˆ†naˆnBˆ
(+)
p and replacing aˆn → αn + δaˆn, where αn  1 represents a
large mean value for the cavity operators and the “new” operator δaˆn represents small excitations around the large
classical mean αn, which we assume real for simplicity. The operator δaˆn has vanishing first moment, i.e., 〈δaˆn〉 = 0.
In addition, the linearisation procedure requires us to start in an initial state where µn = 0 for all n, that is., all
cavity modes are initially in the vacuum. The final step is to keep only terms proportional to αn and α
2
n. What is
left is called the linearised Hamiltonian Hˆlin, which reads
Hˆlin =
∑
n
~ωc,nδaˆ†nδaˆn +
∑
p
~ωm,p bˆ†pbˆp +
∑
p
~ gnp α2n Bˆ(+)p +
∑
n,p
~αn gnp Aˆ(+)n Bˆ(+)p , (28)
where it is evident that the Hamiltonian contains only terms that are at most quadratic in the creation and annihilation
operators. In particular, the last term is the central contribution arising from the linearisation of the nonlinear part
of the initial Hamiltonian (1). Here we also have Aˆ
(+)
n := δaˆ†n + δaˆn
The time evolution induced by the linearised Hamiltonian (28) reads Uˆlin(t) = Uˆ0(t)
←
T exp[−i/~ ∫ t
0
dt′ Hˆ1], where
we have introduced Uˆ0(t) = exp[−i(
∑
n ωc,nδaˆ
†
nδaˆn +
∑
p ωm,p bˆ
†
pbˆp) t] and
Hˆ1 = +
∑
n,p
~αn gnp cos((ωc,n + ωm,p) t)
(
δaˆ†nbˆ
†
p + δaˆnbˆp
)
+
∑
n,p
~αn gnp sin((ωc,n + ωm,p) t) i
(
δaˆ†nbˆ
†
p − δaˆnbˆp
)
+
∑
n,p
~αn gnp cos((ωc,n − ωm,p) t)
(
δaˆ†nbˆp + δaˆnbˆ
†
p
)
+
∑
n,p
~αn gnp sin((ωc,n − ωm,p) t) i
(
δaˆ†nbˆp − δaˆnbˆ†p
)
+
∑
p
~ gnp α2n cos(ωm,p t) Bˆ(+)p +
∑
p
~ gnp α2n sin(ωm,p t) Bˆ(−)p
(29)
Decoupling of the time evolution Uˆlin induced by this Hamiltonian can in principle be done analytically
8. It requires
(N + M) (2 (N + M) + 1) terms for the quadratic part and 2M for the order one part (i.e., the displacement part
of the hamiltonian) in the decomposition (4). Here N and M indicate the number of cavity modes and mechanical
modes respectively.
We do not want to proceed to obtain such solution, since it would require extremely cumbersome algebra which
is unnecessary for our purposes here. Instead, in the following, we will use the full result and the linearised one to
discuss the usefulness of the work done here.
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B. The weak coupling regime
We have obtained exact expressions for all quantities of interest in this work. We can now look at a regime of weak
coupling between light and matter, that is, to assume that the couplings gnp in the Hamiltonian (26) are small, i.e.,
gnp(t) =  g˜np(t), where  1 and g˜np(t) is some time-dependent function that remains finite at all times, such that
g
(+)
np (t) 1. We assume that the parameter  is the same for all couplings for the sake of simplicity.
1. The weak coupling regime: bipartite coherence
We now compute the bipartite coherence induced by the full nonlinear Hamiltonian and by the linearised Hamilto-
nian (29).
For the full nonlinear setup we have
g
(1)
k˜k˜′
(t) ∼1 +O(2)
g
(1)
k˜p′
(t) ∼ 1√
Ni,p′
∣∣∣∣∣Ni,p′
∫ t
0
dt′ g˜k˜p′(t) e
−i ωm,p′ t′ −
∑
n∈I
|µn|2
∫ t
0
dt′ g˜np′(t) e−i ωm,p′ t
′
∣∣∣∣∣ 
g
(1)
pp′(t) ∼O(2), (30)
while, in the linearised regime we find
g
(1)
k˜k˜′
(t) ∼1 +O(2)
g
(1)
k˜p′
(t) ∼√Ni,p′ ∣∣∣∣∫ t
0
dt′ g˜k˜p′(t) e
−i (ωc,k˜+ωm,p′ ) t′
∣∣∣∣ 
g
(1)
pp′(t) ∼O(2) (31)
These two expressions are different. If coherence could be measured experimentally, we should find agreement with
the expression obtained through the full nonlinear Hamiltonian.
2. The weak coupling regime: mixedness of the mechanical resonator subsystem
We can now ask the following question: how much mixedness is induced if the nonlinear coupling is weak?
It is not difficult to show, using perturbation theory, that the linear entropy SN for the full nonlinear case and the
linearized case reads
SN ∼SinN +O(2). (32)
This implies that, to the order we are interested in, the optical and mechanical subsystem remain separable.
We note here that there is coherence induced between the optical modes and the mechanical ones at first order
in  in this regime, as seen in (30) and (31). However, the mixedness induced between the states of the subsystems
occurs only to second order in . This is not an unknown feature of such properties of quantum states in perturbation
theory18.
C. Applications to optomechanics: single mode & multi-resonator cavity
We specialise to standard optomechanical scenarios with one cavity mode aˆk˜ and an arbitrary number of mechanical
resonators bˆp. This means that the set I = {k˜}, which has one element.
The first quantities we can compute are the time evolution of the mode operators. Using the results obtained above
we find
aˆk˜(t) = e
−i
[
ωk˜t+
∑
p F
(p)
k˜k˜
+
∑
n,p
(
F
(p)
{k˜n}+2F
(p,+)
k˜
F (p,−)n
)
aˆ†naˆn
]
e−i
∑
p F
(p,+)
k˜
Bˆ
(p)
+ aˆn
bˆp(t) = e
−i F (p)m
[
bˆp − i F (p)k˜ aˆ
†
k˜
aˆk˜
]
. (33)
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It is then easy to check that, given our chosen initial state, we have 〈aˆ†
k˜
(t) aˆk˜(t)〉 = 〈aˆ†k˜(0) aˆk˜(0)〉 and 〈bˆ†p(t) bˆp(t)〉 =
Ni,p + |F (p)k˜ |2 (µ2k˜ + µ4k˜).
We can also compute the first-order bipartite quantum coherence (18) for the field mode and an oscillator which
reads
g
(1)
k˜p′
(t) =
|F (p′)
k˜
| ∣∣Ni,p′ − e2 i φk˜ |µk˜|2∣∣√
Ni,p′ + |F (p
′)
k˜
|2 |µk˜|2 (1 + |µk˜|2)
e−2 |µk˜|
2 sin2 φk˜ e−
1
2
∑
p (1+2Ni,p) |F (p)k˜ |
2
(34)
and for two oscillators, which gives us
g
(1)
pp′(t) =
|F (p)
k˜
| |F (p′)
k˜
| |µk˜|2 (1 + |µk˜|2)√
Ni,p + |F (p)k˜ |2 |µk˜|2 (1 + |µk˜|2)
√
Ni,p′ + |F (p
′)
k˜
|2 |µk˜|2 (1 + |µk˜|2)
(35)
Above, we have defined the angle φk˜ :=
1
2
∑
p (F
(p)
{k˜k˜} + 2F
(p,+)
k˜
F
(p,−)
k˜
). Note that, for zero temperature we have
rp = 0 for all p, and the expressions (34) and (35) simplify and reduce to
g
(1)
k˜p′
(t) =
|µk˜|√
1 + |µk˜|2
e−2 |µk˜|
2 sin2 φk˜ e−
1
2
∑
p |F (p)k˜ |
2
(36)
and g
(1)
pp′(t) = 1. This means that, while the mode of light and any resonator mode are coherent with a strength that
depends on the parameters of the problem, any pair of resonators is perfectly coherent at zero temperature. We also
note that, in this regime, the light and resonator coherence decreases exponentially with |µk˜|, unless φk˜ = 0. In the
limit |µk˜| → ∞ we have that g(1)k˜p′(t) = exp[− 12
∑
p |F (p)k˜ |2] 6= 0 only at the times tn such that φk˜(tn) = 0 and vanishes
for all other times. This implies that, to be able to verify the coherence between light and a single resonator it is
necessary to reduce the number of photons in the coherent state as much as possible.
For finite temperature the issue becomes more delicate. It is clear from (34) and (35) that an increase in temperature
(i.e., an increase in rp for all p) implies that it is more difficult to establish the desired coherence. Therefore, reducing
the temperature to levels where the initial phononic population Ni,p fore each resonator becomes small is paramount.
We can also compute the mixedness of the reduced state of the oscillators, which employs algebraic manipulations
that can be found in D 1. Finally, we show that it reads
SN =S
in
N + 2 e
−2 |µk˜|2
∑+∞
m=1 Im(2 |µk˜|2)
(
1− e−
∑
p
1
(1+2Ni,p)
∣∣∣F (p)
k˜
∣∣∣2m2)∏
p (1 + 2Ni,p)
. (37)
In this formula we have introduced the modified Bessel functions In(z). Notice that, when F
(p)
k˜
= 0 we recover
immediately SN = S
in
N as expected.
D. Modulated scenario for a single mode & multi-resonator cavity
We can now ask another question of potential physical interest, which can also be used to highlight the difference
in the predictions obtained with the full time-evolution obtained here, and with the linearised approach. We consider
a scenario where the couplings have a time dependence of the form gk˜p(t) = gk˜p (1 + κ sin(ωd t)) or gk˜p(t) = gk˜p (1 +
κ cos(ωd t)) for some modulating frequency ωd and amplitude of the oscillation κ.
This form of the coupling can be used to model in a simple way an interaction strength between light and matter
that is not constant, something that is typically assumed as the lowest order approximation in many experiments.
However, no quantity of this kind can be fundamentally and ultimately constant. Therefore, the expression that we
provide here is provides a reasonable toy model to study deviations from the ideal case, where the mean value gk˜p
is the one measured in the laboratory. This form of coupling has already been proposed and used in for different
studies19.
Here we choose to look at two possible situations: ωd = ωc,k˜ ± ωm,p˜. Here k˜ and p˜ are a specific optical and
mechanical mode respectively. In E we show that, depending on the choice, in the linearised scenario this corresponds
to a two-mode squeezing operation (+ sign) or mode-mixing operation (- sign) after a sufficiently long time (i.e.,
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an approximation that is also used in the rotating wave approximation). Here we do not discuss the details of how
much time needs to pass for this approximation to become more and more accurate but we just note that such
resonant regime naturally occurs across all of physics and we leave it to future work to study the details of potential
implementations.
E. Modulated scenario: linearised results
Let us start with the linearised case. When ωd = ωc,k˜ + ωm,p˜ we find that the evolution of the operators δaˆk˜ and
bˆp˜ in the linearised regime after sufficiently long time reads
Uˆlin(t) δaˆk˜ Uˆlin(t) ∼e−i ωc,k˜ t
[
δaˆk˜ cosh(αk˜ κ gk˜p˜ t) + bˆ
†
p˜ sinh(αk˜ κ gk˜p˜ t)
]
Uˆ†lin(t) bˆp˜ Uˆlin(t) ∼e−i ωm,p˜ t
[
bˆp˜ cosh(αk˜ κ gk˜p˜ t) + δaˆ
†
k˜
sinh(αk˜ κ gk˜p˜ t)
]
(38)
while, when ωd = ωc,k˜ − ωm,p˜ we have, after sufficiently long time,
Uˆlin(t) δaˆk˜ Uˆlin(t) =e
−i ωc,k˜ t
[
δaˆk˜ cos(αk˜ κ gk˜p˜ t) + bˆp˜ sin(αk˜ κ gk˜p˜ t)
]
Uˆ†lin(t) bˆp˜ Uˆlin(t) =e
−i ωm,p˜ t
[
bˆp˜ cos(αk˜ κ gk˜p˜ t)− δaˆk˜ sinh(αk˜ κ gk˜p˜ t)
]
. (39)
These expressions allow us to compute the expectation values of the population operators in these regimes. Recalling
that we defined aˆk = αk + δaˆk, for ωd = ωc,k˜ + ωm,p˜ we have
〈aˆ†
k˜
(t)aˆk˜(t)〉 ∼|αk˜|2 +Ni,p˜ sinh2(αk˜ κ gk˜p˜ t)
〈bˆ†p˜(t)bˆp˜(t)〉 ∼Ni,p˜
(
1 + sinh2(αk˜ κ gk˜p˜ t)
)
, (40)
while for ωd = ωc,k˜ − ωm,p˜ we have
〈aˆ†
k˜
(t)aˆk˜(t)〉 ∼|αk˜|2 +Ni,p˜ sin2(αk˜ κ gk˜p˜ t)
〈bˆ†p˜(t)bˆp˜(t)〉 ∼Ni,p˜
(
1− sin2(αk˜ κ gk˜p˜ t)
)
, (41)
Notice that both the resonant and asymptotic (i.e., after a sufficiently long time) behaviors (40) and (41) must be
compatible with the fact that we have linearised the system, that is, δaˆ is an operator that creates excitations around
the vacuum. Therefore, we believe the validity of these expressions for “large” times, which do not invalidate the
linearisation procedure. The exact details are left for future work.
F. Modulated scenario: full results
In the case of the results obtained in this work, we note immediately through the expressions (10) and (33) that we
do not have any resonant behavior when ωd = ωc,k˜ ± ωm,p˜. In fact, the expressions for the time evolution operator
(33) imply that any resonance would occur for ωd = ωm,p˜, which is in stark contrast with the results obtained above
and displayed in (40) and (41).
In particular, we obtain
〈aˆ†
k˜
(t)aˆk˜(t)〉 =|µk˜|2
〈bˆ†p˜(t)bˆp˜(t)〉 =Ni,p˜ + g2k˜p
∣∣∣∣∫ t
0
dt′ (1 + κ sin(ωd t′)) e−i ωm,pt
′
∣∣∣∣ (|µk˜|2 + |µk˜|4) . (42)
If we drive the system ωd = ωm,p˜, after a sufficiently long time we would obtain
〈aˆ†
k˜
(t)aˆk˜(t)〉 =|µk˜|2
〈bˆ†p˜(t)bˆp˜(t)〉 ∼Ni,p˜ +
1
4
g2
k˜p˜
κ2
(|µk˜|2 + |µk˜|4) t2. (43)
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G. Modulated scenario: considerations
In any realistic implementation one has ωc,k˜  ωm,p˜, and therefore we see that the the combination ωc,k˜ ± ωm,p˜
would never take values very close to ωm,p˜.
For these reasons, the resonant regimes can be distinguished through experimental efforts, by driving the system
at completely different drive frequencies. Our results show that, by driving the system with a coupling of the form
g ∝ (1 + κ sin(ωd t)), where the drive frequency matches that of one of the mechanical resonators, we should observe
a time dependent population of phonons predicted by (43). By driving the system at the frequency ωd = ωc,k˜ −ωm,p˜,
we should not observe any resonant behavior, contrary to what predicted by the linearised regime in (40).
VII. CONCLUSION
In this work we found an analytic expression for the time evolution of an arbitrary number of coupled bosonic modes
interacting through a time-dependent optomechanical-like Hamiltonian. Despite of the system having potentially an
arbitrarily large amount of constituents, and despite of the nonlinearity present in the interaction driven by a time-
dependent coupling, we were able to decouple the time-evolution operator using tools developed for this purpose8,9.
This result does not rely on any approximation and is therefore general: the only assumption made is that the
Hamiltonian has the form (1), which occurs in many systems, such as optomechanical cavities11.
We were able to compute the time evolution of the expectation values of meaningful operators, such as the average
photonic and phononic excitation, the first-order quantum bipartite coherence, and the mixedness of the reduced
state of the mechanical oscillators. Our results allow us to study the coherence induced between the subsystems
due to the nonlinear interaction of light and matter. Furthermore, they allow us to clearly quantify, using the
linear entropy, the increase of mixedness of the subsystem of the resonators when the nonlinearity is switched on,
as a function of time, the initial photonic population, and temperature inside the cavity. In addition, we compared
some of the predictions with those arising from the linearised version of our system. Linearisation is typically used to
describe optomechanical systems, and we have found that there are qualitative differences that arise when quantifying,
for example, the expectation value of the cavity mode population or of the phononic population of the mechanical
excitations. We gave a concrete example where the light matter coupling can be modulated periodically, and we were
able to show that the linearised model and the full nonlinear one treated here, give different results.
Given the lack of a systematic understanding of the nonlinear nature of the interaction, and the nonlinearity induced
by the coupling, this analytical insight can help shedding light onto intrinsic nonlinear aspects of quantum (opto)
mechanical systems. In the end, these insights can also help in the quest of demonstrating in the laboratory the
quantum nature of “macroscopic objects”, such as the mechanical resonators. Finally, the decoupling obtained here
can be applied to many situations of theoretical and practical interest. We leave it to future work to pursue such new
directions.
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Appendix A: Decoupling of the Hamiltonian
Here we show how to decouple the time-evolution operator Uˆ induced by the Hamiltonian (6), reprented here
Hˆ =
∑
n
~ωc,naˆ†naˆn + ~ωm bˆ†bˆ+ ~λ(+) Bˆ(+) + ~λ(−) Bˆ(−) +
∑
n
~ g(+)n aˆ†naˆnBˆ(+) +
∑
n
~ g(−)n aˆ†naˆn Bˆ(−). (A1)
The procedure to be followed has been developed in the literature8. All details can be found there. The time-evolution
operator is defined by Uˆ :=
←
T exp[−i ∫ t
0
dt′ Hˆ(t′)].
As discussed in the main text, we make the decoupling ansatz
Uˆ(t) =e−i
∑
n Fn Nˆn e−i Fb Nˆb e−
i
2
∑
nm Fnm Nˆnm e−i F+ Bˆ
(+)
e−i
∑
n F
(+)
n Nˆn Bˆ
(+)
e−i F− Bˆ
(−)
e−i
∑
n F
(−)
n Nˆn Bˆ
(−)
, (A2)
where we have defined the Lie-algebra basis operators
Nˆn := aˆ
†
naˆn Nˆb := bˆ
†bˆ Nˆnm := aˆ†naˆnaˆ
†
maˆm
Bˆ(+) := bˆ† + bˆ Bˆ(−) := i (bˆ† − bˆ)
Nˆn Bˆ
(+) := Nˆn (bˆ
† + bˆ) Nˆn Bˆ(−) := Nˆn i (bˆ† − bˆ). (A3)
We now take the time derivative on both sides of the expression (A2) and then multiply on the right by Uˆ†(t) to
obtain
1
~
Hˆ =
∑
n
F˙n Nˆn + F˙b e
−i ∑n Fn Nˆn Nˆb ei ∑n Fn Nˆn +∑
nm
F˙nm e
−i ∑n Fn Nˆn e−i Fb Nˆb Nˆnm ei Fb Nˆb ei ∑n Fn Nˆn + . . .
(A4)
We then use similarity relations of the form
ei x (bˆ
†+bˆ) bˆ† bˆ e−i x (bˆ
†+bˆ) =bˆ† bˆ− i (bˆ† − bˆ)x+ x2 1;
ex (bˆ
†−bˆ) bˆ† bˆ e−x (bˆ
†−bˆ) =bˆ† bˆ− (bˆ† + bˆ)x+ x2 1;
ei x (bˆ
†+bˆ) i (bˆ† − bˆ) e−i x (bˆ†+bˆ) =i (bˆ† − bˆ)− 2x1;
ex (bˆ
†−bˆ) (bˆ† + bˆ) e−x (bˆ
†−bˆ) =(bˆ† + bˆ)− 2x1. (A5)
to obtain an explicit expression for (A4) and, equating coefficients on both sides we obtain the differential equations
for the time dependent F -functions in terms of the coefficients of the Hamiltonian, which read
ωm = F˙b
ωc,n = F˙n − 2 F˙− F (+)n − 2F+ F˙ (−)n
0 =
1
2
F˙nm − 2F (+)n F˙ (−)m
λ(+) = F˙+ cos(ωb t)− F˙− sin(ωb t)
λ(−) = −F˙+ sin(ωb t)− F˙− cos(ωb t)
g(+)n = F˙
(+)
n cos(ωb t)− F˙ (−)n sin(ωb t)
g(−)n = −F˙ (+)n sin(ωb t)− F˙ (−)n cos(ωb t). (A6)
Note that the similarity relations (A5) are not exhaustive nor complete. They are presented to give an intuitive
understanding of the type of relations needed to simplify the expression (A4). A complete list can be found in9.
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Appendix B: Some useful expressions
In this section we provide some useful expression used in this work.
Let us start by the first, defined as Iα := 〈µ| exp[−i α aˆ† aˆ] |µ〉, where aˆ|µ〉 = α |µ〉. We have
Iα =〈µ| exp[−i α aˆ† aˆ] |µ〉
=
+∞∑
p,q=0
e−|µ|
2 (µ∗)p µq√
p!
√
q!
〈p|e−i α aˆ† aˆ|q〉 =
+∞∑
p,q=0
e−|µ|
2 (µ∗)p µq√
p!
√
q!
e−i α q〈p|q〉
=
+∞∑
p=0
e−|µ|
2 |µ|2 p
p!
e−i α p
Iα =e
−|µ|2 (1−e−i α). (B1)
Notice that the expression I
(n)
α := 〈µ| (aˆ† aˆ)n exp[−i α aˆ† aˆ] |µ〉 can be computed as I˜α = in dndαn Iα. Therefore
I(1)α =|µ|2 e−i α e−|µ|
2 (1−e−i α). (B2)
We continue by computing the expression Jα :=
∑+∞
n=0 T
2n/C2〈n| exp[α aˆ† − α∗ aˆ] |n〉, where T := tanh r and
C := cosh r. We have
Jα =
+∞∑
n=0
T 2n
C2
〈n|eα aˆ†−α∗ aˆ |n〉
=e
1
2 |α|2
+∞∑
n=0
T 2n
C2
〈n|e−α∗ aˆ eα aˆ† |n〉
=e
1
2 |α|2
+∞∑
n,p,q=0
T 2n
C2
(−α∗)p αq
p! q!
〈n|aˆp aˆ†q |n〉
=e
1
2 |α|2
+∞∑
n,p,q=0
T 2n
C2
(−α∗)p αq
p! q!
√
(p+ n)!
n!
√
(q + n)!
n!
〈n+ p|n+ q〉
=e
1
2 |α|2
+∞∑
n,p=0
T 2n
C2
(−|α|2)p
p! p!
(p+ n)!
n!
=e
1
2 |α|2
+∞∑
n=0
T 2n
C2
1F1(n+ 1, 1,−|α|2) = e 12 |α|2 e− |α|2
+∞∑
n=0
T 2n
C2
1F1(−n, 1, |α|2)
=e−
1
2 |α|2
+∞∑
n=0
T 2n
C2
Ln(|α|2)
=e
1
2 |α|2 1
C2 (1− T 2)e
−T2 |α|2
1−T2 , (B3)
which gives us the final, simple and compact result
Jα =e
− 12 cosh(2 r) |α|2 . (B4)
In the above computations we have introduced the Confluent hypergeometric function 1F1(a, b; z) and the Laguerre
polynomial Ln(z). We have used the fundamental property 1F1(a, b; z) = exp[z] 1F1(b − a, b;−z) and the relation
Ln(z) = 1F1(−n, 1; z). We have used the generating function for the Laguerre polynomial to be able to go to the last
line of (B3) from the second-to-last one.
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We are also interested in J˜α :=
∑+∞
n=0 T
2n/C2〈n| exp[α aˆ† − α∗ aˆ] aˆ |n〉. We can proceed as above and find
J˜α =
+∞∑
n=0
T 2n
C2
〈n| exp[α aˆ† − α∗ aˆ] aˆ |n〉
=e
1
2 |α|2
+∞∑
n=0
√
n
T 2n
C2
〈n|e−α∗ aˆ eα aˆ† |n− 1〉
=e
1
2 |α|2
+∞∑
n,p,q=0
√
n
T 2n
C2
(−α∗)p αq
p! q!
〈n|aˆp aˆ†q |n− 1〉
=e
1
2 |α|2
+∞∑
n,p,q=0
√
n
T 2n
C2
(−α∗)p αq
p! q!
√
(p+ n)!
n!
√
(q + n− 1)!
(n− 1)! 〈n+ p|n+ q − 1〉
=α e
1
2 |α|2
+∞∑
p=0
n=1
√
n
T 2n
C2
(−|α|2)p
p! p!
(p+ n)!√
n! (n− 1)! = α e
1
2 |α|2
+∞∑
n=1
nT 2n
C2
1F1(n+ 1, 2,−|α|2)
=α e
1
2 |α|2
+∞∑
m=0
(m+ 1)T 2(m+1)
C2
1F1(m+ 2, 2,−|α|2)
=α e
1
2 |α|2 T 2 e− |α|
2
+∞∑
m=0
T 2m
C2
1F1(−m, 2, |α|2)
=α e−
1
2 |α|2 T 2
+∞∑
m=0
T 2m
C2
L(1)m (|α|2)
=α e−
1
2 |α|2 T
2
C2
1
(1− T 2)2 e
− T2
1−T2 |α|
2
(B5)
which gives us the final, simple and compact result
J˜α =α sinh
2 r e−
1
2 cosh(2 r) |α|2 . (B6)
Note that here we have introduced the generalised Laguerre polynomials L
(q)
a (z). Here as well, we have used the
generating function for the generalised Laguerre polynomial to go to the last line of (B5) from the second-to-last one.
Finally, we want to compute the following L˜α :=
∑+∞
l,l′=0 T
2(l+l′)/C4
∣∣〈l| exp[α aˆ† − α∗ aˆ]|l′〉∣∣2. We once more
proceed using similar techniques as above, skip some passages and find
L˜α =
+∞∑
l,l′=0
T 2(l+l
′)
C4
∣∣〈l| exp[α aˆ† − α∗ aˆ]|l′〉∣∣2
=2 e|α|
2
+∞∑
l=0
q=1
T 4 l+2 q
C4
(l + q)!
q! q! l!
|α|2 q ∣∣1F1 (l + q + 1, q + 1;−|α|2)∣∣2
+ e|α|
2
+∞∑
l=0
T 4 l
C4
∣∣∣1F1 (l + 1, 1;− |α|2)∣∣∣2
=2 e−|α|
2
+∞∑
l=0
q=1
T 4 l+2 q
C4
(l + q)!
q! q! l!
|α|2 q ∣∣1F1 (−l, q + 1; |α|2)∣∣2
+ e−|α|
2
+∞∑
l=0
T 4 l
C4
∣∣∣1F1 (−l, 1; |α|2)∣∣∣2
=2 e−|α|
2
+∞∑
l=0
q=1
t4 l+2 q
C4
l!
(l + q)!
|α|2 q
∣∣∣L(q)l (|α|2)∣∣∣2 + e−|α|2 +∞∑
l=0
T 4 l
C4
∣∣∣Ll (|α|2)∣∣∣2 , (B7)
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where 1F1(a, b;x) is the Confluent hypergeometric function that satisfies 1F1(a, b;x) = exp[x] 1F1(b − a, b;−x), and
the functions La(x) and L
(q)
a (x) are the Laguerre and generalised Laguerre polynomials respectively.
We now use the Hardy-Hille formula for Laguerre polynomials and obtain
L˜α =
exp
[
− 1+T 41−T 4 |α|2
]
cosh(2 r)
[
2
+∞∑
q=1
Iq
(
2
T 2
1− T 4 |α|
2
)
+ I0
(
2
T 2
1− T 4 |α|
2
)]
. (B8)
Finally, we use the fundamental Jacobi-Anger expansion, which can be recast as the identity exp[z cos θ] = I0(z) +
2
∑∞
n=1 In(z) cos(n θ) for modified Bessel functions, and note that in our case we have z = 2
T 2
1−T 4 |α|2 and θ = 0.
Therefore
L˜α =
exp
[
− 1cosh(2 r) |α|2
]
cosh(2 r)
. (B9)
Appendix C: Reduced state of the resonators
We want to compute the final reduced state ρˆm of the mechanical resonators. The reduced state is defined by
ρˆm := TrPhot(ρˆNL(t)). We assume that the initial state is ρˆ0 = ρˆc(0)⊗ ρˆm(0). We have
ρˆm(t) =
∑
n1,...,nN
〈n1, ..., nN | UˆNL ρˆ0 Uˆ†NL|n1, ..., nN 〉
=
∑
n1,...,nN
〈n1, ..., nN | ρˆc(0)|n1, ..., nN 〉 Dˆ{nk} ρˆm(0) Dˆ†{nk}
=
∑
{nk}
k∈I
p{nk} Dˆ{nk} ρˆm(0) Dˆ
†
{nk}, (C1)
where we have introduced
∑
{nk}
k∈I
:=
∑
n1,n2,...,nN
for N modes that belong to the set of all possible combinations of
excitations I, while ∑k∈I Pk := P1 + P2 + ...+ PN for any k-dependent quantities Pk. We have also introduced
|n1, ..., nN 〉 :=|n1〉 ⊗ ...⊗ |nN 〉
p{nk} :=〈n1, ..., nN |ρˆc(0)|n1, ..., nN 〉
Dˆ{nk} :=
∏
p
e−i
∑
p F
(p)
m bˆ
†
pbˆp e
−i∑p(F (p)+ +∑k∈I nk F (p,+)k ) Bˆ(p,+) e−i∑p
(
F
(p)
− +
∑
k∈I nk F
(p,−)
k
)
Bˆ(p,−)
.
=
∏
p
eiθp exp
[
−i
∑
p
F (p)m bˆ
†
pbˆp
]
exp
[(
F (p)∗ +
∑
k∈I
nk F
(p)∗
k
)
bˆ†p − h.c.
]
. (C2)
Finally, we have also introduced F (p) := F
(p)
+ + i F
(p)
− and F
(p)
k := F
(p,+)
k + i F
(p,−)
k . The phases e
iθp are irrelevant
since they cancel out in the expression (15). Note that we have Tr(ρˆm(t)) =
∑
{nk}
k∈I
p{nk} = 1 as expected.
Appendix D: Computing mixedness for initial coherent/thermal states of field modes/resonators
We want to compute an expression for Tr{mk},{nk} which is defined as
Tr{mk},{nk} :=Tr
(
Dˆ†{mk} Dˆ{nk} ρm(0) Dˆ
†
{nk} Dˆ{mk} ρm(0)
)
, (D1)
where
Dˆ†{mk} Dˆ{nk} =
∏
p
eiθ
′
p exp
[
−i
∑
p
F (p)m bˆ
†
pbˆp
]
exp
[
i∆
(p)
{nk,mk} bˆ
†
p − h.c.
]
(D2)
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and ∆
(p)
{nk,mk} :=
∑
k∈I (nk −mk)F (p)k for simplicity of presentation. Again, the phases eiθ
′
p are irrelevant.
Our goal can be easily reached using the useful result (B9). We first note that we have to consider many L˜
∆
(p)
{nk,mk}
and rp. We then note the important expression
Tr{mk},{nk} :=
∏
p
L˜
i∆
(p)
{nk,mk}
. (D3)
This easily gives us
Tr{mk},{nk} =
∏
p
exp
[
− 1cosh(2 rp)
∣∣∣∆(p){nk,mk}∣∣∣2]
cosh(2 rp)
. (D4)
1. Computing mixedness for initial coherent/thermal states of field modes/resonators
Here we need to compute the mixedness (25). This requires us to compute the simpler contribution
Λα = e
−2 |µ|2
+∞∑
nm
|µ|2 (n+m)
n!m!
e−α (n−m)
2
. (D5)
The calculations follow here
Λα =e
−2 |µ|2
+∞∑
nm
|µ|2 (n+m)
n!m!
e−α (n−m)
2
=e−2 |µ|
2
[
2
+∞∑
n>m
|µ|2 (n+m)
n!m!
e−α (n−m)
2
+
∑
n
|µ|4n
n!n!
]
=e−2 |µ|
2
2 +∞∑
n=0
d=1
|µ|4n+2 d
n! (n+ d)!
e−αd
2
+
∑
n
|µ|4n
n!n!

=e−2 |µ|
2
[
2
+∞∑
d=1
Id(2 |µ|2) e−αd2 + I0(2 |µ|2)
]
. (D6)
Using the Jacobi-Anger expansion for the modified Bessel functions we obtain
Λα =1− 2 e−2 |µ|2
+∞∑
d=1
Id(2 |µ|2)
(
1− e−αd2
)
. (D7)
Appendix E: Time evolution in the periodically driven linearised regime
Here we compute the time evolution induced by the linearized Hamiltonian Hˆlin when only one cavity mode k˜ is
present. It reads
Hˆlin =~ωc,k˜δaˆ
†
k˜
δaˆk˜ +
∑
p
~ωm,p bˆ†pbˆp +
∑
p
~ gk˜p α
2
k˜
Bˆ(+)p +
∑
p
~αk˜ gk˜p Aˆ
(+)
k˜
Bˆ(+)p . (E1)
This Hamiltonian induced the time evolution through the operator
Uˆlin(t) =Uˆ0(t) Uˆ1(t) UˆD(t), (E2)
where we have defined
Uˆ0(t) = exp
[
−i
(
ωc,k˜δaˆ
†
k˜
δaˆk˜ +
∑
p
ωm,p bˆ
†
pbˆp
)
t
]
Uˆ1(t) =Uˆ0(t)
←
T exp
[
−i/~
∫ t
0
dt′ Hˆ1
]
. (E3)
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The Hamiltonians in (E3) read
Hˆ1(t) = +
∑
p
~αk˜ gk˜p cos((ωc,k˜ + ωm,p) t)
(
δaˆ†
k˜
bˆ†p + δaˆk˜ bˆp
)
+
∑
p
~αk˜ gk˜p sin((ωc,k˜ + ωm,p) t) i
(
δaˆ†
k˜
bˆ†p − δaˆk˜ bˆp
)
+
∑
p
~αk˜ gk˜p cos((ωc,k˜ − ωm,p) t)
(
δaˆ†
k˜
bˆp + δaˆk˜ bˆ
†
p
)
+
∑
p
~αk˜ gk˜p sin((ωc,k˜ − ωm,p) t) i
(
δaˆ†
k˜
bˆp − δaˆk˜ bˆ†p
)
+
∑
p
~ gk˜p α
2
k˜
cos(ωm,p t) Bˆ
(+)
p +
∑
p
~ gk˜p α
2
k˜
sin(ωm,p t) Bˆ
(−)
p (E4)
Here we will assume that the couplings gk˜p(t) are modulated periodically. In this work, the choice of modulation is
not restricted by any physical constraint, therefore we can choose gk˜p(t) = gk˜p (1 + κ sin(ωd t)) or gk˜p(t) = gk˜p (1 +
κ cos(ωd t)) as simple modulations. It is easy to see that the choice of modulation will “select” a particular term in
the expression for Hˆ1(t). What we mean by this is that
sin(ωd t) sin((ωc,k˜ ± ωm,p) t) =
1
2
[
cos((ωd − (ωc,k˜ ± ωm,p)) t)− cos((ωd + (ωc,k˜ ± ωm,p)) t)
]
cos(ωd t) cos((ωc,k˜ ± ωm,p) t) =
1
2
[
cos((ωd + (ωc,k˜ ± ωm,p)) t) + cos((ωd − (ωc,k˜ ± ωm,p)) t)
]
, (E5)
which have particular, or resonant, behavior when ωd = ωc,k˜ ± ωm,p. Assuming that all frequencies are positive and
that ωc,k˜ > ωm,p, we then have
sin(ωd t) sin((ωc,k˜ ± ωm,p) t) =
1
2
[1− cos(2ωd t)]
cos(ωd t) cos((ωc,k˜ ± ωm,p) t) =
1
2
[1 + cos(2ωd t)] (E6)
when ωd = ωc,k˜ ± ωm,p.
In the following we will consider both cases separately.
1. Time evolution in the periodically driven linearised regime: mode-mixing drive
Here we consider the case where ωd = ωc,k˜ − ωm,p˜ for a specific oscillator p˜ and a drive of the form gk˜p(t) =
gk˜p (1 +κ sin(ωd t)). This means that, after long enough time, the effective Hamiltonian contributions will be coming
from the term
Hˆ1(t) ∼1
2
~αk˜ κ gk˜p˜ i
(
δaˆ†
k˜
bˆp˜ − δaˆk˜ bˆ†p˜
)
. (E7)
This implies that Uˆ1(t) ∼ exp
[
αk˜ κ gk˜p˜
(
δaˆ†
k˜
bˆp˜ − δaˆk˜ bˆ†p˜
)]
after enough time.
This also means that it is easy to compute the time evolution through the linearised Hamiltonian in this regime,
which after enough time reads
Uˆlin(t) δaˆk˜ Uˆlin(t) =e
−i ωc,k˜ t
[
δaˆk˜ cos(αk˜ κ gk˜p˜ t) + bˆp˜ sin(αk˜ κ gk˜p˜ t)
]
Uˆ†lin(t) bˆp˜ Uˆlin(t) =e
−i ωm,p˜ t
[
bˆp˜ cos(αk˜ κ gk˜p˜ t)− δaˆk˜ sin(αk˜ κ gk˜p˜ t)
]
. (E8)
Notice that, as expected for a resonant drive scenario, the mode-mixing angle θm,p˜ between the cavity mode and
resonator, reads θm,p˜ = αk˜ κ gk˜p˜ t and increases with time.
2. Time evolution in the periodically driven linearised regime: squeezing drive
Here we consider the case where ωd = ωc,k˜ + ωm,p˜ for a specific oscillator p˜ and a drive of the form gk˜p(t) =
gk˜p (1 +κ sin(ωd t)). This means that, after long enough time, the effective Hamiltonian contributions will be coming
from the term
Hˆ1(t) ∼1
2
~αk˜ κ gk˜p˜ i
(
δaˆ†
k˜
bˆ†p˜ − δaˆk˜ bˆp˜
)
. (E9)
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This implies that Uˆ1(t) ∼ exp
[
αk˜ κ gk˜p˜
(
δaˆ†
k˜
bˆ†p˜ − δaˆk˜ bˆp˜
)]
after enough time.
This also means that it is easy to compute the time evolution through the linearised Hamiltonian in this regime,
which after enough time reads
Uˆlin(t) δaˆk˜ Uˆlin(t) =e
−i ωc,k˜ t
[
δaˆk˜ cosh(αk˜ κ gk˜p˜ t) + bˆ
†
p˜ sinh(αk˜ κ gk˜p˜ t)
]
Uˆ†lin(t) bˆp˜ Uˆlin(t) =e
−i ωm,p˜ t
[
bˆp˜ cosh(αk˜ κ gk˜p˜ t) + δaˆ
†
k˜
sinh(αk˜ κ gk˜p˜ t)
]
. (E10)
Notice that, as expected for a resonant drive scenario, the squeezing rm,p˜ between the cavity mode and resonator,
reads rm,p˜ = αk˜ κ gk˜p˜ t and increases with time.
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