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Resumen 
Este articulo introduce un formalismo matematico robusto para la definition y 
desarrollo de agentes deliberativos con un motor de razonamiento basado en casos. 
El concepto de agente deliberative es introducido y el modelo de sistema basado en 
casos es descrito utilizando un formalismo analftico. Se introduce posteriormente 
el calculo variational para facilitar a los agentes herramientas de planificacion y 
replanificacion de sus intenciones de forma que puedan reaccionar a los cambios 
del entorno en tiempo real. El continuo desarrollo en la industria turistica y la 
adaptation de procesos que, mediante las nuevas tecnologias, se esta haciendo, 
nos sugiere la formalization de un agente que asista a potenciales turistas en la 
organization de sus vacaciones y sea capaz de modificar sus horarios a traves de 
sistemas de comunicacion moviles. 
Palabras Clave: Razonamiento basado en casos, Calculo Variacional, Agentes y 
planificacion. 
1. Introduction 
La evolucion tecnologica en el mundo actual es rapida y constante. Los sistemas que 
tendran exito deben tener capacidad para adaptarse y deben disponer de mecanismos 
que les permitan decidir que hacer para alcanzar sus objetivos. Tales sistemas existen y 
se conocen como agentes autonomos o inteligentes [20]. Nos planteamos desarrollar un 
agente con arquitectura BDI que utilice un mecanismo de razonamiento basado en casos 
para generar sus planes. Fundamentaremos este planteamiento con un robusto soporte 
matematico basado en el calculo variacional, que nos permitira integrar las arquitecturas 
BDI con un sistema CBR y nos permitira introducir un mecanismo para la planificacion 
y re-planificacion del agente en tiempo real. Los agentes deben ser autonomos, reactivos, 
pro-activos, sociables y con capacidad de aprendizaje. Deben ser capaces de responder 
a eventos que tengan lugar en su entorno, tomar iniciativa de acuerdo a sus objetivos, 
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interactuar con otros agentes (algunos de ellos pueden ser humanos) y usar experiencias 
pasadas para alcanzar sus objetivos. 
Existen diferentes tipos de agentes que pueden clasificarse de modos distintos. Uno 
de los mas importantes son los agentes deliberativos BDI, cuya arquitectura se asienta 
sobre tres pilares: creencias, deseos e intenciones, y el agente las utiliza con el fin de 
estructurar las decisiones que le lleven a alcanzar sus objetivos: sus creencias repre-
sentan su estado informacional - lo que los agentes conocen acerca de ellos mismos y 
de su entorno- sus deseos son sus estados motivacionales - lo que intentaran alcanzar -
y sus intenciones representan sus estados deliberativos. Estas actitudes intencionales 
determinan el comportamiento de los agentes. Las arquitecturas BDI tienen la ventaja 
de ser intuitivas -es relativamente facil reconocer el proceso de decision y el modo de 
ponerlo en practica-. Por otro lado, su principal desventaja reside en determinar un 
mecanismo que pueda permitirnos su adecuada implementation. 
En el momento actual, el formalismo y la implementation de agentes BDI constituye 
el trabajo de investigation de numerosos cientfficos [5, 8, 17]. 
Algunos de ellos critican los trabajos en formalization a partir de logicas multi-
modales para la formalization y la construction de dichos agentes, porque no es un 
marco completamente axiomatizado ni computacionalmente eficiente. 
Rao et Georgeff [16] afirman que el problema se encuentra en la gran diferencia que 
existe entre la potencia de esas logicas y lo que se requiere para la actuation practica 
de tales sistemas. Otro problema es que estos tipos de agentes no tienen capacidad de 
aprendizaje -un elemento imprescindible si queremos que constantemente incorporen, 
modifiquen o eliminen creencias, deseos e intenciones - . 
En este trabajo se presenta una formalization analftica y de caracter robusto, frente 
a las alternativas en logica modal, que ademas contempla un modo de implementation 
eficiente. Se muestra como la estructura de agente BDI a la que se incorpora un motor 
de razonamiento basado en casos CBR puede acelerar sustancialmente el proceso de 
deliberation del BDI y resolver los problemas relacionados con la capacidad de apren-
dizaje de los agentes: implementar agentes en la forma de sistemas CBR facilita su 
aprendizaje y adaptation. 
Si logramos establecer una correspondencia entre las actitudes mentales de los agen-
tes y la information que un sistema basado en casos manipula, entonces tendremos 
una forma de desarrollar agentes no solo con sus creencias, deseos e intenciones, sino 
tambien con capacidad de aprendizaje. 
Existen resultados de investigation que aportan luz en la relation entre agentes y 
mecanismos de razonamiento CBR [13,19, 15]. En nuestra propuesta, el formalismo ma-
tematico que la soporta facilita los procesos para la correcta y eficiente implementation 
de un agente en la forma de un sistema CBR. El calculo variacional se introduce para 
automatizar el ciclo de razonamiento del agente, fundamentalmente durante la etapa de 
recuperation, para garantizar un mecanismo de planificacion y re-planificacion eficiente 
en tiempo real. 
Aunque se pueden encontrar diferentes tipos de mecanismos planificadores en la lite-
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ratura correspondiente [4, 11, 12], ninguno de ellos nos permite re-planificar en tiempo 
real, y cada vez que los cambios en el entorno rompen con las pretensiones del agente 
de alcanzar los objetivos a partir del plan que habi'a iniciado, el sistema debe "desandar 
lo andado" para preparar un nuevo plan. 
Algunos de los trabajos planteados usan, tal como indicabamos, tecnicas de pla-
nificacion que no pueden tratar con los cambios producidos en el entorno y plantear 
modificaciones en tiempo real, por ejemplo, los trabajos de [11, 12] introducen un tipo 
de esquemas de planificacion que necesitan ser reprogramados cuando el ambiente cam-
bia. En [4] se propone una arquitectura que intenta ser mas flexible en la re-planificacion, 
al incorporar nueva informacion al sistema proveniente del medio, pues solo se cambia 
el dominio informational sobre el que se disena el plan en lugar de reprogramar el plan 
por completo, y se conservan las lfneas de razonamiento general. Esta arquitectura nos 
permite construir las sucesivas fases de un plan sin especificar demasiada informacion 
y, por tanto, sin depender excesivamente del dominio ni de los inesperados cambios en 
el. Posteriormente, para conocer si el plan trazado es adecuado, se requiere ponerlo en 
practica en dominio real. Esta operation requiere una gran cantidad de tiempo compu-
tational y emplea grandes recursos porque necesita hacer dos veces el mismo trabajo, 
primero disenando el plan en terminos generales, y despues comprobando que es ade-
cuado al problema, proyectandolo al caso concreto. Con el modelo que proponemos, se 
plantea una solution que trate adecuadamente con problemas donde los cambios en el 
entorno no impliquen ni estrategias de reprogramacion, ni las desventajas mostradas 
en [4], porque existe un criterio de decision que, ante cambios contextuales, puede to-
mar decisiones en tiempo real. La clave del sistema esta en aprovechar la potencia del 
calculo variacional al utilizarse dentro del ciclo de vida CBR, para automatizar su fase 
de recuperation. 
Comenzaremos revisando los conceptos de procesos CBR y de sistemas delibera-
tivos e introduciremos un unico esquema de representation para ambos. A partir de 
esta notation comun, es sencillo mostrar como integraremos el mecanismo CBR para 
operar con las actitudes mentales de un agente deliberative. Se introduce, entonces, el 
calculo variacional y se muestra como automatizar el razonamiento de agentes con las 
caracteristicas mencionadas. 
Finalmente, se presenta el esquema de funcionamiento de un diseno de agente BDI-
CBR, para el sector del turismo electronico, usando la metodologia que hemos introdu-
cido. 
2. Sistemas de razonamiento basado en casos (CBR) 
Los sistemas de razonamiento basado en casos se usan para resolver nuevos pro-
blemas mediante la adaptation de soluciones que fueron usadas en la resolution de 
problemas similares [6]. El proceso de trabajo de un sistema CBR consiste, fundamen-
talmente, en la adaptation de viejas soluciones para construir planes asociados a nuevas 
experiencias, usando casos ya validados para plantear nuevas propuestas, para formular 
nuevas soluciones o para razonar de manera analoga en situaciones similares. 
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Figura 1: Ciclo de razonamiento del CBR. 
La Figura 1 nos muestra el ciclo de razonamiento de un CBR tfpico, donde se 
incluye la secuencia de cuatro etapas que estan cfclicamente conectadas: recuperation, 
reutilizacion, revision y memorization [1, 18]. Durante la fase de recuperation, los casos 
que son mas similares al problema que se nos propone se extraen de la base de casos. 
Los casos recuperados son adaptados para generar una posible solution durante la fase 
de reutilizacion o adaptation. La solution es entonces revisada y, si es apropiada, se 
le da forma y entidad de caso, para que en la fase de memorization se almacene en 
memoria. 
Por tanto, los sistemas CBR actualizan constantemente su base de casos y en con-
secuencia se adaptan a los cambios del entorno. Cada una de las fases de razonamiento 
de un sistema CBR puede ser automatizada, lo que implica que podemos tener un 
modo automatico para el proceso completo [6, 7]. Este resultado abre el camino a la 
hipotesis de utilizar sistemas CBR para implementar agentes BDI que pudieran razonar 
autonomamente y tener propiedades de adaptation a cambios en el entorno. 
Los agentes pueden entonces usar el ciclo de razonamiento de un sistema CBR para 
generar planes. A partir de una notation que permita considerar casos y actitudes 
intencionales de manera comun, se presentara un modelo para la implementation de 
BDI usando para ello un motor de razonamiento CBR. 
3. Implementation de agentes deliberativos usando sistemas CBR 
Esta section presenta la relation que puede ser establecida entre agentes BDI y 
sistemas CBR y muestra como los agentes pueden razonar mas eficazmente con la ayuda 
de un modulo CBR. La formalization presentada toma elementos de otros sistemas [13, 
19, 15] y los adapta. Nuestro proposito es definir una relation entre agentes y su modelo 
de razonamiento, fijando especial atencion en dos elementos: 
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1. Busqueda de vertiente practica teniendo en mente la implementation del modelo 
2. Incorporation del aprendizaje mediante la adaptation a cambios del entorno 
Para ilustrar el modelo, un ejemplo relacionado con el turismo es analizado parale-
lamente a la explication. 
3.1. Concepto de Agentes BDI 
Introducimos la notation y la relation entre componentes actitudinales que caracte-
rizan un agente BDI: 
© es el conjunto que describe el entorno del agente 
T ( 0 ) es el conjunto de atributos {Ti,T2,..., r n } en el que el mundo es expresado 
Definicion. Una creencia e sobre 0 es una m-upla de atributos de T(6 ) , que deno-
tamos e = (ri, T2,.. . , rm ) con m <n. 
Definicion. Llamamos conjunto de creencias sobre 0 y denotamos C(0)> a ' conjunto 
C ( 0 ) = { ( r i , r 2 , . . . ,TJ) donde j = l , 2 , . . . , m < n}. 
Ejemplo: 
Supongamos que el mundo T(Q) incluye todos los atributos necesarios para caracterizar 
una ruta turfstica en la ciudad de Salamanca (capital cultural europea 2002). 
T(©) — {n = nombre monumento, T2 = horario, TZ = coste, 
7~4 = tiempo de desplazamiento entre dos items de una ruta,..., rn } 
En este mundo, una creencia, por ejemplo, monumento, es un vector de atributos de 
T(Q) que caxacterizan el monumento. 
Creencia monumento = (ri = nombre, T2 = horario, 7-3 = coste visita, 
T4 = indicador de calidad) 
Una creencia particular, por ejemplo, catedral nueva, es un vector como el anterior que 
valora en sus variables. 
catedral nueva = (nombre = CN,horario 6 (10:00h, 18:00h),coste visita = 3 €, 
calidad = 1.5) 
Definicion. Introducimos el operador "A de accesibilidad" entre m creencias (ei,e2, 
e3, • • •, em ) , y denotamos A(ei, e2,e3,. . . , em) = (ei A A . . . em ) , al operador que crea 
nuevas estructuras uniendo creencias compatibles entre si. 





















(a) Valores de la creencia Ml. 
Atributo Valor 
i2 Entidad D(A,A) 
cl Clase Viaje en taxi 
h Tiempo medio viaje 1 hr. 
c Coste 12 € 
Atributo Valor 
i Entidad M2 
cl Clase Monumento 
s horario manana 10-14 hrs. 
c tarifa manana 6 € 
h tiempo medio visita 1 hr. 
z zona geografica A 
(b) Valores de la creencia M2. 
Atributo Valor 
i Entidad M3 
cl Clase Monumento 
s horario manana 10-15 hrs. 
c tarifa manana 6 € 
h tiempo medio visita 1 hr. 
z zona geografica A 
(c) Valores de la creencia D(A, A). (d) Valores de la creencia M3. 
T a b l a 1: Valores para las creencias Ml,M2,D(A,A) y M3. 
Definition. Diremos que el operador A actuando sobre m creencias es nulo si alguna 
de ellas no es accesible, y lo denotamos A(ei,e2, e^,..., em) = 0. 
Ejemplo: 
Son las 12:00 pm, y el agente cree M l , M2, D(A, A), creencias que se describen en las 
Tablas 1(a), 1(b) y 1(c). 
Con estas creencias y dado que son las 12:00h, es imposible visitar Ml, M2, por el camino 
(M1AD(A, A)/\M2) que, segun nuestra notation, denotaremos A(M1, D(A,A), M2) = 0. 
Si M 2 es substituida por M 3 (ver Tabla 1(d)) entonces ( M l A D(A, A) A M3) es posible, 
y A(M1, D(A, A), M2) / 0, lo cual significa que el agente ha identificado que podemos 
visitar los monumentos M l y M3, tomando en consideration que el tiempo de viaje entre 
ambos monumentos viene dado por D(A,A). 
Definition. Una intention i sobre 0 es una s-upla de creencias compatibles entre 
si que denotamos i = (e\, e^, •.., es) con s € N, A(ej, ej) ^ 0. 
Definition. Llamaremos conjunto de intenciones sobre 0 y denotaremos 7(0) al con-
junto 1(0) = {(ei, e2 , . . . , ejfe) donde k e N}. 
Supongamos ahora que, a partir del analisis de un problema, determinamos un con-
junto de parametros que constituyen una base de atributos sobre la que estructurarlo. 
Se construye el conjunto N, que toma los elementos de 1(G) caracterizandolos a partir de 
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horario (hr) 10-11 11-12 12-13 13-14 14-16 16-18 18-20 20-21 21-22 
intencion MX D(A,A) M 2 D(A, A) RI D(A,B) M 3 D(B, B) R2 
Coste(€) 6 0 6 0 12 0 0 0 12 
Tiempo (hr) 1 1 1 1 2 2 2 1 1 
Calidad 1 - 2 - 1 - 2 - 2 
(a) Valores de las creencias que constituyen la intencion i\. 
Sistema de coordenadas de N 
P 
C 




(b) Valores para (P,C) asociados a ii. 
Tabla 2: Valores para las creencias de la intencion I\ y sus valores (P,C) asociados. 
atributos de esta base. El conjunto necesario y suficiente de variables se obtiene empi'ri-
camente, ya que depende del problema propuesto y depende tambien en que terminos 
quiera resolverse. 
Definicion. Llamaremos "variables canonicas" de un conjunto / (© ) a cualquier con-
junto de parametros linealmente independientes N = {A\,A2,—,Av) que caractericen 
los elementos i 6 1(0) -aunque llamamos variables canonicas, no son unicas, son propias 
de / (©) , para cada problema P dado-. 
Ejemplo: 
Si un turista interacciona con el agente para solicitar una ruta que cumpla como requisitos, 
visitar un numero de monumentos (P ) y no gastar mas que un coste maximo asociado 
(C), entonces podremos expresar N = (Ai , A2) = (P ,C) . 
En este sistema de coordenadas la intencion siguiente: 
ii = Ml A D(A, A) A M2 A D(A, A) A RI A D(A, B) A M 3 A D(B, B) A R2 
con los valores de las creencias en la Tabla 2(a), tiene los valores de los parametros P y 
C indicados en la Tabla 2(b). 
Definicion. Llamamos deseo d sobre 0 a una funcion entre 
d : 7(0) —> n(N) 
i B ( e i A . . . A er) F(AI,A2,...,AV) 
donde es el conjunto de funciones sobre N. 
La expresion anterior nos dice que las actitudes intencionales que llamamos deseos 
pueden ser alcanzadas a traves de un plan -que en nuestro esquema corresponde con la 
construction de una intencion adecuada- utilizando para ello, toda la informacion que 
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nos proporcionen las creencias, pero evaluadas en terminos de los parametros en los que 
se especifican los objetivos deseados. 
Definicion. Llamamos conjunto de deseos sobre 0 y denotamos D(Q) al conjunto 




La funcion deseo del turista "quiero una ruta en la que como mmimo vea tres monumentos 
y como maximo gaste 50€", se puede expresar: 
Hasta aquf hemos presentado el marco desde el que vamos a representar las actitudes 
basicas de un sistema BDI. Veamos, a continuation, como trabajamos con experiencias 
almacenadas en forma de casos y como razonar a partir de ellos. 
3.2. Formalismo analftico para sistemas de razonamiento basado en casos 
Consideremos un problema P, del cual deseamos obtener su solution que denotamos 
S(P) El funcionamiento de un sistema basado en casos consiste en asignarle la solution 
S(P) al problema, mediante la adaptation de una solution memorizada S(P') asociada 
a un problema similar P'. 
Denotamos P como P = (Si, {B j } , Sf) donde 5, = estado inicial, Sf = estado final, 
y {O j } con j = (1 , . . . , m) es el conjunto de operadores a partir de los que se construye la 
solution. La solution S(P) se define como S(P) — {5^,0^} donde k = ( 1 , . . . , n+l), h = 
(1 ,...,n),Si = Si,Sn+1 = Sf, esto es, S(P) = {Si,QuS2,Q2, • • • ,Qn,Sn+1}. 
Los estados Sk y los operadores Qj se definen como 
donde s o n ia s variables en las que los estados del problema se representan. 
Definicion. Llamaremos coordenadas tipo {O r}r~i v a aquellas que representan los 
objetivos de la solution. 
Definicion. Llamaremos coordenadas tipo {JRs}S=I,...,? a aquellas que representan los 
recursos que se van perdiendo en el proceso de solution. 
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A partir de las definiciones y la notation expuesta, introducimos el parametro "efi-
cacia, 5" de la solution correspondiente a un problema P = (5 ,5 ' ) que se define como 
un vector 5 (5 ,5 ' ) = (3x,3y), con 
g Or(S')-Or{S) d = Rs(S)-Rs(S') 
max[Or] y max[J?s] 
esta definicion implica 0 < 5 x £ l , 0 < 5 y < l , y asocia para cada solution que se 
encuentre a un problema, un indicador con la informacion sobre objetivos alcanzados 
y recursos empleados que, al ser dividido entre el valor total, nos da idea del grado de 
satisfaction. 
Con el fin de tener una expresion explfcita que evalue los componentes del vector 
eficacia entre los estados inicial y final, 5 y 5' , de una solution 5 (P) , es necesario 
normalizar cada uno de los objetivos y recursos, para poder operar con valores, en 
principio heterogeneos, {Or}r=i,...,p, {P s } s=i , . . . , ? -
Si {Or(S)} = ( O i , 0 2 , . . . , O P ) y en el estado final { 0 r ( 5 ' ) } = (0[,0'2,... ,0'P) 
l(°i-°iY i V , , (°'r-°r\2 If0'i-M2 i f°'2-02\2 , , (°'P-°p\2 y l mix 01 I """I max 02 I ' I max Op j 1/ 1 max O, ) "T" I max 02 ) "*"'"*' I max Op ) 
//m**Ot\2 / m axO^y /max Op \ ^  ~ s/P V ^ max Oj J T ^ mix 02 } max Op J 
Como {Rs(S)} = {R1,R2,...,Rq) y ademas {Rs(S')} = (R[, R'2,..., R'q), tenemos, 
l(*i-*A21 ( " r ^ V i , f^-^y /C R , i - f l iV , ( k 2 - « 2 ) 2 , i {*'P-**Y y 1 max Ri J "T" I max i)2 J ' ' ' I Bp I y I mix Rx J ' I max R2 J T ... 1" I m4)c Rij j 
/ / m a x H i ' j 2 , ( ™ * R 2 \ 2 ," I V ^ Y ^ max Hj ) ^ V max H2 ) ^ max RQ ) 
Introducimos un nuevo parametro, la eficiencia, que mide cuantos recursos se nece-
sitan para alcanzar un objetivo. 
Definicion. Dado un problema P a resolver y una solution 5 (P) , diremos que <r[5(P)] 
es la eficiencia de la solution S(P) y se calcula como <r[5(P)] = $x/3y La definicion 
implica que c (5 ,5 ' ) € (0,oo). 
Definicion. Un caso C es una 3-upla {P, 5 (P) , 3'[5(P)]} donde P representa la des-
cription del problema, 5 (P ) la solution de P y J[5(P)] la eficacia de la solution. 
Definicion. Una base de casos CB — {Ck/k = 1 , . . . , q y q E N} es un conjunto finito 
de casos memorizados y accesibles por un sistema. 
3.3. Integracion de sistemas CBR en arquitecturas BDI 
La relation entre sistemas CBR y agentes BDI puede ser establecida, asociando 
creencias, deseos e intenciones a casos. La ventaja de este enfoque es que un problema 
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puede ser facilmente conceptualizado en terminos de agentes y, posteriormente, imple-
mentado en forma de un sistema CBR. Primeramente, introduzcamos una funcion que 
asocia un indice idx(Ck) a cualquier caso almacenado Ck. Si utilizamos la notation que 
presentamos para cada caso C, con coordenadas { O r } , { R s } , se tiene 
idx : CB I(CB) 
C idx(C) =idx{P,S(P),3[S(P)}} = {idx{Si),idx(Sf)} = 
{[Si = (Oj , ai), (02,a2),..., (Op, op) , {Rub! ) , ( R t M ) , 6,)], 
[5/ = (0[, ci), 00 '2 ,C 2 ) , . . . , (0'p,cp), (R[, dx), (R'2, d j ) , . . . , ( i^ , d,) ] } 
donde Oj,Rk £ T(CB),a,i,bj,Ck,di £ M,p,g € N y donde el I(CB) es el conjunto de 
indices de una base de casos CB(CaseBase) y, como hemos mostrado, se representan 
sus elementos por vectores compuestos por los atributos de T(CB), y (ax, a2,..., am), 
que comprende tanto valores individuales como dominios o intervalos de valores. 
Definicion. El proceso de abstraction que supone el mecanismo de indexation en el 
manejo de casos nos permite la introduction de una relation de orden R, en la base de 
casos CB, que nos permite comparar casos. Los indices estan organizados en la forma 
de una jerarqui'a de subsumcion. 
(CB,R) = {[Ck/k = 1,..., q donde qeN],R} = { ( C i , . . . , Cq)/idx(Ci) C idx(C2) C . . . C idx(Cq)} 
Definicion. Diremos que dos casos C, C' 6 CB, cumplen la relation 
idx(Si) C idx(S[) 
idx(Sf) D idx(S'j) idx(C) C idx{C') si | ^ 
que expresado en componentes, 
Definicion. Diremos que S(P') es una posible solution CBR de un problema P si 
C' = (P',S(P'),$[S(P')]) cumple la relation idx(C') D idx(P), donde idx(P) se calcula 
a traves de las restricciones que a la solution buscada S(P) se impone. 
Ejemplo: 
Dados dos casos, Cl,C2, y sus indices, para los cuales, por sencillez, se supone que los 
estados iniciales son el origen de coordenadas y, por tanto, tienen valores nulos, 
idx(Cl) = {(Oi,ai),(R'u h),(R'2, b2)} = {(0[, 1.7), (R[, 95), (J&21.6)} 
idx(C2) = { (Oi.oi) , (R'uh), (R'2,b2)} = {(Oi, 1.1), (ii'i,80), (R2,19.2)} 
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Con estos valores, una relation de subsumcion no puede ser establecida. Si introducimos 
otro caso C3, con 
Y si el problema a resolver puede ser representado por P = (Si ,S / ) , donde la solution 
buscada cumpla, 
la relation idx(C3) C P C idx(Cl),idx(C2) puede ser establecida. Con las definiciones 
vistas, idx(C3) no es "posible solution cbr de P", mientras que idx(Cl),idx(C2) son 
"posibles soluciones cbr" para el problema. 
Definicion. Dada una base de casos CB, y dado un problema P, llamamos "conjunto 
de posibles soluciones cbr", al conjunto 
Con todo lo visto, tenemos el contexto preparado para introducir el concepto de 
Definicion. Llamaremos "estado p de un proceso intentional", que denotamos {ei A 
e2 A . . . A e s _i A e s]} , a la description de cualquier situation intermedia que el proceso 
cruce hacia la solution, {ei A e2 A . . . A e r , donde r < s} expresada en terminos de 
N = (Ai ,A2... Av) y verificando que el operador accesibilidad aplicado a {ei A e2 A . . . A 
e r , donde r < s} no es nulo, esto es {3 A (e ; , e j ) , i , j = 1 , . . . ,r;i < j}. 
Definicion. Construimos "un espacio de representation" del conjunto / ( © ) , y deno-
minamos "espacio de estados", denotado como a un espacio euclfdeo que tiene como 
base de coordenadas el conjunto de variables N = (A\,A2,. .., AV) -en el que se defi-
ne una metrica que cumpla la propiedad euclidea- que preserva la notion intuitiva de 
distancia. 
Estas definiciones preparan el marco donde exponer nuestra interpretation geometri-
ca del razonamiento basado en casos, y permitira enfocar el problema utilizando trata-
miento variacional. Introduciremos un par de definiciones mas, que nos permiten vincu-
lar la representation intentional de agentes con la de estados de un CBR y tendremos, 
de este modo, un lenguaje de representation para estructuras integradas CBR-BDI. 
Definicion. Dado un sistema de coordenadas canonico para un problema P, en / (© ) , 
denotado (AI,A2, ..., AV), podemos reordenarlo si diferenciamos entre las variables 
{Fm} = {Aj con j < v/Aj crecientes en el proceso de solution} y aquellas 
{Gn} = {Ak con k < v/Ak decrecientes en el proceso de solution}, de forma que 
idx(C3) = { ( O i , ai ) , (R[,bi), (i?'2,62)} = {{0[, 0.9), (R[, 100), {Ro, 22)} 
r = {CkG CB/idx(Ck) D P } , r C CB, k = l,...,m 
CBR. 
N = {Fm}U{Gn}yrn + n = v 
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horario (hr) 10-11 11-12 12-13 13-15 15-17 17-19 19-20 20-21 21-22 
intencion M2 D(A,A) Rl D(A, B) M 3 Tx{B,A) Ml Tx(A,B) R2 
Coste(€) 6 0 12 0 12 3 12 3 12 
Tiempo (hr) 1 1 2 2 2 1 1 1 1 
Caiidad 1 1 2 2 2 1 1 1 1 
T a b l a 3: Valores para la intencion i2. 
Definicion. Con la reorganization en N, y dada una i € 7(0), podemos expresar 
funcionalmente la doble relation de dependencia que tenemos para las intenciones: 
• en terminos de los atributos para creencias 
i = i[ei(Ti,r2 , . . . , r i ) , e 2 ( r 1 , r 2 , . . . ,rk),.. •,es(r1,T2,.. • ,r ?)] = i(n,T2, . . . , r n ) 
• en terminos de las variables canonicas asociadas a K, y reordenadas 
i = i(Ax ,A2,...,Av) = i{Fi,F2,...,Fm,Gi,G2,..., Gn) 
lo cual determina una relation del tipo AJ = AJ(RX,R2,... , r„). 
En este punto, podemos plantear la relacion fundamental entre agentes BDI y sis-
temas CBR. 
Recordemos que hemos planteado la solution S(P) para un problema P = (Si, {©j}, 
Sf), como una secuencia de estados Sk = ({Or}r=i,...,p, ({^?s}s=i,...,?) interrelaciona-
dos por operadores {Sk,@h}, donde el estado inicial y final son los que determina el 
enunciado del problema. 
Si el problema se le plantea a un agente deliberative BDI, que habita el mundo 
0 , donde definimos un sistema canonico N = (AI,A2, ..., AV) para el conjunto de las 
intenciones 7(0) que es reordenado en N = (F\,F2,... ,Fm,G\,G2,... ,Gn), podemos 
establecer la siguiente analogfa entre los parametros 
{Fm} ^ {Or} 
{Gn} ^ {Rs} 
Mediante esta relacion, queda definido un criterio de identification entre "estados 
intencionales", p, € 7(0) , y "estados CBR", Sk e T(BC). 
Establecida esta relacion, encontramos tambien un modo de hacer corresponder otros 
elementos actitudinales como los deseos d, E D(Q) y el operador eficacia 5[5(P)] que 
asociamos a soluciones del CBR. 
El detallado formalismo matematico que hemos ido desgranando tiene ahora ex-
plication: el desarrollo de un lenguaje comun para integrar aspectos de agentes y de 
estructuras CBR, en un mismo problema. 
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dy = 0.7754 
T a b l a 4: Parametros de eficiencia idx(Cl), idx(C2). 
Ejemplo: 
Si consideramos dos posibles rutas i 1,12, junto con sus valores presentados en las ta-
blas 2(a) y 3 
11 = M1AD(A,A)AM2AD{A,A)AR1AD(A,B)AM3AD(B,B)AR2 
1 2 = M 2 A D(A, A) A RI A D(A, B) A M 3 A Tx(B, A) A Ml A Tx(A, B) A R2 
Si nuestro sistema de coordenadas se representa por N = (Ai, A2, A3, A4) = 
(P,T,C,Q) donde P(places) = lugares visitados, T(time) = tiempo empleado, C(costs) = 
gastos (valor de tickets), Q(quality) = calidad (valoracion de la visita). 
Si expresamos estas dos intenciones, en lugar de en terminos de las creencias que los 
constituyen, en funcion de sus valores para los parametros P, T, C, Q 
11 P = 3 ,T = 12(h) ,C = 16(€ ) ,Q = 1.6 
12 P = 3, T = 9(h), C = 12(€), Q = 2 
y los valores de P,T,C,Q son representados por una estructura S = [ _1> "'P 
\ {Rs)s=l,...,q 
entonces cada intencion puede ser considerada como un caso, con indices asociados. 
idx(Cl) = f j idx(C2) = 
Si un turista presenta un problema P al agente, fijando los siguientes valores: 
s ( p , \ P > 3 Q>l-5 
K ' | T < 12 h C < 10 € 
Tenemos en idx(C 1), idx(C2) dos "soluciones CBR", ya que, segun la definicion, se cumple 
que P C Idx(Cl),idx(C2) 
La funcion "deseo" que se puede expresar como 
d : 7 (6) —»f2(N) 
i = (ei A . . . A e r ) -> F - F[i) - {P > 3, Q > 1.5, T < 12, C < 10} 
que se traducira en restricciones al atributo 5 ( S ( P ) ) = (Sx,Sy), y haciendo calculos, se 
impone que la solucion se exprese en los siguientes terminos: = 0.412, es decir, la S(P) 
debe alcanzar al menos un 41.2 % de sus objetivos; = 0.790, esto es, no debemos pasar 
del 79 % de gasto de recursos. La Tabla 4 representa los parametros de eficiencia de los 
casos idx(Cl), idx(C2). 
{ 3 ,2 } 
{9 ,12} 
La relation de identification entre "estados intencionales" y "estados C B R " presen-
tada, nos permite plantear que agentes deliberativos, con arquitecturas BDI, puedan 
valerse de un ciclo de razonamiento tipo C B R , para generar soluciones S(P) a proble-
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mas P. 
Cuando el agente necesite resolver un problema, utilizara sus creencias, deseos e in-
tenciones para construir su solution. Deseos previos, junto con creencias e intenciones, 
son almacenadas en forma de casos, y se convierten en material susceptible de recu-
peration para nuevos problemas. Los casos que puedan ser utiles al problema actual 
son seleccionados, y adaptados, generando el plan de action del agente que sera la nue-
va solution. Esta expresion es revisada y, si cumple con las propiedades requeridas, es 
almacenada, lo que constituye un mecanismo de aprendizaje asociado a cada proceso. 
4. Modelizacion de agentes CBR-BDI 
En las secciones que siguen se mostrara como definir criterios operativos para las 
fases de recuperation y de adaptation en un CBR, y como este mecanismo permite la 
automatization del razonamiento. El modelo se asienta en el calculo variational [2, 9], 
y su mayor ventaja sera capacitar a los agentes de un sistema de planificacion y re-
planificacion en tiempo de ejecucion. 
Veamos como puede establecerse una relacion operativa entre sistemas CBR y ar-
quitecturas BDI, asociando estructuras actitudinales formadas por creencias, deseos e 
intenciones, con estructuras de casos. 
4.1. Recuperation 
Durante esta fase, un conjunto de casos, Cl , C2, . . . Cm, almacenados en la base de 
casos CB y que sean similares al problema planteado, son recuperados. Necesitamos 
una metrica que determine que significa ser similar. 
Definicion. Dado un problema P, decimos que P' es un problema "similar" y deno-
tamos P' « P, si el caso C' = (P', 5(P'),Sr[5(P')]) € CB es una posible solution CBR 
y ademas cumple que idx(C') D {idx(Ck)k = 1 , . . . ,n}. 
Hasta aquf tenemos un conjunto de posibles soluciones CBR, P C idx(C\),..., 
idx(Cm) 
Usaremos el parametro eficiencia c[5(P)], que indica la cantidad de recursos que 
deben ser empleados por unidad de objetivo alcanzado. 
Definicion. Los casos que tengan un valor de eficiencia maxima son seleccionados y 
se denotan por <r[S(P)] max, lo cual filtra solo un subconjunto de todas las soluciones 
seleccionadas: P C idx(C 1), idx(C2),idx(C3),..., idx(Cr), con r < m. 
Por tanto, queda reducido el problema a identificar cual es el mejor caso de este 
subconjunto. 
Antes de exponer como determinar el caso solution, se introducen efectos de no-
linealidad en la dependencia de los casos con sus atributos, como mostramos en el 
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Figura 2: Efectos de no-linealidad sobre el espacio del problema. 
siguiente ejemplo. 
Ejemplo: 
La visita a un museo M2, con Q = 1, puede costar C = 2 € , mientras que la visita a M l 
con Q — 2, puede ser visitada gratuitamente, C = 0 € (por ejemplo, si existe un programa 
publico de promotion cultural). 
Para incorporar la no-linealidad a nuestro problema, codificaremos todos los procesos 
no lineales en una funcion V = V(Ai, A-2,..., Av). El potencial definido en el espacio 
generado por ( A \ , A 2 , . . . , A V ) introduce relaciones de ligadura entre estas variables, lo 
que, graficamente, puede verse como una "curvatura" sobre el estado de fases, en un 
espacio homogeneo, isotropo y lineal, con V = 0. (ver Figura 2). 
Ejemplo: 
En terminos del agente turistico, considerando solamente N = ( A i , A 2 ) = (P ,C ) y un 
problema en el que se exija para su solution un P(mrnimo) y un C(maximo). La Figura 3 
representa tres potenciales soluciones 0i,</>2,03, asumiendo la no-linealidad del espacio de 
soluciones. 
En general, para un V = V(A\ ,A2,..., Av) tendremos una familia de hipersuperfi-
cies que marcan las zonas del espacio "favorables al movimiento", quedando fijada una 
hipersuperficie concreta al especificar dos puntos (Si ,Sj) . 
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Figura 3: Representation de caminos posibles entre dos puntos. 
Supondremos que las hipersuperficies cumplen las condiciones de diferenciabilidad 
que se le exigen a una variedad A;-dimensional. 
Definicion. Un subconjunto M de E" es una variedad A:-dimensional si y solo si 
para cada punto x 6 M se verifica la siguiente "condition de coordenadas": Existe un 
conjunto abierto U que contiene x, existe un conjunto abierto W C IR* y existe una 
funcion diferenciable / ; W —> Rn tal que 
f(W) = MDU 
f'(y) tiene rango k para cada y eW 
A esta funcion / , con estas propiedades, se le denomina sistema de coordenadas alre-
dedor de x. Con esto, lo que queremos es que la funcion potencial V — V(A\, A2,..., Av) 
garantice unas condiciones mrnimas de diferenciabilidad a la familia de hipersuperficies 
que forman sus orbitas, para poder aplicar calculo variational. 
Resumiendo, con la introduction de un potencial V = V(A\, A2,..., Av) en el espa-
cio de trabajo, queremos separar los efectos asociados a la"curvatura". Intuitivamente, 
queremos que la curvatura que introduzca sea suficientemente suave como para que 
podamos construir un sistema de coordenadas alrededor de cada punto que, entre otras 
cosas, nos permitira tomar medidas sobre el. 
Si tenemos un espacio no lineal sobre el que trazar trayectorias, y estas son medibles, 
podemos plantearnos como resolver el problema de determinar que trayectoria cumple 
condiciones de mrnimo para un cierto atributo. Esa trayectoria puede representar una 
solution a un problema y la condition de mrnimo sobre un parametro, un criterio de 
utilidad ti'pico impuesto sobre la solution. La herramienta que permite hacer esto existe 
y se conoce como calculo variational (ver Apendice A). 
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4-1-1. Aplicacion del calculo variacional al modelado de agentes CBR-BDI 
Propusimos en la seccion anterior una notation que permitia la definicion de agentes 
"CBR-BDI". Tales agentes presentan tanto habilidades tipicas de estructuras delibera-
tivas, planificacion de acciones orientadas a un objetivo, como caracterfsticas propias 
de sistemas CBR (como el aprendizaje y la interaction con el entorno). Los sistemas 
CBR pueden ser implementados y automatizados de diferentes formas [6, 7] dependien-
do del tipo de problemas que resuelven. En esta seccion se muestra como el calculo 
variacional es una potente herramienta en sistemas que admiten una representation en 
variedades -lineales y no-lineales-, y puede aplicarse en la automatization de la etapa 
de recuperation de un sistema CBR, integrado en una arquitectura BDI. 
En general, el calculo variacional proporciona una solution optima pero en un con-
junto de valores discretos como el de nuestro trabajo, se utilizara para obtener la solution 
discretizada mas cercana a la optima [14], ya que posiblemente, esta no se alcance. 
Consideremos una base de casos e indices de casos, sobre la que definimos una 
relation de subsumcion (CB, R) = {[Ck/k = 1 , . . . ,q; donde q € N], R}. 
Denotamos el conjunto de atributos de la base de casos T(CB) = (a\, a2,..., am), 
Qj € T. Utilizando la relation entre agentes BDI y sistemas CBR establecida en la 
seccion anterior, denotaremos T(CB) = (AI,A2,...AV), donde {Aj} es un sistema 
de coordenadas canonico, para un problema, del conjunto 1(0). En nuestro ejemplo, 
Los fenomenos no-lineales definen una funcion V sobre este espacio 1(0), que to-
ma una forma V = V(A\, A2,.. • Av) y que almacena informacion proporcionada por 
los mismos casos Ck € CB. En el espacio de fases, la informacion de la funcion V = 
V(A\,A2,. • • Av) se traslada a la forma espacial de una hipersuperficie IIo[Ai, A2,... Av] = 
0, donde la notion de distancia euch'dea es definida. 
Si consideramos dos estados (Si,Sf) inicial y final, sobre el conjunto 1(0), y las 
intenciones i £ 1(0), que unen estos estados y que tienen asociado un caso recuperado 
Ck E CB, podemos definir una funcion distancia como 
D(Si, Sf) = y/(Aa - Af 1)2 + (Ai2 - A/2y + ... + (Aim ~ -4 / m ) 2 (4) 
donde 5, = (Aa, Ai2,..., Aiv), Sf = (Afl,Af2,...,Afv). 
En el caso m = 3, y denotando A\ = X, A2 — Y, A3 = Z, la teorfa variacional nos 
dice que existe un sistema de coordenadas (A, p), sobre el cual se permite la expresion de 
una funcional integral F = F(A,/i) que asocie a cada curva entre (Si,Sf ) su longitud, 
y que valore sobre ITofx, y, z] = 0. Ademas nos facilita la forma de conocer cual de estas 
curvas es la optima en el sistema de coordenadas (\,p). 
La resolution de la ecuacion de Euler, 
nos proporciona p = po(\) que toma la forma Xo = Xo[^,y, z] sobre el sistema de 
coordenadas original (X, Y, Z). Se conoce a esta funcion como "curva geodesica". 
T(CB) = (P,C). 
(5) 
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Figura 4: Curva geodesica y curva solucion mas cercana. 
En el caso mas general, la funcion V = V(A\, A2,..., Am) genera curvas que no son 
diferenciables porque V solo tomas valores correspondientes a estados discretos. 
Definicion. Definiremos una funcion a, como a = xo — donde Xo es la solucion 
obtenida por la ecuacion de Euler (geodesica) [14] y vf' E {<p(Si, Sf)} es un camino entre 
(Si,Sf ) , asociado a uno de los casos C E CB (ver Figura 4). 
Definicion. Llamaremos "curva mas cercana a la optima", y la denotamos "to a la 
funcion de {ip(Si,Sf)} dada por la minimization de la integral 
que escribimos como = {St = S^0), S[0), S^, S^0), S{0),..., S{£\..., si°] = 5 / } , 
donde S^ son estados sobre los que estructuramos la solucion. Por tanto, el calculo 
variacional determina cual es, de las "soluciones cbr" para un problema dado, aquella 
con la que nos quedamos. Intuitivamente, seleccionamos aquella que nos presenta la 
forma de llegar al estado final de manera que los estados que cruza difieran, de la menor 
manera posible, en sus valores de eficiencia. 
Este calculo se plantea para sistemas en condiciones estaticas, pero los agentes son 
sistemas dinamicos, que deben responder a cambios del medio en tiempo real, planear 
sus soluciones, y modificarlas si los cambios en el entorno lo requieren. En una estructura 
como la que presentamos, los cambios en el entorno se convierten en nuevos criterios 
para identificar y calcular una solucion CBR. 
El formalismo desarrollado se extiende facilmente y permite definir un agente "CBR-
BDI" dinamico, con capacidad de replanificacion en tiempo real, si el medio y sus 
variaciones fuerzan a cambiar el plan en ejecucion. 
(6) 
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4.2. Reutilizacion 
La fase anterior nos proporciona un caso de la CB, que denotamos C1 = (P', S(P'), 
$[S(P')]), primero aplicando una metrica de similaridad sobre los casos de la base, y 
seguidamente aplicando calculo variacional sobre el conjunto de soluciones preseleccio-
nadas. Durante esta fase el sistema ejecuta un mecanismo de "adaptation transforma-
tional" [1] que puede ser representado por una funcion de adaptation, la cual, a partir 
del conocimiento de la solucion S(P'), es capaz de obtener una solucion S(P) para P. 
donde £ (P ) se conoce como conjunto de problemas, y C' = (P' ,S(P'),$([S(P')]). 
Necesitamos explicitar que es lo que hace la funcion Adaptation, con el fin de que nos 
sirva como criterio operativo. Algunos autores sugieren un mecanismo de adaptation 
en el que la funcion recuperada sea la mas sencilla de adaptar. Es decir, establece el 
criterio de recuperation subordinado al de adaptation. 
Nuestro enfoque es el inverso: es la fase de recuperation la que prevalece, siendo 
el mecanismo de adaptation puramente transformacional y reducido a una copia de 
la solucion recuperada hasta que el contexto no permite que sea utilizada. En este 
momento, se regresa a la etapa anterior y se comienza un nuevo proceso de recuperation. 
El nuevo problema estara planteado en terminos del mismo estado final, pero con un 
nuevo estado inicial, aquel en el que la solucion previa se ha detenido. 
Veamoslo en detalle, si P = (Si,Sf ) y la fase de recuperation nos dice que existe 
un caso C = {P1, S(P'), 5[S(P)]}) £ (CB) candidato a ser solucion, la funcion de 
adaptation construye una solucion para P que es la misma secuencia de operadores 
que en S(P') mientras existan creencias que soporten esta solucion. En el momento en 
que esto no pueda seguir adelante, se genera un nuevo ciclo de recuperation y, con la 
solucion recuperada, se inicia un nuevo proceso de adaptation; asf sucesivamente hasta 
que alcancemos el estado final. 
Por tanto, la funcion adaptation A total, puede entenderse como una serie de ope-
radores A = am • am — 1 • . . . • a2 • a l , cada uno de los cuales es parte de un caso 
recuperado. 
Tenemos un problema P = (Si,Sf), y existe un P' = (S'i,S'f) con S(P') = (Si = 
S'i,d[, S'2,0'2, • • •, d'n, = S'f) tal que puede ser utilizado como solucion a adaptar. 
La funcion A[S(P ' ) ] = {Si = Si, B\, S'2,6'2, S3,0'3,... ,0j, S " + 1 } comienza en el estado 
inicial de P y utiliza los operadores 9j de S(P') hasta que el contexto le permite. 
Tenemos una solucion explfcita para un problema intermedio, que no llega a ser P , y que 
denotaremos P I = (Si, 5 " + 1 ) . Alcanza un estado S"+ 1 que sera el punto de arranque para 
un problema denotado P" = [S"+ 1 , Sf] sobre el que comenzaremos de nuevo. 
A : (CB) X £ (P ) - » c 




ACTA NOVA; Vol. 1, l\l°4, junio 2002 Artfculos Cientfficos 381 
Denotamos 
OI[5(P ' ) ] = {SI = si,e'us'i,e'2, S3, e'3,..., = S ( P I ) 
supongamos que para el nuevo problema planteado, P" = [S" + 1 ,S / ] , encontramos un 
nuevo caso que permita alcanzar un estado S tal que S" + 1 < S < SF. Llamando P2 = 
[S"+ 1 , S], tendriamos un operador Q2[S(P")] = S(P2) y asi sucesivamente hasta alcanzar 
el estado SF, podemos decir que, 
A[S(P ' ) ] = (am • am — 1 • . . . • A2 • a l ) [ S ( P ' ) ] — (am • am — 1 • . . . • q2 ) [S (P" ) ] 
= ... = ( H [ 5 n ] = S(P) 
4.3. Revision 
En esta fase, la solution generada en la etapa de adaptation es evaluada y revi-
sada. Tenemos, para un problema P, una solution S(P) con 5[5(P)]- En esta fase se 
comprueba que el proceso ha sido ejecutado adecuadamente y que se garantiza que 
si la relation se cumple, el proceso de revision esta completado. 
4.4. Memorizacion 
Si la fase de revision se resuelve positivamente, las caracteristicas del problema y 
de la solution obtenida son memorizadas como un nuevo caso, que formara parte del 
material almacenado para ser usado en el futuro, y se denota 
5. Planificacion y replanificacion dinamica 
Hasta este punto, hemos definido un criterio que nos permite seleccionar una solu-
tion entre las soluciones de problemas almacenados, para posteriormente ser adaptada 
a un nuevo problema. El criterio presentado, basado en calculo variacional, adquiere 
ahora su verdadera dimension, pues es sencillo extenderlo para posibilitar un modo de 
planificacion estrategico, es decir, un mecanismo que decide ahora, pero con vistas a 
posibles cambios en el futuro. 
Asumiendo que los cambios significativos pueden ser determinados despues de ejecu-
tar una action primitiva, entonces es posible controlar el dinamismo de nuevos eventos 
en el dominio y, de este modo, plantear una apropiada reconsideration del problema [8]. 
En la ultima parte de esta seccion, se citara un formalismo mas compacto para casos 
dinamicos, basado en funciones de Green, que puede ser usado para incorporar modifi-
caciones al plan en ejecucion, mediante conocimiento actualizado acerca de la evolucion 
de los parametros sobre los que se describe el problema. Si es aceptado que existen 
3 { A [ S ( P ' ) ] } D 3 [ S ( P ) ] 0 ) 
c = { P , ^ [ S ( P ' ) ] , M S ( P ' ) D } = (P,S(P),Z[S(P) ]) (10) 
382 • M . G . B e d i a et al.: Agentes Autonomos con Arquitectura CBR-BDI 




with the initial 
requested IS(P'')I 
Figura 5: Esquema detallado del modelo formal. 
cambios en el entorno es necesario definir mecanismos de razonamiento capaces de tra-
.tar con tales cambios y ayudar a planificar de nuevo las intenciones. Formalmente, el 
proceso de razonamiento puede mantenerse en terminos similares, ya que la description 
que genera el problema permanece constante, como explicamos a continuation. 
Si en to la funcion V(X,Y,Z) toma la forma Vo(X,Y,Z), para t\, V se denota 
como Vj ( X , Y, Z), y denotamos la familia de hipersuperficies generadas en el espacio de 
fases como Ft! ( X , Y, Z) = 0; sobre esta es posible obtener la curva optima, previamente 
fijados dos puntos (Si ,Sf ) donde: 
Si = S[°\ siendo S[0) el estado numero dos de la solution ^o = { 5 = 5q0) , 
Sf es el estado final o estado solution del problema inicial. 
?
( 0 ) 
Resolviendo la ecuacion de Euler, se obtiene la expresion xi = Xi Y- Z) la cual 
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Paso 1 Paso 2 
Paso 3 Paso 4 
Figura 6: Representacion tr i-dimensional de la dinamica del entorno. 
se utiliza para calcular la forma de a traves de la funcion 
*1 = {si = s[°\s[1\si1\si1\s?\...,s£\...,siv = sf} (11) 
Y asf sucesivamente puede seguir haciendose para cualquier tj (ver Figura 6). 
Definicion. De las ecuaciones anteriores, y basandose en herramientas de calculo 
variacional, estamos en condiciones de ofrecer una expresion de la intencion final que 
represente el plan de un agente CBR-BDI, que tiene la siguiente forma: 
* o . . . t e ( t 0 , « i ) 
final 
. . . t € ( t o , t l ) 
... te(t0,ti) 
(12) 
La teorfa de funciones de Green pueden ser usadas para la automatization de este 
proceso de planificacion dinamica. Si la evolution del sistema puede determinarse a 
priori, entonces tenemos las condiciones adecuadas para aplicar un operador de Green 
sobre un potencial dependiente del tiempo, proporcionando una forma funcional para 
la solucion global [14]. 
Con las funciones obtenidas previamente: VQ(X,Y, Z),VI(X,Y, Z),V2(X,Y, Z),..., 
VR(X,Y, Z) para TO,TI,T2,... ,tr podemos definir la funcion siguiente. 
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Definicion. Llamaremos potencial generador dependiente del tiempo, y denotaremos 
V = V[X, Y, Z, t], a una funcion que asocia a cada instante de tiempo tj un Vj[X, Y, Z], 
Por ejemplo, para TO, la funcion V[X,Y, Z,to] toma la forma VQ[X,Y, Z], lo que 
proporciona la solution xo = Y, Z] = [X, Y, Z, to], despues de resolver la ecuacion 
de Euler correspondiente. 
Definicion. Defmimos el propagador de una funcion V[X, Y, Z, t] y denotamos G(X, X', 
t,to) donde X = [x,y,z], X' = [x',y',z'] a la ecuacion, 
La propagation de una funcion desde el instante de tiempo to al instante t es con-
trolada por la funcion G(X, X,t,to), que hemos llamado propagador. 
Los propagadores son conocidos tambien como funciones de Green, y almacenan toda 
la informacion concerniente a la dinamica de un problema. De este modo, concluimos 
esta seccion mencionando la posibilidad de plantear un formalismo mas compacto a 
partir de la teoria de funciones de Green, y que pueda ser usado para automatizar y 
definir el mejor plan para un agente que desea realizar sus deseos. 
6. Caso de estudio: 
Agentes CBR-BDI para el turismo electronico 
El desarrollo teorico que hemos expuesto se ha aplicado en la definicion, diseho e 
implementation de un sistema basado en agentes, que presenta comportamiento flexi-
ble, abierto, y con acceso movil, para la promotion y gestion del turismo cultural y de 
interior. El sistema sera estandarizado e interlingua. El diseno se dirige tanto a comercio 
B2B como B2C, a soporte para usuarios privados, empresas y organismo publicos, co-
nectados directa o indirectamente con el turismo, buscando alcanzar mejoras de calidad 
en lo servicios. 
La plataforma desarrollada ha sido especi'ficamente disenada para la promotion del 
turismo cultural, actividades de recreo y nuevas perspectivas sobre fuentes de interes 
patrimonial. Es combinada con informacion de tipo horizontal y vertical, sobre acomo-
dacion en hoteles, restaurantes, datos sobre el sector comercial y transporte, con el fin 
de poder atender a las necesidades de potenciales turistas, responder a sus consultas 
y dar soluciones a sus demandas de informacion y reserva en el momento en que son 
expresadas. 
El proyecto pretende desarrollar soluciones innovadoras, practicas y multidisciplina-
res, con las que ayudar a usuarios desde cualquier localization a organizar los diferentes 
servicios -ofrecidos frecuentemente de manera caotica y desde diferentes fuentes- dentro 
de un unico, dinamico e interconectado sistema de conocimiento. Con esta finalidad, 
(13) 
(14) 
ACTA NOVA; Vol. 1, l\ l°4, junio 2002 Artfculos Cientfficos 385 
integramos nuestro sistema en una plataforma TIC que facilite el ciclo de gestion de 
conocimiento en varias organizaciones. 
Una de las etapas iniciales en este ambicioso proyecto es el desarrollo de una arqui-
tectura de agentes que sea util para modelar agentes autonomos. 
En esta lfnea, nuestro primer experimento ha sido disehar un agente individual, 
usando la formalization presentada en las secciones previas, con la mision de asistir a 
turistas en la identification de un horario optimo para visitar Salamanca. Los usuarios 
del sistema interactuan con los agentes via Internet o dispositivos moviles. 
El mecanismo que se sigue es el siguiente: los turistas seleccionan un numero de 
items, que corresponden a monumentos o lugares representatives para visitar, pudiendo 
fijar alguno en particular de manera exph'cita, seleccionan restaurantes... y un coste 
maximo de la visita, que este dispuesto a asumir. Con estos datos el agente propone 
un horario optimo, pero lo rectificara si es necesario, con solo recibir nueva information 
facilitada por el usuario. 
Las creencias, deseos e intenciones del agente son almacenadas en forma de casos 
-en nuestro problema los casos reflejan experiencias pasadas de anteriores turistas-. El 
objetivo del agente sera alcanzar un plan acorde con los requerimientos de eficacia y 
eficiencia facilitados por el usuario. 
Los turistas deciden que valores para los atributos son aceptables y cuando, por 
tanto, una solucion es adecuada. A traves de los parametros habilitados, deciden cuantos 
recursos estan dispuestos a gastar, y cuantos objetivos consideran aceptable lograr. Esto 
implica una medida del gasto por objetivo que estan dispuestos a soportar. El agente 
recupera los casos que pueden usarse para generar un plan, y el calculo variacional sirve 
como controlador, tanto de la fase de recuperation, como del nucleo de la replanificacion 
dinamica. 
7. Conclusiones 
La arquitectura CBR-BDI resuelve uno de los problemas clasicos de arquitecturas 
deliberativas BDI como es la falta de capacidad de aprendizaje. El ciclo de razonamiento 
de un sistema CBR ayuda a los agentes a resolver problemas, facilita su adaptation a 
los cambios en el entorno e identifica nuevas posibles soluciones. 
Nuevos casos son continuamente introducidos y los mas atrasados se van eliminando. 
El componente CBR de una arquitectura, por tanto, proporciona un camino para la 
manipulation y actualization del conocimiento y de las experiencias previas. 
La propuesta presentada en este trabajo reduce el gap que existe entre la forma-
lization y la implementation de agentes BDI. Lo que nosotros proponemos es definir 
creencias, deseos e intenciones -sin necesidad de un modelo simbolico ni completamente 
logico- y utilizar esta representacion en el ciclo de vida de un motor de razonamiento 
CBR que facilite la implementation directa del agente. 
Ha sido introducido un formalismo riguroso que permite la integration de los dos 
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modelos, el de agenda y el de razonamiento basado en casos y que encuentra en el 
soporte matematico basado en el calculo variacional un mecanismo de automatization 
del ciclo CBR, ya presentado. 
Los agentes necesitan responder en tiempo real a las peticiones de los usuarios y 
adaptar las soluciones en tiempo real. Obtenemos del calculo variacional el plan mas 
adecuado para alcanzar un objetivo en entornos con incertidumbre, y se corresponde 
con aquel que mantiene la eficiencia entre sus estados lo mas constante posible. 
Hemos mostrado tambien como la arquitectura propuesta puede ser usada en el de-
sarrollo de un agente para el turismo electronico. El diseno presentado es la primera 
fase de un proyecto mas ambicioso que se materializara en una comunidad de agentes 
capaces de resolver problemas de una manera autonoma e inteligente. Aunque la ar-
quitectura y la formalization descrita ha sido aplicada al turismo electronico, creemos 
que podrfa ser usada en cualquier otro dominio en el que agentes con capacidades de 
aprendizaje y de adaptation sean requeridos. 
Nuestra propuesta ha tratado de integrar los avances tecnologicos actuales en el 
mundo de la informatica distribuida, la inteligencia artificial, la tecnologia Wireless e 
Internet. La multidisciplinaridad, en cuanto a los componentes de esta propuesta, es 
su elemento mas innovador y distintivo y a nuestro modo de ver el mayor exponente 
de su exito. El prototipo construido ha demostrado ser una herramienta muy util para 
la organization de visitas turi'sticas en Salamanca, ciudad caracterizada por acoger 
visitantes que practican turismo cultural y que en un alto porcentaje acuden a la ciudad 
con dispositivos moviles desde los que pueden planificar sus visitas. 
A. Introduccion al calculo variacional 
Supongamos un espacio m-dimensional X = (XI , X2,..., Xm) y una funcion sobre 
X, que llamamos V(X), y que se denota genericamente 
sobre el espacio de fases -llamamos asi al conjunto de todos los estados de proceso- la 
funcion V(X\, X2,..., Xm) se traduce en una familia de hipersuperficies m— ldimensionales 
que denotaremos como G(X 1, X2,..., Xm) — 0. 
Consideremos dos puntos (e,, e/) que valoran sobre una hipersuperficie G(X1,X2,..., 
Xm) — 0, estoes, ei = (X; l , . . . , Xim) cumple G(ei) = 0, e/ = (Xfl,Xf2,..., Xfm) 
cumple G(ef) = 0. 
Definicion. Definimos el conjunto ip(ei,ef) que esta formado por todas las posibles 
curvas que unen (ej,e/) y que denotamos {ipi(ei ,ef) , i f2(ei ,ef) , . . . ,ym (e j , e / ) | y que 
cumplen la condition de estar "sobre la hipersuperficie". Esto es, Vipj(Xl, X2,..., Xm) C 
{(p(ei,e/)} se satisface que G[<pj(Xl,X2,... ,Xm)] = 0. 
V : X —> X 
(XI, X2 AM) V(Xl,X2,...,Xm) 
(15) 
(16) 
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Veremos a continuation como, dado este conjunto e / ) , el calculo variational, nos 
permite determinar la curva optima respecto a su longitud, -tecnicamente "geodesica"-
y puede ser calculada automaticamente [2, 9, 14]. 
Para exponer la teori'a, nos restringiremos a m = 3 (Figura 3), y denotaremos 
X = (X1,X2,XS) = (X,Y,Z). 
Definicion. Una funcional A[y = t/(ar)] definida sobre un espacio F, es una funcion 
continua de F en los numeros reales, 
A : 0°°(M) —>• E (17) 
y = y{x) —• A[y = y{x)] (18) 
donde 0°°(E) es el conjunto de funciones infim'tamente diferenciables en E. 
Dada una funcional cualquiera A, se puede demostrar que las soluciones extremales 
(maxima o minima) para A, son funciones y = ya{x) tales que su variation es nula, 
SA[y(x)] = 0. 
Definicion. Llamaremos funcionales integrables si admiten una expresion con la for-
ma 
rx2 
A[y(x)}= / [F(x,y(x),y'(x)]dx (19) 
Jx 1 
Para estos casos, la condition de extremalidad 5A[y(x)] = 0 se transforma en un criterio 
mas practico; se dice que una funcion y = yo(x) es optima para la funcional integrable 
A[y(x)} si la funcion F[x,y(x),y'(x)] satisface la ecuacion de Euler [2]: 
A[y{x)] extremal ^ 5A[y(x)} = 0 »• ~ - ^ ( ^ j = 0 4—> y = y0(x) (20) 
Definicion. Definimos sobre una superficie G(X,Y, Z) = 0 generada a partir de la 
funcion potencial V = V(X, Y, Z), la notion de distancia euclidea que asocia a cada par 
de puntos (ej ,e / ) un numero real D(e i ,e j ) que se obtiene como, 
D(ei, ef) = yJiXi - Xtf + (Y - Y}f + (Z{ - Zj)* (21) 
donde ej = (Xi,Yi, Zi),ef — (Xf ,Yf, Zf). De esta forma, la longitud de una curva 
cualquiera viene dada por la siguiente expresion, 
(•xl [>x2 rX 2 
L= [dl] = / yjdx2 + dy2 + dz2 = / y/l + y'(x)2 + z'(x)2dx (22) 
Jx 1 Jx 1 J xl 
La relacion que G(X, Y, Z) = 0 establece entre sus variables, implica constricciones 
entre y(x),z(x). Esto permite la definicion de dos nuevas coordenadas (p, 0 ) sobre las 
que la ecuacion anterior adopta una forma mas sencilla para ser resuelta, 
/•© 2 
L= / y/1 + p ( 0 ) 2 d 0 = L { 0 , p ( 0 ) , p ' ( 0 ) } (23) 
J&i 
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Ya que esta expresion presenta una dependencia funcional sobre la que podemos aplicar 
la ecuacion de Euler -es una funcional integrable-. Hemos expuesto el caso particular 
en 3 dimensiones, pero la generalization de la ecuacion de Euler existe y es valida 
para cualquier numero de parametros. Para un caso general, la solution se obtiene 
tras resolver un sistema de n ecuaciones diferenciales. Con este ejemplo pretendemos 
introducir una de las claves de nuestro planteamiento. 
Establecemos una analogia estrictamente formal entre las trayectorias para el movi-
miento en espacios "deformados" por potenciales y las rutas intencionales que se generan 
como planes, sobre un espacio de casos ya experimentados, para cubrir los deseos de un 
agente BDI. De esta forma, tenemos un aparato matematico robusto que puede apli-
carse en la definicion de un criterio de recuperation para un ciclo CBR. El algoritmo 
de recuperation se basa en las herramientas presentadas de calculo variacional. 
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