). These works evaluated the fault-tolerance from the viewpoint of stuck-at faults of link weights or outputs of neurons, but not simultaneous faults. Besides these works, Takanami and Oyama proposed a learning algorithm, which makes multilayer neural networks fault-tolerant to multiple weight faults, with their values being arbitrary in an interval which is specified by two extreme values [14] . In learning phase, two extreme ones are intentionally injected into the weights of the selected multiple links. However, we can find no work treating simultaneous faults of weights and neurons. In this paper, two simple but useful methods, called the deep learning methods, for making multilayer neural networks tolerant to multiple link-weight and neuron-output faults, are proposed. The methods make the output errors in learning phase smaller than those in practical use. The abilities of fault-tolerance of the multilayer neural networks in practical use, are analyzed in the relationship between the output errors in learning phase and in practical use. The analytical result shows that the multilayer neural networks have complete (100%) fault-tolerance to multiple weight-andneuron faults in practical use. The simulation results concerning the rate of successful learnings, the ability of faulttolerance, and the learning time, are also shown. In Sect. 2, the multilayer neural network and the back-propagation algorithm are briefly mentioned. In Sect. 3, the fault model is mentioned. In Sect. 4, the two deep learning methods are proposed, and the theorem concerning the ability of fault-tolerance of the multilayer neural networks obtained by these methods, is shown. In Sect. 5, the simulation results are shown. Finally in Sect. 6, the paper is concluded. The paper is the extension of [15] . Figure 1 shows a multilayer neural network (which is simply denoted as a network in the following). Each neuron in a layer is connected to all neurons in the adjacent layers through uni-directional links (synaptic weights). The first and the last layers are called the input and output layers respectively, and one between them is called a hidden layer. In this paper, we deal with only networks which have one a weight or a neuron fault that a link snaps or is stuck to some value. It is natural to assume that neurons in the input layer are fault-free because they are only input terminals, that is, so simple circuits. Next, faults of neurons in the output layer are fatal indeed. But this paper deals with the cases that they are fault-free, from the reason that making each neuron in the output layer stronger (that is, more fault-tolerant) than one in the hidden layer, at the fabrication time, is a practical choice, as the number of neurons in the output layer is small. 2. Concerning Assumption 2, if a network is realized with hardware and the value of a weight is assumed to be in a range specified by two finite values -a and+a, we have only to normalize it by dividing it by +a. If it happens to become so large, the value through it is saturated and hence, bounded by the maximum (minimum) voltage or current in the circuit. 3. The validation of Assumption 3 is like that of Assumption 2.
Multilayer Neural Network
The concept of fault-tolerance in a network is defined as follows. where NF is a set of indices of neuron faults in the hidden layer, WF is a set of indices of weight faults between the hidden and the output layers, and the neuron and weight faults may take any values in Assumptions 2 and 3, respectively.
|a set| denotes the number of elements of the set. Note that a weight fault between the input and the hidden layers is treated as a neuron fault in the hidden layer, to which the line with the faulty weight is connected, and the index of the neuron is included in NF, because the fault has a direct influence only on the output of that neuron.
Proof: Let X and X be the inner potentials of the neuron in the output layer, when the network is fault-free, and when it has a multiple fault F, respectively. X and X are given as follows.
where IH is the set of indices of neurons in the hidden layer, hz is the output of the neuron with index i, and wi is the weight of the link from the neuron with index i.
where wi (wi') is the value of the i-th weight when it is healthy (faulty), and hi (hi') is the value of the i-th neuron in the hidden layer when it is healthy (faulty). Now, if the network is an MLN(Nd)-A, when tp=1, (1-f (X:1))<eA=(1-f (Xe+Nd:1)) in learning phase. Thus, the next equation is true because f (x:1) is a monotonically increasing function.
X>Xe+Nd (11)
When tp=0, the following equation is true because f (X:1)<eA=(1-f(Xe+Nd:1))=f(-(Xe+Nd):1) in learning phase.
Similarly, the Eqs. (11) and (12) are also true in an MLN(Nd)-B, because (1-f (X:To(B)))<eft=(1-f(Xe+ Nd:To(B))) in learning phase when tp=1 and To(B)=1 +Nd/Xe, and f (X:To(B))<eft=(1-f(Xe+Nd:To(B)))= f(-(Xe+Nd):To(B)) when tp=0.
From the Eqs. (9) and (10) 
Simulation Results
The experiments are executed in a PC/AT machine with Other parameters are as follows.
•E The number of neurons in the input layer is 100.
•E The number of neurons in the hidden layer is 50 or 100.
•E eft=0.10
•EƒÅ =0.10
•E Pm=0. are used for memorizing the learning examples, the part used for fault-tolerance becomes small. Therefore, it can be thought that it is not easy to activate the ability of faulttolerance, and hence the difference in activating the ability of fault-tolerance does not appear remarkably between the Deep-LM-B and -A. From the discussion above, it can be thought that the Deep-LM-B is superior to the Deep-LM-A, concerning easiness of activating the ability of faulttolerance, especially in case that there is a lot of resources.
(2) Learning time Figure 6 shows that the relation between the learning time and Nd for each case shown in Fig. 5 , when S uccess is not 0. The learning time is the average value for 100 learning trials.
From the figure, it can be seen that the Deep-LM-B is also superior to the Deep-LM-A in terms of learning time. This difference should be explained as follows. From the Eq. (4), AWp=i(tpi-opi that for the Deep-LM-B. Thus, as shown in Fig. 5 , the rate of successful learnings for the Deep-LM-A is worse than that for the Deep-LM-B, because the Deep-LM-A requires more times of weight modifications than the Deep-LM-B.
In addition, the figure shows that as Nd becomes larger, the learning time becomes exponentially longer. Especially, it increases rapidly when Nd is almost the limit to which the learning finishes successfully. From the figure, it can be seen thatt at the limit to which the learning finishes successfully by the Deep-LM-B (and -A), the learning time takes several hundred times that when Nd=0 (which is taken by a standard back-propagation algorithm). In general, the learning time and the degree of fault-tolerance are in the relation of the trade-off, and the Deep-LM-B and -A takes the learning time more to make a network more fault-tolerant. The relation between dF(k) and k(=|N|+2|W|-|N•¿W|) for {IEx-10}, where the number of neurons in the hidden layer is 100. 
