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 Исследование вопросов аппроксимации математических ожиданий функционалов от реше-
ний стохастических дифференциальных уравнений мотивируется потребностями развития тео-
рии численных методов нахождения характеристик решений и расширением класса стохастиче-
ских уравнений, используемых в прикладных разработках [1; 2] . Построение приближенных 
формул для ожиданий функционалов от решений рассматривалось в [3–10], в частности в [7; 8] 
получены формулы, обладающие точностью для функциональных многочленов от решений 
уравнений Ито с ведущим винеровским и пуассоновским процессами . В данной работе для слу-
чая уравнения Ито с ведущим процессом Леви построены простая и составная формулы, точные 
для функциональных многочленов, доказана сходимость и получена оценка погрешности со-
ставной формулы для класса функционалов интегрального вида . 
Рассмотрим стохастическое дифференциальное уравнение 
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Используя независимость винеровского процесса и центрированной пуассоновской меры, а так-
же следующие формулы: 
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мы можем вычислить моменты процесса :tX  { } 00[ ] exp ( ) ( ),ttE X a s ds c t= ≡∫  
14
 
1
2
0
2 11 1 10 0
1 0
( )exp ( ) exp ( , ) ( )
exp (1 ( , )) ( , ) ( ) , 2,
j l j
j
j
t t tjn n nn
t j
j lj j j R
tn
n j
j R
E X c t b s ds s x dx ds
s x s x dx ds n
∧−
= == = =
−
=
        = − θ ν ×     
          
  + θ θ ν ≥ 
  
∑ ∑∏ ∏ ∏∫ ∫ ∫
∏ ∫ ∫
  (2)
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функциональных многочленов ( )( )nP X ⋅  от ,tX   [0,1]:t ∈  
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где 1( , , )k kg t t  – функции ограниченной вариации; 0g  – константа .
Т е о р е м а 1 . Приближенная формула (3) является точной для функциональных многочленов 
степени 0,1, 2, 3 .n =  
Доказательство теоремы проводится непосредственным вычислением левой и правой частей 
формулы (3) для моментов от решения уравнения (1) с использованием формул (2) и свойств ли-
нейности аппроксимирующего оператора .
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Одним из основных применений формулы (5), помимо непосредственного вычисления при-
ближенного значения математических ожиданий функционалов от решения уравнения (1), явля-
ется ее использование в составных приближенных формулах вида
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где 0 10 1nt t t= < < < =  – фиксированное разбиение отрезка [0,1];  ( )J F  – любая заданная ап-
проксимация, точная для функциональных многочленов третьей степени . Формулы (6) и (7) так-
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ными коэффициентными функциями) от решения уравнения (1) . Для ряда случайных процессов 
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Д о к а з а т е л ь с т в о . Точность приближенной формулы (9) для первых четырех членов раз-
ложения (8) вытекает из следующих равенств, справедливых при 0,1, 2, 3m = :
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Непосредственным вычислением получаем 
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С помощью рассуждений, аналогичных приведенным выше, приходим к оценке
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Утверждение теоремы далее следует из полученных оценок (10)–(12) .
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ON APPROXIMATE EVALUATION OF MATHEMATICAL EXPECTATION  
OF FUNCTIONALS FROM THE SOLUTION TO THE LINEAR ÎTO–LÉVY EQUATION
Summary
Functional quadrature formulas for evaluation of mathematical expectation of nonlinear functionals from the solution to the 
linear Îto–Lévy equation are constructed . The formulas are exact for third-degree functional polynomials from the solution . The 
error of the constructed composed formula is obtained for a class of integral-form functionals .
