The inference of gene regulatory networks (GRNs) from expression profiles is still an important challenge in bioinformatics research. The main difficulty of this problem is associated to the huge number of genes and the small number of samples available, as well as the intrinsic noise in the data acquisition process. In this context, this paper presents a feature selection approach to the identification of GRNs using optimisation strategies from evolutionary computation and swarm intelligence. As a case-study we used an artificial gene network (AGN) based on the scale-free topology. This AGN has 1,000 genes and was simulated with 500 temporal expression samples. The methods compared were: differential evolution (DE), bat algorithm (BAT) and artificial bee colony (ABC) algorithms. All algorithms used their standard control parameters and the same criterion function: the mean conditional entropy (MCE). This is an information theory measure, commonly adopted for various feature selection problems in the pattern recognition research field. The results showed that DE algorithm leaded to the best results than BAT and ABC in all comparisons, and the inferred network was more similar to the original network.
Introduction
The deoxyribonucleic acid (DNA), present in the cells of living organisms, carries essential genetic instructions for supporting life. Genes are portions of DNA that encode the 'recipe' for a given biological product, such as a protein. In simple words, when a gene expresses, it induces the production of a protein that have some important task in the organism. Such tasks can be related to transport, catalysis, signalling and structure maintenance, for instance. Also, proteins can be also responsible for regulating the expression of another genes. Therefore, genes products can be viewed as inhibitory or excitatory factors for the expression of other genes. When observed as a whole, organisms have a dense network of genes regulating other genes and this is known as gene regulatory networks (GRNs) (Shmulevich and Dougherty, 2007; Kelemen et al., 2008) .
These networks are helpful for understanding the underlying complex biochemical mechanisms that take place within cells and, eventually, may lead to a better understanding of the behaviour of diseases, based on the behaviour of gene expressions (Chandra and Padiadpu, 2013) .
Thanks to the rapid development of massive biological data collection techniques in the last years, such as DNA microarrays and RNA-Seq (Wang et al., 2009) , it is possible to evaluate the expression of thousands of genes simultaneously for a given organism. On the other hand, the increase of the number of genes that can be observed leads to an exponential growth of the number of possible interactions (connections) between them, i.e., the GRNs. Therefore, the inference of GRNs from gene expression data is a real-world challenging problem, for which there is no closed solution for large-scale problems, from the computational point of view.
When observing the behaviour of a gene as a function of the expression of a (large) set of genes, a large number of possible combinations can be considered for a cause-effect relationship. This problem can be understood as a feature selection problem, such that a specific target gene can be inhibited or excited depending upon the joint effect of several other genes. So, the key issue is to find which genes, out of a large set, have direct influence in the target gene. Several methods for dealing with the feature selection problem were proposed, and some are very popular (Lopes et al., 2008 (Lopes et al., , 2014a Marbach et al., 2012; Jimenez et al., 2015) . Usually, feature selection methods include two elements: a criterion function to evaluate a set of candidate genes and a search algorithm that browses the space of feasible combinations of genes. Taking into account the exponential complexity of the feature selection problem, metaheuristic methods lead to a better cost-benefit relationship (computational cost versus the solution quality) as the size of the problem increases.
Another important issue in the GRNs inference process is how to validate the methods. Computational methods that simulate GRNs from topologies defined from theoretical models of complex networks can be a solution for evaluating the inference methods, such as the artificial gene networks (AGNs) (Lopes et al., 2011a; Byrne et al., 2014) . The AGNs can represent complex networks topologies such as small-world, scale-free and uniform-random. The gene expression data generated from AGNs are produced by means of a transition function based on probabilistic Boolean functions for the input signal (Shmulevich et al., 2002) . The main advantage of using AGNs is a clearly defined structure that allows its comparison with the inferred network by the method under evaluation. Also, it is possible to generate AGNs with different features and structures, so as to allow the study of robustness of inference methods, by varying the number of genes in the network, the average number of connections between genes, and the topology of network. Following a previous work (Hattori et al., 2015) , we also used AGNs for creating an artificial benchmark to test the algorithms. However, differently from that work, here, we focus on the comparison of metaheuristic methods for the inference of GRNs.
Therefore, the objective of this work is to analyse the performance of evolutionary computation (EC) and swarm intelligence (SI) methods for the inference of GRNs. Three algorithms are compared: differential evolution (DE) algorithm, artificial bee colony (ABC), and the bat algorithm (BAT). These algorithms have been used in many hard optimisation problems, in many areas, including bioinformatics (Alba et al., 2007; Das et al., 2008; Kalegari and Lopes, 2013; Parpinelli et al., 2014) .
The remaining of this paper is organised as follows. Section 2 first describes GRNs and their inference process. Then, in Sections 3 and 4, a brief review of the EC and SI algorithms used to unveil the complex relationship among genes of a GRN are presented. Later, in Section 5, the specific methods used in this work are described in details. Section 6 reports the experiments done and the results obtained. Finally, in Section 7, conclusions drawn from the experiments are presented and future research directions are pointed out.
Gene regulatory networks
The regulation of biological functions in an organism takes place according to the GRNs, as shown in Figure 1 . Such regulation takes place by means of the expression of a given gene or a set of genes and, the corresponding product (or combination with another gene products) will induce changes in the expression of another gene. The genes which expression affect the behaviour of another gene are called predictors, and those which are affected by them are called target genes. The next two sections focus, respectively, on the inference process of GRNs and how AGNs can be useful for the comprehension of biological functions.
Inference of GRNs
The reverse engineering process of GRNs consists in inferring a model of influence network among a set of genes.
Thanks to the advancement of molecular biology methods, and the consequent large availability of biological data, GRNs are becoming increasingly complex, aiming at representing with more details the regulatory system. Here, there is a great challenge for bioinformatics: how to infer complex GRNs from time series gene expression data, taking into account a huge number of genes and a very small number of samples. Some methods were developed for this purpose, and the reader is directed to see, for instance, Terfve et al. (2012) and Lopes et al. (2009 Lopes et al. ( , 2011a Lopes et al. ( , 2011b . Notes: It is possible to notice that gene 1 is the target because it is influenced by the expression of other genes (predictors), in this case, genes 21 and 9. Also, gene 21 is a predictor of gene 9, as well. So, a complex network of genes regulating other genes emerge and it is represented by the directed graph right below.
An objective way to test the GRN inference method is the reconstruction of the network using artificially generated temporal data (gene-expression data), starting from a known GRN (see Section 2.2). This procedure is used in this work and it is depicted in Figure 2 . A key issue in the inference of GRNs is how to evaluate genes that are candidate predictors to target genes. For this purpose, some criterion functions were proposed in the literature, such as: statistical correlations, mean conditional entropy (MCE), mutual information, and combinations of biological scores (Barrera et al., 2007; Lopes et al., 2009 Lopes et al., , 2014b Marbach et al., 2012) .
Differently from correlation measures, the MCE can evaluate N candidate predictor genes simultaneously, instead of one at a time and, so, it evaluates the quality of a whole set. Since the criterion function evaluates a subset of the predictor genes, an efficient search algorithm is necessary for browsing the space of all possible combinations of genes. Here, we used EC and SI methods, explained later, together with the MCE, which was already reported to be efficient with EC algorithms (Jimenez et al., 2015) . 
Artificial gene networks
Although several methods have been proposed in the literature for modelling and identifying GRNs from expression profiles, usually, the information necessary to validate the inferred networks is incomplete or unknown.
More specifically, when considering biological networks, they are static and it is not possible to test variations about them in a suitable way, such as to test different network topologies, number of genes, average number of connections per gene, number of expression profile available, to cite but a few.
To circumvent this problem, in this work we used an objective approach to generate AGNs, as proposed by Lopes et al. (2011a) . The AGNs have topologies defined by theoretical models of complex networks, such as: uniformly-random networks proposed by Erdös and Rényi (1959) , small-world networks proposed by Watts and Strogatz (1998) and scale-free networks proposed by Barabási and Albert (1999) . A comparison of these topologies can be found in Hattori et al. (2015) , where the reader can find a deeper discussion about them.
A GRN is modelled as a graph, where genes represent the set of nodes v, and the set of edges k represents the connections among them. In this work, the size n of real networks represents the number of genes, and k represents the average number of connections (edges) for each gene.
It is of particular interest the scale-free model (Barabási-Albert -BA), which is frequently found in biological networks (Stuart et al., 2003; Albert, 2005) and, so, it was chosen to be used in this work. In this model, the connectivity is more likely in nodes with the higher number of connections, referencing the paradigm of 'the rich becomes more rich'. Specific details of the networks generated for this work are found in Section 5.3.
Differential evolution
The DE (Storn and Price, 1997) algorithm is a metaheuristic optimisation method based on vector operations. It has been used in many real-world hard optimisation problems (Shen and Zhang, 2015; Kalegari and Lopes, 2013; . In DE, a candidate solution for the optimisation problem is encoded as a real-valued vector, called individual ( ),
x of the dimension NV. Similarly to other EC methods, DE holds a population of solutions (with NP individuals) that are evolved simultaneously throughout generations (or iterations). Consistently with the representation of individuals, specific operators (crossover and mutation) are used to generate new individuals in the population, by means of vector operations between them.
There are several different approaches for applying vector differences. One of them is randomly selecting three vectors, called parents ( )
where F is a scalar value in the range [0. .., ) .
where rand i is a random value between [0, 1] and CR is the crossover probability defined between [0, 1]. The operation defines the value to be assigned to each element of the vector. This method ensures that individual G i u will receive, at least, one position of the donor vector .
G i v Next, the selection is done by an exhaustive criterion, in which individuals with lower values, in the case of minimisation problems, are included in the next generation (G + 1) population. The selection procedure is given by the equation (3).
The discretised differential evolution (DDE) algorithm, proposed by , is a variant of the original DE algorithm, and it was designed for working with binary vectors rather than real-coded vectors. The structure is exactly the same as the DE algorithm explained before. However, the value of each element in the vector, defined for continuous variables x i , undergoes a discretisation procedure (explained in Section 5.1). The pseudo-code of DE is shown in Algorithm 1. 
Find the current best x * Source: According to 4 SI methods
Bat algorithm
The BAT was originally proposed by Yang (2010) and it was inspired on the echolocation behaviour of bats with varying pulse rates of emission and loudness. Although it recently appeared, there are several applications of this algorithm (Cai et al., 2015; Parpinelli et al., 2014) . The search strategy of this algorithm is based on the elapsed time taken by the ultrasound waves (emitted by the bats) returning from the prey or an obstacle. The closer the object from the bat, the higher is the pulse rate. This allows the bat to evaluate the distance to the object. In the BAT, the quality (fit) of the position in the search space of each bat ( ) x is measured by a fitness function (fitnessFunc), such that the best bat (best solution) is represented by x * . The main parameters of the BAT are: pulse rate (pr) and loudness (A), which controls, respectively, the local and global search of the algorithm. Other two parameters, loudness decay factor (α) and pulse increase factor (λ) are used to adjust the decay/increase the probability of local or global search, weighting the values of pr and A. The pseudo-code of the algorithm is shown in Algorithm 2. 
Artificial bee colony
The ABC algorithm is a SI optimisation algorithm created by Karaboga and Basturk (2008) . ABC was inspired by the collective foraging behaviour of honey bees and it was shown to be efficient for interesting computational and engineering problems (Chidambaram et al., 2014; Wang et al., 2014) . There are three types of bees in this algorithm: scout bees, employed bees and onlooker bees. Each type of bees browse the search space of the problem according to specific strategies. Food sources are positions of the search space where the amount of nectar represents the fitness or quality of the solution. The scout bees search the space randomly, so as to promote a global search. Each employed bee evaluates a food source and, later, transmits this information to other bees in the hive by means of a waggle dance. Onlooker bees are probabilistically influenced by this dance, which is proportional to the quality of solution, so that they will choose a promising food source to exploit. The pseudo-code of the ABC algorithm is shown in Algorithm 3.
Methods
In Section 5.1, we show how solutions are encoded and decoded for all the bioinspired methods previously presented in Sections 3 and 4. Next, Section 5.2 details the fitness function used in this work. The control parameters of the optimisation methods are shown in Section 5.3. Finally, the parameters of the AGN, as well as the analysis of the temporal data of the gene expression are presented in Section 5.4.
Encoding and decoding
In a previous work (Hattori et al., 2015) , possible solutions to the GRN problem were encoded in a vector of real numbers and later discretised (see below the decoding procedure). The i th element of the discretised vector represents the presence (1) or absence (0) of the i th gene as a predictor for a given target gene. In the current work, we used a more efficient approach in which sets of bits of the vector encodes an index. This index, in turn, represents a given predictor gene. Also, based on biological evidences, the maximum number of predictors for a given target was limited to 4. An extra bit was included with each index to indicate whether or not it is activated. Therefore, it is possible to find from 0 to 4 predictors for each target.
All EC and SI methods used in this work were originally devised to tackle with continuous search spaces. That is, the vector that encodes a possible solution for the problem is a string of real numbers. However, as mentioned before, the encoding used here requires binary numbers to construct indices to predictor genes. Therefore, a specific decoding procedure was devised. In Figure 3 , a real-valued vector i x in the range [-1 … 1] represents a candidate solution. Each element of the vector is applied to a sigmoid function [equation (4)], so that it is converted to a bit {0, 1}. A set of bits thus encodes an index that can be activated or not, depending on the extra bit. 
where i x is an element of the discretised vector. This procedure was shown to be more efficient than a pure binary encoding , since algorithms work in a smooth and continuous search space, so that values evolve gradually, without abrupt changes (as with binary numbers). However, ultimately, the algorithm deals with discrete problems.
Fitness function
The conditional entropy H(Y | x) represents a measure of uncertainty associated with a random variable Y, given that the value of a second random variable x is known. In other words, the lower the conditional entropy of Y given x, the better will be the prediction of Y's behaviour by observing the variable x. Conditional entropy is defined as:
Furthermore, the MCE (Lopes et al., 2008) is defined by the weighted average of the conditional entropy of all possible instances x ∈ X, given by:
where n is the number of binary states of X.
The lower the H(Y | X) value, the greater the gain of information about Y by the observation of X.
In this context, the inference of GRNs is performed by considering the conditional dependence of a target gene Y given a potential subset of predictors X from their expression profiles, and applying the MCE as criterion function. Several methods for the inference of GRNs based on this measure were proposed in the literature (Barrera et al., 2007; Vicente et al., 2012; Jimenez et al., 2015; Lopes et al., 2014a) . Therefore, it has been recognised as an appropriate statistical tool to model direct interactions between genes. Note: Genes in the extremities tend to be most times in 0 or 1, suggesting they are not appropriate for the inference of GRNs.
Control parameters
For all algorithms, DE, BAT and ABC, we used the standard control parameters as long as possible. The number of iterations (generations) for each run was set to a very large number (50,000) so as to allow enough iterations and guarantee the full convergence of the algorithm. This procedure allows a further analysis of number of iterations needed for the algorithm to converge.
Since all algorithms are population-based, we established the same value for all of them (NP = 100) so that, considering the number of iterations, the computational effort of all algorithms is exactly the same (100 × 50,000 = 5 × 10 6 fitness evaluations. The remaining parameters of the algorithms are:
• DE: crossover rate (CR = 0.8), mutation rate (F = 0.05)
• BAT: loudness decay factor (α = 0.9), pulse increase factor (λ = 0.9)
• ABC: number of the employed bee and onlooker bees (employedbee = 50, onlookerbees = 50), parameter for activating search as scout bees (limits = 100).
Generation and evaluation of GRNs
As mentioned before, we used the scale-free (BA) model for generating the AGNs (see Section 2.2), since it is usual for biological networks. The average number of connections between predictors and a given target gene was set to (〈k〉 = 3), based on Kauffman (1993) who stated that such value remains in the border between order and chaos.
Based on the work of Marbach et al. (2012) , considered a gold standard in the inference of GRNs, we established in this study a total number of 1,000 genes for which 500 gene expressions were generated from an initial stimulus. The network dynamics was generated from probabilistic Boolean functions (Shmulevich et al., 2002) , generating a simulated expression signal, which can be used as input for the network inference method.
More specifically, the temporal expression data is given by a matrix, in which its rows are the genes and the columns are their expression data. Each column stores the expression of all genes in a given time t. Therefore, the expression data of a gene at time t + 1 is given by a logic circuit using the values of its predictors genes in time t. Performing this step for all genes, the expression data in time t + 1 is complete and can be repeated according to the desired signal size.
A preprocessing in the expression profiles was found necessary. Since data was randomly generated, it is possible that a given gene has almost any expression profile along time. At the extremes, a gene can be always activated or always inhibited, with all possible variability in between. Therefore, genes with small variations in the expression profile are useless for the simulation and inference of GRNs. Figure 4 shows a histogram of the distribution of the number of times genes are expressed. For the purposes of this work, we established upper (350) and lower bounds (150) for the number of times a gene could be expressed. These limits leaded to 315 (out of 1,000) target genes to be studied in this work (black lines in the figure).
Experiments and results
In this section, the results of our experiments are presented, focusing the comparison of performance among EC (DE) and SI (BAT and ABC) methods. All the algorithms tested were implemented in ANSI-C programming language and run in a cluster of PCs running Ubuntu Linux. Due to the stochastic nature of the EC and SI algorithms, they were run 20 times (with different initial random seeds) for each of the 315 optimisation problems. Considering the computational effort requested by the algorithms mentioned in Section 5.3, and the number of problems and repetitions, each algorithm was run 6,300 times, and the total number of fitness evaluations was 94.5 × 10 9 .
Results of the runs for each algorithm are shown in the box plot of Figure 5 . Each box plot accounts for the best MCE values found in all executions for all target genes, showing the maximum, minimum, median and upper and lower quartiles. It is possible to observe that no algorithm is definitely better than the other and all them have a reasonable large variability, ranging from one extreme to the another. The largest variability was observed for the BAT and the smallest one for the DE. Also, the median indicates that DE has achieved better MCE values most frequently than the other algorithms. Regarding the convergence of the algorithms, Figure 6 shows a sample of the evolution of the best fitness found by each algorithm along the 50,000 iterations. Each point of the curves is the average of 20 executions. In the figure, data were collected for the target gene #6, and a similar behaviour was also observed for the other genes. Since the convergence occurred soon before the 100th iteration for BAT and DE, a zoom of the first 300 iterations is shown in the top left of the figure. This was due to the running parameters used in BAT and DE. It is clear from Figure 6 that ABC converged much slower than the other algorithms, indicating its ability to maintain global search for more time than the other. On the other hand, DE consistently converged faster and, in general, to better results than the other algorithms. Possibly, this fact accounted for the smaller dispersion of results and median best values, as seen in Figure 5 .
Another way to compare algorithms is verifying their success rate, calculated as follows. For a given problem (in this case the inference of the GRN for a specific target gene), an algorithm is considered successful if the best MCE found among the 20 executions is under a threshold ξ = 0.3. This is the default parameter suggested for the method proposed by Lopes et al. (2008) . Considering that more than one algorithm can achieve MCE values under the established threshold in some run, the overall success rate is high and quite similar for all algorithms, as shown in Figure 7 . The light bars show the proportion of the 315 problems in which each algorithm achieved success. In this case, DE was a little better than the other. Now, considering only those problems in which some algorithm obtained success in any run (213 out of 315), and then comparing which one obtained the best value, the dark bars show that DE, again, was the best-performing algorithm.
Finally, we examined in deep the gene sets found in the best run of the algorithms and compared to each other. Similarly, we compared the best gene set found by the algorithms with the original gene set created with the scale-free BA model. The measure used is the average Jaccard (1912) similarity coefficient, shown in equation (7), and taking the average along all cases (target genes), see 
where A i and B i are the gene sets found by methods A and B for the i th target gene. Since this measure is the intersection of two sets divided by the union of them, it gives the proportion of common elements between the two sets. The interpretation of the figure suggests that all the three methods found gene sets with about the same similarity with the original predictors created with the scale-free BA model. However, such similarity is rather low (~0.35) suggesting that these methods are capable of finding partial solutions for the inference of genes. Notwithstanding, in general, the box plots for DE and ABC showed that best solutions found are rather good. Figure 8 shows that the pair of methods that obtained the most similar gene sets were DE and BAT (in comparison with DE and ABC, as well as with BAT and ABC).
Conclusions and future work
In this work, we analysed the performance of EC (DE) and SI (BAT and ABC) methods for the inference of GRNs from gene expression profiles. This was done using an AGN based on the scale-free (BA) topology. An unbiased comparison of the standard versions of the algorithms was done, taking into account not only the quality of solutions but, also, the success rate and the similarity between the original gene set and the gene sets inferred by the methods. The experimental results indicate that all methods presented high variability. However, it is possible to notice that DE algorithm showed a smaller variation among the algorithms tested. Additionally, the DE algorithm achieved the best results, presenting more frequently small MCE values than the other methods which, in general, leads to better predictors genes.
Moreover, when the performance of the algorithms is taking into account, DE again achieved the best success rate. Also, this algorithm was the one that found gene sets more similar to the original gene network. Overall, in all analyses performed the DE algorithm showed the best results when compared to BAT and ABC algorithms.
To foster the most fair comparison between algorithms, no effort was done to optimise their running parameters, and we used their default ones. Of course, it is possible that the results obtained could be improved if a fine-tuning of parameters would be done, for each particular optimisation problem. However, this is beyond the scope of this paper.
Anyhow, the overall analysis of results suggests that DE is the most promising algorithm for the problem, since it consistently achieved good results. Therefore, improvements in the DE algorithm can be a starting point for future work, with special attention to hybridisation, since it has been shown very efficient for hard optimisation problems (Parpinelli and Lopes, 2015) . Also, further work will include more experiments regarding to the sensitivity of the algorithms to changes in the parameters of the GRNs, such as the number of genes in the network, the average number of connections k and the number of temporal expressions. It is also intended to do experiments with biological data, such as in Marbach et al. (2012) , so as to evaluate the main differences between simulated and real-world data.
