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ON A VECTOR-VALUED HOPF-DUNFORD-SCHWARTZ LEMMA
S. CHARPENTIER, L. DELEAVAL
Abstract. In this paper, we state as a conjecture a vector-valued Hopf-Dunford-Schwartz lemma
and give a partial answer to it. As an application of this powerful result, we prove some Fefferman-
Stein inequalities in the setting of Dunkl analysis where the classical tools of real analysis cannot
be applied.
1. Introduction
A fundamental object in real and harmonic analysis is the Hardy-Littlewood maximal operator.
Originally introduced by Hardy and Littlewood for functions defined on the circle ([12]), it was later
extended for homogeneous spaces, and even in some non-homogeneous setting like noncompact
symmetric spaces ([21]). Moreover, Fefferman and Stein extended it in a vector-valued setting and
showed the following generalization of the Hardy-Littlewood theorem ([9]), where we denote by M
the Hardy-Littlewood maximal operator given by
Mf(x) = sup
r>0
1
|Br(x)|
∫
Br(x)
|f(y)|dy, x ∈ Rd,
where |X| is the Lebesgue measure of X and Br(x) is the Euclidean ball of radius x centered at
the origin.
Theorem 1.1. Let f = (fn)n∈N be a sequence of measurable functions on R
d and let M be the
Fefferman-Stein operator given by Mf = (Mfn)n∈N. Let 1 < q < +∞.
(1) If ‖f‖ℓq ∈ L1(Rd), then for every λ > 0 we have∣∣∣{x ∈ Rd : ‖Mf(x)‖ℓq > λ}∣∣∣ 6 C
λ
∥∥‖ f‖ℓq∥∥L1(Rd),
where C = C(q) is independent of (fn)n∈N and λ.
(2) If ‖f‖ℓq ∈ Lp(Rd), with 1 < p < +∞, then we have∥∥‖Mf‖ℓq∥∥Lp(Rd) 6 C∥∥‖ f‖ℓq∥∥Lp(Rd),
where C = C(p, q) is independent of (fn)n∈N.
In contrast with the scalar case where different proofs may be given (combinatorics, cover-
ing method together with interpolation, operator theory with the scalar Hopf-Dunford-Schwartz
lemma,...) there exists essentially one proof of this result (closely related to singular integral the-
ory), based on three powerful tools of real analysis: the Hardy-Littlewood maximal theorem, a
suitable Caldero´n-Zygmund decomposition and weighted inequalities. However, it seems to be im-
portant to give another proof, relying on a vector-valued version of the Hopf-Dunford-Schwartz
lemma. Indeed, such a lemma should be very helpful in abstract setting, like Dunkl analysis, where
a theory of singular integral is out of reach for the moment. More precisely, consider the Dunkl
maximal operator MWκ defined by
(1.1) MWκ f(x) = sup
r>0
1
µWκ (Br)
∣∣∣∣∫
Rd
f(y)τWx (χBr )(−y) dµWκ (y)
∣∣∣∣, x ∈ Rd,
where χ
Br
is the characteristic function of the Euclidean ball of radius r centered at the origin,
τWx is the Dunkl translation and µ
W
κ is a weighted Lebesgue measure invariant under the action
of a reflection group W (see Section 3 for more details). This operator, which reduces to the
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Hardy-Littlewood maximal operator in the case where the multiplicity function κ is equal to 0,
is of particular interest in view of developing harmonic analysis associated with root systems and
reflection groups. Nevertheless, the structure of the Dunkl translation prevents us from using the
tools of real analysis (covering lemma, weighted inequalities...) and makes it difficult to studyMWκ ,
even if the measure µWκ is doubling. Mention that a scalar maximal theorem has been proved by
use of the scalar Hopf-Dunford-Schwartz lemma (see [4, 23]), but no vector-valued extension for
general W is currently possible by using this result together with the other ingredients cited above.
Nevertheless, Fefferman-Stein type inequalities have been established in [3] when W is isomorphic
to Zd2. This was done thanks to explicit formulas in this particular case, which allow to bypass the
lack of information on the Dunkl translation and so, to constuct a more convenient operator of
Hardy-Littlewood type which controls pointwise M
Zd2
κ .
The paper is organized as follows. In the next section, we make a brief review on the classical
Hopf-Dunford-Schwartz lemma and we give a partial improvement of it in the vector-valued setting.
Moreover, we state as a conjecture the general expected result. Section 3 is devoted to an application
in Dunkl analysis.
Throughout the paper, we useX . Y to denote the estimate X 6 CY for some absolute constant
C; if we need C to depend on parameters, we indicate this by subscripts, thus X .p Y means that
X 6 C(p)Y for some C(p) depending on p.
2. A vector-valued Hopf-Dunford-Schwartz lemma
2.1. Background on Hopf-Dunford-Schwartz lemma. Let (Ω,m) be a positive measure space.
We say that a one-parameter semi-group of linear operators (Tt)t>0 satisfies the contraction property
if each Tt is a contraction from L
1 (Ω) into itself (for convenience, we will just say Tt is a contraction
in L1 (Ω)) and in L∞ (Ω). By Riesz convexity theorem, Tt is also a contraction in L
p (Ω), for any
1 6 p 6 +∞ and any t > 0. Moreover, if such a semi-group (Tt)t>0 is assumed to be strongly
measurable, then (Tt)t>0 is strongly integrable over every finite interval, i.e. for any f ∈ Lp (Ω),
t 7→ Tt (f) is integrable with respect to the Lebesgue measure along every interval 0 6 t 6 α. This
allows to consider the averages
Aαf :=
1
α
∫ α
0
Tt (f) dt, α > 0.
We set A0 (f) = f for any f ∈ Lp (Ω). Because the linear map f 7→ Aαf is closed, Aα is a
contraction in each Lp (Ω), 1 6 p 6 +∞. In particular, the function x 7→ 1α
∫ α
0 Tt (f) (x) dt is
m-measurable as well as the maximal function x 7→MT f (x) defined by
(2.1) MT f (x) := sup
α>0
1
α
∣∣∣∣∫ α
0
Tt (f) (x) dt
∣∣∣∣ ,
for every x ∈ Ω except those in a m-null subset of Ω. For all the details, we refer to [5, Chapter
VIII.7].
The scalar Hopf-Dunford-Schwartz ergodic lemma may be stated as follows:
Theorem 2.1 (Lemma VIII.7.6 and Theorem VIII.7.7 of [5]). Let (Tt)t>0 be a strongly measurable
semi-group which satisfies the contraction property. Let f be a measurable function on Ω.
(1) If f ∈ L1(Ω), then for every λ > 0 we have
m ({x ∈ Ω :MT f (x) > λ}) 6 2
λ
‖f‖L1(Ω) .
(2) If f ∈ Lp(Ω), with 1 < p < +∞, then we have
‖MT f‖Lp(Ω) 6 2
(
p
p− 1
)1/p
‖f‖Lp(Ω) .
The first version of this theorem goes back to E. Hopf [13] and concerned ergodic means. A
generalization was given by Dunford and Schwartz in [6, 19] leading to the above statement. We
also refer to [14] for a nice presentation of ergodic theorems.
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As mentioned in [20], the Hopf-Dunford-Schwartz lemma is a powerful tool in harmonic analysis.
For instance, it allows to prove in abstract setting the boundedness of some maximal operators
as soon as the relationship between averages on balls and the heat semi-group (or Poisson semi-
group) could be exploited. Because difficulties arise when formulating estimates for operators in the
context of vector-valued functions, an extension of an abstract tool such as Hopf-Dunford-Schwartz
lemma would be very useful.
Actually, a lot of vector-valued versions of this result have been given by various authors (for
e.g. [1, 22, 24] and the references therein). All of them consist in generalizing the maximal function
operator (2.1) by replacing the absolute value by a norm in a Banach space. Different approaches
to this problem were considered: for instance, in [1], the author gave a tricky but specific proof
to obtain such a vector-valued Hopf-Dunford-Schwartz lemma (his result is not stated in terms
of averages of semi-group but in terms of ergodic means, yet one can obtain it in full generality
arguing as in [5]) without requiring any results allowing him to consider positive operator. Recently,
Taggart [22] gave a direct proof for 1 < p < +∞ appealing to classical Banach-valued extension
results for positive operators (see [10, 11]). Yet, this positivity assumption requires some non-trivial
background.
Let us state, in a slightly different form, the vector-valued Hopf-Dunford-Schwartz lemma ob-
tained in [1, 22]:
Theorem 2.2. Assume that B is a Banach space and that (Tt)t>0 is a strongly continuous semi-
group which satisfies the contraction property. Define
M˜T f := sup
α>0
1
α
∥∥∥∥∫ α
0
T˜t (f) dt
∥∥∥∥
B
,
where T˜t is the linear extension of Tt to the Banach space L
p (Ω, B) of vector-valued functions f
such that x 7→ ‖f(x)‖B is measurable on Ω and belongs to Lp (Ω).
(1) If f ∈ L1 (Ω, B), then for every λ > 0 we have
m
({
x ∈ Ω : M˜T f (x) > λ
})
6
2
λ
‖f‖L1(Ω,B) .
(2) If f ∈ Lp (Ω, B), with 1 < p < +∞, then we have∥∥∥M˜T f∥∥∥
Lp(Ω,B)
6 2
(
p
p− 1
)1/p
‖f‖Lp(Ω,B) .
Because of the definition of the maximal operator M˜T under consideration, this result is useless
to obtain, in particular, Fefferman-Stein type inequalities. In the next paragraph, we introduce
another extension which will fill this lack.
2.2. A partial improvement of Hopf-Dunford-Schwartz lemma. As in the previous para-
graph, MT stands for the maximal operator defined by (2.1). We consider the Banach space
Lp (Ω, lq) (Lp (lq) for short), 1 6 p, q 6 +∞, consisting of all lq-valued functions f = (fn)n∈N (each
fn is a measurable real or complex valued function) for which x 7→
(∑+∞
n=0 |fn (x)|q
)1/q
is finite
m-a.e. and such that
‖f‖Lp(lq) :=
∫
Ω
(
+∞∑
n=0
|fn (x)|q
)p/q
dm (x)
1/q < +∞
(with the usual modification for p or q = +∞). Now, for f = (fn)n∈N ∈ Lp (lq), we define the
following vector-valued maximal function operator
MT f := (MT fn)n∈N =
(
sup
α>0
1
α
∣∣∣∣∫ α
0
Tt (fn) dt
∣∣∣∣)
n∈N
.
It is now very natural to wonder whether the conclusions of the original scalar Hopf-Dunford-
Schwartz lemma are also true for MT when replacing L
p (Ω) by Lp (lq), 1 6 p, q 6 +∞. The main
theorem of this paragraph is a partial positive answer to that question, namely for 1 < p 6 q < +∞:
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Theorem 2.3. Let (Tt)t>0 be a strongly continuous semi-group which satisfies the contraction
property. Assume that 1 < p 6 q < +∞. Then, for any f ∈ Lp (lq) we have
(2.2)
∥∥MT f∥∥Lp(lq) .p,q ‖f‖Lp(lq) .
Remark 2.4. The case p = q is a straightforward consequence of the scalar case. Because Theorem
2.1 holds for p = +∞, one can easily check that Inequality (2.2) also holds for 1 < p < +∞ and
q = +∞.
The first step consists in showing that we can reduce the problem to a semi-group of linear
positive operators St. Recall that an operator T on L
p (Ω) (non necessarily linear) is positive if
|T (f)| 6 T (g) whenever |f | 6 g almost everywhere. This is a direct combination of the proof of
[22, Theorem 3.1] and [22, Lemma 3.5]:
Theorem 2.5. Suppose that (Tt)t>0 is a strongly continuous semi-group which satisfies the contrac-
tion property. Then there exists a strongly continuous semi-group (St)t>0 satisfying the contraction
property, such that St is linear positive for any t > 0, and which dominates T in the sense that
|Ttf | 6 St|f |, ∀f ∈ Lp (Ω) , ∀t > 0.
Therefore, to show Theorem 2.3, we are reduced to prove that (2.2) is satisfied by the maximal
operator M+T instead of MT , for any f = (fn)n∈N ∈ Lp (lq) positive (i.e. fn > 0, ∀n ∈ N) where
M+T f :=
(
sup
α>0
1
α
∫ α
0
St (fn) dt
)
n∈N
,
with (St)t>0 given by the previous theorem. Moreover, if we denote by M
+
S the scalar maximal
operator M+S f = supα>0
1
α
∫ α
0 St (f) dt, f ∈ Lp (Ω), then M+S is linearizable in the sense of [10,
Definition V.1.20], that is
M+S = ‖A+‖L∞(R) ,
where A+ is the linear operator in L
p (Ω) which takes f to
(
α 7→ 1
α
∫ α
0 St (f) dt
)
. In addition, by
2) of the scalar Hopf-Dunford-Schwartz lemma (Theorem 2.1), M+S is bounded in L
p (Ω) for any
p > 1.
The proof of Theorem 2.3 is then a consequence of the following:
Theorem 2.6 (Corollary V.1.23 of [10]). Let T be a linearizable operator which is bounded in
Lp (Ω) for some 1 6 p < +∞. If T is positive, then for any q > p, T has a bounded extension to
Lp (lq), i.e. ∥∥∥∥∥∥
(
+∞∑
n=0
|T (fn)|q
)1/q∥∥∥∥∥∥
Lp(Ω)
.p,q
∥∥∥∥∥∥
(
+∞∑
n=0
|fn|q
)1/q∥∥∥∥∥∥
Lp(Ω)
,
for any f = (fn)n∈N in L
p (lq).
Remark 2.7. (1) Theorem 2.3 allows to recover the Fefferman-Stein inequalities of Theorem 1.1
when 1 < p 6 q. Indeed, it is a simple consequence of the pointwise inequality
Mf(x) . MHf(x), x ∈ Rd,
where MH is the standard Euclidean heat maximal operator.
(2) Let us observe that Theorem 2.3 can still be extended for the maximal operator
(2.3) MB
T˜
f :=
(
MB
T˜
fn
)
n∈N
=
(
sup
α>0
1
α
∥∥∥∥∫ α
0
T˜t (fn) dt
∥∥∥∥
B
)
n∈N
,
where B is a Banach space, T˜t is the linear extension of Tt to L
p (Ω, B) and (fn)n∈N is a sequence of
B-valued functions. Indeed, it suffices to follow the proof of Theorem 2.3, by using Taggart’s result
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[22, Corollary 4.2] and by noticing that, if (St)t>0 is a positive semi-group dominating (Tt)t>0, then
M
B,+
T˜
:=MB
S˜
is a linearizable positive operator, that is for f ∈ Lp (Ω, B),
(2.4) MB,+
T˜
f =
∥∥∥∥(α 7→ 1α
∫ α
0
S˜t (f) dt
)∥∥∥∥
L∞(R,B)
,
which is bounded in Lp (Ω, B). In particular, such a further extension of Theorem 2.3 is a (self-)
improvement of Taggart’s result [22, Corollary 4.2].
Since Theorem 2.6 does not hold for arbitrary 1 6 p, q 6 +∞ (see [10]), our method does not give
a complete vector-valued version of Hopf-Dunford-Schwartz lemma. Yet, we make the following
conjecture, a confirmation of which would be a powerful result.
Conjecture. Let (Tt)t>0 be a strongly continuous semi-group which satisfies the contraction prop-
erty. Let 1 < q < +∞.
(1) If f ∈ L1 (lq), then for every λ > 0 we have
m
({
x ∈ Ω :
∥∥MT f (x)∥∥lq > λ}) .q 1λ ‖f‖L1(lq) .
(2) If f ∈ Lp (lq), with 1 < p < +∞, then we have∥∥MT f∥∥Lp(lq) .p,q ‖f‖Lp(lq) .
3. Some Fefferman-Stein inequalities for the Dunkl maximal operator
In this section, we present an application of our vector-valued Hopf-Dunford-Schwartz lemma
(Theorem 2.3) in the setting of Dunkl analysis, which extends Fourier analysis on Euclidean spaces
and analysis on Riemannian symmetric spaces of Euclidean type. Before stating our Fefferman-
Stein type inequalities for the operator MWκ f =
(
MWκ fn
)
n∈N
(where MWκ is given by (1.1)), we
give a brief account on the Dunkl theory for the reader’s convenience.
3.1. Background on Dunkl analysis. For a large panorama of this theory, we refer to [17] and
the references therein.
Let W ⊂ O(Rd) be a finite reflection group associated with a reduced root system R (not
necessarily crystallographic) and let κ : R → R+ be a multiplicity function, that is a W -invariant
function.
The (rational) Dunkl operators TRξ on R
d, which were introduced in [7], are the following κ-
deformations of directional derivatives ∂ξ by reflections
TRξ f(x) = ∂ξf(x) +
1
2
∑
α∈R
κ(α)
f(x)− f(σα(x))
〈x, α〉 〈ξ, α〉, x ∈ R
d,
where σα denotes the reflection with respect to the hyperplane orthogonal to α. The most important
property of these operators is their commutativity ([7]). Therefore, we are naturally led to consider
the eigenfunction problem
(3.1) TRξ f = 〈y, ξ〉f, ∀ξ ∈ Rd,
with y ∈ Cd a fixed parameter. Opdam has completely solved this problem ([15]).
Theorem 3.1. Let y ∈ Cd. There exists a unique f = EWκ (·, y) solution of (3.1) which is real-
analytic on Rd and satisfies f(0) = 1. Moreover EWκ , called the Dunkl kernel, extends to a holo-
morphic function on Cd × Cd.
Unfortunately, the Dunkl kernel is explicitly known only in very few cases; nevertheless we know
that this kernel has many properties in common with the classical exponential to which it reduces
when κ = 0. The Dunkl kernel is of particular interest as it gives rise to an integral transform,
which is taken with respect to a weighted Lebesgue measure invariant under the action of W and
which generalizes the Euclidean Fourier transform.
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More precisely, we introduce the homogeneous (of degree γ) and W -invariant measure
dµWκ (x) =
∏
α∈R
|〈x, α〉|κ(α) dx.
We denote by Lpκ the space Lp(Rd;µWκ ) (for 1 6 p 6 +∞) and we use the shorter notation ‖·‖κ,p
instead of ‖·‖Lpκ . Then for every f ∈ L1κ, the Dunkl transform of f , denoted by FWκ (f), is defined
by
FWκ (f)(x) = cWκ
∫
Rd
EWκ (−ix, y)f(y) dµWκ (y), x ∈ Rd,
where cWκ is a Mehta-type constant. Let us point out that the Dunkl transform coincides with the
Euclidean Fourier transform when κ = 0 and that it is more or less a Hankel transform when d = 1.
The two main properties of the Dunkl transform are given in the following theorem ([2, 8]).
Theorem 3.2. (1) Inversion formula. Let f ∈ L1κ. If FWκ (f) is in L1κ, then we have the
following inversion formula
f(x) = cWκ
∫
Rd
EWκ (ix, y)FWκ (f)(y) dµWκ (y).
(2) Plancherel theorem. The Dunkl transform has a unique extension to an isometric isomor-
phism of L2κ.
The Dunkl transform shares many other properties with the Fourier transform. Therefore, it is
natural to associate a generalized translation operator with this transform.
There are many ways to define the Dunkl translation but we use the definition which most
underlines the analogy with the Fourier transform. It is the definition given in [23] with a different
convention. Let x ∈ Rd. The Dunkl translation f 7→ τWx f is defined on L2κ by the equation
FWκ (τWx f)(y) = EWκ (ix, y)FWκ (f)(y), y ∈ Rd.
In Fourier analysis, the translation operator f 7→ f(·+ x) (to which the Dunkl translation reduces
when κ = 0) is positive and Lp-bounded. In the Dunkl setting, τWx is not a positive operator
([16, 23]) and the Lpκ-boundedness is still a challenging problem, apart from the trivial case where
p = 2 (thanks to the Plancherel theorem and the fact that |EWκ (ix, y)| 6 1). Moreover, its structure
prevents from using covering methods.
3.2. Fefferman-Stein type inequalities for the Dunkl maximal operator. With all these
definitions in mind, we can now state our main result.
Theorem 3.3. Let 1 < p 6 q < +∞. Then, for any f ∈ Lpκ (lq) we have
(3.2)
∥∥∥MWκ f∥∥∥
Lpκ(lq)
.p,q ‖f‖Lpκ(lq) .
Remark 3.4. In [3], complete Fefferman-Stein inequalites were given in the particular case where
W ≃ Zd2 but, as already claimed, the proof relies on some explicit formulas for τZ
d
2
x which allow to
construct a Zd2-invariant maximal operator, which controls pointwise M
Zd2
κ and for which we can
use covering argument together with interpolation.
We come to the proof of Theorem 3.3. Let us introduce the so-called Dunkl-type heat semi-
group (HWt )t>0 which is associated with the Dunkl Laplacian ∆
W
κ =
∑d
j=1(T
R
ej )
2 (see [18]). More
precisely for every f ∈ Lpκ, with 1 6 p 6 +∞, and for every t > 0, it is given by
HWt f =
{∫
Rd
f(y)QWκ (·, y, t) dµWκ (y) if t > 0
f if t = 0,
where
QWκ (x, y, t) =
cWκ
(2t)
d
2
+γ
e−
(‖x‖2+‖y‖2)
4t EWκ
( x√
2t
,
y√
2t
)
> 0, x, y ∈ Rd, t > 0.
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According to [4] (see also [23]), we have the following pointwise inequality
MWκ f(x) . sup
α>0
1
α
∫ α
0
HWt |f(x)|dt :=MWκ,Hf(x), x ∈ Rd.
Thanks to this inequality, it suffices to show that Inequality (3.2) is true by replacing MWκ f =(
MWκ fn
)
n∈N
by MWκ,Hf =
(
MWκ,Hfn
)
n∈N
, for any f = (fn)n∈N in L
p
κ (lq) positive. Now (Ht)t>0 is
a symmetric diffusion semi-group on Lpκ for 1 6 p 6 +∞ (Theorem 2.6. in [4]). Thus, by our
vector-valued Hopf-Dunford-Schwartz lemma (Theorem 2.3), we get the desired estimate (3.2).
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