Abstract. For s > 0 given, we consider a planar domain Ω s with a rectifiable boundary but containing a cusp of degree s, and show that there is no homeomorphism f : R 2 → R 2 of finite distortion with exp(λK) ∈ L 1 loc (R 2 ) so that f (B) = Ω s when λ > 4/s and B is the unit disc. On the other hand, for λ < 2/s such an f exists. The critical value for λ remains open.
Introduction
It is well known that only the Jordan curves that satisfy the so-called three point condition can be images of the unit circle under a quasiconformal homeomorphism of the entire plane. There has been considerable recent interest in mappings of locally exponentially integrable distortion [1, 3, 5, 6, 7, 10] . In this setting, the image of the unit circle necessarily has zero area [2] , and, in fact, the generalized gauge dimension of the image is bounded away from 2 [4, 12] . For rectifiable images these two conditions are automatically satisfied and in this category no necessary conditions for the image Jordan curve appear to be known. In this paper, we consider the model domains Ω s that have a cusp of degree s > 0 but are otherwise smooth. By a cusp of degree s we mean the curve |y| = x 1+s , 0 < x < 1/100. Specifically, these model domains fail the three point condition.
Regarding these domains, we have the following theorem: If f is additionally quasiconformal in the unit disc B, the critical λ is 1/s (see [8] ). Based on the constructions we have attempted to make, we expect that the critical λ in Theorem 1 should be 2/s, but we have not been able to prove this.
Definitions
In this paper we consider the mappings of finite distortion on the plane. By plane we mean either R 2 or the complex plane C, depending on which is more convenient for the situation. In general, we will perform the computations in R 2 ; the complex plane C and, moreover, the extended complex plane (i.e. the Riemann sphere) C = C ∪ {∞} is mainly used to simplify the definition of certain mappings.
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Let Ω ⊂ R 2 be a domain, i.e. a connected and open subset of R 2 . We say that a homeomorphism f : Ω → f (Ω) ⊂ R 2 has finite distortion if the following conditions are satisfied:
for some measurable function K(x) ≥ 1 which is finite almost everywhere. The function K(x) is referred to as a distortion (function) of f and the phrase exponentially integrable distortion means that exp(λK) ∈ L 1 loc (Ω) for some λ > 0. In the text above, Df (x) denotes the differential matrix of f at the point x (which for homeomorphic f ∈ W 1,1 loc (Ω; R 2 ) exists a.e.) and J f (x) := det Df (x) is the Jacobian. The norm of Df (x) is defined as
If E ⊂ R 2 is a measurable set of positive and finite area, 0 < |E| < ∞, we denote the mean integral of a measurable function f : R 2 → R over E by
We denote by B(x, r) the open disc of radius r > 0 centered at x ∈ R 2 and write B := B(0, 1) for the unit disc. The boundary of a set A is denoted by ∂A and the closure by A.
Let E and F be disjoint compact sets in a domain Ω. Let ω be measurable with 0 ≤ ω(x) ≤ 1 almost everywhere. The ω-weighted (2-)capacity of the pair (F, E) w.r.t. Ω is defined to be
Finally, we define the model domains Ω s ⊂ R 2 for s > 0 by setting
, where x s = (s + 2, 0) and r s = (s + 1) 2 + 1. Then Ω s is domain with a cusp, where the parameter s determines the degree of the cusp, and omitting the origin (tip of the cusp) the boundary of Ω s is smooth. Notice that Ω s is clearly not a quasidisc, because the three point condition fails (only) at the tip of the cusp. Thus if we have a conformal or quasiconformal mapping f : B → Ω s , it does not extend to a quasiconformal mapping of the entire plane. In [8] it was shown that if the extension is allowed to be a homeomorphism of finite distortion, then such extension may exist, but in such a case λ ≤ 1/s if exp(λK) ∈ L 1 loc (R 2 ). In this paper we will consider the situation when f : B → Ω s is only a homeomorphism of finite distortion to begin with.
Results
Theorem 1 follows from Theorem 3 and from the construction presented in Section 4. As a preliminary result, we need the following result from [9] , Theorem 1. This result concerns the modulus of continuity of the mappings in question and will be used in the proof of Theorem 3. 
We start by proving some lemmas concerning capacity estimates needed in the proof of Theorem 3.
Lemma 1.
Let Ω s be a cusp domain as defined in (1) and
and compute
Proof. The proof of this lemma goes through as the proof of Lemma 2.4 in [4] with slight modifications. We represent the proof here for completeness. The assumptions on u guarantee that the set T of t ∈ (0, r) with max x∈A t u − min x∈A t u ≥ 1/4 has the measure |T | ≥ (1 − 2/3)r. Indeed, as |A t | ≥ (π/2)t for 0 < t < 3/4, we obtain
It follows from the fundamental theorem of calculus and Hölders inequality that for almost every t ∈ (0, r) and all x, y ∈ A t ,
and thus we have
As |D r | ≤ πr 2 and |A t | ≥ (π/2)t for 0 < t < 3/4, the desired conclusion follows readily from (5):
We continue with a capacity-type estimate relying on ideas from [4] . It will be crucial for us that the integration is over B.
Next we consider two cases, that either
for any 1 < p < 2. Take p = 4/3 and apply Hölder's inequality to obtain
.
Next we need to have an upper bound for
We start by considering the auxiliary function
One readily observes that ϕ and ϕ(t)/t are increasing for all t ≥ (2/λ)
2 , we get that
Thus ϕ(t) and ϕ(t)/t are increasing for all t ≥ τ and
The last equality is a consequence of the fact that ϕ(τ ) = L/|D d |. This estimate can be written as
Applying this inequality in (9) yields
, which in conjunction with (7) 
By applying a Poincaré inequality, we can estimate the absolute value of the terms with i = 1, . . . , m − 2 as follows:
|∇v|, 
|∇v|.
Next we use Hölder's inequality twice, first to the integrals and then to the sum, resulting in
Because B 0 , . . . , B m ⊂ B and the sets B i have bounded overlap, we have the estimate
, so applying this to (10) and raising to the power 2 yields
If we are able show that
then, by using the fact that m log(1/d), the claim (6) is an immediate consequence of (11) and (12) .
Notice that B i ⊂ B for 0 ≤ i ≤ m and define the auxiliary function ϕ(t) = exp(λt). Jensen's inequality gives us
As ϕ −1 (s) = (1/λ) log(s) and r i = 1/2 m−i+1 , we have that
. . , m}, we have the estimate
Combining inequalities (13) and (14) gives (12) , thus completing our proof. Now we are ready to proceed with the proof of the following theorem that will imply the first part of Theorem 1.
Proof. Let F := B(0, 1/4) and set F := f (F ). As f is a homeomorphism, the set F ⊂ Ω s will be connected, compact and c := min{1, dist(0, F )} > 0. Thus we may pick 0 < r < c/2 and define continua E := {(x 1 , 0) ∈ Ω s : r/2 ≤ x 1 ≤ r} and
. By applying Lemma 1 we obtain a Lipschitz function u on Ω s such that u = 1 on E , u = 0 on F , and
2 ) is a homeomorphism, then for each non-negative measurable function w :
w (see [6] ). Now, as f is a homeomorphism and f ∈ W 
and combining with (17) and applying the modulus of continuity estimate (2) gives
The fact that f is a homeomorphism implies that when r → 0,
As the inequality (18) must hold for all 0 < r < c/2, it follows that 2 ≥ λs/2, which gives the desired result.
Construction
This construction follows the method presented in [8] , Theorem 1; we only need to fine-tune the definitions of g(r) and G s (r) there to give us the correct result. For the convenience of the reader we represent the entire construction.
Let s > 0. Our goal is to construct a homeomorphism f : R 2 → R 2 of finite distortion for which f (B) = Ω s and exp(λK f ) ∈ L 1 loc (R 2 ) for all λ < 2/s. We begin by mapping the unit disc B conformally onto the open right half plane H R := {(x 1 , x 2 ) ∈ R 2 : x 1 > 0} so that the point (−1, 0) ∈ ∂B maps to the origin. Using the complex notation, we define this mapping f 1 : C → C as f 1 (z) = (z + 1)/(1 − z).
Next, we set
and
Let x ∈ R 2 satisfy |x| ≤ 1. We may represent x in polar coordinates, x = (r cos θ, r sin θ), so that 0 ≤ r ≤ 1 and either
. Using this notation, we define the mapping f 2 : R 2 → R 2 in polar coordinates on B by setting
where G s (r) = g 2/s (r) 1 + g 4 (r). Outside the closed unit disc B, the mapping f 2 will be defined in a bi-Lipschitz manner. First we define h : S(0, 1) → S(0, G s (1)) by setting h(x) = f 2 (x) on the unit circle S := S(0, 1) = ∂B(0, 1). The mapping h is clearly a bi-Lipschitz mapping on S. Next we set
A simple calculation shows that if h is an L-bi-Lipschitz mapping, then f 2 will also be an L-bi-Lipschitz mapping on S(0, R) for all R ≥ 1. This and the fact that |f 2 (x)| = |x|G s (1) for all |x| ≥ 1 assures that f 2 will be a bi-Lipschitz mapping on R 2 \ B and the bi-Lipschitz constant of f 2 depends only on L and G s (1) . The definition in (19) gives a mapping that maps the line segment {(
(1)}, thus forming a cusp of the correct degree. Also, {(x 1 , x 2 ) ∈ R 2 :
What we have now is an unbounded domain with a cusp at the origin and whose boundary is a piecewise smooth curve. There are only three points where the smoothness fails, the origin (zero angle) and the points (g 2/s (1), g 2+2/s (1)) and (g 2/s (1), −g 2+2/s (1)) (non-zero angles). These two non-zero angles have the size π − arctan (1 + s)g 2 (1) + arctan g 2 (1). Next, we make this cusp domain bounded by mapping the right half plane onto the disc B((1/2, 0), 1/2) with the mapping f 3 : C → C, f 3 (z) = z/(z +1) and denotẽ f 1 (B) )). The mapping f 3 will somewhat alter the shape of the cusp at the origin, but not essentially as it will be seen. On the other hand, being conformal, it will preserve the size of the two aforementioned non-zero angles and will create one more non-zero angle at the point (1, 0), of the size π/2. Otherwise the boundary curve will still be smooth. Because of these facts, there exists a sense preserving biLipschitz mapping f 4 : R 2 → R 2 for which f 4 (Ω s ) = Ω s ; moreover, this mapping f 4 can be chosen so that for some bounded function L(x, y):
and L(x, y) → 1 when |x| + |y| → 0. To justify this last claim we notice that for 0 < r 0 < G s (1) we have by a straightforward calculation that
where p(t) := t 2+2s +t 2 +2t+1. If we consider the upper half plane we see from (22) that near the origin the boundary points ofΩ s are of the form (t + o(t 2 ), t 1+s + o(t 2+s )) and likewise on the lower half plane. Thus the bi-Lipschitz correction ofΩ s to Ω s can be done in the manner explained before.
Finally we will set f :
Heref 2 is the homeomorphic extension of f 2 to C obtained by settingf 2 (x) = f 2 (x) when x is finite and f 2 (∞) = ∞. This definition clearly gives us a sense preserving homeomorphism for which f (B) = Ω s .
Next we show that the distortion function of f satisfies the required conditions. In fact, it will be enough to compute the distortion of f 2 , because the conformal mappings f 1 and f 3 do not give any contribution to it and the contribution of the bi-Lipschitz mapping f 4 will be in fact a bounded multiplier that goes to one when we approach the origin. The latter claim follows from the facts that the distortion of an L-bi-Lipschitz mapping is L 2 , and f 4 satisfies the inequality (21). Outside the unit disc B the mapping f 2 is quasiconformal, as it is seen directly from the definition to be sense preserving and bi-Lipschitz there. Hence we need to show that f 2 has an exponentially integrable distortion in B. To show this, we consider a point x ∈ B, which we again represent in the form x = (r cos θ, r sin θ), such that 0 ≤ r < 1 and either
, we choose a local coordinate system at every point x ∈ B by setting e x 1 = (cos θ, sin θ) and e x 2 = (− sin θ, cos θ). Notice that the vector e x 1 points to the radial direction and e x 2 is perpendicular to it, so it points to the angular direction. To this basis on the preimage side we associate a similar basis on the image side, denoting it by (e
). We now represent the differential matrix of f 2 at the point x by using the bases (e ) which we will refer to from now on as E x and E f 2 (x) , respectively. The resulting differential matrix is To estimate K f 2 (x) from (23) we use the following known result (see [11] ) which states that for a linear bijection A : R 2 → R 2 the distortion K of A = a b c d satisfies
