This paper studies a class of representations (called quadratic) of the canonical commutation relations over symplectic spaces of arbitrary dimension, which naturally generalizes coherent and symplectic (i.e. quasifree) representations and which has previously been heuristically employed in the special case of finite degrees of freedom in the physics literature. An explicit characterization of canonical quadratic transformations in terms of a 'standard form' is given, and it is shown that they can be exponentiated to give representations of the Weyl algebra. Necessary and sufficient conditions are presented for the unitary equivalence of these representations with the Fock representation. Possible applications to quantum optics and quantum field theory are briefly indicated.
I. Introduction
Since the canonical commutation relations (henceforth, the CCR) were introduced by Dirac in 1927 as generalizations of Heisenberg's commutation relations in order to discuss radiation theory [6] , they have received a great deal of attention. Rigorous mathematical analysis of the CCR for the purposes of quantum field theory began in the 1950's, when it was also realized that in the case of infinitely many degrees of freedom, which is of relevance in quantum statistical mechanics and quantum field theory, there are (uncountably) infinitely many inequivalent irreducible representations of the CCR [8] , and that the choice of the proper representation is crucial in any physical application. Various classes of representations of the CCR have been introduced and studied, and in this paper we wish to examine mathematically another class of representations. We shall introduce this additional class in a setting that makes clear that it is a natural generalization of two classes that have been intensively studied earlierthe coherent representations and the symplectic representations (also called quasifree representations) . It should be mentioned that special cases of this class of representations have already been introduced and heuristically studied in the physics literature for a single degree of freedom [3] [16] and for a finite number of degrees of freedom [5] . We give here the first mathematically rigorous treatment of the entire class of quadratic representations, and we do so without restriction on the number of degrees of freedom.
We first give a brief introduction to these classes of representations. Let H be a real test function space with a symplectic form a defined on it, and let {(£(/) \f^H} be a family of densely defined linear operators acting on the complex Hilbert space X and satisfying [<P(/),0(0)]c;a(/,0)l, f,g^H.
(1.1)
In other words, 0 (/) is a representation of the CCR over (H, a) .
The best known such representation is that of Fock (cf. [4] for the first mathematically rigorous discussion of the Fock representation) . Representations of the CCR are the basic building blocks in the theory of bosonic systems. The number of physical degrees of freedom of the system determines the dimension of H -in particular, dealing with infinitely many degrees of freedom necessitates handling infinite dimensional spaces H, whence the mathematical problems alluded to above arise. Different, i.e. unitarily inequivalent, representations of the CCR over (H, a) manifest different physical properties in general. Roughly speaking, the choice of the symplectic space (H, a) corresponds to a choice of kinematics in the model, whereas the choice of representation corresponds to a choice of dynamics. (For an elaboration of this point, see the texts [7] [25] [9] ) . A standard technique for constructing such representations is to start with a Fock representation and then perform a canonical transformation, i.e. transformation <P(/) >-»$' (/), /e#, such that equation (1.1) holds with 0 replaced by 0'. If the new representation $'(/) is not unitarily equivalent to <P(/), then one has the chance of modelling different physics. In this paper, a new class of representations of the CCR, which are not unitarily equivalent to the Fock representation and which therefore open up the opportunity to model new physics, is displayed. The simplest class of canonical transformations is that of the coherent transformations where 2 is a real-valued functional on H, which are intimately related with the coherent states used in quantum optics and elsewhere [12] . Another well-studied class of canonical transformations is that of the symplectic (or quasifree, or Bogoliubov) transformations where the operator T ' H^-H is symplectic, i.e. satisfies <r(T/, Tg) = a (/, fif). Together, the coherent and symplectic transformations constitute the group of inhomogeneous linear canonical transformations, have been intensively studied (see, for example, [1] ), and have found application in many branches of theoretical physics. It is known that the coherent representations are unitarily equivalent to the Fock representation if and only if the linear functional /I is bounded [1] , and the symplectic transformations are unitarily equivalent to the original Fock representation if and only if the operator 1 -|T| = 1-(T*T) 1/2 is a Hilbert-Schmidt operator [26] .
To avoid technical definitions (which will be given later in the body of this paper) in this introduction, we shall illustrate some of the basic points to be made with a class of easily describable examples. Let {qk, pk}°k=i be a system of densely defined operators acting on the complex Hilbert space %, and satisfying [ft, Pk\ =idjk • 1, and for the standard annihilation and creation operators a* = -/=•(#*+i/>*) and &1 = ~T^F (qk ~ ipk) let there be a vector Q €E X such that a*Q -0 for all . In other words, we consider the Fock representation of a bosonic system with infinitely many degrees of freedom. In this setting, the coherent, resp. symplectic, canonical transformations can be written as 
.)=-^ki ' ' -
It is a natural next step to choose F = ^-2 X Mm • x k xix m I , which would give rise to the transformation [22] q k^qk , pk^pk + ^kim ' qiqm • . (1.2) l,m (in order for this transformation to be canonical, the coefficients Xkim e R must be totally symmetric in the indices.) We find it natural to call these transformations (and the resulting representations) higher-order 1 transformations (representations) of the CCR. After defining general quadratic transformations below, those which are canonical will be characterized. It will be shown that for any canonical quadratic transformation, there exists a choice of basis in (H, o) in terms of which the transformation can be brought into the form (1.2) 2 with 2/ f w^i/m <°°. Moreover, it will be proven that any such transformation can be exponentiated to yield a representation of the corresponding Weyl algebra over (H, o) , and that the transformation produces a representation of the CCR unitarily equivalent with the original Fock representation if and only if S* f /.f»^*/ro<°°. As we shall see below, this condition can be equivalently expressed in terms of a certain operator being Hilbert-Schmidt. The paper is organized as follows. After establishing the notation and general setting in Chapter II , quadratic transformations are defined and studied in Chapter El , where the canonical quadratic transformations are explicitly characterized. In Chapter IV it is shown that any canonical quadratic transformation may be exponentiated, and the mentioned necessary and sufficient conditions for their unitary implementability are proven. Finally, further developments, speculations and possible applications are discussed in Chapter V.
Some of the results presented in this paper have been announced in [22] .
Ha Notation and General Setting
For us the basic starting point is a real (nondegenerate) symplectic space (H, a) with an associated (regular) Weyl system (#, W(/)) consisting of a complex Hilbert space X and a mapping W '• H^0!! (X) from H into the group°t t (#) of unitary operators on 31 which satisfies the following axioms [13] : 
We therefore also call the Weyl system (#, W (f)) and its associated generators as above a regular representation of the CCR over (H, a) . We shall denote by d (H, a) the C*~algebra on 3i generated by the operators {W(f)\f^H}. As the notation indicates, the algebra sd(H, a) does not depend on the choice of representation of the Weyl operators (W (f) \f^H} [28] [2, Theorem 5.2.8] . sA (H, a) is a simple, nonseparable C*-algebra [28] [13] . There are, in fact, many different C*~algebras one can associate with the CCR (see [11] for a discussion of some of the alternatives) , and the one we have chosen is minimal in the sense of set containment [15] ; but, for practical purposes the choice is moot, since one is generally interested in a von Neumann algebra which is 'generated' by the C*~algebra, and all the C*~algebras discussed in [11] (realized concretely on a given representation space) have the same weak closure.
For Given such a representation, one can define the following 'annihilation' and 'creation' operators:
where n(W(tf}} =e tt0(f) . One has then a(/)Q = 0 for For the purposes of this paper, we shall assume that a choice of cr-admissible complex structure J has been made on (//", a) , so we have the complex one-particle space $? and a corresponding Fock representation. Since as sets H=3C, we shall distinguish notationally the vector/ viewed as an element of the real Hilbert space H from the same vector, denoted as /, viewed as an element of the complex Hilbert space 3C. If {^}fe eN forms an orthonormal basis in , then with Jet, = ev, the set W) = W, ek'} = W, /0 J (in this paper, large-lettered indices K, L, M,... are understood to run through the set {1, 1', 2, 2' ' , ...} , whereas small-lettered indices k, /, m, ... run through {1, 2, 3, ...} = N) forms a symplectic orthonormal system in H, in particular and the associated GNS-space may be represented by the symmetric Fock spacê + (X). We recall that the Fock space & (X) = ®n=^n (X° = C, X n the n-fold tensor product of X with itself), and that 2F+ (X) is the totally symmetric subspace ®n =0 P + <ff n oi2F(X), where P+ is the projection n (f t^X , TI\ permutation on the set {1, 2, ..., n}) . The projection operator P n 2F '(X) *-*X n projects onto the n-particle subspace, and we shall write cp (n) =P n (p as the n-particle component of (p^^(X). The vector Q 0 = (1, 0, 0 
To make a notational connection to the discussion in Section I and in keeping with common harmonic oscillator conventions, if W) is a symplectic orthonormal basis in H, then the 'position operator' and the 'momentum operator' corresponding to the fc-th degree of freedom are given by
III. Quadratic Transformations
In this chapter we rigorously define what we mean by quadratic transformations and then explicitly characterize those which are canonical, i.e. those which lead to a representation of the CCR. We shall show that any such transformation can be written in the standard form of equation (1.2). In the following, D (0) (resp. R (0)) will denotes the domain (resp. range) of the operator 0. §3.
Two-Particle Operators and Generators
We first define and study the two-particle operators and their associated It is easy to verify that this definition is independent of the special choice of linear representation for F (see [18] , pp. 14-15). 
Proof. Let 0 be a finite particle vector, i.e. let 0 = (0 (w) )«=o, (/} ( and (f) (n) = Q for all n>n^. As a shorthand we write: 0=0(f)+¥(F) for arbitrary fixed f^H and F^H 2 , as well as ff-|[/|| + 2||F||. Since 0 maps every finite particle vector onto a vector in ^0, one has Furthermore, one has
For the first term of the last line see e.g. the proof of Theorem X.41 in [21] ; for the second term see the proof of Lemma 3.1.1 above. Therefore one has
In light of the fact that the application of @ to a finite particle vector increases the highest 'particle-number' at most by 2 (since it contains two creation operators) , one concludes that
In order to obtain a sufficient condition for the convergence of the series =o~7ll$ w 0lk w (f>0), one can apply the ratio test to its majorant n,+2n) 1 1|0|| to find that 1 Thus one has Z?=o-^w0f w < 00 for *< ' S° ^ is an analytic vector for
Since therefore all 0^^o are analytic vectors for 0, since ^"o is dense in Fock space and left invariant by 0, and since 0 is symmetric, the essential selfadjointness of 0 follows from Nelson's Theorem (see e.g. [21] , Theorem X.6) .
n Remarks. 1. Also the operator ¥(F) is essentially self -adjoint, as one sees by setting /=0. The proof cannot be applied to an Af-particle operator W (N) (F), N with N>2, since then y(w 0 +2n)! becomes </(nt+Nn)\, and the ratio test no longer yields convergence.
2. Because of the essential self-adjointness of W(F) and the proven continuity property, one may conclude from standard theorems that if (F«) c: H 2 converges to F ^ H 2 , then the operators ¥(F n ) converge to V(F) in the strong resolvent sense, and W(F) is the strong graph limit of (W(F n )} (see, e.g., [20] , Theorems II. 25 and 1.26).
§3.2. Canonical Quadratic Transformations
In this section we determine necessary and sufficient conditions on the linear, densely defined map A '. H*->H 2 = H®H such that the quadratic field transformation one has
Note that since ^o is an invariant core for 0 A (/) , it suffices to verify equation (3.2.2) on the elements of «^0. We introduce now a symplectic bilinear form on H 2 . 
Proof. To begin, let G be of the form G=P+ (g\ ®0 2 ) . Then one computes
This equation holds as well for the dense linear span of such simple tensor products and hence for all G ^ P+H 2 , as soon as it is seen that both sides of the equation are continuous in G. First, the map G*-*2i0(b (/, G)) <p is continuous, since both maps G*->b(f, G) and h^0(h)(p are continuous. The map ¥(G)]<p is also bounded: ( Proof. Given the preceding proposition, one may assume that (3.2.14) and (3.2.12) hold. Using the equality 
Proof. Since it has been shown that the range of A consists of symmetric vectors, the relation R (A) <^M®M may be replaced by R (A) dP+ (M®M) . We summarize the main results of this section up to this point in the following theorem. In this section we shall prove that if A e £ CC R, then there exists a suitable basis in H in terms of which the map A has a particularly convenient form. In fact, we shall be able to explicitly characterize the elements of &CCR in this manner. This technical point is crucial in the arguments of the following sections. 2. Since Af=Af, for any/^Z)(yl), it will suffice to show that the theorem holds for the extended operator. This will be technically easier. Let P be the orthogonal projection onto the subspace N, so that P ± = I -P is the orthogonal projection onto N^ =JN. 
(A) is contained in !£ C CR, i-0-the quadratic transformation 0 (/) •-» @ A (/) , f^D (A) , is canonical.
Proof. 1. It shall be assumed that {e^ is an infinite orthonormal system, and that the indices i, /, k run from 1 to infinity, since the finite case is relatively trivial. The first step is to show that for every i, / and / ^ H the serieŝ k^nkO(e k , /) is absolutely convergent. Since {fe k } is also an orthonormal system in H, Bessel's inequality yields \\f\\ 2 In short, the standard form of a canonical quadratic transformation is
The above results demonstrate that every canonical quadratic transformation can be written in this standard form, so that the apparently special case introduced in [22] was already perfectly general.
IV. Unitary Equivalence Characterized
In the previous section, we have characterized the canonical quadratic transformations, but in general there is certainly no guarantee that a representation of the CCR can be exponentiated to obtain a representation of the corresponding Weyl algebra. The first section of this chapter is dedicated to the proof that, in fact, representations of the CCR which are obtained from the Fock representation via canonical quadratic transformations can be exponentiated. Then we present the proof of the main theorem of this paper, which characterizes those quadratic representations which are unitarily equivalent to the Fock representation. In particular, we shall prove the following theorem.
Theorem 4.1. Let A^£ C CR and let @ A (/) be the corresponding representation of the CCR. @A (/) is unitarily equivalent to the Fock representation 0 (/) if and only if the map A I H*-^H ®H is Hilbert-Schmidt. Moreover, the corresponding Weyl representation WA (/) is unitarily equivalent to the Fock representation W (/) if and only if the map A I H*-^H®H is Hilbert-Schmidt. §4.1. Quadratic Transformations Weyl Algebras
First we shall prove that any canonical quadratic representation can be exponentiated to obtain a representation of the Weyl algebra. 
Theorem 4 0 LL Let A^£ C CR and define the unitary operators W A (/) ,

D(A),on &+ (X) by W A (/) =e f(M/) . Then for any f, g ^D (A) , (a) W A (-f)=W A (f)*and (b)
W
®A (j8/)
n is self-adjoint and therefore closed, it follows from this conver- 2. In order to eliminate the quantity j8, one writes 
In this manner one obtains the desired result: sA (H, a) . By the uniqueness of the CCR-algebra over a preHilbert space, the algebra si (D(A) ) is just the CCR-algebra over (D(A) , a) . On the other hand, the C*-algebra sA A (D(A) (D(A) ) , i.e. there exists a unique C*-isomorphism
Consider the C*-subalgebra sA (D (A) ) of the CCR-algebra d (H, a) generated by the set {W(f} <^d (H, a) \f^D (A)}. If A is bounded, then D (A) =H and
sA (D(A)) =s&(H, o) . But if
for all /€=£>(/!).
Corollary 4.1.2. For any A^£ C CR, KA is a faithful, regular, irreducible representation of the CCR-algebra d (D (A) ) .
Proof. Since the other assertions are obvious, only the proof of the claim of irreducibility will be sketched. If A G 58 (2F+ ($?) ) commutes with all elements of si A (D (A) ) , then it commutes with every 0 A (/) . Since Qk and p* can be expressed in terms of the 0 A (e/) (which is clear from the standard form (3.3.4)), A commutes also with all qk and pk. Since the Fock representation is irreducible, A must be trivial. EH
We comment that the representation n A is not quasifree in general. In fact, since <Q 0 , @ A (f)Qo>= 0, the truncated three-point-function equals and the truncated four-point-function is
If one chooses Af=Aa(e,f)e ®e with /l^R\{0} and e^H a unit vector, and sets /i -/2 -^, /s -/4 -/^, then one finds that neither of these truncated functions vanishes. Of course, that does not exclude the possibility that 7t A is unitarily equivalent to a quasifree representation. But note that since quadratic representations are irreducible and since pure quasifree states are Fock states [14] , 
, 0(f)-*0 A (f) is unitarily implementable if and only if UW(f)U*=W A (f)
for all/^DU). First we consider the proof of the following lemma. 
Arguing similarly on the components 0 (/) and 0 (Af) and using the comments following equation (3.1.3), one obtains with £}=-7= -20/2^. Choosing £<Ti~, one finds /J>0. Therefore, for arbitrary one has found that
Since it has already been demonstrated that the map/ | -*P 2 ? r (4/ f ) ( is bounded, this implies that the operator A is bounded, completing the proof. D This lemma is then used in the proof of the next proposition. Proof. 1. By Lemma 4.2.1 it may be assumed that A is bounded and everywhere defined. Certainly A max is bounded, so A^A max is everywhere defined. But it is straightforward to show that U0 (/) U* = 0 A (/) , for all /e D (A), entails U0 (/) [/*= 0 A (/), for all f^D (A) =H, since it has already been remarked thatf n~^f in H implies that the self-adjoint 0A (/) is the strong graph limit of the self-adjoint 0A (/») (see [18] , pp. 62-63 for further details).
It may therefore be assumed that U0 (/) [/* = 0A (/) for all f^H, A is bounded and U is unitary. Choose a symplectic orthonormal basis (ek, &k'} in H, in which A takes on its standard form, and consider where the symbol over an index signifies that it should be left out of the sum. It is well-known that there exists a unitary map 5 of 2P+ (X) onto L 2 (Q, dp) such that [24] so that, at least formally, the two-particle operators W( • ) we have been working with are sufficiently general to reproduce the transformations (5.1).
As in the proofs in Section 3.2, we see that if the transformation 0 (/) "-> gen (/) is to be canonical, then the operator T must be symplectic. In particular, one has , Fg). We compare this result with the special case dim$£=I handled previously in the literature [3] , where a general quadratic canonical transformation was understood as ] , This assertion is demonstrated in [18] for the simplest nontrivial example -H two-dimensional with symplectic orthonormal basis {e, Je} and Af = Xa(e, this condition from the requirement that the transformation be canonical (see [18] for further details). It should also be pointed out that the commutator of an r-and an s-particle operator yields a sum consisting of an (r+s -2)-, an (r+s-4)-, an (r+s~6)-particle operator, and so forth. Thus the operators 1, 0 (/) (/ ^ H) , and W (2} (F) (F^P+H 2 ) form a Lie algebra, whereas a Lie algebra which contains a cubic (or higher) operator also contains all higher-order operators. Thus, both algebraically and analytically, the quadratic case has a special status.
Some Applications of Canonical Quadratic Transformations
As previously indicated in the introduction, an important application of quadratic transformations will be to generate non~Fock representations in which one can more suitably model and compute quantities of physical interest. This is exemplified heuristically in [17] and especially in [16] . Such transformations should also be of use in constructing exactly soluble models and have applications in the field of special functions (see [5] and the references given there).
Next consider the following formal Hamilton operator: Thus, such quadratic transformations may be used to transfer information from one representation to another. Finally, we mention that the Q-space formulation of quantum field theory implies that every result on the unitary equivalence (resp. nonequivalence) of a given representation of the CCR with the Fock representation yields a corresponding result of the equivalence (resp. nonequivalence) of measures on infinite-dimensional spaces. However, we shall not take more space to spell out these results here. For further applications, see Chapter 9 of [18] .
