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1. Introduction
The Riemann–Roch theorem for curves (cf. [5]) plays an important role in the proof of the Riemann
hypothesis for curves over a ﬁnite ﬁeld (cf. [4,9,16]). A Riemann–Roch theorem for number ﬁelds is
given in Tate [12]. It is equivalent to Tate’s adelic Poisson summation formula.
In Li [7] a global Hankel transformation is deﬁned on the group of adeles, and Connes’ local and
S-local trace formulas are also generalized for the Hankel transformation. As the Poisson summation
formula is of essential importance in Connes’ program [2] for the Riemann hypotheses, it is natural
for the author to generalize Poisson’s formula to the global Hankel transformation.
The purpose of this paper, which is a companion to Li [7], is to generalize Tate’s adelic Poisson
summation formula to the Hankel transformation constructed in Li [7]. Our generalization is derived
from a functional identity between the Hecke zeta-function ζ(s,χ) and ζ(2 − s,χ). This functional
equation is obtained by using the validity of the Euler product formula of Hecke’s zeta-functions on
the line (s) = 1.
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by rational primes not in some set P and has value 0 on ﬁnite primes in P , where P is a ﬁnite set of
primes including the inﬁnite prime of the rational numbers and is called the exceptional set of χ .
The Hecke zeta-function ζ(s,χ) is deﬁned by
ζ(s,χ) =
∏
p /∈P
1
1− χ(p)p−s
for σ > 1, s = σ + it . It is well known that the Euler product formula for the Riemann zeta-function
ζ(s) is valid for (s) = 1 and s = 1; see Section 3.15 in Titchmarsh [15]. For the convergence of the
Euler product of the Hecke zeta-function, we obtain the following result whose proof is a modiﬁcation
of the argument given for ζ(s) in Chapter 3 of [15].
Theorem 1. Let χ be a Hecke character of the rational numbers. Then
ζ(s,χ) =
∏
p /∈P
1
1− χ(p)p−s
for σ = 1 and s = 1, where the product is over all rational primes p /∈ P .
Let k denote the rational number ﬁeld throughout this paper. For every place v , we denote by kv ,
O v , and Pv the completion of k at v , the maximal compact subring of kv , and the unique maximal
ideal of O v , respectively.
The group A of adeles of k is the restricted direct product of the additive groups kv relative to
subgroups O v . An element a of k is identiﬁed with the adele whose components are all equal to a.
For every place v of k we denote by | |v the valuation of k normalized so that | |v is the ordi-
nary absolute value if v is real, and |πv |v = 1/p if O v/Pv contains p elements where Pv = πv O v .
Throughout this paper, v and p are always corresponding to each other in this way.
The group J of ideles of k is the restricted direct product of the multiplicative groups k∗v relative
to subgroups O ∗v of units of kv . Let J1 be the set of ideles α = (αv) such that
∏ |αv |v = 1. We denote
by Ck for the idele class group J/k∗ .
Let ψv be the additive character of kv constructed in Section 2.2 of Tate [12]. Then it is trivial
on O v and nontrivial on π−1v O v for v = ∞. Put ψ(α) =
∏
v ψv (αv) for α = (αv ) ∈ A. Then ψ is a
character on A satisfying ψ(α) = 1 for all α ∈ k.
For any place v of k, we select a ﬁxed Haar measure dαv on the additive group kv as follows:
dαv = the ordinary Lebesgue measure on the real line if v is real, and dαv = that measure for which
O v get measure 1 if v is ﬁnite. Let dα =∏v dαv be the Haar measure on A deﬁned as in Section 3.3
in Tate [12]. The Fourier transform fˆ of a function f ∈ L1(A) is deﬁned by
fˆ (β) =
∫
A
f (α)ψ(−αβ)dα.
Let
c(α) =
∏
all places v of k
cv(αv) =
(∏
p∈P
c˜v(α˜v)|αv |itvv
)
χ
(
ϕP (α)
)
(1.1)
be a character of J1 given in Section 4.5 of Tate [12] with t∞ = 0, where χ is a Hecke character of k
with exceptional set P and
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∏
p /∈P
pordvαv .
In particular, cv is unramiﬁed for every v /∈ P , and c(ξ) = 1 for all ξ ∈ k∗ .
Let
J v(α,β) =
⎧⎪⎨
⎪⎩
−(1+ p−1)|β| if |αβ| 1,
|α|−1 ∫|x|=pn ψv(x)ψv(pαβx−1)dx if 1 < |αβ| = p2n−1, n = 1,2, . . . ,
0 if 1 < |αβ| = p2n, n = 1,2, . . .
for α,β ∈ k∗v , where the prime number p inside ψv is always meant to be π−1v . For a smooth function
f on kv , we deﬁne the local Hankel transform Hv f of order zero of f as in Li [7] by
Hv f (β) =
∫
kv
f (α) J v(α,β)|α/β|dα
for nonzero β in kv .
Let A+ be the set of all α ∈ A with α∞ > 0. For f =∏v f v ∈ S(A+) (cf. Bruhat [1]), we deﬁne its
global Hankel transform Hf of f by
Hf (β) = 2π
∞∫
0
f∞(α∞) J0(2πα∞β∞)α∞ dα∞
×
∏
v =∞
(
−
∫
kv
f v(αv) J v(αvβv ,1)|αv |v dαv
)
(1.2)
for β = (βv ) ∈ A+ , where J0 is the Bessel function of order 0. That is,
Hf (β) = H∞ f∞(β∞)
∏
v =∞
(−Hv fv(βv)),
where the product on v is over all ﬁnite places of k. In general, for f =∑ni=1 f i with f i ∈ S(A+) we
deﬁne Hf =∑ni=1 Hf i .
Let J+ be the set of all α ∈ J with α∞ > 0. In order to generalize of Tate’s adelic Poisson summa-
tion formula, we need the following functional equation between ζ(s,χ) and ζ(2− s,χ).
Theorem 2. Let c, χ and P be given as in (1.1) with c˜∞(−1) = 1. Let f be a function in S(A+). Then
π−
s
2 Γ
(
s
2
)( ∏
p∈P ′
−piθv+(1−2ev )(1−s)
)
ζ(s,χ)
∫
J+
Hf (β)c¯(β)|β|2−s d×β
= π− 2−s2 Γ
(
2− s
2
)
ζ(2− s, χ¯ )
∫
J+
f (α)c(α)|α|s d×α
for all complex s, where the left side for (s) > 1 and the right side for (s) < 1 are deﬁned by analytic
continuation.
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responds to a local functional identity for the inﬁnite place of k. Euler factors in the Euler product
formula of the Riemann zeta-function provide hints for how to construct the local Hankel transfor-
mation on kv for each ﬁnite place v , which gives a local functional identity for each ﬁnite place v
of k just as in Theorem 2.4.1 of Tate [12]. By Theorem 1 the Euler product formula of ζ(1 − iz,χ)
is valid for all nonzero real z. From this fact we deduce a functional identity between ζ(1 − iz,χ)
and ζ(1 + iz, χ¯ ) for all nonzero real z. Because one side of the functional identity is analytic in the
upper half-plane of z and is continuous in the closed upper half-plane, and because the other side of
the functional identity is analytic in the lower half-plane of z and is continuous in the closed lower
half-plane, by analytic continuation this functional identity holds for all complex z.
Let S be a ﬁnite set of places of k containing the inﬁnite place of k, and let S ′ = S − {∞}. We
deﬁne
AS = R+ ×
∏
v∈S ′
kv
and
O ∗S =
{
ξ ∈ k∗: ξ > 0, |ξ |v = 1, v /∈ S
}
.
Let
J S = R+ ×
∏
v∈S ′
k∗v
and
J1S = {α ∈ J S : |α|S = 1}.
The quotient group CS is deﬁned by
CS = J S/O ∗S .
By using Theorem 2, we obtain the following generalization of Tate’s adelic Poisson summation
formula for the Hankel transformation constructed in Li [7].
Theorem 3. Let
f =
∏
v∈S
f v
be a function in S(AS ) such that f v is an even function for every v ∈ S ′ , and such that f (α) = 0 if |α|S = 0
with α ∈ AS . Then, for any α ∈ J S ,
∑
ξ∈O S
f (ξα) =
∑
c
c¯(α˜)
(c)
|α|2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
{ ∞∑
n=1
χ¯ (n)ϕ(n)
×
( ∑
ξ∈O S
H∞ f∞
(
n
|α|√u∏p∈P ′ p1−ev ξ
) ∏
v∈S ′
∫
O∗
−Hv fv(ξbv)c¯v(bv)d×bv
)}
duv
742 X.-J. Li / Journal of Number Theory 130 (2010) 738–766where α˜ = |α|−1α, the sum∑c is over all unitary characters of J1 , c¯ is meant to be the restriction on J1S of
the character c¯ of J1 , χ is related to c by (1.1), cv is assumed to be ramiﬁed for every v ∈ P ′ ,
ϕ(n) = n
(
1− 1
p1
)
· · ·
(
1− 1
pr
)
if n = pm11 · · · pmrr , and
(c) =
∏
p∈P ′
(
(1− p)p−ev+(ev−1)itv
∫
|x|v=1
ψv
(
π−evv x
)
cv(x)dx
)
.
Our proof of Theorem 3 is motivated from methods given in Chapter 2 of Patterson [11], where
the Poisson summation formula is obtained from the functional equation and analytic properties of
the Riemann zeta-function.
The paper is organized as follows: Preliminary results are reviewed in Section 2. Theorem 1 is
proved in Section 3. In Section 4, we prove Theorems 2 and 3.
The author wishes to thank the referees for their valuable suggestions of improving the presenta-
tion of this paper.
2. Preliminary results
Let ν > −1. The Bessel function of order ν is given by
Jν(x) =
∞∑
n=0
(−1)n (x/2)
ν+2n
n!Γ (1+ ν + n)
for x > 0. If f is a function such that f (t)
√
t ∈ L1(0,∞), we deﬁne
(H∞ f )(x) = 2π(Hf )(2πx) = 2π
∞∫
0
f (t) J0(2πxt)t dt (2.1)
for x ∈ (0,∞).
Let f be an element in L2(0,∞) such that f and H∞ f tend to zero faster than any positive power
of x as x → 0. Its weighted Mellin transform F (z) is deﬁned by
F (z) = π− 1−iz2 Γ
(
1− iz
2
) ∞∫
0
f (t)tiz dt (2.2)
for 
(z) 0. Assume that H∞ is given as in (2.1). For g(x) = (H∞ f )(x), we deﬁne
G(z) = π− 1−iz2 Γ
(
1− iz
2
) ∞∫
0
g(t)tiz dt (2.3)
for 
(z) 0.
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analytic extension to the lower half-plane and satisfy
G(z) = F (−z)
for all complex z.
Let χ be a (multiplicative) unitary character on k∗v . If χ is trivial on A0 = O ∗v , we say that χ is
unramiﬁed. If χ is trivial on An = 1+ Pnv , but not on An−1 (n 1), we say that χ is ramiﬁed and has
ramiﬁcation degree n.
Lemma 2.2. (See Lemma 4.2 in Li [7].) Let χ be ramiﬁed of degree e  1. If |u| = pe, then
∫
|x|=1
ψv(ux)χ(x)dx = 0.
Lemma 2.3. (See Corollary 4.7 in Li [7].) Let 1O v be the characteristic function of O v on kv . Then Hv1O v =
−1O v .
Lemma 2.4. (See Lemma 4.8 in Li [7].) If f (−α) = f v(α) for all α ∈ kv , then Hv f (−β) = Hv f (β) for all
β ∈ kv .
Lemma 2.5. (See Theorem 4.9 in Li [7].) Assume that cv is an unramiﬁed character of k∗v . Let g be the local
Hankel transform of f . Then
− 1
1− cv(πv)p−1−iz
∫
kv
g(β)|β|−izc¯v(β)dβ = 1
1− c¯v(πv)p−1+iz
∫
kv
f (α)|α|izcv(α)dα
for all complex z.
Let cv is a unitary character on k∗v and has ramiﬁcation degree ev > 0. We write
cv(α) = cv(α˜)|α|itvv
for a real number tv , where α = α˜ρ with ρ being a power of πv and α˜ ∈ O ∗v .
Lemma 2.6. (See Theorem 4.10 in Li [7].) Assume that cv is a unitary character on k∗v and has ramiﬁcation
degree ev > 0. Let g be the local Hankel transform of a smooth function f on kv . Then
piθv−(1−2ev )iz
∫
kv
g(β)c¯v(β)|β|−iz dβ =
∫
kv
f (α)cv(α)|α|iz dα
for all complex z, where θv is a certain real number.
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Results of this section are essentially contained Li [6]. We include them here for the convenience
of readers.
Lemma 3.1. (See Theorem 7.15 in Narkiewicz [10].) ζ(s,χ) = 0 on the line σ = 1.
Lemma 3.2. (See Theorem 7.20 and its proof in Narkiewicz [10].) There are positive constants t0 > e and c0 ,
depending on χ , such that
ζ ′(s,χ)
ζ(s,χ)
 lnM |t|
for σ  1− 1c0 ln |t| and |t| > t0 , where M is a positive constant greater than 1.
Lemma 3.3. (See Lemma 3.12 in Titchmarsh [15].) Let
f (s) =
∞∑
n=1
an
ns
for σ > 1, where an = O (ψ(n)) with ψ being non-decreasing. Assume that
∞∑
n=1
|an|
nσ
= O
{
1
(σ − 1)α
}
as σ → 1. If c > 0 and σ + c > 1, x is not an integer, and N is the integer nearest to x, then
∑
n<x
an
ns
= 1
2π i
c+iT∫
c−iT
f (s + w) x
w
w
dw + O
{
xc
T (σ + c − 1)α
}
+ O
{
ψ(2x)x1−σ ln x
T
}
+ O
{
ψ(N)x1−σ
T |x− N|
}
for T  0.
Lemma 3.4. Let
ζ ′
ζ
(s,χ) =
∞∑
n=1
An
ns
for σ > 1. Then |An| lnn for all n.
Proof. For σ > 1,
−ζ
′
ζ
(s,χ) =
∑
p /∈P
∞∑
m=1
χ(pm) ln p
pms
.
The stated assertion then follows. 
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∞∑
n=1
|An|
nσ
= O
{
1
σ − 1
}
as σ → 1+.
Proof. We have
∞∑
n=1
|An|
nσ

∑
p
∞∑
m=1
ln p
pmσ
= −ζ
′
ζ
(σ )
for σ > 1, where ζ is the Riemann zeta-function.
By (2.12.7) in Titchmarsh [15],
−ζ
′(σ )
ζ(σ )
= 1
σ − 1 + 1+
γ
2
− ln2π + 1
2
Γ ′
Γ
(
1+ σ
2
)
+
∑
ρ
σ
ρ(ρ − σ) ,
where the sum is over all complex zeros ρ of ζ(s). This implies that
−ζ
′(σ )
ζ(σ )
 1
σ − 1
as σ → 1+. It follows that
∞∑
n=1
|An|
nσ
= O
{
1
σ − 1
}
as σ → 1+.
This completes the proof of the lemma. 
Lemma 3.6. Let S be a ﬁnite set of places of k containing the inﬁnite place of k. Then, for each unitary character∏
v∈S ′ χv of
∏
v∈S ′ O ∗v , there is a uniquely determined character c of J1 satisfying t∞ = 0, c˜v = χv for all
v ∈ S ′ , cv unramiﬁed outside S, and c(ξ) = 1 for all ξ ∈ k∗ .
Proof. We choose c˜v = χv for all v ∈ S ′ and
c˜∞(−1) =
∏
v∈S ′
c˜v(−1).
Let {1, . . . , |S|−1} be a basis for the free abelian group of S-units modulo roots of unity. Since the
rank of the matrix (log | j|v) is |S| − 1, the system of linear equations
∑
v∈S
tv log | j|v = i log
( ∏
v∈S
c˜v(˜ jv)
)
, 1 j < |S| (3.1)
has exactly one solution (tv)v∈S satisfying t∞ = 0.
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(
ϕS(α)
)=∏
v∈S
c˜−1v (α˜v)|αv |−itvv
for all α ∈ k∗ . If we choose
c(α) =
( ∏
v∈S
c˜v(α˜v)|αv |itvv
)
χ
(
ϕS(α)
)
,
then by the construction in Section 4.5 of Tate [12] c is the uniquely determined character of J1
satisfying the conditions:
(1) t∞ = 0,
(2) c˜v = χv for all v ∈ S ′ ,
(3) cv unramiﬁed outside S , and
(4) c(ξ) = 1 for all ξ ∈ k∗ .
This completes the proof of the lemma. 
Let P ′ = P − {∞}. The ramiﬁcation degree of c˜v is denoted by ev for p ∈ P ′ . We always assume
that ev  1. Otherwise, if ev = 0 we do not include this prime p in the set P . Let
f =
∏
all places v of k
f v , (3.2)
where
f v(αv) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1O v (αv) if p /∈ P ,
ψv(αv)1P−evv (αv) if p ∈ P ′,
e−πα2v if v = ∞, cv(−1) = 1,
αve−πα
2
v if v = ∞, cv(−1) = −1.
We have
fˆ v(βv) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1O v (βv) if p /∈ P ,
pev11+Pevv (βv) if p ∈ P ′,
e−πβ2v if v = ∞, cv(−1) = 1,
iβve−πβ
2
v if v = ∞, cv(−1) = −1.
Let τP = 0 if P contains at least one ﬁnite prime of k and τP = 1 if P contains only the inﬁnite
place of k. By the proof of Theorem 4.4.1 in Tate [12],
ζ
(
f , c| |s)=
∞∫
1
ζt
(
f , c| |s)dt
t
+
∞∫
1
ζt
(
fˆ , c¯| |1−s)dt
t
+ τP
{
fˆ (0)
s − 1 −
f (0)
s
}
, (3.3)
where ζ( f , c| |s) is Tate’s zeta-function and
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(
f , c| |s)= ∫
J1
f (tb)c(b)ts db
with db being given as in Tate [12]. The two integrals on the right side of (3.3) are entire functions
of s. By the argument in Sections 4.5 and 2.5 of Tate [12],
ζ
(
f , c| |s)= ( ∏
p∈P
ζp
(
f v , cv | |sv
))
ζ(s,χ), (3.4)
where
ζp
(
f v , cv | |sv
)= pev s ∫
|α|v=pev
ψv(α)cv(α)d
×α
with d×α being the standard Haar measure on k∗v given as in Section 2.3 of Tate [12] for p ∈ P ′ , and
where
ζp
(
f v , cv | |sv
)=
{
π−s/2Γ (s/2) for v = ∞, c∞(−1) = 1,
π− s+12 Γ ( s+12 ) for v = ∞, c∞(−1) = −1.
Note that
∫
|α|v=pev ψv (α)cv(α)d
×α = 0 by the identity preceding to the statement of Theorem 4.10
in Li [7].
Let
ξ(s,χ) = [s(s − 1)]τP ζ ( f , c| |s).
By (3.3), ξ(s,χ) is an entire function of s. We have
ξ ′
ξ
(s,χ) = τP
s
+ τP
s − 1 +
1
2
Γ ′
Γ
(
2s + 1− c∞(−1)
4
)
− lnπ
2
+
∑
p∈P ′
ev ln p + ζ
′
ζ
(s,χ). (3.5)
Lemma 3.7. Let An be given as Lemma 3.4, and let s = 1 + it for any ﬁxed nonzero real number t. Then the
partial sums
∑
n<x
An
ns
are bounded as x → ∞.
Proof. By Lemmas 3.3–3.5
∑
n<x
An
ns
= 1
2π i
c+iT∫
c−iT
ζ ′
ζ
(s + w,χ) x
w
w
dw + O
{
xc
T c
}
+ O
{
ln2 x
T
}
(3.6)
for c > 0 and T  0.
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c0 ln(|t| + T ) .
By Lemmas 3.2 and 3.1, we can choose T to be suﬃciently large so that ζ(s + w,χ) has no zeros for
(w)−δ and |
(s + w)| |t| + T . By Cauchy’s residue theorem and (3.5), we ﬁnd that
1
2π i
c+iT∫
c−iT
ζ ′
ζ
(s + w,χ) x
w
w
dw
= ζ
′
ζ
(s,χ) − τP x
1−s
1− s +
1
2π i
( c+iT∫
−δ+iT
+
−δ+iT∫
−δ−iT
+
−δ−iT∫
c−iT
)
ζ ′
ζ
(s + w,χ) x
w
w
dw. (3.7)
By Lemma 3.2 and the choice of δ,
1
2π i
c+iT∫
−δ+iT
ζ ′
ζ
(s + w,χ) x
w
w
dw  ln
M T
T
xc . (3.8)
Similarly, we also ﬁnd that
1
2π i
−δ−iT∫
c−iT
ζ ′
ζ
(s + w,χ) x
w
w
dw  ln
M T
T
xc . (3.9)
By Lemma 3.1, ξ(s,χ) = for (s) = 1. Since ξ(s,χ) is an entire function, we can choose T large
enough so that |ξ(σ + it,χ)| 0 for a positive number 0 depending only on χ and t0 when |t| t0
and 1−δ  σ  1. Thus, if we use (3.5) when |t+
(w)| t0 and use Lemma 3.2 when |t+
(w)| > t0,
we ﬁnd that
1
2π i
−δ+iT∫
−δ−iT
ζ ′
ζ
(s + w,χ) x
w
w
dw  x−δ max
{
1
δ
, lnM T
} T∫
0
1√
δ2 + u2 du.
Since
T∫
0
1√
δ2 + u2 du = ln
(
T /δ +
√
(T /δ)2 + 1
)
and
δ = 1
c0 ln(|t| + T ) ,
we have
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2π i
−δ+iT∫
−δ−iT
ζ ′
ζ
(s + w,χ) x
w
w
dw  x−δ lnM+1 T . (3.10)
We can take c = 1/ln x and T = exp(√ln x) with x being suﬃciently large. Then xc = e and
x−δ lnM+1 T = ln
M+1
2 x
eln x/c0 ln(|t|+T )
 (
√
ln x)M+1
eln x/2c0 ln T
= (
√
ln x)M+1
e
√
ln x/2c0
= o(1)
as x → ∞. It follows from (3.7)–(3.10) that
1
2π i
c+iT∫
c−iT
ζ ′
ζ
(s + w,χ) x
w
w
dw = ζ
′
ζ
(s,χ) − τP x
1−s
1− s + o(1) (3.11)
as x → ∞.
Since
xc
T c
= e ln x
e
√
ln x
= o(1)
and
ln2 x
T
= ln
2 x
e
√
ln x
= o(1),
by (3.6) and (3.11)
∑
n<x
An
ns
= ζ
′
ζ
(s,χ) − τP x
1−s
1− s + o(1)
as x → ∞. By Lemma 3.1, the stated result then follows.
This completes the proof of the lemma. 
Proof of Theorem 1. For σ > 1,
−ζ
′
ζ
(s,χ) =
∑
p /∈P
∞∑
m=1
χ(pm) ln p
pms
and
ln ζ(s,χ) =
∑
p /∈P
∞∑
m=1
χ(pm)
mpms
.
We write
ln ζ(s,χ) =
∑
p /∈P
∞∑
m=1
χ(pm) ln p
pms
· 1
ln(pm)
.
750 X.-J. Li / Journal of Number Theory 130 (2010) 738–766Let An ’s be given as in Lemma 3.4. Then
ln ζ(s,χ) = −
∞∑
n=2
An
ns
· 1
lnn
(3.12)
for σ > 1, because the series is absolutely convergent.
For any ﬁxed nonzero real number t , by Lemma 3.7 the partial sums
N∑
n=2
An
n1+it
are bounded for all suﬃciently large integers N . Since 1/lnn tends steadily to 0 as n → ∞, by Dirich-
let’s test the series
∞∑
n=2
An
ns
· 1
lnn
converges for σ = 1 and s = 1.
Since ln ζ(s,χ) is continuous for σ  1 and s = 1 by Lemma 3.1, and since the right side of (3.12)
represents an analytic function of s in the half-plane σ > 1 and is convergent for σ = 1 and s = 1, by
the continuity theorem for Dirichlet series (see Section 9.12 of Titchmarsh [13])
ln ζ(s,χ) = −
∞∑
n=2
An
ns
· 1
lnn
for σ = 1 and s = 1.
The series
∑
p /∈P
∞∑
m=2
χ(pm)
mpms
is absolutely convergent for σ = 1. It follows that
ln ζ(s,χ) =
∑
p /∈P
∞∑
m=1
χ(pm)
mpms
=
∑
p /∈P
ln
1
1− χ(p)p−s (3.13)
for σ = 1 and s = 1. By taking exponentials of both sides of (3.13), we ﬁnd that
ζ(s,χ) =
∏
p
(
1− χ(p)p−s)−1
for σ = 1 and s = 1.
This completes the proof of Theorem 1. 
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Let 1O v be the characteristic function of O v on kv . By Lemma 2.3
Hv1O v (βv) = −1O v (β) (4.1)
for all β ∈ kv . Since S(A+) consists of ﬁnite linear combinations of functions of the form
f (α) =
∏
v
f v(αv)
with f v = 1O v for almost all v , the global Hankel transform Hf in (1.2) is well deﬁned for all
f ∈ S(A+).
Lemma 4.1. (See Theorem 28 in Titchmarsh [14].) Let yc−1 f (y) belong to L(0,∞), and let f (y) be of bounded
variation in the neighborhood of y = x. If
F (s) =
∞∫
0
f (y)ys−1 dy
with (s) = c, then
f (x+ 0) + f (x− 0)
2
= lim
T→∞
1
2π i
c+iT∫
c−iT
F (s)x−s ds.
Let d×t be the multiplicative measure on R+ given by
d×t = dt
t
.
Let f be a function in S(R+). By Lemma 2.1,
π−
1−iz
2 Γ
(
1− iz
2
) ∞∫
0
H∞ f∞(t)t1+iz d×t = π− 1+iz2 Γ
(
1+ iz
2
) ∞∫
0
f (t)t1−iz d×t (4.2)
for all complex z.
We denote by d×αv for the multiplicative measure on k∗v given by
d×αv =
(
1− p−1)−1 dαv|αv |v ,
where p−1 = |πv |v . Assume that cv is an unramiﬁed character of k∗v . Let f be a function in S(kv ). By
Lemma 2.5,
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1− cv(πv)p−1+iz
∫
kv
Hv f (β)|β|1+izc¯v(β)d×β
= 1
1− c¯v(πv)p−1−iz
∫
kv
f (α)|α|1−izcv(α)d×α (4.3)
for all complex z.
Assume that cv is a unitary character on k∗v and has ramiﬁcation degree ev > 0. Let f v be a
function in S(kv ). By Lemma 2.6,
piθv+(1−2ev )iz
∫
kv
Hv f v(β)c¯v(β)|β|1+iz d×β =
∫
kv
f v(α)cv(α)|α|1−iz d×α (4.4)
for all complex z, where θv is given in the identity preceding to the statement of Theorem 4.10 in
Li [7].
Let c, χ and P be given as in (1.1). Then cv(πv) = χ(p) for all p /∈ P and that χ(p) = 0 for p ∈ P ′ .
As in Section 4.5 of Tate [12],
ζ(1− s, χ¯ ) =
( ∏
p∈P
ρv
(
c˜v | |s+itvv
))
ζ(s,χ) (4.5)
for all complex s, where
ρv
(
c˜v | |s+itvv
)=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
π
1
2−sΓ ( s2 )/Γ (
1−s
2 ) if v = ∞, c∞(−1) = 1,
iπ
1
2−sΓ ( s+12 )/Γ (
2−s
2 ) if v = ∞, c∞(−1) = −1,
pev (s+itv )
1−p−1
∫
|x|v=1 ψv(π
−ev
v x)c˜v(x)dx if p ∈ P ′.
Proof of Theorem 2. Since elements in S(A+) are ﬁnite linear combinations of functions of the form
∏
v
f v(αv), (4.6)
without loss of generality we can assume that f is of this form.
By (3.3) and (3.4), ζ(1+ iz,χ) is analytic for 
(z) > 0. Since f belongs to S(A+),
F (z) = π− 1+iz2 Γ
(
1+ iz
2
)
ζ(1+ iz, χ¯ )
∫
J+
f (α)c(α)|α|1−iz d×α (4.7)
is analytic in the upper half-plane 
(z) > 0 except having a possible simple pole at z = i and is
continuous in the closed upper half-plane except at the points z = 0, i. Note that, since f ∈ S(A+),
the right side of (4.7) is actually well deﬁned for 
(z) > −1.
By an argument similar to that made in the previous paragraph, we ﬁnd that the expression
G(z) = π− 1+iz2 Γ
(
1+ iz
2
)( ∏
p∈P ′
−piθv−(1−2ev )iz
)
ζ(1+ iz,χ)
∫
J
Hf (β)c¯(β)|β|1−iz d×β (4.8)
+
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z = i. It is continuous in the closed upper half-plane except at the points z = 0, i.
By Theorem 1, (4.2)–(4.4),
π−
1−it
2 Γ
(
1− it
2
)( ∏
p∈P ′
−piθv+(1−2ev )it
)
ζ(1− it,χ)
∫
J+
Hf (β)c¯(β)|β|1+it d×β
= π− 1+it2 Γ
(
1+ it
2
)
ζ(1+ it, χ¯ )
∫
J+
f (α)c(α)|α|1−it d×α
for all real t = 0. That is, F (t) = G(−t) for all real t = 0. By analytic continuation, we see that F and G
can be extended to become analytic functions in the whole complex plane except for having possible
simple poles at z = −i,0, i and satisfy the identity
F (z) = G(−z)
for all complex z = −i,0, i.
This completes the proof of Theorem 2. 
Lemma 4.2.We have
ζ(σ + it,χ) = O (|t| 1−σ2 +)
as |t| → ∞ for 0 < σ  1 and for every  > 0.
Proof. By Theorem 7.13 in Narkiewicz [10],
ζ(σ + it,χ) = O (|t|)
for |t| 2 and σ  1/2.
By Stirling’s formula, for any ﬁxed value of x
∣∣Γ (x+ iy)∣∣= √2π |y|x− 12 e− π2 |y|(1+ O (|y|−1)) (4.9)
as |y| → ∞. By (4.5) and (4.9),
∣∣ζ(σ + it,χ)∣∣ |t| 12−σ ∣∣ζ(1− σ − it, χ¯ )∣∣.
It follows that
∣∣ζ(σ + it,χ)∣∣= O (|t| 32−σ )
for σ  1/2. Thus
∣∣ζ(σ + it,χ)∣∣= O (|t|ξ )
for σ  σ0. We assume that μ(σ ) is the least number such that the above identity holds for ξ > μ(σ ).
According to Section 9.41 in Titchmarsh [13], μ(σ ) is a nonnegative, steadily decreasing, and convex
downwards function of σ .
754 X.-J. Li / Journal of Number Theory 130 (2010) 738–766Since ζ(σ + it,χ) is bounded for σ > 1, we have μ(σ ) = 0 when σ > 1. When σ < 0, by (4.5) and
(4.9) we have μ(σ ) = 1/2− σ . Since μ(σ ) is convex downwards,
μ(σ) 1− σ
2
.
This completes the proof of the lemma. 
Let α represent a generic element in J . Then d×α =∏v d×αv is a Haar measure on J . This is the
standard Haar measure given in Sections 3.3 and 4.3 of Tate [12].
We write α = |α|b with b = |α|−1α, where the real number |α|−1 is also meant to be the idele
(|α|−1,1, . . .). Then b is an idele in J1. We choose a Haar measure d×b on J1 so that
d×α = d×|α| · d×b. (4.10)
Let J1+ be the set of all α ∈ J1 with α∞ > 0.
Theorem 4.3. Let c, χ and P be given as in (1.1)with c˜∞(−1) = 1. Assume that f is a function in S(A+) such
that f (α) = 0 if |α| = 0. Then
∫
J1+
f (tb)c(b)d×b = (c)
t2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
×
( ∞∑
n=1
χ¯ (n)ϕ(n)
∫
J1+
Hf
(
n
t
√
u
∏
p∈P ′ p1−ev
b
)
c¯(b)d×b
)
du
for any t > 0, where t also stands for the idele (t,1,1, . . .).
Proof. Let F be given as in (4.7). According to Section 4.3 of Tate [12] we can write
F (z) = π− 2−s2 Γ
(
2− s
2
)
ζ(2− s, χ¯ )
∞∫
0
( ∫
J1+
f (tb)c(b)d×b
)
ts−1 dt (4.11)
for (s) > 0, where s and z are related by the relation s = 1− iz.
For f ∈ S(A+), conditions of Lemma 4.1 are satisﬁed by
∫
J1+ f (tb)c(b)d
×b as a function of t ∈
(0,∞). By (4.11) and Lemma 4.1,
∫
J1+
f (tb)c(b)d×b = 1
2π i
c+i∞∫
c−i∞
F (z)
π− 2−s2 Γ ( 2−s2 )ζ(2− s, χ¯ )
t−s ds (4.12)
for a small positive number c < 1/4.
Let G(z) be given as in (4.8) for 
(z) > 0. Since s = 1− iz and c = (s) < 1/4, we have 
(−z) > 0.
Since F (z) = G(−z) for all complex z = 0,±i, by (4.8) and (4.12)
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J1+
f (tb)c(b)d×b = 1
2π i
c+i∞∫
c−i∞
π− s2 Γ ( s2 )(
∏
p∈P ′ −piθv+(1−2ev )(1−s))ζ(s,χ)
π− 2−s2 Γ ( 2−s2 )ζ(2− s, χ¯ )
×
{ ∞∫
0
( ∫
J1+
Hf (xb)c¯(b)d×b
)
x1−s dx
}
t−s ds.
By using the functional identity (4.5), we get that
∫
J1+
f (tb)c(b)d×b = (c)
2π i
c+i∞∫
c−i∞
√
πΓ ( 1−s2 )
Γ ( 2−s2 )
ζ(1− s, χ¯ )
ζ(2− s, χ¯ )
(
t
∏
p∈P ′
p1−ev
)−s
×
{ ∞∫
0
( ∫
J1+
Hf (xb)c¯(b)d×b
)
x1−s dx
}
ds, (4.13)
where
(c) =
∏
p∈P ′
[
− p
1−ev+(2ev−1)itv (
∫
|x|v=1 ψv(π
−ev
v x)c¯v(x)dx)2
(1− p−1)−1pievtv ∫|x|=1 ψv(π−evv x)cv(x)dx
]
.
By Lemma 2.4.3 in Tate [12], we ﬁnd that
∫
|x|=1
ψv
(
π−evv x
)
c¯v(x)dx =
∫
|x|=1
ψv
(
π−evv x
)
cv(x)dx.
It follow from Lemma 2.2 that
(c) =
∏
p∈P ′
(
(1− p)p−ev+(ev−1)itv
∫
|x|v=1
ψv
(
π−evv x
)
cv(x)dx
)
.
For s = σ + iT with −c  σ  c < 1/4, by Lemma 4.2 and (4.9)
√
πΓ ( 1−s2 )
Γ ( 2−s2 )
ζ(1− s, χ¯ )
ζ(2− s, χ¯ )  T
−3/8 (4.14)
as T → ∞. Since f ∈ S(A+),
∞∫
0
( ∫
J1+
Hf (xb)c¯(b)d×b
)
x1−s dx
is bounded by a constant depending only on f . Thus, by (4.14) we can move the line (s) = c of
integration on the right side of (4.13) to the line (s) = −c and obtain that
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J1+
f (tb)c(b)d×b = (c)
2π i
−c+i∞∫
−c−i∞
√
πΓ ( 1−s2 )
Γ ( 2−s2 )
ζ(1− s, χ¯ )
ζ(2− s, χ¯ )
(
t
∏
p∈P ′
p1−ev
)−s
×
{ ∞∫
0
( ∫
J1+
Hf (xb)c¯(b)d×b
)
x1−s dx
}
ds
− τPπ
ζ(2)
∞∫
0
( ∫
J1+
Hf (xb)c¯(b)d×b
)
xdx. (4.15)
Since f ∈ S(A+) and f (α) = 0 for |α| = 0 by hypothesis, the integral on the right side of (4.7) is
ﬁnite for 
(z)−1. In particular,
∫
J
f (α)c(α)d×α < ∞.
Let G be given as in (4.8). We can write
∞∫
0
( ∫
J1+
Hf (xb)c¯(b)d×b
)
xdx
= lim
z→i
G(z)
π− 1+iz2 Γ ( 1+iz2 )(
∏
p∈P ′ −piθv−(1−2ev )iz)ζ(1+ iz,χ)
.
Since G(z) = F (−z) for all complex z = 0,±i by the proof of Theorem 2, by (4.7) and the above
identity
τP
∞∫
0
( ∫
J1+
Hf (xb)c¯(b)d×b
)
xdx
= τP
∫
J
f (b)c(b)d×b lim
z→i
π− 1−iz2 Γ ( 1−iz2 )ζ(1− iz, χ¯ )
π− 1+iz2 Γ ( 1+iz2 )(
∏
p∈P ′ −piθv−(1−2ev )iz)ζ(1+ iz,χ)
. (4.16)
Since ζ(0) = −1/2, the limit on the right side of (4.16) is 0 when τP = 1. Hence
πτP
ζ(2)
∞∫
0
( ∫
J1+
Hf (xb)c¯(b)d×b
)
xdx = 0.
By (4.15), we have
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J1+
f (tb)c(b)d×b = (c)
2π i
−c+i∞∫
−c−i∞
√
πΓ ( 1−s2 )
Γ ( 2−s2 )
ζ(1− s, χ¯ )
ζ(2− s, χ¯ )
(
t
∏
p∈P ′
p1−ev
)−s
×
{ ∞∫
0
( ∫
J1+
Hf (xb)c¯(b)d×b
)
x1−s dx
}
ds.
That is,
∫
J1+
f (tb)c(b)d×b = (c)
2π i
c+i∞∫
c−i∞
√
πΓ ( 1+s2 )
Γ ( 2+s2 )
ζ(1+ s, χ¯ )
ζ(2+ s, χ¯ )
(
t
∏
p∈P ′
p1−ev
)s
ds
×
∞∫
0
( ∫
J1+
Hf (xb)c¯(b)d×b
)
xs+1 dx. (4.17)
We write
√
πΓ ( 1+s2 )
Γ ( 2+s2 )
=
1∫
0
us/2√
u(1− u) du.
By (1.2.12) of Titchmarsh [15],
√
πΓ ( 1+s2 )
Γ ( 2+s2 )
ζ(1+ s, χ¯ )
ζ(2+ s, χ¯ ) =
1∫
0
us/2√
u(1− u) du
( ∞∑
n=1
χ¯ (n)
ϕ(n)
ns+2
)
for (s) = c.
Since f ∈ S(A+), the series
∞∑
n=1
χ¯ (n)
ϕ(n)
n2
(
n
t
√
u
∏
p∈P ′ p1−ev
)−s ∞∫
0
(
x2
∫
J1+
Hf (xb)c¯(b)d×b
)
xs−1 dx
is uniformly convergent with respect to s on the vertical line (s) = c, we can interchange integration
and summation on the right side of (4.17) and obtain that
∫
J1+
f (tb)c(b)d×b =
1∫
0
1√
u(1− u)
[ ∞∑
n=1
χ¯ (n)
ϕ(n)
n2
(c)
2π i
c+i∞∫
c−i∞
(
n
t
√
u
∏
p∈P ′ p1−ev
)−s
×
{ ∞∫
0
(
x2
∫
J1
Hf (xb)c¯(b)d×b
)
xs−1 dx
}
ds
]
du. (4.18)+
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1
2π i
c+i∞∫
c−i∞
(
n
t
√
u
∏
p∈P ′ p1−ev
)−s
ds
∞∫
0
(
x2
∫
J1+
Hf (xb)c¯(b)d×b
)
xs−1 dx
=
(
n
t
√
u
∏
p∈P ′ p1−ev
)2 ∫
J1+
Hf
(
n
t
√
u
∏
p∈P ′ p1−ev
b
)
c¯(b)d×b.
It follows from (4.18) that
∫
J1+
f (tb)c(b)d×b = (c)
t2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
×
( ∞∑
n=1
χ¯ (n)ϕ(n)
∫
J1+
Hf
(
n
t
√
u
∏
p∈P ′ p1−ev
b
)
c¯(b)d×b
)
du.
This completes the proof of the theorem. 
Let
E = {1} ×
∏
v
O ∗v , (4.19)
where the product is over all ﬁnite places of k. By Theorem 4.3.2 in Tate [12]
J1 =
⋃
ξ∈k∗
ξ E,
a disjoint union. Hence
J1+ =
⋃
ξ∈k∗+
ξ E, (4.20)
where k∗+ is the set of all elements ξ ∈ k∗ with ξ > 0.
Corollary 4.4. Let c, χ and P be given as in (1.1) with c˜∞(−1) = 1. Assume that S contains P . Let
f =
∏
v∈S
f v
be a function in S(AS ) such that f (α) = 0 if |α|S = 0 with α ∈ AS . Then, for any real t > 0,
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ξ∈O S
f∞(tξ)
( ∏
v∈S ′
∫
O∗v
f v(ξbv)cv(bv)d
×bv
)
= (c)
t2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
{ ∞∑
n=1
χ¯ (n)ϕ(n)
×
( ∑
ξ∈O S
H∞ f∞
(
n
t
√
u
∏
p∈P ′ p1−ev
ξ
) ∏
v∈S ′
∫
O∗v
−Hv fv(ξbv)c¯v(bv)d×bv
)}
du.
Proof. Let
f S =
∏
v /∈S
1O v .
For x ∈ A, we write x = (α,αS) with α ∈ AS and αS the vector consisting of all remaining components
of x. Let
F (x) = f (α) f S(αS). (4.21)
By Theorem 4.3,
∫
J1+
F (tb)c(b)d×b = (c)
t2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
×
( ∞∑
n=1
χ¯ (n)ϕ(n)
∫
J1+
HF
(
n
t
√
u
∏
p∈P ′ p1−ev
b
)
c¯(b)d×b
)
du (4.22)
for any positive real t = 0, where t also stands for the idele (t,1,1, . . .).
If b = (bv) ∈ E , by (4.19) |α|b = (|α|, (bv)v =∞). Since d×α =∏v d×αv is a Haar measure on J , we
have
d×|α|
∏
v =∞
d×bv = d×
(|α|, (bv)v =∞).
By the deﬁnition of the Haar measure d×b on J1 given in (4.10), we have
d×
(|α|, (bv)v =∞)= d×|α|d×b.
It follows that
d×b =
∏
v =∞
d×bv (4.23)
for b ∈ E .
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J1+
F (tb)c(b)d×b =
∑
ξ∈k∗+
∫
E
F (tξb)c(b)d×b. (4.24)
It follows from (4.23) that∫
E
F (tξb)c(b)d×b = f∞(tξ)
( ∏
v∈S ′
∫
O∗v
f v(ξbv)cv(bv)d
×bv
)( ∏
v /∈S
∫
O∗v
1O v (ξbv)cv(bv)d
×bv
)
.
(4.25)
Since S contains P , cv is unramiﬁed for all v /∈ S . If ξ ∈ O S , then∫
O∗v
1O v (ξbv)cv(bv)d
×bv =
∫
O∗v
d×bv = 1
for all v /∈ S . If ξ /∈ O S , then |ξ |v > 1 for at least one v /∈ S . This implies that∏
v /∈S
∫
O∗v
1O v (ξbv)cv(bv)d
×bv = 0
if ξ /∈ O S . Hence, by (4.24) and (4.25) we have∫
J1+
F (tb)c(b)d×b =
∑
ξ∈O S
f∞(tξ)
( ∏
v∈S ′
∫
O∗v
f v(ξbv)cv(bv)d
×bv
)
. (4.26)
By an argument similar to that made for the proof of (4.26), we also ﬁnd that∫
J1+
HF
(
n
t
√
u
∏
p∈P ′ p1−ev
b
)
c¯(b)d×b
=
∑
ξ∈O S
H∞ f∞
(
n
t
√
u
∏
p∈P ′ p1−ev
ξ
)( ∏
v∈S ′
∫
O∗v
−Hv fv(ξbv)c¯v(bv)d×bv
)
. (4.27)
It follows from (4.22), (4.26), and (4.27) that
∑
ξ∈O S
f∞(tξ)
( ∏
v∈S ′
∫
O∗v
f v(ξbv)cv(bv)d
×bv
)
= (c)
t2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
{ ∞∑
n=1
χ¯ (n)ϕ(n)
×
( ∑
ξ∈O S
H∞ f∞
(
n
t
√
u
∏
p∈P ′ p1−ev
ξ
) ∏
v∈S ′
∫
O∗v
−Hv fv(ξbv)c¯v(bv)d×bv
)}
du.
This completes the proof of the corollary. 
X.-J. Li / Journal of Number Theory 130 (2010) 738–766 761Lemma 4.5. Let v be a ﬁnite place of k, let f be an even function in S(kv ), and let cv be an unramiﬁed unitary
character on k∗v . If cv(−1) = 1, then
∫
O∗v
f (bv)cv(bv)dbv = 0
and
∫
O∗v
Hv f (bv)c¯v(bv)d
×bv = 0.
Proof. Since f is an even function,
∫
O∗v
f (bv)cv(bv)dbv =
∫
O∗v
f (−bv)cv(bv)dbv
= cv(−1)
∫
O∗v
f (bv)cv(bv)dbv .
Since cv(−1) = −1,
∫
O∗v
f (bv)cv(bv)dbv = 0.
Since f is an even function, by Lemma 2.4 Hv f is also even function on kv . Similarly, we have
∫
O∗v
Hv f (bv)c¯v(bv)d
×bv = 0.
This completes the proof of the lemma. 
Lemma 4.6. Let c, χ and P be given as in (1.1). Assume that S contains P . Let
f =
∏
v∈S
f v
be a function in S(AS ) such that f v , v ∈ S ′ , are all even functions. If
∏
v∈S ′
c˜v(−1) = 1,
then
∏
v∈S ′
∫
O∗
f v(ξbv)cv(bv)d
×bv = 0v
762 X.-J. Li / Journal of Number Theory 130 (2010) 738–766and
∏
v∈S ′
∫
O∗v
Hv f v(ξbv)c¯v(bv)d
×bv = 0
for all ξ ∈ O S .
Proof. Since
∏
v∈S ′
c˜v(−1) = 1,
there is at least one v0 ∈ S ′ such that c˜v0 (−1) = 1. Since all f v , v ∈ S ′ , are even functions, so is the
function f v0 . By Lemma 4.5,
∫
O∗v0
f v0(ξbv0)cv0(bv0)d
×bv0 = 0
and
∫
O∗v0
Hv0 f (ξbv0)c¯v0(bv0)d
×bv0 = 0
for all ξ ∈ O S . It follows that
∏
v∈S ′
∫
O∗v
f v(ξbv)cv(bv)d
×bv = 0
and
∏
v∈S ′
∫
O∗v
Hv f v(ξbv)c¯v(bv)d
×bv = 0
for all ξ ∈ O S .
This completes the proof of the lemma. 
Lemma 4.7. Let
f =
∏
v∈S
f v
be a function in S(AS ) such that f v is an even function for every v ∈ S ′ , and such that f (α) = 0 if |α|S = 0
with α ∈ AS . Then, for any real t > 0, we have
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ξ∈O S
f∞(tξ)
( ∏
v∈S ′
∫
O∗v
f v(ξbv)cv(bv)d
×bv
)
= (c)
t2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
{ ∞∑
n=1
χ¯ (n)ϕ(n)
×
( ∑
ξ∈O S
H∞ f∞
(
n
t
√
u
∏
p∈P ′ p1−ev
ξ
) ∏
v∈S ′
∫
O∗v
−Hv fv(ξbv)c¯v(bv)d×bv
)}
du
for all characters c given in (1.1) with P ⊂ S.
Proof. If c˜∞(−1) = 1, by Corollary 4.4
∑
ξ∈O S
f∞(tξ)
( ∏
v∈S ′
∫
O∗v
f v(ξbv)cv(bv)d
×bv
)
= (c)
t2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
{ ∞∑
n=1
χ¯ (n)ϕ(n)
×
( ∑
ξ∈O S
H∞ f∞
(
n
t
√
u
∏
p∈P ′ p1−ev
ξ
) ∏
v∈S ′
∫
O∗v
−Hv fv(ξbv)c¯v(bv)d×bv
)}
du.
If c˜∞(−1) = 1, then ∏v∈S ′ c˜v(−1) = 1. By Lemma 4.6
∏
v∈S ′
∫
O∗v
f v(ξbv)cv(bv)d
×bv = 0
and
∏
v∈S ′
∫
O∗v
Hv f v(ξbv)c¯v(bv)d
×bv = 0
for all ξ ∈ O S . Hence, the identity
∑
ξ∈O S
f∞(tξ)
( ∏
v∈S ′
∫
O∗v
f v(ξbv)cv(bv)d
×bv
)
= (c)
t2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
{ ∞∑
n=1
χ¯ (n)ϕ(n)
×
( ∑
ξ∈O S
H∞ f∞
(
n
t
√
u
∏
p∈P ′ p1−ev
ξ
) ∏
v∈S ′
∫
O∗
−Hv fv(ξbv)c¯v(bv)d×bv
)}
duv
764 X.-J. Li / Journal of Number Theory 130 (2010) 738–766holds trivially in this case. Thus, the stated identity holds for every unitary character c of J1 given in
Section 4.5 of Tate [12] with t∞ = 0 and P ⊂ S .
This completes the proof of the lemma. 
Lemma 4.8. (See Sections 38B and 38C in Loomis [8].) Let G be a compact abelian group, and let a Haar
measure dg on G be chosen so that G has measure 1. Then, for any f ∈ L2(G), we have
f (x) =
∑
c
c(x)
∫
G
f (g)c¯(g)dg
for x ∈ G, where the sum∑c is over all unitary characters c of G.
Proof of Theorem 3. Let c be any unitary character of J1 given as in Lemma 3.6. By Lemma 4.7,
∑
ξ∈O S
f∞(tξ)
( ∏
v∈S ′
∫
O∗v
f v(ξbv)cv(bv)d
×bv
)
= (c)
t2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
{ ∞∑
n=1
χ¯ (n)ϕ(n)
×
( ∑
ξ∈O S
H∞ f∞
(
n
t
√
u
∏
p∈P ′ p1−ev
ξ
) ∏
v∈S ′
∫
O∗v
−Hv fv(ξbv)c¯v(bv)d×bv
)}
du
(4.28)
for any real t > 0.
Let G =∏v∈S ′ O ∗v . Then G is a compact abelian group and has measure 1 with respect to the Haar
measure dg =∏v∈S ′ d×gv with g = (gv)v∈S ′ ; see (4.23).
By Lemma 3.6, for each unitary character
∏
v∈S ′ χv of G , there is a uniquely determined character
c of J1 satisfying t∞ = 0, c˜v = χv for all v ∈ S ′ , cv unramiﬁed outside S , and c(ξ) = 1 for all ξ ∈ k∗ .
That is, the restriction of c to G is equal to
∏
v∈S ′ χv .
Since f ∈ S(AS ), we can rewrite the left side of (4.28) as
∫
G
{ ∑
ξ∈O S
f∞(ξt)
( ∏
v∈S ′
f v
)
(ξg)
}
c(g)dg. (4.29)
By Lemma 4.8,
∑
ξ∈O S
f∞(tξ)
( ∏
v∈S ′
f v(ξbv)
)
=
∑
c
c¯(α)
∫
G
{ ∑
ξ∈O S
f∞(ξt)
( ∏
v∈S ′
f v
)
(ξg)
}
c(g)dg (4.30)
for all α = (bv ) ∈ G . If we substitute the right side of (4.28) into the right side of (4.30), we obtain
that
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ξ∈O S
f∞(tξ)
( ∏
v∈S ′
f v(ξbv)
)
=
∑
c
c¯
( ∏
v∈S ′
bv
)
(c)
t2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
{ ∞∑
n=1
χ¯ (n)ϕ(n)
×
( ∑
ξ∈O S
H∞ f∞
(
n
t
√
u
∏
p∈P ′ p1−ev
ξ
) ∏
v∈S ′
∫
O∗v
−Hv fv(ξav)c¯v(av)d×av
)}
du
(4.31)
where the sum
∑
c is over all unitary characters c of J
1 given as in Lemma 3.6. Note that c¯ in (4.31) is
meant to be the restriction of c¯ on J1S of the character c¯ of J
1. Therefore, it is not true that c¯(ξ) = 1
for all ξ ∈ k∗ . But, for η ∈ O ∗S , we always have c¯(η) = 1. This is because c¯v(η) = 1 for all v /∈ S if
η ∈ O ∗S .
By the proof of Lemma 6.1 in Li [7], we can write every α in J S in the form
α = tη({1} × (bv)v∈S ′)
with (bv )v∈S ′ ∈∏v∈S ′ O ∗v , η ∈ O ∗S , and t = |α|S ∈ R+ . Thus
c¯(α˜) = c¯(η({1} × (bv)v∈S ′))
= c¯((bv)v∈S ′). (4.32)
Since ηO S = O S ,
∑
ξ∈O S
f (ξα) =
∑
ξ∈O S
f∞(tηξ)
( ∏
v∈S ′
f v(ξηbv)
)
=
∑
ξ∈O S
f∞(tξ)
( ∏
v∈S ′
f v(ξbv)
)
.
Then it follows from (4.31) that
∑
ξ∈O S
f (ξα)
=
∑
c
c¯
( ∏
v∈S ′
bv
)
(c)
t2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
{ ∞∑
n=1
χ¯ (n)ϕ(n)
×
( ∑
ξ∈O S
H∞ f∞
(
n
t
√
u
∏
p∈P ′ p1−ev
ξ
) ∏
v∈S ′
∫
O∗v
−Hv fv(ξav)c¯v(av)d×av
)}
du.
By (4.32),
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ξ∈O S
f (ξα) =
∑
c
c¯(α˜)
(c)
|α|2
∏
p∈P ′
p2(ev−1)
1∫
0
u−3/2(1− u)−1/2
{ ∞∑
n=1
χ¯ (n)ϕ(n)
×
( ∑
ξ∈O S
H∞ f∞
(
n
|α|√u∏p∈P ′ p1−ev ξ
) ∏
v∈S ′
∫
O∗v
−Hv fv(ξav)c¯v(av)d×av
)}
du
where c¯ is meant to be the restriction on J1S of the character c¯ of J
1.
This completes the proof of Theorem 3. 
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