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a b s t r a c t
The concept of the truth degree of a formula is the crucial tool and the building block in
quantitative logic, from which the concept of logic metric in quantitative logic is derived.
Logic metric takes an important role in quantitative logic, related to which are other
concepts in quantitative logic such as divergence, consistency, etc. In the present paper,
having combined the theory of generalized tautologies with the theory of truth degrees in
quantitative logic, we have proposed the theory of ΣΓ -truth degrees of formulas related
to theory Γ in the logic system L∗n (n-valued NM-logic system), and discussed some of
its properties. With the help of the properties of ΣΓ -truth degrees: τΓ (A) + τΓ (A →
B) ≤ 1 + τΓ (B), we have obtained the Γ -logic metric on the set F(S) of formulas in the
propositional logic systemL∗n (n-valuedNM-logic system). By thework of this paperwe can
generalize the theory of quantitative logic in all-round way and establish an approximate
reasoning’s framework related to theory Γ in the logic system L∗n (n-valued NM-logic
system).
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Even if there are some papers in the 19th century that are more or less relevant to many-valued logic [1,2], the real
beginning ofmany-valued logic is thework of Jan Lukasiewicz [3,4] in 1920s. In 1935,MorchajWajsberg showed that infinite
valued propositional logic is complete with respect to the axioms conjectured by Lukasiewicz [5]. In 1958, C.C. Chang gave
another completeness proof for Lukasiewicz logic with the help of MV-algebras [6]. Many-valued logic was far from the
mainstreams of mathematical research until 1965, in which time, the ‘‘fuzzy boom’’ started with Zadeh’s paper ‘‘Fuzzy Sets’’
[7]. Since then, there appeared a number of papers on fuzzy logic and its applications, part of which are references [8–32].
In [17], Petr Hájek developed the basic logic BL which takes the Lukasiewicz logic, the Gödel logic, the Product logic as
its extensions. In [21], Esteva and Godo developed the nilpotent minimum logic NM which is not an extension of Hájek’s
basic logic BL [23,24]; In [19,25], Wang developed the propositional logic system L∗ (or the R0-type propositional logic
system [29]) which has simplified by Wu in [22]. Later, Pei pointed out that R0-type logic and NM-logic are equivalent
forms [23]. Recently G.J. Wang developed a new theory of quantitative logic which takes the theory of truth degrees of
formulas as its foundation [20], and some interesting results about divergency, consistency, etc. of theory Γ have been
acquired in the n-valuedNM-logic system, the Lukasiewicz logic system, etc. [25–30]. In the present paper, having combined
the theory of Σ-(α-tautologies) [19,26] with the theory of truth degrees, the theory of ΣΓ -truth degrees related to theory
Γ is introduced in the n-valued NM-logic system (the n-valued R0-type propositional logic system L∗n), and some of its
properties are discussed. Thework of the present paper has generalized the basic concept of truth degree and logic metric of
quantitative logicwithwhichwe canmake an overall extension of quantitative logic and found a framework for approximate
reasoning related to theory Γ in the n-valued NM-logic system (the n-valued R0-type propositional logic systemL∗n).
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2. Preliminaries
Definition 2.1 ([19,22,25]). The propositional logic system consisting of the following 5 entities is called the R0-type
propositional logic system, denoted asL∗.
(i) An alphabet of symbols: consisting of infinitely many atomic propositional symbols: p1, p2, . . ., sometimes denoted by
S = {p1, p2, . . .}, an unary logic connective: ¬, binary logic connectives: ∨,→, and punctuation symbol: comma‘‘,’’,
left bracket ‘‘(’’ and right bracket ‘‘)’’.
(ii) A set of formulas: Each atomic propositional symbols pi is a formula, and a finite combination of atomic formulas
connected by the logic connectives is a formula (also called proposition). The set of all formulas is denoted by F(S).
That is, F(S) is the free algebra with type (¬,∨,→) generated by S.
(iii) A set of axioms: the following ten formula schemes are axioms:
L1: A→ (B→ A ∧ B), L2: (¬A→ ¬B)→ (B→ A),
L3: (A→ (B→ C))→ (B→ (A→ C)), L4: (B→ C)→ ((A→ B)→ (A→ C)),
L5: A→ ¬¬A, L6: A→ A ∨ B,
L7: A ∨ B→ B ∨ A, L8: (A→ C) ∧ (B→ C)→ (A ∨ B→ C),
L9: (A ∧ B→ C)→ (A→ C) ∨ (B→ C), L10: (A→ B) ∨ ((A→ B)→ (¬A ∨ B))
where A ∧ B is the abbreviation of¬(¬A ∨ ¬B).
(iv) A set of rules of inference: The rule of inference is MP, that is, B can be inferred from A and A→ B, where A, B ∈ F(S).
(v) A set of truth values (sometimes called valuation domain): The valuation domain is an R0-type algebraic structureM .
In the case of that M = {0, 1n−1 , . . . , n−2n−1 , 1}, which is denoted by Rn, we call the R0-type propositional logic system as
n-valued R0-type propositional logic system, and denote it asL∗n .
Definition 2.2 ([25]). Let (M, (¬,∨,→)) be an algebra with type (1, 2, 2). M is called R0-type algebra if there is a partial
order≤ onM such that (M,≤) is a bounded distributive lattice with maximal element 1, and∨ is sup-operation relative to
≤, and¬ is an inverse involution correspondence, and ∀a, b, c ∈ M ,
(M1) ¬a→ ¬b = b→ a, (M2) 1→ a = a, a→ a = 1,
(M3) b→ c ≤ (a→ b)→ (a→ c), (M4) a→ (b→ c) = b→ (a→ c),
(M5) a→ (b ∨ c) = (a→ b) ∨ (a→ c), a→ (b ∧ c) = (a→ b) ∧ (a→ c),
(M6) (a→ b) ∨ ((a→ b)→ (¬a ∨ b)) = 1.
Remark 2.1. (i) In Rn, or in [0, 1], it can be verified that ∀a, b ∈ Rn (or [0, 1]),
a ∨ b = max{a, b}, a→ b =
{
1 a ≤ b
(1− a) ∨ b a > b, ¬a = 1− a.
The adjoint t-norm of R0 implication operator in Rn, or in [0, 1], is computed as following:
∀a, b ∈ Rn (or [0, 1]), a ∗ b =
{
a ∧ b a+ b > 1
0 a+ b ≤ 1,
from which the valuation domain of the propositional logic system NM is defined.
(ii) It is proved in [32] that inL∗,∨ is not independent of¬ and→, and A∨ B, up to provable equivalence, can be defined
by A ∨ B = ¬((((A→ (A→ B))→ B)→ B)→ ¬((A→ B)→ B)).
(iii) The semantics of a propositional logic system provides an approach towards evaluating the soundness of formulas by
means of the valuation domainW and the concept of valuation. A valuation v is a homomorphism from F(S) toW . The
set of all valuations is denoted byΩ . Let A be a formula. A is called a tautology if it always receives full mark (which is
usually the greatest element 1 ofW ) under every valuation v ∈ Ω . This fact is denoted by |H A. In the present paper
we takeW as Rn.
(iv) Let Γ ⊆ F(S),D(Γ ) be denoted the set of all Γ -conclusions, ΣΓ = {v ∈ Ω | ∀B ∈ Γ , v(B) = 1}, A ∈ F(S). We say
that Γ entails A, denoted by Γ |H A, if ∀v ∈ ΣΓ , v(A) = 1.
In the systemL∗n , it is verified that if A ∈ D(Γ ) (which is also denoted by Γ ` A), then Γ |H A in [25]. Furthermore,
in [31] it is proved that the n-valued extensionL∗n ofL∗ can be axiomatized by adding new axioms.
Here is a question: In the system L∗n , let Γ ⊆ F(S), A ∈ F(S) − D(Γ ). How can we evaluate A in the theory Γ ? In
the present paper, we have proposed theΣΓ -truth degree of a formula by the subsetΣΓ of valuation’s setΩ , which is
one of the methods to resolve this question.
(v) Let F(S) be the set of formulas. Then F(S) is a free algebra of type (¬,∨,→). Let A = A(p1, . . . , pm) be a formula
built up from the atomic formulas p1, . . . , pm by using the logic connectives ¬,∨,→, and let W be a valuation
domain. By substituting x1, . . . , xm for p1, . . . , pm, respectively, and interpreting the logical connectives ¬,∨,→ as
the corresponding operations ¬,∨,→ onW . We then obtain an m-ary function A(x1, . . . , xm) : Wm → W , which is
called the truth function induced by A.
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Definition 2.3 ([20,25]). In the systemL∗n , let A(p1, . . . , pm) be a formula in F(S) containing atomic formulas p1, . . . , pm, Rmn
be the set consisting of allm-tuples of Rn, A(x1, . . . , xm) : Rmn → Rn be a truth function induced by A. Define that
τ(A) = 1
nm
n−1∑
i=0
i
n− 1
∣∣∣∣A−1 ( in− 1
)∣∣∣∣ .
τ (A) is called the truth degree of A. Where |A−1( in−1 )| denotes the number of elements of the finite set A
−1
( in−1 ), and
A
−1
( in−1 ) = {(x1, . . . , xm) ∈ Rmn | A(x1, . . . , xm) = in−1 }.
3. TheΣΓ -truth degree function ofL∗n
Definition 3.1. In the system L∗n , let Γ ⊆ F(S),ΣΓ = {v ∈ Ω | ∀B ∈ Γ , v(B) = 1} 6= ∅, SΓ = {p ∈ S | ∃B ∈
Γ , p is appears in B} be finite, A ∈ F(S), SA = {p ∈ S | p appears in A}, for i ∈ {0, 1, 2, . . . , n− 1},NA[ in−1 ]Γ = |{v|SΓ ∪SA |v ∈
ΣΓ , v(A) = in−1 }|. Put
NAΓ =
n−1∑
i=0
NA[ in−1 ]Γ
, τΓ (A) = 1NAΓ
n−1∑
i=0
i
n− 1N
A
[ in−1 ]Γ
.
τΓ (A) is called the ΣΓ -truth degree of formula A relevant to theory Γ in the logic system L∗n , and the function τΓ :
F(S)→ [0, 1] is called the truth degree function relevant to theory Γ of the logic systemL∗n . Where v|SΓ ∪SA is the function
gained from restricting valuation v : F(S)→ Rn to SΓ ∪ SA.
In the case ofΣΓ = ∅, we arrange that ∀A ∈ F(S), τΓ (A) = 1.
Remark 3.1. (1) It can be verified that NAΓ = |{v|SΓ ∪SA |v ∈ ΣΓ }|, NAΓ = 0 whenΣΓ = ∅;
(2) If Γ is finite, then SΓ is finite. Therefore Definition 3.1 is well defined for finite theory Γ .
Theorem 3.1. In the systemL∗n , ∀A ∈ F(S), τ∅(A) = τ(A).
Proof. By Definitions 2.3 and 3.1, it is sufficient to prove that ∀i ∈ {0.1, 2, . . . , n− 1}, |A−1( in−1 )| = NA[ in−1 ]Γ when Γ = ∅.
Suppose thatΓ = ∅ and the formula A contains atomic propositions p1, . . . , pm. ThenΣΓ = Ω, SA = {p1, . . . , pm}, SΓ =
∅, ∀i ∈ {0.1, 2, . . . , n− 1},NA[ in−1 ]∅ = |{v|SA |v ∈ Ω, v(A) =
i
n−1 }|.
If (x1, . . . , xm) ∈ A−1( in−1 ), A(x1, . . . , xm) = in−1 . We define v∗(x1,...,xm) : S → Rn such that v∗(x1,...,xm)(pi) = xi for
i ∈ {1, 2, . . . ,m}, v∗(x1,...,xm)(pi) = 0 for i ≥ m + 1. Let v(x1,...,xm) : F(S) → Rn be the valuation generated by v∗(x1,...,xm),
then v(x1,...,xm) ∈ Ω and v(x1,...,xm)(A) = A(v(x1,...,xm)(p1), . . . , v(x1,...,xm)(pm)) = A(v∗(x1,...,xm)(p1), . . . , v∗(x1,...,xm)(pm)) =
A(x1, . . . , xm) = in−1 , v(x1,...,xm)|SA ∈ {v|SA |v ∈ Ω, v(A) = in−1 }. Then we have defined a function f : A
−1
( in−1 )→ {v|SA |v ∈
Ω, v(A) = in−1 }which is an injection;
On the other hand, let v ∈ Ω, v(A) = in−1 . A(v(p1), . . . , v(pm)) = v|SA(A) = v(A) = in−1 , we define u∗ : S → Rn
such that u∗|SA = v|SA , and for i ≥ m + 1, u∗(pi) = 0. Let u : F(S) → Rn be the valuation generated by u∗,
then A(u(p1), . . . , u(pm)) = u(A) = u|SA(A) = u∗|SA(A) = v|SA(A) = in−1 , so (u(p1), . . . , u(pm)) ∈ A
−1
( in−1 ),
f ((u(p1), . . . , u(pm))) = u|SA . Because of that u|SA = u∗|SA = v|SA , f ((u(p1), . . . , u(pm))) = v|SA . Then f is a surjection.
Therefore f is a bijection, and |A−1( in−1 )| = NA[ in−1 ]Γ when Γ = ∅. 
Example 3.1. In the system L∗3 , let Γ = {p1 → p2}, A1 = p1, A2 = p2, A3 = p1 ∧ p2, A4 = p1 ∨ p2, A5 = ¬p1. Please
calculate τΓ (A1), τΓ (A2), τΓ (A3), τΓ (A4), τΓ (A5).
Solution Since
ΣΓ = {v ∈ Ω | v(p1 → p2) = 1} = {v ∈ Ω | v(p1) ≤ v(p2)}
=
{
v ∈ Ω | (v(p1), v(p2)) ∈
{
(0, 0),
(
0,
1
2
)
, (0, 1),
(
1
2
,
1
2
)
,
(
1
2
, 1
)
, (1, 1)
}}
.
(i) SA1 = {p1}, SΓ = {p1, p2},
NA1[0]Γ = |{v|{p1,p2}|v ∈ ΣΓ , v(A1) = 0}| = 3, NA1[ 12 ]Γ =
∣∣∣∣{v|{p1,p2}|v ∈ ΣΓ , v(A1) = 12
}∣∣∣∣ = 2,
NA1[1]Γ =
∣∣{v|{p1,p2}|v ∈ ΣΓ , v(A1) = 1}∣∣ = 1, NA1Γ = NA1[0]Γ + NA1[ 12 ]Γ + NA1[1]Γ = 6.
So τΓ (A1) = 16 × (0× 3+ 12 × 2+ 1× 1) = 13 .
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(ii) SA2 = {p2}, SΓ = {p1, p2},
NA2[0]Γ = |{v|{p1,p2}|v ∈ ΣΓ , v(A2) = 0}| = 1, NA2[ 12 ]Γ =
∣∣∣∣{v|{p1,p2}|v ∈ ΣΓ , v(A2) = 12
}∣∣∣∣ = 2,
NA2[1]Γ = |{v|{p1,p2}|v ∈ ΣΓ , v(A2) = 1}| = 3, NA2Γ = NA2[0]Γ + NA2[ 12 ]Γ + N
A2
[1]Γ = 6.
So τΓ (A2) = 0×1+
1
2×2+1×3
1+2+3 = 23 .
(iii) SA3 = {p1, p2}, SΓ = {p1, p2},
NA3[0]Γ = |{v|{p1,p2}|v ∈ ΣΓ , v(A3) = 0}| = 3, NA3[ 12 ]Γ =
∣∣∣∣{v|{p1,p2}|v ∈ ΣΓ , v(A3) = 12
}∣∣∣∣ = 2,
NA3[1]Γ = |{v|{p1,p2}|v ∈ ΣΓ , v(A3) = 1}| = 1, NA3Γ = NA3[0]Γ + NA3[ 12 ]Γ + N
A3
[1]Γ = 6.
So τΓ (A3) = 0×3+
1
2×2+1×1
3+2+1 = 13 .
(vi) SA4 = {p1, p2}, SΓ = {p1, p2},
NA4[0]Γ = |{v|{p1,p2}|v ∈ ΣΓ , v(A4) = 0}| = 1, NA4[ 12 ]Γ =
∣∣∣∣{v|{p1,p2}|v ∈ ΣΓ , v(A4) = 12
}∣∣∣∣ = 2,
NA4[1]Γ = |{v|{p1,p2}|v ∈ ΣΓ , v(A4) = 1}| = 3, NA4Γ = NA4[0]Γ + NA4[ 12 ]Γ + N
A4
[1]Γ = 6.
So τΓ (A4) = 0×1+
1
2×2+1×3
1+2+3 = 23 .
(v) SA5 = {p1}, SΓ = {p1, p2},
NA5[0]Γ = |{v|{p1,p2}|v ∈ ΣΓ , v(A5) = 0}| = 1, NA5[ 12 ]Γ =
∣∣∣∣{v|{p1,p2}|v ∈ ΣΓ , v(A5) = 12
}∣∣∣∣ = 2,
NA5[1]Γ = |{v|{p1,p2}|v ∈ ΣΓ , v(A5) = 1}| = 3, NA5Γ = NA5[0]Γ + NA5[ 12 ]Γ + N
A5
[1]Γ = 6.
So τΓ (A5) = 16 × (0× 1+ 12 × 2+ 1× 3) = 23 .
Remark 3.2. By the example we see that τΓ (p1 ∧ p2) 6= τΓ (p1) × τΓ (p2), which explains that the theory of quantitative
logic is different from probability logic [25].
Theorem 3.2. In the systemL∗n , let Γ1 ⊆ Γ2 ⊆ F(S), SΓ2 be finite. Then
(i) If Γ1 |H A, τΓ1(A) = 1, (ii) If τΓ1(A) = 1, τΓ2(A) = 1.
Proof. (i) If Γ1 |H A, |{v|SΓ1∪SA |v ∈ ΣΓ1 , v(A) = 1}| = |{v|SΓ1∪SA |v ∈ ΣΓ1}|. From assumption that Γ1 ⊆ Γ2 ⊆ F(S) and
that SΓ2 is finite, we get that SΓ1 is finite. Therefore, τΓ1(A) = 1 by Definition 3.1.
(ii) If τΓ1(A) = 1, |{v|SΓ1∪SA |v ∈ ΣΓ1 , v(A) = 1}| = |{v|SΓ1∪SA |v ∈ ΣΓ1}| by Definition 3.1. From Γ1 ⊆ Γ2 we get that
ΣΓ2 ⊆ ΣΓ1 , and |{v|SΓ2∪SA |v ∈ ΣΓ2 , v(A) = 1}| = |{v|SΓ2∪SA |v ∈ ΣΓ2}|. From assumption that SΓ2 is finite, τΓ2(A) = 1
by Definition 3.1. 
Theorem 3.3. In the systemL∗n , let Γ ⊆ F(S),ΣΓ 6= ∅, SΓ be finite, A ∈ F(S), q ∈ S − (SΓ ∪ SA). Then
τΓ (A) = 1
NA!Γ
n−1∑
i=0
i
n− 1N
A!
[ in−1 ]Γ
where ∀i ∈ {0, 1, . . . , n− 1},NA![ in−1 ]Γ = |{v|SΓ ∪SA∪{q}|v ∈ ΣΓ , v(A) =
i
n−1 }|,NA!Γ =
∑n−1
i=0 N
A!
[ in−1 ]Γ
.
Proof. Since q∈ SΓ ∪ SA, ∀v ∈ ΣΓ ,∀v(q) ∈ Rn, v(q) does not change the value of v(A). Then ∀i ∈ {0, 1, 2, . . . , n− 1},
NA![ in−1 ]Γ
=
∣∣∣∣{v|SΓ ∪SA∪{q}|v ∈ ΣΓ , v(A) = in− 1
}∣∣∣∣ = ∣∣∣∣{v|SΓ ∪SA |v ∈ ΣΓ , v(A) = in− 1
}∣∣∣∣× n
= NA[ in−1 ]Γ × n, and N
A!
Γ =
n−1∑
i=0
NA![ in−1 ]Γ
= n
n−1∑
i=0
NA[ in−1 ]Γ
= nNAΓ .
Therefore, by assumption thatΣΓ 6= ∅we have that
τΓ (A) = 1NAΓ
n−1∑
i=0
i
n− 1N
A
[ in−1 ]Γ
= 1
NA!Γ
n−1∑
i=0
i
n− 1N
A!
[ in−1 ]Γ
. 
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Notation 3.1. In Theorem 3.3, A! is not a formula of F(S),NA![ in−1 ]Γ is a whole symbol that denotes the number of elements
of finite set {v|SΓ ∪SA∪{q}|v ∈ ΣΓ , v(A) = in−1 }, so does NA!Γ .
Corollary 3.1. In the systemL∗n , let Γ ⊆ F(S),ΣΓ 6= ∅, SΓ ⊆ S ! ⊆ S, S! be finite. Then
∀A ∈ F(S), τΓ (A) = 1
NA!Γ
n−1∑
i=0
i
n− 1N
A!
[ in−1 ]Γ
where ∀i ∈ {0, 1, . . . , n− 1},NA![ in−1 ]Γ = |{v|S!∪SA |v ∈ ΣΓ , v(A) =
i
n−1 }|,NA
!
Γ =
∑n−1
i=0 N
A!
[ in−1 ]Γ
.
Notation 3.2. Hereafter, NA![ in−1 ]Γ
, NA!Γ are still denoted by NA[ in−1 ]Γ
, NAΓ , respectively.
Theorem 3.4. In the systemL∗n , let Γ ⊆ F(S), SΓ be finite.Then ∀A, B ∈ F(S),
(i) If Γ |H A→ B, τΓ (A) ≤ τΓ (B); (ii) τΓ (A ∧ B) ≤ τΓ (A) ≤ τΓ (A ∨ B).
Proof. IfΣΓ = ∅, the conclusions hold by Definition 3.1.
IfΣΓ 6= ∅, let SΓ ∪ SA ∪ SB = {p1, . . . , pk}.
(i) If Γ |H A→ B,∀v ∈ ΣΓ , v(A)→ v(B) = 1, i.e. ∀v ∈ ΣΓ , v(A) ≤ v(B). Then ∀i ∈ {0, 1, 2, . . . , n− 1},{
v|{p1,...,pk}|v ∈ ΣΓ , v(A) ≥
i
n− 1
}
⊆
{
v|{p1,...,pk}|v ∈ ΣΓ , v(B) ≥
i
n− 1
}
.
That is, ∀i ∈ {0, 1, 2, . . . , n− 1},∣∣∣∣{v|{p1,...,pk}|v ∈ ΣΓ , v(A) ≥ in− 1
}∣∣∣∣ ≤ ∣∣∣∣{v|{p1,...,pk}|v ∈ ΣΓ , v(B) ≥ in− 1
}∣∣∣∣ .
Then,
n−1∑
j=i
NA[ jn−1 ]Γ
≤
n−1∑
j=i
NB[ jn−1 ]Γ
, and
n−1∑
i=0
NA[ in−1 ]Γ
=
n−1∑
i=0
NB[ in−1 ]Γ
= NAΓ = NBΓ .
Therefore, by Corollary 3.1 we have that
τΓ (B) = 1NBΓ
(
n−1∑
i=0
i
n− 1N
B
[ in−1 ]Γ
)
= 1
NBΓ
(
NB[1]Γ +
n− 2
n− 1N
B
[ n−2n−1 ]Γ
+ n− 3
n− 1N
B
[ n−3n−1 ]Γ
+ · · · + 1
n− 1N
B
[ 1n−1 ]Γ
)
= 1
NBΓ
(
NA[1]Γ + (NB[1]Γ − NA[1]Γ )+
n− 2
n− 1N
B
[ n−2n−1 ]Γ
+ n− 3
n− 1N
B
[ n−3n−1 ]Γ
+ · · · + 1
n− 1N
B
[ 1n−1 ]Γ
)
≥ 1
NBΓ
(
NA[1]Γ +
n− 2
n− 1 (N
B
[1]Γ − NA[1]Γ )+
n− 2
n− 1N
B
[ n−2n−1 ]Γ
+ n− 3
n− 1N
B
[ n−3n−1 ]Γ
+ · · · + 1
n− 1N
B
[ 1n−1 ]Γ
)
= 1
NBΓ
(
NA[1]Γ +
n− 2
n− 1 (N
B
[1]Γ + NB[ n−2n−1 ]Γ − N
A
[1]Γ )+
n− 3
n− 1N
B
[ n−3n−1 ]Γ
+ · · · + 1
n− 1N
B
[ 1n−1 ]Γ
)
= 1
NBΓ
(
NA[1]Γ +
n− 2
n− 1N
A
[ n−2n−1 ]Γ
+ n− 2
n− 1 (N
B
[1]Γ + NB[ n−2n−1 ]Γ − N
A
[1]Γ − NA[ n−2n−1 ]Γ )
+ n− 3
n− 1N
B
[ n−3n−1 ]Γ
+ · · · + 1
n− 1N
B
[ 1n−1 ]Γ
)
= 1
NBΓ
(
NA[1]Γ +
n− 2
n− 1N
A
[ n−2n−1 ]Γ
+ n− 2
n− 1
(
n−1∑
j=n−2
NB[ jn−1 ]Γ
−
n−1∑
j=n−2
NA[ jn−1 ]Γ
)
+ n− 3
n− 1N
B
[ n−3n−1 ]Γ
+ · · · + 1
n− 1N
B
[ 1n−1 ]Γ
)
≥ 1
NBΓ
(
n−1∑
j=n−2
j
n− 1N
A
[ jn−1 ]Γ
+ n− 3
n− 1
(
n−1∑
j=n−2
NB[ jn−1 ]Γ
−
n−1∑
j=n−2
NA[ jn−1 ]Γ
)
+ n− 3
n− 1N
B
[ n−3n−1 ]Γ
+ · · · + 1
n− 1N
B
[ 1n−1 ]Γ
)
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= 1
NBΓ
(
n−1∑
j=n−2
j
n− 1N
A
[ jn−1 ]Γ
+ n− 3
n− 1
n−1∑
j=n−3
NB[ jn−1 ]Γ
− n− 3
n− 1
n−1∑
j=n−2
NA[ jn−1 ]Γ
+ n− 4
n− 1N
B
[ n−4n−1 ]Γ
+ · · · + 1
n− 1N
B
[ 1n−1 ]Γ
)
= 1
NBΓ
(
n−1∑
j=n−3
j
n− 1N
A
[ jn−1 ]Γ
+ n− 3
n− 1
(
n−1∑
j=n−3
NB[ jn−1 ]Γ
−
n−1∑
j=n−3
NA[ jn−1 ]Γ
)
+ n− 4
n− 1N
B
[ n−4n−1 ]Γ
+ · · · + 1
n− 1N
B
[ 1n−1 ]Γ
)
≥ · · ·
=
(
n−1∑
j=1
j
n− 1N
A
[ jn−1 ]Γ
+ 1
n− 1
(
n−1∑
j=1
NB[ jn−1 ]Γ
−
n−1∑
j=1
NA[ jn−1 ]Γ
))
1
NBΓ
=
(
n−1∑
j=1
j
n− 1N
A
[ jn−1 ]Γ
+ 1
n− 1
(
n−1∑
j=1
NB[ jn−1 ]Γ
−
n−1∑
j=1
NA[ jn−1 ]Γ
))
1
NAΓ
≥ τΓ (A).
(ii) Since Γ |H A ∧ B→ A, and Γ |H A→ A ∨ B[25], τΓ (A ∧ B) ≤ τΓ (A) ≤ τΓ (A ∨ B) by (i). 
Theorem 3.5. In the systemL∗n , let Γ ⊆ F(S), SΓ be finite. Then ∀A, B ∈ F(S),
τΓ (A ∨ B) = τΓ (A)+ τΓ (B)− τΓ (A ∧ B).
Proof. IfΣΓ = ∅, the conclusion holds by Definition 3.1.
IfΣΓ 6= ∅, let SΓ ∪ SA ∪ SB ∪ SA∧B ∪ SA∨B = {p1, . . . , pm} = S !.
∀i ∈ {0, 1, 2, . . . , n− 1},
NA∨B[ in−1 ]Γ
=
∣∣∣∣{v|S! |v ∈ ΣΓ , v(A ∨ B) = in− 1
}∣∣∣∣
=
∣∣∣∣{v|S! |v ∈ ΣΓ , v(A) ∨ v(B) = in− 1
}∣∣∣∣
=
∣∣∣∣{v|S! |v ∈ ΣΓ , v(A) = in− 1 , v(B) ≤ in− 1
}
∪
{
v|S! |v ∈ ΣΓ , v(A) ≤
i
n− 1 , v(B) =
i
n− 1
}∣∣∣∣
=
∣∣∣∣({v|S! |v ∈ ΣΓ , v(A) = in− 1
}
∪
{
v|S! |v ∈ ΣΓ , v(B) =
i
n− 1
})
−
({
v|S! |v ∈ ΣΓ , v(A) =
i
n− 1 , v(B) >
i
n− 1
}
∪
{
v|S! |v ∈ ΣΓ , v(A) >
i
n− 1 , v(B) =
i
n− 1
})∣∣∣∣
=
∣∣∣∣{v|S! |v ∈ ΣΓ , v(A) = in− 1
}∣∣∣∣+ ∣∣∣∣{v|S! |v ∈ ΣΓ , v(B) = in− 1
}∣∣∣∣
−
∣∣∣∣{v|S! |v ∈ ΣΓ , v(A) = v(B) = in− 1
}∣∣∣∣
−
∣∣∣∣{v|S! |v ∈ ΣΓ , v(A) = in− 1 , v(B) > in− 1
}
∪
{
v|S! |v ∈ ΣΓ , v(A) >
i
n− 1 , v(B) =
i
n− 1
}∣∣∣∣
=
∣∣∣∣{v|S! |v ∈ ΣΓ , v(A) = in− 1
}∣∣∣∣+ ∣∣∣∣{v|S! |v ∈ ΣΓ , v(B) = in− 1
}∣∣∣∣
−
∣∣∣∣{v|S! |v ∈ ΣΓ ; v(A ∧ B) = in− 1
}∣∣∣∣
= NA[ in−1 ]Γ + N
B
[ in−1 ]Γ
− NA∧B[ in−1 ]Γ .
And NAΓ = NBΓ = NA∨BΓ = NA∧BΓ = |{v|S! |v ∈ ΣΓ }|.
Therefore, by Corollary 3.1 we have that
τΓ (A ∨ B) = 1NA∨BΓ
n−1∑
i=0
i
n− 1N
A∨B
[ in−1 ]Γ
= 1
NA∨BΓ
n−1∑
i=0
i
n− 1
(
NA[ in−1 ]Γ
+ NB[ in−1 ]Γ − N
A∧B
[ in−1 ]Γ
)
= 1
NAΓ
∞∑
i=0
i
n− 1N
A
[ in−1 ]Γ
+ 1
NBΓ
∞∑
i=0
i
n− 1N
B
[ in−1 ]Γ
− 1
NA∧BΓ
∞∑
i=0
i
n− 1N
A∧B
[ in−1 ]Γ
= τΓ (A)+ τΓ (B)− τΓ (A ∧ B). 
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Theorem 3.6. In the systemL∗n , let Γ ⊆ F(S), SΓ be finite,ΣΓ 6= ∅. Then
∀A ∈ F(S), τΓ (¬A) = 1− τΓ (A).
Proof. SinceΣΓ 6= ∅ and SΓ ∪ SA = SΓ ∪ S¬A, by Definition 3.1 we have that
τΓ (A) = 1NAΓ
n−1∑
i=0
i
n− 1N
A
[ in−1 ]Γ
= 1
NAΓ
n−1∑
i=0
i
n− 1
∣∣∣∣{v|SΓ ∪SA |v ∈ ΣΓ , v(A) = in− 1
}∣∣∣∣ ,
τΓ (¬A) = 1N¬AΓ
n−1∑
i=0
i
n− 1
∣∣∣∣{v|SΓ ∪S¬A |v ∈ ΣΓ , v(¬A) = in− 1
}∣∣∣∣
= 1
N¬AΓ
n−1∑
i=0
i
n− 1
∣∣∣∣{v|SΓ ∪SA |v ∈ ΣΓ , v(A) = n− 1− in− 1
}∣∣∣∣
= 1
N¬AΓ
n−1∑
j=0
(n− 1)− j
n− 1
∣∣∣∣{v|SΓ ∪SA |v ∈ ΣΓ , v(A) = jn− 1
}∣∣∣∣
= 1
N¬AΓ
n−1∑
i=0
(n− 1)− i
n− 1
∣∣∣∣{v|SΓ ∪SA |v ∈ ΣΓ , v(A) = in− 1
}∣∣∣∣ .
Therefore, from N¬AΓ = NAΓ we have that
τΓ (A)+ τΓ (¬A) = 1NAΓ
n−1∑
i=0
∣∣∣∣{v|SΓ ∪SA |v ∈ ΣΓ , v(A) = in− 1
}∣∣∣∣ = 1NAΓ
n−1∑
i=0
NA[ in−1 ]Γ
= 1. 
4. Γ -logic metric in the systemL∗n
Theorem 4.1. In the systemL∗n , let Γ ⊆ F(S), SΓ be finite. Then
∀A, B ∈ F(S), τΓ (A)+ τΓ (A→ B) ≤ 1+ τΓ (B).
Proof. IfΣΓ = ∅, the conclusion holds by Definition 3.1.
IfΣΓ 6= ∅. Let Γ1 = Γ ∪ {A→ B},Γ2 = Γ ∪ {B→ A, (A→ B)→ ¬A ∨ B},Γ3 = Γ ∪ {A ∧ B},Γ4 = Γ ∪ {¬A ∧ ¬B}.
From v(¬A ∨ B) ≤ v(A→ B)[25] we get that
(v ∈ ΣΓ1) iff (v ∈ ΣΓ , v(A→ B) = 1) iff (v ∈ ΣΓ , v(A) ≤ v(B));
(v ∈ ΣΓ2) iff (v ∈ ΣΓ , v((A→ B)→ ¬A ∨ B) = 1, v(B→ A) = 1)
iff (v ∈ ΣΓ , v(A→ B) ≤ v(¬A ∨ B), v(B) ≤ v(A))
iff (v ∈ ΣΓ , v(A→ B) = v(¬A ∨ B), v(B) ≤ v(A))
iff (v ∈ ΣΓ , (or v(B) < v(A), or v(A) = v(B) = 1, or v(A) = v(B) = 0)).
Therefore,ΣΓ = ΣΓ1 ∪ΣΓ2 ,ΣΓ1 ∩ΣΓ2 = ΣΓ3 ∪ΣΓ4 ,ΣΓ3 ∩ΣΓ4 = ∅.
Let SΓ1 = SΓ2 = SΓ3 = SΓ4 = SΓ ∪ SA ∪ SB = {p1, . . . , pk} = S !.
∀i ∈ {0, 1, 2, . . . , n− 1},
NA→B[ in−1 ]Γ
=
∣∣∣∣{v|S! |v ∈ ΣΓ , v(A→ B) = in− 1
}∣∣∣∣
=
∣∣∣∣{v|S! |v ∈ ΣΓ1 ∪ΣΓ2 , v(A→ B) = in− 1
}∣∣∣∣
=
∣∣∣∣{v|S! |v ∈ ΣΓ1 , v(A→ B) = in− 1
}∣∣∣∣+ ∣∣∣∣{v|S! |v ∈ ΣΓ2 , v(A→ B) = in− 1
}∣∣∣∣
−
∣∣∣∣{v|S! |v ∈ ΣΓ3 , v(A→ B) = in− 1
}∣∣∣∣− ∣∣∣∣{v|S! |v ∈ ΣΓ4 , v(A→ B) = in− 1
}∣∣∣∣
= NA→B[ in−1 ]Γ1 + N
A→B
[ in−1 ]Γ2
− NA→B[ in−1 ]Γ3 − N
A→B
[ in−1 ]Γ4
.
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SinceΣΓ 6= ∅, by Corollary 3.1 we get that
τΓ (A→ B) = 1NA→BΓ
n−1∑
i=0
i
n− 1N
A→B
[ in−1 ]Γ
= 1
NA→BΓ
n−1∑
i=0
i
n− 1 (N
A→B
[ in−1 ]Γ1
+ NA→B[ in−1 ]Γ2 − N
A→B
[ in−1 ]Γ3
− NA→B[ in−1 ]Γ4 )
= N
A→B
Γ1
NA→BΓ
τΓ1(A→ B)+
NA→BΓ2
NA→BΓ
τΓ2(A→ B)−
NA→BΓ3
NA→BΓ
τΓ3(A→ B)−
NA→BΓ4
NA→BΓ
τΓ4(A→ B)
= N
A→B
Γ1
NA→BΓ
+ N
A→B
Γ2
NA→BΓ
τΓ2(¬A ∨ B)−
NA→BΓ3
NA→BΓ
− N
A→B
Γ4
NA→BΓ
.
Similarly, we can get that
τΓ (A) =
NAΓ1
NAΓ
τΓ1(A)+
NAΓ2
NAΓ
τΓ2(A)−
NAΓ3
NAΓ
τΓ3(A)−
NAΓ4
NAΓ
τΓ4(A)
= N
A
Γ1
NAΓ
τΓ1(A)+
NAΓ2
NAΓ
τΓ2(A)−
NAΓ3
NAΓ
,
τΓ (B) =
NBΓ1
NBΓ
τΓ1(B)+
NBΓ2
NBΓ
τΓ2(B)−
NBΓ3
NBΓ
τΓ3(B)−
NBΓ4
NBΓ
τΓ4(B)
= N
B
Γ1
NBΓ
τΓ1(B)+
NBΓ2
NBΓ
τΓ2(B)−
NBΓ3
NBΓ
.
Therefore,
τΓ (A)+ τΓ (A→ B)− τΓ (B) =
NAΓ1
NAΓ
(1+ τΓ1(A)− τΓ1(B))+
NAΓ2
NAΓ
(τΓ2(¬A ∨ B)+ τΓ2(A)− τΓ2(B))−
NAΓ3
NAΓ
− N
A
Γ4
NAΓ
.
Here∀i ∈ {1, 2, 3},NA→BΓi = NAΓi = NBΓi = |{v|S! |v ∈ ΣΓi}|, andNA→BΓ = NAΓ = NBΓ = |{v|S! |v ∈ ΣΓ }|. And from Theorem3.4
we get that τΓ1(A) ≤ τΓ1(B). We can also verify that NAΓ = NAΓ1 + NAΓ2 − NAΓ3 − NAΓ4 .
IfΣΓ2 = ∅, τΓ2(¬A ∨ B) = τΓ2(A) = τΓ2(B) = 1 by Definition 3.1. Then
τΓ (A)+ τΓ (A→ B)− τΓ (B) =
NAΓ1
NAΓ
(1+ τΓ1(A)− τΓ1(B))+
NAΓ2
NAΓ
− N
A
Γ3
NAΓ
− N
A
Γ4
NAΓ
≤ N
A
Γ1
NAΓ
+ N
A
Γ2
NAΓ
− N
A
Γ3
NAΓ
− N
A
Γ4
NAΓ
= N
A
Γ1
+ NAΓ2 − NAΓ3 − NAΓ4
NAΓ
= N
A
Γ
NAΓ
= 1.
IfΣΓ2 6= ∅, τΓ2(¬A∨B) = τΓ2(¬A)+τΓ2(B)−τΓ2(¬A∧B) by Theorem 3.5, τΓ2(A)+τΓ2(¬A) = 1 by Theorem 3.6. Therefore,
τΓ (A)+ τΓ (A→ B)− τΓ (B) =
NAΓ1
NAΓ
(1+ τΓ1(A)− τΓ1(B))+
NAΓ2
NAΓ
(τΓ2(¬A ∨ B)+ τΓ2(A)− τΓ2(B))−
NAΓ3
NAΓ
− N
A
Γ4
NAΓ
≤ N
A
Γ1
NAΓ
+ N
A
Γ2
NAΓ
(1− τΓ2(¬A ∧ B))−
NAΓ3
NAΓ
− N
A
Γ4
NAΓ
≤ N
A
Γ1
+ NAΓ2 − NAΓ3 − NAΓ4
NAΓ
= N
A
Γ
NAΓ
= 1.
Therefore, in the systemL∗n,∀A, B ∈ F(S), τΓ (A)+ τΓ (A→ B) ≤ 1+ τΓ (B). 
Corollary 4.1. In the systemL∗n , let {A, B, C} ∪ Γ ⊆ F(S),Γ |H (A→ (B→ C)), SΓ be finite.
Then
τΓ (A)+ τΓ (B) ≤ 1+ τΓ (C).
Proof. Since Γ |H (A → (B → C)), it follows from Theorem 3.4 that τΓ (A) ≤ τΓ (B → C). Therefore, τΓ (A) + τΓ (B) ≤
τΓ (B)+ τΓ (B→ C) ≤ 1+ τΓ (C) by Theorem 4.1. 
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Definition 4.1. In the systemL∗n , let Γ ⊆ F(S), SΓ be finite. Define
ξΓ : F(S)× F(S)→ [0, 1],∀A, B ∈ F(S), ξΓ (A, B) = τΓ ((A→ B) ∧ (B→ A)).
ξΓ (A, B) is called Γ -similarity degree between A and B, and ξΓ is called Γ -similarity degree function in the logic systemL∗n .
Theorem 4.2. In the system L∗n , let Γ ⊆ F(S), SΓ be finite, and ξΓ : F(S) × F(S) → [0, 1] be Γ -similarity degree function.
Then ∀A, B, C ∈ F(S),
(i) ξΓ (A, A) = 1, (ii) ξΓ (A, B) = ξΓ (B, A), (iii) ξΓ (A, B)+ ξΓ (B, C) ≤ 1+ ξΓ (A, C).
Proof. (i) In the systemL∗n,Γ |H (A→ A) ∧ (A→ A) [25]. From Theorem 3.2 we get that τΓ ((A→ A) ∧ (A→ A)) = 1.
That is, ξΓ (A, A) = 1.
(ii) ξΓ (A, B) = τΓ ((A→ B) ∧ (B→ A)) = τΓ ((B→ A) ∧ (A→ B)) = ξΓ (B, A).
(iii) In the systemL∗n , Γ |H (A→ B)∧ (B→ A)→ ((B→ C)∧ (C → B)→ (C → A)∧ (A→ C)) [25]. From Corollary 4.1
we get that
τΓ ((A→ B) ∧ (B→ A))+ τΓ ((B→ C) ∧ (C → B)) ≤ 1+ τΓ ((C → A) ∧ (A→ C)).
Therefore, ξΓ (A, B)+ ξΓ (B, C) ≤ 1+ ξΓ (A, C) by Definition 4.1. 
Definition 4.2. In the systemL∗n , let Γ ⊆ F(S), SΓ be finite. Define
ρΓ : F(S)× F(S)→ [0, 1],∀A, B ∈ F(S), ρΓ (A, B) = 1− ξΓ (A, B).
ρΓ is called Γ -logic metric on F(S), ρΓ (A, B) is called Γ -logic distance between A and B.
Remark 4.1. It follows from Theorem 4.2 that ρΓ : F(S)× F(S)→ [0, 1] satisfies the three conditions of pseudo-metric on
a general set, so Definition 4.2 is well defined.
5. Conclusion
The theory of truth degree in [20,25] has been applied to studying of fuzzy reasoning and semantic properties like
consistency, satisfiability, etc., and some interesting results have been acquired [25–30]. In this paper, theΣΓ -truth degree
is proposedwhich is an expanded version of the truth degree, and Γ -pseudo-metric is introduced in the systemL∗n . Wewill
continue discussing the following issues about the theory ofΣΓ -truth degrees:
(1) Establishing the integral expression of τΓ (A) as references [20,25] do.
(2) Establishing theoretical framework of fuzzy reasoning related to Γ on the basis of Γ -logic metric ρΓ : F(S)× F(S)→
[0, 1].
(3) Discussing the semantic properties like divergence, consistency, satisfiability, etc. related to theoryΓ by usingΣΓ -truth
degree.
(4) Discussing the properties of conjunctives¬,∨,→ in the Γ -logic metric space (ρΓ , F(S)).
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