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A general model is available for analysis of control systems involving stochastic 
time varying parameters in the system to be controlled by the use of the “iterative” 
method of the authors or its more recent adaptations for stochastic operator 
equations. It is shown that the statistical separability which is achieved as a result 
of the method for stochastic operator equations is unaffected by the matrix 
multiplications in state space equations; the method, therefore, is applicable to the 
control problem. Application is made to the state space equation i = Ax + Bu + C, 
where A, B. C are stochastic matrices corresponding to stochastic operators, i.e., 
involving randomly time varying elements, e.g., aij(t, w) E A, t E T, w E (f2, F,p), a 
p.s. It is emphasized that the processes are arbitrary stochatic processes with 
known statistics. No assumption is made of Wiener or Markov behavior or of 
smallness of fluctuations and no closure approximations are necessary. The method 
differs in interesting aspects from Volterra series expansions used by Wiener and 
others and has advantages over the other methods. Because of recent progress in the 
solution of the nonlinear case, it may be possible to generalize the results above to 
the nonlinear case as well but the linear case is suffcient to show the connections 
and essential point of separability of ensemble averages. 
I. GENERAL MARKS 
Stochastic processes arise in control systems in fundamentally different 
ways. The first case arises when deterministic control system are excited by 
additive stochastic processes. The second case occurs when the parameters of 
the control system are stochastic processes. In the latter case, the coefficients 
of the differential equations that represent the system are stochastic 
processes. For the first case, one has a deterministic system with stochastic 
inputs; in the second case, one has a truly stochastic system, [ 1, 21, i.e., the 
system itself involves stochastic processes. Dynamical systems described by 
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mathematical models involving time varying parameters-frequently 
stochastic processes with known statistical measures (or statistics&have 
been considered by the authors, Brockett [3 1, Astrom [4 J, Kushner (5 ], and 
Striebel [6], and many others. We make no attempt here to list an extensive 
bibliography. Our own approach has been considerably generalized and 
made applicable to nonliner stochastic systems, however, we are dealing here 
with the linear case only. In this paper we define stochastic systems to be 
systems that are described by matrix differential equations [ 71 with 
stochastic coefficients. 
The problem of deterministic systems with stochastic inputs or initial 
conditions has been widely studied and the results are well known. Stochastic 
systems, as defined in this paper, have only received limited attention. Many 
studies of course have been done under assumptions that restrict their 
general applicability. The large body of work using the It6 equation 
approach and based on Wiener’s fundamental work on Brownian motions is 
not discussed here because it is well presented elsewhere and we wish 
particularly to avoid the physically unrealistic white noise assumption and 
Ito or Stratonovich integrals [8]. If we wish not to restrict systems to small 
fluctuations or restrict the random fluctuations, then the usual procedures for 
dealing with systems involving stochastic parameters are inadequate in spite 
of the fact that such systems arise naturally in many control system 
applications. The method we wish to extend to the control problem offers 
definite advantages for the stochastic system case. 
Examples of applications of stochastic systems include adaptive systems, 
control of randomly-switched interconnected power systems, control of 
systems with randomly shifting loads, modeling of economic systems by 
state space equations, system containing random samplers, or time-shared 
computational elements. In adaptive [9] systems, the system parameters 
change according to real-time estimates of environmental or operating 
conditions. Real-time, noisy estimates of environmental parameters are used 
as inputs to iterative algorithms which adjust the system parameters to 
satisfy an optimization criterion. Due to noisy estimates of the environment 
and misadjustment noise of the adaptive algorithms, the parameters of 
adaptive systems are best treated as stochastic processes. 
The most complete solution of the stochastic control system problem 
would be in terms of multidimensional probability density functions of a 
stochastic state transition matrix. Such a solution presupposes more detailed 
knowledge of the probability distributions of stochastic coefficients than can 
be reasonably expected in practice. Furthermore, complete solutions are 
usually not required for control system analysis or synthesid. Instead, one is 
interested in finding expressions for the “statistical measures” [2] of the state 
variables in terms of the corresponding statistical measures of the input 
variables and appropriate statistical measures of the stochastic coefficients. 
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The term “statistical measure” is used as a general term for the quantities 
that characterize stochastic processes. For example, expectations, spectral 
densities, and covariance functions of the state variables are the first and 
second order statistical measures that are needed for stochastic system 
analysis. A method for finding expressions for statistical measures of state 
variables which by-passes the complicated and unnecessary step of finding 
multidimensional probability density functions is based on the stochastic 
Greens function appraoch [2] which has undergone a considerable 
development in the last year or two [ 10, 111. The kernel of the integral 
which expresses the desired statistical measure of the state variables in terms 
of the corresponding statistical measures of the control vectors and additive 
noise and appropriate statistical measure of the stochastic coefficients of the 
differential equation is the stochastic Green’s function. It can be expressed in 
terms of a resolvent kernel of an integral equation which can be constructed 
by an iterative method or several recent interesting adaptations, particularly 
the inverse operator method which has been shown in previous work of the 
authors to converge almost surely [ 10, 111. 
The essential steps in variations of these methods [lo] are the decom- 
position of the stochastic linear operator P’ into L + R (or of the nonlinear 
operator jr into X +M) writing the differential equation in Volterra 
integral equation form 
Y=L-~x-L-‘RY (or y=L-‘x-LL-‘Ry-L-‘//L) (1) 
and assuming that y is given as a decomposition y,, + yi + ..a , where 
y,, = L -ix above. Then each term yi is determinable in terms of yi-, , and 
finally. y, which is dependent only on the input, and therefore, statistically 
separable from system operators. This statistical separability [12] is a major 
advantage of the method used. The closure approximations, which must be 
made in hierarchy or averaging methods, are unnecessary here. In averaging, 
for example, to find the expectation of the solution process y, one gets higher 
moments of the form (RL-‘R .I. RL- ‘Ry) which must be assumed to 
separate [ 121 into (RL-‘R . . . RL-‘R)(y). This of course leads to 
significant error. In our method no such truncation is necessary. Averages 
involving system parameters and the solution process y separate naturally 
because of the method. 
If we demonsrate the essential point that the separability of ensemble 
averages till occurs for the control application, where matrix multiplications 
are involved, then the considerable work done on stochastic systems or 
stochastic operators will evidently be applicable to the control problem and 
we have what appears to be a very useful procedure for further study in the 
control theoretic context. 
In our approach we convert the stochastic differential equation into a 
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Volterra integral equation which has a stochastic kernel. The iterative 
method is essentially the solution of the stochastic Volterra integral equation 
by Neumann series expansion. The Neumann series expansion is essentially 
different from the solution by Volterra series expansion which has been used 
for analysis of nonlinear systems by Wiener [ 131 Bedrosian and Rice [ 141, 
and Brockett [ 151. In the Volterra series expansion, the output of the system 
is given by 
where y(t) is the output, x(r) the input, and the kernels K,(t, u,, uZ,..., u,) 
describe the nonlinear system. The first order kernel K,(t) is the familiar 
impulse response of linear network. The higher order kernels can be 
considered as higher order impulse responses which characterize higher order 
nonlinearity. In the Neumann series expansion, the output of the system is 
given by 
For the linear stochastic systems, construction of the Neumann series is by a 
straightforward iteration, where the next term in the expansion is obtained 
from a previously computed term. We shall show that the Neumann series 
expansion allows us to find expressions for statistical measures of the output 
in terms of the same statistical measures of the input. This is obviously not 
he case for Volterra expansion. 
II. LINEAR STOCHASTIC CONTROL 
Assume a system described by 
9 = f(y, xv t) = A@) Y + x(t), (2) 
where A is an n X n stochastic matrix [ 1, 2, 71 with stochastic process 
elements a&, o), t E T, w E (0, F,,u), a p.s. The quantity x(t), or x(t, o), 
the product of an n x r stochastic matrix B(t) with an r x 1 (control) matrix 
u(t). It may include also an additive term C(t) as a random disturbance, 
however, no Markov behavior or Gaussian white noise assumptions are 
made. We have x(t, w) = B(t) u + C(t). Let .Yy represent jl - Ay, i.e., 5? is 
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the (linear) stochastic (differential) operator d/dt - A(t). Now (2) is in the 
form .Y’y = x, where SF’ is a stochastic operator [5]. 
We have then the linear state space equation 
jr=Ay+Bu+C, (3) 
where y is an n-dimensional vector. Elements a,(& w) E A are stochastic 
processes. Bu + C, or x(t, w), is stochastic, and of course, y also. Since 
Eq. (2) is in the matrix version of the equation L/y =x which has been 
solved by the method of the autors, we observe that the control system 
problem is solvable if we can demonstrate the essential point that the 
statistical separation which we achieve will still occur with state space 
equations where the matrix products are involved [ 121. 
Suppose A is separable or decomposable so that each a,(& CO) = 
pij + afj(t, o), where the a,(t, CO) are stochastic processes representing the 
fluctuations of aij, and the pi, need only to be deterministic functions Pij(t). 
The operator Y is decomposed into L + R to yield the integral form 
y=L-‘x-L-1 RY 
y = F(t) - L- ‘Ry = F(t, o) + 
I 
’ K(t, T, co) y(t, o) dr, 
0 
(4) 
where y and F are n-dimensional vectors and K is an n X n matrix given by 
K = Q(t, x) a(t, o), where Cp is the Green’s matrix of the deterministic 
operator (state transition matrix in system theory or control theory). 
Equation (4) is a stochastic Volterra integral equation which can be 
solved by assuming a Neumann series solution 
Yk a> = F Y,(4 0) (5) 
I#=0 
in terms of iterated integrals 
yo(t, 0) = W, a), 




or in general 
Y&, 0) = if @(t, t) a(t, w) yn- ,(t, CO) dz. (6) 
0 
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It follows from the steps similar to the proof of the convergence of classical 
Volterra integral equation that the norm of the nth transformation T”(w, . ) 
satisfies the inequality 
II T”h (7) 
If 4(t, T) a(r, o) is bounded for almost every o E Q, then the iterative series 
converges for almost every w E 0. 
The requirement that 4(t, .t) a(r, o) is bounded is quite reasonable for the 
following reasons: 
(1) The system described by Eq. (2) is stable in the sense of 
Lyapunov if and only if there exists a constant M, which may depend on r, 
such that 
for all t > 5. (8) 
The boundedness of cb(t, 7) follows from the assumption that the deter- 
ministic part of the system is stable at least in some sense. Other types of 
stability also imply that 4(t, r) is bounded. 
(2) If Eq. (2) represents a physical system it makes sense that a(r, o) 
is also bounded [ 161. 
The absolute convergence of Neumann series expansion allows us to 
interchange the order of summation and expectation, i.e., we can average the 
iterated series term by term [ 171. 
Then 
(y(t, 0)) = (F@, ~1) + ~~cD@, ~)(a(~, ~))(F(T 0)) dr 
+ 
I^ 1 
’ dr ’ da 4(t, r)(a(s, 6.1) @(r, a) a(a, o))(F(o, co)) - . *. (9) 
0 0 
Thus K(t,t) has been replaced by 4(t, ‘I)~(T, w) and K(r, o) by 
a(~, u) a(a, o) and the averaging notes statistical independence of a and x. 
The quantity (a) in the second term is zero since a is the zero-mean matrix 
(the mean has been absorbed into the deterministic operator). We note the Q, 
is part of a triple matrix product (a4a). The next two terms in the series for 
(y(t, co)) are given by 
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That is, each of these kernels can be computed in a straightforward manner 
from the weighted moments of the stochastic coefftcient matrix. The state 
transition matrices weight the stochastic coefftcient matrix. Note that the 
ensemble averages of the stochastic oefficient matrix and the (F(t)) separate 
if we assume that stochastic coefficients are not correlated with random 
initial conditions and forcing functions. Unlike hierarchy or averaging 
methods, we did not make the usual additional closure approximations. 
The general method simplifies under various specific assumptions. We 
present hese as examples. 
EXAMPLE 1. Let n = 2 and 
0 0 a(&@)= a 0 ( 1 
such that all odd moments of a vanish. Then the iterative solution is 
.. . higher order even terms. 
EXAMPLE 2. If we make the additional assumption that a(t) is a white 
noise process, i.e., (a(r) a(u)) = < a’(r)) S(r - u), then the iterative solution 
simplifies 
... higher order even terms. 
409/83/2- 18 
618 ADOMIAN AND SIBUL 
III. RESOLVENT KERNELS AND STOCHASTIC GREEN'S FUNCTIONS 
The solution to the matrix stochastic differential equation can be written 
in terms of a matrix resolvent kernel as 
y(t, w) = F(t, w) + it I-0, T, w) F(T, w) dr, 
“0 
(14) 
where the resolvent kernel r(t, T, w) is expressed in terms of the iterated 
kernels: 
r(4 7,~) = f K,- ,(t, z, w). 
n=o 
(15) 
The iterated kernels are defined by the recurrence relations: 
K&, T’, w) = [’ K@, ~.1,w)K,-l(r,,r,w)dr,, 
-0 
K,(t, ‘T, w) = K(t, T, w) = @(t, r) a(T, w). 
(16) 
The resolvent kernel is an essential part of various stochastic Greens 
functions. For example, if the stochastic coefficients and the forcing 
functions are statistically independent, he expected value of y(t, w) is given 
by 
(y(h 01) = (FO, 0)) + I’ (W 7, w))(W, a>> dr 
0 (17) 
and the correlation matrix is 
6% 3 w> y+(b 0)) = W, 7 0) F+(h 9 0)) 
+ i ” (F(t, , w) F+(T, w>)(r+(t,, T, w)) dr 0 
+ I " (r(t 1, T, w))(W, 0) F+(b 3 w>) dr 0 
(18) 
” + II‘ ” (ryt L, T, w) F(t, w) F+(a, w) I-+@, or a)) dz da, 0 0 
where Ft, for example, denotes the complex conjugate transpose of the 
matrix F. The ensemble averages in the last term separate because r(t, T, w) 
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and F(r, o) are statistically independent if coefficients and forcing functions 
are statistically independent. This separation is not obvious with the matrix 
notation because the order of matrix multiplication must be preserved. 
Separation of the ensemble averages in the last term of Eq. (18) takes place 
after matrix multiplication has been carried out. 
IV. CONCLUSIONS 
The iterative method is seen to be applicable to state space equations and 
the results can be applied to the stochastic control systems [20-221. The 
appropriate stochastic Green’s functions for the mean (~(r, w)) and the 
correlation function (y(ti, w) y(tz, o) > have been expressed in terms of a 
resolvent kernel of a Volterra integral equation. Sufftcient conditions for 
almost sure uniform convergence of the iterative method and existence of the 
resolvent kernel have been established elsewhere [ 10, 11, 241. In general, 
detailed numerical calculations are very complex, however, Elrod 1231 has 
shown that the iteraive method is computationally more efficient and 
accurate than other methods that are commonly used to solve stochastic 
differential equations.’ Further, more recent work by Adomian and Malakian 
[24] has made it possible to calculate several terms, get a measure of the 
error and do a correction which yields a very good result. 
Of course, not all control systems are linear but recent work has made it 
clear that systems represented by significant classes of nonlinear stochastic 
operator equations, and sometimes even partial differential equations, can be 
dealt with by the inverse operator or related procedures [10, 111. Further, 
the system parameters, represented by A, may be continuous or randomly 
jumping [ 11. The discussion was limited here to the linear case and to 
ordinary differential equations only to emphasize the basic factors in the 
interests of simplicity. Our model should clearly reduce to simpler models 
heretofore considered such as the randomly disturbed dynamic system of 
Pontryagin et al. 
Results of the approach presented in this paper has been applied to 
sensitivity analysis of stochastic control systems [21]. Optimization of 
stochastic systems would be an interesting possibility for further work [6]. 
’ This work is available in dissertation form but is being generalized to higher order and 
nonlinear equations by Elrod and Adomian or publication. 
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