Deep learning has established many new state of the art solutions in the last decade in areas such as object, scene and speech recognition. In particular Convolutional Neural Network (CNN) is a category of deep learning which obtains excellent results in object detection and recognition tasks. Its architecture is indeed well suited to object analysis by learning and classifying complex (deep) features that represent parts of an object or the object itself. However, some of its features are very similar to texture analysis methods. CNN layers can be thought of as filter banks of complexity increasing with the depth. Filter banks are powerful tools to extract texture features and have been widely used in texture analysis. In this paper we develop a simple network architecture named Texture CNN (T-CNN) which explores this observation. It is built on the idea that the overall shape information extracted by the fully connected layers of a classic CNN is of minor importance in texture analysis. Therefore, we pool an energy measure from the last convolution layer which we connect to a fully connected layer. We show that our approach can improve the performance of a network while greatly reducing the memory usage and computation.
Introduction
Texture, together with color is a key component in the analysis of images. Although there is no generally accepted definition for texture in computer vision, it is established that a texture image or region obeys some statistical properties and exhibits repeated structures [9] , [16] . Texture analysis approaches such as statistical, structural, model-based or transform-based exploit these observations to classify, segment or synthesize textured images [1] . Pioneered, among others, by Fukushima [7] , Lecun [15] and Hinton [12] , Convolutional Neural Networks (CNNs) have been generalized since the breakthrough in the 2012 ImageNet Large Scale Visual Recognition Challenge [19] of Krizhevsky [12] , and improved the state of the art of many machine vision tasks. The complexity of the features trained by CNNs increases with the depth of the network. Therefore the last convolution layer extracts complex features which respond to objects such as a nose, a face or a human body. The fully connected layers use the response to these features to obtain information about the overall shape of the image and calculate a probability distribution over the different classes in the last fully connected layer. This design is suitable for exploring the arrangement of less complex features from the previous layers and their sparse spatial response for an object recognition scheme. This overall shape analysis and the sparsity and complexity of features is less adequate in texture analysis as we mainly seek repeated patterns of lower complexity. However, the dense orderless extraction of features by the intermediate layers using weight sharing is of high interest in texture analysis. The first layer extracts edge-like features and can be thought of as a filter bank approach such as Gabor filters [6] or Maximum Response filters [2] , [23] , widely used in texture analysis. Intermediate convolution and pooling layers are alike filter banks extracting features of increasing complexity. It is possible that a classic CNN architecture could learn how to explore the properties of texture images most efficiently without modifying its structure when trained on a very large texture dataset (such as ImageNet). This assumption can not be verified as, to the best of our knowledge, such a database does not exist.
We build upon [4] to create a CNN designed to learn and classify texture images. We are interested in creating a CNN that fully incorporates the learning of texture descriptors and their classification as opposed to the Fisher Vector CNN (FV-CNN). Therefore, we pool simple energy descriptors from convolution layers that are used inside the CNN and allow forward and backward propagation to learn texture features. While Cimpoi [4] insists on the domain transferability of CNNs by demonstrating that a network pre-trained on ImageNet can be used to accurately classify texture images, we try to analyze a texture specific domain and the result of training a network only on texture images. Therefore we evaluate trainings from scratch as well as networks pre-trained on both texture and object datasets.
We demonstrate that simple networks with reduced number of neurons and weights are able to achieve similar or better results on texture recognition datasets. One of the major trends in the community of deep neural networks is to use more and more complex networks, using the increasing power and memory of computers and GPUs to train very deep and computationally expensive networks. However, the interest of CNNs is not limited to powerful desktop computers and designing efficient networks while restraining their size is important for mobile and embedded computing as mentioned in [21] . In particular, we are interested in training networks from scratch on datasets of various sizes which is more computationally expensive than using pre-trained CNNs. In consequence, this research is not focused on competing with the state of the art in texture recognition but rather on designing a simple architecture which explores the ideas introduced in this section as well as gaining insight on how CNNs learn texture feature. To summarize, the main contributions of this paper are as follows: (a) We create a simple CNN with reduced complexity which extracts, learns and classifies texture features; (b) We evaluate the performance of networks from scratch and pre-trained ones, as well as the domain transferability of the latter; (c) We experiment various depth networks when applied to texture and object datasets; (d) We combine texture and shape anlysis within a new network architecture. The rest of the paper is organized as follows. In section 2, we describe the related work. In section 3, we introduce the architecture of our proposed texture network and its combination with a classic CNN. In section 4, we describe our experimental protocol and discuss our results.
Related work
Basic CNN architectures have been applied to texture recognition such as [22] , in which a simple four layers network was used in the early stage of deep learning to classify the Brodatz database. More recently, Hafemann [8] applied CNN to a forest species classification, similar to a texture classification problem. While more complex and more accurate than [22] , this approach still does not take the characteristics of texture images (statistical properties and repeated patterns) into consideration as it is a simple application of a standard CNN to a texture dataset. Cimpoi [4] demonstrated the relevance of densely extracting texture descriptors from a CNN with the FV-CNN. They obtain impressive results on both texture recognition and texture recognition in clutter datasets. This approach is well suited to region recognition as it requires computing the convolution layer output once and pooling regions with FV separately. However, the CNN part of the FV-CNN does not learn from the texture dataset. A pre-trained network extracts the outputs of the convolution layers without being finetuned on the texture dataset. The fully connected layers are replaced with FV encoding and SVM classification, also making this approach computationally expensive. This section describes our Texture CNN (T-CNN) architecture and its combination with a classic deep neural network approach.
Texture Convolutional Neural Network (T-CNN)
CNNs naturally pool dense orderless features by the weight sharing of the convolution layers. These layers can be compared to filter banks widely used in texture analysis which extract the response to a set of features. While these features are pre-designed in fiter banks methods, the power of CNNs is to be able to learn appropriate features through forward and backward propagation. These learned features can be combined within the network to classify new unknown images. We develop a simple network architecture which explores this attribute. As explained in [4] , the global spatial information is of minor importance in texture analysis as opposed to the necessity of analyzing the global shape for an object recognition scheme. Therefore, we want to pool dense orderless texture descriptors from the output of a convolution layer. Our network is derived from AlexNet [12] . We develop a new energy layer as described below and use multiple configurations with varying numbers of convolution layers. Each feature map of the last convolution layer is simply pooled by calculating the average of its rectified linear activation output. This results in one single value per feature map, similar to an energy response to a filter bank where we use learned features of varying complexity instead of fixed filters. A configuration with two convolution layers C1 and C2 is shown in Figure 1 . The forward and backward propagation of the energy layer E2 are similar to an average pooling layer over the entire feature map, i.e. with a kernel size equal to the size of the feature map. The vector output of the energy layer is simply connected to a fully connected layer FC1, followed by two other fully connected layers FC2 and FC3. Similar to other networks, FC3 is of size equal to the number of classes and the probabilities of the classes are calculated with a Softmax layer. We use linear rectification, normalization and dropout in the same way as AlexNet. We experiment with five configurations T-CNN-1 to T-CNN-5 with one to five convolution layers respectively. The energy is consistently pooled from the output of the last convolution layer. Figure 1 : T-CNN architecture using two convolution layers It is important to notice that the number of parameters in our network is significantly lower than in a classic CNN such as AlexNet. Not only are convolution layers removed (in T-CNN-1 to T-CNN-4), but also the number of connections between the energy layer E2 and the fully connected layer FC3 is much smaller than the classic full connection of the last convolution layer. The number of trainable parameters of the different networks used in this paper are indicated in Tables 1, 2 and 6. These are the total number of weights and biases of the networks applied to ImageNet (1000 classes). Also, the size of the fully connected layers can be drastically reduced without deteriorating the performance as they encode a much smaller amount of neurons from E2. Therefore, the number of parameters to train is reduced, as is the training and testing computational time as well as the required memory.
Combining texture and classic CNNs
The design of the T-CNN enables a simple and efficient integration into a classic CNN architecture. Figure  2 illustrates this new architecture in which the energy layer of the T-CNN-3 is extracted within the classic CNN and its output is concatenated to the flattened output of the last convolution layer. In Caffe [11] , we use existing layers to first flatten the outputs of the energy layer and of the last pooling layer P5 separately. We then concatenate these flattened outputs using a concatenation layer and connect it to the fully connected layers without modifying the latter from the AlexNet layers. This combination resembles the Multi-Stage features developed in [20] . In this way, the network analyzes the texture and the overall shape of the image, likewise [4] in which the FV-CNN for texture analysis is combined to the Fully-Connected CNN (FC-CNN) for the overall shape analysis. However, our method incorporates the two approaches within the same network which learns and combines texture and shape features. It is important to note that the texture and shape analysis share the same previous and following layers (C1, C2, C3 and FC6, FC7, FC8), thus keeping the computation time and memory consumption close to the original AlexNet as shown in Table 6 . 4 Results and analysis
Details of the network
We use Caffe [11] to implement our network, where our architecture is derived from AlexNet. We keep the same number of feature maps, kernel sizes etc. for comparison. However, it is possible to reduce the size of the fully connected layers of the T-CNN by a factor greater than two in average without loss of accuracy. In general the base learning rate is 0.001 for networks that learn from scratch and 0.0001 for finetuning; the weight decay is 0.0005. Yet, this is not a fixed rule and even though it is relatively stable, we must adapt the hyperparameters to the experiments (number of training samples, depth, finetuning or from scratch). The results are also robust to small variations of the batch size but we also adapt the latter to the training sizes. We use a batch size of 32 for the smallest training sets and up to 256 for ImageNet. Finally, we keep the cropping of the input images to 227x227 for the sake of comparison for input images larger than 227x227.
Datasets
We use a total of ten datasets; seven are texture datasets, the other three are object datasets as described below.
The ImageNet 2012 dataset [19] contains 1000 classes. The training set contains 1,281,167 images and the validation set (used for testing) 50,000 images (50 images/class) of size 256x256. Subsets of ImageNet: We want to compare networks pre-trained on texture and object databases of the same size when it comes to finetuning these networks on another texture dataset. Therefore, we create three subsets of ImageNet. For each subset, we select 28 classes from ImageNet. For each selected class, we keep the same training and testing images as ImageNet. Therefore, each dataset contains 1400 test images and approximately 36000 images depending on the selected classes. The full list of classes selected for each subset can be found in appendix A, B and C.
ImageNet-T is a subset which retains texture classes such as "stone wall", "tile roof" and "velvet". Based on visual examination, 28 classes with high texture appearance are selected.
ImageNet-S1 is another subset with chosen object-like classes such as "chihuahua", "ambulance" and "hammer". Based on visual examination, classes of object images are selected.
Finally, in the last subset ImageNet-S2, the 28 classes are chosen randomly. kth-tips-2b [10] contains 11 classes of 432 texture images. Each class is made of four samples (108 images/sample). Each sample is used once as a training set while the remaining three samples are used for testing. The results for kth-tips-2b are given as the mean classification and the standard deviation over the four splits. The images are resized to 227x227. We do not resize the images to 256x256 followed by a cropping as the original images are smaller than 227x227.
Kylberg [13] is a texture database containing 28 classes of 160 images of size 576x576. We replicate the setup of [14] . We randomly choose one of 12 available orientations for each image and split the images into four subimages which results in 28x160x4 = 17920 images of size 288x288 which we resize to 256x256. We use a tenfolded cross-validation and report the average results. The cross-validation folds are created once and kept fixed throughout the experiments.
CUReT [5] is a texture database which contains 61 classes. We reproduce the setup of [3] in which 92 images are used per class with 46 for training, 46 for testing. We resize the 200x200 images to 227x227. We do not resize the images to 256x256 followed by a cropping as the original images are smaller than 227x227. The experiment is repeated 20 times and we report the results averaged over the 20 splits.
DTD [3] contains 47 classes of 120 images "in the wild" each. The images are of various sizes and even though using multiple input sizes should be possible with our T-CNN, we resize all the images to 227x227 for comparison with AlexNet which requires fixed input images. The dataset includes 10 available annotated splits with 40 training images, 40 validation images and 40 testing images for each class. The results are then averaged over the 10 splits.
Macroscopic [18] and Microscopic forest species databases [17] are also used to test our approach on larger texture images (respectively 3264x2448 and 1024x768). We resize the images of both datasets to 640x640. The experimental setup is reproduced from [8] except that we average the results over ten trials instead of three. Table 1 shows the results of training the T-CNN from scratch using one to five convolution layers. Table 2 presents the classification rates using the networks pre-trained on the ImageNet database. In both cases, our approach (T-CNN-3) performs almost always better than AlexNet on the texture datasets: Kylberg, CUReT, DTD, kth-tips-2b and ImageNet-T; while containing nearly three times fewer trainable parameters (see Table 1 ). The largest improvement is for the kth-tips-2b dataset on which our fine-tuned method outperforms AlexNet by 1.7% (73.2% and 71.5% respectively). The original AlexNet only slightly outperforms T-CNN-3 on the CUReT dataset from scratch (see Table 1 ) and on ImageNet-T and DTD when using the network pretrained on ImageNet (see Table 2 ). T-CNN-3 also performs best from scratch on the object-like subsets of ImageNet: ImageNet-S1 and ImageNet-S2. We believe that our network can learn from the texture regions present in these images. Our method does not compete with the state of the art as seen in Table 2 because the latter use much more complex and deeper architectures. For this reason, the comparison to AlexNet is more meaningful. One can notice that T-CNN-1 performs better on ImageNet-T which contains texture images (42.7%) and ImageNet-S2 (42.1%) which is a random selection of classes than on ImageNet-S1 (34.9%) which is a selection of classes Table 1 : Classification results (accuracy %) for networks trained from scratch. The number of trainable parameters (weights and biases in millions) is indicated in brackets (for 1000 classes).
Results of Texture Convolutional Neural Network (T-CNN)

Networks from scratch and pre-trained
Kylberg CUReT DTD kth-tips-2b
ImNet-T ImNet-S1
ImNet-S2
ImageNet [14] 99.8 ±0.1 [3] 75.5 ±0.8 [4] 81.5 ±2.0 [4] --containing object-like images. This is due to the fact that the first convolution layer extracts extremely simple features (mainly edges) and acts like a Gabor filter which is not robust at classifying object datasets. However, when using pre-trained networks, the original AlexNet expectedly performs better on non-texture images (ImageNet-S1 and ImageNet-S2) as it is designed for object recognition and can learn more object-like features from the large database. One could think that the reason we obtain good results is that small networks are well suited to small datasets as the low number of parameters prevents overfitting while being sufficient to learn appropriate features. Whereas very large networks are generally preferred to train large training sets using dropout to avoid overfitting. However, using a shallow network based on AlexNet without using our energy layer results in a drop of accuracy as compared to our method. We have tested a shortened version of AlexNet with only three convolution layers.
To do so, we remove the convolution layers C4 and C5 and connect the pooling layer P5 to the output of the convolution layer C3. We keep the rest of the architecture (early layers and fully connected layers) unchanged. We notice a drop of accuracy from 71.1% to 68.6% for ImageNet-T and 48.7% to 48.3% for kth-tips-2b when compared to T-CNN-3. Therefore our contribution is more than solely using a small network for small datasets as the results show that our method is a good adaptation of CNN to texture analysis. Tables 1 and 2 show that our approach performs best with three convolution layers (T-CNN-3) with T-CNN-4 and T-CNN-2 close behind. Averaging the output of convolution layers is like measuring the response to a set of filters. The more convolution layers we use, the more complex the features sought by these filters are. In our method, using five layers performs worse as the fifth layer extracts sparse and complex object-like features (nose, wheel etc.). Averaging the response of these complex features over the entire feature map is not appropriate as such features may be very sparsely found in the input images. Intuitively one could think that, for this deep architecture, a maximum energy layer would achieve better results than an averaging energy, especially in an object recognition task. To compare, we test a maximum energy layer which simply outputs the maximum response of each entire feature map. Thus, it measures whether a certain feature was found in the input image, neither taking into account its location nor the number of occurrences. The results in Table  3 confirm this idea as one can see that shallow T-CNNs perform better with an averaging energy layer while deeper ones are more accurate with a maximum energy layer. On the other extreme, features in the first layer are too simple (mainly edges) and the network does not have enough learnable parameters to perform as well as T-CNN-3 as can be seen in Tables 1 and 2 . This depth analysis does not generalize to all network architectures as a very deep approach with a large number of parameters can implement very complex functions and has shown excellent results in texture classification in [4] . The analysis of such very deep architectures is out of the scope of this paper. Table 4 shows the classification results on kth-tips-2b of networks that were pre-trained on different datasets. Finetuning a network that was pre-trained on a texture dataset (ImageNet-T) achieves better results on another texture dataset (kth-tips-2b) as compared to a network pre-trained on an object dataset of the same size (ImageNet-S1 and ImageNet-S2). T-CNN-3 pre-trained on ImageNet-T results in 61.8% whereas it drops to 56.3% and 59.0% when pre-trained on ImageNet-S1 and ImageNet-S2 respectively. However, the size of the dataset on which the T-CNN is pre-trained predominantly influences the performance of the finetuning as one can see on Table 4 . The network pre-trained on ImageNet significantly outperforms the other pre-trained networks (73.2% with T-CNN-3). These two observations suggest that a very large texture dataset could bring a significant contribution to CNNs applied to texture analysis.
Network depth analysis
Domain transfer
Results on larger images
One advantage of our T-CNN method over a classic CNN such as AlexNet is that the input image sizes must not necessarily be fixed thanks to the energy layer which pools the average response of feature maps of any size. We can transfer the pre-trained parameters (convolution and fully-connected layers) and fine-tune our T-CNN on the forest species images of size to 640x640. Table 5 compares our results with T-CNN-3 to the state of the art. We cannot compare to AlexNet as it requires input images of size 227x227. Our method outperforms the state of the art [8] on the Macroscopic forest species dataset (+1.4%) and obtains very similar results on the Microscopic one (-0.3%) while using a less complex approach. Table 6 : Classification results (accuracy %) on kth-tips-2b using AlexNet and T-CNN-3 separately and combined as well as the state of the art method with a medium depth CNN (VGG-M). The number of trainable parameters (in millions) is indicated in brackets (for 1000 classes).
Shape
AlexNet (60.9) 71.5 ±1.4 VGG-M FC-CNN [4] 71.0 ±2.3
Texture T-CNN-3 (23.4) 73.2 ±2.2 VGG-M FV-CNN [4] 73.3 [4] 73.9 ±4.9 Table 6 shows the improvements obtained by combining the T-CNN to a classic AlexNet network. Our networks (in bold) are pre-trained on the ImageNet dataset and finetuned on kth-tips-2b. First, the voting scores of T-CNN-3 and AlexNet (outputs of the softmax layer) are summed to provide an averaged classification of the two networks. An increase of 0.7% is obtained in the classification of kth-tips-2b as compared to the T-CNN-3 and 1.6% as compared to AlexNet. Finally, the combined network that we name TS-CNN (Texture and Shape CNN) described in part 2.2 obtains the best results with 73.7%. It is therefore possible to combine both approaches within the same network to learn texture and overall shape information. Although our approach does not compete with the state of the art [4] due to a large difference in depth, our results are close to this same state of the art using a medium depth CNN (VGG-M). As shown in Table 6 , our "shape", "texture" and "shape + texture" approaches obtain similar results. However, our algorithm is fully contained in a CNN architecture and uses a lower number of parameters. In Table 6 , we do not indicate the number of trainable parameters of FV/FC-CNN as it differs between pre-training and finetuning and also requires FV encoding as well as training an SVM classifier. To give an idea for comparison, the VGG-M network contains 101.7 million parameters (for 1000 classes) whereas our T-CNN-3 architecture only has 24 million parameters.
Results combining texture and shape analysis
Conclusion
In this paper we have developed a new CNN architecture for analyzing texture images. Inspired by classic neural networks and filter banks approaches, we introduce an energy measure which allows us to discard the overall shape information analyzed by classic CNNs. We showed that with our T-CNN architecture, we can increase the performance in texture recognition, while largely reducing the complexity, memory requirements and computation time. Finally, we developed a network that incorporates our texture CNN approach into a classic deep neural network architecture, demonstrating their complementarity with a significant improvement of accuracy.
Future research
Our energy pooling approach enables inputting images of various dimensions, while keeping the exact same structure. Thus, it is possible to implement a multi-scale analysis by using multiple rescaled images as inputs like in [4] . Alternatively, the multiscale analysis and computation reduction of the GoogLeNet [21] could be incorporated to our network.
