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Abstract
We present a simple conversion algorithm which allows to rewrite the two-dimensional Brun Algorithm in terms of
the Podsypanin Algorithm. Further, we demonstrate how this conversion process can be used to transfer certain (statistical,
approximation) properties from the original to the resulting algorithm.
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In Iosifescu & Kraaikamp 2002 [4], it is demonstrated in detail how a multitude of semi-regular one-dimensional
continued fraction algorithms (the class of S-expansions) are related to each other. In particular, it is shown how such
algorithms might be transformed into other algorithms of the same class by the techniques of singularization and
insertion. Apart from the classification, this allows to transfer certain (statistical, approximation) properties from the
original to the resulting algorithm in an intuitive way.
During the last years, there have been several attempts to generalize this technique into two dimensions. A detailed
introduction can be found in Schratzberger 2004 [10]. In Schratzberger 2007 [12,13], we were able to show that, in two
dimensions, the Podsypanin Algorithm and the Jacobi–Perron Algorithm can be linked by very similar techniques.
In this paper, we present a conversion algorithm to transform the Brun Algorithm into the Podsypanin Algorithm.
Together with [12] and [13], this shows that the two-dimensional Brun Algorithm and the Jacobi–Perron Algorithm
belong to the same class of S-expansions. The conversion process is relatively simple. Both approximation properties
and the explicit density of the invariant measure of the Podsypanin Algorithm are well-known (see e.g. Schweiger
1978 [14]). However, we will show that they follow as an immediate consequence of the conversion process, and thus
demonstrate how singularization processes can be used to transfer these properties from the original to the resulting
algorithm.
1. Definitions
Throughout this paper, we will use some fundamental notions and results in the ergodic theory of fibred systems.
In particular, a system (X, T ), T : X → X , is called a fibred system, if there exists a partition {X (i) : i ∈ I } of X ,
where I is the set of digits, such that the restriction of T to X (i) is injective. A cylinder of rank t is the set
X (i (1), . . . , i (t)) := {x : i(x) = i (1), . . . , i(T t−1(x)) = i (t)}.
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Fig. 1. The time-1 partition of the MAB.
An inverse map V (i) : T X (i)→ X (i) will be called a local inverse branch of T .
An extensive summary of the theory of fibred systems can be found in Schweiger 2000 [17], a summary with
respect to the present context is given in [10].
In this paper, the process of singularization will be applied to the following algorithm:
Definition 1.1 (Brun 1957). Let XM := {(x1, x2) : 1 ≥ x1 ≥ x2 ≥ 0}. The multiplicative acceleration of Brun’s
algorithm in dimension two (MAB) is generated by the map TM : XM → XM , where
TM (x1, x2) =

(
1
x1
− A, x2
x1
)
,
1
x1
− A ≥ x2
x1
( j = 1)(
x2
x1
,
1
x1
− A
)
,
x2
x1
≥ 1
x1
− A ( j = 2),
A :=
[
1
x1
]
.
We refer to j ∈ {1, 2} as the type of the algorithm, and to A as the partial quotient. For t ∈ N, define j (t)
= j (t)(x1, x2) := j (T t−1M (x1, x2)), and A(t) = A(t)(x1, x2) := A(T t−1M (x1, x2)). The cylinders
XM (( j (1), A(1)), . . . , ( j (t), A(t))) of the fibred system (XM , TM ) are full, i.e. T tM XM (( j
(1), A(1)), . . . , ( j (t), A(t))) =
XM . The algorithm is ergodic and conservative with respect to the Lebesgue measure. See Fig. 1.
The two-dimensional MAB is a projective version of a linear three-dimensional algorithm: Let M := {(b0, b1, b2) :
b0 ≥ b1 ≥ b2 ≥ 0}, and define τM : M → M ,
τM (b0, b1, b2) =
{
(b1, b0 − Ab1, b2), b0 − Ab1 ≥ b2 ( j = 1)
(b1, b2, b0 − Ab1), b2 ≥ b0 − Ab1 ( j = 2), A :=
[
b0
b1
]
.
Now using the projection map p : M → XM , defined by
p(b0, b1, b2) =
(
b1
b0
,
b2
b0
)
,
yields the two-dimensional MAB. The matrices αM := αM ( j, A) of τM are given as
αM (1, A) =
0 1 01 −A 0
0 0 1
 , αM (2, A) =
0 1 00 0 1
1 −A 0
 .
Their inverses βM := βM ( j, A),
βM (1, A) =
A 1 01 0 0
0 0 1
 , βM (2, A) =
A 0 11 0 0
0 1 0
 ,
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Fig. 2. The time-1-partition of the PA.
β
(t)
M := βM ( j (t), A(t)), produce a series of convergence matrices {Ω (s)M }∞s=0 as follows:
Ω (0)M =
q(0) q(−1) q(−2)p(0)1 p(−1)1 p(−2)1
p(0)2 p
(−1)
2 p
(−2)
2
 := E
Ω (t)M =
q
(t) q(t
′) q(t
′′)
p(t)1 p
(t ′)
1 p
(t ′′)
1
p(t)2 p
(t ′)
2 p
(t ′′)
2
 := Ω (t−1)M β(t)M .
Then for (x (t)1 , x
(t)
2 ) = T tM (x1, x2) and i = 1, 2,
xi = p
(t)
1 + p(t
′)
1 x1 + p(t
′′)
1 x2
q(t) + q(t ′)x1 + q(t ′′)x2 ,
and the columns of the convergence matrices produce Diophantine approximations (
p(t)1
q(t)
,
p(t)2
q(t)
) to (x1, x2) (compare
[17]). Similar to that above, j is referred to as the type of a matrix βM ( j, A), and A as its partial quotient.
We will use the method of singularization to convert the MAB-evolution of a.e. initial (x1, x2) ∈ XM into the
evolution described by the following algorithm, introduced by Podsypanin 1977 [9] (the ergodic properties of this
algorithm have been studied in [14], the approximation properties in Ito et al. 1993 [5], Fujito et al. 1996 [3] and
Meester 1999 [7]):
Definition 1.2 (Podsypanin 1977). The Podsypanin Algorithm in dimension two (PA) is generated by a map TP :
[0, 1]2 → [0, 1]2, where
TP (x1, x2) =

(
1
x2
− A, x1
x2
)
if x2 ≥ x1 ( j = I), A :=
[
1
x2
]
(
x2
x1
,
1
x1
− A
)
if x1 ≥ x2 ( j = 2), A :=
[
1
x1
]
.
As above, j (t) = j (t)(x1, x2) := j (T t−1P (x1, x2)) and A(t) = A(t)(x1, x2) := A(T t−1P (x1, x2)). All cylinders
XP (( j (1), A(1)), . . . , ( j (t), A(t))) are full, and the algorithm again is ergodic and conservative. See Fig. 2.
Similar to that above, the matrices of the PA are given as αP := αP ( j, A), where
αP (I, A) =
0 0 11 0 −A
0 1 0
 , αP (2, A) =
0 1 00 0 1
1 −A 0
 ,
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while their inverses β(t)P := βP ( j (t), A(t)),
βP (I, A) =
A 1 00 0 1
1 0 0
 , βP (2, A) =
A 0 11 0 0
0 1 0
 .
The convergence matrices Ω (t)P , and the corresponding Diophantine approximations, are defined similarly as above.
We may generalize the definitions of the matrices βM ( j, A) and βP ( j, A) to β( j, A), where
β(1, A) = βM (1, A), β(I, A) = βP (I, A), β(2, A) = βM (2, A) = βP (2, A).
2. The process of modification
The basic idea of the method proposed in the following sections is that the PA-evolution of a.e. (x (t)1 , x
(t)
2 ) (i.e.
the orbit of (x (t)1 , x
(t)
2 ) under TP ) can be derived by manipulating the digits of the MAB-evolution of (x
(t)
1 , x
(t)
2 ). This
will be done by operations on the matrices β( j (t+i), A(t+i)), i ∈ N. In particular, we generalize the techniques of
singularization and insertion. A detailed discussion of the concept of S-expansions in the one-dimensional case is
given in [4]. A first attempt at generalization into two dimensions, starting with the subtractive Algorithm of Brun,
has been done in [10].
The fundamental idea of singularization, as introduced by Kraaikamp 1991 [6], was to improve the approximation
properties of the (one-dimensional) regular continued fraction algorithm. In particular, he was interested in semi-
regular continued fraction algorithms, whose sequences of convergents {p(t)/q(t)}∞t=1 were subsequences of the
sequence of regular convergents to x . This was done by removing certain matrices β(t) from the sequence of
inverse matrices {β(t)}∞t=0 of the regular continued fraction algorithm (where the matrices β(t) are defined similar
in spirit to the above). The process was defined by a matrix identity, and a law of singularization which, in an
unambiguous way, determined the matrices to be singularized. The opposite case, i.e. when inserting a matrix
β∗(t) into the sequence of inverse matrices, which changes an algorithm into a new form such that the sequence
of Diophantine approximations {p(t)/q(t)}∞t=0 obtained from the original algorithm is a subsequence of the sequence
of approximations {p∗(t)/q∗(t)}∞t=0 of the new algorithm, is called an insertion.
In [12] and [13], a further generalization of the concept, with the goal of converting the Podsypanin Algorithm
into the Jacobi–Perron Algorithm, was made. As a result of these considerations, we give the following adopted, most
general definition:
Definition 2.1. A transformation σt , defined by a matrix identity that modifies the digits of the matrices β(t+k), where
1 ≤ k ≤ 2, which changes an algorithm into a new form, is called a modification. We say we have modified the
matrices β(t+k).
To convert the MAB into the PA, we are going to use the following matrix identities:
type 1: β(1, A1)β(1, A2) = β(2, A1)β(I, A2)
type 2: β(2, A1)β(1, A2) = β(1, A1)β(I, A2).
Example 2.2. Let x = (x1, x2) ∈ XM ((1, 2), (1, 2)), and j (T 2M x) = 2. By matrix identity type 1,
β(1, 2)β(1, 2) = β(2, 2)β(I, 2),
hence x ∈ XP ((2, 2), (I, 2)), i.e. the PA-evolution of x is specified by the digits (2, 2) and (I, 2). See Fig. 3.
Since, as long as j = 2 the MAB and the PA are equal, the process of converting the MAB into the PA starts with
the first matrix β(t), where j (t) = 1. However, if j (t+1) = 2, none of the matrix identities type 1 and type 2 directly
apply. Hence we first have to modify β(t+1).
Example 2.3. Let x ∈ XM ((1, 2), (2, 2), (1, 1)). We first apply matrix identity type 2, starting with the second matrix,
resulting in an evolution specified by the digits (1, 2), (1, 2) and (I, 1). Then we apply matrix identity type 1, starting
with the first matrix. We find that x ∈ XP ((2, 2), (I, 2), (I, 1)). See Fig. 4.
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Fig. 3. The dashed line shows the evolution of x ∈ XM ((1, 2), (1, 2)) after the modification.
Fig. 4. The MAB- and PA-evolutions of x ∈ XM ((1, 2), (2, 2), (1, 1)).
Fig. 5. x ∈ XM ((1, 4), (2, 3), (2, 3), (2, 2), (1, 2)). The MAB- and PA-evolutions meet after five steps.
In particular, if a matrix β(t) of type 1 is followed by k successive matrices of type 2, the process starts with the
“last” matrix β(t+k). i.e., if j (t) = j (t+k+1) = 1 and, for 1 ≤ l ≤ k, j (t+l) = 2, we start with the matrix β(t+k), using
matrix identity type 2. Then we continue with matrix β(t+k−1), using matrix identity type 2, . . . until we finally apply
matrix identity type 1 to matrix β(t).
Example 2.4. Let x ∈ XM ((1, 4), (2, 3), (2, 3), (2, 2), (1, 2)). We first apply matrix identity type 2, starting with the
fourth matrix, resulting in an evolution specified by the digits (1, 4), (2, 3), (2, 3), (1, 2) and (I, 1). We continue with
the third matrix, then the second matrix, using matrix identity type 2 each. Applying matrix identity type 1 to the first
matrix eventually yields x ∈ XP ((2, 4), (I, 3), (I, 3), (I, 2), (I, 2)). See Fig. 5.
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Fig. 6. Scheme of the process at state 1.
Fig. 7. Scheme of the process at state 2.
In analogy to the law of singularization, we are now going to describe a constructive process to transform the
MAB into the PA. The process is built up in two states: state 1 and state 2. As indicated above, the process starts at
state 1, with the first matrix of type 1. At each state, the process either terminates (i.e. a matrix has been successfully
modified), or leads to another state, with similar options. In the latter case, after successful completion of the second
state, the process returns to the initial state. Every successful modification of an initial matrix will be referred to as a
success. Every success changes the digits of the original algorithm, and thus the evolution of the initial x . After each
success, the process starts again with the next matrix of type 1.
State 1. Consider the evolution of some (x1, x2) specified by the digits ( j1, A1), ( j2, A2) and its matrices β1 and β2,
where j1 = 1, j2 ∈ {1, 2} and A1, A2 ∈ N.
If j2 = 1, apply matrix identity type 1 from β1. The process terminates. See Fig. 6.
If j2 = 2, then switch the type j2, i.e. continue at state 2 with matrix β2.
State 2. Consider the evolution of some (x1, x2) specified by the digits ( j1, A1), ( j2, A2) and its matrices β1 and β2,
where j1 = 2, j2 ∈ {1, 2} and A1, A2 ∈ N.
If j2 = 1, apply matrix identity type 2 from β1. The process terminates. See Fig. 7.
If j2 = 2, then switch the type j2, i.e. continue at state 2 with matrix β2.
Remark. Strictly speaking, the process described is not a singularization process, as the matrices β(t) are only
modified, but none of them is removed. However, it is based on the same ideas. In some sense, modification, as
defined in Definition 2.1, can be seen as a generalization of singularization and insertion in the spirit of [6] (compare
[10] and [12]).
The basic principle of the above method, and of generalized singularization processes in general, is that in case
we cannot directly apply a matrix identity to successfully modify a matrix, we may always modify some subsequent
digits, in order to thereupon guarantee the appropriate assumptions. In particular, assume that we are at some state ς1
∈ {1, 2}, with matrix β(t). Then either the process terminates (i.e. we may successfully modify β(t)), or we continue
at state ς2 = 2, with matrix β(t+1). Again, at state ς2, the process either terminates (and we return to state ς1), or
leads to another state ς3, with similar options. The question now is whether success at ς1 always follows after a finite
number of additional states.
In particular, we are interested in the asymptotic behavior of the following sets:
Definition 2.5. Let n,m ∈ N0;
G(n,m) := {(x1, x2) ∈ XM : The (m + 1)th method terminates after n or less states},
B(n,m) := XM \ G(n,m).
Thus Bn is the “bad” set with respect to the number n of states visited.
3. Natural extensions
To estimate the asymptotic behavior of Gn and Bn , we construct a natural extension to the MAB, as introduced
by Nakada et al. 1977 [8]. We follow Schratzberger 2007 [11]. For further reference on the ergodic theory of fibred
systems, and their natural extensions, see e.g. [17].
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Fig. 8. A natural extension to the MAB.
Consider the fibred system ([0, 1]2, T #M ), where
T #M (y1, y2) =

(
1
y1
− A, y2
y1
)
if y1 ≥ y2 ( j = 1), A :=
[
1
y1
]
(
1
y2
− A, y1
y2
)
if y2 ≥ y1 ( j = 2), A :=
[
1
y2
]
.
For t ≥ 0, we define j (−t) = j (−t)(y(0)1 , y(0)2 ) := j (T # tM (y(0)1 , y(0)2 )), and A(−t) = A(−t)(y(0)1 , y(0)2 ) :=
A(T # tM (y
(0)
1 , y
(0)
2 )). Note that, as in the case of the MAB, all cylinders X
#
M (( j
(0), A(0)), . . . , ( j (−t), A(−t))) are full.
Further, denote α#M ( j, A) the matrices of the algorithm T
#
M , where
α#M (1, A) =
0 1 01 −A 0
0 0 1
 , α#M (2, A) =
0 0 11 0 −A
0 1 0
 .
Hence the matrices α#M ( j, A), restricted to a cylinder X
#
M (( j, A)), are the transposed matrices of αM ( j, A), and the
system ([0, 1]2, T #M ) is a dual system to the MAB.
The local inverses V #M ( j, A) : [0, 1]2 → X#M (( j, A)) of T #M are given as
V #M ( j, A)(y1, y2) =

(
1
A + y1 ,
y2
A + y1
)
if j = 1(
y2
A + y1 ,
1
A + y1
)
if j = 2.
We thus define a natural extension to the MAB as follows.
Definition 3.1. Let XM := XM × [0, 1]2. The algorithm MAB is generated by the map T M : XM → XM , where
T M (x, y) = (TM (x), V #M ( j (x), A(x))(y)),
and j and A are defined as in Definition 1.1. See Fig. 8.
For t ∈ Z and x (0) = (x1, x2), y(0) = (y(0)1 , y(0)2 ), we define
j (t) = j (t)(x, y) :=
{
j (t)(x (0)) if t ≥ 1
j (t)(y(0)) if t ≤ 0,
A(t) = A(t)(x, y) :=
{
A(t)(x (0)) if t ≥ 1
A(t)(y(0)) if t ≤ 0.
Further, for t1 ≤ k ≤ t2, define
XM (( j
(t1), A(t1)), . . . , ( j (k), A(k))× ( j (k+1), A(k+1)), . . . , ( j (t2), A(t2)))
:= XM (( j (k+1), A(k+1)), . . . , ( j (t2), A(t2)))× X#M (( j (k), A(k)), . . . , ( j (t1), A(t1))).
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Therefore
T M XM (( j
(t1), A(t1)), . . . , ( j (k), A(k))× ( j (k+1), A(k+1)), . . . , ( j (t2), A(t2)))
= XM (( j (t1), A(t1)), . . . , ( j (k+1), A(k+1))× ( j (k+2), A(k+2)), . . . , ( j (t2), A(t2))).
We adopt the following theorem from [11] (Section 3, Theorm 3.1).
Theorem 3.2. Let ΣM be the σ -algebra generated by the cylinders of XM . Then (XM ,ΣM , γ , T M ) is an ergodic
dynamical system, where γ is the T M -invariant probability measure with density function
h(x, y) = h(x1, x2, y1, y2) = 1CM
1
(1+ x1y1 + x2y2)3 ,
and the normalization factor CM ≈ 0.19.
The restriction to (XM , TM ) yields the following well-known result (see e.g. Schweiger 1991 [15], Arnoux &
Nogueira 1993 [1]).
Corollary 3.3. Let ΣM be the σ -algebra generated by the cylinders of XM . Then (XM ,ΣM , γ, TM ) is an ergodic
dynamical system, where γ is the TM -invariant probability measure with density function
h(x) = h(x1, x2) =
∫
[0,1]2
h(x, y) dy = 1
CM
2+ x1 + x2
2(1+ x1)(1+ x2)(1+ x1 + x2) ,
where CM ≈ 0.19 as above.
Similarly, in case of the PA, we consider the system ([0, 1]2, T #P ), where T #P : [0, 1]2 → [0, 1]2,
T #P (y1, y2) =

(
y2
y1
,
1
y1
− A
)
if y1 ≥ y2 ( j = 1), A :=
[
1
y1
]
(
1
y2
− A, y1
y2
)
if y2 ≥ y1 ( j = 2), A :=
[
1
y2
]
.
The digits j (−t) and A(−t) are defined similarly as that above. Again, all cylinders X#P (( j (0), A(0)), . . . , ( j (−t), A(−t)))
are full, and the matrices α#P ( j, A) are the transposed matrices of αP ( j, A). Hence the system ([0, 1]2, T #P ) is a dual
system to the PA.
The local inverses V #P ( j, A) : [0, 1]2 → X#P (( j, A)) of T #P are given as
V #P ( j, A)(y1, y2) =

(
1
A + y2 ,
y1
A + y2
)
if j = 1(
y2
A + y1 ,
1
A + y1
)
if j = 2,
hence a natural extension to the PA can be defined as follows (compare [13])
Definition 3.4. Let X P := [0, 1]2 × [0, 1]2. The algorithm PA is generated by the map T P : X → X , where
T P (x, y) = (TP (x), V #P ( j (x), A(x))(y)),
and j and A are defined as in Definition 1.2.
The cylinders
X P (( j
(t1), A(t1)), . . . , ( j (k), A(k))× ( j (k+1), A(k+1)), . . . , ( j (t2), A(t2)))
are defined in analogy to the algorithm MAB.
The matrices of the algorithms T #M and T
#
P are the transposed matrices of TM and TP , respectively, and so are their
corresponding inverses. Hence there are equivalent (with respect to the process in question) matrix identities which
apply to the matrices of T #M , and we may extend the method proposed in the previous section to the algorithm T M .
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Recall that, given an initial x ∈ XM , the MAB-evolution of x is uniquely specified by the digits ( j (1), A(1)),
( j (2), A(2)), . . . . Further, the process defined in the previous section uniquely determines the matrices to be modified,
and the new digits after the modification. Let m ∈ N0 and t ∈ N. We define j (m, t, x, y) to be the t th type of the
evolution of some (x, y) ∈ XM after m successes, when the process has been applied to the initial MAB-evolution
of (x, y). For e.g., j (0, t, x, y) is defined by the initial MAB-evolution of x , and, in particular, j (0, 1, x, y) = j (x).
The partial quotients A(m, t, x, y) are defined accordingly. Whenever the digits are uniquely given, we will write
T ( j, A, x, y) instead of T M (x, y) and T P (x, y). The corresponding inverses will be denoted by V ( j, A, x, y). Let
k, t1, t2 ∈ N t1 ≤ k ≤ t2, and ( j (t1), A(t1)), . . . , ( j (t2), A(t2)) be uniquely specified. The cylinders
X(( j (t1), A(t1)), . . . , ( j (k), A(k))× ( j (k+1), A(k+1)), . . . , ( j (t2), A(t2)))
are defined analogously. Consequently, we denote β(m,t)(x, y) = β( j (m, t, x, y), A(m, t, x, y)), and (x (m,0), y(m,0))
= (x, y), . . . , (x (m,t), y(m,t)) = T ( j (m, t, x, y), A(m, t, x, y), x (m,t−1), y(m,t−1)).
Let ω( j, A, x, y) be the Jacobians of the inverse natural extensions V ( j, A, x, y). We verify the corresponding
version of the Kuzmin equation:
V (x, y) = h(V ( j, A, x, y))ω( j, A, x, y).
Hence the following result holds, whereΣ is the σ -algebra generated by the cylinders X(( j (t1), A(t1)), . . . , ( j (k), A(k))
× ( j (k+1), A(k+1)), . . . , ( j (t2), A(t2))), and γ is extended to Σ (compare [13]).
Lemma 3.5. Let k, t1, t2 ∈ N, t1 ≤ k < t2, and ( j (t1), A(t1)), . . . , ( j (t2), A(t2)) be uniquely specified. Then
γ (X(( j (t1), A(t1)), . . . , ( j(k), A
(k))× ( j (k+1), A(k+1)), . . . , ( j (t2), A(t2))))
= γ (X(( j (t1), A(t1)), . . . , ( j(k+1), A(k+1))× ( j (k+2), A(k+2)), . . . , ( j (t2), A(t2)))).
4. Convergence
The probability structures of T M and T P have been described in [11] and [13], respectively. We recall the
fundamental definitions and results. Let y = (y1, y2). Define the factor function F(1, A)(y) : [0, 1]2 → R of a
cylinder XM (( j, A)),
F( j, A)(y) =

(1+ y1)(1+ y1 + y2)
(A + y1)(A + 1+ y1)(A + 1+ y1 + y2) if j = 1
(1+ y1)(1+ y1 + y2)
(A + y1)(A + y1 + y2)(A + 1+ y1 + y2) if j = 2.
Further, for a given set E# ⊆ [0, 1]2, denote
FE#( j, A) := max{F( j, A)(y) : y ∈ E#}
the maximal factor of XM (( j, A)) with respect to E#.
The following Lemmata 4.1–4.3 can be found in [11] (Section 4, Lemma 4.1 and Theorem 4.1, respectively, and
Section 6, Example 6.2).
Lemma 4.1.
FX#M
(1, 1) = 1
3
, fX#M
(1, 1) = 2
9
,
FX#M
(1, A ≥ 2) = 6
A3 + 6A2 + 11A + 6 , fX#M (1, A ≥ 2) =
1
A(A + 1)2 ,
FX#M
(2, 1) = 1
2
, fX#M
(2, 1) = 1
4
,
FX#M
(2, 2) = 1
9
, fX#M
(2, A ≥ 2) = 1
A2(A + 1) ,
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FX#M
(2, 3) =
√
3
2
12+ 5√6 < 0.051,
FX#M
(2, A ≥ 4) = 6
A3 + 6A2 + 11A + 6 .
The factor function gives an estimate for the conditional expectation:
Lemma 4.2. Let t ∈ N and E# ⊆ [0, 1]2. Then
γ ( j (1) = j, A(1) = A|E#) ≤ FE#( j, A),
γ ( j (t) = j, A(t) = A|( j (1), A(1)), . . . , ( j (t−1), A(t−1))) ≤ F[0,1]2( j, A).
Lemma 4.3. Let t ∈ N. Then
γ (XM (× ( j (1), A(1)), . . . , (i (t), A(t))) ≤
t∏
k=1
F[0,1]2( j (k), A(k)).
We may now estimate the asymptotic behavior of the sets B(n,m) as defined in Definition 2.5.
Theorem 4.4. Let m ∈ N0. Then
lim
n→∞ γ (B(n,m)) = 0.
Proof. For (x, y) ∈ XM , define t0 = t0(x, y) := min{t ∈ N0 : j (m, t, x, y) = 1}. Hence t0 is well-defined a.e. Note
that the process described in Section 2 guarantees that, for k ∈ N, j (m, t + k, x, y) 6= I, i.e. the evolution specified by
the digits ( j (m, t+k, x, y), A(m, t+k, x, y)) is the MAB-evolution of (x (m,0), y(m,0)). Further, the method terminates
with the first type j (m, t + k, x, y) = 1. With Lemmata 4.1–4.3, we estimate
γ (B(n,m)) = γ ({(x, y) ∈ XM : j (m, t + 1, x, y) = · · · = j (m, t + n, x, y) = 2})
≤
( ∞∑
A=1
F[0,1]2(2, A)
)n
≤
(
pi2 − 6
6
)n
< 0.65n . 
Since the process is defined on the inverse matrices of the algorithm, which produce the series of convergence
matrices, we have the following immediate consequence:
Corollary 4.5. For a.e. (x1, x2) ∈ XM , the MAB and PA produce infinitely many common approximation points
(
p(t)1
q(t)
,
p(t)2
q(t)
) to (x1, x2).
Remark. In fact, due to the close relation of the two algorithms, all approximation points produced by the MAB
and the PA are equal. However, this is not an immediate consequence of the modification process under investigation.
5. Invariant measure
The method allows to transfer the invariant measure from the first algorithm to the modified algorithm: We adopt
the following definition from [10] (compare also [4], Section 4.2.4): For m ∈ N0 and t ∈ N define
X(m, 0) := XM
X(m, 1) := X P
X(m, t + 1) :=
⋃
(x,y)∈X(m,t)
T ( j (m, t + 1, x, y), A(m, t + 1, x, y), x, y).
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Fig. 9. The modification area M(0, 1) =⋃∞m=0 M(m, 1) ⊂ XM .
Remark. Note that
T P X(m, 0) = [0, 1]2 × {(y1, y2) : y2 ≥ y1} 6= X(m, 1).
The extension of the sets X(m, 1) is due to the fact that XM 6= [0, 1]2, i.e. the PA acts on a larger set than the MAB.
Definition 5.1. Let m, t ∈ N0. A modification area is a set M(m, t) ⊆ X(m, t), such that, for some t+ ∈ N, the digits
of the matrices β(m,t+k)(x, y), 1 ≤ k ≤ t+ should be modified, according to the process described in Section 2, if and
only if (x (m,t), y(m,t)) ∈ M(m, t) (cf. Fig. 9).
Now, for t ∈ N define
X(t) := lim
m→∞ X(m, t),
N (t + 1) :=
∞⋃
m=0
T PM(m, t),
X
+
(t + 1) := X(t + 1) \
∞⋃
m=0
T MM(m, t).
Then
X P = X(t + 1) = X+(t + 1) ∪ N (t + 1),
γ (N (t + 1)) = γ
( ∞⋃
m=0
T MM(m, t)
)
,
and with Lemma 3.5, for E ⊆ X(t),
γ (E) = γ (T PE).
Since further⋃
j∈{I,2},A∈N
V #P ([0, 1]2) = [0, 1]2,
we get the following
Theorem 5.2. Let ΣP be the σ -algebra generated by the cylinders of the PA. Then ([0, 1]2,ΣP , γP , TP ) is an ergodic
dynamical system, where γP is the TP -invariant probability measure with density function
hP (x) = hP (x1, x2)
=
∫
[0,1]2
h(x, y) dy
= 1
CP
2+ x1 + x2
2(1+ x1)(1+ x2)(1+ x1 + x2) ,
where CP ≈ 0.37.
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For further reading
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