Automated feature extraction from medical images is an important task in imaging informatics. We describe a graph-based technique for automatically identifying vascular substructures within a vascular tree segmentation. We illustrate our technique using vascular segmentations from computed tomography pulmonary angiography images. The segmentations were acquired in a semi-automated fashion using existing segmentation tools. A 3D parallel thinning algorithm was used to generate the vascular skeleton and then graph-based techniques were used to transform the skeleton to a directed graph with bifurcations and endpoints as nodes in the graph. Machine-learning classifiers were used to automatically prune false vascular structures from the directed graph. Semantic labeling of portions of the graph with pulmonary anatomy (pulmonary trunk and left and right pulmonary arteries) was achieved with high accuracy (percent correct P 0.97). Least-squares cubic splines of the centerline paths between nodes were computed and were used to extract morphological features of the vascular tree. The graphs were used to automatically obtain diameter measurements that had high correlation (r P 0:77) with manual measurements made from the same arteries.
Introduction
An important imaging informatics task is to help medical imaging evolve from a primarily qualitative to a primarily quantitative discipline. One aspect of this is extracting quantitative and computable features from the image. Being able to do this in a (nearly) automated method would allow prospective collection of quantitative features with minimal impact on current workflow and the retrospective processing of large numbers of cases archived in institutional PACS. While some quantitative feature extraction can be done directly on the original image, typically, extraction involves identifying subregions of the image that constitute particular objects of interest within the image. Sub-images may be geometric subunits of the image or collections of connected voxels that represent an object or feature of interest. A segmentation of a medical image is a binary labeling of the pixels (2D) or voxels (3D) that constitute the image, where each voxel that is part of the object of interest is given one label (e.g. 1) and all other voxels are given another label (e.g. 0).
After segmentation, the labeled voxels are simply an unordered list, and, depending on the complexity of the segmented object, may need to be ordered into substructures in order to facilitate processing or reasoning. In this paper we present a process for ordering a vascular skeleton into the constituent parts of the vascular tree so that quantitative, computable features can be extracted from the original medical images. Our method uses graph-based techniques to recognize critical features within the skeleton (bifurcations, endpoints, and centerlines). Once the skeletal tree structure is recognized, each voxel within the segmentation is mapped to the appropriate graph edge, facilitating characterization of morphological features of specific vascular segments. For this paper we focus on 3D (volumetric) vascular images and how to structure the original unordered list of prior segmented voxels so that vascular-specific features, such as bifurcation angles or segment diameters, can be automatically extracted. The basis for this structuring is extracting the skeleton of the vascular tree.
The vascular skeleton can be extracted directly from the original (gray scale) image based on the curvature properties of the image, using, for example, ridge traversal [1] . However, these techniques are computationally expensive and may not be ideal for extracting the underlying structures in all cases, since the skeletal extraction is explicitly connected to global models that might be difficult to match in the presence of confounding anatomical structures. By extracting the skeleton from a segmented image, a wide variety of segmentation techniques can be used to accurately capture the vascular structures of interest. Given a segmented image, researchers have proposed a variety of means of extracting the skeleton, using, for example, wave propagation [2] or tracing optimal paths using Dijkstra's algorithm (e.g. [3] ). However, these methods are sensitive to the cost functions selected for the algorithm and the shortest path through a curve is not at the center of a vessel. Alternatively, parallel thinning techniques are model-free, morphology-based approaches to skeleton extraction [4] .
However they are created, automatically generated skeletons will almost inevitably require pruning of spurious centerlines. This pruning may be based on simple features such as centerline length [5] or by trying to recognize non-physiological branching angles [6] . Consequently, we explore using machine learning techniques to automatically prune spurious centerlines.
Given a skeleton, the task remains to recognize endpoints and bifurcations in order to define the underlying vascular structures.
The ability to automatically extract the pulmonary arterial structure has a variety of important implications. First, it could help in the development of computer-aided diagnosis algorithms for pulmonary vascular diseases. For example, these automated techniques could be used to quantify vascular geometry as depicted in volumetric medical images (CT or MR), to assist in the diagnosis of pulmonary arterial hypertension (PAH). While manual arterial measurements have been shown to differentiate PAH subjects from normal subjects [7] [8] [9] [10] , automated feature extraction for PAH diagnosis would aid radiology workflow. Further, automated measurements would allow a more comprehensive disease characterization based on a fuller assessment of the arterial tree, rather than being limited to a few arteries. Similarly, automated vascular tree extraction could help in the design of computer-aided diagnosis of pulmonary embolism by eliminating non-arterial structures prior to the search for filling defects or by limiting the search to a vascular depth that is deemed clinically significant (e.g. excluding sub segmental arteries). These automated techniques could also be used for large-scale, retrospective image-based analysis for quality assurance purposes or for image-based phenotyping for knowledge discovery in conjunction with additional clinical and genomic information.
We used the Python programming language for our tool development, incorporating unmodified third-party, open source image analysis and visualization libraries, such as the Insight Toolkit [11] and the Visualization Toolkit [12] that were accessed through Python wrappers. These tools and all dependencies are easily installed on multiple platforms. We evaluated our methods on a set of 116 CT pulmonary angiography (CTPA) images.
Materials and methods
We begin with a description of our data collection and vascular segmentation followed by the vascular graph generation process, where we detail how we map the voxels from the original segmentation to the graph edges to build a complete representation of the vascular structure. Finally, we describe our machine learning approach for pruning the spurious segments from the graph and thus improving the semantic labeling of our models.
Data collection
For this study, we used a set of 116 de-identified CTPA exams that had been collected for other studies. All images were acquired at the same institution with diagnostic imaging settings using similar multi-row detector helical CT scanners reconstructed with slice thickness ranging from 0.625 mm to 5.0 mm; the modal thickness was 1.25 mm.
Vascular segmentation and skeleton generation
Automated segmentation of medical images remains one of the most difficult problems in medical image processing [13] . While machine learning techniques for image segmentation have had a great impact on segmentation of traditional 2D scenes, a similar impact has not been seen in medical imaging where the number of available cases is much smaller and the cost of annotating images for training much higher [14] . Consequently, several researchers have introduced unsupervised learning techniques [14, 15] . Nonetheless, within the sub-domain of vascular segmentation, the state-of-the art techniques still rely on rules applied to tubular models of vascular structures, which are very good at extracting the peripheral pulmonary arteries but generally cannot capture the central arteries (pulmonary trunk and left and right pulmonary). These central vessels, which are presumably the most informative for diseases such as pulmonary arterial hypertension, are difficult to segment automatically because of their proximity to confounding structures such as the heart and the aorta. Since our primary interest is in structuring a vascular segmentation rather than in developing novel segmentation algorithms, we used the geometric level set algorithm in ITK-SNAP [16] to generate an initial segmentation of the vasculature followed by hand editing of the resulting segmentation using the paintbrush tool in ITK-SNAP. We felt this would produce segmentations similar to a quasi ideal automated technique. Since this work was motivated in part by the problem of automated characterization of pulmonary hypertension, we focused our segmentations on the central pulmonary arteries (pulmonary trunk and left and right pulmonary arteries).
The level-set segmentation required the user to both provide seed points from where to start the segmentation and either an intensity or gradient mapping that drives the evolution of the segmentation. We chose to use intensity maps because our initial experience was that the intensity maps generally produced less leakage of the segmentation into non-vascular structures. Seed points were placed in the pulmonary trunk and the left and right pulmonary arteries (Fig. 1) . The segmentation was allowed to proceed until the pulmonary trunk and left and right pulmonary arteries were fully captured. The amount the segmentation bled into non-vascular structures and how far down the vascular tree the segmentation proceeded varied depending on the characteristics of the particular CTPA exam.
Manual editing of the vascular segmentation was done by reviewing the segmentation on a slice-by-slice basis. Using the paintbrush tool in ITK-SNAP, any observed leakages of the segmentation into non-vascular structures were deleted (Fig. 2) . We did not, however, delete any vascular structures beyond the central arteries that were included in the segmentation. Consequently the complexity of the pulmonary arterial tree that was captured varied on a case-by-case basis.
Segmentation preprocessing
We observed that imperfections in the segmentation, such as small holes and surface irregularities, could lead to great difficulty in cleanly generating the vascular graph model skeleton. Consequently, some preprocessing of the segmentation had to be performed prior to generating the skeleton and then the graph. We explored using common binary filters to reduce these imperfections prior to 3D parallel thinning. Specifically, we explored using median filtering [17] and morphological closing [18] , alone and in combination. Both filters were implemented using ITK filters (itkBinaryMedianImageFilter and itkBinaryMorphologicalClos ingImageFilter respectively) with either ð1; 1; 1Þ or ð2; 2; 2Þ kernels.
We used the heuristic of minimizing the number of edges in the undirected vascular graph (see Section 2.3.1) to assess preprocessing performance. Although this minimization does not make sense in the extreme (a zero edge graph would be optimal), we found in practice this was a reasonable measure, since the filtering reduced spurious edges and not edges corresponding to true anatomical structures. An illustration of the value of this preprocessing is shown in Fig. 3. 
Skeleton generation
We generated the skeleton of the binary image using the decision-tree based parallel thinning algorithm of Homann [19] . The C++ code was downloaded from The Insight Journal website and was compiled unmodified against an ITK version 3.x library. An example segmentation and the corresponding skeleton are shown in Fig. 4. 
Graph generation
Given the skeleton of the vascular tree segmentation, we generated the graph representations of the vasculature. First, we translated the skeleton image to an undirected graph of the vascular tree. Second, we created a directed graph representation of the vascular tree. Finally, we used machine learning techniques to prune spurious nodes and edges from the graph based on features obtained directly from the graph and from features obtained by mapping the full 3D segmentation voxels to the graph. These steps are described below.
Undirected graph representation
Given a skeletal image (I skel ) generated from a binary segmented image (I seg ) by Homann's method, let S skel denote the set of nonzero voxels v in the image. To recognize vascular structures, we first mapped S skel into structures that correspond to the underlying anatomy. We achieved this using a multi-step process based on graphs using the NetworkX [20] Python library.
First, we created an undirected graph (G u ) where each v 2 S skel was added as a node in the graph. Each node (n) had as attributes the ði; j; kÞ location in the image matrix and the ðx; y; zÞ location in the world coordinate system defined for the image. Edges were added between any nodes coexisting within a 3 Â 3 Â 3 neighborhood in I skel . This algorithm is shown in Fig. 5 .
Once G u was generated, the degree of each node was used to determine which of three types of voxel the node represented: (1) degree-one nodes corresponded to endpoint voxels (n E ), (2) degree-two nodes corresponded to centerline voxels (n C ), and (3) degree-three (or greater) nodes corresponded to bifurcation voxels (a) Skeleton generated from unprocessed ITK-SNAP segmentation.
(b) Skeleton generated after processing segmentation with median and morphological closing filters. (n B ); anatomically we would only expect bifurcation nodes, but errors in the segmentation process may result in nodes with more than three neighbors. An example undirected graph is shown in Fig. 6 .
Directed graph representation
A directed graph (G d ) was next generated using the set of all endpoint nodes S n E and the set of all bifurcation nodes S n B identified in G u . Since a root node (n r ) is required for a directed graph, we developed a simple heuristic algorithm for identifying the node corresponding to the termination of the pulmonary trunk (n PT ) in the segmentation. We identified n PT using image orientation information extracted from the headers of the original medical images. Let x m be the medial location of the image, y p be the most posterior location of the image, and z s be the most superior location of the image and v mps ¼ ðx m ; y p ; z s Þ be the voxel at that location. n PT was then the degree-one node that minimized
n r was then equated with n PT . The accuracy of proper identification of n r was assessed by visual review of 2D projections of the graphs.
A bidirectional Dijkstra algorithm was used to find the shortest path (P ðne ;nr Þ ) between each n e and n r in G u . P ðne;nr Þ was then split into segments at each bifurcation node included in the path. The endpoints of each segment were either degree-one nodes (vascular endpoints) or degree-three nodes (bifurcations), while the path between the segment endpoints consisted of degree-two nodes (centerlines). The ends of the segments were added as nodes in G d while the remaining (interior) points on the segment were added as an attribute of the edge connecting the two nodes. This algorithm is described in detail in Fig. 7 .
A directed graph generated from the undirected graph in Fig. 6 is shown in Fig. 8 .
Voxel mapping
Once G d was generated, we mapped each voxel from the original segmentation to the nearest edge e i;j in the directed graph. Voxel-to-edge mapping used local coordinate systems defined along each edge centerline. The local coordinate systems were based on cubic least-squares spline fits to the edges of the centerlines (inclusive with the nodes connected by each edge). The spline was sampled at points x k where the first derivative (D the vector from the origin to the point x k , then the plane orthogonal toñ k at x k is defined by the residual value p k as follows:
All points on the plane share the same residual value (p k ). Thus along every sampled point on the fitted centerline we recordedñ k and p k . For any voxel at world coordinate x; y; z (vðx; y; zÞ) in the segmented image, we map the voxel to the centerline point x k such that
To summarize, G d is a directed graph representing the vascular structure we segmented. A node n i in G d represents either a bifurcation or endpoint in the segmentation. An edge e i;j in G d represents the centerline connecting nodes n i and n j . At each point x k along e i;j we record the local direction of the centerlineñ k , the residual p k defining the orthogonal plane, and the set of all voxels in the original segmentation that lie in that plane.
An example of a final Graph (G d ) is shown in Fig. 11 .
Graph pruning
Unfortunately, even with preprocessing prior to 3D parallel thinning, the graph generation process described above can still produce graphs with a number of errors, most notably false centerline segments due to imperfections in the surfaces of the segmentations. In previous work on automated graph generation in intracranial vessels [5] , we found that automatically pruning centerlines shorter than five voxels was an effective heuristic. With the pulmonary vasculature, automated pruning is particularly challenging because of the wide range of vascular diameters present and the short length (relative to the diameter) of the segments in the tree, resulting in actual centerlines being deleted when the threshold is made large enough to eliminate false centerlines in the pulmonary trunk. (See Fig. 9.) We therefore explored whether pruning could be determined with a machine learning approach. To create a data set for machine learning, we visually reviewed each of the directed graphs G d in our training and test sets, manually deleting any degree-one nodes (with the accompanying edge) that were judged to be extraneous. The review was done using a Mayavi [21] script based on VTK [12] that rendered the graph nodes, the fitted centerlines, and the surface of the mapped voxels. All voxels that had been mapped to a deleted edge were remapped to existing edges and the review continued until no more edges remained to be deleted. Based on this editing, every edge existing in our collection of ordered graphs was labeled as deleted or not deleted. These labels then became the target of the machine learning classifiers. (See Fig. 10.) We used the open source, Python machine learning software package scikit-learn [22] to generate both random forest [23] and logistic regression classifiers for identifying the edges that should remain or be deleted from the graphs. For the classification task, we extracted edge features from the un-pruned graph that we believed would differentiate true vascular segments from false vascular segments. The features were extracted from the centerlines themselves (e.g. path length) and from the voxels mapped to the edges (e.g., surface2volume). These features, their explanations, and brief justifications, are shown in Table 1 .
In addition to these features, we also created interaction terms between depth and each feature, since vascular characteristics vary with depth in the pulmonary tree.
The classifiers were trained by optimizing the area under the ROC curve (AUC). We used recursive feature elimination with cross validation [24] , as implemented in the scikit-learn function REFC, to select the optimal feature set. However, we found that the REFC performance was highly dependent on the characteristics of the classifier (e.g. the number of estimators in the random forest) as well as the number of cross validations performed. We therefore examined feature selection using a repeated number of REFC runs with varying the number of cross validations (2, 4, 6, 8, 10) and varying number of estimators in the random forest (10, 20, 40, 80, 160, 320, 640, 1280) . The fraction of runs where a given feature was selected for the classifier was the figure-of-merit. We built multiple models where the threshold for inclusion was varied from zero (all features were included in the model) to 1 (no features were included in the model). We then selected the most parsimonious model (fewest parameters achieving highest AUC).
Semantic labeling
We provided semantic labeling of the pulmonary trunk and left and right pulmonary arteries in our graph. Our semantic labeling proceeds from the graph root identification described in Section 2.3.2. Given the root of the graph (n r ), which we assume represents the superior portion of the pulmonary trunk (n PT ), we label the edge between the root and its child node (n 1 ) as the pulmonary trunk. The children nodes of n 1 are then examined. The edge between n 1 and its right-most child node (n r ) is labeled as the right pulmonary artery and the edge between n 1 and its left-most child nodes (n l ) is labeled as the left pulmonary artery.
Evaluation
Using the best performing machine learning classifier, we automatically pruned the vascular graphs. The machine learning classifier was trained using a leave-one-out approach. That is, the classifier was trained with data from all the cases except the case to be pruned. Using this automatically pruned graph, we then identified the pulmonary trunk and left and right pulmonary arteries. Fig. 9 . Example graphs showing limitations of length-based pruning. On the left is the graph generated with default pruning length of 5 voxels. On the right is the graph generated by increasing the pruning length to 20 voxels in order to eliminate the false centerlines in the pulmonary trunk. The resulting graph has lost true segments (marked by arrows) due to this more aggressive pruning.
The accuracy of this semantic labeling was compared to that obtained with the graphs prior to the automatic pruning. Differences in the paired proportions were then tested. We also compared correlation between manual and automatically measured diameters of the three labeled pulmonary arteries using both the non-pruned and pruned graphs.
Semantic labeling of vascular anatomy
We reviewed whether vascular anatomy could be labeled directly from the unpruned graphs or if pruning was first necessary to identify each part. Review was done by generating a 2D projection of G d with the nodes, edges (least-squares fitted centerlines), and the mapped surfaces. From these 2D projective images we then assessed whether (1) n PT was correctly identified, (2) whether n 1 was identified correctly, and (3) whether n L and n R were identified correctly. For n R and n L , correct identification meant that the nodes were placed near to the origin of the right and left apical and anterior segmental arteries.
Correlation with manual diameter measurements
Manual artery diameter measurements (pulmonary trunk and left and right pulmonary artery) were made by four reviewers. One of the authors manually selected a slice from each subject for measurement. These slices were presented to four reviewers in OsiriX (http://www.osirix-viewer.com/) where a line region-of-interest tool was used to measure the diameter of each vessel at the perceived position of maximum width. Each observer was blind to both the other reviewers' results and the quantification from the vascular models. The average of the reviewers' measurements for each case was used for comparison to the automated measurements.
Automated artery diameter measurements were made by identifying the midpoint of each segment with its corresponding orthogonal plane (see Section 2.3.3). The average distance of surface points mapped to this plane was taken to be the radius of the segment. Differences in the paired correlation coefficients between the average manual diameter and the automated measurements were then tested with Williams' test, a test for comparing correlated correlation coefficients [25] .
Computational environment and profiling
All Python code was run using the Anaconda (Continuum Analytics) Python 2.7.8 release. Relevant packages included Pandas (version 0.14.1), scikit-learn (version 0.14.1), IPython Fig. 10 . Illustration of manual pruning for creating data set. A spurious centerline in the pulmonary trunk is selected (arrow) and deleted. The voxels mapped to that centerline are remapped and a single centerline for the pulmonary trunk is produced. Fig. 11 . Rendering of an example graph. This was the largest graph generated in our data set. The root node is outlined in red; all other nodes are shown in black. The voxels from the original segmentation have been mapped to particular edge centerlines. Centerlines and matching surfaces have been drawn with matching colors corresponding to the depth of the edge. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
Results
We first review the evaluation of preprocessing of the segmentation. Then we review the accuracy of anatomy identification on our unpruned vascular graphs. Finally we describe the performance of machine learning for identifying extraneous edges.
Segmentation preprocessing
Preprocessing was found to be essential, reducing the number of edges per graph from approximately 52 to roughly 18. The best performance was achieved with the combination of median filtering and morphological closing with a larger kernel size. Table 2 summarizes these preprocessing results.
Machine learning to predict graph pruning

Feature selection
We ran the feature selection for random forests 40 times and looked at the fraction of times each feature was selected. The results are shown in Table 3 .
A similar approach for selecting features for logistic regression, although without iterating over the number of classifiers, was used. Results for the logistic regression feature selection are shown in Table 4 .
Grouping the features together by the proportion of times they were selected for the model (e.g. 0.775), we built random forest classifiers and evaluated them using cross validation. For both logistic regression and random forests, the performance of the classifiers did not drop as we removed features up to the group of features that were always selected.
Both the random forest and logistic regression had relatively high ROC areas (approximately 0.98). To evaluate if there were statistical differences between the classifiers, we used McNemar's test. Using the smallest feature set for each classifier, we compared the performance of the classifiers with training/testing test sizes of (100, 653), (200, 553), (300, 453), (400, 353), and (500, 253). There were no statistically significant differences between the classifiers. Since, the random forest classifier used a smaller feature set, we selected it as our classifier.
We examined whether a smaller set of features could be used with the random forest classifier. We were particularly interested in whether the pruning could accurately be done with only centerline/edge features as this would reduce the computational burden of mapping and remapping surface and volume points to the graph model. We repeated our feature selection process described above using only the top six selected features. The selection proportions are shown in Table 5 . We built three different random forest classifiers: (1) using the three features (T3) that were always selected (''pathlength:depth'',''exterior2surface:depth'',''length2width:dept h''), (2) using edge-only (EO) features (''pathlength:depth'',''path length'',''depth:depth''), and (3) using only ''pathlength'' (PO). The area under the ROC curves (AUC) are shown in Table 6 . As can be Table 4 Feature selection for logistic regression. seen, pathlength only shows a significant drop in performance. However, using only the top three features or using edge only features still obtains high classification performance.
Anatomy identification
3.3.1. Root identification n PT was correctly identified in 114 out of 116 cases. For the two erroneous cases, the identified node was adequate but a nearby node would have been preferred. An illustration of this is shown in Fig. 12 . n 1 was correctly identified in the non-pruned graphs in 82 out of 116 cases, failures being due to the presence of false centerlines between n PT and the true n 1 location, as illustrated in Fig. 13 . n R and n L were both correctly identified in 74 out of the 116 cases respectively. The majority of these failures were due to a failure to first correctly identify n 1 .
Semantic labeling of vascular anatomy with and without pruning
Performance of the semantic labeling of the vascular anatomy were similar for all three arteries examined. Results are shown in Table 7 . Semantic labeling with pruning performed better than with the unpruned graph regardless of the pruning algorithm. These differences were highly statistically significant (p ( 0:05) with correction for multiple comparisons. Pathlength-only pruning performed significantly worse the other pruning algorithms, as expected. There was not a statistically significant difference between the edge-only (EO) and top-three-feature (T3), and all six top features (T6) pruning. Statistical comparisons of the top three performing pruning algorithms are shown in Table 8 . There were no significance differences between the three algorithms.
Morphological feature extraction using automatically generated graphs
Automated pruning of the graphs uniformly improved correlation coefficients between manual and automated measurements. Table 9 shows the correlation coefficients between the manual and automated (with and without pruning) measurements for the three arteries of interest. Correcting for multiple comparisons, the improvements in the pulmonary trunk correlation were nearly statistically significant (t = À2.047, p = 0.022, a ¼ 0:017) while the improvements for the left and right pulmonary arteries were highly significant (p ( 0:017). Fig. 12 . Rendering of a graph where the identified pulmonary trunk root node was suboptimal. Fig. 13 . Rendering of a graph where the identification of n1 (and consequently nR and nL) is due to false centerlines in the pulmonary trunk. 
Computational performance
We performed code profiling on 25 randomly selected cases. The average compute times for the various steps are shown in Table 10 . These values were computed without parallel processing. Many of the steps are obviously parallelizable and thus the algorithm could be expected to have increased performance when this is exploited.
In the graph generation step the two most expensive steps were (1) labeling of the binary image to get the connected components (55.5%) and (2) generating the undirected graph from the labeled skeleton image (33.3%). In the voxel mapping, the most computationally expensive step that we have created, the two most expensive steps were (1) mapping the surface voxels to the edges (72.0%) and binning the mapped voxels into orthogonal planes (21.6%).
Discussion
In this paper we have addressed the segmentation, structuring, and labeling of the central pulmonary arteries depicted in CTPA images using vascular graphs. While we limited ourselves to CTPA images, the techniques would be applicable to magnetic resonance images. Our work was motivated by the goal of automated characterization of pulmonary hypertension by quantifying the diameters of the pulmonary trunk and the left and right pulmonary arteries, but the techniques we use are obviously applicable to other vascular trees. In fact, our work here expands upon similar work we have done with intracranial vessels. Application to many other vascular trees can be envisioned. For example, capturing the hepatic arteries and portal veins for planning liver resections or analyzing the deep veins of the pelvis and lower extremities for identifying thrombosis. An obvious extension of our work is to the structuring of the pulmonary airways, which share geometric similarities to the pulmonary arteries. In our limited experience with airway segmentations, there are a number of notable differences in what challenges need to be addressed, primarily that while the contrast between the HU of air and surrounding tissues is high with little or no overlap, airway segmentation is easily disrupted by artifacts. Simultaneously segmenting both the pulmonary arteries and the pulmonary airways would help us with our pruning and semantic labeling as the arteries and airways are bundled with roughly equal diameter. The pairing of arteries and airways could thus help distinguish artery from vein and help eliminate false positives by having reinforcing information about size and direction.
In this work we used the existing ITK-SNAP package to perform a semi-automated segmentation process, as described in Section 2.2. Even with great care in the selection of segmentation parameters, it was extremely difficult to consistently segment the pulmonary arteries while excluding with high specificity the aorta, heart, veins, and other structures. Consequently, we manually edited the segmentations to eliminate spurious components of the vascular segmentation. Our starting segmentations will therefore likely be of higher quality than what would realistically be expected from a fully automated method. Nonetheless, our segmentations still retain imperfections, and an important question we address is how to achieve accurate semantic labeling of the central pulmonary arteries despite these imperfections. Since we had corrected gross segmentation errors (primarily bleeding of the pulmonary artery segmentation into the aorta) by hand, we address how to work with only a modest amount of local imperfections in the segmentation. Further, we are only concerned with how these imperfections impact our skeleton generation and subsequent semantic labeling.
The extent that these errors occur is tightly related to the type of segmentation used, specifically in how much local, neighborhood, or global information is incorporated into the segmentation. The geometric level set segmentation method we used requires the user to balance how much neighborhood information (smoothing) is enforced on the segmentation. In order to promote the segmentation proceeding down the distal arteries, we opted for a smaller constraint on the surface smoothness. Consequently, our pulmonary artery segmentation was more prone to leak out into adjacent structures. Since our focus was on the central pulmonary arteries, we likely could have increased the amount of smoothness enforced on the segmentation, thus reducing the number of false segments generated, and still segmented the arteries we analyzed. However, since distal vessels are ultimately also of interest, a more elegant solution would be to incorporate global information a prior in the form of statistical shape models of the pulmonary arteries.
For our skeleton generation, we also used an existing parallel thinning package. The parallel thinning package is freely available and ran quickly, but may be more sensitive to surface irregularities than techniques that use more global information. Our pre-processing steps reduced but did not completely eliminate errors in the graph generation due to surface irregularities, primarily due to the fact that we are still working with the discrete nature of the images. An alternative technique worth exploring would be surface smoothing techniques such as those available in SPHARM-PMD [26] . We did show, however, that machine learning techniques can be employed to accurately prune false edges from the graphs with ROC areas as high as 0.98. Using the machine learning algorithms to prune the graphs, we were able to achieve accurate semantic labeling of the main pulmonary arteries. The main pulmonary trunk was correctly identified as high as 99% of the time with the left and right pulmonary arteries identified correctly 98% and 97% of the time respectively. The most accurate pruning relied on features from both volumetric, surface, and centerline edge features, but accurate pruning can still be achieved using edge-only features which are much less costly to compute. The trade-off between accuracy and computational cost is an open question that will be application dependent. In our classification models, interaction terms with depth (path distance from the graph root to the edge) were vital. Adding depth and depth interaction terms significantly increased the AUC of our pruning models compared to earlier results [27] where our highest ROC area was only 0.89. To our surprise branching angle, which had been suggested as a valuable feature to differentiate true from false centerlines [6] , was not an informative feature.
When building our pruning classifiers, we did not observe great performance with feature selection algorithms, as described in Section 3.2.1. This might be due to the fact that our feature space was already fairly small and the algorithms were designed for reducing much larger feature sets. The random nature of the feature selection process implies variability in the resulting selected feature sets. We have observed this phenomena but have not systematically investigated it. There are several limitations of this work. Foremost, while our intent is to develop an automated method, we are still limited to a fairly manual segmentation process. While we are working on developing automated segmentation techniques for the pulmonary arteries, a viable solution remains elusive. We do not intend for our analysis to always rely on hand edited segmentation, but believe our results will be similar to those obtained using more sophisticated techniques that may be developed in the future. The vascular segmentation and editing of the segmentation were all done by a single user. Thus our models are more susceptible to human error than if we had used the consensus results of multiple observers. Related to this, our visual review of the models for pruning only presented the model and was not integrated with the original 3D images. Thus it could at times be difficult to differentiate spurious centerlines from true vascular stubs. Given the wide anatomic variation in the pulmonary arteries, our data set is relatively small. Further, we only assessed anatomic identification and morphology measurements for the central pulmonary arteries.
The work presented here points towards several obvious next technical steps. First, we should investigate whether the machine learning pruning could be used to prune vascular skeletons without manual deleting of the regions where the segmentation bleeds into non-arterial regions. If this approach were successful, a greater latitude on segmentation accuracy could be tolerated. Second, the graphs themselves could form the basis for a segmentation method where the graphs represent a priori information about the pulmonary vascular anatomy. Finally, we should investigate the characterization of a broader range of features from the pulmonary arteries, and explore the use of these features for disease diagnosis and phenotyping.
Conclusion
We have presented a graph-based technique for automatically identifying vascular substructures within a segmentation of a vascular tree. We illustrated our technique by applying it to pulmonary arterial trees. Our technique leverages a variety of open source, platform independent tools that greatly reduced the cost of development and improved the quality of the resulting code, since we were able to leverage well written, validated code bases such as the Insight Toolkit. Our project is available on GitHub at https://github.com/chapmanbe/vasctree.
In work to be reported separately, we have used these automatically generated models to both classify subjects as being positive or negative for pulmonary hypertension as well as to predict pulmonary arterial pressures. We are currently working on using these graphs as a data-reduction method for characterizing large populations of vascular trees, with application to image retrieval, knowledge-based skeletal pruning, and computer-assisted diagnosis.
