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来共起情報の抽出や語の多義性解消に用いられてきたNaiveBayes ［Domingos96 ］ による推定方
法との比較を行っている．









割を考え，文を構成 する要素をENTITY,EVENT ，PROPERTY という3 つの大きなカテゴリに分
けている.構文解析された語は付与 された意味タグに基いてこれらのカテゴリごとにまとめられる。ENTITY
は文 において事象（EVENT ）を行 う，あるいは事象が起こされる実体である.EVENT は
事象そのものである.PROPERTY はENTITY が持つさ まざ まな性質，特徴であり，ENTITY をさ
まざ まな側面から記述する．構文解析結果 （統語情報）で動詞とされた語は事象を表し ている限 り
文の意味表現においてはEVENT とし，名詞とされた語でも意味役割により事象を表しているもの



























TRANS(transformation) μ 形状の変化 EVENT
EVA(evaluation) 実験者の評価 EVENT
MES(measuremenl) II 測定 EVENT
PHE(phenomenon) 実験材料の引き起こす現象 EVENT
QAL(quality) 実験結果 として得られる質的なもの PROPERTY
QAN(quantity) μ 量的なもの PROPERTY
APA(apparatus) 実験に用いる装置 PROPERTY
TOL(tool) II 小道具 PROPERTY
CON(container) μ 容器 PROPERTY
MET(method) μ 方法，手法 PROPERTY
LAW(law) μ 法則，原理 PROPERTY
CDT(condition) 実験条件 PROPERTY
PRO(property) 材料の外見の特徴 PROPERTY
COMP(composition) I) 化学組成 PROPERTY
STRU(structure) ノ 物理構造 PROPERTY
表1 で記した意味タグ付与を行うsemantic_tagging関数のアルゴリズムを示す．アルゴリズム中
のthesaurus とは，材料設計分野のシソーラス,termdata とは基本用語の意味タグデータを指す．
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semantictagging(term)
－Input:
構 文 解析 さ れ た文 の 統 語 タ グ が 付 い た 各 語 （term ）Output:













（terml ＝=term2 ）&&(termlissynonymofterm3 ｝thensemantictag
＜-semantictagging （term3 ）returnsemantictag
ア ル ゴ リ ズ ムI.semantictagging 関 数
－
2.3 意味構造データの自動生成
意 味 構 造 データ を自動 生 成 す る関 数addsemantics の し く みを アル ゴ リズ ム2 に示 す.add
－semantics
関数は前節におけるsemantictagging 関数を呼び出し, 得られた意味タグの種類 によって
（2.1.2）で示 したENTITY ，EVENT ，PROPERTY の3 つの意味ブロックのいずれかに分類す る.
（2.1.2）で示 した文中の語の意味役割 は統語情報を保持しつつ意味内容を持たせているが，例 えば表
層の統語情報では名詞であっても，意味的には事象を表す語もある.addsemantic 関数はその よう
ー
な情報 も考慮して分類する．3 つの意味ブロックに分類 された後，それらは一文単位で結合され，（2.1.2
）のリスト構造を形成 する．アルゴリズム1,2 は,CommonLisp ［Steele90,Norvig92,Graham96
］ を用いて実装されている．
なお,LISP のプログラムでは構文解析 を施したサンプル文章の先頭から一文ずつ読み込 み,addsemantics
関数を適用し，出力 としての意味構造データを順にファイルに蓄 えていく．また，意味タ
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る各ノートの確率が変化する様子を図 目こ示す．図 目こおいて,ev ＋,ev はノートV の上流，下流
にある事象，λ（V ）はV が観測されたときのV の下流にある事象ev の生起確率，λμU) はノートV
から親ノートU に伝達されるメッセージ，π（V）はV の上流にある事象ev＋が観測されたときのV












率は高くなる．これ以降ENTITY ，EVENT ，PROPERTY カテゴリに属する意味 タグをそれぞれENTITY






ここ でENTITY ，EVENT ，PROPERTY に分 けて記 述 する と，以 下 の よう にな る．
ENTITY ：({MATSOLIDIFYINGINGOT)(ATOOXIDESANDNITRIDES)(PARTSURFACE)(SOUBEAM))EVENT
：((EVEALLOWED)(EVERESTRAINED)EVESWEPTBACK))PROPERTY:((QALLOWDENSITYINCLUSIONS)CONHEARTH)(TOLMECHANICALBARRIER)(UNKOTHEREND)))
文1 の意味 クグから図2 のBBN を構成する．図2 にお いて,EVE ノート とCON ノート間 には
“in" という前置詞によってより強 い関係が保た れている，すな わぢin" の出 現によって2 つの
メード の共 起す る確 率が高 まってい る と考 える．図1 と対 応さ せて 図2 を説 明 す る．図2 で はENTITY
，EvENT ，PRoPERTY の順で ノートに親子関係を持たせ ている．図2 において太線で囲
まれたノートについて説明する．まず，親ノートから子 ノートへ伝達される確率 πについて考 える.
πeve(^) はENTITY カ テ ゴ リ に 属 す る 意 味 タグ の 中 でMAT タ グの 出 現 す る 確 率P(M ／T
＼ENT汀T ）であ りENTITY ノートからEvENT ノートへ伝達されるメッセージ となる.7tpro(EVE.
“in")はEVE タグど'in" が共起してい る時の確率でCON ノ- トへ伝達される．次に子 ノートから
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親 ノートへ伝達されるメッセージを考える。λ。皿fAT ＼EVENT) はEVENT タグとMAT タグの共


















本研究ではBBN における確率の算出をHUGIN ［Huein96 ］ のデモ版を用いて行った．最初に
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各ノート には，親ノートである意味タ グが文中に出現した場合の条件付 き確率を与 えなければなら
ない． ここで条件付き確率を（3.2.1）で定義する．エントロピ （ーEntropy ）とは，情報理論で頻繁に
用いられる概念であり，任意のサンプ ルの集合における不純度つ まりサンプルデータがどの くらい
不規則に混じり合っているのかを示すものである． また，サンプルデータを分類するために必要と
するビット量を表している． エントロピ ーが少ないと， サンプ ルデータを分類しやすく，多い と分
類し にくいことを示す.n び,y) はx,y が共起する頻度を示す.a,b は重み付けのための定数である.
（3.2.1）において，tag の条件付き確率を，tag が親ノートの意味 クグと共起する情報だけから得る
のではなく，エントロピーを取 り入れてa,b によって重 みをつけて算出する．本研究ではエントロ
ピ ーを，語に対して意味タグを付与 する作業 における容易 さの目安 として用いる．あ る状況に対し
てある意味タグが少しの場合 にしか付与されないならば，エ ントロピーは少ないが，逆にそのよう
な場合に別の意味タグを付与 することは許 されないこともありうる． これは少ない語についての貴
重度を無視できないことを表しており，それに対 する重みを備える必要がある．一 方で，ある状況
に対してほとんどの場合一つの意味タグが付与されることが適しているならば，その意味タグは受
容度が大きく，付与する作業も容易であ る． これら二つの場合に対 する重みとしてエントロピーを
導入し，貴重度 と受容度 を考慮する.（3.2.i）における1 ―Entropy(tag) は，貴重度と受容度が大 き





(3.2.1)で,P(tag ＼Parenリ αg)は候補となる意味タグが文中の目的の位置にParenttag と共起する
条件付き確率，戸 はサンプルデータ中で，tagが親ノートにおける意味タグと共起する割合，P- は
同じカテゴリのtag以外の意味タグが親ノートと共起する割合を示す．
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構文解析の結果から得られる係り受けを考慮すると文2 のBBN は図3 になる．文2 で前置詞と
共起している語の一つに“vacuum" がある.サンプルデータから図3 のBBN を構築した場合の初期
確率を算出し，PROPERTY タグがEVE ならびに前置詞“under" と共起した場合,BBN における
メッセージの伝播によって，最もEVE タグの確率が高くなるPROPERTY クグを求める．
PROPERTY
図3 文2 のBBN 表現














約3,500ワードである．出 ～(3) に示した確率をPROPERTY タグについて計算し,BBN を用いて
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生起確率を求めた．サンプルデータにおけるPROPERTY タグの出現頻度，エントロピー，伝播前
の生起確率,BBN による確率伝播後のEVE タグの生起確率を表2 に示す．
表2PROPERTY タグの出現頻度とEVE タグのBBN 伝播後の生起確率
tagk n(tagk,EVE,"under") Entropy P(tagjEVE ，"under") P(EVE|MAT."under",laeJ
QAL 18 .569 .1941.222
QAN 35 .828 .243 .264
APA 0 .000 .000 .000
TOL 0 .000 .000 .000
CON 2 ．目I .190 .219
MET 9 .355 .183 .212
LAW 0 .000 .000 .000
CDT 66 .999 .394 .367
PRO 4 .629 .185 .214
COMP 0 .000 .000 .000
STRU 0 .(X〕0 .000 .000
n(MAT ）=10,238,n(ENTITY) こ28、657.n(EVE.M.M)=7.147 ，n(EVENT)=26.943a
ニ0.8.b=0.2
4.2PROPERTY タグがUNK である語の意味タグの推定
文2 で“vacuum" の意味タグが未知であるとして実験を行う.BBN を用いてEVE タグの生起確
率が最大になるPROPERT タグを設定することは,文2 で適切な意味タグに変更することと同じで






が決定される.（5.1.1）からtag を推定した結果を表3 に示 す.
（5.□）
tag ＝argmax[log,/ ］(tagj＋ ＼o^^P(EVE＼tag丿 ＋ ＼o%^P("under¨＼tagJ)PROPERTY
＝{OAL,OAN.AP ふTOL,CON,MET.LAW.CDT.PRO,COMP.STRU]
OagJ ル
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表3NaiveBayes によるPROPERTY タグの推定
tagk n(ta乱) n(EVE,tag,) n(“under",tag,,) NaiveBayes
QAL 9,486 834 20 -14.717
QAN 8,346 932 40 -13.372
APA 2,074 146 0 -8.342
TOL 2,056 352 0 -7.072
CON 355 16 2 －19.003
MET 4,105 354 10 -15.745
LAW 433 12 0 一川.947
CDT 7.208 491 82 -13.050
PRO 6,678 491 6 -16.712
COMP 3,523 221 0 -7.744




する.NaiveBayes での結果は表3 にあるように，TOL が最大になっているが，TOL のP “'under"





対数の値がNaiveBayes に影響しない．よってPC'unde 川・昭j の値がO の意味タグは無視して考
えることにする．
そうした場合，CDT が-13.050と最大値をとる．一方で本手法でも，表2 からEVE タグのBBN
伝播後の生起確率を最大にするのはCDT の0.367である．次に大きい値はNaiveBayes ではQAN
の-13.372 であり，本手法ではQAN の0.264である.NaiveBayes では他の値と比べるとCDT とQAN
の値は接近しており，文章の意味構造を作成する以前の構文解析のエラーを考慮すると，値が
最大であってもCDT が最適であると決定するためには有意か否かの判定が必要である．それに対
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結果が得られなかったとも考えられる．
別の問題 として，本手法で は 可¬tag,Pαrenしtag) を求 める際 に，tag以外のPROPERTY タグと
共起するParenttag に こで はEVE タグと前置詞“under" ）をカウントしている．文章データの中
にはPROPERTY タグと共起しないParenttag も存在する．本手法で はPROPERTY タグの推定
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Abstract
Intheprocessingofnaturallanguage,itiscriticaltograspwholemeaningsthatare
conveyedviasentences.Sophisticatedsemanticrepresentationisnecessaryforthe
automaticconstructionofsentencestructure.Forthesemanticrepresentationof
sentencestructure,thispaperproposesa “semanticblock"inwhichboththesyntacticinformationandthethematicrolesofwordsappearinginsentencesaretakenintoaccount.Thisstudyfocusesontechnicalpapersonmaterialdesign.Thesentencestructureiscomposedofthreesemanticblocks:
“ENTITY,"
“EVENT,"and “PROPERTY グTheENTITYblockrepresentsphysicalobjectsandagentsthatcauseevents.TheEVENTblockrepresentstheeventsthemselves.ThePROPERTYblockrepresentsthepropertiesofobjectsintheENTITYblock.Thesemanticblockisimplementedbyaliststructure.Thispaperreportstheresultsobtainedafterapplyingthismethodtoextractinformationfrompapersonmaterialdesign.Inaddition,BayesianBeliefNetworks(hereafterBBN
）areusedinordertoincorpo-rateco-occurringinformationofsemantictagsintothesemanticblock.ThispaperdiscussespossiblewaystouseBBNforthesemanticrepresentationofasemanticblock.ThestochasticquantificationestimatedbyBBNenablesthesemanticblocktointegrateco-occurringinformationintothesemanticrepresentationofwordsappearinginit.
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