In order to accurately detect the fuzzy anomaly data existing in big data networks, it is necessary to study the localization and recognition algorithm. The current algorithms have problems related to poor noise reduction, low recognition e ciency, high energy consumption and low accuracy. A novel localization and recognition algorithm for fuzzy anomaly data in big data networks is proposed. The multi-wavelet denoising method is used to remove the noise signals existing in the network. The kmeans algorithm is utilized for network clustering, and the association mode between nodes and the unitary linearity regression model is adopted to eliminate spatially and temporally redundant data that exist in big data networks. The similarity anomaly detection method based on multifeature aggregation identi es fuzzy anomaly data existing in big data networks, establishes an anomaly data localization model, and completes the localization and recognition of fuzzy anomaly data. Experimental results show that the proposed method has good noise reduction, high recognition e ciency, low energy consumption and high accuracy of localization and recognition.
Introduction
Due to the interference of deployment methods, limited energy, environmental noise, internal manufacturing defects, etc. nodes in big data networks are prone to fail-ure or abnormal readings. This results in segmentation of the network, dynamic changes in topology and packet loss when the network is congested, especially for large-scale and high-density deployment scenarios [1] . A large number of sensor nodes may be randomly distributed in complex and harsh environments with other external interferences, such as direct electromagnetic communication interference, arti cial or non-human physical and chemical factors. This can cause failure and damage to the node itself, resulting in noise, errors and defects in the collected data. Inexpensive sensor nodes have very limited computing power, memory, energy, communication bandwidth and other resources; it is inevitable that they will generate unreliable or inaccurate data [2] . When fuzzy abnormal data is present in the big data networks, it is more vulnerable to external malicious attacks, such as denialof-service attacks, black hole attacks and eavesdropping, which pose a threat to the safe operation of big data networks. This motivates the need for locating and identifying fuzzy anomaly data. The current localization and recognition algorithm of fuzzy anomaly data have problems related to poor noise reduction, low recognition e ciency, high energy consumption, and low accuracy. Thus, localization and identi cation algorithms need to be further studied [3] .
Liu et al. [4] proposed a localization recognition algorithm for network fuzzy anomaly data based on information gain feature selection. The algorithm normalizes the network data through the preprocessor and selects important features based on the information gain dimension reduction method. The dimension of the data set is reduced, and a random classi er is used for training and prediction to locate and identify the fuzzy anomaly data. The algorithm does not e ectively remove the noise signal existing in the big data networ. Zhao et al. [5] came up with a localization and recognition algorithm for network fuzzy anomaly data based on migration learning and DS theory. The algorithm uses the migration learning method to model known network attacks and considers di erences between the fuzzy abnormal data. The analysis of the unknown network behavior by the trained classi er, combined with the DS evidence theory, is used to detect the fuzzy anomaly data with inconsistent distribution. The algorithm is prone to error in the training process, and the obtained localization and recognition results have low accuracy. Zhou and Xiong have proposed a localization and recognition algorithm for network fuzzy anomaly data based on data mining. The algorithm rst extracts the network state signal, preprocesses the signal through a wavelet transform, and extracts the characteristics of network state anomaly detection. The fuzzy anomaly data detection is modeled with an echo state network, and the parameters of this network are optimized with a genetic algorithm, so as to achieve optimal localization and recognition of the fuzzy anomaly data. The algorithm takes a long time to identify fuzzy anomaly data, and there is a problem of low recognition e ciency [6] . Liu and Li [7] developed a localization and recognition algorithm for network anomaly data based on compressed sensing. The algorithm establishes a detection model for fuzzy anomaly data, and uses compressed sensing technology to process the temperature measurement data of the lower-level detection node collected by the upper observation node. This is combined with the sparse temperature data to construct an e ective sparse matrix and measurement matrix, rede ning the orthogonal transform preprocessing strategy of the measurement matrix. This makes the CS observation dictionary satisfy the constraint equidistant condition and rede nes the discrete spider coding mode. The spider population is continuously co-evolved to obtain the position information of non-zero elements in the sparse results. The least squares method is utilized to obtain the amplitude information of non-zero elements and the paradigm population is iteratively evolved to obtain the parameter sequence. The localization and recognition of fuzzy anomaly data are completed by detecting the correlation threshold of the parameter sequence. When the abnormal data is located and identi ed, there is less residual energy in the network node, and there is a problem of high energy consumption.
In summary, a localization and recognition algorithm for fuzzy anomaly data in big data networks is proposed. The speci c steps are as follows: 1) The multi-wavelet variation denoising method is used to remove noise in the network.
2) The association mode between nodes and the linear regression model are utilized to eliminate the redundant data.
3) The localization and recognition of fuzzy anomaly data are completed by the similarity anomaly detection method based on multi-feature aggregation.
Experimental results and analysis verify the overall effectiveness of the localization and recognition algorithm for fuzzy anomaly data in big data networks.
Methods . Multi-wavelet variation denoising
The localization and recognition algorithm for fuzzy anomaly data in the big data networks removes the noise present in the network signal through multi-wavelet variation. A new threshold function is constructed to perform secondary denoising on the processed signal [8] . The speci c algorithm is as follows:
Let the discrete sample sequence of the original signal f (x) in the big data network be 
Where, j = ∼ J, J is the best decomposition scale, and h j and g j represent that inserting new lters consisting of j − zeros between each adjacent two coe cients inh and g, respectively.
For the wavelet coe cient W d f on scale 1, another three-scale wavelet transform is performed, namely:
In the formula, j = , , . The wavelet coe cient of the second wavelet transform on the scale 1 is set as 0, that is,
Then the wavelet coe cients of the remaining scales are reconstructed, and this result is used as the wavelet coe cient of the rst wavelet transform on the scale 1, namely:
The wavelet coe cients are reconstructed with the wavelet coe cients of other scales of the rst wavelet transform to obtain the denoised signal in the big data network:
Where j = J ∼ . To overcome the shortcomings of the hard threshold function and the soft threshold function, a new threshold functionŵ j,k is constructed:
Where w j,k represents the wavelet coe cient of the signal decomposition and λ is the threshold. The big data network signal is denoised twice by a new threshold function to obtain the denoised big data network signal S ′ d j− f :
.
Redundant data removal
The localization and recognition algorithm for fuzzy anomaly data in the big data network uses k-means algorithm to cluster the network, and mines the association mode between nodes to eliminate spatially redundant data. It establishes a linear regression model in the sensor nodes to remove temporal redundant data in the big data network, so as to improve the recognition e ciency of the algorithm.
. . Clustering
The k-means algorithm is used for clustering. The sensor data is rst transmitted to the cluster head and then to the base station by the cluster head, so that a large number of nodes directly transmit the sensing data to the sink node, causing excessive energy consumption and premature death of the node [9] . The k-means algorithm is a typical distance-based clustering algorithm. Euclidean distance is used as the evaluation index of similarity measurement. That is to say, the smaller the distance between two objects, the greater the similarity. Sensing nodes in the network are densely deployed, and the spatial correlation of the sensed data from similar nodes is stronger. The speci c steps of the clustering algorithm are as follows: 1) Randomly select k cluster centroid nodes in the big data network.
2) Determine the cluster to which each sensor node s i belongs. Calculate the Euclidean distance from node s i to each cluster centroid node u j . The node with the smallest Euclidean distance is selected as the cluster centroid node and marked asO[j, i] = , indicating that centroid node u j is the centroid node of node s i . 3) Recalculate the mean of each cluster. 4) Repeat the second and third step until the cluster centroid node no longer moves.
. . Spatial correlation judgment
According to the spatial change characteristics of physical phenomena, within a certain temporal range, the perceptual data collected between adjacent sensing nodes are the same or similar, or the di erence is approximately constant [10] . The localization and recognition algorithm for fuzzy anomaly data in the big data network mines the association pattern between two nodes through the historical perceptual data. If the tting error of the historical raw data sequence of the cluster head node u i and the intracluster node s j is less than the given error threshold ε, it can be determined that the intra-cluster node s j is spatially related to the cluster head node u i . If the tting error of the historical raw data sequence of the cluster head node and the intra-cluster node is greater than a given error threshold, it is spatially redundant data in the big data network, which should be eliminated.
In a certain temporal range, the latest m consecutive historical sensing data points of cluster head node u i and intra-cluster node s j are
} respectively, then the spatial correlation between nodes u i and s j can be determined as follows:
First: the sequence of di erences formed by nodes u i and s j is ∆X (i,j) , and the expression of ∆X (i,j) is as follows:
Where,
Second: calculate the mean value l of raw data sequence of nodes u i and s j from the di erence sequence ∆X (i,j) :
(10) Third: calculate the tting error Error of the two sequences according to the mean l:
Fourth: if the tting error Error is smaller than the given error threshold ε, it can be assumed that the sensing data of the two nodes are related, and the correlation pattern l is stored in the correlation matrix C[i, j], and vice versa, which is spatially redundant data.
Fifth: repeat First -Fourth until all the correlation patterns of the intra-cluster node and the cluster head node are determined.
When the sink node receives the sensing data of the cluster head node, the sensing data of s j is restored by using the following formula:
so that the recovered error Error is less than ε.
. . Temporal correlation judgment
The nodes in the big data network periodically collect data in a high-frequency manner. For the data collected by a single node, the sampling time t can be regarded as an independent variable, and the corresponding data x i (t) is used as a piecewise linear function relationship of the dependent variable [11] . For nodes that are required to send data, the localization and recognition algorithm for fuzzy anomaly data in the big data network uses a linear regression model to eliminate temporally redundant data. It is assumed that the linear relationship between the acquisition time t of the node s i and the data x i (t) is the regression equation:
Knowing that the data sequence of the node s i is X i = {x i ( ), x i ( ), · · · , x i (m)}, β and β are parameters in the unitary linear regression model that are tted according to the least squares method. The equations for resolving these parameters are:
The m data points collected by the node s i are sequentially distributed along the time axis near the tted regression line. The constructed unitary linear regression model is shown in Figure 1 .
In this diagram, δ is the absolute error of the m + -th data point and the actual value of the node s i .
The formula for calculating δ is as follows: Similarity is a concept in mathematics. It is used to judge the degree of di erence between two data samples. The "distance" is often used to describe the degree of similarity. The larger the distance, the smaller the similarity between the two data samples [12] . A data sample can be two numbers, two sequences, or more generally, two vectors. The localization and recognition algorithm for fuzzy anomaly data in the big data network uses the Euclidean distance, as the standard to measure the similarity, and realize the localization and recognition of the fuzzy anomaly data. Let De be the Euclidean distance between the two sets of samples X and Y in N-dimensional space L. The formula for calculating De is as follows:
Let D e represent the Euclidean distance between two matrix samples P and Q in N × M space S. The formula for calculating D e is as follows:
Let Sim(P, Q) represent the similarity of D e , and the formula for calculating D e is:
Where P, Q are againN × M-dimensional matrices, i = , , · · · , n and j = , , · · · , m. Using multi-feature similarity methods to detect fuzzy anomaly data in big data networks, it is rst necessary to construct a feature set of normal network states [13] . Through long-term data collection, the data is analyzed, clustered and aggregated to form a feature set per unit time and a threshold marked by time. If a uniform standard threshold is used, the periodicity of the network tra c cannot be re ected and the time stamp threshold is used, that is, the real-time tra c of a speci c time period is discriminated by the threshold of a speci c time, which can e ectively reduce the false alarm rate [14] .
The speci c algorithm is as follows: 1. Initialization of feature set update times n. The initial value of n is determined by the total time T and the sampling interval time t of the training data, the expression of n is as follows:
3. The counter T is incremented by 1 each time the standard feature set needs to be updated. 4. Collect network characteristic data once every sampling time.
De ne the × M-dimensional real-time feature matrix
I, which is used to store the feature information of the fuzzy anomaly data of the big data network.
Each row corresponds to one feature set. When there are less than m attributes in each category, it is set to 0. Each feature set is handled di erently. When the source network segment exit tra c is to be stored, the cosine is required to set the column number of each network segment in the matrix [15] [16] [17] [18] [19] [20] [21] . Let the network segments A, B, and C correspond to the rst, second and third column in the matrix respectively. The data of each sampling time needs to be stored according to regulations. To store the destination port tra c characteristics, it is divided into {( , ), ( , ), ( , ), ( , ), · · · , ( , )} by port number segment. Each port number segment corresponds to the columns in the matrix, in order:
Similarly, the × M standard feature set matrix S is obtained from the training data:
Calculate the Euclidean distance De(I, S) of the realtime feature set matrix and the standard feature set matrix:
Where i = , , · · · , , j = , , · · · , m. The similarity Sim(I, S) of the real-time feature set matrix and the standard feature set matrix is obtained by the Euclidean distance De(I, S):
If the similarity value is higher than the threshold ξ T of this period, it is normal data, and the feature set is updated. Each attribute of the standard feature set matrix and the corresponding attribute of the real-time feature set matrix are weighted and averaged, and the updated feature set attribute is S ij (n + ), and the expression is:
Let S(n + ) represent the updated feature set matrix, and the calculation formula is:
If the similarity value is lower than the threshold ξ T of this period, it is the fuzzy anomaly data, and the positioning model DW of the fuzzy anomaly data is constructed to complete the localization and recognition of the fuzzy anomaly data of the big data network:
Where a i represents the distance between adjacent servers in the big data network and r represents the correction factor.
Results
In order to verify the overall e ectiveness of the localization and recognition algorithm for fuzzy anomaly data in the big data network, it is necessary to test the localization and recognition algorithm. The operating system of this test is Windows 7.0 and the experimentation platform is Matlab. There is a large amount of noise in the big data network, which will a ect the localization and recognition of fuzzy outlier data. The localization and recognition algorithm for fuzzy anomaly data in the big data network (algorithm 1), the localization and recognition algorithm for fuzzy anomaly data in the network based on information gain feature selection (algorithm 2), the localization and recognition algorithm for fuzzy anomaly data in the network based on migration learning and DS theory (algorithm 3) and the localization and recognition algorithm for fuzzy anomaly data in the network based on data mining (algorithm 4) are all tested. Four di erent algorithms are used to remove the noise existing in the big data network, and the denoising e ects of the four di erent algorithms are compared. The test results are shown in Figure 2 . Analysis of Figure 2 (a) shows that the localization and recognition algorithm for fuzzy anomaly data in the big data network is used to denoise the signal, and the signal frequency is smoother and uctuates less frequently than the signal before the denoising. Analysis of Figure 2 (b), (c) and (d) display the localization and recognition algorithm for fuzzy anomaly data in the network based on information gain feature selection, migration learning and DS theory and data mining applied to denoise the signal. The di erence between the signal frequency before and after denoising is small, also the frequency after denoising uctuates greatly. Comparing the denoising results of the four di erent algorithms, we can see that the localization and recognition algorithm for fuzzy anomaly data in the big data network can e ectively remove the noise existing in the big data network. As the localization and recognition algorithm for fuzzy anomaly data in the big data network uses the wavelet transform method to denoise signal and construct a new threshold function to quadrate the signal, which e ectively removes the noise and improves the signal-to-noise ratio.
All of the algorithms were tested, and the time used by four di erent algorithms to identify fuzzy anomaly data are compared, the test results are shown in Figure 3 .
Analysis of Figure 3(a) shows that when the localization and recognition algorithms are used to identify the fuzzy anomaly data, the time used in multiple iterations is within 6 s. Figure 3(b) and (d) show that the time used in multiple iterations is as high as 8 seconds. When the network fuzzy anomaly data location recognition algorithm based on migration learning and DS theory are used to identify the fuzzy anomaly data existing in the big data network, the time used in multiple iterations is as high Comparing the test results of the four different algorithms, the time used by the big data network fuzzy anomaly data localization and recognition algorithm is less than the time used by the other algorithms, because it removes the spatial and the temporal redundant data existing in the big data network before localization and recognition, the time taken for processing the data is reduced and the recognition e ciency of the algorithm is improved.
In order to further verify the overall e ectiveness of the localization and recognition algorithm for fuzzy anomaly data in big data networks, the algorithms are tested in terms of energy consumption of fuzzy anomaly data localization, these results are shown in Figure 4 .
Analysis of Figure 4 (a) shows that after the localization and recognition algorithm is utilized for identifying and recognizing fuzzy anomaly data, the residual energy of the nodes in the network is above 800 Am. Figure 4(b) shows that when the network fuzzy anomaly data localization and recognition algorithm based on information gain feature selection is utilized to locate the fuzzy anomaly data, the residual energy of the nodes in the network is below 700 Am. Figure 4(c) shows that when the network fuzzy anomaly data localization and recognition algorithm based on migration learning and DS theory is utilized to locate the fuzzy anomaly data, the residual energy of the nodes in the network is below 500 Am. It can be seen that when the network fuzzy anomaly data localization and recognition algorithm based on data mining is utilized to locate the fuzzy anomaly data, the residual energy of the nodes in the network is below 400 Am.
Discussion
τ is the correction factor in the process of fuzzy data anomaly recognition in big data network. When the correction factor τ is in the interval [2] [3] [4] , the accuracy of the localization and recognition of the big data network fuzzy anomaly data is high. The result is shown in Figure 5 .
Analysis of Figure 5 (a) shows that when the correction factor is used in the interval [0, 2], the accuracy of the fuzzy anomaly data localization and recognition algorithm uctuates between 20%-50%. It can be seen from Figure 5 (b) that when the correction factor is used in the interval [2, 4] , the accuracy is maintained at around 80%. It can be seen from Figure 5 (c) that when the correction factor is taken in the interval [4, 6] , the accuracy uctuates between 5%-35%. In summary, when the correction factor is in the interval [2, 4] , the accuracy of the localization and recognition is at its highest. 
Conclusion
Rapid detection of fuzzy anomaly data in big data networks, further identi cation of fuzzy anomaly data and reasonable response are prerequisites for ensuring the effective operation of big data networks. This is also the frontiers of current academic and industrial research. The current localization and recognition algorithms for fuzzy anomaly data have problems of poor denoising e ect, low recognition e ciency, high energy consumption and low accuracy of localization and recognition results. A new localization and recognition algorithm for fuzzy anomaly data in large data networks is proposed, which solves these problems and provides conditions for the safe operation of big data networks.
