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1. Introduction
Let n be a positive integer, and N = n2. We consider real N × N matrices partitioned into n2 blocks
(each being a square matrix of order n) in the following way. Deﬁne the set of positions
Skl = {(i, j) : (k − 1)n < i  kn, (l − 1)n < j  ln} (1 k, l  n)
and partition a N × N matrix P accordingly
P =
⎡
⎢⎢⎢⎣
P11 P12 · · · P1n
P21 P22 · · · P2n
.
.
.
.
.
.
. . .
.
.
.
Pn1 Pn2 · · · Pnn
⎤
⎥⎥⎥⎦ .
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Thus, every block Pkl in P is of size n × n. A permutation matrix P of order N which has exactly one 1
in each of the blocks Pkl will be called a Sudoku permutation matrix, or simply an S-permutation matrix.
For instance, when n = 3 and N = 9 the following matrix is an S-permutation matrix
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (1)
So, an S-permutation matrix contains exactly one 1 in every row, every column and in every set Skl
which we call an S-block. In the popular game of Sudoku all the ones must be placed in the pattern
of an S-permutation matrix. The same applies to each integer 1 k  N, and these S-permutation
matrices must be disjoint (i.e., their supports are pairwise disjoint). This means that such a Sudoku
matrix A has a decomposition
A = 1 · P1 + 2 · P2 + · · · + N · PN ,
where P1, P2, . . . , PN are disjoint S-permutation matrices. This motivates a study of S-permutation
matrices.
We let N denote the set of all S-permutation matrices of order N = n2. We deﬁne the kth block
row as the set Sk1 ∪ Sk2 ∪ · · · ∪ Skn, and the lth block column is S1l ∪ S2l ∪ · · · ∪ Snl . LetSn denote the set
of all permutations on {1, 2, . . . ,n}. An inequality A B for matrices means componentwise inequal-
ity.
For a comprehensive treatment of many aspects of permutations we refer to the monograph [1],
and for a study of permutation matrices and related matrix classes (like doubly stochastic matrices),
we recommend [2]. An interesting presentation of Sudoku, its development and its mathematics may
be found in [5]. The basic problem in Sudoku is to complete an N × N grid with some given numbers
placed in certain positions into a Sudoku matrix. Usually, the instances are constructed so that such
a completion exists and, in fact, is unique. The problem of deciding if a partially ﬁlled N × N matrix
has a completion into a Sudoku matrix has been shown to be NP-complete in [7] by a reduction
from the completion of partial Latin squares. In [4], some fast (heuristic) methods for solving Sudoku
are investigated. Methods for solving and creating Sudoku puzzles using integer programming are
discussed in [6].
2. Basic properties
We consider some basic properties of the set N of S-permutation matrices of order N.
Proposition 1. The number of S-permutation matrices of order N = n2 is given by
|N | = n!2n.
Proof. Wemay enumerate the set N as follows. First we choose the positions of the ones in the ﬁrst
block row (i.e., the ﬁrst n rows in the matrix). This corresponds to choosing some order of the blocks
so that the 1 in the ith row lies in the ith selected S-block etc. This can be done in n! ways. Moreover,
for each of these blocks the 1 can be put in n different positions. Thus, the total number of different
combinations for the ﬁrst n rows is
n!nn.
Next, for any such choice (in the ﬁrst n rows) the number of choices for rows n + 1,n + 2, . . . , 2n equals
n!(n − 1)n
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as one column must be avoided in each of the blocks. In general, having seleced the ones in the ﬁrst i
block rows, there aren!(n − i)n differentwaysof choosing theones in the (i + 1)thblock row (i  n − 1).
Therefore, we obtain
|N | = n!nn · n!(n − 1)n · · ·n!2n · n!1n = n!2n
as desired. 
Deﬁne the two matrices
L2 =
[
0 1
1 0
]
and I2 =
[
1 0
0 1
]
. (2)
An interchange in a permutationmatrix P is to replace a submatrix of order 2 which is equal to L2 by I2,
or vise versa.We introduce the notion of an S-interchangewhich is an interchangewhere the submatrix
in which the interchange occurs lies in the same block row or the same block column. Clearly, if we
apply an S-interchange to an S-permutation matrix we obtain another S-permutation matrix, soN is
closed under S-interchanges.
The following result says thatwe canmove,withinN , between any pair of S-permutationmatrices
by suitable S-interchanges.
Theorem 2. Let A and B be two S-permutation matrices in N . Then A can be transformed into B by
a sequence of at most 2n(n − 1) S-interchanges, and all the intermediate matrices are S-permutation
matrices.
Proof. We give an algorithm which transforms A into B by a sequence of S-interchanges. First we
order the blocks in the order S11, . . . , S1n, S21, . . . , S2n, Sn1, . . . , Snn. Let A
′ = A. In iteration k the kth block
of the current matrix A′ is considered and this block is made equal to the corresponding block in
B using at most two S-interchanges involving blocks p k. In detail, consider the k’th block and
assume that the (unique) 1 in A′ in block k is in position (i, j), and the 1 in block k in B is in posi-
tion (i′, j′). If i = i′ and j = j′ we are done with this block. Otherwise, if i /= i′ A′ must contain a 1 in
a position (i′, s) in a block to the right of block k. So, by an S-interchange in A′ involving positions
(i, j) and (i′, s), we change A′ so that its 1 in block k lies in the same row i′ as the 1 in block k in
B. If j /= j′, by using a similar S-interchange with a block below block k, we modify A′ so that its
block k equals block k in B. Thus, this process requires at most two S-interchanges, and no previous
blocks (ordered before k) were affected. Since there are n2 blocks to treat, this algorithm even-
tually ends up with B after at most 2(n − 1)2 + 2(n − 1) = 2n(n − 1) S-interchanges (as in the last
block of a line there is at most one S-interchange required, and in the last block is automatically
correct). 
Example. Let n = 2 and consider the S-interchanges that transform A into B:
A =
⎡
⎢⎢⎣
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
⎤
⎥⎥⎦ →
⎡
⎢⎢⎣
0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1
⎤
⎥⎥⎦ →
⎡
⎢⎢⎣
0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1
⎤
⎥⎥⎦ →
⎡
⎢⎢⎣
0 0 0 1
0 1 0 0
1 0 0 0
0 0 1 0
⎤
⎥⎥⎦ →
⎡
⎢⎢⎣
0 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0
⎤
⎥⎥⎦ = B.
Wemayalso introduce the SudokugraphGN which is thegraphwhosevertices correspond toSudoku
permutationmatrices of order N = n2 and where there is an edge between two vertices whenever the
corresponding two S-permutation matrices differ by an S-interchange. Then the previous theorem
says that GN is connected and that its diameter is at most 2n(n − 1). Note that the diameter of GN is at
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least (1/2)n2 since there exist disjoint S-permutationmatrices and a single interchange brings at most
two of the n2 ones into accordance.
3. Given and forbidden positions
An interesting general problem is to ﬁnd, if possible, an S-permutation matrix P satisfying
A P  B, (3)
where A and B are given (0, 1)-matrices satisfying A B (componentwise). In this problem, the posi-
tions of the ones in A are called given positions and the positions of the zeros in B are called forbidden
positions. This general problemmay be viewed as a stable set (independent set) problem as discussed
next. (Recall that a stable set R in a graph is a subset of the vertices of the graph so that no edge joins
two vertices in R.) Consider the graph G0 with vertices (i, j) for 1 i, j  N and an edge between (i, j)
and (i′, j′) iff either i = i′ or j = j′ or both (i, j) and (i′, j′) belong to the same S-block. Thus, vertices
correspond to positions in an N × N matrix and the edges represent the “conﬂicts” between positions:
in a Sudoku matrix we cannot put a one in two positions whose vertices are neighbors in G0. Clearly,
there is a 1–1 correspondence between Sudokumatrices (of orderN) andmaximum cardinality stable
sets in G0, and this maximum cardinality is N. Next, we modify G0 to account for given and forbidden
positions. If (i, j) is a forbidden position, we delete vertex (i, j) from the graph (and its incident edges). If
(i, j) is a given position (for a 1), we delete vertex (i, j) and all its adjacent vertices from from the graph.
Let G1 denote the resulting graph. Then, ﬁnding an S-permutation matrix P satisfying A P  B is
equivalent to ﬁnding a (maximum) stable set in G1 of size N − ρ(A) where ρ(A) is the number of ones
in A.
We do not know whether an efﬁcient algorithm exists for the general problem given in (3). (The
general maximum stable set problem is NP-hard.) Our goal is to prove results for special cases of the
problem above. In particular, we look for simple sufﬁcient conditions (on A and B) such that there
exists an S-permutation matrix P satisfying (3). Moreover, our proofs are constructive, so we also give
algorithms for constructing matrices with the desired properties.
We begin with the special case where B = J (the all ones matrix), i.e., there are no forbidden posi-
tions. An S-subpermutation matrix is a (0, 1)-matrix of order N with at most one 1 in every line (row or
column) andeveryblock. Thenext result says that such amatrix canbe extended into an S-permutation
matrix.
Theorem 3. Let A be an S-subpermutation matrix. Then there is an S-permutation matrix P satisfying
A  P.
Proof. Assume that A has k ones. If k = N, then A must be an S-permutation matrix, so assume that
k < N. Then A contains an all zero row i. This row must intersect an S-block Skl which is a zero matrix
for otherwise the n blocks intersecting row i all have a 1 and one of these 1’s would have to lie in
row i (as the blocks are of size n × n). Similarly, at least one of the columns intersecting block Skl , say
column j, must be the zero vector. We may then change the zero in position (i, j) into 1, and obtain
a new S-subpermutation matrix with k + 1 ones. By repeating this procedure we end up with, after
N − k iterations, an S-permutation matrix P satisfying A P as desired. 
In the following discussion we assume that a set of forbidden positions is given and we want to
ﬁnd an S-permutation matrix with no ones in the forbidden positions. So here A = O in our general
problem (3).
Theorem 4. Assume that there are at most n2 − 1 forbidden positions. Then there exists an S-permutation
matrix P ∈ N with no ones in the forbidden positions.
Proof. Consider the S-permutation matrix P1 where the one in block Skl lies in row l and column k
of that block (1 k, l  n). For instance, for n = 3 the matrix P1 equals the matrix in (1). Next, let P2
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be the matrix obtained from P1 by moving the one in each row one position to the right (if the one
lies in the last column, we shift to the ﬁrst column. The resulting matrix P2 is also an S-permutation
matrix. Continue like this and let Pk+1 be constructed from Pk by shifting one position to the right in
rows (1 k < N). In this way we get N different S-permutation matrices and these are disjoint (their
supports are pairwise disjoint). But then we note that the N − 1 forbidden positions cannot hit more
thanN − 1 of the supports of theseNmatrices, so one of thematrices avoids all the forbiddenpositions,
as desired. 
Note, as abyproduct of thepreviousproof,weknowthatN pairwisedisjoint S-permutationmatrices
exist, and that they may even be chosen in a rather simple form.
In connection with the next theorem we need a simple lemma. Let v(j) denote the jth smallest
component in a vector v.
Lemma 5. Let v ∈ Rn be a nonnegative integral vector satisfying∑nj=1 vj  n − 1. Then
v(p)  p − 1 (p n).
Proof. Let v be as described in the assumption. Let 1 p n and assume that v(p)  p. Then
n∑
j=1
vj 
n∑
j=p
v(j)  (n − p + 1)p.
By it is easy to check that min{(n − p + 1)p : 1 p n} = n, so we obtain that∑nj=1 vj  n, a con-
tradiction. It follows that v(p)  p − 1. 
The next theorem also concerns forbidden positions. The assumption is again on the number of
such positions, but now we have a bound on this number for each of the blocks. We remark that our
proof is constructive and actually gives an efﬁcient algorithm for ﬁnding an S-permutationmatrixwith
the desired properties.
Theorem 6. Assume that there are at most n − 1 forbidden positions in each of the n2 blocks. Then there
exists an S-permutation matrix with no ones in the forbidden positions.
Proof. The proof consists of two steps which we call the column step and the row step. In the column
step we work to ﬁnd a column in each block where we shall place a 1. In the row step we determine in
which rows these ones will be put.
1. The columnstep. LetAbe thematrix of sizen × n2 whose (k, j)th entry is the number of forbidden
positions that lie in the jth column and kth block row (k  n, j  n2). So A is a nonnegative integral
matrix and it may be partitioned into its consecutive blocks in the natural way
A = [A1 A2 · · · An ] .
The entries in the n × n block Ak will be denoted by ak
ij
for i, j  n and k  n. Then, due to the
assumption in the theorem,
the row sum of each row in each block Ak is at most n − 1. (4)
We now establish a crucial property of the matrix A.
Claim. There are permutation matrices P1, P2, . . . , Pn of order n such that
z(k)  (0, 1, 2, . . . ,n − 1) (k  n), (5)
where z(k) ∈ Rn is the nondecreasing vector whose components are the n numbers in row k of A that
correspond to the position of the ones in row k of P1, P2, . . . , Pn.
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Proof of Claim. Let 1 k  n. We use a greedy algorithm to ﬁnd Pk = [pk
ij
]. First, ﬁnd a smallest entry
in the kth row in Ak , say this is in column j1, and deﬁne p
k
kj1
= 1. It follows from Lemma 5 (with p = 1)
and (4) that ak
k,j1
= 0. Next, ﬁnd a smallest entry in row k + 1 in Ak which is outside column j1, and
say this is in column j2. Then a
k
k+1,j2  1 due to Lemma 5 (with p = 2) and (4). Deﬁne p
k
k+1,j2 = 1. Go
on like this, and consider rows k + 2, k + 3, . . . ,n, 1, 2, . . . k − 1. Each time we ﬁnd the smallest entry
in the present row of Ak and avoid previously selected columns. This entry in row k + p is at most p
due to Lemma 5 (0 p n − 1, and where row numbers are calculated modulo n). This construction
gives the permutation matrix Pk (remaining entries are of course set to zero). Finally, the mentioned
upper bounds on the selected numbers in each block now implies (5). This is due to the cyclic manner
in which we have constructed the permutation matrices, so the selected numbers in the kth row of A
are, respectively, at most 0, 1, 2, . . . ,n − 1. This proves the claim.
2. The row step. We now construct a permutation matrix P of order N based on the permutation
matrices P1, P2, . . . , Pn above. The n ones in the kth block column of Pwill occur in columns as speciﬁed
by thematrix Pk (k  n). To be precise, the 1 in block (r, k) of P occurs in column j, where pk
rj
= 1(r  n).
This assures that P gets precisely one 1 in every column and block (as Pk is a permutation matrix). It
remains to decide in which rows to put these ones, and this problem decomposes into independent
problems, one for each block row in P. So consider the kth block row (for k = 1, 2, . . . ,n). Let f1, f2, . . . , fn
denote the number of forbidden positions in the n columns we selected in block row k. Without loss
of generality we may assume that f1  f2  · · · fn (by suitable permutation). The positions we look
for may be described by a permutation matrix Q of order n (corresponding to the n rows in the kth
block row and the selected n columns). We must choose Q so that its ones are outside the forbidden
positions. To do this we ﬁrst note that from the claim
(f1, f2, . . . , fn) (0, 1, . . . ,n − 1). (6)
We construct Q column by column by considering the columns in the order n,n − 1, . . . , 1. This may
be done because when we construct column j there are n − j positions we must avoid due to the ones
we have put in columns j + 1, j + 2, . . . ,n. But there are n − j + 1 position in column j that are not
forbidden due to (6), so at least one position is available! This shows that the permutation matrix Q
can be constructed, and, ﬁnally, this speciﬁes the desired rows to put the ones in P so they are not in
conﬂict. This shows that P is an S-permutation matrix whose ones are not in forbidden positions, and
the proof is complete. 
Example. The following S-permutation matrix P (where n = 3) is constructed by the method in the
proof above. Here each asterisk (∗) indicates a forbidden position.
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 ∗ 0 ∗ 0 0 ∗ 0 0
0 0 0 ∗ 0 0 0 1 0
0 0 ∗ 1 0 0 0 0 ∗
∗ 0 0 0 0 0 1 0 0
0 0 0 ∗ 1 ∗ ∗ ∗ 0
0 ∗ 1 0 0 0 0 0 0
∗ 1 0 ∗ 0 0 ∗ 0 0
0 0 0 ∗ 0 1 0 0 0
0 ∗ 0 0 0 0 0 ∗ 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
In this construction, we used the following matrix A where entries in bold face are in the positions
identiﬁed in the row step of the proof above:
A =
⎡
⎣0 1 1 2 0 0 1 0 11 1 0 1 0 1 1 1 0
1 1 0 2 0 0 1 1 0
⎤
⎦ .
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We remark that in Theorem 6 the number n − 1 of forbidden positions (in every block) is best
possible. (For,withn such forbiddenpositions,we couldmake all entries in e.g. the ﬁrst row forbidden.)
Further research. An interesting problem for further research is to ﬁnd other sufﬁcient conditions
on the conﬁguration of forbidden positions that allow a S-permutation matrix. Another interesting,
and perhaps challenging, topic would be to study the polytope deﬁned as the convex hull of all
S-permutation matrices. This is a subpolytope of the Birkhoff polytope, i.e., the polytope consisting of
all doubly stochastic matrices. The connection to the stable set problem discussed in the beginning of
Section 3 could also be investigated further. Finally, one may investigate the diameter of the Sudoku
graph GN further (we provided lower and upper bounds in Section 2).
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