Given two discrete random variables X and Y , with probability distributions p = (p1, . . . , pn) and q = (q1, . . . , qm), respectively, denote by C(p, q) the set of all joint distributions of X and Y that have p and q as marginals. In this paper, we study the problem of finding the joint probability distribution in C(p, q) of minimum entropy (equivalently, the joint probability distribution that maximizes the mutual information between X and Y ), and we discuss several situations where the need for this kind of optimization naturally arises. Since the optimization problem is known to be NP-hard, we give an efficient algorithm to find a joint probability distribution in C(p, q) with entropy exceeding the minimum possible by at most 1, thus providing an approximation algorithm with additive approximation factor of 1. We also discuss some related consequences of our findings.
I. INTRODUCTION AND MOTIVATIONS
Inferring an unknown joint distribution of two random variables (r.v.), when only their marginals are given, is an old problem in the area of probabilistic inference. The problem goes back at least to Hoeffding [10] and Frechet [7] , who studied the question of identifying the extremal joint distribution of r.v. X and Y that maximizes (resp., minimizes) their correlation, given the marginal distributions of X and Y . We refer the reader to [1] , [5] , [13] for a (partial) account of the vast literature in the area and the many applications in the pure and applied sciences.
In this paper, we consider the following case of the general problem described above. Let X and Y be two discrete r.v., distributed according to p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q m ), respectively. We seek a minimum-entropy joint probability distribution of X and Y , whose marginals are equal to p and q. This problem arises in many situations. For instance, the authors of [11] consider the important question of identifying the correct causal direction between two arbitrary r.v. X and Y , that is, they want to discover whether it is the case that X causes Y or it is Y that causes Y . In general, X causes Y if there exists an exogenous r.v. E and a deterministic function f such that Y = f (X, E). In order to identify the correct causal direction (i.e., either from X to Y or from Y to X), the authors make the reasonable postulate that the entropy of the exogenous r.v. E is small in the true causal direction, and empirically validate this assumption. Additionally, they prove the interesting fact that the problem of finding the exogenous variable E with minimum entropy is equivalent to the problem of finding the minimum-entropy joint distribution of properly defined random variables, given (i.e., fixed) their marginal distributions. This is exactly the problem we consider in this paper. The authors of [11] also observe that the latter optimization problem is NP-hard (due to results of [12] , [17] ), and evaluate experimentally a greedy approximation algorithm to find the minimum-entropy joint distribution, given the marginals. No proved performance guarantee is given in [11] for that algorithm. In this paper, we give a (different) greedy algorithm and we prove that it returns a correct joint probability distribution (i.e., with the prescribed marginals) with entropy exceeding the minimum possible by at most 1.
Another work that considers the problem of finding the minimum-entropy joint distribution of two r.v. X and Y , given the marginals of X and Y , is the paper [17] . There, the author introduces (and applies it to the problem of orderreduction of stochastic processes) a pseudo-metric among discrete probability distributions in the following way: given arbitrary p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q m ), m ≤ n, the distance D(p, q) among p and q is defined as the quantity
is the minimum entropy of a bivariate probability distribution that has p and q as marginals, and H denotes the Shannon entropy. The author of [17] observes that the problem of computing W (p, q) is NP-hard and proposes another different greedy algorithm for its computation, based on some analogy with the problem of Bin Packing with overstuffing. Again, no performance guarantee is given in [17] for the proposed algorithm. Our result directly implies that we can compute the value of D(p, q), for arbitrary p and q, with an additive error of at most 1. 1 There are many other problems that require the computation of the minimum-entropy joint probability distribution of two random variables, whose marginals are equal to p and q. Due to space constraints, we shall limit ourselves to discuss a few additional examples, postponing a more complete examination in the full version of the paper. To this purpose, let us write the joint entropy of two r.v. X and Y , distributed according to p and q, respectively, as
is the mutual information between X and Y . Then, one sees that our original problem can be equivalently stated as the determination of a joint probability distribution of X and Y (having given marginals p and q) that maximizes the mutual information I(X; Y ). In the paper [12] this maximal mutual information is interpreted, in agreement with Renyi axioms for a bona fide dependence measure [16] , as a measure of the largest possible dependence of the two r.v. X and Y . Since the problem of its exact computation is obviously NP-hard, our result implies an approximation algorithm for it. Another situation where the need to maximize the mutual information between two r.v. (with fixed probability distributions) naturally arises, is in the area of medical imaging [15] . Finally, our problem could also be seen as a kind of "channel-synthesis" problem, where it is given pair of r.v. (X, Y ), and the goal is to construct a memoryless channel that maximizes the mutual information I(X; Y ) between X and Y .
II. MATHEMATICAL PRELIMINARIES
We start by recalling a few notions of majorization theory [14] that are relevant to our context. Definition 1. Given two probability distributions a = (a 1 , . . . , a n ) and b = (b 1 , . . . , b n ) with a 1 ≥ . . . ≥ a n ≥ 0
We assume that all the probabilities distributions we deal with have been ordered in non-increasing order. This does not affect our results, since the quantities we compute (i.e., entropies) are invariant with respect to permutations of the components of the involved probability distributions. We also use the majorization relationship between vectors of unequal lengths, by properly padding the shorter one with the appropriate number of 0's at the end.
The majorization relation is a partial ordering on the set P n = {(p 1 , . . . , p n ) :
of all ordered probability vectors of n elements, that is, for each x, y, z ∈ P n it holds that 1) x x; 2) x y and y z implies x z; 3) x y and y x implies x = y. It turns out that that the partially ordered set (P n , ) is indeed a lattice [2] (the same result was independently rediscovered in [6] ), i.e., for all x, y ∈ P n there exists a unique least upper bound x ∨ y and a unique greatest lower bound x ∧ y. We recall that the least upper bound x ∨ y is the vector in P n such that: x x ∨ y, y x ∨ y, and for all z ∈ P n for which x z, y z it holds that x ∨ y z. Analogously, the greatest lower bound x ∧ y is the vector in P n such that x∧y x, x∧y y, and for all z ∈ P n for which z x, z y it holds that z x ∧ y. In the paper [2] the authors also gave a simple and efficient algorithm to compute x ∨ y and x ∧ y, given arbitrary vectors x, y ∈ P n . Due to the important role it will play in our main result, we recall how to compute the greatest lower bound.
. , x n ), y = (y 1 , . . . , y n ) ∈ P n and let z = (z 1 , . . . , z n ) = x ∧ y. Then, z 1 = min{p 1 , q 1 } and for each i = 2, . . . , n, it holds that
We also remind the Schur-concavity property of the entropy function [14] : For any x, y ∈ P n , x y implies that H(x) ≥ H(y), with equality if and only if x = y. A notable strengthening of above fact has been proved in [9] . There, the authors prove that x y implies H(x) ≥ H(y) + D(y||x), where D(y||x) is the relative entropy between x and y.
We also need the concept of aggregation [17] , [4] and a result from [4] . Given p = (p 1 , . . . , p n ) ∈ P n , we say that
Let q ∈ P m be any aggregation of p ∈ P n . Then it holds that p q.
Let us now discuss some consequences of above framework. Given two discrete random variables X and Y , with probability distributions p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q m ), respectively, denote by C(p, q) the set of all joint distributions of X and Y that have p and q as marginals. For our purposes, each element in C(p, q) can be seen as n×m matrix M = [m ij ] ∈ R n×m such that its row-sums give the elements of p and its column-sums give the elements of q, that is,
Now, for any M ∈ C(p, q), let us write its elements in a 1 × mn vector m ∈ P mn , with its components ordered in non-increasing fashion. From (1) we obtain that both p and q are aggregations of each m ∈ P mn obtained from some M ∈ C(p, q). By Lemma 1, we get that 2 m p and m q.
Recalling the definition and properties of the greatest lower bound of two vectors in P mn , we also obtain m p ∧ q. The Schur-concavity of the Shannon entropy implies that H(m) ≥ H(p ∧ q). Since, obviously, the entropy of H(m) is equal to the entropy H(M), where M is the matrix in C(p, q) from which the vector m was obtained, we get the following important result (for us).
Lemma 2. For any p and q, and M ∈ C(p, q), it holds that
Lemma 2 is a key result towards our approximation algorithm to find an element M ∈ C(p, q) with entropy H(M) ≤ OP T + 1, where OP T = min N∈C(p,q) H(N). Before describing our algorithm, let us illustrate some interesting consequences of Lemma 2. It is well known that for any joint distribution of the two r.v. X and Y it holds that
(equivalently, for any M ∈ C(p, q) it holds that H(M) ≥ max{H(p), H(q)}). Lemma 2 strengthens (3). Indeed, since, 2 Recall that we use the majorization relationship between vectors of unequal lenghts, by properly padding the shorter one with the appropriate number of 0's at the end. This trick does not affect our subsequent results, since we use the customary assumption that 0 log 1 0 = 0.
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by definition, it holds that p ∧ q p and p ∧, by the Schur-concavity of the entropy function and Lemma 2 we get
Inequality (4) also allows us to improve on the classical upper bound on the mutual information since (4) implies
The new bounds are strictly better than the usual ones, whenever p q and q p.
III. APPROXIMATING OP T = min N∈C(p,q) H(N).
In this section we present an algorithm that, having in input distributions p and q, constructs an M ∈ C(p, q) such that
and Lemma 2 will imply that H(M) ≤ OP T + 1.
Definition 2. Let p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q n ) be two probability distributions in P n . We assume that for the maximum i ∈ {1, . . . , n} such that p i = q i -if it exists-it holds that p i > q i . 3 Let k be the minimum integer such that there are indices i 0 = n + 1 > i 1 > i 2 > · · · > i k = 1 satisfying the following conditions for each s = 1, . . . , k:
The indices i 0 , i 1 , . . . , i k are the inversion points of p and q. 4 
Equivalently, using k z k = k p k = k q k = 1, we have that for each i = 1, . . . , n, it holds that n k=i z k = max{ n k=i p k , n k=i q k }. This, together with the definition of the inversion points i 0 , . . . , i k , imply properties 1) and 2). The remaining properties can be derived from 1) and 2) by simple algebraic calculations.
Lemma 3. Let A be a multiset of non-negative real numbers and z a positive real number such that z ≥ y for each y ∈ A.
For any x ≥ 0 such that x ≤ z + y∈A y there exists a subset Q ⊆ A and 0 ≤ z (d) ≤ z such that
Moreover, Q and z (d) can be computed in linear time.
Proof: If y∈A y < x, we get Q = A and the desired result directly follows from the assumption that z + y∈A y ≥ x. Note that the condition can be checked in linear time. Let us now assume that y∈A y ≥ x. Let y 1 , . . . , y k be the elements of A, in any order. Let i be the minimum index such that i j=1 y j ≥ x. Then setting Q = {y 1 , . . . , y i−1 } (if i = 1, we set Q = ∅) and using the assumption that z ≥ y i we have the desired result. Note that also in this case the index i which determines Q = {y 1 , . . . , y i−1 }, can be found in linear time.
We give a procedure implementing the construction of the split of z and the set Q in Algorithm 2. By padding the probability distributions with the appropriate number of 0's, we can assume that both p, q ∈ P n . We are now ready to present our main algorithm.
Algorithm 1 The Min Entropy Joint Distribution Algorithm

MIN-ENTROPY-JOINT-DISTRIBUTION(p, q)
Input: prob. distributions p = (p1, . . . , pn) and q = (q1, . . . , qn) Output: An n × n matrix M = [mi j ] s.t. j mi j = pi and i mi j = qj. 1: for i = 1, . . . , n and j = 1, . . . , n set mi j ← 0 2: for i = 1, . . . , n set R[i] ← 0, C[i] ← 0 3: if p = q, let i = max{j | pj = qj}; if pi < qi swap p ↔ q 4: Let i0 = n + 1 > i1 > i2 > · · · > i k = 1 be the inversion indices of p and q as by Definition 2 5: z = (z1, . . . , zn) ← p ∧ q 6: for s = 1 to k do 7: if s is odd then 8:
for each ∈ Q do 11:
13:
if is = 1 then 14:
for each ∈ Q do 20:
22:
if is = 1 then 23:
An informal description of the algorithm-exemplified on a small instance-can be found in the next section. The 
following theorem summarizes the correctness and approximation guarantee of Algorithm 1. The proof of the correctness relies on a sequence of technical results, whose statements and proofs are omitted here due to the space constraints. The complete proofs can be found in the paper https://arxiv.org/abs/1701.05243. In that article we also show that our algorithm can be extended to deal with the construction of the joint distribution of minimum entropy for m random variable (given their marginals), for which we can guarantee additive approximation at most log m. 
Proof: The proof of correctness, i.e., the argument showing that the matrix output by the algorithm is a joint distribution is omitted. In the following, we will only prove the approximation guarantee: It is not hard to see that the non-zero entries of the matrix M are all fixed in lines 12 and 21-in fact, for the assignments in lines 15 and 24 the algorithm uses values stored in R or C which were fixed at some point earlier in lines 12 and 21. Therefore, all the final non-zero entries of M can be partitioned into n pairs z
= z j for j = 1, . . . , n. By using the standard assumption 0 log 1 0 = 0 and applying Jensen inequality we have
which concludes the proof of the additive approximation guarantee of Algorithm 1. Moreover, one can see that Algorithm 1 can be implemented so to run in O(n 2 ) time.
A. A pedagogical description of the algorithm
Since the description of Algorithm 1 might look complicated, we see fit to illustrate and comment its behavior with a worked out example.
At any point during the execution of the algorithm, we say that q is i-satisfied if the sum of the entries on columns i, i + 1, . . . , n of the matrix the algorithm is constructing, is equal to q i +q i+1 +· · ·+q n Analogously, we say that p is i-satisfied if the sum of the entries on rows i, i + 1, . . . , n is equal to p i + p i+1 + · · · + p n . Clearly, a matrix M ∈ C(p, q) if and only if it holds that both p and q are i-satisfied for each i = 1, . . . , n.
Let z be the vector defined in Fact 2, and M z be a matrix defined by setting M z [i, i] = z i and setting all the other entries to zero. The basic observation is that for the matrix M z either p or q is i-satisfied, for each i = 1, . . . , n, (but not necessarily both). In addition, every constraint which is not satisfied, coincides with an overflow, i.e., if for instance for some i we have that for M z defined above p is not i-satisfied, it is necessarily the case that the sum of rows i, i + 1, . . . , n of M z is strictly greater than p i + p i+1 + · · · + p n .
We can understand our algorithm as working on how to modify M z in order to achieve i-satisfiability for both p and q for each i = 1, . . . , n, by splitting in at most two parts each diagonal element. The algorithm processes the vector z from the smallest component z n to the largest z 1 . For i = n, . . . , 1 it places z i in the diagonal entry M[i, i] as long as both p and q are i-satisfied.
When, e.g., q is not i-satisfied, it must be necessarily overflowed, i.e., the sum of the components on the i-th column is larger than q i . Then, the algorithm's action is equivalent to removing the surplus from the i-th column and place it onto the column i − 1 so that q becomes i-satisfied and p remains i-satisfied, as the mass moved is still on the same rows.
This operation can be accomplished using Lemma 3, i.e., by selecting a subset of the non-zero components on column i together with 0 < z i < z i so that their sum is equal to q i . Keep this mass on column i and move the remaining components and the left over of z i to column i − 1. In this process only z i gets split.
Analogously, when p is not i-satisfied, it must be necessarily overflowed, i.e., the sum of the components on the i-th row is larger than p i . Then, the algorithm's action is equivalent to removing the surplus from the i-th row and place it onto the row i − 1 so that p becomes i-satisfied and q remains i-satisfied, as the mass moved is still on the same columns.
This operation is again accomplished using Lemma 3: select a subset of the non-zero components on row i together with 0 < z i < z i so that their sum is equal to p i . Keep this mass on row i and move the remaining components and the left over of z i to row i − 1. Again in this process only z i gets split.
For efficiency purposes, we implement the action of moving mass from one column (respectively, row) to the next one to the left (respectively, to the next one up) in the algorithm by using the array R (respectively, C).
For instance, let us consider the following example: Let n = 6 and p = (0.4, 0.3, 0.15, 0.08, 0.04, 0.03) and q = (0.44, 0.18, 0.18, 0.15, 0.03, 0.02), be the two probability distributions for which we are seeking a coupling of minimum entropy. We have z = p ∧ q = (0.4, 0.22, 0.18, 0.13, 0.04, 0.03).
By Definition 2 we have that the inversion points are i 0 = 6, i 1 = 4, i 2 = 1.
In the first iteration, we process z 6 . By setting M[6, 6] = z 6 we obtain the matrix M below where p is 6-satisfied but q 6 is overflowed. Therefore, we split z 6 into 0.2 = q 6 and 0.1 and assign the former to M [6, 6] and the latter to M [6, 5] , obtaining the matrix on the right. The underlined values represent the mass that has been moved and in the pseudocode is kept in the array R. Then, we process z 5 . If we set M[5, 5] = z 5 we obtain the matrix M below where p is 5-satisfied but q 5 is overflowed. Therefore, we apply Lemma 3 to column 5, in order to find a split of z 5 and some of the other components of column 5 whose total sum is equal to q 5 and we move the remaining mass to column 4. Splitting z 5 into 0.2 + 0.2 we obtain the matrix M on the right. The underlined values represent the mass that has been moved and in the pseudocode is kept in the array R. Then, we process z 4 . If we set M[4, 4] = z 4 we obtain the matrix M below where q is 4-satisfied but p 4 is overflowed. Therefore, we apply Lemma 3 to row 4, in order to find a split of z 4 such that one part is equal to p 4 and we move the remaining mass to row 3. Splitting z 4 into 0.8 + 0.5 we obtain the matrix M on the right. The underlined values represent the mass that has been moved and in the pseudocode is kept in the array C. Then, we process z 3 . If we set M[3, 3] = z 3 we obtain the matrix M below where q is 3-satisfied but p 3 is overflowed. Therefore, we apply Lemma 3 to row 4, in order to find a split of z 3 and some of the other components of row 3 whose total sum is equal to p 3 and we move the remaining mass to row 2. If we split z 3 into 0.15 + 0.03 we obtain the matrix M on the right. The underlined values represent the mass that has been moved and in the pseudocode is kept in the array C. Then, we process z 2 . If we set M[2, 2] = z 2 we obtain the matrix M below where p is 2-satisfied but q 2 is overflowed. Therefore, we apply Lemma 3 to column 2, in order to find a split of z 2 and some of the other components of column 2 whose total sum is equal to q 2 and we move the remaining mass to column 1. If we split z 2 into 0.18 + 0.04 we obtain the matrix M on the right. The underlined values represent the mass that has been moved and in the pseudocode is kept in the array R. Finally, we process z 1 . We set M[1, 1] = z 1 and we obtain the matrix M where both p and q are 1-satisfied. Therefore the matrix M on the right is our joint distribution. Notice that each component of z has been split at most into two parts. In particular only when z i is processed the first time it might get split, while the other components (obtained by the previous subdivision of some other components of z) might be relocated but not chunked again. In all the matrices above, the underlined entries are those that, for efficiency reasons, in the implementation presented in the pseudocode, gets actually stored in the array R or C.
