Abstract. In this article, we provide a comprehensive historical survey of different proofs of famous Euclid's theorem on the infinitude of prime numbers. The Bibliography of this article contains 99 references consisting of 24 textbooks and monographs, 73 articles (including 20 Notes published in Amer. Math. Monthly and a few unpublished works that are found on Internet Websites, especially on http:arxiv.org/), one Ph.D. thesis and Sloane's On-Line Encyclopedia of Integer Sequences. The all references concerning to proofs of Euclid's theorem that use similar methods and ideas are exposed subsequently. Moreover, in Appendix we present a list of all 70 different proofs of Euclid's theorem presented here together with the corresponding reference(s), the name(s) of his (their) author(s) and the main method(s) and/or idea(s) used in it (them). This list is arranged by year of publication.
A survey of proofs of Euclid's theorem
This article id dedicated to Euclid because the influence of his Elements to the development of mathematics is one the most important topics in the history of mathematics. Euclid's "Elements" are one of the most popular and most widely printed mathematicians books and they are been translated into many languages.
A prime number (or briefly in the sequel, a prime) is an integer greater than 1 that is divisible only by 1 and itself. Mathematicians have been studying primes and their properties for over twenty-three centuries.
Circa 300 B.C., Euclid of Alexandria, from the Pythagorean School proved (Elements, Book IX, Proposition 20) the following result as rendered into modern language from the Greek ( [47] , [99] ): If a number be the least that is measured by prime numbers, it will not be measured by any other prime
The numbers p # ± 1 (in accordance to the first definition given above) and n! ± 1 have been frequently checked for primality (see [11] , [40] , [84] and [76, pp. 4-5] ). The numbers p # ± 1 have been tested for all p < 120000 in 2002 by C. Caldwell and Y. Gallot [11] . They were reported that in the tested range there are exactly 19 primes of the form p # + 1 and 18 primes of the form p # − 1 (these are in fact Sloane's sequences A005234 extended with three new terms and A006794, respectively). It is pointed out in [76, p. 4] that the answers to the following questions are unknown: 1) Are there infinitely many primes p for which p# + 1 is prime? 2) Are there infinitely many primes p for which p# + 1 is composite?
In terms of the second definition of primorial numbers given above, similarly are defined Sloane's sequences A014545 and A057704 (they also called primorial primes).
Other Sloane's sequences related to Euclid's proof and Euclid numbers are: A018239, A057588, A057705 A006794 A002585 A068488, A103514, A066266, A066267, A066268, A066269, A088054, A002981, A002982, A088332, A005235, A000945 and A000946.
Remarks. Notice that Euclid's proof actually only uses the fact that there is a prime dividing given positive integer greater than 1. This follows from Proposition 31 in Book VII of his Elements ( [47] , [6] , [42, p.2, Theorem 1]) which asserts that "any composite number is measured by some prime number," or in terms of modern arithmetic, that every integer n > 1 has at least one representation as a product of primes. The unique factorization theorem does not appear in Euclid's Elements ( [47] ; also see [6] ). However, as noticed in [6, page 208] , in fact, the unique factorization theorem follows from Propositions 30-31 in Book VII (given in Remarks below).
Nevertheless, as noticed in [6] , Euclid played a significant role in the history of this theorem (specifically, this concerns to some propositions of Books VII and IX). We point out that the unique factorization theorem also plays a significant role in numerous proofs of the infinitude of primes provided below.
To save the space, in the sequel we will often denote by "IP " "the infinitude of primes".
Ever since Euclid of Alexandria, sometimes before 300 B.C., first proved that the number of primes is infinite (see Proposition 20 in Book IX of his legendary Elements in [47] (also see [42, p. 4, Theorem 4] ) where this result is called Euclid's second theorem), mathematicians have amused themselves by coming up with alternate proofs. For more information about the Euclid's proof of the infinitude of primes see e.g., [7] , [20] , [25] , [26] , [28, pp. 73-75] and [44] . In Ribenboim's books [75, pp. 3-11] , [76 [90] and Aldaz and Bravo's proof [7] in 2003 present refinements of the above proof. Another proof using Euclid's method is given in 2008 by A. Scimone [81] . Quite recently in 2011, applying the Theory of Finite Abelian Groups, R. Cooke [18] proved that there are at least n − 1 primes between the nth prime and the product of the first n primes.
A proof of D. P. Wegener [94] of 1981 based on a study of the sums of the legs of primitive Pythagorean triples also contains Euclid's idea (these triples are triples (x, y, z) of positive integers such that n − 1, n = 1, 2, . . . and 2 p − 1 with p prime form Sloane's sequences A000225 and A001348, respectively; also see related sequences A000668, A000043, A046051 and A028335). Namely, using Lagrange theorem it can be showed that each prime divisor q of 2 p − 1 divides q − 1, and so p < q, which implies IP (see [2, p. 3 [23] ). We also point out an interesting result established as a solution of advanced problem in [3, pp. 110-111, Problem 37 (a)]; namely, this result (given by two solutions) asserts that if a and b are relatively prime positive integers, then in the arithmetic progression a + nb, n = 1, 2, . . . , there are infinitely many pairwise relatively prime terms, and it yields IP . C. Goldbach's proof presented in a letter to L. Euler in 1730 (see [76, page 6] , [34, pp. 40-41] or [72, p. 4] ) is based on the fact that the Fermat numbers F n := 2 2 n + 1, n = 0, 1, 2 . . . are mutually prime. Indeed, it is easy to see by induction that F m − 2 = F 0 F 1 · · · F m−1 . This shows that if n < m, then F n divides F m −2. Therefore, any prime dividing both F m and F n (n < m) must divide the difference 2 = F m −(F m −2). But this is impossible since F n is odd, and this shows that Fermat numbers are pairwise relatively prime. Finally, assuming a prime factor of each of integers F n , we obtain an infinite sequence of prime numbers. F n is Sloane's sequence A000215; other sequences related to Fermat numbers are A019434, A094358, A050922, A023394 and A057755 and A080176.
In 1880 J. J. Sylvester (see e.g., [91] and Wikipedia) generalized Fermat numbers via a recursively defined sequence of positive integers in which each term of the sequence is the product of the previous terms, plus one. This sequence is called Sylvester's sequence and it is recursively defined as a n+1 = a 2 n −a n +1 with a 0 = 2 (this is Sloane's sequence A000058) and generalized by Sloane's sequences A001543 and A001544. Clearly, choosing a prime factor of each term of Sylvester's sequence yields IP .
Golbach's idea is later used by many authors to prove Euclid's theorem by construction of an infinite sequence of positive integers 1 < a 1 < a 2 < a 3 < · · · that are pairwise relatively prime (i.e., without a common prime factor). (1/t) dt = log x with n ≤ x < n + 1 in [2, p. 4, Fourth proof] it was proved the inequality log x ≤ π(x) + 1, where π(x) is the prime-counting function defined as the number of primes not exceeding x. This inequality immediately yields IP . The fact that the series of reciprocals of primes diverges is applied in the same book of Aigner and Ziegler [2, pp. 5-6, Sixth proof] to obtain an elegant combinatorial proof of IP using enumerating arguments.
Using Euler's theorem, it can be proved by induction that the sequence 2 n −3, n = 1, 2, . . . contains an infinite subsequence whose terms are pairwise relatively prime (the problem on IMO 1971 [27, pp. 392-393, Solution of Problem 10]). S. Srinivasan's proof of IP in 1984 ( [88] , [98] ) uses also a polynomial method that applies Fermat little theorem. Schorn's proof of Euclid's theorem given in 1984 [76, page 8] is also in spirit of Goldbach's idea (this is Sloane's sequence A104189). Recently, Goldbach's idea is also applied by some authors. Firstly, notice that IP is indirectly proved by S. W. Yukimoto [50, Corollary 3] proved that there are infinitely many primes. Further, in 2007, for given n ≥ 2 M. Gilchrist [37] constructed the so called * -set of positive integers a 1 , a 2 , . . . , a n such that the numbers f k = 2 a k + 1, k = 1, 2 . . . , n are mutually prime. Consequently, the set of primes is infinite. In a similar way, using the fact that for any integer n > 1, n and n + 1 are mutually prime, and repeating this to n(n + 1) and n(n + [98] ) gave an elementary combinatorial proof of the divergence of the sum of reciprocals of primes, and consequently, the set of all primes is infinite. Using the Chebysheff's argument based on the well known expression for the exponent of prime p dividing the factorial n!, a short proof of IP of primes is presented in [43, p. 20] (also see [98] [9] ) this proof is also attributed by Kummer. Another proof, based on the divisibility property n | ϕ(a n − 1) (a, n > 1 are integers) is given in 1986 by M. Deaconescu and J. Sándor [22] (see also [79] ).
Notice that all the above mentioned proofs of Euclid's theorem are elementary. On the other hand, there are certain proofs of Euclid's theorem that are based on ideas from Analytic Number Theory. A more sophisticated proof of Euclid's theorem was given many centuries later by the Swiss mathematician Leonhard Euler. In 1737 Euler showed that by adding the reciprocals of successive prime numbers you can attain a sum greater than any prescribed number; that is, in terms of modern Analysis, the sum of the reciprocals of all the primes is divergent. (see [76, page 8] , [34, pp. 8-9] or the work of Euler [33] ). Briefly, Euler considered the possibly infinite product 1/(1 − p −1 ), where the index p runs over all primes. He expanded the product to obtain the divergent infinite series ∞ n=1 1/n, conclude the infinite product was also divergent, and from this conclude that the infinite series 1/p also diverges. It is interesting to notice that in actual reality, Euler never presented his work as a proof of Euclid's theorem, though that conclusion is clearly implicit in what he did.
Euler's proof of IP amounts to unique factorization, and it is also discussed at length by R. Honsberger in his book [ (6)- (12)].
Perott's proof from 1881 ( [69] , [76, page 10] ) is based on the fact that the series
2 ) is convergent with the sum smaller than 2. This proof is generalized in 2006 by L. J. P. Kilford [53] using the fact that for any given k ≥ 2, the sum ∞ n=1 (1/n k ) converges to a real number which is strictly between 1 and 2.
Using the Theory of periodic continued fractions (cf. related Sloane's sequence A003285) and the Theory of Pellian equations, in 1976 C. W. Barnes [9] published a new proof of IP .
The first proof of IP which is combinatorial in spirit was given by Thue in late 1897 ( [89] , [76, page 9] ). This proof uses a "counting method" and the fundamental theorem of unique factorization of positive integers as a product of prime numbers as follows. Choose integers n, k ≥ 1 such that (n+1) k < 2 n and set m = 2 e 1 · 3 e 2 · · · p er r , where we assume that 2 < 3 < · · · < p r is a set of all the primes and 1 ≤ m ≤ 2 n . Suppose that r ≤ k. Since m ≤ 2 n , we have 0 ≤ e i ≤ n for each i = 1, 2, . . . , r. Then counting all the possibilities, it follows that 2 n ≤ (n + 1)n r−1 < (n + 1) r ≤ (n + 1) k < 2 n . This contradiction yields r ≥ k + 1. Now taking n = 2k 2 , then since 1 + 2k 2 < 2 2k for each k ≥ 1, it follows that (1 + 2k
2 ) k ≤ 2 2k 2 = 4 k 2 , and so there at least k + 1 primes p such that p < 4 k 2 . Thus, letting k → ∞ yields IP . In order to prove IP , similar enumerating arguments to those of Thue were used in a simple Auric's proof, which appeared in 1915 [76, page 11], as well by P. R. Chernoff in 1965 [16] , M. Rubinstein [77] in 1993 and M. D. Hirschorn [48] in 2002. A proof of IP similar to Auric's proof is given in 2010 by M. Coons [19] . Using a combinatorial argument, the unique factorization theorem and the pigeonhole principle, IP is quite recently proved by D. G. Mixon [61] . Another counting proof based on the unique factorization was established in late 1893 by C. O. Boije af Gennäs ( [10] , [25, p. 414] , [98] ).
Washington's proof of Euclid's theorem from 1980 ( [93] , [76, pp. 11-12] ) is via commutative algebra, applying elementary facts of the Theory of principal ideal domains, unique factorization domains, Dedekind domains and algebraic numbers. These algebraic arguments for this proof are well studied and exposed in 2001 by B. Chastek [16] .
A proof of Euclid's theorem due to H. Fürstenberg in 1955 ( [35] ; also see [76, pp. 12-13] , [72, p. 12] or [2, p. 5]) is a short ingenious proof based on topological ideas. In order to achieved a contradiction, Fürstenberg introduced a topology on the set of all integers, namely the smallest topology in which any set of all terms of a nonconstant arithmetic progression is open.
In 1959 S. W. Golomb [38] developed further the idea of Fürstenberg and gave another prooof of Euclid's theorem. In 2003 D. Cass and G. Wildenberg [13] (also cf. [54] ) have shown that Fürstenberg's proof can be reformulated in the language of periodic functions on integers, without reference to topology. This is in fact, a beautiful combinatorial version of Fürstenberg's proof. Studying arithmetic properties of the multiplicative structure of commutative rings and related topologies, in 2001 S. Porubsky [74] established new variants of Fürstenberg's topological proof. Notice also that Fürstenberg's proof of IP is well analyzed in 2009 by A. Arana [4] , discussed in greater detail in 2011 by M. Detlefsen and A. Arana [24] . Furthermore, C. W. Neville [66, Theorem 1(a)] pointed out that this proof has been extended in various directions, for example to the setting of Abstract Ideal Theory (see [55] and [74] ).
More than 50 years later, in 2009 using Fürstenberg's ideas but rephrased without topological language, I. D. Mercer [58] provided a new short proof that the number of primes is infinite.
Recently, in 2009 J. P. Pinasco [70] gave yet another proof of Euclid's theorem that is based on a formula for number of integers in the interval [1, x] that are divisible by one of primes in a finite set of them (x > 1 is a real number) which is derived by the author via the Inclusion-Exclusion Principle. In 2010 J. P. Whang [95] gave a short proof of IP by using de Polignac's formula (actually due to Legendre). Another less known elementary result of P. Erdős [31, p. 283] (also see [30] ) in late 1934, also based on Polignac's formula, asserts that there a prime between √ n and n for each positive integer n > 2. Notice also that IP follows by two results of W. Sierpiński in his monograph in 1964 [82] . Namely, if we suppose that there are a total of k primes, then by [82, page 132-133, Lemmas 1 and 4], we have 4 n /2 √ n < 2n n ≤ (2n) k for each positive integer n > 1. This contradicts the fact that 4 n /2 √ n ≥ (2n) k for sufficiently large n. In 2011 P. Pollack proved IP [73] applying the Möbius transform of an arithmetic function. B. Joyal [51] proved IP using the sieve of Eratosthenes. In his book [14] (also see [17, ([68] ; also see [67] ) showed that a considerable part of elementary number theory, including IP , is provable in a weak system of arithmetic I∆ 0 with the weak pigeonhole principle for ∆ 0 -definable functions added as an axiom scheme. IP is in 1981 proved by A. R. Woods [97] by adding P HP ∆ 0 to I∆ 0 , where P HP ∆ 0 stands for the pigeonhole principle formulated for functions defined by ∆ 0 -formulas. It is a longstanding open question [96] whether or not one can dispense with the weak pigeonhole principle, by proving the existence of infinitely many primes within I∆ 0 .
Finally, quite recently, using a representation of a rational number in a positive integer base, in [59] the author of this article obtained an elementary proof of IP . The second author's proof of IP is given in the next section.
Another simple proof of Euclid's theorem
Proof of Euclid's theorem. Suppose that p 1 = 2 < p 2 = 3 < · · · < p k are all the primes. Take n = p 1 p 2 · · · p k + 1 and let p be a prime dividing n.
The first step is a "shifted" first step of Euclid's proof. Suppose that
for some k-tuple of nonnegative integers (e 1 , e 2 , . . . , e k ), and so taking s = max{e 1 , e 2 , . . . , e k }, we find that
where a = p 
whence it follows that 1/(n − 1) = a − s−1 i=0 n i is a positive integer. This contradicts the fact that n − 1 ≥ 4, and the proof is completed.
Remarks. Unlike most other proofs of the Euclid's theorem, Euclid's proof and our proof does not require Proposition 30 in Book VII of Elements (see [99] , [42] , where this result is called Euclid's first theorem; sometimes called "Euclid's Lemma") that states into modern language from the Greek [47] : that if two numbers, multiplied by one another make some number, and any prime number measures the product, then it also measures one of the original numbers, or in terms of modern Arithmetic: if p is a prime such that p | ab then either p | m or p|b. It was also pointed in [42, page 10, Notes on Chapter 1] that this result does not seem to have been stated explicitly before Gauss [36] of 1801. The only divisibility property used in our proof and Euclid's proof is the fact that every integer n > 1 has at least one representation as a product of primes. This is in fact, Proposition 31 in Book VII of Elements (see above Remarks).
In order to achieved a contradiction, in the second step of his proof Euclid take a prime that divides a product P of all the primes plus one, and further consider two cases in dependence on whether P is prime or not. But in the second step of our proof we obtain directly a contradiction dividing n s by n − 1. C) List of papers and their authors arranged by year of publication with the main argument(s) of related proof given into round brackets For brevity, into round brackets after a reference in the following list we denote the method(s) and/or idea(s) that are used in related proof by:
C-a combinatorial method; CM-a counting method, based on some combinatorial enumerating arguments;
CS-an idea based on a convergence of sums ∞ n=1 (1/n s ) with s > 1 etc; DS-Euler idea, that is an idea based on a divergence of reciprocals of primes and related series; E-Euclid's idea of the proof of the infinitude of primes, that is, a consideration of product P := p 1 p 2 · · · p k + 1 or some analogous product; F T -a factorization (not necessarily to be unique) of a positive integer as a product of prime powers;
MP I-the idea based on a construction of sequences consisting of mutually prime positive integers;
T -a topological method; UF T -the unique factorization theorem of a positive integer as a product of prime powers.
