We give an elementary short proof for a well-known theorem of Guibas and Odlyzko stating that the sets of periods of words are independent of the alphabet size. As a consequence of our constructing proof, we give a linear time algorithm which, given a word, computes a binary one with the same periods. We give also a very short proof for the famous Fine and Wilf's periodicity lemma.
Introduction and basic de nitions
Let A be a nite alphabet of at least two letters and A the set of all words over A. For w 2 A , jwj denotes the length of w and w i its ith letter. An integer p; 1 p jwj ? 1 is called a period of w if w i = w i+p , for any 1 i jwj ? p. The set of all periods of w is denoted by P(w). Notice that P(w) = ; if and only if w is unbordered.
The notion of period of a word is very central in the theory of combinatorics on words. There are many beautiful results on periods of words. Among them is a well-known theorem of Guibas and Odlyzko which states that the sets of periods of words are independent of the alphabet size. (Unary alphabets are, of course, out of discussion.) Put otherwise, it says that, for every word w, there exists a binary one, say w 0 , such that P(w 0 ) = P(w); w 0 will be called a binary image of w.
The proof given by GuOd] to this unexpected result uses properties of the correlation and is very complicated. In this note, we give an elementary short proof for this theorem. As the proof is constructive, we give also a fast algorithm which computes a binary image of a given word. The algorithm runs in linear time, so it is optimal. We shall give also a very short proof (the shortest to our knowledge) for the famous Fine 
Properties of words and periods
In this section we give rst the announced proof for Fine and Wilf's lemma and then prove some properties of words and periods needed in the proof of the main theorem in the next section. Lemma 1. If a word w has periods p and q and jwj = p+q ?gcd(p; q), then w has also period d = gcd(p; q). Next lemma gives us the structure of the set of periods. We call the minimum p 2 P(w), the basic period of w. For consistency, we take p = 0 when P(w) = ;. Lemma 2. Let w 2 A and p 2 P(w) be the basic period of w. Then, for any q 2 P(w) with q jwj ? p, q is a multiple of p.
Proof. As p + q jwj, we get by Lemma 1 that gcd(p; q) 2 P(w). As p is the basic period, we must have p = gcd(p; q), so pjq.
As a corollary we get that if the basic period satis es p jwj=2, then the set of periods can be partitioned into two sets, the rst one including the 
Main theorem
Before the main theorem, we prove two more lemmata.
Lemma 4. Let w = (uv) k u 2 A , where k 2, v 6 = ", and p = juvj is the basic period of w. For any q with jwj?p < q < jwj, if we put q = (k?1)p+r, where 0 < r < p + juj, then q 2 P(w) i r 2 P(uvu).
Proof Proof. The case k = 1 is obvious. Assume k 2. We show that P(w) = P(w 0 ).
For any q with 0 < q jwj ? p, Lemma 2 gives that q 2 P(w) i pjq, in which case also q 2 P(w 0 ). If q is not a multiple of p, then q 6 2 P(w 0 ), as this would imply that the basic period of w 0 is strictly smaller than p, contradicting the fact that p is the basic period of w.
For any q with jwj?p < q < jwj, put q = (k?1)p+r, where 0 < r < p+juj. Then, by Lemma 4, q 2 P(w) i r 2 P(uvu) = P(u 0 v 0 u 0 ) which, in turn, is equivalent with q 2 P(w 0 ). This completes the proof. Theorem 1. For any alphabet A and any word w 2 A , there exists a word w 0 2 f0; 1g such that P(w 0 ) = P(w).
Proof. By induction on jwj. If jwj 2, then w is already binary. such that u 0 1 jvj?1 a is primitive. Such an a can be found by Lemma 3. We shall prove that P(w 0 ) = P(w). Clearly all periods of w are periods of w 0 , since u 0 is a binary image of u. Assume that there is q 2 P(w 0 ) ? P(w) and also that q is minimal with this property. Clearly, either q < ju 0 j or ju 0 j + jvj ? 1 q < jwj, since u 0 does not begin with 1. If q < ju 0 j, then, by
Lemma 2, the minimality of q implies qjp, and so u 0 1 jvj?1 a is not primitive, a contradiction.
It is possible that q = ju 0 j + jvj ? 1 only if a = 0, in which case we get u 0 1 = 0u 0 , which is impossible. Therefore q > p = juvj. Put q = p + r; r > 0. Then, clearly, r is a period of u 0 an hence of u. Lemma 4 implies q 2 P(w), a contradiction. The theorem is proved.
Algorithm
From the proof of Theorem 1, we get a recursive algorithm for constructing a binary image of a given word w, denoted below Bin(w). The correctness follows from the proof of Theorem 1. We nally consider the complexity of the algorithm. It is recursive, so let us compute the complexity of a single call of the procedure Bin. Assume that the length of the current word for this call, say x, is n. 
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1
