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Abstract 
In recent years, the increasing demand for multi-media communication, even in the wireless mobile environment 
overcrowding, QoS (Quality of Service) is important. In such environment, since many mobile stations (STAs) are 
using the same channel, it occurs the problem of unfair channel access time and downlink channel. In this paper, we 
propose a scheme to achieve a good balance of QoS, fairness and downlink/uplink traffic asymmetry by the combined 
operation of channel access priority control and packet scheduling with require modification only to AP and require 
no changes in STAs. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of KES International. 
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1. Introduction 
In recent years, a portable information terminal, such as smart phones and tablets, is widely used and has become 
necessary in daily life. In addition, WiFi-based Wireless LANs (WLANs) are the most popular means of access to the 
Internet. The proliferation of these portable information terminals equipped with WiFi interfaces has heightened this 
trend, resulting in the acceleration of the demands for mobiles and ubiquitous learning systems. Using these systems, 
STAs can access various learning materials in many different formats, such as text, audio and video content, at anytime 
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and anywhere. Moreover, some sensors may collect and send the STAs contextual information to provide suitable 
materials for STAs’ situations. Therefore, WiFi access points (APs) should deal appropriately with those various types 
of traffic from/to a lot of wireless terminals.   
Since wireless channel capacity is limited, it must be shared among STAs fairly, and an adequate capacity should 
be allocated to applications depending on service requirements. Furthermore, the analysis of network traces in [1] 
shows that the downlink (AP to STAs) traffic is 4 to 10 times greater than the uplink traffic in an access network. This 
phenomenon is called, traffic asymmetry. Since IEEE 802.11 DCF (Distributed Coordination Function) is designed to 
provide equal access opportunity to both APs and all STAs for accessing the channel, it results in degraded throughput 
attributable mainly to the bottleneck for downlink traffic at the AP. Thus, fairness, quality of service (QoS) and traffic 
asymmetry are the three important issues in allocating wireless channels. 
IEEE 802.11 medium access control (MAC) layer employs a random access scheme, named DCF that operates in 
carrier sense multiple access with collision avoidance (CSMA/CA). DCF access scheme shows in Fig. 1, CSMA/CA 
determines the status of the channel, whether the channel is busy or idle. If the channel is busy, the STA defers for an 
extra time interval, called the DCF inter-frame space (DIFS) and enters the backoff state. The STA, which has entered 
backoff, randomly selects a number between 0 and current Contention Window (CW) and continuously senses the 
medium. This number is used as a backoff counter. The backoff counter counts down as long as the channel remains 
idle. It pauses when the channel becomes busy and it resumes as the channel is idle for a DIFS period again. The frame 
is transmitted when the backoff counter becomes zero. The receiving STA sends Acknowledgement (ACK) frame 
after a short inter-frame space (SIFS), which is shorter than DIFS indicating successful transmission. However, DCF 
can only support best-effort services and does not provide any QoS guarantees for multimedia applications. Since in 
DCF mode, all the STAs in one basic service set compete for the resources and channel with the same priority, so 
there is no differentiation mechanism to guarantee bandwidth, packet delay, and jitter for high priority STAs. 
 To overcome this limitation, IEEE 802.11e [2], also known as the enhanced distributed channel access (EDCA), 
was introduced to differentiate the channel access priorities of the different QoS requirements. EDCA defines four 
traffic types of Access category (AC): Voice (VO), Video (VI), Best Effort (BE) and Background (BK). It aims at 
prioritizing these traffic types by making use of different CW sizes and also different Arbitrary Inter-Frame Space 
(AIFS). In [3], the proposed algorithm for QoS enhancement is an enhanced collision avoidance technique by 
adaptively adjusting the CW size and AIFSN (Arbitration Inter-Frame Number) for the different queues in the four 
AC’s. Reference [4] proposes a new frame aggregation scheduler that considers specific QoS requirements for 
multimedia applications by adaptively adjusting the aggregated frame size, based on the frame’s access category 
defined in 802.11e standard.  
In order to solve the problem of traffic asymmetry, recently, [5] and [6] are proposed. Reference [5] aims at 
maintaining the downlink/uplink throughput ratio at the target level and maximizes the total network throughput 
simultaneously by properly choosing the initial backoff window sizes of the AP and STAs. However, reference [5] 
requires modifications in both APs and STAs. APC [6], which requires modifications only at APs solves the problem 
of traffic asymmetry by prioritizing AP’s channel access over the STAs dynamically depending on the load in the 
network. The AP accesses medium with high priority when AP’s transmission queue length is large. Otherwise it 
accesses with default priority.  
Many solutions to the unfairness problem of channel sharing have been proposed such as [7] [8]. In order to attain 
per-flow fairness, the distributed fair scheduling algorithm described in [7] implements a self-clocked fair queuing by 
calculating the backoff interval in proportion to the ratio between packet length and the weight of a flow. The approach 
in [8] provides fairness among competing STAs by constructing a resource contention graph and deriving a proper 
contention resolution algorithm that maximizes a utility function.  
Most of the published works address QoS enhancement [2-4] and fairness assurance [7-8] individually, and very 
few work such as FQA [9] algorithm is available to achieve a balance between QoS and fairness. Therefore, in this 
study, we propose a scheme to achieve a good balance of QoS, fairness and traffic asymmetry by the combined 
operation of channel access priority control and packet scheduling. In particular, we focus on FQA which addressed 
the QoS and fairness, and APC which solved the problem of downlink/uplink traffic asymmetry, as packet scheduling 
and access priority control scheme, respectively. Our proposed scheme is designed to control the balance of QoS, 
fairness and traffic asymmetry by requiring modification only to AP with no further changes in STAs. 
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The rest of the paper is organized as follows. Section 2 explains our related work. The algorithm of proposed scheme 
is described in Section 3. Description of simulation model is provided in Section 4 and simulation results are provided 
in Section 5. Finally, we conclude the paper in Section 6.  
Fig. 1. IEEE 802.11 DCF access scheme. 
2. Related work 
2.1. FOA (fair QoS agent) 
Fair QoS Agent (FQA) is a proposal that provide per class QoS enhancement and per STA fair channel sharing in 
WLAN. In FQA, there are two components that operate above IEEE 802.11 MAC layer so that no change is required 
in IEEE 802.11 MAC layer. These components are a dual service differentiator (DSD) and a service level manager 
(SLM). The function of DSD is to improve QoS for different classes of traffic using appropriate algorithms for 
scheduling and queue management. On the other hand, SLM is responsible for assuring fair channel sharing by 
estimating the fair share of each STA and dynamically adjusting the service levels of packets.  
2.1.1. DSD (dual service differentiator) 
 
Fig. 2. Diagram of DSD. 
 
As shown in Fig. 2, DSD algorithm is composed of a packet dropping mechanism, a scheduling algorithm, and two 
queues: the Express Service Queue (ESQ) and the Standard Service Queue (SSQ).  
DSD provides QoS enhancement, by preferentially serving packets in the ESQ than packets in the SSQ. First, DSD 
checks the service levels of packets managed by SLM. If the packet is real-time packets such as VOC (voice) and VID 
(video) packets, the packets are enqueued to the ESQ. On the other hand, non real-time packets such as BTB (better-
than-best effort) and BE (best effort) packets are enqueued to the SSQ. And then, when the AP gets a transmission 
1791 Luangxay Kongsili et al. /  Procedia Computer Science  60 ( 2015 )  1788 – 1797 
opportunity for channel access, DSD determines which the packets in the ESQ or SSQ should be sent. The key idea 
of DSD is to serve VOC and VID packets preferentially using a simple priority scheduling algorithm in order to 
minimize delay and jitter.  
To maintain high overall channel utilization, DSD controls the queue length according to the packet dropping 
mechanism. So, the queuing delay can be also controlled and the delay jitter can be minimized. Moreover, the packet 
dropping mechanism drops packets having lower priority packets in each queue, i.e., VID packets and BE packets, 
respectively.  
To regulate the queue length to the desired value, the packet dropping probability is determined according to a 
proportional-integral-derivative (PID) type controller with respect to the difference between the queue length and the 
desired value. When we focus on SSQ, the probability that BE packets will drop, pbe is calculated as formula (1)  
 
    (1) 
 
 
where KP, KI, KD are control gains of the PID controller and essq is the difference between the queue length and the 
desired value. Similar to the case of SSQ, the probability that VID packets will drop, pvid can be calculated based on 
the difference between the queue length and the desired value of ESQ. 
2.1.2. SLM (service level manager) 
Fig. 3. Diagram of SLM 
 
A diagram of the SLM algorithm is shown in Fig. 3. 
First, SLM assigns an initial service level to a packet among four different service levels (i.e., VOC, VID, BTB 
and BE). The service level can be mapped from either the Differentiated Service Code Point (DSCP) field in the IP 
header or the STA priority of the Tag Control Information (TCI) field in the 802.1D frame. 
Second, SLM estimates the actual channel access time and its fair share. SLM updates the actual channel access 
time, ti [s] for the ith STA by using the duration field of the MAC header of the RTS/CTS frame. Otherwise, if the 
RTS/CTS option is not used, whenever the AP sends/receives a data frame for the ith STA, SLM increases ti by the 
amount of toh + L/r. toh is the overhead time needed to transmit a data frame and a MAC-layer ACK frame, including 
several interframe spaces and backoff time, and L and r denote the frame size and transmission rate, respectively. The 
value of the actual channel access time ti and its fair share tif are reset at every Tch interval. If we assume that the initial 
value of ti and tif of at nth time interval are ti[n] and tif[n], respectively, ti[n] is 0 and tif[n] is depend on formula (2). 
 
 
(2) 
 
 
 
 
,)()()()(
0

»¼
º«¬
ª  ³t ssqIssqPssqDbe deKteKteKtp WW
> @ > @
> @ > @ > @
.
.111
,1
ch
Sj j
i
i
i
f
i
f
i
f
ii
f
i
T
w
wf
ntntnt
ntfnt
¦  
 '
' 
1792   Luangxay Kongsili et al. /  Procedia Computer Science  60 ( 2015 )  1788 – 1797 
Here, ԥtif is a compensation value and is defined as the difference between the desired fair share and the actual 
channel access time for the ith STA during the (n-1)th time interval, fi is an ideal fair share, w is a weight.  
Finally, by comparing tif and ti , SLM adjusts a packet’s service level. In order to balance between fairness and QoS, 
SLM adjusts the service levels of packets so that each STA uses premium service (i.e., VOC, VID, and BTB packets) 
up to its fair share. If packets of a STA’s premium service occupy a channel for a longer time than its fair share, these 
packets are dropped or their service levels are downgraded. If time spent in serving packets for premium service is 
less than its fair share, the residual resource is utilized by BE packets.  
For real-time applications, SLM discards excessive real-time packets because a delayed delivery of real-time 
packets maybe useless. Depending on the current channel usage and the fair share, VOC and VID packets are dropped 
with corresponding probability of mvoc,i and mvid,i  which are calculated by formula (3). 
 
 
 
 
(3) 
 
 
 
 
On the other hand, for BTB packets, SLM does not drop but downgrades.  
 
 
(4) 
 
 
Here, mbtb,i is a probability that SLM downgrades the service level of BTB packet to BE , K is a scaling factor,  tvoc,i, 
tvid,i, tbtb,i are the access time used to serve VOC, VID, BTB packets of the ith STA, respectively.  
2.2. APC (Adaptively Priority Controller) 
APC solves the problem of asymmetry between the uplink and downlink traffic by adaptively prioritizing AP’s 
channel access over STAs. However, prioritizing AP over STAs for channel access by default can reduce the network 
throughput because the uplink traffic in the form of requests from the STAs will be stifled. It will lead to a decreased 
downlink traffic which in light network load. Therefore Gupta and Min [6] proposed an APC scheme wherein the 
percentage of downlink traffic being given priority is proportionately controlled based on the dynamic traffic load at 
the AP. This ensures that at low load the STAs get an equal opportunity as the AP to transmit requests and at higher 
loads the AP have a higher access priority proportional to the amount of downlink traffic. 
A common way to control the priority of channel access is to reduce the following 3 parameters of IEEE 802.11e:  
the minimum contention window (CWmin), the maximum contention window (CWmax) and Arbitration Inter Frame 
Space (AIFS). The STAs who have smaller AIFS and shorter CWmin, CWmax can obtain preferentially an opportunity 
for transmission.  
As shown in Fig. 4, APC divides the channel time of the AP into continuous intervals of time T. Each unit of T is 
further divided into n slots of duration T/n. If the AP has a priority level k ≤ n, then k random slots out of the n slots 
within each T are high priority slots and the remaining slots are low priority slots. As shown in Table 1, when the AP 
has a packet to transmit and current time slot is in a high priority slot, it accesses the channel with HIGH setting; 
otherwise, it accesses the channel with DEFAULT setting. Note that the STAs are always access the channel with 
DEFAULT setting. In this case, by randomly selecting the high priority slots, APC can avoid collision among APs 
running in proximity.  
APC adaptively determines priority levels according to the number of slots. And furthermore Dynamic downlink 
traffic load at the AP can be reliably estimated by the instantaneous transmission queue size of the AP. Therefore, 
APC determines the priority level depending on the transmission queue size at the AP.  
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Fig. 4. APC priority level model. 
 
Table 1. Parameters of HIGH and DEFAULT setting.  
Class CWmin CWmax AIFS 
HIGH 1 5 1 
DEFAULT 5 10 N/A 
 
3. Proposed scheme 
As mentioned in section 1 and 2, in order to solve any one of QoS, fairness and traffic asymmetry problems or two 
of them many proposals have been proposed. However, it is difficult to solve the problem of traffic asymmetry by 
queuing based scheme. On the other hand, media access control based scheme can solve any of three problems 
mentioned above. However it is difficult to achieve QoS and traffic asymmetry simultaneously. In this paper, we 
propose a scheme to achieve a good balance of QoS, fairness, asymmetry by combining queuing based scheme and 
media access control based scheme. Our proposed scheme operates to compensate for each other’s weaknesses. And 
furthermore, in order to avoid the complicated calculations we design our proposed scheme easy to control by the 
parameters. 
In this paper, we focus on FQA and APC which are explained in section 1 and 2. FQA assures per-STA fairness in 
terms of channel access time by adjusting the service level of packets and provides different levels of QoS in terms of 
packet loss, packet delivery delay and delay jitter. However, FQA cannot solve the problem of uplink/downlink traffic 
asymmetry which is referred to as the unfairness problem between STAs having either uplink or downlink flows [9]. 
On the other hand, APC can solve the problem of uplink/downlink traffic asymmetry by adaptively prioritizing APs 
channel access over STAs. However, APC currently supports evaluation for 802.11g only and does not ensure QoS 
or support real-time applications. Therefore, our proposed scheme combines FQA and APC in order to compensate 
for their weakness while enhancing their strengths. 
    Figure 5 presents our proposed scheme. First, we adjust a service level to a packet among four different service 
levels (i.e., VOC, VID, BE and BTB) by SLM algorithm. And then we classify real-time packets (VOC and VID 
packets) and non real-time packets (BTB and BE packets) to queue into ESQ queue and SSQ queue, respectively in 
the DSD. Here, we preferentially serve packets in the ESQ using a priority scheduling algorithm in order to minimize 
delay and jitter for real-time packets.  Before these four different packets are queued, we use a packet dropping 
mechanism to differentiate packet loss rate between packets within the same queue. In the case of ESQ, since VOC 
packets have higher priority than VID packets, VOC packets are guaranteed not be discarded, while VOC packets 
may be dropped with an appropriate probability. Similar to the case of ESQ, BE packets may be dropped with an 
appropriate probability. Finally, APC determines the priority level based on transmission queue in the DSD.  
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Fig. 5. Proposed scheme. 
 
However, to realize a combined operation of FQA and APC, we need to solve the following issue. APC defines a 
value of transmission queue length divided by maximum queue length as priority levels. As shown in Fig. 6, when we 
combined FQA with APC, transmission queue length and maximum queue length is a sum of queue length and 
maximum queue length in the ESQ and SSQ, respectively. However, since FQA always preferentially serves the 
packets in ESQ, in some cases, when most of the traffics are BTB packets, queue length in ESQ is a value close to 0. 
Thus, priority levels is closely approximated to “queue length in SSQ / (maximum queue length in ESQ + maximum 
queue length in SSQ) “and it shows that the assignment of the high priority slots cannot be efficiently utilized.  
In this paper, to utilize fully the high priority slots, we propose to manage ESQ and SSQ separately. As shown in 
Fig. 7, after determining the priority level of ESQ and SSQ, we define the sum of ESQ and SSQ as a final priority 
level. Note that the final priority level is up to the number of slots. 
 
    Fig. 6. Combined FQA and APC algorithm. 
QueueSize = EsqQueueSize + SsqQueueSize 
maxQueueSize = maxSsqQueueSize + 
maxEsqQueueSize 
priority = QueueSize / 
maxQueueSize*numSlots 
return prioirity 
 
 
    Fig. 7. Proposed scheme algorithm. 
Esqpriority = EsqQueueSize / 
maxEsqQueueSize*numSlots 
Ssqpriority = SsqQueueSize / 
maxSsqQueueSize*numSlots 
priority = Esqpriority + Ssqpriority 
If priority > numSlots 
priority = numSlots  
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4. Simulation model 
Fig. 8. Simulation topology. 
 
We use the ns-3 [10] network simulator to perform simulations. As shown in Fig. 8, we consider a wireless LAN 
with one AP and N STAs and N STAs are randomly placed in a region with (100,100) range. We vary the number of 
STA from 5 to 30. We use the simulation parameters of Table 2 (simulation setup) and take the average of 30 
simulation runs as the final results.  
In the simulations, STA type and the ratio of each STA are given in Table. 3. Here, voice STA sends and receives 
UDP traffic at 64 kbps with packet size of 160 bytes. Video STA only receives YouTube traffic [11] at a video 
encoding rate of 400kbps. TCP up and down STA is a STA who downloads and uploads simultaneously TCP traffic 
and TCP down STA is a STA who only downloads TCP traffic. 
In this paper, we compare our proposed scheme with other schemes; APC, FQA and EDCA. To evaluate the 
effectiveness of the proposed scheme, we compare throughput and jitter. And we measure the fairness using the Jain’s 
fairness index proposed in [12]. The fairness is between 0 and 1, where 1 is completely fair. The fairness index value 
close to 1 means fair system. 
Table 2. Simulation setup. 
WiFi Protocol IEEE 802.11a 
Connection mode Infrastructure mode 
Simulation time 100 s 
TCP socket MSS 1460 bytes 
Transmission interval 0.01 s 
RTS threshold 128 bytes 
Node movement fixed 
Node deployment random 
Video encoding rate 400 kbps 
 
Table 3. Ratio of STA type. 
STA type Ratio (%) 
Voice STA 30 
Video STA 20 
TCP Up and Down STA 30 
TCP down STA 20 
5. Simulation results 
First, we evaluate the problem of uplink/downlink traffic asymmetry from Fig. 9 and 10. APC outperforms the others 
three schemes. Since APC prioritizes APs channel access over competing STAs according to the dynamic traffic load 
at AP in terms of queue length so that APC can obtain a highest downlink throughput and lowest uplink throughput. 
The proposed scheme performs worse compared with FQA in terms of aggregate downlink throughput. This can be 
explained as giving AP too high priority of transmission opportunities to AP may aggregate the collision in heavy 
load WLAN environment, causing degraded throughput. Thus, we will find a solution to solve this problem in our  
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Fig. 9. Aggregate downlink throughput.                              Fig. 10. Aggregate uplink throughput.  
Fig. 11. Fairness.                                   Fig. 12. Packet loss. 
Fig. 13. Jitter.                                  Fig. 14. Delay.  
 
future work. Besides, the figures also show that EDCA performs worst. The reason is that there is no media access 
priority differentiation between the AP and STAs. As more STAs compete for the channel access for uplink traffic, 
the AP gets less opportunity to win the channel contention and thus downlinks are suppressed. 
Next, we evaluate the fairness for only TCP stations. Fig. 11 shows that the proposed scheme of fairness index is 
close to 1 like FQA. In comparison, EDCA has the poorest performance, since EDCA is a MAC-layer solution for 
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QoS enhancement. Furthermore, we can also see that APC outperforms EDCA from Fig. 11. Since APC actually 
includes AP-only fairness control which addresses the problem of unfair resource allocations due to rate diversity [6].   
Finally, we evaluate QoS in terms of packet loss, delay and jitter for only voice stations. Fig. 12 clearly shows that 
the proposed scheme is the smallest packet loss in comparison to others schemes and Fig. 14 also shows that our 
proposed scheme maintains low delay with both FQA and EDCA which assure the QoS. Nonetheless, the proposed 
scheme performs worse, comparing with FQA and EDCA from Fig. 13. Moreover, we can clearly see that APC has 
the poorest performances from Fig. 12, 13 and 14. Since APC only prioritizes AP’s channel access but does not support 
QoS requirements at all. 
From the simulation results, it can be seen that our proposed scheme can reduce packet losses than FQA, in which 
the proposed scheme can decrease retransmissions at the AP and guarantee packet delivery. Although the proposed 
scheme has a higher jitter than FQA. However, since the acceptable voice delay is less than 30ms according to ITU 
G.114 recommendation [13], we can see that the proposed scheme’s jitter is still smaller.  Therefore, we can conclude 
that our proposed scheme can also assure QoS requirements.   
6. Conclusion 
In this study, we proposed a scheme to achieve a good balance of QoS, fairness and uplink/downlink traffic 
asymmetry by the combined operation of channel access priority control and packet scheduling with require 
modification only to AP and require no further changes in STAs. In particular, we focused on FQA which considered 
about QoS and fairness, and APC which solved the problem of traffic asymmetry, as packet scheduling and access 
priority control scheme, respectively. Simulation results through ns-3 showed that our proposed scheme which manage 
queue length in ESQ and SSQ at AP separately, can achieve a good balance of QoS, fairness and traffic asymmetry. 
In particular, we can maintain a high fairness index among STAs in terms of channel access time and improve QoS in 
terms of packet loss, delay and jitter as FQA scheme. Nevertheless, we cannot obtain a good throughput as APC 
scheme. Thus, for the future work, we will find a solution to enhance the performance of our proposed scheme. 
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