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Abstract
A ﬁnite commutative chain ring is a ﬁnite commutative ring whose ideals form a chain. Let
R be a ﬁnite commutative ring with maximal ideal M and characteristic pn such that
R=MDGFðprÞ and pR ¼ Me; eps; where s is the nilpotency of M: When ðp  1Þ[e; the
structure of the group of units R of R has been determined; it only depends on the parameters
p; n; r; e; s: In this paper, we give an algorithmic method which allows us to compute the
structure of R when ðp  1Þ j e; such a structure not only depends on the parameters
p; n; r; e; s; but also on the Eisenstein polynomial which deﬁnes R as an extension over the
Galois ring GRðpn; rÞ: In the case ðp  1Þ[e; we strengthen the known result by listing a set of
linearly independent generators for R: In the case ðp  1Þ j e but p[e; we determine the
structure of R explicitly.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Finite commutative chain rings are ﬁnite commutative rings whose ideals form a
chain under inclusion. Such rings were used in ﬁnite geometry as coordinatizing rings
of Hjelmslev planes and Klingenberg planes [3,14,21]. More recently, ﬁnite
commutative chain rings have found interesting applications in new areas: In
combinatorics, they were used in various constructions of partial difference sets,
relative difference sets and bent functions [9,10,16–19]; in coding theory, they played
an important role in the study of codes over ﬁnite rings [6–8]. Finite commutative
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chain rings are known to have close connections to the p-adic ﬁelds. In fact, the
classiﬁcation of isomorphism classes of ﬁnite commutative chain rings is essentially
equivalent to that of ﬁnite extensions over Qp [12]. The present paper focuses on the
groups of units of ﬁnite commutative chain rings.
We refer the reader to [20] for the general background of ﬁnite commutative chain
rings. References [1,2,4,11] are some recent articles related to the topic. Let R be a
ﬁnite commutative chain ring with maximal ideal M: The residue ﬁeld R=M is a
ﬁnite ﬁeld GFðprÞ: The characteristic of R is a power of p; say, pn: All the ideals of R
are powers of M: Let s be the nilpotency of M and write pR ¼ Me (eps) and
s ¼ ðn  1Þe þ t; where t ¼ e when n ¼ 1 and 1ptpe when n41: According to [5],
the integers ðp; n; r; e; tÞ are called the invariants of R: Let GRðpn; rÞ be the Galois
ring of characteristic pn and rank r; i.e., GRðpn; rÞ ¼ Zpn ½x	=ðf Þ; where fAZpn ½x	 is a
monic polynomial of degree r whose image in Zp½x	 is irreducible. Then every ﬁnite
commutative chain ring with invariants ðp; n; r; e; tÞ is of the form
R ¼ GRðpn; rÞ½x	=ðg; pn1xtÞ; ð1:1Þ
where gAGRðpn; rÞ½x	 is an Eisenstein polynomial of degree e; i.e.,
g ¼ xe  pðae1xe1 þ?þ a0Þ; aiAGRðpn; rÞ; a0AGRðpn; rÞ: ð1:2Þ
The maximal ideal of R in (1.1) is xR:
Finite commutative chain rings can also be constructed from p-adic ﬁelds. Let
K=Qp be a ﬁnite extension with residue degree r and ramiﬁcation index e: Let oK be
the ring of integers of K and pK a prime of K : Then
R ¼ oK=pðn1ÞeþtK oK ð1:3Þ
is a ﬁnite commutative chain ring with invariants ðp; n; r; e; tÞ and every ﬁnite
commutative chain ring can be obtained this way. Actually, let LCK be the
unramiﬁed subextension of degree r over Qp and let hAoL½x	 be the minimal
polynomial of pK over L: Then the image %h of h in ðoL=pnoLÞ½x	 ¼ GRðpn; rÞ½x	 is an
Eisenstein polynomial of degree e and
oK=p
ðn1Þeþt
K oKDGRðpn; rÞ½x	=ð %h; pn1xtÞ: ð1:4Þ
We refer the reader to [12] for the details about the above claim and to [13,15] for the
general background of the p-adic ﬁelds.
Let R be the ﬁnite commutative chain ring in (1.1). The unit group R of R
contains a unique cyclic subgroup Tn of order pr  1: T ¼ Tn,f0g is the
Teichmu¨ller set of R and every element yAR can be uniquely written in the form
y ¼ x0 þ xx1 þ?þ xs1xs1; xiAT ; ð1:5Þ
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where s ¼ ðn  1Þe þ t: From (1.5), it is clear that
R ¼ Tn  ð1þ xRÞDTn  ð1þ xRÞ: ð1:6Þ
Our goal is to determine the structure of the multiplicative group 1þ xR: When the
ﬁnite commutative chain ring R is also written in the form (1.3), we have
1þ xRDð1þ pKoKÞ=ð1þ psKoKÞ: ð1:7Þ
Therefore, the method in this paper for computing the structure of 1þ xR also
determines the structure of ð1þ pKoKÞ=ð1þ psKoKÞ for any p-adic ﬁeld K :
When ðp  1Þ[e; the structure of 1þ xR has been determined in [11]. In Section 2
of the present paper, we see that if ðp  1Þ[e or if the image of a0 (as in (1.2)) in
R=xRDGFðprÞ is not a ðp  1Þst power, not only do we know the structure of
1þ xR; we can also list a set of linearly independent generators for the ﬁnite abelian
p-group 1þ xR: The most difﬁcult case where ðp  1Þ j e and the image of a0 in
GFðprÞ is a ðp  1Þst power is handled in Section 3. In this case, we identify a set of
generators of 1þ xR: However, among the generators, there exists a relation which
determines the structure of 1þ xR: The relation among the generators strongly
depends on the Eisenstein polynomial g in (1.2) and can only be found by an
algorithmic method. The complexity of the algorithm grows as the p-adic order of
e increases. When p[e; we know the structure of 1þ xR explicitly even though
the relation among its generators is not explicitly known. In Section 4 we provide
several examples for the method described in Section 3.
2. Preparation and the special cases
Throughout Sections 2 and 3, R is the ﬁnite commutative chain ring deﬁned in
(1.1) and g is the Eisenstein polynomial in (1.2). The invariants of R are ðp; n; r; e; tÞ
where
t ¼ e when n ¼ 1;
1ptpe when n41;
(
ð2:1Þ
and the nilpotency of x is s ¼ ðn  1Þe þ t: In the following, for eAR; we denote the
image of e in R=xRDGFðprÞ by %e:
The group 1þ xR has a ﬁltration 1þ xR*1þ x2R*?*1þ xsR ¼ f1g with
ﬁltration quotients ð1þ xiRÞ=ð1þ xiþ1RÞDR=xR ¼ GFðprÞ: We call an r-element
subset fy1;y; yrgC1þ xiR an i-frame of 1þ xR if the images %yj ð1pjprÞ of yj in
ð1þ xiRÞ=ð1þ xiþ1RÞ span ð1þ xiRÞ=ð1þ xiþ1RÞ; i.e., yj ¼ 1þ xiej where ejAR
and %ej ð1pjprÞ form a basis of R=xR over GFðpÞ:
Let l be an integer such that 1plps  1: For each lpips  1; let fyij : 1pjprg
be an i-frame of 1þ xR: Then every element yA1þ xlR can be written as a product
of elements in fyij : lpips  1; 1pjprg through a step-by-step approximation: Let
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y ¼ 1þ xle; and yij ¼ 1þ xieij ðlpips  1; 1pjprÞ where e; eijAR: Then
e  ml1el1 þ?þ mlrelrðmod xÞ ð2:2Þ
for some integers ml1;y; mlr: Thus
y 
Yr
j¼1
y
mlj
lj
 !1
¼ ð1þ xleÞ
Yr
j¼1
ð1þ xleljÞmlj
 !1
A1þ xlþ1R: ð2:3Þ
Proceeding inductively, we have y  Qs1i¼l Qrj¼1 ymijij 1¼ 1; i.e.,
y ¼
Ys1
i¼l
Yr
j¼1
y
mij
ij ; ð2:4Þ
where mijAZ ðlpips  1; 1pjprÞ: It is obvious from the above that if a subgroup
Ho1þ xR contains an i-frame for each lpips  1; then H*1þ xlR:
To determine the structure of 1þ xR; we ﬁrst single out the case n ¼ 1:
Proposition 2.1. Assume that n ¼ 1; i.e., R ¼ GFðprÞ½x	=ðxeÞ: Let
I ¼ fiAZ : 1pioe; p[ig; ð2:5Þ
and let e1;y; erAR such that %e1;y; %erAR=xRDGFðprÞ form a basis of GFðprÞ over
GFðpÞ: Then
1þ xR ¼
Y0
/1þ xiejS; ð2:6Þ
where /1þ xiejS is the cyclic group generated by 1þ xiej and
Q0
denotes an internal
direct product of subgroups. Furthermore,
oð1þ xiejÞ ¼ pJlogp
e
i
n; iAI ; 1pjpr: ð2:7Þ
Proof. First, Eq. (2.7) is obvious since for each lX0; ð1þ xiejÞp
l ¼ 1þ xipl eplj and the
smallest integer l such that iplXe is Jlogp
e
i
n: Let H ¼ QiAI ;1pjpr /1þ xieijS: For
any 1pmoe; there exists an iAI such that m ¼ ipl : Then ð1þ xiejÞp
l ¼ 1þ xmeplj
(1pjpr) form an m-frame of 1þ xR: Therefore H ¼ 1þ xR: Observe that
f1; 2;y; e  1g ¼ ’
[
iAI
ipj : j ¼ 0; 1;y; logp
e
i
l m
 1
n o
: ð2:8Þ
Hence by (2.7) and (2.8),
Q
iAI
Qr
j¼1 oð1þ xiejÞ ¼ prðe1Þ ¼ j1þ xRj: This forces the
product in H to be an internal direct product. &
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In the proof of Proposition 2.1, we have the simple expansion ð1þ xieÞpl ¼
1þ xipl epl ðeARÞ because the characteristic of R is p: However, the situation becomes
more complicated when the characteristic of R is a p-power larger than p: From now
on, we assume n41 for the ﬁnite commutative chain ring in (1.1). For convenience,
we ﬁrst deﬁne the following function.
Deﬁnition 2.2. For given integers i40 and lX0; we deﬁne
hði; lÞ ¼ ip
l if 0plpiðiÞ;
ipiðiÞ þ ðl  iðiÞÞe if l4iðiÞ;
(
ð2:9Þ
where iðiÞ ¼ maxf0; Jlogpð eðp1ÞiÞng:
We ﬁrst state a result concerning the function h which we will use later.
Lemma 2.3. Let I0 ¼ fiAZ : 1pio pep1; p[ig: Then h is injective when restricted to
I0 N:
Proof. Assume that hði; lÞ ¼ hði0; l0Þ where ði; lÞ; ði0; l0ÞAI0 N: Using (2.9) and the
assumptions that i; i0AI0; one can see that
e
p  1pip
iðiÞo pe
p  1 and
e
p  1pi
0piði
0Þo pe
p  1: ð2:10Þ
If lpiðiÞ and l0piði0Þ; then by (2.9), hði; lÞ ¼ hði0; l0Þ implies that ipl ¼ i0pl0 ; which
forces ði; lÞ ¼ ði0; l0Þ: If l4iðiÞ and l04iði0Þ; then by (2.9), we have
ipiðiÞ þ ðl  iðiÞÞe ¼ i0piði0Þ þ ðl0  iði0ÞÞe: ð2:11Þ
By (2.10) and (2.11),
jðl0  iði0Þ  l þ iðiÞÞej ¼ jipiðiÞ  i0piði0Þjoe: ð2:12Þ
Hence ipiðiÞ ¼ i0piði0Þ; which implies i ¼ i0: It follows that l ¼ l0: The case where lpiðiÞ
but l04iði0Þ does not occur. Otherwise by (2.9), we have
ipl ¼ i0piði0Þ þ ðl0  iði0ÞÞe: ð2:13Þ
But since i0piði
0Þ þ ðl0  iði0ÞÞeX e
p1 þ e ¼ pep14ipiðiÞXipl ; we have a contradiction. &
Lemma 2.4. Let i40 and lX0 be integers and eAR:
(i) If e=i is not an integer of the form ðp  1Þpu; then
ð1þ xieÞpl ¼ 1þ xhði;lÞZði; l; eÞ; ð2:14Þ
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where Zði; l; eÞAR and
Zði; l; eÞ  e
pl ðmod xÞ if 0plpiðiÞ;
a
ðliðiÞÞ
0 e
piðiÞ ðmod xÞ if l4iðiÞ;
(
ð2:15Þ
where a0 is as in (1.2).
(ii) If e=i ¼ ðp  1Þpu; then
ð1þ xieÞpl ¼ 1þ xhði;lÞZði; l; eÞ; ð2:16Þ
where Zði; l; eÞAR and
Zði; l; eÞ  e
pl ðmodxÞ if 0plpu;
a
ðluÞ
0 ðep
u þ a0epuþ1Þðmod xÞ if l4u;
(
ð2:17Þ
where a0 is as in (1.2).
Proof. Because of the similarity between the proofs of the two cases, we will only
prove (ii). We use induction on l: When l ¼ 0; the conclusion holds trivially. Now
assume that the conclusion in (ii) holds for l: If lou; then e þ ipl4iplþ1: Hence
ð1þ xieÞplþ1
¼ ð1þ xiplZði; l; eÞÞp
¼ 1þ pxiplZði; l; eÞ þ p
2
 !
x2ip
l
Zði; l; eÞ2 þ?þ xpiplZði; l; eÞp
 1þ xiplþ1Zði; l; eÞpðmod xiplþ1þ1Þ
 1þ xiplþ1eplþ1ðmod xiplþ1þ1Þ: ð2:18Þ
If l ¼ u; we can write ð1þ xieÞpu ¼ 1þ xipuepu þ xipuþ1e0 where e0AR: Then
ð1þ xieÞpuþ1
¼ ð1þ xipuepu þ xipuþ1e0Þp
 1þ pxipuepu þ xipuþ1epuþ1ðmod xipuþeþ1Þ
 1þ a10 xip
uþ1
ep
u þ xipuþ1epuþ1ðmod xipuþeþ1Þ
¼ 1þ xipuþ1a10 ðep
u þ a0epuþ1Þ: ð2:19Þ
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If l4u; then hði; l þ 1Þ ¼ hði; lÞ þ eophði; lÞ: Hence
ð1þ xieÞplþ1
¼ ð1þ xhði;lÞZði; l; eÞÞp
 1þ pxhði;lÞZði; l; eÞ ðmod xhði;lÞþeþ1Þ
 1þ xhði;lþ1Þa10 Zði; l; eÞ ðmod xhði;lþ1Þþ1Þ: ð2:20Þ
Therefore, the conclusion in (ii) holds for l þ 1 and the induction is complete. &
Corollary 2.5. Let 1pios and eAR: Assume that e is not of the form iðp  1Þpu
ðuX0Þ or e ¼ iðp  1Þpu ðuX0Þ but 1þ a0epuðp1Þa0 ðmodxÞ: Then oð1þ xieÞ ¼ paðiÞ
where
aðiÞ ¼ iðiÞ þ s  ip
iðiÞ
e
 
: ð2:21Þ
Proof. By Lemma 2.4, ð1þ xieÞpl ¼ 1þ xhði;lÞZði; l; eÞ where Zði; l; eÞAR: Let oð1þ
xieÞ ¼ paðiÞ: Then aðiÞ is the smallest integer l such that hði; lÞXs; this integer turns
out to be iðiÞ þ Jðs  ipiðiÞÞ=en: (Cf. Lemma 4.4 of [5] for the details.) &
From now on, we set
I ¼ iAZ : 1piomin s; pe
p  1
 
; p[i
 
: ð2:22Þ
Lemma 2.6. Suppose e ¼ cðp  1Þpu with p[c: Let iAI and let fz1;y; zrgC1þ xiR
be an i-frame of 1þ xR: Then fzpl1 ;y; zp
l
r g is an hði; lÞ-frame of 1þ xR unless i ¼ c;
lXu þ 1 and  %a0 is a ðp  1Þst power in GFðprÞ:
Proof. Let z1 ¼ 1þ xie1;y; zr ¼ 1þ xier where %e1;y; %erAR=xRDGFðprÞ form a
basis of GFðprÞ over GFðpÞ: By Lemma 2.4, it sufﬁces to prove that
Zði; l; e1Þ;y; Zði; l; erÞ form a basis of GFðprÞ over GFðpÞ:
By (2.15) and (2.17), the claim is obvious when iac or lpu: It remains to consider
the case when i ¼ c and lXu þ 1: In this case, we deduce from (2.17) that
Zði; l; ejÞ ¼ %aðluÞ0 ð%ep
u
j þ %a0%ep
uþ1
j Þ: ð2:23Þ
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Since  %a0 is not a ðp  1Þst power in GFðprÞ; the GFðpÞ-linear map
c : GFðprÞ - GFðprÞ
z / zp
u þ %a0zpuþ1
ð2:24Þ
has a trivial kernel. Therefore %ep
u
j þ %a0%ep
uþ1
j ð1pjprÞ form a basis of GFðprÞ over
GFðpÞ: &
Proposition 2.7. Assume that ðp  1Þ[e or ðp  1Þ j e but the image  %a0 of a0 in
R=xRDGFðprÞ is not a ðp  1Þst power. Choose e1;y; erAR such that their images
%e1;y; %erAR=xRDGFðprÞ form a basis of GFðprÞ over GFðpÞ: Then
1þ xR ¼
Y0
/1þ xiejSD "
iAI
ðZpaðiÞ Þr; ð2:25Þ
where aðiÞ is defined in (2.21).
Proof. By Corollary 2.5, /1þ xiejSDZpaðiÞ : Hence it sufﬁces to prove that 1þ xR ¼Q0
iAI ;1pjpr /1þ xieijS: We ﬁrst observe that
f1; 2;y; s  1g ¼ fhði; lÞ : iAI ; 0plpaðiÞ  1g: ð2:26Þ
To prove (2.26), it sufﬁces to show that the set on the left is contained in the set on
the right. Assume 1pmps  1: If mope=ðp  1Þ; write m ¼ ipl with iAI : Then
lpiðiÞ and m ¼ hði; lÞ: If mXpe=ðp  1Þ; choose an integer d such that
e
p  1þ depmo
e
p  1þ ðd þ 1Þe: ð2:27Þ
Then e
p1pm  deo pep1: Write m  de ¼ ipl with iAI : Then l ¼ iðiÞ and m ¼
ipiðiÞ þ de ¼ hði; iðiÞ þ dÞ: Thus (2.26) is proved. Now it follows from (2.26)
and Lemma 2.6 that for each 1pmps  1; QiAI ;1pjpr/1þ xiejS contains an m-
frame of 1þ xR: Hence 1þ xR ¼ QiAI ;1pjpr/1þ xiejS: On the other hand, by
(2.26) and Lemma 2.3, we see that
P
iAI aðiÞ ¼ s  1; which implies thatQ
iAI ;1pjpr j/1þ xiejSj ¼ prðs1Þ ¼ j1þ xRj: Therefore the product
Q
iAI ;1pjpr
/1þ xiejS is direct. &
3. The remaining case
In this section, we consider the remaining case not covered by Section 2. Thus
we assume that n41; ðp  1Þ j e; and  %a0AGFðprÞp1 ¼ fzp1 : zAGFðprÞg: Write
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e ¼ cðp  1Þpu where p[c: In this case, the GFðpÞ-linear map
c : GFðprÞ-GFðprÞ
z/zp
u þ %a0zpuþ1 ð3:1Þ
has a 1-dimensional kernel. Choose e1;y; erAR such that %e1;y; %erAR=xR ¼ GFðprÞ
form a basis of GFðprÞ over GFðpÞ and /%erS ¼ ker c: Then cð%e1Þ;y;cð%er1Þ are
linearly independent over GFðpÞ: Choose dAR such that cð%e1Þ;y;cð%er1Þ; %d form
a basis of GFðprÞ over GFðpÞ: Let I be the set in (2.22) and put
O ¼ fði; jÞ : iAI ; 1pjpr; ði; jÞaðc; rÞg: ð3:2Þ
Theorem 3.1. With the assumptions and notation above, we have the following
conclusions:
(i)
1þ xR ¼
Y
iAI
1pjpr
/1þ xiejS
0
B@
1
CA/1þ xcpuþ1dS: ð3:3Þ
(ii) Y
ði;jÞAO
/1þ xiejS
0
@
1
A/1þ xcpuþ1dS ð3:4Þ
is a direct product and
Y
ði;jÞAO
/1þ xiejS
0
@
1
A/1þ xcpuþ1dS
2
4
3
5-/1þ xcerS
¼ /ð1þ xcerÞp
uþ1
S: ð3:5Þ
(iii) Assume that
ð1þ xcerÞp
uþ1 ¼
Y
ði;jÞAO
ð1þ xiejÞgði;jÞ
0
@
1
Að1þ xcpuþ1dÞg; ð3:6Þ
where gði; jÞAZ and gAZ: Then 1þ xR is the abelian group generated by 1þ xiej
ðiAI ; 1pjprÞ and 1þ xcpuþ1d subject to relations (3.6) and
ð1þ xiejÞp
aðiÞ ¼ 1; ði; jÞAO;
ð1þ xcpuþ1dÞpaðcp
uþ1Þ ¼ 1:
8<
: ð3:7Þ
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Proof. (i) Let H be the group on the right-hand side of (3.3). It sufﬁces to show that
for each 1pmos; H contains an m-frame of 1þ xR:
From (2.26), m ¼ hði; lÞ for some ði; lÞ with iAI and 0plpaðiÞ  1: When iac or
lpu; by Lemma 2.6, the ð1þ xiejÞp
l
form an m-frame of 1þ xR: When i ¼ c and
lXu þ 1; i.e., when m ¼ hðc; u þ 1þ dÞ ¼ cpuþ1 þ de ðdX0Þ; note that ð1þ xcejÞp
uþ1þd
ð1pjprÞ do not form an m-frame of 1þ xR: Actually, by Lemma 2.4,
ð1þ xcejÞp
uþ1 ¼ 1þ xcpuþ1a10 dj; 1pjpr; ð3:8Þ
where djAR and %dj ¼ cð%ejÞ: However, ð1þ xcejÞp
uþ1 ð1pjpr  1Þ and 1þ xcpuþ1d
form a cpuþ1-frame of 1þ xR since cð%e1Þ;y;cð%er1Þ; %d form a basis of R=xR over
GFðpÞ: Using Lemma 2.6, we see thatð1þ xcejÞp
uþ1þd ð1pjpr  1Þ and ð1þ xcpuþ1dÞpd
form an m ¼ cpuþ1 þ de frame of 1þ xR:
(ii) Let K be the group in (3.4). For each integer m with cpuomos; we have
m ¼ hði; lÞ for some iAI ; 0plpaðiÞ  1 by (2.26). We claim that either iac or
lXu þ 1: Otherwise, lpu ¼ iðcÞ and m ¼ hðc; lÞ ¼ cplpcpu: By the proof of (i), K
contains an m-frame. Therefore 1þ xcpuþ1RCK: In particular, ð1þ xcerÞp
uþ1
A1þ
xcp
uþ1þ1RCK : We then have
prðs1Þ ¼ j1þ xRj
¼ j/1þ xcerSK j
¼ j/1þ x
cerSj jKj
j/1þ xcerS-Kj
p
j/1þ xcerSj jð
Q
ði;jÞAO /1þ xiejSÞ/1þ xcp
uþ1
dS j
j/ð1þ xcerÞpuþ1Sj
p puþ1
Y
ði;jÞAO
j/1þ xiejSj
0
@
1
Aj/1þ xcpuþ1dSj
¼ puþ1pPði;jÞAO aðiÞþaðcpuþ1Þ
¼ puþ1þrðs1ÞaðcÞþaðcpuþ1Þ ðby ð2:26Þ and Lemma 2:3Þ
¼ prðs1Þ ðaðcÞ  aðcpuþ1Þ ¼ u þ 1 by ð2:21ÞÞ: ð3:9Þ
Note that (3.9) implies that the product in K is direct and that /1þ xcerS-
K ¼ /ð1þ xcerÞp
uþ1
S:
(iii) By Corollary 2.5, oð1þ xiejÞ ¼ paðiÞ for ði; jÞAO and oð1þ xcpuþ1dÞ ¼ paðcpuþ1Þ:
Hence the claim follows immediately from (i) and (ii). &
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Remark. According to the proof of Theorem 3.1, in (3.6), ð1þ xiejÞgði;jÞ ðði; jÞAOÞ
and ð1þ xcpuþ1dÞg are all in 1þ xcpuþ1þ1R: This means that
npðgÞX1 and hði; npðgði; jÞÞXcpuþ1 þ 1 for all ði; jÞAO ð3:10Þ
where np is the p-adic order function.
Corollary 3.2. Assume u ¼ 0 in Theorem 3.1, i.e., assume that n41; e ¼ cðp  1Þ; p[c
and  %a0AGFðprÞp1: Then
1þ xRD "
iAIWfcg
ðZpaðiÞ Þr
" #
"ðZpaðcÞ Þr1"ZpaðcpÞ"Zp: ð3:11Þ
Proof. In this case, the relation (3.6) is
ð1þ xcerÞp ¼
Y
ði;jÞAO
ð1þ xiejÞgði;jÞ
0
@
1
Að1þ xcpdÞg: ð3:12Þ
By (3.10), gði; jÞ ðði; jÞAOÞ and g are multiples of p: Thus we have
ð1þ xcerÞp ¼ yp ð3:13Þ
for some yA
Q
ði;jÞAO /1þ xiejS
 
/1þ xcpdS: By Theorem 3.1(iii) and (3.13), 1þ
xR is the abelian group generated by 1þ xiej ðði; jÞAOÞ; 1þ xcpd; and ð1þ xcerÞy1
subject to the relations
ð1þ xiejÞp
aðiÞ ¼ 1; ði; jÞAO;
ð1þ xcpdÞpaðcpÞ ¼ 1;
ðð1þ xcerÞy1Þp ¼ 1:
8>><
>: ð3:14Þ
Isomorphism (3.11) immediately follows. &
In general, Theorem 3.1 provides an algorithm for computing the structure of
1þ xR: The key to the structure of 1þ xR is relation (3.6) which can be determined
through step-by-step approximations as described at the beginning of Section 2.
Once relation (3.6) is determined, we let
@ : f1;y; jOjg-O
k /ð@1ðkÞ; @2ðkÞÞ ð3:15Þ
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be the bijection such that @ð1Þ;y; @ðjOjÞ is the lexicographical ordering of the
elements in O; i.e.,
ð@ð1Þ;y; @ðjOjÞÞ ¼ ðð1; 1Þ; ð1; 2Þ;y; ð1; rÞ; ð2; 1Þ; ð2; 2Þ;yÞ: ð3:16Þ
Put
A ¼
pað@1ð1ÞÞ
&
pað@1ðjOjÞÞ
paðcp
uþ1Þ
gð@ð1ÞÞ ? gð@ðjOjÞÞ g puþ1
2
66666664
3
77777775
: ð3:17Þ
Then Theorem 3.1(iii) gives
1þ xRDZjOjþ2=fvAZjOjþ2 : Av ¼ 0g: ð3:18Þ
The function a (deﬁned in (2.21)) is a decreasing function. (One way to see this is to
observe that aðiÞ is the smallest integer l such that hði; lÞXs and that hði; lÞ is
increasing with respect to i:) Put
ða1;y; ajOjþ1Þ ¼ ðað@1ð1ÞÞ;y; að@1ðjOjÞÞ; aðcpuþ1ÞÞ: ð3:19Þ
Then a1;y; ajOjþ1 is a decreasing sequence of positive integers. Also let
bk ¼
npðgð@ðkÞÞ if npðgð@ðkÞÞominfak; u þ 1g;
N otherwise;
(
1pkpjOj; ð3:20Þ
and
bjOjþ1 ¼
npðgÞ if npðgÞominfajOjþ1; u þ 1g;
N otherwise;
(
ð3:21Þ
and put
B ¼
pa1
&
pajOjþ1
pb1 ? pbjOjþ1 puþ1
2
66664
3
77775: ð3:22Þ
Then there exist P; QAGLðjOj þ 2;ZÞ such that PAQ ¼ B: Hence
1þ xRDZjOjþ2=fvAZjOjþ2 : Bv ¼ 0g: ð3:23Þ
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Let Dk be the kth determinantal divisor of B and let nk ¼ npðDkÞ: Then
njOjþ2 ¼ u þ 1þ ajOjþ1 þ?þ a1 ð3:24Þ
and
nk ¼ ajOjþ1 þ?þ ajOjþ1ðk1Þ þmin
$
fu þ 1 ajOjþ1ðk1Þg:
,fbl  al : jOj þ 1 ðk  1ÞplpjOj þ 1g
,fbl  ajOjþ1ðk1Þ : 1plpjOj þ 1 kg
%
;
for 1pkpjOj þ 1: ð3:25Þ
The structure of 1þ xR is given by
1þ xRD "
jOjþ2
k¼2
ðZpnknk1 Þ
& '
"Zpn1 : ð3:26Þ
To summarize, the algorithm to compute the structure of 1þ xR under the
assumptions in this section consists of the following steps.
Step 1: Compute the sequence a1;y; ajOjþ1 in (3.19).
Step 2: Choose erAR such that 1þ a0ep
uðp1Þ
r  0 ðmod xÞ and choose
e1;y; er1AR such that %e1;y; %erAR=xR form a basis of R=xR over GFðpÞ: Choose
dAR such that %ep
u
j þ %a0%ep
uþ1
j ð1pjpr  1Þ and %d form a basis of R=xR over GFðpÞ:
Step 3: Find the relation
ð1þ xcerÞp
uþ1 ¼
Y
ði;jÞAO
ð1þ xiejÞgði;jÞ  ð1þ xcpuþ1Þg:
Step 4: Compute the sequence b1;y; bjOjþ1 in (3.20) and (3.21).
Step 5: Compute the sequence n1;y; njOjþ2 in (3.24) and (3.25). The structure of
1þ xR is given by (3.26).
4. Examples
To illustrate the algorithm described above, we present several concrete examples.
To avoid too complicated computations, we focus on examples with small parameters.
Example 4.1. Let
R ¼ GRð23; 2Þ½x	=ðx2  2; 22x2Þ: ð4:1Þ
The invariants of R are p ¼ 2; n ¼ 3; r ¼ 2; e ¼ 2 ¼ 1ðp  1Þp; and t ¼ 2: The
nilpotency of x is s ¼ ðn  1Þe þ t ¼ 6: In the notation of Section 3 c ¼ 1; u ¼ 1;
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a0 ¼ 1 and
O ¼fði; jÞ : i ¼ 1; 3; 1pjp2; ði; jÞað1; 2Þg
¼ fð1; 1Þ; ð3; 1Þ; ð3; 2Þg: ð4:2Þ
We have
a1 ¼ að1Þ ¼ 3;
a2 ¼ a3 ¼ að3Þ ¼ 2;
a4 ¼ að22Þ ¼ 1:
8><
>: ð4:3Þ
Choose e2 ¼ 1: Then
ð1þ xe2Þ2
2 ¼ 1þ 4x þ 6x2 þ 4x3 þ x4
¼ 1þ 4x
¼ð1þ x3e2Þ2: ð4:4Þ
Therefore
gði; jÞ ¼ 2 if ði; jÞ ¼ ð3; 2Þ;
0 if ði; jÞAO; ði; jÞað3; 2Þ;
(
ð4:5Þ
and g ¼ 0: Hence
b1 ¼N;
b2 ¼N;
b3 ¼ 1;
b4 ¼N:
8>><
>>:
ð4:6Þ
From (4.3) and (4.6), we ﬁnd that
n1 ¼ 1;
n2 ¼ 2;
n3 ¼ 4;
n4 ¼ 7;
n5 ¼ 10:
8>>>><
>>>:
ð4:7Þ
Therefore
1þ xRDZ23"Z23"Z22"Z2"Z2: ð4:8Þ
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Example 4.2. Let
R ¼ GRð23; 2Þ½x	=ðx2  2ðx þ 1Þ; 22x2Þ: ð4:9Þ
Again, the invariants of R are ðp; n; r; e; tÞ ¼ ð2; 3; 2; 2; 2Þ: Also, s ¼ 6; c ¼ 1; u ¼ 1;
a0 ¼ 1; and O ¼ fð1; 1Þ; ð3; 1Þ; ð3; 2Þg: We have
a1 ¼ að1Þ ¼ 3;
a2 ¼ a3 ¼ að3Þ ¼ 2;
a4 ¼ að22Þ ¼ 1:
8><
>: ð4:10Þ
Choose e2 ¼ 1: Then
ð1þ xe2Þ2
2 ¼ 1þ 4x þ 6x2 þ 4x3 þ x4
¼ 1þ 4x þ 12ðx þ 1Þ þ ð2ðx þ 1ÞÞ2
¼ 1: ð4:11Þ
Hence gði; jÞ ¼ 0 for all ði; jÞAO and g ¼ 0: Thus b1 ¼? ¼ b4 ¼N and the matrix
B in (3.22) is already diagonal. Hence
1þ xRDZ23"Z22"Z22"Z2"Z22 : ð4:12Þ
More precisely, if we choose e1; dAR such that %e1 and %e2 form a basis of R=xR over
GFð2Þ and so do %e21 þ %e2
2
1 and %d; then Theorem 3.1 shows that
1þ xR ¼/1þ xe1S/1þ x3e1S/1þ x3e2S
/1þ x22dS/1þ xe2S: ð4:13Þ
In (4.13),
oð1þ xe1Þ ¼ 2að1Þ ¼ 23;
oð1þ x3e1Þ ¼ 2að3Þ ¼ 22;
oð1þ x3e2Þ ¼ 2að3Þ ¼ 22;
oð1þ x22dÞ ¼ 2að22Þ ¼ 2;
oð1þ xe2Þ ¼ 22
8>>>><
>>>>:
ð4:14Þ
Example 4.3. Let
GRð33; 2Þ ¼ Z33 ½y	=ðy2  y  1Þ; ð4:15Þ
R ¼ GRð33; 2Þ½x	=ðx6 þ 3ðy þ 1Þ; 32xÞ: ð4:16Þ
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The invariants of R are p ¼ 3; n ¼ 3; r ¼ 2; e ¼ 6 ¼ 1ðp  1Þp; and t ¼ 1: The other
relevant data are s ¼ ðn  1Þe þ t ¼ 13; c ¼ 1; u ¼ 1; a0 ¼ ðy þ 1Þ and
O ¼ fði; jÞ : i ¼ 1; 2; 4; 5; 7; 8; 1pjp2; ði; jÞað1; 2Þg: ð4:17Þ
We have
a1 ¼ að1Þ ¼ 3;
a2 ¼ a3 ¼ að2Þ ¼ 3;
a4 ¼ a5 ¼ að4Þ ¼ 2;
a6 ¼ a7 ¼ að5Þ ¼ 2;
a8 ¼ a9 ¼ að7Þ ¼ 1;
a10 ¼ a11 ¼ að8Þ ¼ 1;
a12 ¼ að32Þ ¼ 1:
8>>>>>><
>>>>>>:
ð4:18Þ
Since
1þ a0y3ð31Þ ¼ 1 ðy þ 1Þy6 ¼ 1 y8  0 ðmod 3Þ; ð4:19Þ
we can choose e2 ¼ y: Observe that
ð1þ xe2Þ3
2 ¼ 1þ 84x3y3 þ 84x6y6 þ x9y9 ¼ 1 9: ð4:20Þ
Let e1 ¼ 1: Then %e1 and %e2 form a basis of R=xR over GFð3Þ: Direct computation
shows that
ð1þ x2e1Þ3
2 ¼ 1 9y  9;
ð1þ x2e2Þ3
2 ¼ 1þ 9y:
(
ð4:21Þ
Hence
ð1þ xe2Þ3
2 ¼ ð1þ x2e1Þ3
2ð1þ x2e2Þ3
2
: ð4:22Þ
Therefore,
gði; jÞ ¼ 3
2 if ði; jÞ ¼ ð2; 1Þ; ð2; 2Þ;
0 for other ði; jÞAO;
(
ð4:23Þ
and g ¼ 0: Obviously,
b1 ¼? ¼ b12 ¼N: ð4:24Þ
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Hence
1þ xRDZ32" "
12
i¼1
Z3ai
$ %
¼ ðZ33Þ3"ðZ32Þ5"ðZ3Þ5: ð4:25Þ
If we choose dAR such that %e31 þ %a0%e3
2
1 and %d form a basis over GFð3Þ: Then
1þ xR ¼
Y0
/1þ xiejS
 
/1þ x32dS 1þ xe2ð1þ x2e1Þð1þ x2e2Þ
( )
; ð4:26Þ
where
oð1þ xiejÞ ¼ 3aðiÞ; ði; jÞAO;
oð1þ x32dÞ ¼ 3að32Þ;
o
1þ xe2
ð1þ x2e1Þð1þ x2e2Þ
$ %
¼ 32:
8>><
>>:
ð4:27Þ
Example 4.4. Let
GRð23; 2Þ ¼ Z23 ½y	=ðy2  y  1Þ; ð4:28Þ
R ¼ GRð23; 2Þ½x	=ðx4  2ðx þ yÞ; 22x3Þ: ð4:29Þ
The invariants of R are p ¼ 2; n ¼ 3; r ¼ 2; e ¼ 4 ¼ 1ðp  1Þp2 and t ¼ 3: The other
data are s ¼ ðn  1Þe þ t ¼ 11; c ¼ 1; u ¼ 2; a0 ¼ y and
O ¼ fði; jÞ : i ¼ 1; 3; 5; 7; 1pjp2; ði; jÞað1; 2Þg: ð4:30Þ
We have
a1 ¼ að1Þ ¼ 4;
a2 ¼ a3 ¼ að3Þ ¼ 3;
a4 ¼ a5 ¼ að5Þ ¼ 2;
a6 ¼ a7 ¼ að7Þ ¼ 1;
a8 ¼ að23Þ ¼ 1:
8>>><
>>>>:
ð4:31Þ
Since
1þ a0ðy þ 1Þ2
2ð21Þ ¼ 1þ yðy þ 1Þ4  1þ yðy þ 1Þ
¼ y2 þ y þ 1  0ðmod 2Þ; ð4:32Þ
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we can choose e2 ¼ y þ 1: We have
ð1þ xe2Þ2
3
¼ 1þ 28ðxðy þ 1ÞÞ2 þ 70ðxðy þ 1ÞÞ4 þ ðxðy þ 1ÞÞ8
¼ 1þ 28x2ðy þ 1Þ2 þ 70  2ðx þ yÞðy þ 1Þ4 þ 4ðx þ yÞ2ðy þ 1Þ8
¼ 1þ 4xðy þ 1Þ: ð4:33Þ
Let e1 ¼ 1: Then %e1; %e2 form a basis of R=xR over GFð2Þ: Direct computation shows
that
ð1þ x5e1Þ2 ¼ 1þ 4xðy þ xyÞ;
ð1þ x5e2Þ2 ¼ 1þ 4xð1þ xyÞ:
(
ð4:34Þ
Hence
ð1þ xe2Þ2
3 ¼ ð1þ x5e1Þ2ð1þ x5e2Þ2: ð4:35Þ
Therefore,
gði; jÞ ¼ 2 if ði; jÞ ¼ ð5; 1Þ; ð5; 2Þ;
0 for other ði; jÞAO;
(
ð4:36Þ
and g ¼ 0: Thus
b4 ¼ b5 ¼ 1;
bk ¼N for other 1pkp8;
(
ð4:37Þ
and
ðn1;y; n9Þ ¼ ð1; 2; 3; 4; 6; 9; 12; 16; 20Þ: ð4:38Þ
Consequently,
1þ xRDZ24"Z24"Z23"Z23"Z22"Z2"Z2"Z2"Z2
¼ðZ24Þ2"ðZ23Þ3"Z22"ðZ2Þ4: ð4:39Þ
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