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ABSTRACT
USING CHILDREN’S ERRORS IN SINGLE-WORD READING
TO EXPLORE A THEORY OF DYSLEXIA WITHIN THE READING PROCESS
FEBRUARY 2002
KENNETH RATH, B.A., RENSSELAER POLYTECHNIC INSTITUTE
M.A., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor James M. Royer
A theory is presented to explain the reading patterns found among dyslexics through a
single process of encoding representations binding phonology and orthography of units of
varying numbers of letters within the lexical repertoire. Dyslexia is explained as a
function of lack of clarity in the phonological input, resulting in more tenuously bound
orthographical-phonological representations. With extensive exposure to the proper
phonological input such bound representations can be formed, but the process is very
effortful compared to that among unimpaired readers. In order to demonstrate this claim
it is necessary to show that errors among dyslexics occur more frequently in low-
frequency words, that more sound-related errors are made, that substitution errors are
phonetically close to the proper sounds and that the LATAS intervention, which involves
memorization of lists of words, would cause the word parts contained on the memorized
lists to have correspondingly fewer errors when they are contained in words read by the
individuals than other, non-practiced word parts. The paper proposes ways in which to
test these claims.
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CHAPTER I
INTRODUCTION
In order to understand how dyslexia works and what an examination of error
patterns can tell about it, it is necessary to develop a theory that explains the cognitive
processes that are involved with unimpaired reading and to explain how dyslexia comes
about from a modification of these processes. The theory proposed in this paper is by no
means universally accepted in the field, but does seem to fit the existing evidence and
provides expectations about the pattern errors would fall in if the theory is correct. The
purpose of this proposal is to examine actual error patterns and to see if they coincide
with those predicted by the presented theory.
A Theory of the Cognitive Roots of Dyslexia
The Reading Process
Before delving very deeply into the cognitive structures that may underlie the
reading process and the aspects that of that process that distinguish dyslexics from
unimpaired readers, it is important to present the basic processes that occur during
learning to read. The working assumption of the proposed research is that any
theory of
reading has to stem from this basic framework.
At this point it may be prudent to insert the caveat that the discussion
will only
include the process of reading among individuals who do not have
severely impaired
sight or hearing. The process of learning to read for these individuals is probably similar,
but involves further complications, especially in the case of the deaf, who are outside of
the scope of this paper.
First of all, before non-hearing-impaired individuals start learning to read they
have developed the ability to speak and understand oral communication. They already
know something about the sounds in their native language, as well as, to some extent,
what sound combinations go together (such as “str”) and what combinations do not (such
as “sd”), although this knowledge is not explicit and does not relate directly to
phonological awareness (Liberman, 1997) or, to use the terminology introduced by
Perfetti (1992) that will be used in this report, computational phonemic knowledge. This
computational phonemic knowledge refers to the ability to recognize the specific
phonemes in words that correspond to the letters and letter combinations in print at a
procedural level, and is distinct from reflective phonemic knowledge, which is the
conscious understanding of these rules (Perfetti, 1992). This computational phonemic
knowledge seems to develop through experience with print (Liberman, Shankweiler,
Fischer & Carter, 1974). Having spoken and listened to language for some time, these
non-hearing impaired individuals have also developed a vocabulary ofwords that can be
recognized auditorily (Gleitman & Rozin, 1977). Thus when a person begins to learn to
read they are already familiar with a large number ofthe words that they are going to
encounter through reading, at least in their first experiences with print, both in terms of
how they sound and what they mean (Gleitman & Rozin, 1977).
What learning to read entails, then, is learning how to bind a mental
representation of a visually recognized symbol or group of symbols with a set of
sounds
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that the reader is already familiar with. Once individuals have become proficient readers,
they should be able to see a string of symbols and be able to identify the proper sounds
associated with them. In proficient readers the proper sounds should be produced
whether the string corresponds to a familiar word or not. The meaning of the word
should also be activated ifthe word is known (Rozin & Gleitman, 1977).
This process, clearly, does not develop overnight. When children begin to read
they start by learning to match sounds to individual symbols, the familiar letters in
English, but individual words in writing systems such as Chinese (Cowie & Evison,
1986). Once these visual units can be identified and matched with their corresponding
sounds, forming a sort of unitary mental representation, children move on to larger
units—small words, then more complex words, etc. At first these words may be
recognized by their visual structure, as letters are at first, but eventually they begin to
sound the words out and to blend the sounds together (Frith, 1985).
As time progresses, for the unimpaired reader at least, it becomes easier and
easier to read. Large words, even unfamiliar words, do not have to be pronounced on a
letter-by- letter basis but, rather, are pronounced in larger pieces or as a unit (Adams,
1990; Frith, 1985). Among many readers the reading vocabulary continues to grow, until
some words that are encountered during reading may never have been heard by the
individual, and the corresponding sounds attributed to them are devised through the
knowledge ofhow other words work (Goswami, 1988). This can, of course, lead to
mispronunciations, but for the most part the pronunciation ofnew words tends to be very
accurate (Goswami & Bryant, 1 990).
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Dyslexia
Dyslexia, as a label, denotes a person who demonstrates difficulty in reading
despite normal functioning in other mental endeavors (Stanovich, 1988b). In most cases,
researchers who study “dyslexia” are talking about individuals who have difficulty
reading words—fitting the proper sounds to what they see—rather than about individuals
who have just have difficulty with comprehension or other “higher-level” processes,
although these often occur as a result of word reading issues (Royer, 1997; Stanovich,
1986). This difference between reading performance, specifically the reading of words,
and performance on other mental tasks is generally measured by examining the
discrepancy between performance on a reading test and performance on a general IQ test,
although this method of identification is beginning to fall out of favor in the reading
research community (Aaron, 1997; Beringer, Hart, Abbott & Karovsky, 1992).
It is generally recognized that there are two basic types of dyslexia:
developmental dyslexia and acquired dyslexia. Developmental dyslexia refers to a failure
to acquire reading skills at a level that is appropriate given the individual’s age, despite
adequate intelligence and learning opportunities (Harm & Seidenberg, 1999), while
acquired dyslexia refers to reading problems that occur as a result of brain trauma
(Castles & Coltheart, 1993). For the purposes of this paper only developmental dyslexia
will be examined since it is present during the process of learning to read rather than
occurring after the learning process has already developed substantially.
Within the diagnosis of developmental dyslexia, some researchers identify
at least
two different subtypes (Castles & Coltheart, 1993; Stanovich, Siegel, & Gottardo,
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1997a). These subtypes are generally referred to as surface and phonological dyslexia,
analogous to similar patterns of responses found in individuals with acquired dyslexia
(Patterson, Marshall, & Coltheart, 1985). The signatures of these different subtypes are
impaired performance at reading nonwords—strings of letters that can be pronounced but
that do not constitute real words, such as “plok”—among phonological dyslexics while
surface dyslexics display impaired performance when reading exception words—words
that have atypical spelling-sound correspondences, such as “pint” and “oasis” (Castles &
Coltheart, 1993; Harm & Seidenberg, 1999). There is a great deal of controversy about
what constitutes the differences between these types of developmental dyslexia, or if they
even exist as separate entities, and to some extent both types may show some impairment
on both exception words and nonwords, with very few “pure” cases of either type
(Castles & Coltheart, 1993; Manis, Seidenberg, Doi, McBride-Chang, & Peterson, 1996;
Stanovich, SiegeL, Gottardo, Chiappe & Sidhu, 1997b).
Regardless ofthe specific diagnostic subtype, the general symptoms of dyslexia
are well-known. Dyslexics tend to take a longer time to learn to read, and do so more
slowly and with more effort than their unimpaired peers. Since their rate of improvement
is slower than that of their peers, they fall farther and farther behind due to the slower rate
of reading acquisition. This phenomenon is known as the Matthew Effect (Stanovich,
1986) after the passage in the Gospel of Matthew: “For to everyone who has, more will
be given and he will grow rich; but from the one who has not, even what he has will be
taken away” (Matthew 25:29, The New American Bible With Revised New Testament,
1988). Since reading is a tedious and, in many cases, frustrating pursuit for
these
individuals, they often develop other difficulties as well: resistant behavior,
low self-
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esteem, social isolation, and the like. Clearly, dyslexia is a tremendous problem,
especially in modem literate society, and if one expects to be able to help dyslexic
individuals overcome their problem it is necessary to have some idea ofwhat the
underlying cause is.
The Theory
How, then, might this process of learning to read work? And, just as importantly,
what is different about dyslexics that makes it not work as well?
It is known that, in English and many other languages, many forms of information
that might otherwise seem logically important, specifically the word’s context and the
meaning ofthe surrounding passage, have little bearing on how a word is decoded
(Kintsch & Mross, 1986; Seidenberg, Tanenhaus, Lieman, & Bienkowski, 1982).
Instead, any information that is used by a reader to reach a pronunciation of a word must
come directly from the word itself, as written. Specifically, the contextually-specific
meaning is selected from among all ofthe possible meanings that are all activated upon
the identification ofthe word well after the word has been decoded (Till, Mross, &
Kintsch, 1988). Other effects of context also occur after the initial identification of the
word. This known situation will act as the foundation for a general theory of reading.
A common conception ofhow the reading process works is the dual route theory,
which is the idea that there are two ways by which words are read: the orthographic and
the phonological routes (Coltheart, Curtis, Atkins & Haller, 1993). The orthographic
route is said to be used when the orthography of a word is recognized directly from the
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reader’s lexicon of words and is identified along with its corresponding sound structure.
The phonological route is used when individual letters or groups of letters are assigned
sounds and these sounds are strung together and matched as well as possible with a word
that the reader has in his or her lexicon from conversational experience. When a word is
contained in the lexicon ofwords recognized by the orthographic route, both routes are
activated and the one that completes the identification first is recognized, usually the
orthographic route in skilled readers. In beginning readers, the orthographic route may
be slow since there is only a tenuous connection between the visual representation and
the lexicon, forcing the phonological route to be used. The phonological route would
also be used by experienced and inexperienced readers alike if an unfamiliar word or
nonword was encountered since there would be no corresponding lexical representation
(Coltheart et aL, 1993).
Given the above situation, one would expect that all newly encountered words
would have to go through the phonological processing route since they have not, as yet,
had a sight-sound representation encoded for them in the lexicon. Yet this does not seem
to be the case. It is fairly clear that when a good reader encounters a new word, such as
“sociopolitical”, that is closely related to other words that he or she knows, like “social”
and “political”, it takes less time and effort to pronounce than something that is less
related to known words, such as a nonword like “maukhon” since it is known that high-
frequency items are more recognizable than low-frequency items (Share, 1995). It seems
that not only are there lexical representations ofthe sight-sound relationships of entire
words, but that there might also be representations of parts ofwords, and that these are
also used in decoding unfamiliar words. This contention is supported by the work of
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several researchers (see Adams, 1990; Frederiksen, 1982 as examples). Although
Coltheart et al. do make allowances for chunks of letters to be used in decoding along the
phonological route, it is not clearly stated how large these chunks can be and to what
extent the apparent ability to use word-like units in constructing larger words would fit
into the dual-route theory.
Seeing that it is the case that words seem to be able to be identified through an
analysis of subsections of the word, which seems to be unresolved by Coltheart et al.’s
(1993) theory, the author has been led to question other assumptions of the dual route
theory. One major question that the author has had is what the difference between the
two routes is, exactly. One possibility is that two separate routes for word identification
do not actually exist, at least not as separate psychological entities. This is the position
taken by the presented theory.
It seems reasonable to the author that the phonological route as described by
Coltheart et aL (1993) is merely a way of decoding a word at a letter-by-letter level,
rather than a word-part or whole word level, but that the process of decoding at each of
these levels is essentially the same. What the presented theory espouses is that there is a
lexical repertoire that contains information regarding various orthographic symbols and
groups ofsymbols which are bound to the sounds that are associated with them, and that
this representation is essentially the same regardless ofthe length ofthe letter string.
Thus the orthographic route attested to by Coltheart et al. (1993) would be a description
of decoding through identification of word-sized units, according to this theory.
When people begin to learn to read, they generally begin by being taught the
letters, first their names and then the sounds that correspond to them (Adams, 1990). At
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this time, after considerable practice and exposure to print, they become able to attach
sounds to letters when they see them. This process, analogous to the previously-
mentioned production ol a representation of words where their orthographic structures
are bound to their corresponding sounds, becomes less effortful with time. Soon, the
orthography and the phonology will be so tightly bound that when a letter is seen the
corresponding sound will leap immediately to mind. After practice, most beginning
readers can use this knowledge to slowly sound out words, which they match to the sound
ol words known from speech (Jorm & Share, 1983). They also learn, at this early stage,
that certain letters can have more than one sound associated with them, depending on the
circumstances, although the full complexity of this idea becomes clear later (Adams,
1 990). After a time these early readers learn about blending letters together (into
combinations such as “th”) and how to pronounce small words, such as “dog” and “is”.
At first, these small words may be recognized by sight through identification of the visual
pattern that the letters make, termed logographic reading, but after a while they learn to
sound things out as the number of words they are exposed to becomes too great to hold a
pattern identification for each one (Frith, 1985, although see I reiman, 2000a, for an
opposing viewpoint on logographic reading). At some point they start building up lexical
representations of these larger units, so that they recognize the sounds that ‘lh can make
when they see them together and recognize that “d-o-g” spells dog without having to
struggle through each letter’s sound. As time and learning progress, the length and
complexity of the letter strings that the reader can recognize increase, as does the quality
of their representations within the lexicon (Perfetti, 1992), and soon long words
like
“bibliography” and the like can be recognized as units without having to be
broken up
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into their constituent parts. Figure 1 illustrates the process in a simplified manner, using
informal representations.
Figure 1 : The Development of the Bound Representations Between Orthography and
Phonology.
The theory being presented in this paper contends that, in unimpaired readers past
the early learning stages, word reading entails processing the orthographic input in the
lexicon, where a search begins to find an existing representation that contains the
orthographic information with the appropriate phonological information bound to it. The
representations that have features in common with the incoming orthographic input
are
activated, and the activation is made greater by every letter within the representations
that
match the input. Thus close matches, such as “this” for “thus”, are
activated along with
the exact match, but not as much. The partial activation of close
matches is what allows
readers to read misspelled words without much trouble.
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Eventually an exact match is found, either for the entire word or for as much of
the beginning of the word that matches existing orthographic-phonological
representations. If the word has not been identified in its entirety, which would occur in
any circumstance where an unknown word is encountered, the next part of the word is
tackled by the system, and so on, until the known pieces of the word have been found and
can be stuck together. Thus a word such as “sociopolitical" could be read in pieces as
small as individual letters, such “s-o-c-i...”, as would be the case in a beginning reader
with little familiarity with potential orthographic patterns, in parts, such as “socio-
political" (“soc-” coming as a part of “sociology”, “social”, etc.), as would be the case
with an experienced reader who had never encountered the word (or encountered it so
infrequently as to not make a difference), or as an entire word by a reader who was
familiar with the word.
Of course, ifan entire word, such as “sociopolitical”, is in the lexicon and
therefore has its bound representation activated, the parts ofthe word will also be
activated. Thus the experienced reader who encounters “sociopolitical” in the course of
reading will have not only the bound representation for “sociopolitical” activated, but
also the entries for “soc”, “io” and the rest ofthe parts of the word, as well as the
individual letters, “s”, “o”, etc. and close matches such as “socioeconomic”. This is not a
problem for the reader, however. The close matches will not have enough activation to
be accepted as the proper answer and will be inhibited as more correct matches are found.
As for the other problem, it will take too long for the system to serially assemble the
proper pronunciation out of all of the word parts, which for each a certain amount oftime
is needed to retrieve the bound representation that matches the sound to the orthography.
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and more time is needed to assemble the parts into a whole. Thus, upon finding the exact
match for sociopolitical in the lexicon, the reader recognizes the proper pronunciation,
accesses meaning, and continues reading while the rest of the activated representations
are ignored.
This envisioned process is shown in a more concise graphical fashion on Figure 2.
Lexical Activation:
Weak (near)
“social”
“socioeconomic”
etc.
Strong (hit)
“s” + “o” + “c” + ...
“s” + “oc” + “io” + ..
“socio” + “political”
“sociopolitical” *
* Indicates the activated representation with the highest
excitation and earliest complete recognition
Figure 2: The Activation ofBound Orthographical-phonological Representations Within
the Lexicon for the Word “Sociopolitical”
Other researchers have developed similar explanations ofhow words are decoded
(see Adams, 1990; Frederiksen, 1982; Harm & Seidenberg, 1999; Seidenberg &
McClelland, 1989 as examples), although not the manner of the one presented in this
paper. Seidenberg and McClelland (1989) have gone so far as to posit that words as
entire units are not represented in the lexicon, merely common patterns of letter
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combinations that are easier to activate with greater familiarity. This does seem to
explain the quicker pronunciation associated with more familiar words (Adams, 1979;
Johnston, 1978), but does not explain how longer words can be just as quickly identified
as shorter words. The author contends this because Seidenberg and McClelland (1989)
do not address the issue of time in a direct fashion and it seems very reasonable to the
author to expect that it would take the system more time to incorporate many
combinations of letters into a single, final pronunciation than it would take to do the same
process on a small number. As data collected in the Laboratory for the Assessment and
Training of Academic Skills demonstrate, good, adult readers are able to read long words
at the same rate as shorter words when they are of comparable frequency. Because of
this the author contends that the lexicon must contain representations that vary in size
from single letters to many-letter words.
Surface Dyslexia . How, then, do the different forms of dyslexia fit within this
basic framework?
First, an examination of “surface” dyslexia is in order. Several researchers have
made the convincing case that the surface dyslexics show a pattern of errors that is
consistent with the error patterns one would expect from a younger, less experienced
reader and thus have reached the conclusion that surface dyslexia arises from less
experience with reading (Manis et al., 1996; Stanovich, et al., 1997a; Stanovich et al.,
1997b).
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There are some problems with this idea, however. First of all, it is necessary to
note that reading does not work the same way as speech in the way that sounds are used,
a fact that those who are used to parsing words up into letter-sounds through years of
reading experience often do not realize (Liberman, 1997). In actuality, the sounds
produced in speech do not readily lend themselves to the parsing into phonemes that are
necessary for reading in an alphabetic system (Liberman, 1997). Rather, speech is
produced in what Liberman (1997) terms “articulatory gestures”, and the transition from
these units to the distinct sounds attached to letters is far from obvious, a fact made clear
from the historical truth that an alphabetic writing system was only devised once
throughout all of history, while other types of writing systems involving syllables and
words as the basic units developed separately in many different cultures (Liberman,
1 997). The understanding that words can be analyzed on a phonemic level, which does
not have to be conscious, is, as stated previously, referred to as computational phonemic
knowledge (Perfetti, 1992).
Because the alphabetic principle, the knowledge that the sounds of speech can be
parsed up into sound units that correspond to letters, is so difficult to grasp, some
experience to that end seems necessary in order for an individual to begin learning to read
(Adams, 1990). In the absence of such experience, awareness of the phonological
structure of language is also often absent, despite the fact that beginning readers are able
to speak perfectly well (Liberman et aL, 1974). At a less severe level, environmental
deprivation in the sense of inadequate exposure to alphabetic instruction generally results
in a lesser degree of reflective phonemic knowledge, the conscious understanding of the
phonological structure of language, than would otherwise be expected (Calfee, 1977).
As
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Vellutino and his colleagues have stated, the phonemic knowledge deficits associated
with inadequate experience and instruction are nearly indistinguishable from those
associated with cognitive problems (Vellutino, Scanlon & Sipay, 1997).
Thus, from the evidence, it appears that with lessened experience one would also
expect there to be less reflective and computational phonemic knowledge. This lends
itself to an explanation of the Castles and Coltheart (1993) findings regarding the nature
of the two identified types of developmental dyslexia. It appears that the “surface
dyslexics” in the study are behaving in a fashion analogous to younger “normal” readers,
readers who clearly would have less experience with print than the “normal” readers in
the dyslexics’ age group. These younger readers, along with the “surface dyslexics”
would be expected to have a smaller amount of phonological knowledge than their peers
since phonological knowledge is so tightly bound with experience with the written word.
On the other hand, their knowledge of the structure of irregular words also seems to be
very low, enough so that they seem remarkably impaired on them for purposes of the
analysis. The phonological dyslexics, then, would seem to be even more impaired on the
phonological end of things, making them remarkable in that respect.
A few additional facts need to be stated before this argument is concluded. First
of all, the majority of individuals in Castles and Coltheart’ s (1993) study of
developmental dyslexics could not be clearly identified as either of the two dyslexic
subtypes. Instead, they fell somewhere in the middle of the distribution. This indicates
that phonological impairment may form a distribution as well, with extreme impairment
showing the phonologically dyslexic pattern identified by Castles and Coltheart and with
so-called surface dyslexics falling in a more moderately impaired part of the distribution.
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The idea that phonological impairment can occur on a distribution is supported by the
research of Liberman (1997) and Vellutino and his colleagues (Vellutino, Scanlon, Sipay,
Small, Pratt, Chen, & Denckla, 1996), among others. Second, since Castles and Colthcart
only tested their participants on one occasion, as has been the case with follow-up studies
(Manis et al., 1996; Stanovich et al., 1997b), it is not clear to what extent the patterns
found were the result of testing noise rather than actual strengths and weaknesses of the
individuals. Third, by the very nature of the analysis performed by Castles and Coltheart
(1993), a substantial number of individuals had to fall into the extreme areas of the
distribution, just by the nature of random sampling. Stanovich et al. (1997b) even go so
far as to comment that the patterns of results found would be almost inevitable, given the
nature ofrandom sampling, even in the case of a population in which no real subtype
differences exist.
The conclusion of this author, then, is that “surface dyslexia” does not exist as a
separate entity from “phonological dyslexia” within developmental dyslexia but, rather,
differs from it merely through a matter of degree.
The question then becomes: how does phonological dyslexia fit into the theory
espoused in this paper?
Phonological Dyslexia. What is the cause of phonological dyslexia? Whatever it
is, it is certain that it is something that is not specific to the way in which words are
orthographically represented. This is demonstrated by the fact that among Chinese
readers, whose system is based on characters that represent words instead of
phonemes, a
percentage also displays reading difficulty and shows issues that seem
to indicate sound
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processing difficulties (Chang, Hung, & Tzeng, 1992). It is likely that the prevalence of
sound processing issues among individuals with reading problems across these varied
cultures is related to the idea that visually processed orthographic input is generally
translated into phonological representations in a reader’s mental representation of the
experience (Adams, 1990) in all languages that have so far been studied (Tzeng & Wang,
1983), although recent studies have demonstrated that Chinese characters can be accessed
both through a direct semantic route and a phonological route (Xu, Pollatsek & Potter,
1999; Zhou & Marslen-Wilson, 1999).
From the definition of “phonological dyslexia” gleaned from Castles and
Coltheart’s (1993) study, this variety of individuals with reading issues has difficulty in
tasks involving the reading of nonwords. If the argument given above is applied, it
becomes apparent that all dyslexics, to a greater or lesser degree, should experience
nonword reading difficulties. Unsurprisingly, a wide variety of other researchers have
demonstrated that nonword reading is a major problem for dyslexics as a category
(among many others, see Apthorp, 1995; Bruck, 1988, 1993; Cisero, Royer, Marchant &
Jackson, 1997; Compton & Carlisle, 1994; Ellis & Large, 1987; Manis, Szeszulski, Holt
& Graves, 1988; Olson, White, Conners & Rack, 1990; Royer, 1997; Royer & Sinatra,
1994; Stanovich, 1986; Stanovich & Siegel, 1994). This difficulty in reading nonwords
is also found when reading words (Bruck, 1990; Cisero et at, 1997; Compton & Carlisle,
1994; Olson et aL, 1990; Royer, 1997; Royer & Sinatra, 1994; Stanovich, 1988a),
although the effects are less severe, which is not surprising given that even very poor
readers have more experience with words than nonwords (Cisero et al., 1997; Olson et
al., 1990).
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The nonword tasks require readers to pronounce unfamiliar strings of letters,
forcing them to rely on decoding mechanisms that translate the orthographic input into
sounds. Difficulties that arise when reading nonwords would indicate, to follow the
theory presented earlier, that somehow it is more effortful for these individuals to identify
the proper representations that associate the orthographic units within a word with their
corresponding sounds. At times the task may be so difficult that it becomes well nigh
impossible. Perhaps they have a harder time identifying the proper representation out of
the ones that already exist in their lexical repertoire, and perhaps they have difficulty in
establishing a new representation within the repertoire. It seems likely that if one were
the case the other would be as well. And this larger amount of effort involved in creating
and/or retrieving the bound orthographical-phonological representations within the
lexicon seems to be due to difficulties in sound processing.
To sum up the conclusions reached in much of the existing research, the
processing of orthographic input into phonological representations seems to be a major
component in most reading problems (see Bruck, 1992, 1993; Ellis & Large, 1987; Rack
& Olson, 1993; Stanovich, 1988b, 1993 for a few examples from a vast literature). It is
not immediately clear, however, how a problem with sound processing would cause the
difficulty in identifying the proper bound orthographical-phonological representations
within the lexicon.
To shed some light on the problem, it is useful to turn to the model devised by
Harm and Seidenberg (1999). Their model, which involved a computer simulation
using
a connectionist framework, demonstrated that all of the problems
reported for
phonological dyslexics could be simulated by degrading the phonological
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representation in essence, they propose that the reason that phonological dyslexics have
difficulty attaching sounds to strings of letters is because the auditory input that they
receive is, to some extent, of lesser quality. Because of the low-quality input
phonological dyslexics have difficulty matching a specific sound with specific
orthographic representations.
As it turns out, it is more difficult for dyslexics to distinguish between individual
sounds than it is for unimpaired readers. This was conclusively demonstrated by Werker
and Tees (1987), who found that dyslexics have much greater difficulty distinguishing
between similar phonemes, such as /b/ and /d/, than do unimpaired readers. The pattern
of impaired sound discrimination found among dyslexics (Werker & Tees, 1987) is also
approximated by Harm and Seidenberg’s (1999) model. When the auditory input
entering the model is only somewhat degraded, the model was able to perform fairly well
on exception words but did poorly when deciphering nonwords, which would be the
equivalent of a “pure” phonological dyslexic from Castles and Colthearf s (1993) theory,
while at higher degrees of impairment the model did poorly when encountering both
exception words and nonwords (Harm & Seidenberg, 1999). Thus, once again, the vast
range of error patterns from earlier research seems to stem from a continuum of severity
within the deficit, now identified as being related to the quality of the phonological input
(Castles & Coltheart, 1993; Manis et al, 1996).
This new piece of information fits nicely into the theory presented above. If
phonological input is degraded, it makes sense that it would be more difficult to form the
lexical representation binding phonology and orthography.
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Dyslexia and Bound Orthographical-Phonological Representations . One would
expect that the first bound representations to be formed would be those relating to the
sounds of individual letters. Where beginning readers are able to reach the point where
these representations exist, meaning that they are able to at least sound out words, are
able to progress to the next step, building representations for combinations of letters.
Ultimately, in unimpaired readers, bound orthographical-phonological representations
should be produced that allow entire words to be recognized and decoded with a
minimum oftime and effort.
The case is very different among dyslexics. As Bruck (1988, 1992) has found,
many dyslexics often use tedious letter-by-letter decoding strategies at an age when their
unimpaired peers have graduated to much more advanced strategies. Why does this
happen? An extension of the theory that is being proposed here provides a possible
answer.
An idea mentioned earlier is that the phonological input received by dyslexics is
probably degraded to some extent, a posit that will be accepted as fact for the purposes of
constructing theory.
The specific, physical nature of the process that gives rise to this phonological
impairment is, as of yet, undetermined (Harm & Seidenberg, 1999). Some, however,
argue that the capacity to process rapid changes in acoustic stimuli may be impaired, or
similar deficits in speech processing may be present (Schulte-Koeme, Deimel, Bartling &
Remschmidt, 1999; Tallal, 1980; Tallal, Miller, Bedi, Byma, Wang, Nagarajan,
Schreiner, Jenkins, & Merzenich, 1996). Although the strongest deficits in speech
perceptions also seem to be associated with impairments in spoken
language, many who
20
perform poorly on tasks of phonological awareness appear to have unimpaired speech
production, and possibly perception as well (Harm & Seidenberg, 1999).
As an explanation, it is likely that the computational phonemic knowledge needed
to build accurate sight-sound relationships is more sensitive to small processing problems
that that which is needed for accurate speech production. It is known, as stated above,
that phonological dyslexics have more trouble identifying the distinctions between related
sounds, such as the difference between “b” and “d” when a continuum of sound is
presented, when compared to unimpaired readers (Godfrey, Syrdal-Lasky, Millay, &
Knox, 1981; Lieberman, Meskill, Chatillon, & Schupack, 1985; Manis, Seidenberg, Doi,
McBride-Chang, & Peterson, 1997; Werker & Tess, 1987). The deficits built into the
dyslexic model by Harm and Seidenberg (1999) recreate this. It is also known that
having a mild phonological processing deficit affects reading acquisition, but that in these
individuals identification of individual phonemes is not significantly impaired (Manis et
al., 1997). The evidence thus supports the idea that a greater clarity of phonological
processing is needed for reading than is needed for speech production or individual
phoneme identification.
Taking this idea as given, and also taking it as given that because the
phonological input is degraded it becomes more difficult for dyslexics to distinguish
between phonemic sounds, it stands to reason that the identification of specific phonemic
sounds would be more tenuous and more likely to be misinterpreted than among
unimpaired readers. Thus, when an orthographic symbol or group of symbols is to be
coupled with a phonological pronunciation within the bound representation in the
lexicon, the phonology to which it is attached is more tenuous. This occurs because it is
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more likely that the orthographic symbol(s), even at the letter level, would be associated
with what the dyslexic reader would interpret as multiple phonemes than they would
among unimpaired readers. This would cause even more phonological representations to
be associated with each letter than the already vast number (at least for some letters) that
exist in language (Adams, 1990). When reading, the dyslexic individual would have to
make some sort of probabilistic “choice” between the multiple options to decide on an
answer. This choice, although undoubtedly not conscious except in the most effortful of
circumstances, would be expected to be more effortful and thereby less easily
automatized than in unimpaired readers, being as the number of options is greater and the
correct pronunciation’s connection to the orthography is more tenuous. The greater
degree of effort used would be expected to use up more working memory capacity than
unimpaired reading, leaving less left over for such important processes as comprehension
and retaining a memory ofwhat was previously read (Perfetti, 1992).
To continue with this argument, with such tenuous connections between
individual letters and their sounds it would become more difficult to form phonological
representations of larger letter strings and their corresponding sounds, especially when
each sound in the string is tenuously distinguished. Since each letter would have a
number of incorrect possibilities that might also be identified as the proper sound, there
might be several sound representations encoded for a single orthographic string, each
with a discrete probability of being chosen when that string is read. Although it would be
possible to choose the correct pronunciation through matching with known vocabulary
from speech or through extensive practice and memorization of the proper sound
combination, the process of doing so is likely to be quite tedious. This uncertainty
and
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tedium in producing the correct pronunciation would explain the tendency of dyslexics to
rely on orthographic structure (Rack, 1985; Stanovich, 1980) and contextual cues
(Stanovich, 1980, 1986) to a greater degree than is found in unimpaired readers, since
they find it more expedient to get the information needed for accurate decoding from
other sources.
At low levels of impairment, one would expect that representations would still be
built for familiar, frequently encountered words, since after enough instances of
encountering the words the correct lexical representation would eventually develop,
gaining a sufficiently greater probability of being selected above the other options to
make the connection basically one-to-one, which should lead to automaticity. Nonwords
would still be difficult, however, since the letter string is unfamiliar and the reader’s
word-part lexicon would still be expected to be somewhat impaired. Unknown and
infrequent words would be treated in much the same way as nonwords. At higher
degrees of impairment, it would become even more difficult to build up the proper
phonological representation in the lexicon for large words, due to the greater amount of
variability in phonological possibilities introduced by having more sounds linked
together, and performance at identifying words would be impaired alongside nonword
reading.
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Conclusion. The theory that is espoused here, therefore, makes two contentions
about the nature of dyslexia. The first is that surface dyslexia is not an actual diagnostic
category separate from phonological dyslexia but, rather, denotes a pattern of errors
found among a certain segment of the dyslexic population as a function of their degree of
impairment and their reading experience.
The second contention is that phonological dyslexia is the product of impaired
auditory input, and that it exists on a continuum. At low levels of impairment only
phonologically complex tasks such as the pronunciation of nonwords are affected, while
at higher levels of impairment general word pronunciation is also affected until, at truly
high levels, difficulties with speaking and understanding speech present themselves.
Implications for Error Patterns
Expectations
Given the theoretical framework detailed above, it would be expected that
individuals diagnosed with developmental dyslexia would fall into a pattern of errors
when reading words that would distinguish them from unimpaired readers. Some
dyslexics, those that would be diagnosed by Castles and Coltheart (1993) as surface
dyslexics would be expected to show error patterns that would be very similar to
unimpaired readers at a younger age, with fewer errors indicating less severe
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unimpaired readers at a younger age, with fewer errors indicating less severe
phonological difficulties than among more impaired readers. These would be expected to
make up a small number of all dyslexics, especially when looking at individuals with
severe reading problems. The more phonologically impaired dyslexics would be
expected to show these phonological difficulties in their reading patterns to a greater and
greater degree with the increasing severity of their deficit.
Some errors would be expected to be made as a function of less experience with
the written word. The dyslexics making these errors would be expected to have trouble
with exception words since these words do not correspond to the limited number of sight
to sound patterns that they have learned with accuracy through practice in letter sounds.
The troubles associated with reading exception words would, however, be expected to be
mitigated by the frequency with which these words had been encountered. High-
frequency exceptions, such as the silent “gh” in “dough”, would be expected to give the
reader much less trouble
—
perhaps even no trouble at all—when compared to low-
frequency exceptions such as “oasis”. Another sort of experience-related error would be
the tendency to substitute known long words for long words that they are reading as part
of a guessing strategy to speed up the reading process, choosing the most salient of the
possibilities in the lexicon that match the word up to the position to which they have read
before confirming its identity by finishing the reading of it. Or they might struggle with
decoding and lose their place within a word, ending in an incorrect utterance at the end of
the process. This situation may explain errors in which the letters within a word are
oddly scrambled, as reported by Nelson (1980), as well as various unclassifiable errors
that do not appear to follow any particular pattern. These types of errors would be
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expected to occur at a rate comparable with that among unimpaired readers with a similar
level of reading experience.
Other errors would be specifically related to phonological difficulties. Since
dyslexics have difficulty in distinguishing sound patterns, it would be expected that they
would make a number of errors in which a similar but different sound is substituted for
the proper sound in a word, such as substituting a “b” for a “d”, or making one of many
possible vowel changes. These errors should be “close” matches to the proper sound, as
in the distinction between “b” and “d”, rather than “far” matches, as in the distinction
between “b” and “1”. Since it is difficult for them to piece sounds together properly, they
would be expected to make insertion and deletion errors—errors in which a phoneme is
removed from or added to part of the word in order to make it more palpable to the
reader. Because they do have a reasonable amount of experience with reading, however,
the expectation would be that these errors would occur more often in low-frequency
words or word parts than in high frequency ones, mainly because sufficient experience
with the high frequency material is more likely to have solidified the sight to sound
relationships associated with it.
Evidence from the Literature
It has been shown that dyslexics do have a number of errors that they make at a
much greater frequency than unimpaired reading-matched peers. They make more errors
involving the substitution ofone phoneme for another and the addition of an extra
phoneme (Werker, Bryson & Wassenber, 1989). Substituting “b for d is common.
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which is part of the reason that older conceptions of dyslexia latched onto the idea of
visual reversals as the basis of the problem, but other substitutions of similarly matched
letter pairs, such as “p” for “q”, are not found in the literature, and the “b” / “d” case
probably represents a phonological issue (Werker et al., 1989).
These sorts ofphoneme confusions occur even more often in situations involving
vowels than in those involving consonants (Bryson & Werker, 1989; Calhoun &
Allegretti, 1984), especially in cases with long vowels (Calhoun & Allegretti, 1984).
This is, presumably, because vowels are more difficult to process and to distinguish from
one another than are consonants. This difficulty in proper vowel usage is very pervasive.
Even in the Kannada language, in which there is no ambiguity in vowel sounds, vowel-
related difficulties persist (Purushothama, 1990).
It has also been shown that dyslexics have substantial difficulty beyond that of
their unimpaired peers in pronouncing words correctly when they employ less-frequent
rhyme schemes or rhyme-schemes with “enemies”, such as is the case with “paid” which
has the enemy “plaid”, in comparison with other, more frequent and less ambiguous
rhymes such as “pill” (Watson & Brown, 1992). This is to be expected, since the
ambiguity leads to more difficulty with the proper sight-sound representations, and there
may not be enough frequency ofcontact to counteract this.
As an interesting last point, it has been demonstrated that dyslexics have more
problems with the ending sounds of words than with the beginnings when reading single-
syllable words (Fox, 1994). This may indicate that they are guessing at the end of the
word since it is so effortful to struggle through it. It may also be that, since it seems
that
the final rime of the word or syllable is often encoded as a complete part
(Treiman, 1983,
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1985, 1986), that there are extra phonological difficulties in constructing a unit this large
when compared to the often shorter onset and that the sounds in the beginning are more
likely to be attended to than those at the end.
Finding Support for the Theory
The research does seem, therefore, to support the expectations that have been
outlined above. There are some issues that have not, however, been addressed.
First of all, in order for the theory presented in this paper to be correct, it would
have to be the case that errors would occur more often in words and, more tellingly, word
parts with which the reader is less familiar, since it is presumed that the sight-sound
representation would be able to be built up for any unit, given sufficient experience.
Thus surface dyslexics would be expected to make recognition errors more commonly on
low frequency word parts, while phonological dyslexics would be expected to make both
recognition and sound-related errors more often in these situations. Any other situation
would make the basic assumptions of the theory unsound.
Secondly, it would not be expected that dyslexics would make all types of errors
more commonly than unimpaired readers, just sound related ones. Thus errors due to
guessing and distraction should be less frequent among phonological dyslexics when
compared to other error types. If errors that are unrelated to sound difficulties
predominate, clearly the dyslexics do not show exceptional difficulties merely in the
realm of sound discrimination.
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Third, it would be expected that, since the errors that dyslexics make are due to
problems in distinguishing between sounds, that errors would be “close” to the proper
sound, phonetically, rather than “far” or random. The theory postulates that errors are
due to inexact sound matches. But since the possible sound units are selected on the
basis of sounding “close” to the proper sound, not merely picked at random, an
acceptance of this theory is based on the supposition that errors will be close in sound to
the proper values. If errors were not “close” it would indicate that the errors were not due
to phonological discrimination difficulties but, rather, to other factors.
Fourth, it would be expected that an intervention that causes dyslexics to have
more experience with certain word parts would result in a decrease in errors in those
specific word parts, but not in others. If, when employing such an intervention, errors
decreased haphazardly or not at all the theory would be considered unsound.
The LATAS Intervention
An intervention has, in fact, been devised that, somewhat inadvertently, has the
effect of providing its users with substantial experience with individual word parts. This
is the intervention devised by James M. Royer and his associates at the Laboratory for the
Assessment and Training of Academic Skills (LATAS) at the University of
Massachusetts in Amherst. The intervention method that they created will, for the
purposes of brevity, be referred to henceforth as the LATAS intervention. An
abbreviated description of this method is included in this paper, but for a more
detailed
explanation refer to Royer (1997).
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The LATAS intervention was designed to help children and adolescents who have
difficulties reading at the level ot word decoding. It attempts to ameliorate these
difficulties by having the participants memorize lists of specific words, reading through
them once a day, five days a week, until they reach a point where they are able to read
through an entire list, usually containing 1 60 words, with minimal errors and at a rapid
pace. Once the participants are no longer able to increase in the speed at which they read
this list, they are moved on to the next list in the series. This process continues until the
participants, their parents or guardians, and/or the personnel at LATAS decide that they
have improved enough to end the treatment. The treatment has proven to be effective in
increasing reading ability, even among some very disabled dyslexics (Royer, 1997), and
there is some evidence that it is effective among college-aged adults as well (Rath, 1998).
Participants were generally referred to the program from outside sources, often
clinical practitioners or schools, but whether they continued with the entire program or
not was a decision that they and their parent(s) or guardian(s) made on their own. In
general, the children and adolescents who come to LATAS have reading problems of
varying levels of severity. Some have been diagnosed with dyslexia and some have not,
being more properly classified as “garden variety” poor readers (Stanovich, 1988a), a
diagnosis difficult to separate from surface dyslexia save by a matter of degree. Some
have not even gone through the diagnostic process. When they come to LATAS, they are
given a series of tests that, among other things, identify whether or not they have
phonological difficulties and the extent to which their reading difficulties occur at the
word decoding level. Those individuals who do have word decoding issues, which turns
out to be the vast majority of people who come to the program, are referred to the
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intervention. Some decline to continue with the program, some continue for several
weeks, and a small number continue for as long as a year or more.
What is of interest to this study is that the participants in this intervention are
being trained to read a limited and controlled list of words, the specifics ofwhich are
recorded for each individual. Thus, the participants are exposed to extensive practice on
a limited, and known, set ofword parts. It should be possible, therefore, to compare the
errors that they make on a word reading task to the word parts that they have been
exposed to within their training program and see if, in fact, they are making errors more
often with word parts that they have not practiced than with word parts that they have.
An Overview ofthe Study
This study will attempt to address the four issues cited above that would explore
aspects of the theory of reading that this paper is working with.
First, the expectation would be that errors among individuals with dyslexia occur
more often in low frequency words and word parts than they occur in high frequency
words and word parts. This was examined by looking at the initial word identification
testing on all of the children who came to LATAS, regardless of whether they completed
the intervention or not. All of the words they saw, whether answered correctly or not,
were recorded, as were the specific error types they made. The errors were matched
with
word part frequencies and compared to the frequencies of the word parts
presented in the
task as a whole.
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Second, it was expected that individuals with dyslexia make more sound-related
errors than other sorts of errors. Again, the error patterns during initial testing were
examined, especially with regard to individuals with dyslexia. To ensure that the group
did, in fact, show phonological difficulties, their nonword reading abilities were
examined and whether they have a deficit in that task or not was noted, a factor that was
taken into account in one of the two diagnostic categorizations used in the study. As
Harm and Seidenberg (1999) have stated, a nonword deficit is considered to be indicative
ofa phonological problem, and if the individuals with dyslexia seen by LATAS did not
show this, much of the analysis would become invalid. The errors made by those thus
classified as having dyslexia were examined to see ifthey seemed to be sound related, as
discussed above, and the percentage of sound-related errors was calculated and compared
to the error patterns of readers without dyslexia.
Third, it was expected that the substitution errors that dyslexics made would be
systematic and “close”, rather than merely random. To demonstrate this point, the
substitution errors that the individuals with dyslexia, identified in the previous portion of
the study, make were examined. Each sound that was substituted for a correct sound was
examined to determine the linguistic distance from the proper sound, and this was
compared to what would be expected if this were to occur completely by chance.
Fourth, it was expected that the LATAS intervention would cause the participants
to make fewer errors on those word parts that they had been studying when compared to
the word parts that they had not studied. This was tested by looking at the errors versus
correct responses after eight weeks of the intervention and determining the
proportion of
each which related to the studied and unstudied word parts. If the
studied word parts had
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fewer errors proportionately than the unstudied word parts, then the case would have
been made.
A Caveat on the Interpretability of the Results
At this point it becomes necessary to point out that none of these examinations
actually has the power to prove or disprove the theory, even if they were all to turn out in
either the expected direction or the opposite. For one thing, it is both possible and highly
likely that there are other theories that could be developed or existing theories modified
to provide the same expectations as those presented in this paper. It is for this reason that
there are a wide variety of theories about the process of reading in existence, each with
their own proponents—it is very difficult to prove the validity ofone theory over another.
Another issue is the ramifications for the theory if the findings do not correspond
to expectations. It might be expected that this situation may refute the theory, but things
are not that simple as the theory does not go into detail on the effects of existent training
programs, which are very capable of providing reading patterns that are very different
from what one might expect from the “normal” reading process. For example,
emphasizing phonics in instruction could cause very few errors on regular, unfamiliar
words due to the foundation of accurate letter-sound correspondences through large
amounts of practice. In this case, it is possible that the errors made by students would be
primarily on irregular words and would use regular decoding patterns, and thus not be
classified as sound-based errors, which would make the results contrary to expectations
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but say nothing to refute the theory. Other examples of such issues will be discussed in
relation to the actual findings of the studies.
In feet, it may very well be impossible to truly test some of the assertions of the
theory when one does not have complete control of the education experience of the
participants, an impossible condition. This may lead one to question the usefulness of the
research in general, but the author believes that the theory presented here provides a
useful framework for looking at the data and reading in general, and that the findings
should, at the least, say something about the usefulness of the theory in describing
various aspects of the reading process and the place of dyslexia within it.
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CHAPTER II
METHODS
Study 1
The first experiment will attempt to demonstrate that errors occur more often in
high frequency words than in low frequency words, as described in greater detail above.
Participants
A fair number of children have been brought to LATAS over the past several
years, and that number continues to increase with time. All ofthese children were
experiencing academic difficulties in one form or another when they were brought in, and
the vast majority of these problems were reading-related.
For the purposes of this experiment, only those individuals who had reading
difficulties were of interest, and all of the children who came to LATAS with reading
issues for whom error data are available (error data were not being collected until the
program had been in operation for several years) were included in this part of the study.
These individuals were brought to LATAS for testing and, in most cases, intervention in
order to shed light on and, hopefully, ameliorate their reading problems.
In total, there were sixteen children who participated in the LATAS program for
whom error data were recorded over the time course of data collection for this study. As
this is a fairly small and manageable number, each individual was examined over the
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course of this study in addition to the examination of the trends found in the group as a
whole.
Most of the individuals came from middle- to upper middle-class homes,
generally from Western Massachusetts. Because of the nature of the program, parents or
guardians had to exert a fair amount of effort in order for their children to participate in
the LATAS program, a fact with the result that most of the children who came to LATAS
for testing and services came from families where a high value is placed on education.
Because of this, it is considered less likely that a child coming to LATAS has reading
problems as a result of environmental deficits than would be expected in the general
population.
The following table gives information on the gender, grade at the time of initial
assessment, and diagnoses that the participants have received from trained diagnosticians.
Also included is the number ofweeks in which the individual participated in the LATAS
intervention, with eight being the highest (weeks beyond the eighth week were not
examined due to the small number of participants that continued with the intervention
beyond that point) and one indicating that the participant was only present for the initial
assessment. For the purposes of assigning grades, the new grade was determined to begin
in September, thus a grade of “4 - August” indicates that the participant received the
initial assessment the month before starting his or her 5
th
grade year.
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Table 1 : Demographic information for all participants in the study.
Identifier Gender Grade at initial
assessment
Diagnosed
with dyslexia?
Diagnosed
with ADHD?
Weeks of
intervention
A. H. Female 4 - May No Yes 8
A. P. Female 6 - October No No 8
A. S. Female 2 - June No No 8
C. M. Male 5 - August No No 1
H. F. Female 3 - November No No 8
K. V. Male 5 - August Yes No 8
M. F. Male 2 - August Yes No 8
M. H. 1 Female 9 - September Yes No 1
M. H. 2 Male 9 - March Yes Yes 1
N. H. Male 4 -July Yes No 1
R. M. Male 4 - December No Yes 8
S. G. Male 1 - May No No 8
S. M. Male 2 - January No Yes 1
S. R. Male 2 - June Yes No 4
s. s. Male 5 - March Yes No 1
w. c. Male 2 - February No No 4
The parent(s) or guardian(s) of each child signed a form allowing information
gleaned through their stay at LATAS to be used in research studies, and were always
informed about and updated on any testing that their child was given during the course of
their work with LATAS.
For comparative purposes, the participants were divided into two groups. The
first group consisted of those who fit the description of ‘ dyslexics as determined by a
diagnosis from a qualified, independent professional. Hereafter, these individuals are
referred to as the “diagnosed” group. The other group, those who had not received such a
diagnosis from a professional, were placed into what will be termed the
“undiagnosed”
group.
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There was some doubt as to the veracity of these diagnoses, and a second pair of
categorizations was created using the diagnostic instruments developed by the LATAS
staff. At the initial testing period, a variety of tests were given to each participant aside
from the word task described below. Among these was a nonword task that works on
principles very similar to the word task, save that nonwords are used, two tests of higher-
level reading tasks (category matching and sentence completion) and both listening and
reading comprehension tasks. Individuals with dyslexia generally show very low
performance in word naming, even lower performance in nonword naming, very low
performance on the higher-level reading tasks and a much higher listening
comprehension than reading comprehension when compared to their peers.
As this diagnostic pattern of results was determined to be a more objective
measure ofthe participants' status as having dyslexia than the multiple criteria used by
the different diagnosticians who saw the participants. Given this situation. Dr. Royer and
Dr. Tronsky, two individuals who both have at least eight years of experience with the
LATAS test materials, were asked to classify the participants by whether they thought
that the LATAS testing profile showed a pattern indicative of dyslexia and the extent to
which they were confident in this diagnosis. The names and all identifiers were removed
from the test results to prevent any knowledge of the individuals from coloring the
diagnosis. The results of the two diagnoses were averaged, and those individuals
who
were scored as showing patterns consistent with a diagnosis of dyslexia
were placed in
the “LATAS diagnosed” category, while the others were placed in the “LATAS
undiagnosed” category. These diagnoses corresponded very closely
with the diagnoses
from the professional diagnosticians save in three cases. A.
H. and S. G. were classified
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as “undiagnosed” by the diagnosticians but were placed in the “LATAS diagnosed”
category, while S. R. had been diagnosed with dyslexia but fell into the “LATAS
undiagnosed” category.
All analyses in which diagnostic categories were used to differentiate individuals
were run using both sets of diagnostic categories. The differences in results between the
two will be discussed in the concluding section of this paper.
Apparatus
During their initial visit to LATAS, each ofthe participants was given a number
oftests to explore their academic strengths and weaknesses. The majority of these tasks
were administered on the computer, using the Computer-based Academic Assessment
System (CAAS), as developed by James M. Royer and his associates at LATAS. This
system was designed to present the test-taker with a series of test items, to which he or
she responds by vocalizing a response into a microphone. The computer then records the
amount of time that the individual took to answer between the onset of the stimulus and
the beginning of the vocalization, to an accuracy of within several milliseconds. The
correctness of the response is then entered by the test administrator, usually a LATAS
employee, into the computer via a scoring box, which reads button-press input
corresponding to “correct”, “incorrect” and “erase”. Other information, such as the
actual vocalization that the test-taker made, etc., can be recorded by the test administrator
before pressing the buttons to indicate the status ofthe vocalization without affecting the
recorded time, thus allowing written records of errors to be kept.
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Only one CAAS task is of concern to this study: the elementary level word task.
In this task, the test-taker is presented with a single word on the screen, which he or she
has to read orally into the microphone. Test-takers are asked to be as fast and as accurate
as they are capable of being when responding to the stimuli. When the test-taker finishes
his or her vocalization, the test administrator assesses its accuracy and enters the
appropriate status into the computer. In the case that the vocalization represents an
incorrect pronunciation ofthe displayed word, the phonetic representation of the word as
read by the test-taker is recorded on paper for later analysis. Once the proper button has
been pressed to indicate the status of the response’s correctness there is a pause for a
second and then the next item is displayed on the screen. This process continues until the
entire task has been completed.
The elementary-level word task, designed to be given to children from grades two
to four but often used in LATAS for older children with reading difficulties, presents
words that have been deemed to be appropriate for elementary-aged children. These
words were selected from Fry’s (1972) list of instant words and Dale and O’Rourke’s
(1976) vocabulary inventory. The words are divided into four categories: three-letter,
four-letter, five-letter and six-letter words and were chosen so that they would be familiar
to children in grades 2, 3, 4, and 5, respectively (Sinatra & Royer, 1993). Each
participant is presented with ten words from each category, chosen randomly from a
much larger bank of possibilities. The categories are presented in order, with breaks
between categories. The complete list ofwords used by this task is included in this paper
as Appendix A.
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A record is kept by the computer for each session of what items were seen by the
test-taker, what response was given to them (be it correct, incorrect, or an erasure), and
how much time was spent making each vocalization. This record can easily be converted
into the appropriate formats for proper statistical analysis.
Procedure
Recording Errors . Whenever a test-taker made an error during his or her initial
testing, this error was recorded by the test administrator on a sheet of paper that is kept
with the participant’s file. In recording the error the test administrator recorded the actual
word that was presented on the screen and a representation of the vocalization that the
child made to the best of his or her ability. These representations were written out
phonologically, although the style of recording varied somewhat from administrator to
administrator.
In each case, the list of errors that the individual made was examined. Each
incorrect utterance and the corresponding correct pronunciation was recoded into a
system of recognized phonological codes similar to that used by Harm and Seidenberg
(1999) for their model. Because of the constraints of the fonts available, some of the
phonemes were represented in a slightly different fashion from what is usual. The
planned phonological system is given on the table below.
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Table 2: Phonological symbols and corresponding examples of the sounds.
Symbol Example Symbol Example Symbol Example
^ pat /h/ hat III heed
/b/ bat w shot hi hid
hi top ID/ beige Id paid
/d/ dog /‘S' catch Id head
/k/ kite IdDI gin /ae/ hat
/g
/
give /ml mop Id hot
If/ fit Ini not Id paw
hi vine /<]/ sing lol toad
/e/ with It/ rat IQ./ took
Id/ the IV loop Id boot
Is/ sit /w/ win IM hut
Izl jazz n yes
Thus, using this system, the word “phonological” would be coded
“fonoladShkAl”. When it was not clear what a test administrator meant by a particular
coding ofan error, that person was consulted as to what the error should sound like.
Fortunately, there were very few cases in which the recorded utterance was
phono logically ambiguous, and in each case the test administrator was able to confirm the
correct phonology.
Determining Word Parts and Their Frequencies . Once all of the errors were
coded into a universal system, the words from which errors were made were broken
down into word parts. As a variety of researchers have found (Goswanni, 1986; Treiman,
1983, 1985, 1986, 1988; Treiman & Danis, 1988), readers tend to break up words into
syllables and syllables into units of an onset plus a rhyme. Thus the
word “dog” would
consist of the word parts “d-” (the onset) and “-og” (the rime). The
words in question
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were broken up into word parts of this sort, and the word part(s) in which the errors)
within the vocalization took place were noted.
The frequency at which each of these word parts appears in the English language
was determined in a two-part process. It began by using a list of single-syllable words,
found on Rebecca Treiman’s website (Treiman, 2000b). This was the only list available
that contains parts of words, coded phonologically, as well as whole words, and it was
expected that the fact that no multisyllable words are included will not alter the frequency
calculations much. The specific criteria used to design this list are discussed in Kessler
and Treiman (2001). Each word part that occurred in the elementary word naming task,
and not all possible word parts did, had each ofthe words from the Treiman list that
contained it identified.
The frequencies of occurrence in common speech for each of these words were
calculated using FKFREQS, a program designed by Chuck Clifton at the University of
Massachusetts in Amherst. This program provides the incidences of each word’s
occurrence in one million words of text. Summing ofthe frequency of every word on the
Treiman list containing a given word part provided the frequency of that word part’s
occurrence per one million words of print, or at least a reasonable facsimile of that
number.
In order to make the numbers usable, and because it is unreasonable to assume
that a frequency of 1000 parts per million is very much different from one of 1200 parts
per million in terms of the salience of that word part to a reader, word part frequencies
were ultimately assigned codes corresponded to the log of the frequency
per million
occurrences. These log word part frequency assignments were rounded
down except m
43
the case of word parts with a frequency less than 10, which were coded as having a log
word part frequency of 1 to adjust for the likelihood that these word parts occurred to
some extent in multisyllabic words. Also, the highest log frequency category was set at
4, since it was deemed unrealistic to think that word parts that have a frequency in the
language of over 100,000 parts per million words encountered are more salient than word
parts with a frequency between 10,000 and 100,000—they are all so frequent as to be
highly recognizable. Thus words parts with frequencies ranging from 0 to 99 in
monosyllabic words were coded with a log frequency of 1
,
frequencies from 1 00 to 999
with a 2, from 1,000 to 9,999 with a 3 and from 10,000 on up with a 4.
Some adjustments to the coding scheme were necessary for word parts that are
very frequent in multisyllabic words but are rare or absent in monosyllabic words,
including such common rimes as “-ed”, “-ing” and “-le”. In these cases, a further search
was made through a complete database of all words to determine the specific frequency
of their occurrence in language in general. The log frequencies for these parts reflect
this.
A complete listing of all the word parts found in the elementary word naming task
can be found in Appendix B, along with the frequency in monosyllabic words, the log
frequency used for coding in this research, the items on the elementary word naming task
that contain those parts (with numbers corresponding to the numbers given in Appendix
A), and the word lists that contain those word parts. Word lists will be discussed in the
section describing Study 4.
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Examining Errors from the Computer Task . At that point the file off the
computer was examined to see what word parts were encountered by the individuals in
the course of the test session. This was possible because all of the parts that occur in
each word in the elementary-level word task and the records of which words were seen
were provided by the CAAS program and mapped out. The word parts that were seen
were assigned codes for their log frequencies of appearance, as is described in detail
above.
When an error was made within a word, whenever possible the attempt was made
to mark only the specific word part in which an error was made as incorrect; all correctly
pronounced word parts were judged to be correct. Thus, if a participant saw the word
“great” (/gret/) and said “greet” (/grit/), only the rime “-eat” would be marked as
incorrect, while pronunciation ofthe onset “gr-“ would be deemed correct. If, on the
other hand, the participant said /gerit/ or /ergit/, both the onset and the rime would be
marked as incorrect.
In cases in which there was no record of the error, such as when the participant
gave up and did not give an answer or said “I don't know” in lieu of making an attempt to
pronounce the word, all parts ofthe word were recorded as being incorrect. Also, in the
case of A. H. and R. M., the error records were not available for the initial testing
(although they were available for later testings), so in the absence of this information all
word parts within a word in which an error was made were coded as being incorrect.
Fortunately, there were only a few instances in which these problems occurred.
Finally, it is important to note that computer data for A. S. were somehow lost for
the initial testing (and for the eighth week of testing, although that is not of concern
in
45
this study), probably as a result ofcomputer failure. Because of this, her data are not
included in this analysis.
Given all of this information, the frequency of word parts in which errors were
made was compared to the overall frequency of word parts within the test. The
expectation was that the frequency of word parts in which there are errors would be far
lower than the average word part frequency within the test, both for the participants
diagnosed with dyslexia and for those without a diagnosis.
Study 2
The second experiment attempted to demonstrate that dyslexics within the sample
make more sound-related errors than one would expect from an unimpaired individual or
“garden variety” poor reader.
Participants
The participants in this experiment were the same as those considered in
Experiment 1 . The participants were once again divided up into two groups, dyslexics
and others. As specific error information was available for A. S., she was also included
in this study.
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In a few cases, namely A. H., K. V., R. M., and S. G., no record was taken of
specific errors during the initial assessment, but records were taken starting with the first
week of the intervention. It was decided that a single week of intervention was an
insufficient amount of time to cause any large amount of change in the types of errors
that would be produced and thus the errors from the second testing period were used for
these individuals. A. H. and K. V. were given a different word naming task from the
word task used in initial assessment on these occasions, which is why the words on which
they made errors do not occur on the list of words in Appendix A. This second word task
had been developed for weekly re-evaluations so that the participants' progress could be
tracked without running the risk that they would be able to memorize specific stimuli and
thus make normative comparisons meaningless. R. M. and S. G. re-took the version of
the word naming test used in the initial assessment, so their errors are from the same list
as the rest of the participants.
Apparatus
The same results that were gleaned from the CAAS elementary word naming task,
as described above, were used in this experiment.
Procedure
As stated above, the words in which errors have been made were recoded
into the
standard phonemic symbols from Table 2. For this experiment, the
errors were classified
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to determine whether they are indicative of sound-processing problems or related to some
other cause.
Each error made by an individual was examined and classified as to whether or
not it appeared to be related to sound problems. The following types of errors were
classified as being related to sound-processing difficulties, and were expected to occur
more frequently among the phonological dyslexic, or diagnosed, group.
Substitutions: These are errors wherein a phoneme in the word is substituted with
a different, incorrect phoneme in the vocalization. Examples would include reading
“dad” as “bad” or “cold” as “cord”. There was an expectation that the improper utterance
would be closely related to the original phoneme, but that is the subject of Study 3. For
the purposes of this experiment, all substitution errors were treated identically. For
purposes ofrecord-keeping and fine-grained analysis vowel substitutions were recorded
separately from consonantal substitutions.
Insertions: These include all instances in which an extra phoneme was added into
the vocalization of a word, such as the pronouncing of “feet” as “feelt” or “brat” as
“berat”. Consonantal and vowel insertions were recorded separately.
Deletions: All errors in which a phoneme is deleted from the word upon its
vocalization fall into this category. Examples include pronouncing “spasm” as “spam”
and “frog” as “fog” (although these specific instances would be recorded as word
substitutions). Consonantal and vowel deletions were recorded separately.
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There are a number of other possible errors that could occur that seem to have no
relation to the reader’s sound processing ability. The errors that were specifically
examined are detailed below.
Ignorance of irregular patterns: These are situations in which the word was read
phonetically but the regular rules do not apply, indicating that the reader is unfamiliar
with the proper irregular pronunciation. Examples would include pronouncing “cello” as
“kello” or “plaid” as “played”.
Substitution of similar words: For these errors, the individual substitutes a known
but incorrect word for the proper word. The expectation is that this sort of error will
occur most frequently in long words that are difficult to struggle through. Examples
would include saying “resignation” for “resuscitation” or “unicorn” for “unicycle”. If a
similar word seems to have been produced by an insertion, deletion or individual
phoneme substitution, it will be classified under that category rather than as a substitution
of a similar word.
Letter scrambling: These errors are ones in which the parts of the word get mixed
up and moved around, such as if “tremendous” were to be pronounced ‘rement-dous or
“say” pronounced “yi-saw”. These are presumed to occur when the decoding process is
so effortful that the reader cannot hold placement straight in his or her head.
Unclassifiable errors: This category is for any errors that do not seem to fit the
above patterns. A variety of errors are likely to fall into this category, and it is difficult to
predict what they will look like. In coding errors, any word in which more than two
errors of a different type were made within a single syllable was classified as being
unclassifiable.
There were three additional rules that were followed when classifying errors.
First, any word that was mispronounced to sound as a different, real word had the error
classified as a word substitution, even when the error could be otherwise classified, as
with a phoneme deletion, addition or substitution. Thus pronouncing “fog” (/fag/) for
“frog” (/frag/) would have been classified as a word substitution rather than a consonant
deletion. The only exception to this was when the utterance was a word that was very
rare (such as “deft”, in one case) and the test-taker made it clear from a conversation with
the participant that the participant did not know that the utterance was a real word. In
these cases, the utterance was treated as if it was not a real word and thus dissected based
upon other error classifications.
Secondly, as stated under unclassifiable errors, any syllable that contained more
than two errors was given a designation of being unclassifiable, even if it was possible to
conceive of the errors in terms of a series of insertions, deletions, and/or substitutions.
Thus saying “ferawgoo” (/fsragu/) for “frog” would be considered unclassifiable, even
though a case could be made for its being the result oftwo vowel insertions and a vowel
substitution.
Finally, in cases involving the substitution, addition or deletion ofcomplex
vowels (/ai/, /au/ and /iu/), the complex vowels were treated as single vowels for purposes
of numbering errors. Thus pronouncing “frog” as “frowg” (/fraug/) would be considered
to involve only a single vowel substitution.
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Once the errors were classified, the frequency of each error type was compared
across the two groups, with the expectation that there will be a much greater proportion
of sound-related errors among the dyslexics than among the other group.
Unfortunately, not enough data are available in order to statistically compare the
frequency of each individual type of error (vowel substitutions, consonantal substitutions,
etc.) as a function of group membership and as compared to other error types. A
summary of the relative frequencies was, however, compiled, which provides some
tentative results.
On the basis of the theory presented in this paper it was expected that vowel-
related errors would be far more common than consonant-related ones, although it was
unclear what type of error (substitutions, insertions or deletions) would be more likely to
exhibit this effect. It was also thought possible that other interesting features would
present themselves out of this analysis, leading to modifications to the theory that could
not be foreseen before an examination of the results.
As an additional aspect of this study, comparisons of error types were made not
only for the initial assessment, but for the fourth and eighth weeks of the intervention as
well. The features that differentiate these weeks from the initial assessment are described
in more detail in Study 4. It was anticipated that the types of errors made over time were
unlikely to change proportionately relative to one another for either group, though it was
expected that the overall number of errors would decrease with time.
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Study 3
The third study was run in order to demonstrate that, in substitution errors,
substitutions made by phonological dyslexics tend to be more linguistically similar to the
correct phoneme than would be predicted by chance.
Participants
All participants from the previous two studies were examined in this study as
well. Comparisons were made between the two groups.
Procedure
For this experiment, only the vocalizations that were classified as substitution
errors were examined. To do this, each substitution was compared to the original, correct
phoneme and the “linguistic distance” of the substitution from the original was computed.
Computation of the “linguistic distance” proceeded as follows. Tables 3 and 4
below, taken directly from Harm and Seidenberg (1999), demonstrate how all of the
phonemes in the English language can be coded by giving them values in 1 1 different
linguistic fields. Most of these fields can have two or three values (although the sonorant
field has seven) that represent the different utterance possibilities. They are coded as
being between the values of-1 and 1 since that was how the matrix was designed to be
used by Harm and Seidenberg’ s computer model. Thus the difference between phonemes
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can be computed as a sum of the number steps that differentiate the two in the various
fields. As an example, /f7 is five steps away from /p/: they have the same values in the
consonantal, voice, nasal, pharyngeal, round, tongue and radical fields but are one step
apart in the degree, labial and palatal fields and two in the sonorant field. For an
explanation of the sounds corresponding to each symbol see Table 1 above.
Table 3: Values for consonantal phonemes on the various linguistic fields.
Sym Son Con Voi Nas Deg Lab Pal Pha Rou Ton Rad
—V -1 1 -1 -1 1 1 0 -1 1 0 0M -1 1 0 -1 1 1 0 -1 1 0 0
ft/ -1 1 -1 -1 1 -1 1 -1 -1 1 0
/dI -1 1 0 -1 1 -1 1 -1 -1 1 0
Rd -1 1 -1 -1 1 -1 -1 -1 -1 -1 0
/g/ -1 1 0 -1 1 -1 -1 -1 -1 -1 0
w -0.5 1 -1 -1 0 -1 1 -1 1 0 0
M -0.5 1 0 -1 0 -1 1 -1 1 0 0
/e/ -0.5 1 -1 -1 0 -1 1 -1 -1 0 0
idi -0.5 1 0 -1 0 -1 1 -1 -1 0 0
/s/ -0.5 1 -1 -1 0 -1 1 -1 -1 1 0
Izl -0.5 1 0 -1 0 -1 1 -1 -1 1 0
Ihl -0.5 1 0 -1 0 -1 -1 1 -1 -1 -1
/f/ -0.5 1
-1 -1 0 -1 0 -1 -1 0 0
/D/ -0.5 1 0 -1 0 -1 0 -1 -1 0 0
/tf/ -0.8 1 -1 -1 1 -1 0 -1 -1 0 0
/d9/ -0.8 1 0 -1 1 -1 0 -1 -1 0 0
Iml 0 0 1 1 1 1 0 -1 1 0 0
M 0 0 1 1 1 -1 1 -1 -1 1 0
/q/ 0 0 1 1 1 -1 -1 -1 -1 -1 0
It/ 0.5 0 1 0 -1 -1 -1 1 1 -1 -1
/!/ 0.5 0 1 0 -1 -1 1 -1 -1 1 0
/w/ 0.8 0 1 0 0 1 -1 -1 1 -1 0
iy 0.8 0 1 0 0 -1 0 -1 -1 0 1
Key:
Sym = Symbol
Son = Sonorant
Con = Consonantal
Voi = Voice
Nas = Nasal
Deg = Degree
Lab = Labial
Pal = Palatial
Pha = Pharyngeal
Rou = Round
Ton = Tongue
Rad = Radical
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Table 4: Values for vowel phonemes on the various linguistic fields
Sym Son Con Voi Nas Deg Lab Pal Pha Rou Ton Rad
N 1 -1 1 0 0 -1 0 -1 -1 0 1
III 1 -1 1 0 0 -1 0 -1 -1 0 -1
Id 1 -1 1 0 -1 -1 0 -1 -1 -1 1
/el 1 -1 1 0 -1 -1 0 -1 -1 -1 -1
/ae/ 1 -1 1 0 -1 -1 0 1 -1 -1 1
Id 1 -1 1 0 -1 -1 -1 1 -1 -1 -1
Id 1 -1 1 0 -1 -1 -1 -1 1 -1 -1
lol 1 -1 1 0 -1 -1 -1 -1 1 -1 1
/Q/ 1 -1 1 0 0 -1 -1 -1 1 0 -1
Id 1 -1 1 0 0 -1 -1 -1 1 0 1
IAI 1 -1 1 0 -1 -1 -1 -1 -1 -1 -1
Key is the same as for Table 3.
Using these tables, a matrix of distances between phonemes was created. The
matrix ofconsonantal distances is shown on Table 5 below, and that for vowels is shown
on Table 6.
An extra complication is added in the case of vowels, as there are three cases in
which complex combinations of vowels are generally treated as a single vowel in the
pronunciation of English. These are /ai/ (the “i” in “fine”), /au/ (the ow in cow ) and
/iu/ (the “ew” in “few”). Since English children are generally taught to view these as
single vowel sounds, they have been treated as such for the purpose of coding
substitutions. In order to determine the linguistic distance between a normal vowel and
one of these complex vowels, the convention has been adopted of summing the distance
between the normal vowel and each of the phonemes in the complex vowel.
When one
complex vowel is substituted for another, the linguistic distance is
determined to be equal
to the distance between the two disparate phonemes in the pair,
a calculation made
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simpler as all three complex vowels share one phoneme with each other one. These
distances are also shown on Table 6.
Table 5: Linguistic distances between consonants.
P b t d k g f V e a S z h r D t; dD m n 0 r 1 w j
p 0 1 4 5 4 5 5 6 6 7 7 8 10 5 6 3 4 8 12 12 15 14 12 13
b 0 5 4 5 4 6 5 7 6 8 7 9 6 5 4 3 7 11 11 14 13 11 12
t 0 1 4 5 5 6 4 5 3 4 10 5 6 3 4 12 8 12 17 10 16 13
d 0 5 4 6 5 5 4 4 3 9 6 5 4 3 11 7 11 16 9 15 12
k 0 1 7 8 6 7 7 8 6 5 6 3 4 12 12 8 13 14 12 13
g 0 8 7 7 6 8 7 5 6 5 4 3 11 11 7 12 13 11 12
f 0 1 1 2 2 3 7 2 3 4 5 9 9 11 12 9 11 10
V 0 2 1 3 2 6 3 2 5 4 8 8 10 11 8 10 9
e 0 1 1 2 6 1 2 3 4 10 8 10 13 8 12 9
d 0 2 1 5 2 1 4 3 9 7 9 12 7 11 8
s 0 1 7 2 3 4 5 11 7 11 15 8 13 10
z 0 6 3 2 5 4 10 6 10 14 7 12 9
h 0 5 4 7 6 12 12 8 7 12 10 11
j 0 1 2 3 9 9 9 12 9 11 8
D 0 3 2 8 8 8 11 8 10 7
tj 0 1 9 9 9 14 11 13 10
dD 0 8 8 8 13 10 12 9
m 0 4 4 9 7 6 7
n 0 4 11 4 9 7
Q 0 7 8 6 7
r
0 5 5 8
1
0 8 5
w 0 5
j
0
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Table 6: Linguistic distance of vowels.
i i e e ae a 3 o Q u A ai au iu
i 0 2 2 4 3 6 6 4 4 2 5 6 8 2
i 0 4 2 5 4 4 6 2 4 3 8 8 6
e 0 2 1 4 4 2 6 4 3 6 8 8
E 0 3 2 2 4 4 6 1 6 8 10
ae 0 3 5 3 7 5 4 6 8 8
a 0 2 4 4 6 1 6 6 12
3 0 2 2 4 3 8 6 10
0 0 4 2 3 8 6 6
Q 0 2 3 8 6 6
u 0 4 8 6 2
A 0 6 5 9
ai 0 2 6
au 0 6
iu 0
An examination ofthe tables reveals that the average distance between two
random consonants is 7.20 steps. For vowels, the average distance when both the
complex and normal vowels are considered is 4.32 steps. When just the normal vowels
are considered the distance is 3.51, and for only the relationships between other vowels
and the complex vowels it is 6.70. These numbers were used as target comparisons to
determine whether the errors that the participants made were random or not.
Once the linguistic difference of each error from the correct phoneme was found,
the average linguistic difference of errors within the phonological dyslexic group
was
compared to the average distance between the appropriate group of phonemes, using
the
numbers given above. It was expected that that the average distance between
phonemes
within errors would be less than the average distance between all
phonemes ol that type
for all participants, both those who were diagnosed with dyslexia and
those who were
not.
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Additionally, the same analysis was performed for the errors made in weeks 4 and
8 of the intervention, as described in more detail in Study 4. It was expected that the
findings for the further weeks of the intervention would be identical to those for the first
week, albeit with a smaller sample of errors.
Study 4
This last study attempted to demonstrate that the LATAS intervention caused
participants to make fewer errors on the word parts that they had been studying over the
course of the LATAS intervention than they had made in their initial testing period, but
that there would be essentially no change in word parts that had not been studied.
Participants
Only those individuals who had continued with the LATAS intervention program
for reading problems for a minimum of four weeks were included in this study. Of the
participant pool from previous studies, this eliminated C. M., M. H. 1, M. H. 2, N. H., S.
M., and S. S. from consideration as all six only completed the initial assessment.
Additionally, no initial and eighth week computer data were available for A. S., so she
was also removed from the participant pool for this study. This left nine participants,
three ofwhom had been diagnosed with dyslexia and six ofwhom had not. The two
groups of participants were compared.
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Additionally, S. R. and W. C. had only completed the intervention up to the
fourth-week retesting by the time that the data were compiled. Because of this, their data
were not included in the eighth-week analysis.
The Intervention
After the initial testing using the CAAS system, which is described in detail
above, the participants began the LATAS intervention. Following the initial testing and a
short time for processing the results, the participants were given a word list consisting of
four pages, each of which contains forty words. A number of lists were available, in
progressing levels of difficulty. The list that was chosen as the starting point for each
individual participant was chosen by Dr. James M. Royer on the basis of the child’s
abilities as measured by the initial tests.
Starting on the day that the first list was received, the participant was instructed to
read through the list out loud as quickly and accurately as possible while another party,
generally the parent or guardian, timed him or her. The average time per sheet across the
four sheets for each day was then recorded on a graph. Almost inevitably, the time that it
took the child to read the sheets began to drop almost immediately from the first reading,
and the knowledge that this was happening, as demonstrated by the record of the time on
the graph, has frequently been shown act as a motivator. After a number of times reading
through the list that varied on a participant by participant basis, the child was no longer
able to decrease his or her reading time on that specific list, and the time chart
began to
asymptote. Once this occurred, he or she was supplied with a new list, the next
list in the
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sequence, and the process continued. In general, most participants took between two and
five weeks to asymptote their reading speed.
The participants were asked to return to LATAS every week for retesting. On
these weekly visits they were given a battery ofCAAS reading tasks that were of the
same format but ot different content from the CAAS tasks in the initial testing period, a
fact that has already been mentioned in the description of Study 2. It is the word reading
task from this second battery of tasks that supplied the Week 2 errors from A. H. and K.
V. in Studies 2 and 3 above. The tasks that were administered on the initial testing
session were therefore only re-administered every fourth week. Thus the same word task
that was administered during the initial testing period, as described above in Study 1, was
re-administered on Week 4 and Week 8 of the intervention.
Table 7 below lists the word lists that each participant practiced upon before each
retesting period. The order of difficulty of these lists ranges from the easiest, the four
Word Families lists, to the four Random Word lists, to Grade 3, for which there is only
one list available, then to the four Grade 4 lists and finally to the four Grade 4-6 lists.
There are other, more difficult, lists available as well, but none of the participants used
these lists during the first eight weeks of the intervention. Also, none of the participants
reached the end of the sequence in which they were working except in the case of the
Grade 3 list, or when the Grade 4 lists were determined to be too easy and the child was
moved up to Grade 4-6.
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Table 7. Word lists practiced upon by the participants before each retesting period.
Participant Lists used before Week 4 Lists used before Week 8
A. H. Grade 3
Grade 4 list 1
Grade 3
Grade 4 list 1
Grade 4 list 2
Grade 4 list 3
A. P. Grade 4 list 1 Grade 4 list 1
Grade 4-6 list 1
Grade 4-6 list 2
H. F. Random Words list 1 Random Words list 1
Random Words list 2
K. V. Grade 4 list 1 Grade 4 list 1
Grade 4 list 2
Grade 4 list 3
M. F. Random Words list 1 Random Words list 1
Random Words list 2
Random Words list 3
R. M. Grade 4 list 1
Grade 4-6 list 1
Grade 4 list 1
Grade 4-6 list 1
S. G. Word Families list 1 Word Families list 1
Word Families list 2
S. R. Random Words list 1 not applicable
W. C. Random Words list 1 not applicable
The word lists differed from one another both in their difficulty and in their
format. Although all lists were composed of 160 words divided up into pages of 40
words each, the types ofwords that were seen varied considerably as a function of the
type of list.
The Word Families lists were composed of sixteen groups of ten "'word families ,
which are groups of words that all contain the same final rime. Because of this, students
studying these lists saw only a small number of rimes (sixteen, plus whatever rimes were
present in the multisyllabic words), although they were presented with an extensive
variety of onsets. In most cases, the words used had only a single syllable, but in some
cases multi-syllable words were used. No attempt was made to control for the frequency
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of the occurrence of the words on the lists in written language, so some words occurred
very infrequent in general usage while others were very common. All words within a
given “Word family” were presented in a single column on the page and were generally
read through by the participant in the order that they were presented. There were four
Word Families lists in total, although only two were seen by participants in this study.
The Random Words lists were composed by taking the words from all four of the
Word Families lists, scrambling them, and randomly placing them on new lists. Because
of this, a much wider range of rimes was presented than in the individual Word Families
lists, but the rimes still came from a limited pool of possibilities. The range of onsets was
approximately as wide as that in the Word Families lists.
The grade-based word lists (Grade 3, Grade 4, etc.) were composed by pulling a
series ofwords from Dale and O'Rourke (1976) that were found by their methods to be
appropriate for children of the given grade level. The words that made the list were
selected on an arbitrary basis. Because of this, there were a wide range of rimes on each
list when compared to the rimes present on the other types of lists. The extensive range
of onsets found in the other types of lists were also found in these lists.
Procedure
All of the word lists that the participants in the study used within the first eight
weeks of the intervention had the word parts that they contain, both onsets and rimes,
mapped out and counted. Thus it was known what word parts have been practiced up
to
the fourth week and the eighth week of the intervention. The word parts
found on the
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word lists that corresponded to word parts found in the elementary word naming task can
be found in Appendix B.
Two comparisons were done: one charting changes up to the fourth week of the
intervention, and one charting to the eighth week. Both were done almost identically. In
each case, the word parts from the lists practiced up to that point were compiled. These
were then used to divide the word parts offof the relevant word task sessions into two
groups: word parts that were found on the practiced lists up to the final week in the
comparison and those that were not. For the fourth week comparison this was be done
for the initial testing and the retesting at the fourth week, while for the eighth week
comparison this was be done for the initial testing and both the fourth week and eighth
week retesting sessions.
For each ofthese testing sessions, the difference in error rates between the words
found on the lists and those not found on the lists was computed. These differences were
compared across time to ascertain whether the error rate in those word parts that were
seen on the practiced lists decreased relative to that on the unpracticed word parts or not
as time progressed. It was anticipated that it would.
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CHAPTER III
RESULTS
In all of the studies examined in this paper, there were different numbers of
responses by the different participants, and in some cases these differences were very
substantial, as can be seen by an examination of the various tables of individual data.
Given this situation, it was necessary to perform all of the analyses on a by-subject basis
in order to get a true picture of the trends within the data. This entailed performing
analyses using the mean of the relevant data for each individual as single data points. For
example, in Study 1, which examined the word part frequency for various items, the data
points used in the analysis were the average word part frequencies for each student, not
the frequencies of each word part. In this way, each individual was represented equally
in the data set, regardless ofhow many ofeach item they actually responded to.
In several analyses, this led to problems with interpretation. In some situations,
the number of cases that made up an individual’s mean for a given item were very
small—for example, an individual might have only seen one or two items of a specific
type. In these cases, results of statistical tests using data from all individuals weighted
equally became difficult to interpret. Because of this, a great deal ofemphasis is placed
on the analysis ofthe individual data in the discussion of the results.
63
Study 1
This first study was run to determine whether or not word parts in which errors
were made were of lower frequency than those in which no errors were made. This test
was performed on only the initial testing as the intervention was expected to change the
results as a function of studying certain word part types over others. Tests were run on
all word parts together and then, to piece apart any specific differences that might be
present, on onsets and rimes separately.
Analysis of All Errors
When examining all of the errors that were made, an average log word part
frequency for both the correct and the incorrect utterances was calculated for each
participant, and then the difference between them was found. The mean frequency for all
ofthe word parts that were correctly identified was 3. 11 7 (SD = 0.09), while that for the
parts identified incorrectly was 2.579 (SD = 0.33). This difference of 0.537 was found to
be highly significant (t (14) = 6.303, p < 0.001), indicating that correctly-identified word
parts were substantially higher in frequency than those that were identified incorrectly.
The individual data that contributed to this analysis are discussed in more detail, with
exact figures given for all participants, in the section on individual differences below.
The next question to be addressed was whether or not the different sets of
diagnostic groups differed in the frequencies ofthe word parts which they identified
correctly and incorrectly.
64
When the participants were divided into the professionally-determined diagnostic
groups, seven were designated as diagnosed and eight as undiagnosed. The diagnosed
individuals had a mean log word part frequency of 3.076 (SD = 0.071) on the correctly
identified word parts and a mean of 2.546 (SD = 0.424) on the erroneously identified
items. The corresponding numbers for the undiagnosed individuals were 3.153 (SD =
0.092) for the correct responses and 2.609 (SD = 0.255) for the errors. The difference
between the frequency of the correctly and incorrectly identified words was calculated
and compared between the two diagnostic groups, giving results that were nonsignificant,
(t (13) = 0.078, p = .939). This indicated that there was no substantial difference between
the diagnostic groups with respect to the frequency ofthe word parts which they
identified correctly versus those on which they made errors.
Using the LATAS diagnostic categories, eight individuals were identified as
having profiles consistent with a diagnosis of dyslexia, while seven were not identified in
this fashion. The diagnosed individuals had a mean log word part frequency of 3.099
(SD = 0.105) on the correctly identified word parts and a mean of 2.596 (SD = 0.370) on
the erroneously identified items. The corresponding numbers for the undiagnosed
individuals were 3.137 (SD = 0.069) for the correct responses and 2.560 (SD = 0.312) for
the errors. The difference between the relationship between the correctly and incorrectly
identified word parts was nonsignificant, (t (13) = 0.679, p = .679), indicating that there
was no substantial difference between the diagnostic groups based on these diagnostic
criteria either.
Because ofthe low number of participants in each of these diagnostic
categories it
is important to note that a large difference in the patterns
shown by the groups would
65
have to be achieved in order to find significance, which means that small but real
differences could have failed to show significance because of the small sampling pool.
With these comparisons, however, the differences are so small that they are not likely to
turn out to be real under any circumstances.
As indicated in the methods chapter, there were some issues in scoring the data
for A. H. and R. M. in that all parts from incorrectly identified words were, in their case,
coded as being incorrect since the actual errors that they made were unrecorded. To
compensate for this, the analyses were re-run without these individual's scores being
included. This analysis had no effect on the significance of the difference between the
log word part frequencies of the correctly and incorrectly identified word parts despite
the lowered number of participants, nor did it effect the nonsignificance of the differences
between diagnostic groups.
Examining Onsets and Rimes Separately
An interesting question that arose from the general format of this study was
whether or not there were differences between rimes (the vowel portions of syllables and
the consonant(s) that follow them) and onsets (the initial consonantal sounds that precede
the vowel, if any) in the patterns of errors as related to word part frequencies. In order
to
address this question, the analyses run in the previous section were run
once again, but
looking at the rimes and onsets separately.
Table 8 gives the means and standard deviations for the
log word part frequencies,
as well as number of participants that fit into each category for
both the correct and
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incorrect identifications for all the participants together and the different diagnostic
categories, examining just the rimes.
Table 8: Average participant information for all participants and for the separate
diagnostic groups regarding correctly and incorrectly identified rimes.
Mean
Correct
S. D.
Correct
Mean
Errors
S. D.
Errors
N
All
Participants
2.725 0.087 2.394 0.310 15
Diagnosed 2.721 0.109 2.339 0.395 7
Undiagnosed 2.729 0.071 2.443 0.229 8
LATAS
Diagnosed
2.693 0.106 2.369 0.346 8
LATAS
Undiagnosed
2.763 0.039 2.423 0.288 7
For the group as a whole, the log word part frequencies of the rimes on which
errors were made was significantly lower than those rimes that were correctly identified
(t (14) = 4.043, p = .001). As with the analyses ofthe combined sum of the word parts,
there were no differences in patterns of frequency in either the professionally-determined
diagnostic categories (t (13) = 0.574, p = .576) or the LATAS-determined diagnostic
categories (t (13) = 0.095, p = .925).
Table 9 explores the same type of information as Table 8, but for onsets. The
numbers of participants are different in the onsets as three individuals, C. M., M. F., and
M. H. 2, did not make any onset errors. These individuals were not included
in the
statistical analysis.
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Table 9: Average participant information for all participants and for the separate
diagnostic groups regarding correctly and incorrectly identified onsets.
Mean
Correct
S. D.
Correct
Mean
Errors
S. D.
Errors
N
All
Participants
3.590 0.124 3.225 0.582 12
Diagnosed 3.530 0.105 3.334 0.623 5
Undiagnosed 3.633 0.125 3.147 0.587 7
LATAS
Diagnosed
3.612 0.127 3.378 0.568 6
LATAS
Undiagnosed
3.568 0.128 3.072 0.605 6
In this analysis, the overall difference between the log word part frequencies on
the correctly and incorrectly identified onsets did not quite reach the level of significance
(t (11) = 2.136, p = 056), though it was close. As before, there were no significant
differences in the patterns of frequencies between either the professionally-determined
diagnostic categories (t (10) = 0.823, p = .430) or the LATAS-determined diagnostic
categories (t (10) = 0.755, p = .468).
The general message of these analyses, then, is that there did not seem to be a
substantial difference between rimes and onsets in terms of errors being associated with
lower word part frequencies than correct responses, although the difference may only be
apparent in the case of the onsets. There was also no difference between the
diagnostic
groups on these measures.
Once again, the analyses were re-run without A. H. and R. M. in the
mix.
Removing them did not change any of the results of the rime analyses, though
it did
cause the difference in the log word part frequencies of the correctly
and incorrectly
answered onsets to become significant (t (9) = 2.437, p
-
.038). It is likely that this result
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came about because a number of high-frequency onsets were marked as being identified
incorrectly when they were not so identified, and removing these data brought the onset
errors to more accurate word part frequency levels. There were no changes in the
relationships between diagnostic groups. This lends the general conclusion that there
were real differences in the frequencies of correctly- and incorrectly-identified onsets
more weight.
Individual Data
The above summative data do not give the entire picture of the results in that it
does not take individual variation into account. With the relatively small number of
participants, especially in the onset error analysis, it is possible that the means could have
been colored by the presence ofone or two outliers and that the general pattern could be
very different for the rest ofthe participants. To guard against this, the following section
will examine the data on a participant-by-participant basis.
Table 10 below gives numbers of errors, mean log word part frequencies and
standard deviations of the log word part frequencies for onsets, rimes, and all errors
together for each participant. In each cell, the plain number represents the mean log word
part frequency, the number in parentheses represents the standard deviation ofthat
frequency, the first number in brackets represents the number ofeach type of response,
and the second number in brackets represents the percentage ofthe total for that
individual that that response represents. Dashes indicate that the value for that particular
descriptor was not possible to calculate.
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Table 10: Statistics on word part errors for all participants.
Participant All parts -
error
All parts -
correct
Onsets -
error
Onsets -
correct
Rimes -
error
Rimes -
correct
A. H. 2.62
(1.19)
[13]
[14.7%]
3.04
(0.92)
[75]
[85.2%]
3.00
(1.00)
[5]
[5.7%]
3.59
(0.61)
[32]
[36.4%1
2.38
(1.30)
[8]
[9.1%]
2.63
(0.90)
[43]
[48.9%]
A. P. 2.75
(0.96)
[4]
[4.6%]
3.12
(0.88)
[83]
[95.4%]
3.00
(1.41)
[2]
[2.3%]
3.57
(0.60)
[37]
[42.5%]
2.50
(0.71)
[2]
[2.3%]
2.76
(0.90)
[46]
[52.9%] |
C. M. 2.33
(1.53)
[3]
[3.2%]
3.12
(0.88)
[92]
[96.8%]
(--)
[0]
[0.0%]
3.62
(0.54)
[42]
[44.2%]
2.33
(1.53)
[3]
[3.2%]
2.70
(0.89)
[50]
[52.6%]
H. F. 3.06
(0.90)
[17]
[18.1%]
3.22
(0.93)
[77]
[81 .9%]
3.50
(0.58)
[4]
[4.3%]
3.70
(0.52)
[37]
[39.4%]
2.92
(0.95)
[13]
[13.8%]
2.78
(1-00)
[40]
[42.6%]
K. V. 2.29
(1.11)
[7]
[9.3%1
3.06
(0.94)
[68]
[90.7%]
2.67
(1.15)
[3]
[4.0%]
3.54
(0.65)
[26]
[34.7%]
2.00
(1.15)
[4]
[5.3%1
2.76
(0-98)
[42]
[56-0%]
M. F. 3.00
(0.82)
[4]
[7.0%1
3.00
(1.02)
[53]
[93.0%]
(--)
[0]
[0.0%]
3.48
|
(0-51)
[23]
[40.4%]
_
3.00
(0.82)
[4]
[7.0%]
2.63
(1.16)
[30]
[52.6%]
M. H. 1 2.80
(1.30)
[5]
[6.0%1
3.18
(0.73)
[79]
[94.0%]
4.00
(--)
[1]
[1.2%]
3.53
(0.61)
[36]
[42.9%]
2.50
(1.29)
[4]
[4.8%]
2.88
(0.70)
[43]
[51.2%]
M. H. 2 2.00
(0.00)
[2]
[2.0%]
3.05
(0.90)
[96]
[98.0%]
(--)
[0]
[0.0%]
3.43
(0.73)
[44]
[44.9%]
2.00
(0.00)
[2]
[2.0%]
2.73
(0.91)
[52]
[53.1%]
N. H. 2.40
(1.05)
[20]
[21.7%1
3.00
(0.84)
[72]
[78.3%]
3.00
(1.00)
[5]
[5.4%]
3.49
(0.56)
[35]
[38.0%]_
2.20
(i.oi)
[15]
[16.3%]
2.54
(0.80)
[37]
[37.8%]
|
R. M. 2.80
(1.30)
[5]
[5.5%]
3.03
(0.86)
[86]
[94.5%1
4.00
(-~)
[1]
[!.!%]_
3.43
(0.60)
[37]
1
[40.7%]_
2.50
(1.29)
[4]
[4.4%]
2.73
(0.91)
[49]
[53.8%]
|
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S. G. 2.55
(1.00)
[20]
[31.7%]
3.30
(0.80)
[43]
[68.3%]
3.60
(0.55)
[5]
[7.9%]
3.83
(0.38)
[24]
[38.1%]
2.20
(0.86)
[15]
[23.8%]
2.63
(0.68)
[19]
[30.2%]
S. M. 2.32
(1.00)
[19]
[22.9%]
3.20
(0.88)
[64]
[77.1%]
2.60
(1.14)
[5]
[6.0%]
3.62
(0.55)
[32]
[38.6%1
2.21
(0.97)
[14]
[ 1 6.9%1
2.78
(0.94)
[32]
[38.6%1
S. R. 2.22
(1.00)
[18]
[22.8%]
3.08
(0.90)
[61]
[77.2%]
3.00
(0.82)
[4]
[5.1 %1
3.40
(0.67)
[30]
[38.0%]
2.00
(0.96)
[14]
[17.7%]
2.77
(0.99)
[31]
[39.2%]
s. s. 3.11
(1.05)
[9]
[9.9%]
3.16
(0.92)
[82]
[90.1%]
4.00
(0.00)
[3]
[3.3%]
3.69
(0.52)
[36]
[39.6%]
2.67
(1.03)
[6]
[6.6%]
2.74
(0.95)
[46]
[50.5%]
w. c. 2.44
(0.73)
[9]
[11.8%]
3.19
(0.89)
[67]
[88.2%]
2.33
(0.58)
[3]
[3.9%]
3.69
(0.54)
[29]
[38.2%]
2.50
(0.84)
[6]
[7.9%]
2.82
(0.93)
[38]
[50.0%]
For the most part, the individual data followed the general pattern of the overall
analysis, where incorrectly-identified word parts had lower frequencies than correctly-
identified ones. There were exceptions to this trend in for M. H. 1, R. M., and S. S. on
the onsets, and for H. F. and M. F on the rimes. Except for H. F., all of these
inconsistencies occurred among individuals whose error rate was very low—so low that
there was only one onset error in the case ofM. H. 1 and R. M.—which may indicate that
these errors are not representative ofthe general sorts of errors that would be expected
over a larger number of trials. Still, it was interesting to note the occasional reversal of
expected findings.
It is also interesting to note that there was a wide disparity in the
percentage of
word parts that were answered incorrectly, ranging from S. G.’s 31.7%
all the way down
to M. H. 2’s 2.0%. A quick glance at Table 1 indicates that this effect can at
least
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partially be explained by age, which is unsurprising. In fact, a correlation between the
percentage of word parts answered incorrectly and the grade of the individuals gave a
correlation coefficient of -.6975. When this is done for only the 7 diagnosed individuals
the correlation is -.6608, whereas for the 8 undiagnosed individuals it is -.8395. Thus a
substantial proportion of the variance in proportion of incorrectly-answered word parts is
explainable by age.
There is no significant relationship between diagnostic status and the percentage
ofquestions that were answered incorrectly for either the professionally-determined
diagnoses (t (13) = 0.60, p = .559) or the LATAS diagnoses (t (13) = 0.018, p = .986).
Thus, surprisingly enough, there doesn’t seem to be a direct relationship with diagnostic
status that can explain the proportion of items that were found to be responded to
incorrectly.
Study 2
This study was conducted to determine whether or not individuals given a
diagnosis of dyslexia in either diagnostic system showed a larger proportion of sound-
based errors, as defined in the methods chapter above, than those without such a
diagnosis. These sound-based errors were examined as a group compared to the non-
sound-based errors, and then the errors were divided into the various types described
in
the methods chapter to investigate specific patterns of error occurrence. The
study also
examines data over the course of the weeks of the intervention to investigate
whether or
not this pattern changes as a function of the intervention.
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To aid in interpreting this information, a complete listing of all the errors made by
each participant, with correct and incorrect utterances and classification of errors, is given
in Appendix C.
Differences in Proportions of Sound-Based Errors
During the initial assessment period, for the seven individuals in the
professionally-determined diagnosed group an average of 17.19% (SD = 19.44) of the
total errors were sound-based while for the nine individuals in the undiagnosed group
there was an average occurrence of 3 1 .12% (SD = 24.60) for these errors. On the fourth
week of the intervention, this became 53.20% (SD = 12.22) for the three remaining in the
diagnosed group and 25.63% (SD = 27.61) for the seven in the undiagnosed. In the
eighth week, the two diagnosed individuals made 41.05% (SD = 22.70) sound-based
errors while the five undiagnosed individuals made 40.66% (SD = 37.89). When all of
the errors are combined from all the weeks that each individual was involved with (a
measure which tends to be biased in favor of the first week for individuals who were
involved with the intervention for multiple weeks), the rate of sound-based errors among
the diagnosed group was 21 .63% (SD = 24.43) and 32.91% (SD = 22.20) for the
undiagnosed. The total numbers and types of errors for each participant can be found in
Appendix C.
This pattern of proportionate numbers of sound-based errors over time is shown in
Figure 3 below. Also shown on that graph are the mean proportions of errors for those
individuals who completed all four weeks and all eight weeks ofthe intervention at the
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first and fourth week, for comparative purposes, since this is a more reasonable
estimation ofthe change in error patterns over time.
©
Week 1
Week 4
Week 8
Group
Figure 3: Average Proportions of Incorrectly Identified Word Parts That Demonstrated
Sound-Based Errors as Made by Individuals in the Two Professionally-Diagnosed
Groups, as a Function ofthe Weeks ofthe Intervention That They Completed
Examining these changes in error proportions, there does not seem to be a clear
pattern ofchange over the course of the intervention, and those changes that are observed
are likely due to the vagaries of the data as a function ofthe small numbers of errors
made by individuals in many cases. Because ofthese individual differences, a person
who made only two errors could have either 0%, 50%, or 100% ofthem by sound-based,
with vast effects on the overall mean in each case. For this reason, an examination of the
individual data is very important.
There also does not seem to be a difference between the diagnostic groups.
Testing to confirm that there was no difference between the groups, it was found that
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neither the difference in sound-based error rates between the groups for all of the
individuals on the initial assessment (t (14) = 1.227, p = .240), all of those completing up
to the fourth week (t (8) = 1.619, p = .144), all of those completing up to the eighth week
(t (5) = 0.013, p = .990) nor the combination of all weeks (t (14) = 0.966, p = .350) was
significant.
To summarize, it does not seem that there are any real differences in the
proportion of sound-based errors that were made, either between groups or across weeks
ofthe intervention, when the professionally-determined diagnoses were used as a
measuring stick.
When the LATAS-determined diagnostic categories are used, in the initial
assessment the average proportion ofword parts answered incorrectly for the eight in the
diagnosed group was 14.67% (SD = 18.32) while for the eight in the undiagnosed group
it was 35.38% (SD = 23.33). In the fourth week it was 43.08% (SD = 19.07) for the four
diagnosed and 27.78% (SD = 31.04) for the six undiagnosed individuals. In the eighth
week it was 33.85% (SD = 16.44) for the four diagnosed and 50.00% (SD = 50.00) for
the three undiagnosed individuals. Finally, in the combined set of all errors, it was
20.01% (SD = 21.43) for the diagnosed and 35.94% (SD = 23.27) for the undiagnosed
individuals.
As with the data for the professionally-determined diagnoses, these data are
plotted out graphically on Figure 4, which also includes data for only those individuals
who completed four and eight weeks of the intervention at the earlier points along the
course of the intervention.
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Week 1
Week 4
Week 8
Figure 4: Average Proportions of Incorrectly Identified Word Parts That Demonstrated
Sound-Based Errors as Made by Individuals in the Two LATAS-Diagnosed Groups, as a
Function ofthe Weeks ofthe Intervention That They Completed
Once again, there do not seem to be substantial differences as a function of the
week ofthe intervention, nor do there seem to be substantial differences based upon the
diagnostic category. Tests were run to confirm the second idea, wherein it was
determined that the differences between diagnostic groups were nonsignificant for ail of
the individuals who took the initial assessment (t (14) = 1.973, p = .069), those who were
involved in the intervention up to the fourth week (t (7.99) = 0.964, p = .363), those who
were involved up to the eighth week (t (5) = 0.620, p = .562), and the combined set of
errors for all individuals (t (14) = 1.424, p = .176).
To summarize, there is not a difference between the tendency to produce sound-
based errors between diagnosed and undiagnosed individuals, regardless of
what criteria
were used to form the diagnosis. There is, however, a large, if nonsystematic,
variation
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in the proportion of sound-based errors between weeks. There is also a substantial
variance across participants, as will be seen more clearly in the individual differences
analysis below.
Specific Error Types Across Groups
When examining specific error types, an examination of Appendix C
demonstrates that there was a substantial variation across participants in the specific mix
of errors that were made. Given the small number of errors, as well as the large number
of potential error types, it was concluded that a series of statistical tests examining the
relative proportion ofeach type of error across groups as an average for each participant
would be essentially meaningless.
It is interesting, however, to examine the average frequency of each error type
among the participants in the various diagnostic categories. Table 1 1 below gives the
average ofthe proportion ofeach type of error that that individuals made among both the
professionally-determined diagnosed and undiagnosed groups. Table 12 gives this
information for those individuals who completed up to week 4 for weeks 1 and 4 and for
those who completed up to week 8 for all weeks. Tables 13 and 14 give the same
information for the LATAS-determined groups. On Tables 1 1 and 13, the error types are
divided by week, and then the total average percentage is given, which includes
every
participant's sum total proportion of errors from all weeks in which they took
part. Under
the column heading, the number in brackets indicates the number of
individuals who
contributed to the data in that column.
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Table 1 1 : Error type proportions for both professionally-determined diagnostic groups
across all weeks.
Error
type
Diag.
Week 1
_
m
Undiag.
Week 1
—EL.
Diag,
Week 4
P3
Undiag.
Week 4
[7]
Diag.
Week 8
[21
Undiag.
Week 8
[51
Diag.
Total
[71
Undiag.
Total
[91
cons.
sub.
0.0% 0.8% 0.0% 8.3% 0.0% 0.0% 0.0% 2.9%
vowel
sub.
12.7% 19.3% 33.7% 15.3% 41.1% 38.2% 15.8% 20.6%
cons.
insert
0.0% 2.0% 6.5% 5.6% 0.0% 2.5% 1.2% 1.7%
vowel
insert
1.0% 3.0% 2.8% 0.0% 0.0% 0.0% 1.1% 2.2%
cons.
delete
1.8% 2.8% 3.7% 0.0% 0.0% 0.0% 1.4% 1.5%
vowel
delete
1.7% 2.0% 6.4% 0.0% 0.0% 0.0% 2.0% 0.4%
ignor.
irreg.
1.0% 6.3% 2.8% 1.3% 7.1% 0.0% 1.8% 6.4%
word
sub.
77.3% 53.3% 26.5% 68.2% 39.3% 50.2% 70.5% 53.4%
letter
scramb.
1.8% 7.9% 2.8% 0.0% 0.0% 2.5% 1.3% 1.2%
unclass. 2.7% 9.6% 14.8% 1.3% 12.5% 6.7% 4.9%
_
10.3%
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Table 12: Error-type percentages for the professionally-determined diagnostic categories
in week 1 and 4 for those who completed four weeks of the intervention and weeks 1,4,
and 8 for those who completed eight weeks.
Error
type
Diag;
wk 1;
wk 4
grouP
Und;
wk 1;
wk 4
group
Diag;
wk 4;
wk 4
-group
Und;
wk 4;
wk 4
group
Diag;
wk 1;
wk 8
group
Und;
wk 1;
wk 8
group
Diag;
wk 4;
wk 8
group
Und;
wk 4;
wk 8
group
Diag;
wk 8;
wk 8
group
Und;
wk 8;
wk 8
group
cons.
sub.
0.0 3.6 0.0 8.3 0.0 4.3 0.0 0.0 0.0 0.0
vowel
sub.
25.8 20.2 33.7 15.3 18.8 14.3 38.1 18.4 41.1 38.2
cons.
insert
0.0 0.0 6.5 5.6 0.0 0.0 2.8 1.1 0.0 2.5
vowel
insert
0.0 5.6 2.8 0.0 0.0 4.8 0.0 0.0 0.0 0.0
cons.
delete
4.2 2.4 3.7 0.0 6.3 2.9 5.6 0.0 0.0 0.0
vowel
delete
4.2 1.2 6.4 0.0 6.3 1.4 5.6 0.0 0.0 0.0
ignor.
irreg.
2.2 6.5 2.8 1.3 0.0 2.9 0.0 1.5 7.1 0.0
word
sub.
50.8 55.4 26.5 68.2 56.3 61.4 39.7 71.9 39.3 50.2
letter
sera.
4.2 2.4 2.8 0.0 6.3 2.9 0.0 0.0 0.0 2.5
un-
class.
6.4 8.3 14.8 1.3 6.3 10.0 5.6 1.5 12.5 6.7
Table 13: Error type proportions for both LATAS-determined diagnostic groups across
all weeks.
Error
type
Diag.
Week 1
_[?]..
Undiag.
Week 1
m
Diag,
Week 4
- [4]
Undiag.
Week 4
[61
Diag.
Week 8
[41
Undiag.
Week 8
[31
Diag.
Total
[81
Undiag.
Total
181
cons.
sub.
1.8% 0.9% 0.0% 8.3% 0.0% 0.0% 0.7% 2.6%
vowel
sub.
9.6% 22.6% 33.7% 9.7% 33.9% 45.8% 15.9% 20.1%
cons.
insert
0.0% 0.9% 2.8% 6.9% 0.0% 4.2% 0.6% 2.4%
vowel
insert
0.0% 4.2% 0.0% 1.4% 0.0% 0.0% 0.0% 3.4%
cons.
delete
2.5% 1.8% 2.8% 0.0% 0.0% 0.0% 1.6% 1.4%
vowel
delete
1.6% 0.9% 2.8% 1.4% 0.0% 0.0% 1.3% 1.0%
ignor.
irreg.
0.9% 8.0% 1.9% 9.7% 3.6% 0.0% 1.3% 7.5%
word
sub.
77.9% 49.7% 51.4% 42.2% 48.0% 45.8% 73.5% 48.2%
letter
scramb.
2.5% 0.9% 0.0% 1.4% 0.0% 4.2% 1.4% 1.5%
unclass. 5.1% 10.2% 4.7% 13.9% 14.6% 0.0% 4.7% 11.1%
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Table 14. Error-type percentages for the LA I AS-determined diagnostic categories in
week 1 and 4 for those who completed four weeks of the intervention and weeks 1 , 4, and
8 for those who completed eight weeks.
Error
type
Diag;
wk 1;
wk 4
group
Und;
wk 1;
wk 4
group
Diag;
wk 4;
wk 4
grouP
Und;
wk 4;
wk 4
_g-rouP
Diag;
wk 1;
wk 8
group
Und;
wk 1;
wk 8
group
Diag;
wk 4;
wk 8
group
Und;
wk 4;
wk 8
group
Diag;
wk 8;
wk 8
group
Und;
wk 8;
wk 8
group
cons.
sub.
0.0 1.2 0.0 8.3 0.0 2.4 0.0 0.0 0.0 0.0
vowel
sub.
31.6 22.1 33.7 9.7 31.6 14.3 33.7 11.1 33.9 45.8
cons.
insert
0.0 0.0 2.8 6.9 0.0 0.0 2.8 11.1 0.0 4.2
vowel
insert
0.0 5.6 0.0 1.4 0.0 4.8 0.0 0.0 0.0 0.0
cons.
delete
0.0 1.2 2.8 0.0 0.0 2.4 2.8 0.0 0.0 0.0
vowel
delete
0.0 1.2 2.8 1.4 0.0 2.4 2.8 0.0 0.0 0.0
ignor.
irreg.
1.9 10.6 1.9 9.7 1.9 2.4 1.9 0.0 3.6 0.0
word
sub.
64.6 48.0 51.4 42.2 64.6 61.9 51.4 77.8 48.0 45.8
letter
sera.
0.0 1.2 0.0 1.4 0.0 2.4 0.0 0.0 0.0 4.2
un-
class.
1.9 8.8 4.7 13.9 1.9 7.1 4.7 0.0 14.6 0.0
Since, as can be seen in Appendix C, small numbers of errors are being dealt with
for the majority ofthe participants in this analysis, which leads to cases in which one
error can equal 50% ofthe total errors for a given person, it is probably unwise to place
very much stock in individual proportions and the differences between groups. A general
pattern does emerge from the data, however, and this pattern seems to be consistent
across all weeks and for all groups. In each case, almost all types of errors are infrequent
(less than 10%, usually less than 5%) save for word substitutions, vowel substitutions.
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and unclassifiable errors, generally in that order, though there were some rare exceptions,
especially in the professionally-determined groups.
In general, then, there did not appear to be any substantial difference in the
proportion of each type of error across the groups. A examination of Appendix C shows
that there were differences between individual participants, with a slight tendency for
older participants to show fewer vowel substitutions and more word substitutions. More
importantly, there did not appear to be any sort of trend for the diagnosed individuals to
make one kind of error more than the undiagnosed individuals. The individual data are
summarized more concisely in Table 15,
Table 15: Number ofword and vowel substitutions for each participant.
Participant Professional
Diagnosis
LATAS
Diagnosis
Grade Number of
Word
Substitutions
Number of
Vowel
Substitutions
A. H. No Yes 4 - May 10 2
A. P. No No 6 - October 4 0
A. S. No No 2 - June 5 8
C. M. No No 5 - August 1 1
H. F. No No 3 - November 12 4
K. V. Yes Yes 5 - August 9 5
M. F. Yes Yes 2 - August 7 8
M. H. 1 Yes Yes 9 - September 3 0
M. H. 2 Yes Yes 9 - March 2 0
N. H. Yes Yes 4 - July 8 1
R. M. No No 4 - December 2 2
S. G. No Yes 1 - May 12 12
S. M. No No 2 - January 6 1
S. R. Yes No 2 - June 6 10
S. S. Yes Yes 5 - March 2 0
w. c. No No 2 - February 3 0
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Generally, then, although there were substantial individual differences in the types
of errors that were made, there is no evidence to suggest that these differences are
associated with a diagnosis of dyslexia, using either set of diagnostic criteria.
Study 3
The purpose of this study was to determine if the “linguistic distance”—the
number of steps along a variety of phonological measures—between a phoneme
substitution and the actual phoneme was less than the average linguistic distance
between all of the phonemes of that type, which would be the expected distance of a
random error. This analysis was performed for both consonantal and vowel substitutions
as they are linguistically very different, and data were examined for changes across the
weeks of the intervention.
Consonant Substitutions
In the entire sample of participants, only three made consonant errors, two making
them during the first week and one in the fourth. The average linguistic difference of
these participants' errors from the correct responses was 2.00 steps (SD = 1.73). When
compared to the average number of steps between two randomly chosen consonants, a
distance of 7.2 steps, the consonantal substitutions were found to be statistically
closer to
the correct responses than would be expected to occur by chance (t (2)
- 5.203, p - .035).
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All of the individuals who made consonant substitution errors were not given a
diagnosis by the professional diagnosticians, but one was diagnosed by the LATAS
people. With this LATAS diagnostic criteria, the diagnosed individual had a mean
distance of LOO steps from the correct consonant, while the two undiagnosed individuals
had a mean of 2.50 steps with a standard deviation of 2.12. Not surprisingly, no
significance difference was found to occur between the two LATAS-determined
diagnostic groups (t (1) = 0.577, p = .667).
In an examination of the individual differences in responses. Table 16 shows the
average linguistic difference for the consonant substitutions made by each of the
participants who erred in this fashion. Given the small number of errors and participants
who made such errors, very little can be said about patterns in individual differences.
Table 16: Consonant errors by individual participants, with their frequency and average
linguistic distance from the correct utterance.
Participant Number of Errors Average Linguistic
Distance
A. S. 1 1.00
R. M. 1 4.00
S. G. 2 1.00
Vowel Substitutions
An analysis of vowel substitutions presents a more complex picture than
consonant substitutions, mainly because of the presence of complex (multiple-phoneme)
vowels. For the purposes of thoroughness, analyses on the linguistic difference from the
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correct utterance were first performed with all of the errors together, both complex and
noncomplex. This was tested against the average linguistic difference when both are
considered. Then the noncomplex and complex errors were regarded separately, each
being tested against the average distance for the phonemes in that category.
For all of the vowel substitutions considered together, with all weeks of the
intervention combined, the mean distance of the errors from the correct vowel for all of
the participants was 3.81 steps (SD = 0.98). When compared to the random distance
value of 4.32 this was found not to be significantly different from what would be
expected from random substitutions (t (9) = 1.639, p = .136). When examining just
noncomplex vowel substitutions, the mean difference was 3.371 steps (SD = 0.88). This
was also not significantly different from the expected distance of 3.51 steps (t (9) =
0.495, p = .632). Finally, the complex vowel substitutions were examined, which were
made by only three participants. For these, the mean distance was 6.71 steps (SD =
0.67), which was also not significantly different from the 6.70 steps that would be
expected from a random complex substitution (t (2) = 0.019, p = .987).
Given the overall lack of significance of these findings and the lack of
expectations that there would be any reason to expect changes as a function of the
intervention (a glance at the individual data provided below, in fact, demonstrates that
there is no consistent change in the distance of errors as a function of time in the
intervention), no analyses were run comparing the distance of the errors to what would be
randomly expected on a week-by-week basis.
A more interesting question was whether or not there were differences in the
linguistic distances of the errors made by participants in different diagnostic categories.
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The professionally-determined diagnostic categories were examined first. For all of the
vowel substitutions, the errors made by the three diagnosed participants who made such
errors had a mean distance of 3.83 steps (SD = 0.76), while those for the seven
undiagnosed participants were 3.79 steps (SD =1.12). This difference was not
significant (t (8) = 0.056, p = .957).
All of the participants who made vowel substitutions made noncomplex
substitutions, showing a mean distance of 3.33 (SD = 0.58) for the diagnosed individuals
and a mean of 3.39 steps (SD = 1.03) for the undiagnosed individuals. This difference
was also not significantly different from expectations (t (8) = 0.083, p = .936). Finally,
one diagnosed individual made complex substitutions, with a mean distance of 6.00 steps,
while two undiagnosed individuals made such errors with a mean distance of 7.07 steps
(SD = 0.37). Again, this difference was nonsignificant (t (1) = 2.320, p = .259).
Examination of the LATAS-determined groups followed. In this case, for the
sum total ofvowel substitution errors, there were four diagnosed individuals, who made
errors with a mean distance of 4.10 steps (SD = 0.84), while the six undiagnosed
individuals made errors with a mean distance of 3.61 (SD = 1.10). The difference
between the diagnostic groups was found to be nonsignificant (t (8) = 0.742, p = .479).
Examining only noncomplex substitutions among the same group, the diagnosed
participants made errors with a mean linguistic distance of 3.72 steps (SD = 0.99), while
the diagnosed group made errors with a mean distance of 3.14 (SD = 0.81). The
difference in distances between the groups was found to be nonsignificant (t (8) — 1.025,
p = .335). Finally, only one diagnosed individual
made complex vowel substitutions,
with a mean distance of 6.80 steps, while two undiagnosed individuals made these errors.
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with a mean distance of 6.67 steps (SD — 0.94). The difference between the groups, once
again, was not significant (t (1) = 0.1 17, p = .926).
The next concern was to determine the extent to which these errors varied as a
function of the individual participant. These data were examined on both a week-by-
week basis and as the sum total of all the vowel substitutions made across the weeks.
Table 17 below gives the average linguistic distance of errors from the correct
response for every participant, divided into categories by week and complexity status.
Statistics for week 1 are given in parentheses, for week 4 in brackets, for week 8 without
any markers, and for all weeks totaled in italics. Only those weeks in which the
individuals participated in the program were included on the table. Individuals who did
not make any vowel substitutions were also excluded.
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Table 17. Vowel errors by individual participants, with their frequency and average
linguistic distance from the correct utterance, divided by week and complexity status.
Participant Number of
errors, all
types
Avg dist
of errors,
all types
Number of
errors,
non-
complex
Avg dist
of errors,
non-
complex
Number of
errors,
complex
Avg dist
of errors,
complex
A. H. (0) (...) (0) (...) (0) (...)
[1] [4.00] [1] [4.00] [0] [...]
1 6.00 1 6.00 0
2 5.00 2 5 0 ...
A. S. (5) (5.00) (3) (3.00) (2) (8.00)
[1] [4.00] [1] [4.00] [0] [...]
3 4.33 2 3.50 1 6.00
9 4.67 6 3.33 3 7.33
C. M. 0) (4.00) (1) (4.00) (0) (-)
H. F. (2) (2.00) (2) (2.00) (0) (...)
[0] [...] [0] [...] [0] [...]
2 2.00 2 2.00 0 —
4 2.00 4 2.00 0 ...
K. V. (1) (4.00) (1) (4.00) (0) (...)
[3] [3.33] [3] [3.33] [0] [...]
1 1.00 1 1.00 0 —
5 3.00 5 3.00 0 —
N. H. 0) (4.00) (1) (4.00) (0) (...)
R. M. (2) (4.00) (2) (4.00) (0) (...)
[0] [...] [0] [...] [0] [...]
0 — 0 0 —
2 4.00 2 4.00 0 —
S. G. (5) (4.20) (4) (3.75) (1) (6.00)
[5] [3.20] [3] [1.33] [2] [6.00]
3 6.67 1 4.00 2 8.00
13 4.38 8 2.88 5 6.80
S. M. (2) (2.50) (2) (2.50) (0) ,__e)
S. R. (6) (4.67) (3) (3.33) (3) (6.00)
[3] [2.67] [3] [2.67] [0] [...]
8 4.50 6 3.00 3 6.00
Due to the small number of errors in most individual cases, it is difficult to
determine if there were any trends within individual sets of data. It does not seem to be
the case, however, that there were substantial trends among any of the participants to
have the linguistic difference vary as a function of the time spent with the intervention.
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Also, there do not seem to be any individuals who are remarkably different from the rest
of the group in terms of the linguistic difference of the errors they produce, although
again this is hard to determine due to the small number of errors that most individuals
made.
Study 4
This last study was performed in order to examine the extent to which word parts
that were studied as a part of the LATAS intervention were identified correctly more
often than unstudied words when the error rates were compared to the way in which they
were answered at the initial assessment period. It was expected that studied word parts
would show a decrease in the proportion that were identified incorrectly, while unstudied
word parts would not. This comparison was done both for those individuals who
completed four weeks of the intervention and for those who completed all eight weeks,
looking at the changes across time. It was also done separately for onsets and for rimes
to see ifthe patterns were different for the two types ofword parts.
In all cases, the patterns were also examined as a function of both types of
diagnostic categories to see ifthere were any differences in patterns of error rates that
were related to diagnostic status. Finally, the data were analyzed at the individual level
in order to allow a fine-grained analysis of the various patterns of responses.
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Comparing Week 4 to the Initial Assessment
In order to examine the differential change in error rates between the studied and
unstudied word parts, the difference between the initial assessment and the fourth week
ofthe intervention in the percentage of word parts identified incorrectly was calculated
for both the studied and the unstudied words. For both of these, a positive difference
would indicate a decrease in the number of errors made over the course of the
intervention. Then, the difference for the unstudied word parts was subtracted from that
ofthe studied word parts, with a positive number thereby indicating that the studied word
parts were showing a greater degree of error decreasing (or lessened error increasing)
over time than the unstudied words. This was done for each individual, and the mean of
these values was tested against a random-chance score of zero.
Table 18 gives the average percentage ofword parts responded to incorrectly,
followed by the standard deviation in parentheses, for both the studied and unstudied
words for both the initial assessment and week 4. The table includes this information for
the word parts divided into onsets and rimes as well. The individual error rates that were
used to determine these numbers can be found in the section on individual differences
below. Nine individuals completed four weeks of the intervention and were thus able to
contribute to this data-set.
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Table 18: Mean percent errors and standard deviations for all participants completing
four weeks of the intervention across weeks and by whether the word parts were studied
or not.
Week 1
Unstudied
Week 1
Studied
Week 4
Unstudied
Week 4
Studied
All Word Parts 20.19 8.98 16.31 5.99
(12.26) (4.65) (13.13) (5-24)
Rimes Only 18.43 10.32 14.03 7.52
(10.00) (8.37) (8-14) (9.04)
Onsets Only 7.99 8.73 0.00 5.08
(11-25) (5.45) (2.12) 0,56)
Using the analysis described above, the numbers were examined to determine
whether there was a difference between the studied and unstudied word parts on the
change in the proportion of errors made between the first week and the fourth. When
examining all of the word parts together, no significant difference was found between the
studied and unstudied word parts (t (8) = 0.219, p = .832).
Examining rimes separately, the difference in the decrease in errors between the
studied and unstudied word parts was similarly nonsignificant (t (7) = 0.413, p = .692).
This was also true for the onsets (t (7) = 0.835, p = .432). Both the onset and rime
analyses had one fewer qualifying participant than the overall analysis as one participant
each did not have errors that fell into one of the necessary bins for the analysis.
These
individuals (S. G. for rimes, R. M. for onsets) were not included in the respective
analyses. These individuals were not included on the corresponding
parts of Table 18
either.
It is worth noting that even from the onset the proportion of
errors on the studied
word parts is generally lower than for the unstudied parts, save in
the case of onsets. This
is primarily because the rimes that are found on the
word lists are higher m word part
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frequency than those that are not, which translates to lower error rates. The above
analyses controlled for these effects since they are comparing the difference between the
two studied groups to that between the unstudied groups. Thus, although the actual error
rates are affected by the word part frequencies, the amount of improvement is not, and
the difference between these improvement rates is being tested.
It should also be noted that there is a general trend for improvement in both the
studied and unstudied word parts, rather than a lack of movement in both. The
implications of this will be discussed later.
Next, the diagnostic groups were compared to one another for both sets of
diagnoses. As with all other analyses, the professionally-determined diagnoses were
examined first.
As with Table 18 above. Table 19 provides the proportions of errors and standard
deviations for all errors combined, just rimes and just onsets, but in this case for the two
diagnostic groups. Three individuals fell into the diagnosed category while six were
undiagnosed. In both the rime and onset analyses, one undiagnosed individual was not
included due to a lack of data in one cell.
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Table 19: Mean percent errors and standard deviations for all participants completing
four weeks of the intervention across weeks and by whether the word parts were studied
or not, divided into categories by their professionally-determined diagnoses.
Week 1
Unstudied
Week 1
Studied
Week 4
Unstudied
Week 4
Studied
All Word Parts: 19.90 7.59 19.76 9.88
Diagnosed (14.65) (2.15) (5.36) (7.28)
All Word Parts: 20.34 9.68 14.58 4.04
Undiagnosed (12.43) (5-57) (15.92) (3-01)
Rimes Only: 21.60 10.82 22.24 14.16
Diagnosed (15.44) (9.57) (5-32) (12.26)
Rimes Only: 16.53 10.01 9.10 3.53
Undiagnosed (6.62) (8.74) (4.56) (3.83)
Onsets Only: 8.33 6.13 0.00 8.00
Diagnosed (14.43) (5-52) (0.00) (4.81)
Onsets Only: 7.78 10.28 0.00 3.32
Undiagnosed (10.83) (5.35) (0.00) (0.62)
When considering all ofthe word parts together, the difference between the
diagnosed and the undiagnosed group, in terms ofwhether one group showed greater
benefit on the studied word parts than on the unstudied word parts, was not found to
reach the level of significance (t (7) = 0.253, p = .808). This was also true for the
difference in patterns when just rimes were considered (t (2.23) = 0.157, p = .889) and
when just onsets were considered (t (6) = 0.728, p = ,494).
The LATAS-determined diagnostic groups were examined next. Table 20, using
the same format as Table 19, provides the average proportions ofword parts identified
incorrectly and the standard deviations for the LATAS-determined groups on rimes,
onsets, and all word parts combined. Four individuals were in the diagnosed category
and five were undiagnosed. One ofthe diagnosed individuals was not included
in the
rime analysis and one ofthe undiagnosed individuals was not included
in the rime
analysis, for reasons as above.
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Table 20: Mean percent errors and standard deviations for all participants completing
four weeks of the intervention across weeks and by whether the word parts were studied
or not, divided into categories by their LATAS-determined diagnoses.
Week 1
Unstudied
Week 1
Studied
Week 4
Unstudied
Week 4
Studied
All Word Parts: 21.36 11.02 23.33 7.19
Diagnosed (15.04) (5.66) (17.22) (4.52)
All Word Parts: 19.26 7.35 10.69 5.02
Undiagnosed (11.33) (3.44) (5.80) (6.08)
Rimes Only: 15.36 10.36 17.02 10.08
Diagnosed (5.92) (9-35) (11.23) (10.77)
Rimes Only: 20.28 10.29 12.23 5.97
Undiagnosed (12.09) (8.87) (6.48) (8.77)
Onsets Only: 0.00 10.62 0.00 4.62
Diagnosed (0.00) (7.66) (0.00) (2.71)
Onsets Only: 15.97 6.84 0.00 5.54
Undiagnosed (11.20) (1.01) (0.00) (4.66)
When all word parts are considered, there was no significant difference in error
patterns between the two diagnostic groups (t (7) = 1.612, p = .151). Looking at the types
ofword parts, there was no significant difference for the rimes (t (6) = 0.677, p = .524),
though there was one for the onsets (t (6) = 2.521, p = .045).
Despite the general lack of significance, which is undoubtedly due in part to the
small number of participants, there do appear to be some differences, especially in the
LATAS-determined group where they reach significance with the onsets, where the
undiagnosed individuals seem to be making fewer errors in week 4 on the unstudied
words while the diagnosed individuals seem to be remaining constant. This pattern and
others will be explored more thoroughly in the section on individual differences
below.
94
Comparing Week 8 to Week 4 and the Initial Assessment
The analyses examining word parts that had been studied by week 8 of the
intervention as compared to those that had not been studied were almost identical to those
that examined week 4 comparison. The major difference was that in the week 8 analyses
there were three comparisons of interest rather than just one: a comparison of the initial
assessment errors to both weeks 4 and 8, and a comparison of week 4 to week 8. It was
expected that the initial assessment to week 8 change would be the most interesting as it
would show the greatest degree of movement, but that all movement would be in the
general direction of improvement on studied word parts being higher than that on
unstudied word parts. As in the case ofthe analyses above, these patterns were examined
for all word parts combined and for rimes and onsets examined separately.
Table 21 below provides the mean proportion of errors made and the standard
deviation of those errors for the seven students that completed all eight weeks of the
intervention. When regarding onset errors, however, only three participants, A. P., H. F.,
and M. F., are included in the data set as they are the only three who saw items on the
CAAS task that contained unstudied onsets on all three testing occurrences. As with
previous tables, the first number in each cell indicates the average proportion of word
parts answered incorrectly across participants, while the number below in parentheses
indicates the standard deviation.
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Table 21 : Mean percent errors and standard deviations for all participants completing
eight weeks of the intervention across weeks and by whether the word parts were studied
or not.
Week 1
Unstudied
Week 1
Studied
Week 4
Unstudied
Week 4
Studied
Week 8
Unstudied
Week 8
Studied
All Word
Parts
19.87
(11.48)
9.60
(6.22)
17.15
(15.91)
5.77
(3.49)
11.31
(12.92)
5.80
(3.83)
Rimes Only 20.36
(11.48)
16.93
(16.74)
17.27
(15.86)
10.52
(7.98)
11.02
(12.82)
13.91
(16.22)
Onsets Only 33.33
(57.74)
4.25
(3.85)
0.00
(0.00)
4.48
(3.14)
16.67
(28.87)
0.00
(0.00)
In the examination of all ofthe word parts combined into one set of analyses,
there was no significant difference in the change of the error rates between the initial
assessment and week 4 (t (6) = 0.225, p = .830), between the initial assessment and week
8 (t (6) = 1.024, p = .345), or between week 4 and week 8 (t (6) = 1.433, p = .202). When
only the rimes are examined, again the differences are not significant for the initial
assessment compared to week 4 (t (6) = 0.533, p = .613), the initial assessment compared
to week 8 (t (6) = 1.343, p = .228), and for the fourth week compared to the eighth week
(t (6) = 1.535, p = .176). The same picture is seen for the onsets, comparing week 1 to
week 4 (t (2) = 1.082, p = .392), week 1 to week 8 (t (2) = 0.295, p
=
.796) and week 4 to
week 8 (t (2) = 1.144, p = .371). There is no significant difference in the pattern of
improvement comparing unstudied and studied word parts in the total group of
participants.
The next question of interest was to determine whether or not there were
differences in the error production patterns between the diagnostic groups.
For this
purpose, the professionally-determined diagnostic categories
were examined first. Table
22 below provides the mean error rates and standard deviations
for the two diagnostic
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categories across all weeks for rimes, onsets, and all word parts combined. For the
combined set of word parts and the rimes specifically, there were two participants with in
the diagnosed category who completed eight weeks of the intervention and five
undiagnosed individuals who did the same. For the onsets, on the other hand, one
diagnosed and two undiagnosed individuals were all that were presented with unstudied
word parts on all three testings. It is because of this that the means in the onset rows for
the diagnosed group are not accompanied by standard deviations.
Table 22: Mean percent errors and standard deviations for all participants completing
eight weeks ofthe intervention across weeks and by whether the word parts were studied
or not, divided into groups by professionally-detennined diagnoses.
Week 1
Unstudied
Week 1
Studied
Week 4
Unstudied
Week 4
Studied
Week 8
Unstudied
Week 8
Studied
All Parts:
Diagnosed
11.54
(5.44)
7.26
(1-14)
21.04
(5.61)
8.78
(4.21)
16.45
(2.45)
4.91
(1.90)
All Parts:
Undiagnosed
23.20
(11.90)
10.54
(7.34)
15.59
(19.01)
4.56
(2.73)
9.25
(15.18)
6.16
(4.53)
Rimes Only:
Diagnosed
12.04
(4.72)
12.12
(8.57)
21.25
(5.30)
15.26
(8.73)
15.34
(4.02)
10.46
(0.93)
Rimes Only:
Undiagnosed
23.68
(11.99)
18.86
(19.64)
15.68
(18.95)
8.62
(7.79)
9.30
(15.15)
15.29
(19.65)
Onsets Only:
Diagnosed
0.00 0.00 0.00 8.11 50.00 0.00
Onsets Only:
Undiagnosed
50.00
(70.71)
6.38
(1.58)
0.00
(0.00)
2.67
(0.16)
0.00
(0.00)
0.00
(0.00)
When comparing the differences between diagnostic groups on the decrease in
errors among the studied word parts as compared to the unstudied parts, some significant
findings emerge. Examining the sum total ofword parts, there is no significant
difference between the diagnosed and undiagnosed individuals on the comparison
between weeks 1 and 4 (t (5) = 0.857, p = .430) or on the comparison between weeks 4
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and 8 (t (5) 0.768, p .477), there is a significant difference between the two groups
over the longer time period of the comparison between the initial assessment and week 8
(t (4.99) - 2.997, p = .030), wherein the undiagnosed group showed substantial
improvement in the unstudied words compared to an increase of errors among the studied
group, while the increase in performance among both groups on the studied words was
reasonably comparable.
Turning to rimes, it was found that neither the comparison between week 1 and
week 4 (t (5) = 0.255, p = .809), the comparison between the fourth and the eighth weeks
(t (5) = 0.838, p = .440), nor the longer-time period comparison between week 1 and
week 8 (t (5) = 1.765, p = .138) was significant. This was not the case for the analyses of
onset patterns, despite the much lower number of qualifying participants. Here, both the
comparisons between weeks 1 and 4 (t (1) = 0.450, p = .731) and between weeks 1 and 8
(t (1) = 1. 160, p = .468) were nonsignificant, but that between weeks 4 and 8 was
significant (t (1) = 290.985, p = .002) in that the diagnosed individual showed a dramatic
increase in errors for the unstudied onsets while both groups showed a decrease in studied
onsets. An examination ofthe individual data, provided in the section below,
demonstrates that the number of unstudied onsets seen by each participant were so small
that the difference between an error rate of0% and one of50% is the result of a single
error's difference when only two unstudied onsets are seen, as is the case here. Very little
stake, therefore, should be put in this result.
The LATAS-determined groups were examined next. Table 23 gives the mean
percent ofword parts that were responded to incorrectly by participants and the standard
deviations of these figures. For the analyses of the combined set ofword parts and the
98
rimes there were four diagnosed individuals and three undiagnosed individuals. For the
onsets there was one diagnosed individual and two undiagnosed individuals, the same
group of participants as fell into the professionally-determined diagnostic categories
above. Because of this, the onset analyses were not repeated.
Table 23: Mean percent errors and standard deviations for all participants completing
eight weeks ofthe intervention across weeks and by whether the word parts were studied
or not, divided into groups by LATAS-determined diagnoses.
Week 1
Unstudied
Week 1
Studied
Week 4
Unstudied
Week 4
Studied
Week 8
Unstudied
Week 8
Studied
All Parts:
Diagnosed
19.95
(15.36)
12.34
(6.27)
24.56
(16.94)
7.89
(3.03)
19.23
(11.72)
6.82
(3.14)
All Parts:
Undiagnosed
19.77
(6.42)
5.95
(4.69)
7.27
(8.54)
2.94
0.31)
0.74
(1.28)
4.45
(4.93)
Rimes Only:
Diagnosed
20.53
(15.75)
22.62
(19.01)
24.65
(16.88)
15.06
(7.85)
18.68
(12.05)
19.04
(20.79)
Rimes Only:
Undiagnosed
20.13
(4.81)
9.36
(12.14)
7.41
(8.49)
4.46
(1.47)
0.81
(1.41)
7.06
(4.24)
Onsets Only:
Diagnosed
0.00 0.00 0.00 8.11 50.00 0.00
Onsets Only:
Undiagnosed
50.00
(70.71)
6.38
(1.58)
0.00
(0.00)
2.67
(0.16)
0.00
(0.00)
0.00
(0.00)
For all of the word parts combined, there was a barely significant difference
between the rates ofchange in error production between diagnostic groups for the change
from weeks 1 and 4 (t (5) = 2.592, p = .049) in that the diagnosed group showed a mild
increase in errors on the unstudied word parts while the undiagnosed group showed a
marked decrease in errors; the decrease in errors on the studied word parts was more
marked for the diagnosed group but was comparable. The comparison between weeks 1
and 8 showed an even higher degree of significance (t (5) = 0.034, p < .001), in that the
undiagnosed group showed tremendous improvement on the unstudied words while the
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diagnosed group showed practically no movement; both groups showed comparable
improvement on the studied material. Finally, there was no significant difference in the
comparison between weeks 4 and 8 (t (5) = 0.426, p = .688).
The picture when examining just the rimes is similar. In this case the difference
between the diagnostic groups in the change in error rates between weeks 1 and 4 is not
significant (t (5) = 1.818, p = .129), but that between weeks 1 and 8 is significant, if not
as highly so as with the comparison of all of the word parts (t (5) = 3.043, p = .029), with
the undiagnosed group once again showing tremendous improvements in the unstudied
word parts that are not reflected among the diagnosed participants while both groups
show comparable change in the studied material. The comparison ofweeks 4 and 8,
however, is again nonsignificant (t (5) = 0.055, p = .958).
Individual Differences
In this study, especially, a look at the individual data is essential in order to
understand the patterns that emerged in the examination of weeks 1, 4, and 8 compared
together, namely that there seemed to be a trend for the individuals given a LATAS-
determined diagnosis to make no progress on unstudied word parts while those who were
not given a diagnosis seemed to make substantial progress. These findings were not
nearly so clear with the professionally-determined diagnostic groups.
Table 24 shows the percent of all word parts identified incorrectly and the
number
of incorrect responses over the number ofword parts seen (the
proportion in brackets) for
all participants who were involved in at least four weeks of the intervention.
Tables 25
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and 26 give the same information for rimes and onsets, respectively. When examining
these tables, it is worth remembering that for the professionally-determined diagnoses, K.
V., M. F. and S. R. were diagnosed while A. H., A. P., H. F., R. M., S. G., and W. C.
were undiagnosed. In the LATAS-determined groups, A. H., K. V., M. F., and S. G.
were diagnosed while the others were not, making for a fairly different mix.
Table 24: Percentage of incorrect responses and number of encountered word parts for
individual participants, broken up by whether the item was seen on a word list before
week 4, with responses at both the initial testing period and week 4.
Participant Week 1 errors
for parts not
found in lists
Week 1 errors
for parts found
in lists
Week 4 errors
for parts not
found in lists
Week 4 errors
for parts found
in lists
A. H. 19.05% 13.43% 5.26% 5.71%
[4/211 [9 / 671 [1 / 191 [4 / 70]
A. P. 6.25% 3.64% 7.69% 1.47%
P / 32] [2 / 55] [2 / 261 [1/681
H. F. 24.49% 11.11% 4.35% 4.35%
[12/491 [5 / 451 [2 / 461 [2 / 461
K. V. 16.67% 5.88% 25.93% 1.72%
[4 / 241 [3/511 [7 / 271 [1/581
M. F. 7.14% 6.90% 16.28% 12.24%
[2 / 281 [2 / 29] V / 431 [6 / 49]
R. M. 14.29% 3.90% 16.67% 1.43%
[2/14] [3 / 77] [2/12] [1/701
S. G. 42.56% 17.86% 45.83% 9.09%
[15/35] [5 / 28] [11/241 [3 / 33]
S. R. 35.90% 10.00% 17.07% 15.69%
[14/39] [4 / 40] [7/411 [8/511
W. C. 15.38% 8.11% 7.69% 2.17%
[6 / 391 [3/37] [3 / 39] [1/461
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Table 25: Percentage of incorrect responses and number of encountered word parts for
individual participants, broken up by whether the item was seen on a word list before
week 4, with responses at both the initial testing period and week 4, examining rimes
only.
Participant Week 1 errors Week 1 errors Week 4 errors Week 4 errors n
for parts not for parts found for parts not for parts found
found in lists in lists found in lists in lists
A. H. 20.00% 12.90% 5.56% 8.82%
[4 / 201 [4/31] [1/181 [3 / 341
A. P. 7.14% 0.00% 8.33% 0.00%
[2 / 281 [0 / 201 [2 / 241 [0 / 301
H. F. 25.00% 23.08% 5.56% 5.88%
[10/ 401 [3/13] [2 / 361 [1/171
K. V. 17.39% 0.00% 28.00% 0.00%
[4 / 231 [0 / 23] [7 / 251 [0 / 24]
M. F. 8.70% 18.18% 17.5% 21.43%
[2 / 231 [2/111 [7 / 40] [3 / 14]
R. M. 15.38% 5.00% 16.67% 2.94%
[2/131 [2 / 401 [2/12] [1/34]
S. G. 44.12% — 47.83% 22.22%
[15/34] [0/01 [11/23] [2/9]
S. R. 38.71% 14.29% 21.21% 21.05%
[12/31] [2/141 [7 / 33] [4/19]
W. C. 15.15% 9.09% 9.38% 0.00%
[5 / 331 [1/111 [3 / 32] [0/181
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Table 26. Percentage of incorrect responses and number of encountered word parts for
individual participants, broken up by whether the item was seen on a word list before
week 4, with responses at both the initial testing period and week 4, examining onsets
only.
Participant Week 1 errors
for parts not
found in lists
Week 1 errors
for parts found
in lists
Week 4 errors
for parts not
found in lists
Week 4 errors
for parts found
in lists
A. H. 0.00% 13.89% 0.00% 2.78%
[0/1] [5 / 36] [0/H [1/361
A. P. 0.00% 5.71% 0.00% 2.63%
[0M] [2 / 351 [0/2] [1/381
H. F. 22.22% 6.25% 0.00% 3.45%
[2/9] [2 / 321 [0/101 [1 / 29]
K. V. 0.00% 10.71% 0.00% 2.94%
[0/1] [3 / 28] [0/21 [1/341
M. F. 0.00% 0.00% 0.00% 8.57%
[0/5] [0/18] [0/3] [3 / 351
R. M. 0.00% 2.70% 0.00%
[0/1] [1/37] [o/oi [0 / 36]
S. G. 0.00% 17.86% 0.00% 4.17%
[0/11 [5 / 28] [0/1] [1/241
S. R. 25.00% 7.69% 0.00% 12.50%
[2/8] [2 / 26] [0/81 [4 / 321
W. C. 16.67% 7.69% 0.00% 3.57%
[1/6] [2 / 261 [0/71 [1/281
Looking at each individual, it is clear that there are large differences in the
patterns of error production.
A. H. showed a fairly substantial increase in accuracy over time for both the
unstudied and studied word parts. Examining the rimes by themselves, it can be seen that
there was a substantially greater increase in the accuracy for the unstudied words than for
the studied words, though both changes are present. In the onsets, practically nothing can
be said about the unstudied parts as there are such a small number, but there is a
very
substantial improvement in the identification of the studied onsets. It is somewhat
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difficult to explain the improvement in the unstudied word parts, but the pattern is similar
to what was predicted.
A. P., on the other hand, did not show improvement on the unstudied word parts,
though she did show a small amount of improvement on the studied parts. It is possible
that this improvement seems so small due to the high accuracy that was demonstrated
from the onset. When looking at the different types of word parts, it becomes clear that
as she made no errors on either occasion on the studied rimes or the very small number of
unstudied onsets, the lack ofchange in her performance on studied material is a function
ofthe rimes, while her movement on the studied onsets accounts for the improvement in
overall studied material. Generally, A. P. exhibited a pattern of errors over time that
corresponded with the predictions of this paper.
H. F., similarly to A. H., demonstrated a substantial decrease in errors for both the
studied and unstudied words. This was very true for all rimes, and to a lesser extent for
the studied onsets. The extreme decrease in errors for the unstudied onsets is made less
interpretable by the small number of encountered word parts. Overall, as with A. H. it is
difficult to account for the increase in accuracy in the unstudied word parts, but the trend
among the studied parts is consistent with expectations.
K. V. produced a pattern of errors where the studied parts showed an decrease in
error production with exposure to the intervention while the unstudied group showed a
substantial increase in error production. The unstudied decrease is entirely due to the
increase in the number of unstudied rime errors in week 4, while the studied increase is
due to the substantial drop in the number of onset errors in the same period. Although the
trend in the studied word parts corresponds with expectations, the trend in the reverse
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direction for the unstudied parts is likely an indication of the amount of variance that can
be expected to occur by chance. As this is substantial, it is necessary to view all
seemingly real changes over time critically.
M. F., unlike all previously examined participants, displayed a pattern of
increased error production over time in nearly all of the types of word parts, both studied
and unstudied. One interesting point to note, though, is that the number of word parts
that were seen during the initial assessment was far less than that seen in week 4. This is
because a large number of M. F.'s items were erased rather than scored during the initial
assessment, a condition that was brought about because M. F. had a considerable amount
oftrouble with the microphone and many of his initial responses were not registered by
the computer due to the low volume of his vocalizations. As it is very likely that M. F.
was more tenuous in his responses to items that he did not know than items that he did, it
is very possible that more incorrect utterances needed to be erased than correct
utterances, a factor that could account for the unusual findings. As M. F. fell into both
diagnosed groups, it is very likely that his anomalous scores substantially effected the
significance of the overall analyses.
As with several of the other participants, R. M. showed an increase in accuracy
over the course of the intervention for all types ofword parts. Again, these findings
correspond to expectations in the case of the studied word parts and are somewhat
surprising for the unstudied word parts.
S. G. showed very little change in accuracy for the unstudied rimes and a
substantial increase for the studied onsets. Very little can be said about the
studied rimes,
since, due to the fact that he studied only the Word Families lists, he was exposed to
so
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few that only a very small number appeared in the words on the task. Also, nearly all of
the onsets were on the studied lists, so very little can be said about the unstudied onsets.
In general, however, his error patterns appear to be in line with expectations.
S. R.'s responses were in the anomalous pattern of a increase in error production
for the studied word parts coupled with an decrease in error production for the unstudied
word parts. This was true for both rimes and onsets. It is unclear as to why this pattern
occurred, but it is clear that the anomaly had a substantial effect on the results of the
analysis of group patterns overall.
Finally, W. C. showed an decrease in errors for both studied and unstudied word
parts, for both onsets and rimes. This pattern seems to be just as common as the pattern
whereby improvement is made only on the studied word parts.
Continuing with the analysis of individual error patterns. Tables 27, 28, and 29
give information in the same format as Tables 24, 25, and 26, but for those students who
participated in at least eight weeks ofthe intervention.
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Table 27: Percentage of incorrect responses and number of encountered word parts for
individual participants, broken up by whether the item was seen on a word list before
week 8, with responses from the initial testing period, week 4, and week 8.
Participant Week 1
errors for
parts not
found in
lists
Week 1
errors for
parts
found in
lists
Week 4
errors for
parts not
found in
lists
Week 4
errors for
parts
found in
lists
Week 8
errors for
parts not
found in
lists
Week 8
errors for
parts
found in
lists
A. H. 14.29%
[2/14]
14.86%
[11/741
8.33%
[1/121
5.19%
[4 / 77]
8.33%
[1/121
6.33%
[5 / 791
A. P. 18.18%
[2/11]
2.63%
[2 / 761
0.00%
[0/111
3.61%
[3 / 831
0.00%
[0/111
1.22%
[1 / 821
H. F. 26.83%
[11/41]
11.32%
[6 / 531
5.13%
[2 / 391
3.77%
[2 / 531
2.22%
[1 / 45]
2.00%
[1/501
K. V. 15.38%
[2/131
8.06%
[5 / 621
25.00%
[4/16]
5.80%
[4 / 691
18.18%
[2/111
6.25%
[5 / 801
M. F. 7.69%
[2 / 26]
6.45%
[2/311
17.07%
[7/411
11.76%
[6/51]
14.71%
[5 / 34]
3.57%
[2 / 56]
R. M. 14.29%
[2/141
3.90%
[3 / 771
16.67%
[2/121
1.43%
[1/70]
0.00%
[0/131
10.13%
[8 / 791
S. G. 42.42%
[14/331
20.00%
[6 / 301
47.83%
[11/231
8.82%
[3 / 341
35.71%
[10/28]
11.11%
[3 / 271
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Table 28: Percentage of incorrect responses and number of encountered word parts for
individual participants, broken up by whether the item was seen on a word list before
week 8, with responses from the initial testing period, week 4, and week 8, examining
rimes only.
Participant Week 1
errors for
parts not
found in
lists
Week 1
errors for
parts
found in
lists
Week 4
errors for
parts not
found in
lists
Week 4
errors for
parts
found in
lists
Week8
errors for
parts not
found in
lists
Week8
errors for
parts
found in
lists
A. H. 14.29%
[2/141
16.22%
[6 / 371
8.33%
[1/12]
7.50%
[3 / 401
8.33%
[1/121
5.26%
[2 / 381
A. P. 20.00%
[2/101
0.00%
[0 / 381
0.00%
[0/101
4.55%
[2 / 44]
0.00%
[0/101
2.33%
[1/43]
H. F. 25.00%
[10/401
23.08%
[3/131
5.56%
[2 / 36]
5.88%
[1/17]
2.44%
[1/411
8.33%
[1 / 12]
K. V. 15.38%
[2/131
6.06%
[2 / 331
25.00%
[4/161
9.09%
[3 / 331
18.18%
[2/11]
9.80%
[5/511
M. F. 8.70%
[2 / 231
18.18%
[2/111
17.50%
[7 / 401
21.43%
[3/14]
12.50%
[4 / 321
11.11%
[2/181
R. M. 15.38%
[2/131
5.00%
[2 / 401
16.67%
[2/12]
2.94%
[1/34]
0.00%
[0/121
10.53%
[4 / 381
S. G. 43.75%
[14/321
50.00%
[1/2]
47.83%
[11/231
22.22%
[2/9]
35.71%
[10/281
50.00%
[2/4]
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Table 29. Percentage ot incorrect responses and number of encountered word parts for
individual participants, broken up by whether the item was seen on a word list before
week 8, with responses from the initial testing period, week 4, and week 8, examining
onsets only.
Participant Week 1
errors for
parts not
found in
lists
Week 1
errors for
parts
found in
lists
Week 4
errors for
parts not
found in
lists
Week 4
errors for
parts
found in
lists
Week8
errors for
parts not
found in
lists
Weeks
errors for
parts
found in
lists
A. H.
[0/0]
13.51%
[5 / 371 [0/0]
2.70%
[1/371 [0/01
7.32%
[3/411
A. P. 0.00%
[0/1]
5.26%
[2 / 38]
0.00%
[0/11
2.56%
[1/391
0.00%
[0/2]
0.00%
[0 / 391
H. F. 100.00%
[1/1]
7.50%
[3 / 401
0.00%
[0/3]
2.78%
[1/361
0.00%
[0/4]
0.00%
[0 / 38]
K. V.
[0/0]
10.34%
[3 / 29] [0/0]
2.78%
[1/36] [0/0]
5.00%
[2/401
M. F. 0.00%
[0/3]
0.00%
[0 / 23]
0.00%
[0/1]
8.11%
[3 / 37]
50.00%
[1/2]
0.00%
[0 / 38]
R. M. 0.00%
[0/11
2.70%
[1/371 [0/0]
0.00%
[0 / 361
0.00%
[0/1]
9.52%
[4/421
S. G. 0.00%
[0/1]
17.86%
[5 / 28] [p/Qj
4.00%
[1/251 [0/0]
4.35%
[1/23]
In general, the patterns over the course of eight weeks closely mirrored the
patterns over the first four for most of the participants in the study, although there was a
consistent trend whereby the improvement between the fourth and the eighth week was
either less than that between the first and the fourth or missing altogether. There were
some individuals, however, whose error patterns over eight weeks were somewhat
inconsistent with this general pattern, and these individuals are examined more closely
below.
Between week 1 and week 4, K. V. showed a substantial increase in the
proportion of errors produced on unstudied rimes. His accuracy on the eighth
week fell
between that ofweek 1 and week 4, suggesting that, on average, his ability to
recognize
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the unstudied rimes was constant over time but changed as a function of what was
presented. This is consistent with expectations.
M. F. s pattern of decreasing accuracy over time was ameliorated by the data from
week 8. Although the performance on the unstudied material remained relatively
inaccurate, performance on the studied material became more accurate than at the initial
assessment, a feature of rime performance more than onset performance. It is difficult to
say whether this represents a real trend toward fewer errors or whether it is due to the
vagaries of chance, but since it seems reasonable to discount much of his performance
from the first week due to the erasure problem explained above, a general trend toward
decreased error production on studied material coupled with the relatively small change
in unstudied material can be inferred. If this is assumed to be the case, M. F.'s responses
were consistent with the expectations of this study.
R. M., the last of the anomalies, showed a substantial increase in errors for the
studied word parts at week 8, compared to previous weeks. This seems to have been in
both the areas ofonsets and rimes. As there are no recorded errors for R. M. from this
session (see Appendix C), it seems likely that he refused to give a response to a number
of the stimuli on this occasion, accounting for the findings. It is not clear whether the
lack of response meant that he did not know how to pronounce the words in question or
whether he did not feel like exerting the effort. There is no way to tell which was the
case, though it is tempting to accept the latter, and thus any explanation for these results
must remain speculative.
In general, there seem to be two patterns of error changes with time, with a couple
of exceptions. In the first, there seems to be an increase in the accuracy of word parts
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that have been studied over the course of the intervention and no movement on the
unstudied word parts. This was the pattern found for A. P., K. V. (with some strangeness
in the unstudied word parts), M. F. (if the first week is discounted), and S. G. The second
pattern was one in which improvements were made on both studied and unstudied parts
as a function of the intervention. This pattern was exhibited by A. H., H. F., R. M.
(though not in week 8), and W. C. S. R. showed the anomalous pattern of an increase in
accuracy in the unstudied word parts and a decrease in the studied word parts as a
function of the intervention.
It should be noted that the three individuals who had been professionally-
diagnosed with dyslexia all showed either the first pattern of errors (in the case of K. V.
and M. F.) or, with S. R., were anomalous, and that, oddly enough, they all demonstrated
some strangeness to their patterns. The undiagnosed individuals, on the other hand,
seemed to be fairly evenly spaced out between the two patterns.
When the LATAS-determined diagnoses are examined, A. H. is the only one
among the diagnosed group that shows the second pattern and S. R.'s anomalous data fall
into the undiagnosed group, with the consequence that the pattern of improvement in only
studied words becomes more pronounced in the general analysis above. For the
undiagnosed group, S. G. is no longer present, so only A. P. shows the first pattern of
results, making the overall pattern more pronounced in the direction of improvement on
both studied and unstudied word parts, with studied word part improvement becoming
less notable in the overall findings due to the presence of S. R.
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CHAPTER IV
DISCUSSION
Basic Summaries and Explanations of the Results
Study 1
It was expected that Study 1 would show that errors occurred more frequently
among word parts that were lower in frequency than the word parts in which errors were
not made. This was, in fact, shown to be the case. The same pattern of results was found
for both rimes and onsets, and there were no significant differences between individuals
who had been diagnosed with dyslexia and those who had not. There were some
differences among individual participants, but none that were substantially different from
the main finding.
Study 2
The expectations from the second study were twofold. First, it was expected that
the diagnosed group would make more errors that would be classified as sound-based
than other types of errors and, second, that they would make more sound-based errors
than would the undiagnosed group.
In this study, neither expectation was borne out by the data. The proportion
ot
sound-based errors was under fifty percent for most weeks, generally
falling around 30 to
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40%. Secondly, there were no significant differences between the two groups of
participants on the proportion of sound-based errors, and the differences between
individual participants did not appear to occur as a function of their diagnostic status.
The fact that less than a majority of errors were found to be sound-based is not
terribly troubling as there is a fair chance that this is the result of the specific parameters
that were used to classify errors. Since all errors that could be classified as word
substitutions were so classified, despite the fact that many could have been classified as
other types of errors had those classifications been given precedence, it is reasonable to
assume that in some cases the participants were actually having sound-processing
difficulties rather than merely substituting similar-looking words. It is, however,
impossible to tease these differences apart.
On the other hand, the fact that there were no significant differences between the
diagnosed and undiagnosed participants on the sorts of errors that they produced, and on
the frequency at which they produced these errors, creates some trouble for the presented
theory of dyslexia. The undiagnosed participants all displayed difficulties in reading
compared to their peers, or, at the very least, perceived that they did. This calls into
question the distinction between individuals who have been diagnosed with dyslexia and
those that evidence reading difficulties but have not been formally diagnosed.
This question will be explored more thoroughly later on in this paper, but it may
be noted here that there are a number of possible explanations for this. One potential
explanation is that the diagnostic tests that are used to distinguish the groups are not
accurate at doing so, and the separate groups are not different in kind, with both “true
dyslexics” and “nondyslexics” falling into both diagnostic categories as a function of the
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inaccuracy of testing methods. Since the lack of significant differences is present in both
diagnostic situations, it seems unlikely that this is the complete explanation. A second
explanation, which is not entirely incompatible with the first, is that the phonological
difficulties associated with dyslexia occur on a continuum, such that they might not be
severe enough to appear on current testing methods but might still produce the same
pattern of errors.
A third could be that the major effect of dyslexia is to cause a change in reading
processing time, a factor that is known to be a major contributor to reading problems
(Slocum, Street, & Gilberts, 1995) and which does distinguish the diagnostic groups in
this study, and that the types of errors that are produced during reading is little affected.
This becomes an especially plausible explanation when it is remembered that a large
number of the individuals who were tested for this study had already undergone years of
interventions to help ameliorate their reading problems. Many of these interventions
including phonics-based training or other training with the goal of increasing accuracy in
word identification. It may be that the participants have developed the decoding skills to
make use of the word parts that they have built up (especially letter-sound
correspondences) and the decoding rules that they have been taught to painstakingly
decode unfamiliar words, but with a corresponding increase in response time.
Knowledge of these rules may allow them to mimic the accuracy patterns of individuals
without dyslexia, who are able to achieve them using automatized representations rather
than resorting to tedious rules.
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Study 3
It was the expectation of this study that substitution errors would prove to be
linguistically close to the correct utterance rather than producing a pattern of seemingly
random errors. The results of the study showed that this did, in fact, seem to be the case
for consonantal substitutions but that vowel substitutions seemed to be random. There
were no differences in the vowel results across diagnostic categories (no consonantal
substitutions were made by participants in the professionally-diagnosed group and there
were no differences in the LATAS-determined groups), and there were no substantial
individual effects.
A closer look at the vowel findings seems to shed some light on why these
appeared to be random substitutions. First of all, the average random distance between
two vowels is not very far—around four steps ifcomplex vowels are included, 3.5 if they
are not, compared to over 7 for consonants—which means that all vowel substitutions
have to be very close if they are to be significantly less than what would be expected by a
random substitution. As there are only three substitutions with a possible distance of 1,
most vowels cannot produce substitutions that are very far from the average distance to
begin with.
Secondly, some common substitutions are the result of training in the sounds that
a letter can make. For example, most children who learn phonics are taught that the letter
“i” can have the sound /i/ or /ail, and confusing which one should be used is a very
common error. It is also an error that produces a linguistic distance of eight steps. Other
common errors are similarly based on the rules that children have learned about what
115
letters are supposed to sound like, and it is likely that they confuse the errors that are
based on sound-processing problems, producing the lack of significant difference from
random expectations.
Study 4
In this study, it was expected that participants in the LATAS intervention would
show a pattern whereby their errors on word parts that appeared on word lists that they
studied would decrease over the course oftime as they were studied. On the other hand,
it was expected that they would not show improvement on word parts that did not appear
on the studied lists.
The results from this study were quite confusing when they were analyzed at the
level ofthe entire group, but an interesting picture began to emerge when the LATAS-
determined diagnoses were examined, wherein there appeared to be a pattern that seemed
to differentiate the two diagnosed groups. A more clean picture began to emerge when
the participants were examined on an individual level. What emerged was the idea that
there were two trends of error patterns, with a couple of notably anomalous participants
that did not seem to fit either pattern very well. The first pattern was the expected one:
that there would be improvement on word parts that appeared on the lists as a function of
studying them but that there would be no improvement on the unstudied word parts. This
pattern was exhibited by two of the three individuals who had been diagnosed with
dyslexia and who had continued with the intervention and by two of the undiagnosed
individuals in the professionally-determined diagnoses. For the LATAS-determined
diagnoses, it was evidenced by three of the diagnosed and one of the undiagnosed
individuals. The other pattern was one where the participants improved on both the
studied and unstudied material. This was pattern of errors was exhibited by the
remaining four professionally-undiagnosed individuals. Among the LATAS-determined
diagnoses, three undiagnosed and one diagnosed individual exhibited this pattern. The
third diagnosed participant in the professionally-determined groups, who fell in the
LATAS-determined undiagnosed group, exhibited an anomalous pattern of improvement
on the unstudied material and a greater number of errors on the studied material, a pattern
for which no good explanation is readily available.
It is very tempting to use the two responses to the intervention as a way of
distinguishing between two “real” (rather than artificially created by flawed diagnostic
tests) groups of poor readers. One group could be the “true dyslexics” who were able to
benefit from direct study of word parts but gained no other benefit from the intervention.
The other group could be the “true garden variety poor readers” who somehow gained on
both the studied word parts and unstudied word parts as a function of the intervention. If
this is the case, it would seem that the LATAS-determined diagnoses are a better
predictor of the proper diagnostic status than are the professionally-determined
diagnoses. This distinction, however, should not be taken too seriously as there are not
enough participants to demonstrate a clear pattern for what distinguishes individuals in
each pattern of errors.
Aside from the diagnostic issue, there does appear to be a group ot individuals
who were able to improve their accuracy of response on both the studied word parts and
the unstudied word parts as a function of the intervention. This is very unexpected and
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presents some problems for explanation. It is to be expected that a familiarity with the
testing apparatus, which should have developed over the four weeks that the participants
were re-tested in the course of the intervention, would cause a decrease in the average
response time to the stimuli. It is much harder, however, to make the case that there
should be an increase in accuracy for the same reason; in fact it is considered that this
sort of improvement in performance would be highly unlikely. There then must be some
other explanation for the increase in performance.
One possible explanation is that the intervention not only gives practice on the
word parts found on the lists but also serves to increase confidence in reading. This is, in
fact, a case that has been made and seems to be true, at least anecdotally (Royer, 1997).
The line ofargument would then follow that, because of this increased confidence, the
participants would read more outside material than previously, thus increasing their
exposure to other word parts and, as a consequence, allowing them to improve on those
word parts. It is true that there are no data available on the amount that the participants
were reading outside ofthe intervention, nor are there any data on changes in their
reading habits other than brief, anecdotal snippets, so there is no way to verify or deny
that this factor caused the difference between the groups. Still, it seems highly unlikely
that the increased reading confidence conferred by success on the word lists would both
cause a change in reading habits and that the change in reading habits would create a
substantially greater exposure to word parts than had been previously seen in the course
ofone month. Given the short time span that is being discussed, this explanation seems
highly unlikely.
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A second possible, and somewhat more plausible, explanation is that the
participants that showed improvement in the unstudied word parts were not only building
representations of the word parts of the lists but of the sub-components of those word
parts. Thus they might not be merely building up the representation of “-one” if they
studied “cone”, but also the association of “o_e” with the sound /o/, etc., sub-components
that could be recombined to make new, unseen rimes. This explanation would, of course,
have little bearing on onsets since many ofthem are only a single letter in length, but
since the number of unstudied onsets is so small as to make any conclusions about
performance on those parts impossible this fact provides no difficulty for the results as
they stand. If this is the case, then it would be expected that the two groups of error
patterns would differ in that the one that improves on both studied and unstudied
materials would be composed of individuals who could readily decompose word parts
into sub-components, while the other group would have substantial difficulty doing so.
This division seems very close to the division in the theory between dyslexics and
nondyslexics, which, given the division of participants into these groups by diagnostic
status, provides an intriguing and appealing explanation.
Relating the Findings to the Theory
The main purpose of these studies was to provide evidence that would either
support or refute the proposed theory of reading and the place of dyslexia
within that
theory, as presented above. This section will examine to what extent the
findings shed
light onto the viability of that theory.
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Study 1
The first study found that errors occurred more often in word parts with
significantly lower frequencies of occurrence in written language than the frequencies for
word parts in which errors were not made. This is entirely in line with the theory
presented in the first part of this paper, where it was explained that word parts of higher
frequency should be more likely to have bound sight-sound representations formed and
thus errors should be less likely to be produced. Since the lack of exposure to lower-
frequency parts leads to the expectation that the participants would have had less
experience seeing these word parts, it is not surprising that they would be less likely to
form the appropriate bound representations and would thus produce more errors.
Study 2
The second study found that, regardless ofwhich criteria were used to form the
diagnostic categories, the proportional frequency of sound-based errors was the same for
both diagnostic groups, with sound-based errors representing approximately 40% of the
errors for both groups. This is not in line with the expectations of the theory, which had
the expectation that the diagnosed group, as a result of their sound-processing
difficulties,
would show more sound-based errors than their undiagnosed peers.
The fact that there were no differential error patterns does not, however,
conclusively demonstrate that individuals diagnosed with dyslexia
show no more sound-
processing difficulties than those who are undiagnosed. It seems to the
author that the
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most likely explanation for these results is that, as described above, individuals who truly
have dyslexia have developed ways of decoding words that provide similar accuracy
patterns to those poor readers without dyslexia but at the cost of a much greater amount
oftime taken to use the decoding strategies. It is, in fact, the case that most of those who
were diagnosed with dyslexia did demonstrate higher response times on the word-naming
task compared to their peers and to the undiagnosed individuals, although there is a great
deal of variation. This is especially true in regards to the LATAS-determined diagnoses,
where the response time was a major portion of the determination of the diagnostic
category to which an individual would be assigned.
Table 30 below shows the average response times and the standardized (z) scores
for these times compared to the students’ same-grade peers, along with their diagnoses in
the two diagnostic systems. It should be noted that a negative z-score indicates a time
below average and that times on other tasks, especially the nonword and sentence
completion tasks, were often farther below the mean score for that grade than the word
naming times were. It should also be noted that the z-score data for grades one and two
are less reliable than for the later grades as many students in the normative sample proved
unable to do the word naming task in these grades and the grade means were thus
calculated using the more able students' data.
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Table 30: Average word naming response times and z-score equivalents of these times
compared to same-age peers for all participants in the study at the initial assessment.
Name Grade Prof
Diagnosis
LATAS
Diagnosis
Average Word -
Naming Time
(sec)
Z-score of
Response Time
A. H. 4 - May No Yes 0.985 0.326
A. P. 6 - October No No 0.773 -0.421
A. S. 2 - June No No 1.960 0.000*
C. M. 5 - August No No 0.845 0.833
H. F. 3 - Nov No No 1.157 0.533
K. V. 5 - August Yes Yes 2.650 -14.507
M. F. 2 - August Yes Yes 3.768 -1.482
M. H. 1 9 - Sept Yes Yes 1.409 -6.953
M. H. 2 9 - March Yes Yes 0.781 -1.084
N. H. 4 -July Yes Yes 1.041 0.264
R. M. 4 - Dec No No 1.080 0.221
S. G. 1 - May No Yes 6.361 0.204*
S. M. 2 - January No No 1.909 0.042*
S. R. 2 - June Yes No 4.767 -2.301*
S. S. 5 - March Yes Yes 1.188 -3.432
w. c. 2 -Feb No No 4.348 -1.957*
* Due to the grades of the participants under consideration, these z-scores should not be
taken very seriously.
Given the possibility that the error patterns are a function of interventions in
conjunction with the underlying problem, the results of the study do not contradict the
basic tenets of the theory, although it must be admitted that the theory did not account for
the effects of training in decoding strategies. Were such training absent, the predicted
patterns of errors would still be expected to occur, if the theory is correct. Currently, the
results show an ambiguous fit with the data.
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Study 3
The third study found that consonantal substitutions were linguistically closer to
the actual phonemes than would be expected by chance but that the vowel substitutions
were not. Several reasons were examined above to explain why the vowel results could
possibly be different from the consonantal results, and among them was again the concept
ofdecoding training, where the understanding ofwhat sounds a letter could make may
have superceded problems associated with the lack ofa clear representation for the actual
vowel case in question.
In general, though, it does seem that consonantal errors were due to phonological
discrimination difficulties, as the theory predicts. For vowels, it is possible that
discrimination difficulties played a part in the errors, but it is also likely that the vowel
confusion caused by discrimination problems led the readers to resort to producing a
sound that was “legal” based upon the decoding rules that they had been taught, rather
than choosing a phoneme “close” to what that actual phoneme should be.
Given this complication, it becomes difficult to determine the extent to which the
results with vowels fit with the tenets ofthe theory. It does seem clear that the
consonantal results fit well with the expectations ofthe theory, although a greater number
of errors could be wished for to give a better picture ofthe situation.
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Study 4
The implications of the fourth study for the theory are perhaps the most
interesting of all of the studies. Here, it was found that there was a group of individuals,
roughly corresponding to the group that had been diagnosed with dyslexia—more closely
related for the LATAS-determined diagnoses than for the professionally-determined
diagnoses—who showed the expected pattern of a decrease in errors on studied word
parts but no corresponding decrease on unstudied parts. Another group, roughly
corresponding to the undiagnosed group of individuals, showed improvement on both.
The first pattern was expected as a function of the theory and provides some compelling
evidence for the development of representations ofword parts that can be used
successfully to improve accuracy on unstudied words containing those word parts. The
second pattern also shows the increase on practiced material and, correspondingly,
provides evidence for word part representations, but the improvement on unstudied
material lends itself to explanations such as the building-up of “partial word parts” (such
as the “o_e” in “cone” and “hope”). Assuming that this is the case, which seems highly
likely to the author, the question of what causes the differences in the patterns must be
posed.
The likely explanation, staying within the framework of the theory, is that the
phonological deficit present in individuals who truly have dyslexia somehow makes it
difficult to build up representations at a “partial word part” level as a function of the
sound-discrimination difficulties. Individuals without dyslexia, on the other hand, seem
to be able to develop this ability, and can thus use it to decode unfamiliar
wordparts
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more efficiently. Individuals with dyslexia may be able to build up the resource-intensive
rule-using strategies to decode in the same fashion, but they do not seem to be as
efficient, or to improve with practice in word naming speed.
The findings of this study, then, do seem to support the idea that word strings can
be represented in sight-sound chunks of a variety of lengths, which is a major tenet of the
theory, but if the “partial word part” explanation is correct it becomes clear that these
chunks are not all just simple combinations of letters in sequence but may also be
patterns of letters with other letters in between (such as an “o” followed by an “e” after a
consonant makes the “o” long and the “e” silent) that are recognized in unfamiliar
settings as creating specific sounds. This explanation does seem very likely as it allows
an explanation ofwhy proficient readers can identify nonwords with unfamiliar rimes
(such as “toge”) quickly and producing the same response in almost all cases (/todD/ in
this case).
Conclusions
The main point, then, is that the findings of the study as a whole do not contradict
a theory of reading that is based upon bound sight-sound representations at a variety of
levels—in fact they seem to support this. Nor do they contradict a theory of dyslexia as
being a function of sound-discrimination difficulties. But they do show that the theory as
presented in the introduction is incomplete.
What the theory did not take into account, a problem that seems to occur with
other theories as well, is the effect of specific types of interventions on
the patterns of
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errors that occur during testing. In this case, it seems that many of the individuals who
had been diagnosed with dyslexia had had a fair amount of experience with outside
reading interventions designed to improve their decoding skills using phonics-based
strategies. Unfortunately, in many cases there is no record of the occurrence of these
interventions other than in the memory ofthe person who interviewed the parents, in
most cases Dr. Royer, who believes that most of the participants did receive interventions
of this kind. It should not be surprising that training in decoding strategies would change
error patterns to look more like those of nondyslexic poor readers, and it may be that
some diagnostic categories, such as the “phonological” and “surface” dyslexics of
Coltheart et al.’s (1993) theory, are the result of responses to and amounts of decoding
training rather than differences in the actual difficulties experienced by the individuals.
A revised theory of dyslexia, then, would have to take into account the idea that
training in decoding strategies can allow individuals with dyslexia to achieve a greater
accuracy and fewer sound-based errors as a function of using rules to identify unfamiliar
words. On the other hand, these rules are not automatized as they are in unimpaired
readers, and lead to much longer times needed to decode, with the corresponding
problems with working memory overload and comprehension issues that would be
expected. Without such training, the individuals with dyslexia would be expected to look
much as predicted by the theory as first presented in this paper.
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The Problems With Diagnostic Groups
As part of these studies, two different sets of diagnostic groups were used for
comparisons, one based on a diagnostic status given by professional diagnosticians, the
other based upon a set of fairly clearly-defined criteria by the consensus oftwo
psychologists familiar with the LATAS system. There was a fair amount of overlap
between the two diagnostic systems, but three individuals had different diagnoses based
upon which system was used, and the swapping of these individuals did make a
difference in the patterns found in Study 4.
The ways of determining diagnoses varied in their methodologies, with a number
of different methods being used in the professionally-determined diagnoses based upon
the preferences of individual diagnosticians. The merits of each system can be debated, a
discussion that is beyond the scope of this paper, but it should be remembered that there
is a degree of consistency in methodology among the LATAS-determined groups that
cannot be claimed for the professionally-determined groups, which makes conclusions
based upon the LATAS-determined diagnoses easier to make.
More important, perhaps, is the fact that every participant in the study received
the LATAS testing and, correspondingly, a LATAS-determined diagnosis while not
every individual was tested by a professional diagnostician. This situation is a function
of the process of referring children to diagnosticians. In many cases, children are referred
to testing for dyslexia by the school after a problem has been noticed by a teacher. If the
child is quiet, generally disruptive, or has built up sufficient compensatory skills, a
reading problem may go unnoticed for a long period of time, and thus escape diagnosis
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altogether (Kaplan & Shacter, 1991). Another very common experience, reported by
many parents that are seen at LATAS, is that schools will continue to assure the parent
that the child is doing fme until the problem becomes so acute that they have no choice
but to do something, and by that time the child is often old enough that the problems are
deeply ingrained, self-esteem has been affected, and remediation becomes extremely
difficult. In some cases, parents in this situation bring their child to LATAS before
bringing him/her to a diagnostician because the cost is far less and they want to have
some idea ofwhat problems their child is experiencing. In these cases, the child would
remain undiagnosed in the LATAS records, regardless of the problem
Because of this situation, some reservations should be taken when looking at an
individual who has been termed “professionally-undiagnosed” since he or she may
merely have this status because no identification was attempted. As the LATAS-
determined diagnoses do not have this problem, they may be somewhat more reliable as
an examination criterion.
Another issue, however, is whether it makes sense to have diagnostic groups at
all. Aside from the responses to the intervention, from which any conclusions should be
considered tenuous, the studies in this paper showed no substantial differences between
diagnostic groups with either categorization system. Also, certainly in the case of
LATAS, and from the author’s experience in other situations as well, there is no
difference in the interventions that are prescribed for individuals considered to have
dyslexia and for generally poor readers. In fact, the only real difference in how these
groups are treated seems to be in legal status, with legally-mandated aid being given to
those with a diagnosis while the others receive no similar level of support. There is no
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evidence, however, that they would not benefit from this extra aid. The implications of
this situation are beyond the scope of this paper but are worth considering when making
conclusions about diagnostic categories.
In fact, there is an emerging perspective which sees dyslexia as not being
discemable from nondyslexic poor reading ability except as a response to interventions.
In this perspective, individuals with dyslexia and nondyslexic poor readers seem to look
identical on measures of ability, etc., but the nondyslexics respond much more positively
to interventions than do the dyslexics (Vellutino et al., 1996; Vellutino et al., 1997). This
perspective is also consistent with the findings of this study, where one group of
individuals showed a much more widespread positive response to the intervention than
the other did.
Perhaps the most interesting aspect of all this, then, is that the LATAS diagnoses
corresponded so well with the individuals who showed less benefit from the intervention,
despite the Vellutino et al. prediction that little differentiation could be made in the
absence of intervention information. This is promising news for the validity of using the
LATAS diagnoses to distinguish populations and the validity of conclusions based upon
these categories. Since the professionally-determined diagnoses also corresponded fairly
well to the patterns of responses to the intervention, it can be concluded that there is some
validity to them as well.
Despite this fact, the diagnoses are still imperfect measures of the ability of
individuals to respond to intensive reading interventions such as the one provided by
LATAS. For this reason, it is the author’s opinion that interventions should be provided
based on the presence of a reading problem, not on a specific diagnosis, and should be
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continued in some fashion as long as they are necessary. There are economic
considerations that make this situation untenable in many cases, but it serves for a
reasonable ideal.
Further Directions for Research
One clear difficulty with this research is that there were fewer participants,
especially for the entire length of the intervention, than one would have ideally preferred,
making the analyses less powerful than optimal levels and increasing the chance that
unusual individuals could skew the results. Given the difficulty of acquiring participants
under current LATAS procedures and personnel considerations, the only way to remedy
this situation would be to perform the study over a longer period of time. Since data
collection will continue at LATAS for the foreseeable future, this situation should
eventually come to pass.
Still, if there is a real interest in pursuing the direction of this research, a more
deliberate effort should be made to recruit participants than was made in this case,
although this would involve more personal and monetary resources than were available at
the time of this study.
The results of Studies 1 through 3 are fairly clear, and the procedure probably
does not need modification as data continue to be collected in order to clarify results.
Study 4, however, could stand some modification to improve the interpretability of the
results. This could be done by creating new lists and materials specifically designed to
test some of the theories that were proposed to explain the findings of this study.
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First, it would be interesting to construct a set of materials that would truly attack
the question of onset transfer. In this case, it would be important to construct practice
lists that contained only a subset of the onsets found on the word naming task, perhaps in
the realm of 75%, rather than the 95-100% range that the lists currently cover. This
would allow conclusions about unstudied onsets to be made with a great deal more
confidence than they currently can be.
Second, the question ofwhat causes inter-personal differences in the effects of
studying on studied and unstudied word parts needs to be addressed. In order to tackle
this question, the new word naming task should be constructed such that some of the
rimes that are found within words are identical to those studied on the lists, some use
similar “partial word parts” (such as “o_e”) but different rimes, and some use rimes that
are not found on the lists at all, perhaps in a 1 : 1 : 1 ratio. For reliable analysis, these rimes
should be of fairly consistent word part frequency across the groups. This would allow
one to determine if increased accuracy is found only on those rimes that use similar rime
construction patterns—common “partial word parts”—or if it is found in all rimes among
those individuals who make both unstudied and studied word part improvements.
Changing to new lists ofthese kinds from the existing lists would serve to make
the intervention less based upon grade-level learning and more on specific types of onsets
and rimes. It is not clear what this would do to the usefulness of the intervention for the
child’s overall reading ability. Comparing reading improvement, especially with outside
comprehension measures, between the two types of intervention materials would also be
a source of interesting information and could lead to theories ofhow best to specifically
tailor interventions to the needs of the individual.
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It would also be of value to, when conducting studies of this sort, collect as much
background information as possible on the participants’ past history of reading
intervention. Since the theory espoused in this paper to account for the findings being
very different from expectations is based upon expectations of a history of interventions
using a decoding-strategies teaching approach, it is important to find out if this is truly
the case for a group of participants, and is some participants have different intervention
experiences it would be very interesting to examine the differences between different
experiences.
The author considers these further directions of research to be worthwhile, both
because they ought to give a clearer picture on the nature of reading and representations
within reading, but also because they have clear implications for constructing effective
interventions to help individuals with reading problems, interventions that may prove to
be more effective at improving reading fluency than those that are currently available. It
may even become possible to devise a test precise enough that specific intervention
materials can be made available to address specific parts of reading that are providing
difficulty—a specific list of rimes, for example—based on the particular deficits of the
tested individual.
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APPENDIX A
LIST OF WORDS FROM THE ELEMENTARY WORD NAMING TASK
Three-Letter Words
1. saw 13. end 25. her 37. she 49. jam
2. let 14. men 26. old 38. put 50. key
3. box 15. got 27. any 39. new 51. law
4. use 16. why 28. cat 40. age 52. mix
5. too 17. may 29. day 41. bad 53. net
6. way 18. ran 30. out 42. cop 54. oak
7. say 19. own 3 1
.
yet 43. dog 55. pat
8. see 20. you 32. man 44. eel 56. rat
9. big 21. are 33. was 45. few 57. sky
1 0. red 22. but 34. did 46. get 58. tax
11. far 23. one 35. boy 47. hid 59. wax
12. eat 24. had 36. our 48. ink 60. yes
Four-letter Words
61. show 66. cold 71. hold 76. grow 81. able
62. goes 67. does 72. full 77. stop
82. acid
63. jump 68. face 73. sing 78. fall 83. band
64. help 69. coat 74. warm 79. wash
84. bare
65. fast 70. gave 75. ride 80.
walk 85. cast
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86. chum 93. golf 100.
87. dead 94. hall 101.
88. deck 95. harm 102.
89. else 96. inch 103.
90. fern 97. jaws 104.
91. find 98. junk 105.
92. girl 99. kick 106.
king 107. pass 1 1 4. vest
lamp 108. quiz 1 15. view
mail 1 09. rack 1 1 6. west
name 1 10. room 1 1 7. when
neck 111. sand 118. yarn
once 112. tape 1 19. yawn
pack 113. toad 120. yell
Five-letter Words
121. table 133. price 145. cheap 157. judge 169. radio
122. story 134. watch 146. creek 158. knock 170. rough
123. horse 135. party 147. devil 159. large 171. scare
124. cover 136. fight 148. eager 160. magic 172. shade
125. learn 137. built 149. enter 161. money 173. troop
126. front 138. ready 1 50. flame 162. night 174. twins
127. paper 139. begin 151. glass 163. nurse 175. upset
128. bread 140. catch 152. grave 164. ocean 176. using
129. voice 141. above 153. hello 165. offer 177. vowel
130. visit 142. after 154. honey 166. pedal 178. water
131. chair 143. began 155. igloo 167. point 179. worth
132. shoes 144. bingo 1 56. jacks 168. quart 180. young
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Six-letter Words
181. keeper
182. banner
183. carton
184. defeat
185. effort
186. forbid
187. hourly
188. dinner
189. border
190. manage
191. paddle
192. remain
193.
shaggy
194. tender
195. thrill
196. weight
197. symbol
198. tickle
199. ensure
200. fought
201. ablaze
202. armful
203. beaver
204. center
205. divide
206. doctor207.
escape
208. excite
209. fatter
210. floppy
211. garage
212. ground
213. harbor
214. having
215. insect
216. inside
217. joking
218. joyful
219. killer
220. kindly
221. lazily
222. living
223. marker
224. meadow
225. napkin
226. noodle
227. orange
228. outran
229. pardon
230. pillow
23 1 . rascal
232. retire
233. skinny
234. thread
235. toilet
236. uproar
237. valley
238. wetter
239. yellow
240. sunset
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APPENDIX B
WORD PARTS, THEIR FREQUENCIES, AND THEIR OCCURRENCES
Onsets
Word
Part
Example Occurrences
per million
words
Log
frequency
Occurrences on
word naming
task
Occurrences
in word lists
Notes
b- bed 59510 4 3,9, 22, 35,41,
81,83, 84, 121,
137, 139, 141,
143, 144, 182,
186, 189, 197,
203,213
F1,F2,R1,
R3, 3,4-1,
4-2, 4-3,
4 6-1,
46-2
bl- bleed 1148 3 201 F1,F2, Rl,
3, 4-3,
4 6-1,
4 6-2
br- bread 2292 3 128 F1,F2, Rl,
R3, 3,4-1,
4-2,4 6-1,
4 6-2
c- case 11642 4 28, 42, 66, 69,
85, 124, 140,
183,207, 231
FI, F2, Rl,
R2, 3, 4-1,
4-2, 4-3,
4 6-1,
4 6-2
c- cyst 410 2 82, 204, 208 Rl, 3, 4-1,
4-2, 4-3,
4 6-1,
4 6-2
c- ocean 0 1 164 a
ch- chick 3186 3 86, 131, 145 F1,F2, Rl,
R3, 3,4-1,
4-2, 4-3,
4 6-1,
4 6-2
cr- cringe 916 2 146 F1,F2, Rl,
R2, R3, 3,
4-1, 4-3,
4 6-1,
4 6-2
136
d- dip 11028 4 29, 34, 43, 67,
87, 88, 147,
184, 188, 189,
191, 194, 205,
206, 229
Fl, F2, Rl,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
f- feed 23110 4 11,45, 65, 68,
72, 78, 90,91,
136, 184, 186,
200, 202, 209,
218
F1,F2, Rl,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
fl- flee 1091 3 150,210 F1,F2, Rl,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
fr- fright 5718 3 126 F1,F2, Rl,
R2, 3, 4-2,
4-3, 4 6-2
g- give 8494 3 15,46, 62, 70,
92, 93, 139,
143, 193,211
F1,F2, Rl,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
gl- glee 475 2 151 Fl, Rl, R2,
R3, 3,4-1,
4-3,4 6-1
gr- growl 3010 3 76, 152,212 Fl, F2, R2,
R3, 3,4-1,
4-2, 4-3,
4 6-1,
4 6-2
h- hiss 54370 4 24, 25, 47, 64,
71,94, 95, 123,
153, 154,213,
214
F1,F2, Rl,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
h- hour 340 2 187 4-1, 4-2
j- jam 2096 3 49, 63, 97, 98,
156, 157,217,
218
F1,F2, Rl,
R2, R3, 3,
4-1, 4-2,
4 6-1,
4 6-2
137
k- king 1676 3 50, 99, 100,
181,219, 220,
225
F1,F2, Rl,
R2, R3, 3,
4-1, 4-3,
4 6-1,
4 6-2
kn- knight 2188 3 158 F1,R2, R3,
4-1,4 6-2
1- let 13499 4 2,51, 101, 125,
155, 159, 187,
220, 221,222,
237
FI, F2, Rl,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
m- meet 18980 4 14, 17, 32, 52,
102, 160, 161,
190, 192, 223,
224
F1,F2, Rl,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
n- nip 15994 4 39, 53, 103,
104, 162, 163,
182, 188, 225,
226, 233
F1,F2, R2,
R3, 3, 4-1,
4-2, 4-3,
4 6-1,
4 6-2
P- pit 6819 3 38, 55, 106,
107, 127, 135,
166, 167, 191,
210, 229, 230
F1,F2, R2,
R3, 3, 4-1,
4-2, 4-3,
4 6-1,
4 6-2
pr- prince 1169 3 133 R3, 3,4-1,
4-3,4 6-1,
4 6-2
qu- quit 556 2 108, 168 F1,R2,R3,
3, 4-1, 4-3,
4 6-1,
4 6-2
r- red 6861 3 10, 18, 56, 75,
109, 110, 138,
169, 170, 192,
228, 231,232,
236
F1,F2, Rl,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
s- sit 22086 4 1,7, 8, 73, 111,
175, 197,215,
216, 240
F1,F2, Rl,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
s- sure 265 2 199 4-2
138
SC- scan 361 2 171 F1,F2,R1,
R2, R3, 4-2,
4 6-2
sh- sham 10195 4 37,61, 132,
172, 193
FI, F2, R3,
3, 4-1, 4-2,
4-3,4 6-1
sk- skunk 335 2 57, 233 4-2
St- stack 6288 3 77, 122 F1,F2,R1,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
t- ten 36942 4 5, 58, 112, 113,
121, 183, 194,
198, 206, 209,
232, 235, 238
F1,F2,R1,
R3, 3,4-1,
4-2, 4-3,
4 6-1,
4 6-2
thr- thrill 2034 3 195, 234 R3, 4-1,
4 6-1,
4 6-2
tr- train 2233 3 173 F1,F2, R3,
3, 4-2, 4-3,
4 6-1,
4 6-2
tw- twin 226 2 174 F2, R2, R3,
4-3,4 6-1
V- vine 1091 3 114, 115, 129,
130, 177, 237
F1,F2, Rl,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
w- wine 38635 4 6, 33, 59, 74,
79, 80, 116,
134, 178, 179,
196, 238
F1,F2, Rl,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
wh- whip 10477 4 16, 117 F1,F2, Rl,
R2, R3, 3,
4-1, 4-2,
4 6-2
y- yell 8539 3
.
20,31,60, 118,
119, 120, 180,
239
FI, 3, 4-1,
4-2,4 6-1,
4 6-2
139
Rimes
Word
Part
Example Occurrences
per million
words
Log
frequency
Occurrences
on word
naming task
Occurrences
in word lists
Notes
-a tenable 22994 4 141,201 F2, R1,R2,
R3, 3,4-1,
4-2, 4-3,
4 6-1,
4 6-2
-a able 0 2 81, 121 3, 4-1, 4-2,
4 6-1,
4 6-2
b
-a acid 0 1 82 3, 4-2,
4 6-1,
4 6-2
a
-ace brace 1868 3 68 F2, R1,R2,
R3, 4-1,
4-2, 4-3,
4 6-1
-ack back 1701 3 106, 109, 156 F1,R1,R2,
R3, 3,4-1,
4-2,4 6-1,
4 6-2
-ad had 5455 3 24,41, 191 F1,R1,R2,
R3, 3,4-1,
4-2,4 6-2
-ad radio 0 1 169 a
-ade shade 1487 3 172 4-1, 4-2
-aft shaft 86 1 142 4-1,4 6-2
-ag bag 206 2 193 3, 4-1, 4-2
-ag magic 0 1 160 a
-age rage 799 2 40 4 6-1
-age manage 0 1 190 3, 4-1, 4-2,
4 6-1
a
-age garage 0 1 211 a
-ail mail 500 2 102 FI, Rl, R2,
R3, 3, 4-1
-ain pain 1070 3 192 F2, Rl, R2,
R3, 3,4-1,
4-3,4 6-1
-air chair 723 2 131 4-2,4 6-1
-al pedal 0 1 166, 231 3, 4-1, 4-2,
|
4-3,4 6-1
a
140
-al valley 0 1 237 4-1, 4-2,
4 6-1,
4 6-2
a
-alk walk 674 2 80 3,4 6-2
-all ball 5205 3 78, 94 4-1
-am jam 363 2 49 3, 4-1, 4-2,
4 6-1,
4 6-2
-ame name 2217 3 103, 150 R1,R2, R3,
4 6-2
-amp lamp 211 2 101 R1,R2, R3,
4 6-2
-an any 2192 3 27 3
-an ran 10622 4 18, 32, 143,
182, 190, 228
F1,R1,R2,
R3, 3,4-1,
4-2, 4-3,
4 6-1,
4 6-2
-and band 30650 4 83, 111 3,4 6-1,
4 6-2
-ange orange 0 1 227 4-1 a
-ap nap 324 2 225 F1,R1,R2,
R3, 3, 4-2,
4-3, 4 6-2
-ape tape 258 2 112, 127, 207 FI, Rl, R2,
R3, 3,4-1
-ar car 1081 3 11, 183,211,
213, 229
Rl, R2, 3,
4-1, 4-2,
4-3,4 6-1
-are are 4372 3 21
-are bare 923 2 84, 171 FI, Rl, R2,
R3, 4 6-1,
4 6-2
-arge large 606 2 159
-ark mark 617 2 223 4 6-1
-arm warm 97 1 74
-arm harm 489 2 95, 202 4-2, 4-3
-am yarn 59 1 118
-art quart 28 1 168 4 6-2
-art chart 1442 3 135 3, 4-3
-as was 9806 3 33
-as gas 111 2 231 4 6-2
-ash wash 115 2 79
-ass pass 980 2 107, 151 3, 4-2,
4 6-1
141
-ast fast 1208 3 65, 85 4-2, 4-3,
4 6-1
-at cat 16705 4 28, 55, 56,
209
FI, Rl, R2,
R3, 3, 4-2,
4-3,4 6-1
-at swat 19 1 178 4-3,4 6-1
-atch watch 240 2 134 4-1
-atch catch 357 2 140 4-2, 4-3,
4 6-1
-av having 0 1 214 4-3,4 6-1 a
-ave gave 739 2 70, 152
-aw saw 1097 3 1,51,97 4-1. 4-3
-awn dawn 60 1 119 3,4-2
-ax tax 304 2 58, 59 4-2,4 6-1,
4 6-2
-ay lay 7976 3 6, 7, 17, 29 3, 4-3,
4-6 1,
4-6 2
-az lazily 0 1 221 4 6-2 a
-aze blaze 99 1 201 4-2
-e she 69507 4 37, 139, 143,
184. 192, 232
F1.F2, Rl,
R2, R3, 3,
4-1, 4-2, 4-
3,4 6-1,
4 6-2
-ead head 1084 3 87, 128. 138,
224, 234
3, 4-2. 4-3
-eag eager 0 1 148 a
-ean ocean 0 1 164 a
-eap cheap 90 1 145
-earn learn 303 2 125
-eat beat 684 2 12, 184 F1.R1.R2.
R3. 3, 4-2.
4-3
-eav beaver 0 1 203 3,4 6-2 a
-eck deck 295 2 88, 104 4 6-1,
4 6-2
-ect sect 4 1 215 3, 4-1, 4-2,
4-3
-ed bed 593 4 10, 166 Rl, R2, 4-3,
4 6-1.
4 6-2
b
-ee glee 2766 3 8 3, 4-1. 4-2,
4-3
142
-eek seek 671 2 146 F2, R1,R2,
R3, 4 6-2
-eel feel 887 2 44 3
-eep keep 967 2 181 4-1, 4-2,
4 6-2
-eff effort 0 1 185 a
-eight eight 134 2 196 4 6-1
-el vowel 0 1 177 3, 4-2,
4 6-1,
4 6-2
a
-ell yell 2387 3 120, 153, 239 4 6-1
-elp help 457 2 64 4-1
-else else 185 2 89
-en listen 4705 3 14, 117, 194,
199
3, 4-1, 4-2,
4-3,4 6-1,
4 6-2
b
-end send 1302 3 13 R1,R2, R3,
3, 4-3,
4 6-2
-ent sent 1035 3 149, 204 R1,R2, R3,
3, 4-1, 4-2,
4-3,4 6-1,
4 6-2
-er her 3403 4 25, 124, 127,
142, 148, 149,
165, 178, 181,
182, 188, 189,
194, 203, 204,
209,219, 223,
238
3, 4-1, 4-2,
4-3,4 6-1,
46-2
b
-em fern 26 1 90 4-1
-es yes 144 2 60, 207 4-2
-est vest 1297 3 114, 116 3, 4-1, 4-3,
4 6-1,
4 6-2
b
-et pet 3216 3 2, 31,46, 53,
175, 235, 238,
240
F1,R1,R2,
R3, 3,4-1,
4-2, 4-3,
4 6-1
-ev devil 3 3 147
3,4-2 b
-ew new 2975 3 39 R1,R2,
R3,
4-1 1
-ew few 606 2 45 1
-ex hex 107 2 208
4-1, 46-1 J 1
143
-ey key 107 2 50, 154, 161,
237
4-1, 4-2,
4-3,4 6-1,
4 6-2
-i lazily 0 1 221 3, 4-2, 4-3,
4 6-1,
4 6-2
b
-i radio 0 1 169 4-1, 4-2,
4-3,4 6-1,
4- 6-2
a
-ic magic 0 1 160 3, 4-1, 4-3,
4 6-1,
4 6-2
a
-ice nice 513 2 133 F2, R1,R2,
R3, 3,4-1,
4 6-1,
4 6-2
-ick sick 642 2 99, 198 3, 4-2, 4-3,
4 6-1,
4 6-2
-id hid 1268 3 34, 47, 82,
186
3, 4-2, 4-3,
4 6-1,
4 6-2
-ide ride 1108 3 75, 205,216 4-1, 4-3,
4 6-1,
4 6-2
-iew view 272 2 115
•ig big 438 2 9, 155 R1,R2,R3,
3. 4-2, 4-3,
4 6-1
-ight light 2854 3 136, 162 4 6-1,
4 6-2
-il devil 0 1 147 4-1, 4-2,
4-3, 4 6-2
a
-ill will 4635 3 195,219, 230 R1,R2, 4-1,
4 6-1,
4 6-2
-in thin 21955 4 139, 174, 188,
215,216, 225,
233
F1,F2, Rl,
R2, R3, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
-inch finch 155 2 96
-ind find 1946 3 91,220 4-1
144
-ing ring 1936 4 73, 100, 144,
176,214,217,
222
F2, Rl, R2,
R3, 3,4-1,
4-2, 4-3,
4 6-1
b
-ink think 1369 3 48 Rl, R2, R3,
4-3
-ire tire 484 2 232 F2, Rl, R2,
R3, 3,4-1,
4-2,4 6-2
-irl girl 409 2 92 4-1
-is his 16994 4 130 4-2, 4-3
-it sit 11821 4 130 FI, Rl, R2,
R3,3,4-l,
4-3,4 6-1,
4 6-2
-ite bite 1460 3 208 FI, Rl, R2,
R3, 3
-iv divide 0 1 205, 222 4-2, 4-3,
4 6-1,
4 6-2
a
-ix mix 389 2 52 4-3,4 6-1
-iz quiz 9 1 108 4-2, 4-3
-le able 0 3 81, 121, 191,
198, 226
3, 4-1, 4-2,
4-3,4 6-1,
4 6-2
b
-0 hello 5999 3 62, 144, 153,
164, 169
3, 4-1, 4-2,
4-3,4 6-1,
4 6-2
-oak soak 41 1 54 4-3
-oad toad 348 2 113
-oar roar 49 1 236
-oat goat 314 2 69
-oc doctor 19 1 206 4-1
-ock block 696 2 158 3,4-1,
4 6-2
-oe shoe 60 1 132
-oes does 467 2 67
-off scoff 642 2 165 4 6-1
-og frog 220 2 43 3,4-3
-oice voice 396 2 129 4 6-2
-oil boil 271 2 235
-oint point 687 2 167 4 6-1
-ok joking 0 1 217 a
-ol symbol 0 1 197 4-1 a
-old cold 2018 3 26, 66, 71 3, 4 6-2 |
145
-olf golf 38 1 93
-on son 312 2 157, 161, 183,
229
3, 4-2, 4-3,
4 6-1,
4 6-2
-once once 501 2 105
-one one 3586 3 23
-ont front 234 2 126
-oo too 849 2 5, 155 4-1, 4-3,
4 6-1,
4 6-2
-ood food 270 2 226 4-1
-oom room 545 2 110 3
-oop lo°p 145 2 173 4 6-2
-op hop 951 2 42, 77, 210 F2,R1,R2,
R3, 3,4-1,
4-3,4 6-1,
4 6-2
-or orange 13894 4 122, 186, 227 4-3,4 6-1,
4 6-2
-or doctor 0 3 206,213 3, 4-1, 4-2,
4-3,4 6-1,
4 6-2
b
-ord ford 170 2 189 3,4-2
-orse horse 203 2 123
-ort effort 0 1 185 4-3 a
-orth worth 94 1 179
-ot got 8213 3 15 F1,R1,R2,
R3, 4-1,
4-2, 4-3,
4 6-2
-ou you 4620 3 20
-ough rough 82 1 170 4-2, 4 6-2
-ought bought 1051 3 200 4 6-2
-ound round 1940 3 212 4-1, 4-2,
4-3, 4 6-2
-oung young 388 2 180
-our sour 1576 3 36, 187
-out shout 2230 3 30, 228 R1,R2, 3,
4-1,4 6-1,
4 6-2
-ov cover 0 1 124 a
-ove love 361 2 141 4 6-1
146
-ow show 3307 3 61,76, 224,
230, 239
R1,R2, R3,
3, 4-1, 4-2,
4 6-1,
4 6-2
-ow vow 2279 3 177 R1,R2, R3,
4-1, 4-2,
4 6-1,
4 6-2
-own own 825 2 19 3
-ox fox 117 2 3 4 6-1,
4 6-2
-oy boy 479 2 35,218 3,4-1,
4 6-1
-udge judge 150 2 157
-uilt built 102 2 137
-ul armful 0 3 202,218 4-1, 4-3,
4 6-1,
4 6-2
b
-ull full 404 2 72
-um chum 165 2 86 R1,R2, 3,
4-1, 4-2,
4-3,4 6-1,
4 6-2
-ump jump 189 2 63 R1,R2, R3,
4-1,4 6-1
-un sun 895 2 240 R1,R2, R3,
3, 4-1, 4-2,
4-3,4 6-1,
4 6-2
-unk junk 123 2 98 R1,R2, R3
-up cup 1963 3 175, 236 3,4-1,
4 6-1,
4 6-2
-ure sure 278 2 199 4-3,4 6-1
-urse nurse 92 1 163
-us using 0 1 176 a
-use fuse 1038 3 4 4-1,4 6-1
-ut but 4783 3 22 3, 4-2, 4-3
-ut put 513 2 38
-y why 6663 3 16, 57 3, 4-2
-y any 0 4 27, 122, 135,
138, 187, 193,
210, 220, 221,
233
3, 4-1, 4-2,
4-3,4 6-1,
4 6-2
b
-ym 4 1 197
147
Notes: a - This word part is not found in monosyllabic words, which is why the
frequency is zero and the word part is placed with a log frequency of 1
.
b - This word part is very common in multisyllabic words and it’s log frequency
is higher than might be expected in order to account for this.
Key to Word Lists:
FI - Word Families List 1
F2 - Word Families List 2
R1 - Random Words List 1
R2 - Random Words List 2
R3 - Random Words List 3
3 - Grade 3
4-1 - Grade 4 List 1
4-2 - Grade 4 List 2
4-3 - Grade 4 List 3
4 6-1 - Grades 4-6 List 1
4 6-2 - Grades 4-6 List 2
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APPENDIX C
WORD ERRORS FOR ALL PARTICIPANTS
A. H.
Word Phonological coding
of the word
Utterance Error classification
Week 2 church krAntJ word substitution
hanger heijer ei]er word substitution
Week 4 cop kap kop vowel substitution
tickle tikOl tiket word substitution
marker marker meker word substitution
ensure enjur Anjur word substitution
pardon pardAn pastern word substitution
Week 8 ride raed rid word substitution
thread 0red Gerd word substitution
noodle nudQl nadQl vowel substitution
ensure enjur aenser word substitution
excite eksaet eksit word substitution
A. P.
Word Phonological coding
of the word
Utterance Error classification
Week 1 front frAnt frAm word substitution
hourly aurli hAri word substitution
Week 4 acid aesid ed word substitution
Week 8 price prais pnns word substitution
149
A. S.
Word Phonological coding
of the word
Utterance Error classification
Week 1 kid kid kaid vowel substitution
sew so seu vowel insertion
vowel substitution
sob sab sad consonant
substitution
true tru term word substitution
court kort krAt letter scrambling
vowel substitution
drier draier der consonant deletion
vowel deletion
clang klaei) klAndD unclassifiable
supply sAplai sApli vowel substitution
statue staetjju stAter word substitution
violin vaiolin vmAlin unclassifiable
result rizAlt resjalt unclassifiable
Week 4 vest vest VlZlt word substitution
worth wer9 womG vowel substitution
consonant insertion
Week 8 was wAz S3 letter scrambling
igloo iglu d9elo word substitution
vowel vaul V3l vowel substitution
lazily lazili lezi word substitution
wetter weter water word substitution
thread Gred Grid vowel substitution
paddle paedQl pardQl vowel substitution
consonant insertion
C. M.
Word Phonological coding
of the word
Utterance Error classification
Week 1 pedal pedf21 pendael consonant insertion
vowel substitution
marker marker meker word substitution
150
H. F.
Word Phonological coding
of the word
Utterance Error classification
Week 1 act aekt art word substitution
age edD aeg vowel substitution
consonant
substitution
far far fer word substitution
band baend band word substitution
troop trup drap word substitution
nurse ners nerseri word substitution
built bilt bAlet vowel substitution
vowel insertion
began bigaen biginii) word substitution
marker marker market word substitution
paddle paedQl paedQld word substitution
kindly kaindli kindQl word substitution
ground graund graunder word substitution
Week 4 yawn jan jarn word substitution
began bigaen biginii] word substitution
Week 8 ablaze ablez aeblaez vowel substitution
vowel substitution
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K. V.
Word Phonological coding
of the word
Utterance Error classification
Week 2 bag baeg bAg word substitution
gulp gMp glup letter scrambling
vowel substitution
lamb laem lasrnp word substitution
alone Alon aelwAn unclassifiable
jagged dDaeged dDaeg vowel deletion
consonant deletion
please pliz pis word substitution
Week 4 our aur or word substitution
yarn yarn ysrn vowel substitution
rough rAf rou word substitution
thread 0red 0erd word substitution
effort efert ifort vowel substitution
vowel substitution
excite sksait cksit word substitution
Week 8 put pQt bAt word substitution
noodle nudQl nadli unclassifiable
lazily lezili laezili vowel substitution
tickle tikQl kriket word substitution
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M. F.
Word Phonological coding
of the word
Utterance Error classification
Week 1 rack raek rek word substitution
outran autrasn autrAn word substitution
fought fat forgat word substitution
keeper kiper keper vowel substitution
Week 4 fern fern firn vowel substitution
toilet toilet total word substitution
defeat difit difist consonant insertion
garage gAradD dDoireg unclassifiable
rascal raeskAl raeskel consonant deletion
vowel substitution
divide divaid daivd vowel substitution
vowel deletion
lazily lezili lezi word substitution
Week 8 fall fal fel word substitution
began bigaen bigin word substitution
pedal pedAl pidal vowel substitution
vowel substitution
quart kwort kwert word substitution
hourly aurli horli ignorance of
irregularity
vowel substitution
M. H. 1
Word Phonological coding
of the word
Utterance Error classification
Week 1 bare ber bar word substitution
hourly aurli ancr word substitution
garage gAradD garbedD word substitution
M. H. 2
Word Phonological coding
of the word
Utterance Error classification
Week 1 full fDl fal word substitution
carton kartAn kartun word substitution
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N. H.
Word Phonological coding
of the word
Utterance Error classification
Week 1 own on an word substitution
jam dDaem dDim word substitution
creek krik tjek word substitution
toilet toilet tauf^l word substitution
ensure enfur eraser word substitution
ablaze Ablez ebQl word substitution
rascal raeskAl raeskasl vowel substitution
noodle nudQl nad word substitution
lazily lezili lezi word substitution
R. M.
Word Phonological coding
of the word
Utterance Error classification
Week 2 age ed9 ig vowel substitution
ignorance of
irregularity
scare skar skar word substitution
troop trup trap vowel substitution
Week 4 sew so su word substitution
check tjek tjetj consonant
substitution
Week 8 no errors
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S. G.
Word Phonological coding
of the word
Utterance Error classification
Week 2 law b 3 consonant deletion
few fiu fAn word substitution
mix miks migs consonant
substitution
hall hal hael vowel substitution
golf gAlf rif unclassifiable
harm harm hrim vowel substitution
letter scrambling
view viu vaiowa unclassifiable
face fes ves consonant
substitution
magic maedDik merak unclassifiable
large lardD leerg unclassifiable
ready rcdi ridai vowel substitution
vowel substitution
hello helo hel word substitution
knock nak kek word substitution
price prais praik ignorance of
irregularity
Week 4 age edE) aeg vowel substitution
ignorance of
irregularity
may me mai word substitution
get get dDet word substitution
own on wAn word substitution
dead dcd ded vowel substitution
coat kot kat word substitution
find faind find vowel substitution
mail mel masl vowel substitution
radio redio raedai unclassifiable
vowel vausl vod vowel substitution
horse hors haus word substitution
scare sker skar word substitution
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Week 8 ink ink nik word substitution
say se sai word substitution
law b lau vowel substitution
warm worm wAmwor unclassifiable
yell yel yii vowel substitution
begin bigin bii| unclassifiable
large lardD leerg unclassifiable
radio redio rod word substitution
devil devil devail vowel substitution
Note: S. G. only completed the first three categories of the word naming task, so no six-
letter words are present.
S. M.
Word Phonological coding
of the word
Utterance Error classification
Week 1 key ki skai word substitution
bad baed bed word substitution
golf gAlf glov unclassifiable
dead ded did word substitution
rack raek rak word substitution
rough rAf raq unclassifiable
learn lern laend word substitution
ocean ojAn orendD word substitution
catch ketj tjet unclassifiable
eager iger erg unclassifiable
shade Jed Jaend vowel substitution
consonant insertion
excite eksait ekait consonant deletion
carton kartAn kertAn vowel substitution
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S. R.
Word Phonological coding
of the word
Utterance Error classification
Week 1 own on wAn word substitution
few fiu fo vowel substitution
but bAt Abaut word substitution
goes goz g£S word substitution
party parti priti word substitution
shoes Juz Judis unclassifiable
nurse ners nurs vowel substitution
ablaze Ablez Abelez vowel insertion
vowel substitution
hourly aurli horli ignorance of
irregularity
vowel substitution
effort efort aefter word substitution
uproar Apror Aprer vowel substitution
excite eksait eksit word substitution
remain rimen rimain vowel substitution
Week 4 saw S3 swaen unclassifiable
far far faer vowel substitution
walk wak walk ignorance of
irregularity
judge dDAdD dSAdedS consonant insertion
vowel insertion
honey hAni honi vowel substitution
upset Apset Apsteps unclassifiable
insect insskt instek letter scrambling
defeat difit dsft vowel substitution
vowel deletion
fought fct faugit unclassifiable
pardon pardAn parud unclassifiable
S. S.
Word Phonological coding
ofthe word
Utterance Error classification
Week 1 goes goz gus word substitution
marker marker meker word substitution
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w. c.
Word Phonological coding
of the word
Utterance Error classification
Week 1 her her hir word substitution
eat it et word substitution
acid aesid aekid ignorance of
irregularity
judge dDAdD no response unclassifiable
voice vo is viz unclassifiable
fought fet forget word substitution
armful armfDl armAfDl vowel insertion
hourly aurli haurli ignorance of
irregularity
Week 4 rough rAf rau ignorance of
irregularity
divide divaid no response unclassifiable
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