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ON THE PRESSURELESS DAMPED EULER-POISSON EQUATIONS
WITH NON-LOCAL FORCES: CRITICAL THRESHOLDS AND
LARGE-TIME BEHAVIOR
JOSE´ A. CARRILLO, YOUNG-PIL CHOI, AND EWELINA ZATORSKA
Abstract. We analyse the one-dimensional pressureless Euler-Poisson equations with a
linear damping and non-local interaction forces. These equations are relevant for modelling
collective behavior in mathematical biology. We provide a sharp threshold between the
supercritical region with finite-time breakdown and the subcritical region with global-in-
time existence of the classical solution. We derive an explicit form of solution in Lagrangian
coordinates which enables us to study the time-asymptotic behavior of classical solutions
with the initial data in the subcritical region.
1. Introduction
We are interested in the following 1D system of pressureless Euler-Poisson equations with
non-local interaction forces and damping:
∂tρ+ ∂x(ρu) = 0,
∂t(ρu) + ∂x(ρu
2) = −ρu− (∂W ? ρ)ρ, W (x) = −|x|+ |x|
2
2
,
(1.1)
for (t, x) ∈ R+ × Ω(t). Here, ρ is extended by 0 outside Ω(t) and Ω(t) denotes the interior
of the support of the density ρ, i.e., Ω(t) := {x ∈ R : ρ(x, t) > 0}. System (1.1) is
supplemented by the initial values of the density and the velocity
(ρ(t, ·), u(t, ·))|t=0 = (ρ0, u0) ∈ H2(Ω0)×H3(Ω0), (1.2)
where Hs(Ω0) stands for the standard Sobolev space of index s > 0 and
Ω0 := Ω(0) = (a0, b0)
is an open bounded interval. It follows from (1.2) that the initial mass and momentum are
finite; we denote them by
0 < M0 :=
∫
Ω0
ρ0(x)dx and M1 :=
∫
Ω0
ρ0(x)u0(x) dx .
The hydrodynamic system (1.1) has been formally derived from interacting particle sys-
tems in collective dynamics. Different authors developed several approaches involving mo-
ment methods either for particle descriptions directly [14] or at the kinetic level together
with monokinetic closures for the pressure term [7]. Kinetic equations for collective be-
havior can be derived rigorously from particle systems via the mean-field limit, see [4, 9]
and the references therein. Although the monokinetic closure of the moment system is not
entirely justified, these pressuless hydrodynamic models as (1.1) give qualitative numerical
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results comparable to the particle simulations of interacting agents, see [11, 1, 17] and the
references therein.
Critical threshold phenomena for the one-dimensional Euler or Euler-Poisson system
are studied in [15, 27]. In particular, the damped Euler-Poisson system with a positive
background state is considered in [15] and sharp critical thresholds are obtained. For certain
restricted multi-dimensional Euler-Poisson systems, we refer to [21, 22]. In [26], the critical
thresholds were analysed for the so-called Euler-alignemt system which has a non-local
velocity alignment force F [ρ, u] = ψ ? (ρu) − u(ψ ? ρ) with ψ ≥ 0 instead of the linear
damping and interaction force in (1.1). Note that if ψ ≡ 1, then the alignment force F [ρ, u]
becomes the linear damping under the assumption that the initial momentum is zero, i.e.,
M1 = 0. These results were further improved in [6] by closing the gap between lower
and upper thresholds. Other interaction forces, such as attractive/repulsive Poisson forces
or general-type forces, are also taken into account in the Euler-alignment system in [6].
However, the critical thresholds with interaction forces were not sharp. In this work, we
solve the problem with linear damping and Newtonian attractive forces by observing that
the system (1.1) has a very nice Lagrangian formulation allowing for explicit computations
of the classical solutions.
Associated to the fluid velocity u(t, x), we define the characteristic flow η(t, x) as
dη(t, x)
dt
= u(t, η(t, x)) with η(0, x) = x ∈ Ω0 . (1.3)
We first define a classical solution for our system (1.1) with the initial data (1.2). We
say that (ρ(t, x), u(t, x)) is a classical local-in-time solution to (1.1) with the initial data
(1.2), if there exists time T > 0 such that ρ and u are C1 and C2 respectively in the
set {(t, x) ∈ [0, T ) × Ω(t)}, the characteristics η(t, x) associated to u defined by (1.3) are
diffeomorphisms for all t ∈ [0, T ) with Ω(t) = η(t,Ω0), and ρ and u satisfy pointwisely the
equations (1.1) in {(t, x) ∈ [0, T )×Ω(t)} with initial data (1.2). Here the time derivative at
t = 0 has to be understood as a one-side derivative. It is not difficult to see that that this
definition ensures the equivalence between the classical solution of the system (1.1) and the
classical solutions to its Lagrangian formulation (2.1), given below. We will elaborate more
about it in the next section.
We now explain our strategy to find classical solutions to the system (1.1). In Section 2,
we assume that (ρ(t, x), u(t, x)) is a classical local-in-time solution to (1.1) with initial data
(1.2) in order to find some explicit expression for the solution on the whole time interval
of existence [0, T ). Then, in Section 3, we analyse the maximal time interval of existence
of the classical solution based on its explicit expression. We show that these solutions are
in fact global-in-time classical solutions under certain hypotheses on the initial data, and
that otherwise they blow up in a finite time. In the end of Section 3, we state our main
theorem, Theorem 3.1, which gives sharp critical thresholds for the system (1.1). Further,
in Section 4, we describe the long time asymptotic behaviour of the classical global-in-time
solutions. We show that the limit profile for the density is a sharp discontinuous function:
ρ∞(x) =
M0
2
and u∞(x) = 0 for x ∈ Ω∞ := (Γ− 1,Γ + 1)
with
Γ :=
1
M0
(∫
R
xρ0(x) dx+
∫
R
ρ0(x)u0(x) dx
)
. (1.4)
Let us point out that Theorem 3.1 also holds in the whole space for positive integrable initial
density with finite initial center of mass and finite initial mean momentum. However, we
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cannot ensure that their long time asymptotic behavior is given by ρ∞. In Appendix A,
for the sake of completeness, we provide a local-in-time existence and uniqueness result of
classical solutions in the sense used in this paper.
Let us emphasize, that the explicit solutions constructed in our paper are proven to be
the only classical solutions of the system (1.1). The local-in-time existence and uniqueness
of classical solutions to the Euler-Poisson system is known for the initial data being a small
perturbation of the stationary state, see [23, 24]. There, the authors assume that the density
is positive on the whole line R and that it tends to zero as x→ ±∞. We are not aware of
any result for local-in-time well-posedness of the pressureless Euler-Poisson system neither
for a Cauchy problem, nor for a bounded interval. Therefore, our local-in-time existence and
uniqueness result for classical solutions to (1.1) makes the construction of solutions from
Sections 2 and 3 complete and justifiable. Strictly speaking, they are the only classical
solutions in their maximal time interval of existence. Let us also observe that, in contrast
to [23, 24, 15], our results hold for the case of compactly supported initial data.
2. Explicit expressions of classical solutions
Let us denote f(t, x) := ρ(t, η(t, x)) and v(t, x) := u(t, η(t, x)). Using the characteristic
flow, it is easy to check that (ρ, u) is a local-in-time classical solution of the system (1.1)
with initial data (1.2) if and only if (f, v) is a classical solution of the system
f(t, x)
∂η(t, x)
∂x
= ρ0(x), (2.1a)
v′(t, x) + v(t, x) = −
∫
Ω(t)
∂W (η(t, x)− y)ρ(t, y)dy
= −
∫
Ω0
∂W (η(t, x)− η(t, y))ρ0(y) dy, (2.1b)
for (t, x) ∈ (0,∞) × Ω0, where we used the conservation of mass (2.1a) to fix the domain
of integration in the right hand side of the equation (2.1b). Here {}′ denotes the time
derivative along the characteristic flow η. The system (2.1) is supplemented with the initial
data
f0 := f(0, x) = ρ0(x), v0 := v(0, x) = u0(x). (2.2)
Since (ρ0, u0) ∈ H2(Ω0)×H3(Ω0) and we are in one dimension, the initial data ρ0 and u0
are continuous functions up to the boundary of the domain, i.e., ρ0, u0 ∈ C([a0, b0]).
The problem (2.1)-(2.2) has a unique local-in-time classical solution according to Theorem
A.1 in Appendix A. This solution can be extended to a maximal time of existence of the
classical solution [0, T ). Since the characteristic flow η(t, x) is a diffeomorphism for all
t ∈ [0, T ) such that Ω(t) = η(t,Ω0), the Lagrangian change of variables can be inverted
and the corresponding (ρ, u) are a local-in-time classical solution of (1.1)-(1.2) in the sense
given in the introduction. As mentioned above, we will now obtain explicitly the formulas
for the classical solutions of the system (1.1) in Lagrangian variables.
Observe that the equation for the density f(t, x) is decoupled from the equation of the
velocity variable v(t, x). We first with the equation for v(t, x), and come back to the
expression for the deformation of the mass density ∂xη(t, x) later on. Since the second
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derivative of the potential ∂2xW (x) = −2δ0(x) + 1 and v ∈ C2, we find
v′′(t, x) + v′(t, x) = −
∫
Ω0
∂2W (η(t, x)− η(t, y)) (v(t, x)− v(t, y)) ρ0(y) dy
= −vM0 +
∫
Ω0
v(t, y)ρ0(y) dy.
To evaluate the second term on the right hand side of the above equation, we multiply
(2.1b) by ρ0 and integrate with respect to x to get
d
dt
∫
Ω0
v(t, x)ρ0(x) dx = −
∫
Ω0
v(t, x)ρ0(x) dx,
due to ∂xW (−x) = −∂xW (x), thus, using the initial condition (1.2) we conclude∫
Ω0
v(t, x)ρ0(x) dx = e
−t
∫
Ω0
ρ0(x)u0(x) dx. (2.3)
Set M1 :=
∫
Ω0
ρ0(x)u0(x) dx. Then we obtain that v satisfies the following nonhomogeneous
linear second-order differential equation:
v′′ + v′ +M0v = M1e−t, t > 0, v0 = u0. (2.4)
We notice that the initial data v′(0, x) = v′0(x) are given through the equation (2.1b) by
v′0(x) = −v0(x)−
∫
Ω0
∂W (x− y)ρ0(y) dy
= −u0(x)−
∫
Ω0
(x− y)ρ0(y) dy +
∫
Ω0
sgn(x− y)ρ0(y) dy
= −u0(x)− (x+ 1)M0 +
∫
Ω0
yρ0(y) dy + 2
∫ x
−∞
ρ0(y) dy for x ∈ Ω0.
(2.5)
Depending on the size of the initial mass M0, as long as the solution exists, it satisfies:
• Case A (1 > 4M0):
v(t, x) = C1e
λ1t + C2e
λ2t +
M1
M0
e−t, (2.6)
• Case B (1 = 4M0):
v(t, x) = C3e
−t/2 + C4t e−t/2 +
M1
M0
e−t, (2.7)
• Case C (1 < 4M0):
v(t, x) = C5e
−t/2 cos
(√
4M0 − 1
2
t
)
+ C6e
−t/2 sin
(√
4M0 − 1
2
t
)
+
M1
M0
e−t, (2.8)
where λ1, λ2, and Ci, i = 1, · · · , 6 are given by
λ1 :=
−1 +√1− 4M0
2
, λ2 :=
−1−√1− 4M0
2
, (2.9a)
C1 :=
1
λ2 − λ1
(
λ2v0 − v′0 + λ1
M1
M0
)
, C2 :=
1
λ2 − λ1
(
−λ1v0 + v′0 − λ2
M1
M0
)
, (2.9b)
C3 := v0 − M1
M0
, C4 :=
v0
2
+ v′0 +
M1
2M0
, (2.9c)
C5 := v0 − M1
M0
, and C6 =
2√
4M0 − 1
(
v′0 +
v0
2
+
M1
2M0
)
. (2.9d)
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For abbreviation, we set
Ξ := 1− 4M0 and  := −Ξ .
Our aim now is to compute an explicit form of ∂xv, in each of the above cases. Note that
for any of these cases, it follows from (1.3) that
η(t, x) = x+
∫ t
0
v(s, x) ds and ∂xη(t, x) = 1 +
∫ t
0
∂xv(s, x) ds. (2.10)
• Case A (1− 4M0 > 0): A straightforward computation for (2.6) yields
∂xv = ∂xC1e
λ1t + ∂xC2e
λ2t, (2.11)
and thus
∂xv0 = ∂xC1 + ∂xC2 and ∂xv
′
0 = ∂xC1λ1 + ∂xC2λ2.
On the other hand, it follows from (2.2) and (2.5) that
∂xv0 = ∂xu0 and ∂xv
′
0 = −∂xu0 −M0 + 2ρ0,
which implies
∂xC1 =
1√
Ξ
(λ1∂xu0 −M0 + 2ρ0) and ∂xC2 = 1√
Ξ
(M0 − 2ρ0 − λ2∂xu0) . (2.12)
Combining (2.10) with (2.11), we get
∂xη = 1 +
∂xC1
λ1
(
eλ1t − 1
)
+
∂xC2
λ2
(
eλ2t − 1
)
=
2ρ0
M0
+
∂xC1
λ1
eλ1t +
∂xC2
λ2
eλ2t, (2.13)
η = x+
C1
λ1
(eλ1t − 1) + C2
λ2
(eλ2t − 1)− M1
M0
(e−t − 1), (2.14)
with C1, C2 are given by (2.9b) whose derivatives are computed in (2.12) and λ1, λ2 given
by (2.9a).
• Case B (1 = 4M0): We use again the solution to (2.4) given in (2.7) together with the
initial conditions to get
∂xv = ∂xC3e
−t/2 + ∂xC4t e−t/2, (2.15)
where ∂xC3, ∂xC4 satisfy
∂xC3 = ∂xu0 and ∂xC4 = −1
2
∂xu0 − 1
4
+ 2ρ0 , (2.16)
and so, by (2.10), we find
∂xη = 8ρ0 − (2∂xC3 + 4∂xC4) e−t/2 − 2∂xC4t e−t/2 (2.17)
and
η = x+ 2C3(1− et/2)− 2C4te−t/2 + 4C4(1− e−t/2) + M1
M0
(1− e−t). (2.18)
• Case C (1− 4M0 < 0): It follows analogously from (2.8) that
∂xv(t, x) = ∂xC5(x)e
−t/2 cos
(√

2
t
)
+ ∂xC6(x)e
−t/2 sin
(√

2
t
)
, (2.19)
where ∂xC5, ∂xC6 satisfy
∂xC5 = ∂xu0 and ∂xC6 =
2√

(
−1
2
∂xu0 −M0 + 2ρ0
)
. (2.20)
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This yields
∂xη =
2ρ0
M0
+
(
2
1 +
)(
∂xC5√

− ∂xC6
)
e−t/2 sin
(√

2
t
)
−
(
2
1 +
)(
∂xC5
 +
∂xC6√

)
e−t/2 cos
(√

2
t
)
,
(2.21)
and
η = x+
2(
√
C5 − C6)
1 + e
−t/2 sin
(√

2
t
)
+
C5 +
√
C6
1 +
(
2− 2e−t/2 cos
(√

2
t
))
+
M1
M0
(1− e−t).
(2.22)
Let us summarize our results up to this point. We have derived the explicit forms of
velocity field being a local-in-time classical solution to (1.1). We have also obtained the
expressions for the deformation of the mass density ∂xη leading to positive values of the
Lagrangian density f(t, x) for small enough time, since ∂xη(0, x) = 1, for x ∈ Ω0. Moreover,
we have derived the explicit expression of the characteristic flow η(t, x). We next want to
find the maximal time of existence of these explicit solutions.
3. Sharp critical thresholds
In this section, we study the critical thresholds leading to a sharp condition for the
dichotomy between global-in-time existence and finite-time blow-up of classical solutions to
(1.1). The argument is based on the observation that the local-in-time classical solution
found in the previous section can be extended in time as long as the characteristics can be
defined, i.e., there is no crossing of characteristics, or equivalently, the flow map η(t, x) is
a diffeomorphism, so ∂xη > 0. We will thus study the explicit forms of ∂xη obtained in
cases A, B and C above. The form of the time derivative of ∂xη will enable to estimate the
critical thresholds in the system (2.1) depending on the size of the initial mass M0.
We first notice that for all cases A, B, and C, the global-in-time classical solution, if it
exists, satisfies
∂xη(0, x) = 1 and lim
t→∞ ∂xη(t, x) =
2ρ0(x)
M0
> 0 for all x ∈ Ω0.
Thus, if the infimum of ∂xη(t, x) is nonpositive, then it should be attained at 0 < t
∗ <∞.
Let us assume that there exist t∗ > 0 and x∗ ∈ Ω0 satisfying
∂xη(t
∗, x∗) = inf
t>0, x∈Ω0
∂xη(t, x) ≤ 0. (3.1)
Then using (2.10) we find the necessary condition
∂t∂xη(t
∗, x∗) = ∂xv(t∗, x∗) = 0.
• Case A (1 − 4M0 > 0): Since λ1, λ2 given by (2.9a) are both negative, it is clear from
(2.13) that ∂xC1(x
∗)∂xC2(x∗) 6= 0 in order to have the infimum inside the time interval
(0,∞). From (2.11) we also get
∂xv(t
∗, x∗) = ∂xC1(x∗)eλ1t
(
1 +
∂xC2(x
∗)
∂xC1(x∗)
e−
√
Ξt∗
)
= 0,
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for
−∂xC1(x
∗)
∂xC2(x∗)
= e−
√
Ξt∗ . (3.2)
This implies
0 < −∂xC1(x
∗)
∂xC2(x∗)
< 1. (3.3)
Further, from (2.13) and (3.2) we obtain
∂xη(t
∗, x∗) =
2ρ0(x
∗)
M0
+
∂xC1(x
∗)
λ1
eλ1t
∗
+
∂xC2(x
∗)
λ2
eλ2t
∗
=
2ρ0(x
∗)
M0
+
√
Ξ
M0
∂xC2(x
∗)eλ2t
∗
,
thus necessarily ∂xC2(x
∗) < 0 due to (3.1). Further, if ∂xC2(x∗) < 0, then due to (3.3),
(2.12) and (2.9b) we have ∂xu0(x
∗) < 0 which is equivalent to ∂xC1(x∗) + ∂xC2(x∗) < 0.
Thus we conclude that to have finite-time blow up there must exist x∗ ∈ Ω0 such that
∂xC1(x
∗) > 0, ∂xC2(x∗) < 0, ∂xu0(x∗) < 0,
and
2ρ0(x
∗) +
√
Ξ∂xC2(x
∗)
(
−∂xC1(x
∗)
∂xC2(x∗)
) λ2
−√Ξ ≤ 0. (3.4)
The above condition is not only necessary but also sufficient, more precisely we have the
following proposition:
Proposition 3.1. Suppose 1− 4M0 > 0. Then ∂xη(t, x) attains a non-positive value if and
only if there exists a x ∈ Ω0 such that
∂xu0(x) < 0, M0 − 2ρ0(x) < λ1∂xu0(x),
and
2ρ0(x) ≤ (λ1∂xu0(x)−M0 + 2ρ0(x))−λ2/
√
Ξ(λ2∂xu0(x)−M0 + 2ρ0(x))λ1/
√
Ξ.
Proof. Note that M0 − 2ρ0(x) < λ1∂xu0(x) is equivalent to ∂xC1(x) > 0 and ∂xC2(x) < 0
due to ∂xu0(x) < 0. Finally, it follows from (2.12) and (3.4) that
2ρ0(x) ≤ (λ1∂xu0(x)−M0 + 2ρ0(x))−λ2/
√
Ξ(λ2∂xu0(x)−M0 + 2ρ0(x))λ1/
√
Ξ.

• Case B (1 = 4M0): In this case, ∂xη is given by (2.17) and (2.16). We again want to
find a point x∗ which makes ∂xη nonpositive at some time t = t∗. Let us look for the values
t∗, x∗ satisfying ∂xv(t∗, x∗) = 0, from (2.15), we have
∂xv(t
∗, x∗) = ∂xC3(x∗)e−t
∗/2 + ∂xC4(x
∗)t∗e−t
∗/2 = 0, i.e., t∗ = −∂xC3(x
∗)
∂xC4(x∗)
.
Since we look for t∗ > 0 we must have −∂xC3(x∗)∂xC4(x∗) > 0. On the other hand, by plugging t∗
and x∗ into (2.17), we get
∂xη(t
∗, x∗) = 8ρ0(x∗)− 4∂xC4(x∗)e−t∗/2. (3.5)
Thus ∂xη(t
∗, x∗) can be nonpositive if and only if
∂xC4(x
∗) > 0, ∂xC3(x∗) < 0, and 2 ln
(
2ρ0(x
∗)
∂xC4(x∗)
)
≤ ∂xC3(x
∗)
∂xC4(x∗)
.
Summarizing the above estimate together with (2.16), we have the following proposition:
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Proposition 3.2. Suppose 1 = 4M0. Then ∂xη(t, x) attains a nonpositive value if and only
if there exists a x ∈ Ω0 such that
∂xu0(x) < min
{
0, 4ρ0(x)− 1
2
}
,
and
ln
(
8ρ0(x)
8ρ0(x)− 2∂xu0(x)− 1
)
≤ 2∂xu0(x)
8ρ0(x)− 2∂xu0(x)− 1 . (3.6)
Proof. Since ∂xC3(x) = ∂xu0(x) < 0 and ∂xC4(x) > 0, we infer
∂xu0(x) < min
{
0, 4ρ0(x)− 1
2
}
.
The condition (3.6) just follows from (3.5), since t∗ > 0. 
• Case C (1 − 4M0 < 0): In this case, ∂xv is given by (2.19). Let us look for the values
t∗, x∗ satisfying ∂xv(t∗, x∗) = 0, we have
cos
(√

2
t∗
)
= −∂xC6(x
∗)
∂xC5(x∗)
sin
(√

2
t∗
)
, i.e., − ∂xC5(x
∗)
∂xC6(x∗)
= tan
(√

2
t∗
)
. (3.7)
This gives
∂xη(t
∗, x∗)
=
2ρ0(x
∗)
M0
+
(
2
√

1 +
)(
(∂xC5(x
∗))2 + (∂xC6(x∗))2
∂xC5(x∗)
)
e−t
∗/2 sin
(√

2
t∗
)
,
(3.8)
due to (2.21). Note that the second term in the right hand side of the equality (3.8) has
a damped oscillatory behavior as a function of t∗. This implies that in order to get the
minimum value of ∂xη(t
∗, x∗), it is enough to find the point x∗ ∈ Ω0 and the smallest
time t∗ > 0 satisfying (3.7), such that the sign of the second term in (3.8) is negative, i.e.
sin(
√
 t∗/2)∂xC5(x∗) < 0. Observe that for each x∗ ∈ Ω0, there is an increasing sequence
of allowed positive t∗ due to condition (3.7). For this, we consider the following two cases:
Subcase C.1 ∂xC5(x
∗)∂xC6(x∗) < 0: It follows from (3.7) that the first t∗ > 0 satisfying
(3.7) appears in the interval (0, pi/
√
). This yields that sin(
√
 t∗/2) > 0, therefore we
can further distinguish two different cases:
Subcase C.1.i If in addition ∂xC5 < 0, it is possible that the first t
∗ > 0 satisfying (3.7)
leads to a negative value of (3.8). We can write its form in an explicit way; due to (3.7) we
have
sin
(√

2
t∗
)
= − ∂xC5(x
∗)√
(∂xC5(x∗))2 + (∂xC6(x∗))2
> 0.
Plugging this into (3.8), we get
∂xη(t
∗, x∗) =
2ρ0(x
∗)
M0
−
(
2
√

1 +
)√
(∂xC5(x∗))2 + (∂xC6(x∗))2 e−t
∗/2.
Then we again use the relation (3.7) to find
∂xη(t
∗, x∗) =
2ρ0(x
∗)
M0
− C7(x∗) exp
(
C8(x
∗)√

)
,
PRESSURELESS EULER-POISSON SYSTEM 9
where C7 and C8 are given by
C7(x) :=
(
2
√

1 +
)√
(∂xC5(x))2 + (∂xC6(x))2 and C8(x) := arctan
(
∂xC5(x)
∂xC6(x)
)
. (3.9)
Subcase C.1.ii If in addition ∂xC5 > 0, then the first t
∗ > 0 satisfying (3.7) leads to a
positive value of (3.8), but the next t∗ might lead to a negative value. This one occurs at
t∗1 = t
∗ +
2pi√

∈ (2pi/
√
, 3pi/
√
),
for which sin(
√
 t∗1/2) < 0, however its form is still the same
sin
(√

2
t∗1
)
= − ∂xC5(x
∗)√
(∂xC5(x∗))2 + (∂xC6(x∗))2
< 0,
and thus
∂xη(t
∗
1, x
∗) =
2ρ0(x
∗)
M0
− C7(x∗) exp
(
1√

(C8(x
∗)− pi)
)
.
Subcase C.2 ∂xC5(x
∗)∂xC6(x∗) > 0: In this case, the first t∗ > 0 satisfying (3.7) is later,
namely t∗ ∈ (pi/√, 2pi/√), however this gives again the positive value of sin(√ t∗/2) >
0. Therefore, we can further distinguish similar two cases as in C.1:
Subcase C.2.i If in addition ∂xC5 < 0, then the minimum value ∂xη(t
∗, x∗) can be written
in the following way
∂xη(t
∗, x∗) =
2ρ0(x
∗)
M0
− C7(x∗) exp
(
1√

(C8(x
∗)− pi)
)
.
Note that since C8(x
∗) > 0 and
√

2 t
∗ > 0, one has to take
√

2 t
∗ = −C8(x∗) + pi.
Subcase C.2.ii If in addition ∂xC5 > 0, then the minimum value is attained in the next
possible time according to (3.7) given by
t∗1 = t
∗ +
2pi√

∈ (3pi/
√
, 4pi/
√
),
so, the smallest value is given by
∂xη(t
∗
1, x
∗) =
2ρ0(x
∗)
M0
− C7(x∗) exp
(
1√

(C8(x
∗)− 2pi)
)
.
All of these sub-cases for 1− 4M0 < 0 can be summarized in the following result.
Proposition 3.3. Suppose 1−4M0 < 0. Then ∂xη(t, x) has a nonpositive value if and only
if there exists a point x ∈ S1 ∪ S2 ∪ S3 ∪ S4 where Si, i = 1, ..., 4 are given by
S1:=
{
x ∈ Ω0 :∂xC5(x) < 0, ∂xC6(x) > 0, 2ρ0(x)
M0
− C7(x) exp
(
C8(x)√

)
≤ 0
}
,
S2:=
{
x ∈ Ω0 :∂xC5(x) > 0, ∂xC6(x) < 0, 2ρ0(x)
M0
− C7(x) exp
(
C8(x)− pi√

)
≤ 0
}
,
S3:=
{
x ∈ Ω0 :∂xC5(x) < 0, ∂xC6(x) < 0, 2ρ0(x)
M0
− C7(x) exp
(
C8(x)− pi√

)
≤ 0
}
,
S4:=
{
x ∈ Ω0 :∂xC5(x) > 0, ∂xC6(x) > 0, 2ρ0(x)
M0
− C7(x) exp
(
C8(x)− 2pi√

)
≤ 0
}
(3.10)
respectively. Here ∂xCi, i = 5, 6, 7, 8 are given in (2.20) and (3.9).
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As a direct consequence of Propositions 3.1 – 3.3, we have the following sharp critical
thresholds for the system (1.1).
Theorem 3.1. Assume that (f, v) is a classical solution to the system (2.1) with initial
data (2.2), then:
Case A: If 1 − 4M0 > 0, the solution blows up in finite time if and only if there exists a
x∗ ∈ Ω0 such that
∂xu0(x) < 0, M0 − 2ρ0(x) < λ1∂xu0(x),
and
2ρ0(x) ≤ (λ1∂xu0(x)−M0 + 2ρ0(x))−λ2/
√
Ξ(λ2∂xu0(x)−M0 + 2ρ0(x))λ1/
√
Ξ.
Case B: If 1 − 4M0 = 0, the solution blows up in finite time if and only if there exists a
x∗ ∈ Ω0 such that
∂xu0(x) < min
{
0, 4ρ0(x)− 1
2
}
,
and
ln
(
8ρ0(x
∗)
8ρ0(x∗)− 2∂xu0(x∗)− 1
)
≤ 2∂xu0(x
∗)
8ρ0(x∗)− 2∂xu0(x∗)− 1 .
Case C: If 1 − 4M0 < 0, the solution blows up in finite time if and only if there exists a
x∗ ∈ S1 ∪ S2 ∪ S3 ∪ S4 where Si, i = 1, ..., 4 are given in (3.10) and with Ci(x), i = 5, · · · , 8
given by
∂xC5(x) = ∂xu0(x), ∂xC6(x) =
2√

(
−1
2
∂xu0(x)−M0(x) + 2ρ0(x)
)
,
C7(x) =
(
2
√

1 +
)√
1 +
 (∂xu0(x))
2 +
4
 (2ρ0(x)−M0) (2ρ0(x)−M0 − ∂xu0(x)),
and
C8(x) = arctan
( √
∂xu0(x)
4ρ0(x)− 2M0 − ∂xu0(x)
)
.
Moreover, for all cases, if there is no finite-time blow-up, then the classical solution (f, v)
exists globally in time.
Proof. It follows from (2.1a) that
ρ(t, η(t, x)) = ρ0(x) (∂xη(t, x))
−1 .
Thus the density ρ blows up if and only if infx∈Ω0 ∂xη(t, x) ≤ 0 for some finite time t > 0.
We finally use Propositions 3.1 – 3.3 to conclude the desired result. 
Remark 3.1. One can easily check that the previous theorem holds also for the case Ω0 = R,
provided that the initial density is positive and integrable and that the following conditions
are satisfied ∫
R
|x|ρ0(x) dx <∞ and
∫
R
ρ0(x)|u0(x)| dx <∞ . (3.11)
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4. Asymptotic behaviour
The purpose of this section is to investigate the large time asymptotic behaviour of the
explicitly constructed classical solutions to system (2.1) ensured by Theorem 3.1.
Theorem 4.1. Let (f, v) be a global-in-time classical solution to the system (2.1)-(2.2)
given by Theorem 3.1. Then it satisfies
f∞(x) := lim
t→∞ f(t, x) =
M0
2
and v∞(x) := lim
t→∞ v(t, x) = 0 for all x ∈ Ω0,
exponentially fast. Moreover, the characteristic flow satisfies
η∞(x) := lim
t→∞ η(t, x) =
1
M0
(∫
Ω0
yρ0(y) dy +
∫
Ω0
ρ0(y)u0(y) dy + 2
∫ x
a0
ρ0(y) dy −M0
)
for all x ∈ Ω0. In particular, Ω(t) = (a(t), b(t)) and
lim
t→∞ |a(t)− Γ + 1| = 0 and limt→∞ |b(t)− Γ− 1| = 0 ,
exponentially fast.
Proof. We claim that if there is no blow-up
lim
t→∞
∂η(t, x)
∂x
→ 2ρ0(x)
M0
for all x ∈ Ω0.
It simply follows from the explicit formulas for ∂xη obtained in Section 2, namely (2.13),
(2.17), and (2.21). On account of (2.1a), we therefore have
lim
t→∞ f(t, x) =
M0
2
for x ∈ Ω0.
Finally, it is obvious due to (2.9) that all functions ∂xCi are bounded due to ρ0, ∂xu0 ∈
C([a0, b0]), and thus, there exists a constant C > 0 such that
max
1≤i≤6
‖Ci(x)‖L∞(Ω0) ≤ C.
This yields
‖v(t, ·)‖L∞(Ω0) ≤ Ce−λt for some λ > 0.
Since there is no blow-up of solution, we know that ∂xη(t, x) > 0 for all (t, x) ∈ [0,∞)×Ω0.
Thus, ρ(t, η(t, x)) > 0 for all (t, x) ∈ [0,∞)×Ω0, and so, Ω(t) is connected since η(t, x) is a
diffeomorphism from the connected set Ω0 onto Ω(t). We denote Ω(t) = (a(t), b(t)), where
a(t) = lim
x→a0+
η(t, x) and b(t) = lim
x→b0−
η(t, x) .
Finally, we can compute based on the explicit formulas for η(t, x) given in (2.14), (2.18),
and (2.22) that
lim
t→∞ η(t, x) =
1
M0
(∫
Ω0
yρ0(y) dy +
∫
Ω0
ρ0(y)u0(y) dy + 2
∫ x
a0
ρ0(y) dy −M0
)
,
for all x ∈ Ω0 and we deduce again that there exists constants C¯ > 0 and λ¯ > 0 such that
lim
t→∞ |a(t)− Γ + 1| ≤ C¯e
−λ¯t and lim
t→∞ |b(t)− Γ− 1| ≤ C¯e
−λ¯t
(4.1)
with Γ given in (1.4). 
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Remark 4.1. As a consequence of Theorem 4.1, we conclude
lim
t→∞ ρ(t, η(t, x)) =
M0
2
and lim
t→∞u(t, η(t, x)) = 0
for all x ∈ Ω0. We can also check that η∞(x) is a diffeomorphism from Ω0 to (Γ−1,Γ + 1).
The previous theorem and this remark also hold for positive initial density defined on the
whole R under the assumptions (3.11).
In order to understand the large time behaviour of ρ(t, y) in the Eulerian variables, one
should invert the characteristics η(t, x). This would be a daunting task in view of complexity
of the explicit formulas for η given in(2.14), (2.18), and (2.22) and we do not intend to do it.
However, one can estimate the error in L1 norm between ρ(t, y) and the expected asymptotic
profile
ρ∞(y) =
M0
2
χΩ∞(y) for y ∈ R ,
where χΩ is the characteristic function of the interval Ω, recall that Ω∞ = (Γ − 1,Γ + 1).
In order to estimate this difference, we define an intermediate function ρ˜ that will simplify
our computations:
ρ˜(t, y) =
M0
2
χΩ(t)(y) for y ∈ R .
By using the Lagrangian change of variables (2.1a), we deduce
‖ρ(t, ·)− ρ˜(t, ·)‖L1(R) =
∫
Ω0
∣∣∣∣f(t, x)− M02
∣∣∣∣ ∂xη(t, x) dx
=
∫
Ω0
∣∣∣∣ρ0(x)− M02 ∂xη(t, x)
∣∣∣∣ dx . (4.2)
Theorem 4.1 shows that
lim
t→∞
[
ρ0(x)− M0
2
∂xη(t, x)
]
= 0 , for all x ∈ Ω0
due to ∂xη > 0. Since ρ0, ∂xu0 ∈ H2(Ω0), then by the Sobolev embeddings ρ0, ∂xu0 ∈
C1(Ω0), and thus by the explicit expressions of ∂xη in (2.13), (2.17) and (2.21) we easily get
‖∂xη‖L∞((0,∞)×Ω0) <∞ .
Therefore the integrand in (4.2) is bounded by a constant and the dominated convergence
theorem implies that
lim
t→∞ ‖ρ(t, ·)− ρ˜(t, ·)‖L1(R) = 0 .
It is also true on account of (4.1) that
lim
t→∞ ‖ρ∞(·)− ρ˜(t, ·)‖L1(R) = 0 .
Putting together the above results, we have
lim
t→∞ ‖ρ(t, ·)− ρ∞(·)‖L1(R) = 0 .
We can even improve this result providing a rate of convergence.
Corollary 4.1. Let (ρ, u) be the global-in-time classical solution to the system (1.1)-(1.2)
given by Theorem 3.1. Then there exists C > 0 depending on the L∞ bounds of ρ0 and ∂xu0
in Ω0 and λ > 0 depending on the initial mass M0 such that
‖ρ(t, ·)− ρ∞(·)‖L1(R) ≤ Ce−λt .
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Proof. Using the explicit expressions for ∂xη in (2.13), (2.17), and (2.21), we can write the
integrand in (4.2) as
ρ0(x)− M0
2
∂xη(t, x) = −M0
2
ξ(t, x)
where
ξ(t, x) :=

∂xC1
λ1
eλ1t + ∂xC2λ2 e
λ2t in A
− (2∂xC3 + 4∂xC4) e−t/2 − 2∂xC4t e−t/2 in B(
2
1+
)
e−t/2
[(
∂xC5√
 −
∂xC6

)
sin
(√

2 t
)
−
(
∂xC5
 +
∂xC6√

)
cos
(√

2 t
)]
in C
.
Therefore, it is easy to check due to (2.9) that all functions ∂xCi are bounded due to
ρ0, ∂xu0 ∈ C([a0, b0]), and thus, there exists a constant C˜ > 0 such that
‖ξ(t, ·)‖L∞(Ω0) ≤ C˜e−λ˜t
with
λ˜ :=

−λ1 in A
1
2 −  in B
1
2 in C
,
with  > 0 arbitrarily small. Using these estimates back in (4.2), we get
‖ρ(t, ·)− ρ˜(t, ·)‖L1(R) ≤
|Ω0|
2
‖ξ(t, ·)‖L∞(Ω0)M0 ≤
C˜M0|Ω0|
2
e−λ˜t.
The remaining term is also straightforward to estimate, using (4.1) we have
‖ρ˜(t, ·)− ρ∞(·)‖L1(R) ≤
M0
2
∫
Ω0
|χΩ(t) − χΩ∞ |dx ≤ C¯e−λ¯t
and we conclude by taking
C = min
{
C˜M0|Ω0|
2
, C¯
}
, and λ = min{λ˜, λ¯}.

Remark 4.2. Let us point out that one can give more qualitative estimate on the interme-
diate asymptotics of the solutions. Actually, one can prove as in Corollary 4.1 that the L1
difference between any solution and the density profile
ρ¯(t, y) =
M0
|Ω(t)|χΩ(t)(y) for y ∈ R ,
converges exponentially fast to zero. Depending on the different time scales involved, one
can have cases in which this tendency to adjust to ρ¯ is faster initially before the solution
finally relaxes to the global equilibrium ρ∞. Adapting the previous arguments for positive
initial data under the assumptions in Remark 3.1 seems challenging. This needs a smart
control of the tails of the solutions as t → ∞ depending on decaying/growth conditions at
x = ±∞ of the density and the velocity profiles.
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Let us illustrate the results of the last sections with some numerical experiments per-
formed using a particle method to solve the Lagrangian equations (2.1). We refer to [5] for
details on the numerical scheme, see also [17] for related numerical strategies. We use an
initial uniform distribution of nodes given by
ηi(0) = −0.75 + 1.5
n− 1 (i− 1) for i = 1, · · · , n.
The initial density is chosen as
(a) (b)
(c) (d)
Figure 1. Numerical simulation of the system (1.1) in the Lagrangian
variables.- (A), (B): Time behavior of the density and the velocity for a
global existence case (c = 0.6). (C), (D): Time behavior of the density and
the velocity for a finite time blow-up case (c = 1).
ρi(0) =
1
γ
cos
(
pi
xi(0)
1.5
)
,
where the constant γ is fixed so that the total mass M0 :=
∫
R ρ0 dx = 0.2. Concerning the
initial velocity, we choose
ui(0) = −c xi(0) for each node i = 1, · · · , n,
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where the two values of the parameter c will be 0.6 and 1. For the case c = 0.6 there is
global classical solution and for the case c = 1 there is finite-time blow-up according to
Theorem 3.1.
In Fig. 1 (A) and (B), we observe the dynamics of the solution converging towards the
asymptotic profile ρ∞ as t gets larger while the velocity becomes zero everywhere in the
support of ρ. The solution after t = 30 is plotted against the asymptotic profile steady state
ρ∞ in the inlet for further validation.
In Fig. 1 (C) and (D), we show the dynamics of the solution in the blow-up case. In the
density evolution, we observe how the density is squeezing towards the asymptotic profile up
to certain time t = 2.1, after which the density becomes larger and larger at the boundary.
The blow-up is clearer in the velocity profile where we see that the derivative of the velocity
becomes unbounded at the boundary at approximately t = 2.179 as depicted in the inlet.
At this time before several nodes have been removed for the density symmetrically near the
boundary for visualization purposes, whose largest value is 27.94.
Remark 4.3. Observe that the same asymptotic profile ρ∞ is obtained as the large time
asymptotics of the first-order aggregation equation:
∂tρ+∇x · (ρu) = 0, (t, x) ∈ R+ × Rd,
u = −∇xW ? ρ, W (x) = −φ(x) + |x|
2
2
where ∆xφ = 2δ0.
Indeed, one can easily find the dynamics of ρ along its characteristic flow. More precisely,
we get
f ′ = −f(∇x · u)(t, η(t, x)) = −f2(2− dM0f−1).
This and together with the Gronwall inequality yields
f(t, x) =
dM0ρ0
(dM0 − 2ρ0)e−dM0t + 2ρ0 →
dM0
2
as t→∞,
for some x ∈ Ω0. These facts were already analysed both theoretically and numerically in
[2] for the attractive and repulsive Newtonian potentials in any dimension. In fact, the
aggregation equation can be formally understood as the large friction limit of (1.1), see
[19] for related asymptotic limits. Let us also point out that this aggregation equation for
Newtonian repulsive interaction can be obtained from particle dynamics [3].
Remark 4.4. Further extensions for potentials may be possible following the previous strat-
egy. Let us consider a more repulsive force at the origin in our main system (1.1) by defining
the potential W (x) to be
W (x) = −|x|
α
α
+
x2
2
,
with −1 < α < 1. Here, |x|00 := log |x| by definition. It is well known that |x|
α
α is the
fundamental solution of the fractional operator −(−∂xx)(1+α)/2 except a positive constant.
More precisely, one can check that
−(−∂xx)(1+α)/2
( |x|α
α
)
= kδ0
with k > 0, see [18, 25] and [8, 20, 10] for the one dimensional case. These potentials
have been used for first-order aggregations models as in previous remark in [13] and they
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are related to the eigenvalue distribution of random matrices. In particular, the following
relations hold for sufficiently smooth functions ρ
W ∗ ρ = −(−∂xx)−(1+α)/2ρ+ x
2
2
∗ ρ , ∂W ∗ ρ = −
[
∂x(−∂xx)−(1+α)/2
]
ρ+ x ∗ ρ ,
and
−(−∂xx)(1+α)/2(W ∗ ρ) = ρ− (−∂xx)α/2(x ∗ ρ) . (4.3)
Note that in the case α = 0, the derivative of W ∗ ρ is given by the Hilbert transform. The
fractional operator ∂x(−∂xx)−(1+α)/2 when −1 < α ≤ 0 has to be understood in the Cauchy
principal value sense. With this information, we can now write the Euler-type equations for
this potential in Lagrangian coordinates as
f(t, x)
∂η(t, x)
∂x
= ρ0(x), (t, x) ∈ R+ × Ω0, (4.4a)
v′(t, x) + v(t, x) =−
∫
Ω(t)
∂W (η(t, x)− y)ρ(t, y)dy
=
∫
Ω0
[
∂x(−∂xx)−(1+α)/2
( |x|α
α
)]
(η(t, x)− η(t, y))ρ0(y) dy
−
∫
Ω0
(η(t, x)− η(t, y))ρ0(y) dy . (4.4b)
Now, we would like to proceed by formally applying the differential operator ∂αt to (4.4b)
taking into account (4.3) to find
∂αt (v
′) + ∂αt (v) =
∫
Ω0
δ(η(t, x)− η(t, y))(v(t, x)− v(t, y))αρ0(y) dy
− ∂αt (η)M0 + ∂αt
(∫
Ω0
η(t, y)ρ0(y) dy
)
=− ∂α−1t (v)M0 + ∂α−1t
(∫
Ω0
v(t, y)ρ0(y) dy
)
,
in case we are able to use the following chain rule for fractional derivatives
∂αx f(g(x)) = (∂
α
g f(g))
∣∣
g=g(x)
(∂xg(x))
α .
It is unclear though how to rigorously justify such chain rule, see [16, Lemma 12] for non-
smooth settings. Assuming that ∂α−1t is the inverse operator of ∂
1−α
t , then we recover for
α = 1 our core formula (2.4). Using (2.3) we can compute
∂α−1t
(∫
Ω0
v(t, y)ρ0(y) dy
)
= ∂α−1t
(
e−t
∫
Ω0
(ρ0u0)(y) dy
)
= M1∂
α−1
t
(
e−t
)
,
by setting w = ∂α−1t (v), we finally have
w′′ + w′ +M0w = M1∂α−1t
(
e−t
)
. (4.5)
Hence, we could try to solve the differential equation (4.5) to get the explicit solution w.
However, recovering v and other quantities also needs a careful inversion of the involved
fractional operators.
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5. Blow-up phenomena of the system (1.1) with pressure and viscosity
In this section, we consider the barotropic compressible damped Navier-Stokes-Poisson
equations with non-local interaction forces:
∂tρ+ ∂x(ρu) = 0, (t, x) ∈ R+ × Ω(t), (5.1a)
∂t(ρu) + ∂x(ρu
2) + ∂xp(ρ)− ∂x(µ(ρ)∂xu) = −ρu− (∂W ? ρ)ρ, (5.1b)
where W (x) = −|x|+ |x|22 , subject to initial density and velocity
(ρ(t, ·)u(t, ·))|t=0 = (ρ0, u0). (5.2)
Here the pressure law p and the viscosity coefficient µ are given by p(ρ) = ργ and µ(ρ) = ρα
with γ, α > 1.
Note that the term ρ−1∂xp is well-defined for the possible vacuum states ρ = 0 if γ > 1.
We also notice that the pressure term in the system (5.1) can be formally derived from part
of the potential term ρ(∂xW ? ρ) by localizing part of W near the origin. In this formal
derivation, we obtain the system (5.1) with γ = 2.
For the investigation of the finite-time blow-up, we assume that there exists a smooth
(ρ, u) ∈ C2×C3 solutions in R× [0, T ∗) to the system (5.1) emanating from the initial data
(5.2) such that  ∑
0≤k≤2
|∂kxρ0(a0)|
 ∑
0≤k≤2
|∂kxρ0(b0)|
 = 0. (5.3)
By setting d = ∂xu, we can easily verify that
ρ˙ = −ρd,
d˙ = −d2 − d− ∂x(ρ−1∂xp(ρ)) + ∂x(ρ−1∂x(µ(ρ)∂xu)) + 2ρ−M0,
(5.4)
where ξ˙ denotes the material derivative of ξ. Then it follows from (5.1b) as in [12, Lemma
2.1] that
∑
0≤k≤2
|∂kxρ(t, η(t, x))| ≤
∑
0≤k≤2
|∂kxρ0(x)| exp
C ∑
1≤k≤3
∫ t
0
|∂kxu(s, η(s, x))| ds
 . (5.5)
We also notice that
∂x(ρ
−1∂xργ) = γ(γ − 2)ργ−3(∂xρ)2 + γργ−2∂2xρ, (5.6)
and
∂x(ρ
−1∂x(µ(ρ)∂xu)) = ρα−1∂3xu+ (2α− 1)ρα−2∂xρ∂2xu+ αρα−2∂2xρ∂xu
+ α(α− 2)ρα−3(∂xρ)2∂xu.
(5.7)
Thus the right hand sides of the equalities (5.6) and (5.7) are bounded if γ, α ∈ {2}∪ [3,∞),
and
∑
0≤k≤2 |∂kxρ| and
∑
1≤k≤3 |∂kxu| are bounded. Taking into account (5.5) and (5.3), we
deduce  ∑
0≤k≤2
|∂kxρ0(a(t))|
 ∑
0≤k≤2
|∂kxρ0(b(t))|
 = 0 for t ∈ [0, T ∗).
Moreover it follows from (5.6) and (5.7) that
∂x(ρ
−1∂xp)(t, y) = 0 and ∂x((ρ−1∂x(µ(ρ)∂xu))(t, y) = 0,
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either for y = a(t) or y = b(t) for all t ∈ [0, T ∗). This implies from (5.4)2 that
either (d˙+ d2 + d+M0)(a(t)) = 0 or (d˙+ d
2 + d+M0)(b(t)) = 0, (5.8)
for all t ∈ [0, T ∗).
Theorem 5.1. Let (ρ, u) be a C2 × C3 classical solution in R× [0, T ∗) to the system (5.1)-
(5.2) with γ, α ∈ {2} ∪ [3,∞). Assume that either x = a0 or x = b0 satisfies∑
0≤k≤2
|∂kxρ0(x)| = 0 and d0(x) := d(0) < d− =
−1−√1− 4M0
2
.
Then T ∗ is finite. Furthermore, we have
T ∗ ≤ min
x∈{a0,b0}
1
d− − d0(x) .
Proof. It follows from (5.8) that for 1− 4M0 > 0
d˙ = −(d2 + d+M0) = −(d− d+)(d− d−), where d± = −1±
√
1− 4M0
2
.
If d0 < d−, then
d˙ ≤ −(d− d−)2 and d ≤ d0 − d−
1 + (d0 − d−)t + d−.
Since d0 − d− < 0, thus d(t, y) = ∂xu(t, y) with y = a(t) or y = b(t) will blow up before the
time T ∗ which satisfies
T ∗ ≤ min
x∈{a0,b0}
1
d− − d0(x) .
This completes the proof.

Remark 5.1. Theorem 5.1 can be generalized to the case of compactly supported initial
density with possible vacuum regions ρ0 = 0.
Appendix A. Existence and uniqueness of local-in-time classical solutions
In this section, we study the existence of local-in-time classical solutions to the system
(2.1). We prove the following theorem
Theorem A.1. Let s ≥ 1. Suppose that (ρ0, u0) ∈ Hs(Ω0) × Hs+1(Ω0). Then for any
constants 0 < M < M˜ there exists a T0 > 0, depending only on M and M˜ , such that if
‖u0‖Hs+1 < M , then the system (2.1) has a unique solution (f, v) ∈ C([0, T0];Hs(Ω0)) ×
C([0, T0];Hs+1(Ω0)) satisfying
sup
0≤t≤T0
‖v(t, ·)‖Hs+1 ≤ M˜.
Proof. We approximate the solutions of system (2.1) by the sequence ηn, vn solving the
integro-differential system:
∂tη
n+1(t, x) = vn(t, x), x ∈ Ω0, t > 0, (A.1a)
∂tv
n+1(t, x) = −vn+1(t, x)−
∫
Ω0
∂W (ηn+1(t, x)− ηn+1(t, y))ρ0(y) dy, (A.1b)
with the initial data and first iteration step defined by
(ηn(t, x), vn(t, x))|t=0 = (x, u0) for all n ≥ 1, x ∈ Ω0,
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and
v0(t, x) = u0, (t, x) ∈ R+ × Ω0.
To simplify the notation, from now on we drop the dependence on the spatial domain in
the symbols of functional spaces.
• Step 1. (Uniform bounds): We claim that there exists T0 > 0 such that
sup
0≤t≤T0
‖vn(t, ·)‖Hs+1 ≤ M˜ for n ∈ N ∪ {0}.
To prove this claim, we use an induction argument. In the first iteration step, we find that
sup
0≤t≤T
‖v0(t, ·)‖Hs+1 = ‖u0‖Hs+1 ≤M < M˜.
Let us assume that
vn ∈ C([0, T ];Hs) and sup
0≤t≤T
‖vn(t, ·)‖Hs+1 ≤ M˜,
for some T > 0. Then we check that the linear approximations (ηn+1, vn+1) from the system
(A.1) are well-defined and they satisfy (ηn+1, vn+1) ∈ C([0, T ];Hs+1)× C([0, T ];Hs+1). We
begin by estimating ηn+1. It follows from (A.1a) that
ηn+1(t, x) = x+
∫ t
0
vn(s, x) ds and ∂kxη
n+1(t, x) = δk,1 +
∫ t
0
∂kxv
n(s, x) ds,
for k ≥ 1, where δk,1 denotes Kronecker delta, i.e., δk,1 = 1 if k = 1 and δk,1 = 0 otherwise.
From this expression, it is straightforward to get
‖ηn+1(t, ·)‖L2 ≤ C|Ω0|+
∫ t
0
‖vn(s, ·)‖L2 ds ≤ C|Ω0|+ T‖vn‖L∞(0,T ;L2)
and
‖ηn+1(t, ·)‖H˙k ≤
√
|Ω0|δk,1 +
∫ t
0
‖vn(s, ·)‖H˙kds ≤
√
|Ω0|δk,1 + T‖vn(s, ·)‖H˙k ,
for some T > 0, where H˙k represents the homogeneous Sobolev space. This yields
sup
0≤t≤T
‖ηn+1(t, ·)‖Hs ≤ C(Ω0) + TM˜ =: C0.
Moreover, we find that there exists T1, such that 0 < T ≤ T and
∂xη
n+1(t, x) = 1 +
∫ t
0
∂xv
n(s, x) ds ≥ 1− T1M˜ > 0.
For the estimate of ‖vn‖Hs+1 , we first notice that
sgn(ηn+1(t, x)− ηn+1(t, y)) = sgn(x− y) for t ∈ [0, T ],
since ηn+1(t, x) is uniquely well-defined, i.e., there are no crossing between trajectories.
This enables us to rewrite (A.1b) as
∂tv
n+1(t, x) = −vn+1(t, x) +
∫
Ω0
sgn(x− y)ρ0(y) dy− ηn+1(t, x)M0 +
∫
Ω0
ηn+1(t, y)ρ0(y) dy,
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and further, solving the above ODE we get
vn+1(t, x) = u0(x)e
−t + (1− e−t)
(
2
∫ x
a0
ρ0(y) dy −M0
)
−M0
∫ t
0
e−(t−s)ηn+1(s, x) ds
+
∫ t
0
∫
Ω0
e−(t−s)ηn+1(s, y)ρ0(y) dy ds.
(A.2)
For the spatial-derivative, we easily find
∂kxv
n+1(t, x) = ∂kxu0(x)e
−t + 2(1− e−t)∂k−1x ρ0(x)−M0
∫ t
0
e−(t−s)∂kxη
n+1(s, x) ds, (A.3)
for k ≥ 1. Then, we obtain from (A.2) and (A.3) that
‖vn+1(t, ·)‖L2 ≤ e−t‖u0‖L2 +M0(1− e−t)
√
|Ω0|+M0
∫ t
0
e−(t−s)‖ηn+1(s, ·)‖L2 ds
+
√
|Ω0|
∫ t
0
∫
Ω0
e−(t−s)ηn+1(s, y)ρ0(y) dy ds
≤ e−t‖u0‖L2 +
(√
|Ω0|M0 +M0C1 + C1|Ω0|‖ρ0‖L∞
)
(1− e−t)
= e−t‖u0‖L2 + (M0(C1 +
√
|Ω0|) + C1|Ω0|‖ρ0‖L∞)(1− e−t)
and
‖vn+1(t, ·)‖H˙k ≤ e−t‖u0‖H˙k +
(
2‖ρ0‖H˙k−1 +M0C1
)
(1− e−t) for k ≥ 1,
respectively. Thus we conclude
‖vn+1(t, ·)‖Hs+1 ≤ e−t‖u0‖Hs+1 + C2(1− e−t), (A.4)
where C2 > 0 is given by
C2 := M0(C1 +
√
|Ω0|) + ‖ρ0‖L∞C1|Ω0|+ 2‖ρ0‖Hs +M0C1.
The r.h.s. of (A.4):
h(t) := e−t‖u0‖Hs+1 + C2(1− e−t),
is a decreasing function of time and h(0) = ‖u0‖Hs+1 < M < M˜ . This implies that we can
choose T0 small enough such that 0 < T0 ≤ T1 and
sup
0≤t≤T0
‖vn+1(t, ·)‖Hs+1 ≤ M˜.
• Step 2. (Cauchy estimates): Set
ηn+1,n(t, x) := ηn+1(t, x)− ηn(t, x) and vn+1,n(t, x) := vn+1(t, x)− vn(t, x).
Then we find that ηn+1,n and vn+1,n satisfy
ηn+1,n(t, x) =
∫ t
0
vn,n−1(s, x) ds
and
vn+1,n(t, x) = −M0
∫ t
0
e−(t−s)ηn+1,n(s, x) ds+
∫ t
0
∫
Ω0
e−(t−s)ηn+1,n(s, y)ρ0(y) dy ds.
This yields
‖ηn+1,n(t, ·)‖L2 ≤
∫ t
0
‖vn,n−1(s, ·)‖L2 ds
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and
‖vn+1,n(t, ·)‖L2 ≤M0
∫ t
0
e−(t−s)‖ηn+1,n(s, ·)‖L2 ds+ ‖ρ0‖L∞
√
|Ω0|
∫ t
0
e−(t−s)‖ηn+1,n(s, ·)‖L2 ds
≤ (M0 + ‖ρ0‖L∞
√
|Ω0|)
∫ t
0
‖ηn+1,n(s, ·)‖L2 ds.
Introducing ∆n+1η,v (t) := ‖ηn+1,n(t, ·)‖L2 + ‖vn+1,n(t, ·)‖L2 and combining the above esti-
mates, we get
∆n+1η,v (t) ≤ C
∫ t
0
∆nη,v(s) ds for some C > 0.
This implies
‖ηn+1,n(t, ·)‖L2 + ‖vn+1,n(t, ·)‖L2 .
Tn+10
(n+ 1)!
,
for t ≤ T0. Thus, we find that (ηn(t, x), vn(t, x)) is a Cauchy sequence in C([0, T0];L2) ×
C([0, T0];L2).
• Step 3. (Regularity of limiting functions): It follows from Step 2 that there exist limit
functions η and v such that
(ηn, vn)→ (η, v) in C([0, T0];L2)× C([0, T0];L2).
Interpolating this with the uniform bound estimates in Step 1, we obtain
(ηn, vn)→ (η, v) in C([0, T0];Hs)× C([0, T0];Hs) as n→∞. (A.5)
We now claim that (η, v) ∈ C([0, T0];Hs+1) × C([0, T0];Hs+1). Note that we can easily
check that v ∈ C([0, T0];Hs+1) implies η ∈ C1([0, T0];Hs+1) due to the above convergence
and (A.1a). Thus, it suffices to show that v ∈ C([0, T0];Hs+1). It follows from Step 1 that
there exists a weakly convergent subsequence vnk ⇀ v˜ as k →∞, such that
‖v˜(t, ·)‖Hs+1 ≤ lim inf
k→∞
‖vnk(t, ·)‖Hs+1 , t ∈ [0, T0],
for some v˜ ∈ L∞(0, T ;Hs+1). This together with (A.5) yields
v˜(t) = v(t) in Hs+1 for each t ∈ [0, T0].
Thus we have
sup
0≤t≤T0
‖v(t, ·)‖Hs+1 ≤ M˜.
We next show that
v ∈ Cw([0, T0];Hs+1), i.e., v(t) ⇀ v(t0) in Hs+1 as t→ t0, (A.6)
for t0 ∈ [0, T0]. Without loss of generality, we may assume t0 = 0. Then we obtain from the
weak lower semi-continuity and (A.5) that
‖u0‖Hs+1 ≤ lim inf
t→0+
‖v(t)‖Hs+1 . (A.7)
Thus the weak continuity can be obtained from the strong convergence (A.5) and (A.7).
Indeed, for a sequence tk ⊂ [0, T ] such that tk → 0 as k → ∞, we have limk→∞ ‖v(tk) −
u0‖Hs → 0 due to (A.5) and ‖u0‖Hs+1 ≤ M˜ .
On the other hand, it follows from (A.4) and the weak lower semi-continuity that
lim sup
t→0+
‖v(t, ·)‖Hs+1 ≤ ‖u0‖Hs+1 . (A.8)
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Combining (A.7) and (A.8), we find
‖v(t, ·)‖Hs+1 → ‖v(t0, ·)‖Hs+1 ,
as t→ t0+, and this together with (A.6) implies
lim
t→t0+
‖v(t)− v0‖Hs+1 = 0 for t0 ∈ [0, T0].
For the continuity from the left hand side, we use a change of variable t 7→ T0− t by taking
into account the time-reversed problem.
• Step 4. (Existence): In Step 3, we found
(ηn, vn)→ (η, v) in C([0, T0];Hs),
and this implies that the limit functions (η, v) are solutions to (1.3)-(2.1b) in the sense of
distributions. In Step 3, we also proved that (η, v) ∈ C([0, T0];Hs+1) and
sup
0≤t≤T0
‖v(t, ·)‖Hs+1 ≤ M˜.
Subsequently, we get
inf
0≤t≤T0
inf
x∈Ω0
∂xη(t, x) > 0.
Finally, we use the expression for f in (2.1a) together with the above estimate of ∂xη to
deduce f ∈ C([0, T0];Hs).
• Step 5. (Uniqueness): Let (f, v) and (f˜ , v˜) be the two classical solutions constructed
in the previous steps corresponding to the same initial data (ρ0, u0). Set η and η˜ the
trajectories with respect to v and v˜, respectively, i.e.,
∂tη(t, x) = v(t, x) and ∂tη˜(t, x) = v˜(t, x) for (t, x) ∈ [0, T0]× Ω0.
Then similarly as in Step 2 we get
‖v(t, ·)− v˜(t, ·)‖L2 ≤ C
∫ t
0
‖v(s, ·)− v˜(s, ·)‖L2 .
This yields
v ≡ v˜ in C([0, T0];L2).
Furthermore, we can easily check v = v˜ in C([0, T0];Hs+1) by using the similar argument as
before, in Step 3. In particular, this concludes
∂xη(t, x) = ∂xη˜(t, x) in C1([0, T0];Hs).
Hence, we obtain
f(t, x) =
ρ0(x)
∂xη(t, x)
=
ρ0(x)
∂xη˜(t, x)
= f˜(t, x) in C([0, T0];Hs).

Remark A.1. It follows from Theorem A.1 that
(f, v) ∈ (C1([0, T ];Hs−1) ∩ C([0, T0];Hs))× (C1([0, T ];Hs) ∩ C([0, T0];Hs+1))
for s ≥ 1, due to the structure of the system (2.1). In particular, if s = 2, then we have
(f, v) ∈ (C1([0, T ]; C(Ω0)) ∩ C([0, T0]; C1(Ω0)))× (C1([0, T ]; C1(Ω0)) ∩ C([0, T0]; C2(Ω0))) .
Using the regularity for v, we get
η′ = v ∈ C([0, T0]; C2(Ω0)), i.e., η ∈ C1([0, T0]; C2(Ω0)). (A.9)
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On the other hand, by expanding the interaction term in (2.1b), we find
v′ = −v −M0η +
∫
Ω0
xρ0(x) dx+ (1− e−t)
∫
Ω0
ρ0(x)u0(x) dx, (A.10)
due to
d
dt
∫
Ω0
η(t, x)ρ0(x) dx = e
−t
∫
Ω0
ρ0(x)u0(x) dx.
This and together with the regularity for η and v yields
v ∈ C1([0, T0]; C2(Ω0)),
and again use the above regularity, (A.9), and (A.10) to obtain
v ∈ C2([0, T0]× Ω0).
For the regularity of f , we easily find that
f =
ρ0
∂xη
∈ C1([0, T0]× Ω0),
since
ρ0 ∈ C1(Ω0) and ∂xη ∈ C1([0, T0]× Ω0).
Hence if we assume (ρ0, u0) ∈ H2(Ω0)×H3(Ω0), we have the unique local-in-time C1 × C2-
solution (f, v) for the system (2.1).
By using this local-in-time existence and uniqueness results, it is trivial to construct
classical solutions to the problem (1.1) in the sense given in the introduction up to a
maximal time interval T > 0 by the standard procedure of continuing the solutions as
long as the bounds are satisfied.
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