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La estandarización de las prendas de vestir, ha ocasionado tener tablas de tallas de ropa 
listas para usar, la cual no tiene armonía con un cuerpo humano “no estándar”; 
ocasionando desordenes emocionales; además, esto genera una disconformidad en estas 
prendas, generando que terminen en la basura, sumando a la contaminación del medio 
ambiente y desperdicios de recursos energéticos; todo esto ocasiona grandes pérdidas 
económicas a la humanidad; asimismo, debido al descuido tecnológico frente a esta 
problemática; esta investigación, haciendo el uso inteligente del procesamiento digital de 
imágenes y redes neuronales, desarrolla una metodología tecnológica para la 
recomendación automática de la talla de polos masculinos de forma no presencial, 
obteniéndolo con éxito, mediante 4 pasos fundamentales: la segmentación de la silueta 
humana, la ubicación de puntos antropométricos (cadera, cintura, pecho, codos, hombros), 
el escalamiento de pixeles a milímetros y la determinación de la talla ideal de acuerdo a la 
tabla del fabricante. En estudio se tuvo la colaboración de 20 personas; en los resultados, 
se obtuvo errores en las mediciones estimadas, frente a las reales, por debajo de 1%; 
asimismo la recomendación de tallas de polos tuvo un rendimiento del 80%; no obstante, 
esta investigación demuestra la necesidad de obtener prendas de vestir a medida, a un 
bajo costo. Esta investigación, es un gran paso al desarrollo tecnológico para la industria 
textil, ya que utiliza algoritmo computacionales de machine Learning. 
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The standardization of clothing has led to ready-to-wear clothing size charts, which are not 
in harmony with a “non-standard” human body; causing emotional disturbances; in addition, 
this generates a disagreement in these garments, causing them to end up in the garbage, 
adding to the pollution of the environment and the waste of energy resources; all this causes 
great economic losses to humanity; likewise, due to the technological neglect in the face of 
this problem; this research, making intelligent use of digital image processing and neural 
networks, develops a technological methodology for the automatic recommendation of the 
size of the male poles remotely, obtaining it successfully, through 4 fundamental steps: the 
segmentation of the human silhouette , the location of anthropometric points (hips, waist, 
chest, elbows, shoulders), the scaling of pixels to millimeters and the determination of the 
ideal size according to the manufacturer's table. This research had the collaboration of 20 
people; in the results, errors were obtained in the estimated measurements, with respect to 
the real ones, below 1%; likewise, the recommendation of pole sizes had a performance of 
80%; however, this research demonstrates the need for low-cost, tailored clothing. This 
research is a great step towards technological development for the textile industry, as it 
uses computational machine learning algorithms. 
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En la antigüedad, aproximadamente en la era de hielo, el uso de prendas de vestir fue con 
la finalidad de protegerse del frio; posteriormente, en la era del Renacimiento, con el 
surgimiento de la profesión de los costureros, empezó la era de la “moda”, generando que 
estas sean manipuladas para cada tipo de cuerpo, esto solo era un privilegio de las familias 
de alta capacidad adquisitiva; años más tarde; debido al excesivo aumento de la demanda 
de prendas de vestir de la clase baja y la gran explosión demográfica, esta se estandarizo, 
mediante tabla de tallas ropa; en la actualidad, la mayor parte de ropa esta estandarizada 
de acuerdo a las tablas de tallas de cada fabricante y cada marca. 
Por otro lado, al haber mucha diferencia en las tablas de talla de ropa, debido a la 
protección de datos de cada empresa, esto genera que la selección de prendas de ropa 
sea de manera presencial; puesto que, una persona puede ser una talla de ropa en una 
marca y en otra marca sea, una diferente; lo cual genera, un problema de mala selección 
o ajuste; por estos motivos, el comercio electrónico en prendas de vestir, no tiene mucha 
acogida por los usuarios  
Debido a la coyuntura actual, muchas tiendas por departamento ya no ofrecen el uso de 
sus vestuarios, por lo que no se puede realizar pruebas físicas de estas; por este motivo 
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esta investigación busca lograr una mayor interacción de lo físico con lo virtual en polos 
masculinos, mediante tecnología de punta; haciendo el uso inteligente del procesamiento 
digital de imágenes con redes neuronales artificiales, para la estimación de medidas 
antropométricas, las cuales sirven para realizar una selección computacional de los polos 
masculinos más acorde al cuerpo de la personas, frente a la tabla de talla de cada 
fabricante o marca. 
Además, esta investigación busca ser una herramienta tecnológica para la industria 
manufacturaría textil personalizada, para el impulso del comercio electrónico, logrando 
satisfacer al descuidado consumidor de polos masculinos, si bien es cierto que esta 
investigación es limitada por su alcance, se busca ser un paso fundamental,  para futuras 
investigaciones de mayor rendimiento; puesto que en el año 2010, metodologías similares, 
eran de manera manual y limitadas, posteriormente fueron mejorando con el 
procesamiento digital de imágenes y algoritmos limitados; pero en la actualidad con la 
ayuda de redes neuronales artificiales, en tan solo 10 años después, esta investigación 
logro la ubicación de puntos característicos útiles en la selección y fabricación de polos 
masculinos de manera automática, sin limitaciones de la pose humana; asimismo se logró 
la extracción de fondo y la silueta, sin la necesidad de un fondo único; obteniendo 












1.1. Descripción de la situación problemática  
1.1.1. Realidad social  
Desde hace años atrás, se afirmaba como consejo coloquial, que las prendas de vestir que 
una persona llevaba puesta, debía ir acorde a la profesión o a una condición laboral que 
uno deseaba ser, pero no existía investigaciones científicas o tecnológicas que lo 
corroboren; sin embargo, en la actualidad en los estudios de las  Universidades de Notre 
Dame, Penn State y Kentucky [1] se ha logrado demostrar que las vestimentas y/u objetos 
que una persona utiliza interviene significativamente en la autoestima, en estos estudios 
se comprobó que las personas que llevaban puesto “ropa cara”, tenían más confianza en 
ellos mismos y realizaban mejor sus actividades, todo esto se confirmó puesto que, en el 
desarrollo de la etapa de validez de estos estudios, a un equipo de golf, se les indico que 
utilizarían palos de la Marca Nike, no obstante, estas eran de una marca no tan reconocida, 
este simple acto elevo las efectividad del equipo en un 20%, ya que los jugadores se 
identificaban como profesionales de alto rango como Rony Mcllory, quien utiliza la misma 
marca; por otro lado, en otra prueba de validez, se utilizó a participantes en matemáticas 
para que pongan tapones, y cuando se les dijo que utilizarían la marca 3M, el rendimiento 
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mejoro como el caso inicial; estos son dos ejemplos de los muchos que se realizó para el 
desarrollo global de estos estudios, dando por conclusión, que el uso de determinados 
productos que tienen altas prestaciones aumentan la autoestima, por lo cual se obtiene 
que una persona se sienta con más confianza, además reduzca la ansiedad y el 
nerviosismo, mejorando el rendimiento laboral y académico.  
El “¿Cómo vestir?”, influye trascendentalmente puesto que, la autoestima es la percepción 
que cada persona tiene de sí misma, sin embargo se piensa con mucha frecuencia que “el 
llegar a ser millonario” o “tener poder”, te hará sentir a gusto completamente; por otro lado, 
las prendas que uno lleva es un potente agente comunicador en las relaciones 
intrapersonales; la experta en imagen y comunicación Lotty Castillo [2], afirma que el 
“Outfit” es una de los tipos de comunicación no verbal más poderosa que hay, ya que en la 
sociedad peruana se da mucha importancia a las apariencias personales.  
Los estereotipos, modelos de TV y prejuicios en la sociedad Peruana, influyen en las 
personas, ya que ocasionan que estas, obtén por dietas extremas, ocasionando trastornos 
alimenticios, cirugías plásticas, gastos excesivos en prendas de vestir, que solo se usan 
una vez; las personas, donde en su mayoría las mujeres, luchan por encajar en la sociedad, 
conllevan a sacrificar el amor propio, con tal de ser aceptados o aceptadas por sus círculos 
de amistades, incluso de solo percibir halagos de personas cercanas; con el pasar de los 
años las personas están menos satisfechas con su cuerpo, llegando a perder la motivación 
de disfrutar de sus propias esencias físicas, y darse cuenta que cada persona es valiosa; 
la antropóloga Paula Pinto [3], afirma que mediante encuestas todas las mujeres sin 
importar su contextura afirmaron que deberían bajar de peso, confirmando que 
educativamente se ha dado mayor enfoque a cuidar y amar al otro que de sí mismo.  
Según la OMS (Organización mundial de Salud) [4], resalta que los trastornos  alimenticios 
son algunos de los problemas de salud mental, donde los expertos indican que estos 
trastornos, se deben a las presiones que tienen las redes sociales; la psiquiatra infantil 
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Sandeep Ranote [4], declara que muchas plataformas virtuales tienen las posibilidad de 
editarse, llevando a los usuarios a vivir una vida virtual falsa, asimismo diversos usuarios 
de estas redes afirman que deben  “verse igual en aspecto como en vestimenta”  a diversas 
celebridades que comparten sus fotografías por esos mismos medios de comunicación de 
masas. Por otro lado, A. Claudia [5] afirma que una de las enfermedades, producto de “el 
verse bien”, es la anorexia, la cual es el temor a engordar, ya que, se ocasiona cuando se 
tiene  una imagen distorsionada del cuerpo, evitando comer para mantener la contextura 
delgada, pese a que no lo necesiten, llegando a “matarse” de hambre, con el simple hecho 
de tener una figura muy delgada; por otra parte, está la bulimia, la cual es la exageración 
de alimentación para posteriormente arrojarlos con laxantes, purgantes o vómitos; estas 
enfermedades son ocasionadas por trastornos mentales, las cuales ocasionan que las 
personas quieran sentirse agradables para la sociedad, aun así esto les ocasione daños 
en la salud.  
1.1.2. Realidad económica 
Según el diseñador Adolf Finseth [6], quien tiene 5 años de experiencia en la sastrería 
personalizada, le toma 30 minutos de tiempo brindar una asesoría, donde el interesado 
comenta la variedad de ropa que utiliza y para cada oportuno momento, las sugerencias 
que ofrece va de acuerdo del cuerpo de cada persona, el cual toma de 3 a 4 semanas en 
la fabricación de cada traje, ya que se tiene que realizar hasta 3 visitas al hogar del cliente, 
este servicio que brinda tiene un costo que oscila entre los 3000 a 10 000 Nuevos Soles, 
no obstante uno de los trajes más caros fue de $15 000, adicionalmente afirma que en 
temporadas altas los pedidos pueden tomar en realizarse hasta en 2 meses; por otro lado, 
Yorgo Stratouris [6] cobra como mínimo 2670 nuevos soles en realizar un traje a medida. 
Con esta información se deduce que tener un asesoramiento personalizado de vestidos, 
toma mucho tiempo y los costos son para personas con alta capacidad adquisitiva, además 
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los lugares donde se fabrican y diseñan estas prendas son en sitios lujosos y requiere que 
sean de forma únicamente presencial.  
Por otra parte, el crecimiento de los “Fast Fashion” en el Perú [7], llegan en ventas a más 
de $2 000 por m2, estos lugares realizan el cambio rápido de stocks en prendas de vestir, 
suelen variar su lote de 10 a 12 veces al año, con ediciones únicas (Special Edition), 
acelerando las decisiones de los consumidores, además de aumentar el interés a regresar, 
puesto que la moda ira variando en corto tiempo; no obstante las compras virtuales de 
mayor frecuencia son los electrodomésticos  y artículos electrónicos con un 80% dejando 
a las vestimentas en segundo lugar, debido a la ínfima interacción física y virtual; además 
una de las estrategias para aumentar ventas de las tiendas, se hacen manipulando las 
medidas de las tallas con lo que se logra captar a determinados tipos de consumidores de 
distintas variedades de prendas.  
1.1.3. Realidad tecnológica 
La necesidad de interactuar el espacio físico y virtual para el diseño de las vestimentas, 
incluyendo probadores virtuales cada vez es una realidad, puesto que en el Museo del 
Diseño de Barcelona [8], se encuentra un prototipo que realiza dichas funciones, donde se 
logra visualizar a las personas con colecciones de modas de diversas marcas y reciben 
asesoramiento para el outfit ideal, para posteriormente realizar compras de artículos desde 
sus Smartphones, esta maquinaria es muy elevada en inversión por eso solo funciona 
aproximadamente 24 horas a la semana y solo esta como prototipo. Por otro lado, debido 
a la coyuntura actual del COVID-19, la industria manufacturera textil ha sufrido un impacto 
significativo, debido a las limitadas estrategias de ventas, en su mayoría estos modelos de 
negocios requieren interacción físicas entre las prendas de vestir, por estos motivos 
grandes tiendas, una de ella El emporio textil Gamarra [9], ha impulsado nuevas estrategias 




1.1.4. Realidad ambiental 
La ONU (Organización de las Naciones Unidas) [10] indica que las tendencias Fast 
Fashion, tiene un consumo del 20% de aguas residuales y que se requiere más de 10 000 
litros de agua para la fabricación de tan solo un kilo de algodón, haciendo que la moda de 
bajo costo produzca consecuencias medioambientales al planeta tierra, los índices 
estadísticos de la ONU, afirman que la industria de la moda, es la segunda  actividad que 
más contamina el planeta, ya que en primer lugar está el petróleo, esta contaminación es 
debido a las exorbitantes demandas que se requiere de recursos hídricos, eléctricos y 
químicos, utilizados para fabricar fibras sintéticas, sumado a todo esto que el aumento de 
“ropa barata” ha aumentado un 400% y las cifras siguen creciendo.  
1.2. Objetivos de la investigación  
1.2.1. Objetivo principal  
Desarrollar una metodología para la estimación automática de tallas de polos masculinos 
empleando principios antropométricos mediante algoritmos de machine learning. 
1.2.2. Objetivos secundarios 
Desarrollar un algoritmo para la segmentación de la silueta humana utilizando técnicas de 
procesamiento  digital de imágenes y machine learning.  
Identificar y escalar los puntos antropométricos superiores en la silueta humana mediante 
machine learning. 
Desarrollar un algoritmo para el escalamiento de pixeles a milímetros mediante técnicas de 
procesamiento digital de imágenes.  
Clasificar y determinar la talla que más se aproxime a lista del fabricante a selección 





Con esta investigación se ha desarrollado una nueva herramienta tecnológica para la 
industria manufacturera textil de polos, ya que con el uso inteligente y manipulación de 
algoritmos con inteligencia artificial se logra estimar las tallas de polos para cada tipo de 
persona, impulsando la interacción del espacio físico – virtual, por lo que se podría reducir 
los grandes espacios físicos que requiere una tienda física, asimismo esta herramienta 
estaría a la disponibilidad total de los consumidores, ya sea en la mañana, tarde o noche, 
sin límites a un horario de atención diurna como lo es tradicionalmente, dando coherencia 
al ecosistema del comercio electrónico; esta herramienta recomienda y selecciona la mejor 
talla de polo de acuerdo a la silueta humana, dando solución a un problema común, el cual 
es que diversas marcas usan patrones personalizados, ocasionando que las prendas 
oscilen en medidas, lo que en una marca es una talla, en otra marca es otra, generando 
así desfases y confusión al consumidor. Al seleccionar una talla optima se obtiene un mayor 
impacto en los consumidores, aumentando el valor emocional de la prenda de vestir, por 
ende la autoestima; el no poder seleccionar virtualmente una talla ideal tiene grandes 
porcentajes de ocasionar desbalances emocionales, puesto que cuando el usuario intente 
realizar el cambio, deberá realizarlo presencialmente o si el cambio no fuera presencial se 
tendría que esperar hasta un nuevo stock de la talla en ese modelo, debido a que 
normalmente las prendas de vestir suelen agotarse por la tendencia de los Fast Fashion 
que son ediciones limitadas, prolongando así los tiempos de entrega y/o generando 
disgustos en los consumidor, ya que lo más probable es que no obtengan la prenda 
selecciona inicial y tenga que seleccionar otra. El desarrollo de esta herramienta generara 
a futuro que los precios sean más competitivos frente a los exorbitantes precios de los 
modistas tradicionales y/o el scanner 3D; además la rapidez de adquisición de esta 
información en segundos, mejorando óptimamente los tiempos de entrega y la logística. 
Este instrumento tecnológico será de mucha utilidad en el emprendimiento textil, puesto 
que al tener una recomendación mediante inteligencia artificial dará más confiabilidad a los 
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usuarios finales, impulsado así las compras y ventas inteligentes, además genera que el 
bajo porcentaje de consumo electrónico que hay en la actualidad en la industria textil llegue 
a posicionarse con mayor aceptación en los usuarios; por otro lado, logrando la satisfacción 
de prendas de vestir en las personas, se reducirá los desechos textiles a la basura, 
permitiendo así el uso limitado de recursos hídricos y químicos en el rubro mencionado; 
por último, tecnológicamente esta investigación servirá como núcleo para futuras 
optimizaciones, no solo para recomendar tallas de polos masculinos, sino también 
pantalones, camisa, vestidos, trajes, entre otros; asimismo, se podrán realizar estudios más 
prometedores para la estimación a detalle de toda la silueta humana, obteniendo mejores 
modelos computacionales y prendas hechas a medida del cuerpo humano; por otro lado, 
también el análisis de datos podrá dar cabida a la generación de nuevas tendencias en 














1.4. Estado del arte  
En el año 2000 en el departamento de ciencias de computación de la universidad de 
Houston [11], se realizó la estimación de la antropometría y pose humana a partir de una 
sola imagen sin calibrar, utilizando el modelamiento de la postura STICK y su sistema de 
coordenadas asociadas. (Fig.1) 
 
Fig.1. Modelo STICK. [11] 
Para el desarrollo de esta investigación se utilizó 4 pasos, el primero fue la selección de 
hitos proyectados, por lo cual se creó un software para la seleccionar de los puntos 
característicos manualmente, además se debía realizar en esa plataforma segmentos de 
punto a punto, paralela al plano de la imagen; en segundo lugar, se utilizó las relaciones 
de aproximación para estimar dichas medidas, únicamente en los segmentos paralelos al 
plano, mientras más paralelos fuesen al plano, mayor la eficiencia de la estimación; tercero, 
se obtiene  mediciones de longitud y ángulos de los puntos característicos, para finalmente 
estimar la antropometría y pose inicial (Fig. 2); este algoritmo presenta varias limitaciones, 
ya que debe ser manual la selección de puntos característicos y solo tiene buen 




Fig. 2. Rendimiento del algoritmo con modelamiento STICK. [11] 
Un año más tarde, en una investigación de la universidad nacional de Tsing Hua de la 
República de China [12] se logró obtener una construcción de modelos humanos 3D a partir 
de imágenes 2D frontales y laterales, esta investigación demandaba que se realizara una 
fotografía de la vista frontal y otra de la vista lateral; estas imágenes se pre-procesaban 
inicialmente, en imágenes binarias mediante algoritmos básicos de segmentación, para 
luego ser utilizadas con el detector de bordes Canny como se muestra en la Fig. 3.  
 
Fig. 3. Segmentación binaria mediante detector de bordes CANNY. [12] 
Luego se extraen los puntos característicos, mediante un algoritmo de extracción 
automática, para analizar las diferencias direccionales entre dos píxeles de borde 
conectados en la silueta del cuerpo, empleando el algoritmo de Lin & Wang; este algoritmo 
detecta cambios de dirección a 90° ciertas partes del cuerpo y 45° otras partes del cuerpo, 
además, este algoritmo detecta todo los puntos característicos donde la dirección comienza 
a cambiar y es diferente al punto de partida, mediante el uso de la cadena de 8 direcciones, 
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el número 0-7 se utiliza para representar un incremento de 45° en sentido anti-horario, 
obteniendo 38 puntos de la silueta frontal y 22 de la silueta lateral; estos puntos se 
muestran en la Fig. 4.  
 
Fig. 4. Extracción de características mediante algoritmo de Lin & Wang. [12] 
Para el escalamiento de pixeles a centímetros se utilizan algoritmos de proporción, 
obteniendo valores milimétricos; además, las dimensiones curvilíneas y las medidas de 
circunferencia, se obtuvieron calculando las longitudes de arco de las siluetas corporales 
como se muestra en la Fig 5.  
 
Fig. 5. Escalamiento de medidas. [12] 
Asimismo, en ese mismo año, se realizó una detección automática de partes del cuerpo 
humano en un sistema antropométrico 2D, en la universidad de Bohemia Occidental de la 
Republica Checa [13], donde se colocó un fondo de color verde, puntos característicos en 
el fondo y piso, con una medida del fondo conocida y con una pose fija del usuario, puesto 
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que utiliza el algoritmo de Lin y Wang, el cual para obtener mejores resultados mediante 
este modelamiento se requiere una pose fija, esta pose se visualiza en la Fig. 6. Este 
estudio obtiene mayor rendimiento cuando la persona lleva puesta prendas de vestir 
ajustadas, es decir, ropa que no sea demasiado holgada y que el cabello no cuelgue a lo 
largo del cuerpo, además para obtener medidas de la circunferencia del cuerpo humano 
se emplean determinados modelos matemáticos, encontrando mejores resultados con el 
modelamiento de la elipse. (Ecuación 1).  
 
𝐶 =  𝜋. [
3
2




C  =  Circunferencia (mm) 
a  =  ancho en imagen frontal (mm) 
b  =  ancho en imagen lateral (mm) 
 
 
Fig. 6. Ambiente de análisis y pose del usuario. [13] 
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2 años más tarde, en la escuela de ciencia e ingeniería de instrumentos, de la Universidad 
del Sureste de la República de China [14], se realizó un Modelado antropométrico del 
cuerpo humano, basado en imágenes de vista ortogonal, definiendo los puntos 
característicos mediante procesamientos de imágenes binarias y segmentación de la 
silueta, como se muestra en la Fig. 7; estas imágenes demandaban ser fotografiadas en 
fondos simples, con iluminación decente, además los usuarios debían incluir ropa ajustada, 
como la investigación anterior.  
 
Fig. 7. Extracción de silueta. [14] 
Una vez obtenida la silueta, con ayuda del método FFD (Deformación de forma libre), se 
logra una deformación controlada, teniendo como base un fondo humano en 3D standard 
(Fig. 8), para superponerlo en la imagen frontal y lateral 2D.  
 
Fig. 8. Modelo 3D del cuerpo humano standard. [14] 
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Este modelamiento, tiene la ventaja de mantener la continuidad de superficies cerradas 
después de la deformación, logrando un ajuste tentativamente más exacto en 3D, como se 
muestra en la Fig. 9.  
 
Fig. 9. Modelamiento mediante el método de deformación FFD. [14] 
En el año 2015, en una patente de los EEUU [15] se realizó un sistema de medición preciso 
del cuerpo humano desde una secuencia de imágenes 2D, donde se construyó, a partir de 
un fondo de color uniforme, iluminación decente; asimismo se utilizó la extracción de fondo 
mediante técnicas de umbralización, para obtener una imagen de la silueta en binario; el 




Fig. 10. Extracción de la silueta. [15] 
Una vez obtenida la segmentación de la silueta se aplicó otros algoritmos de inteligencia 
artificial, como la detección de pies, cabeza, cara, manos; con la finalidad de obtener la 
ubicación y pose de la silueta en la imagen, así como la detección de los puntos 
característicos, mediante escalamientos básicos de pixel a centímetros como se muestra 




Fig. 11. Ubicación de pose y extracción de medidas antropométricas. [15] 
Un año más tarde, en el 2016, se realizó una predicción de la circunferencia del cuerpo 
femenino joven, usando siluetas ortogonales, en la universidad de Houston en Texas de 
EEUU [16], donde el sistema 2D desarrollado, fue diseñado para automatizar las siguientes 
funciones:  calibrar las imágenes frontales y laterales con los objetivos conocidos, extraer 
la segmentación de la silueta ortogonal, mediante las imágenes obtenidas, visualizándose 
en la Fig. 12; identificar los puntos característicos (puntos de referencia) de las siluetas 
mediante el algoritmo de Lin y Wang; y para obtener los tamaños básicos y estimar las 
circunferencias se utilizaron modelos de regresión lineal, basados en el ancho y la 
profundidad de mediciones.  
 
 
Fig. 12. Segmentación y extracción de silueta femenina. [16] 
Durante el desarrollo de esta investigación, se determinó que las usuarias deberían usar 
ropa de color claro, un gorro para cubrir el cabello, y abrir los brazos. Por otro lado, se 
utilizaron algoritmos para recortar imágenes, ajustar el brillo y el contraste, con la finalidad 
de hacer más distinguible la silueta del fondo, la ubicación de los puntos característicos fue 
de manera estadística (Fig. 13), con la finalidad de mejorar el algoritmo de Lin y Wang, sin 
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embargo, la pose era un requerimiento fundamental de esta metodología, finalmente para 
el escalamiento de pixeles a centímetros, se realizó mediante patrones conocidos.   
 
Fig. 13. Ubicación de punto característico estadístico. [16] 
En el año 2017, en el instituto de tecnología de la información Abbott abad, en Pakistán 
[17], se realizó la medición de las dimensiones antropométricas, utilizando siluetas frontales 
y laterales, en esta investigación se establece parámetros fijos, ya que la distancia entre la 
pantalla y la cámara es de 250 cm y la altura de la base de la pantalla desde el suelo es de 
10 cm, la distancia entre la pantalla y el sujeto fue de 20 cm, y la altura de la base donde 
se encuentra el sujeto fue de 30 centímetros; las dos cámaras web tenían una resolución 
de 4800 px × 3800 px, y los sujetos debían mantener las extremidades rectas, las manos 
abiertas y brazos separados del torso; además, se utilizaron marcadores para el 
escalamiento de cm a pixeles, realizando la prueba en 4 fondos diferentes, estos tipos de 




Fig. 14. Extracción de silueta con 4 fondos diferentes. [17] 
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La extracción de la silueta se hace mediante el algoritmo de Graphcuts, donde se determinó 
que utilizando fondos reales, no se logra medir con precisión las dimensiones 
antropométricas de las manos, ya que se presentan muchas variaciones por los cambios 
bruscos de colores de dichos fondos, y las distancias entre la cámara y el sujeto, incluso si 
el fondo es uniforme, las dimensiones obtenidas de la mano no son precisas, por lo cual 
se aplicó un filtro de suavizado para eliminar falsos picos y valles que aparecen debido al 
ruido del fondo variable; los contornos reales del cuerpo, se ven comprometidos 
especialmente en las regiones de la cabeza, el cuello y las manos, por estos motivos 
utilizaron un fondo azul, con la cual se obtuvo mejores resultados, en la segmentación de 
la silueta, preservando sus características; además, se requieren marcadores de fondo, 
con la finalidad de conocer la distancia en medidas reales.  La imagen de entrada fue de 
4800 × 3800 píxeles, la cual fue escalonada de tamaño, a una resolución más baja de 480 
× 380 píxeles, para acelerar el proceso de detección de los puntos característicos de 
segmentación; a fin de obtener los puntos característicos, se aplicó un algoritmo de 
segmentación de la silueta corporal, el cual divide la silueta del cuerpo humano en 
segmentos más pequeños, realizándole filtros diferentes para cada división, puesto que 
cada uno tiene un requerimiento único para atenuar y rescatar mejor las características en 
dichos segmentos, estas ubicaciones de características se muestran en la Fig. 15.  
 
Fig. 15. Dimensiones antropométricas de la vista frontal y lateral. [17] 
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En el año 2018, en la universidad NMIMS de Mumbai [18], se desarrolló una metodología 
para extraer la antropometría humana a partir de imágenes 2D, en donde para la 
segmentación de la silueta, se utilizó un fondo constante en el modelo de color HLS (tono, 
iluminación y saturación) modificado, con la finalidad de extraer el contorno del cuerpo 
humano; además se utilizó el algoritmo de detección de rostros, detección de piel, 
extracción de la parte superior del cuerpo, aproximación estadística antropométrica y 
extracción de la parte inferior del cuerpo.  
El procedimiento se hiso con un Fondo negro, la cámara fotográfica a una distancia de 3 
metros de largo y 1 metro de alto; se utilizó algoritmos Canny y Edge Detection, con la 
finalidad de segmentar la silueta humana; la curva de la silueta del cuerpo humano es 
definido por los 8 códigos de cadena conectados de Freeman, para posteriormente utilizar 
el algoritmo de LING y WANG, con el objetivo de obtener los puntos característicos de la 
silueta. [18] Para convertir los valores de píxeles calculados en pulgadas, se utilizan las 










Ecuación 3  
Donde:  
MD  =  Medida Horizontal (inches) 
MV  =  Medida Vertical (inches) 
DCE  =  Distancia de la cámara y el sujeto (inches) 
AS  =  Ancho del sensor de la cámara (mm) 
HS  =  Alto del sensor de la cámara (mm)  
ED  =  Extracción de la dimensión (pixeles)  
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DF  =  Distancia focal de la cámara (mm) 
AI  =  Ancho de la imagen (pixeles) 
HI  =  Alto de la imagen (pixeles)  
El cálculo de la circunferencia, se realizó con la fórmula del perímetro de una elipse con el 

































Ecuación 4  
Donde:  
CG = Circunferencia (mm) 
A = Ancho del eje (mm) 
B = Profundidad del eje (mm) 
Este estudio se realizó con la ayuda de 40 personas, para la adquisición de datos, de las 
cuales, 20 de ellas se utilizaron con fines de prueba y el resto para el entrenamiento del 
algoritmo. El análisis de regresión lineal, se realizó para las mediciones manuales y el 
cálculo estimado por diseño del estudio. En la TABLA 1, se muestra el valor de correlación, 
que significa la fuerza de la relación entre los datos y la del valor de la cercanía de los 







TABLA 1: Factor lineal de los puntos antropométricos 
 
Nota: Se enumera el factor de corrección para las medidas antropométricas. [18].   
Los errores comunes que comenta los desarrolladores de esta investigación, son en primer 
lugar, el pre-procesamiento de las imágenes frontal y lateral, la calibración de la cámara, 
la segmentación de imágenes, la detección de características y el cálculo de las medidas 
antropométrica; además, el sujeto de prueba, debe usar ropa ajustada con los brazos y las 
piernas extendidos para evitar superposición de puntos característicos. Una vez ratificados 
estos errores y criterios especializados de rendimiento, se puede obtener resultados 
óptimos   
En el año 2019, en la universidad Normal del Este de China [19], se propuso una nueva 
segmentación del cuerpo femenino y método de localización de puntos característicos, 
para la antropometría, basada en imágenes; para la ubicación de los puntos, se utilizó las 
propiedades del contorno corporal, la curvatura y dirección de flexión. La curvatura se 
utilizó para describir el grado de flexión, mientras la dirección de flexión, distingue si el 
contorno del cuerpo local es cóncavo o convexo; luego, de acuerdo con el conocimiento 
antropométrico, la silueta del cuerpo se coloca dentro de un rectángulo delimitador mínimo, 
para que se divida igualmente en siete secciones como se muestra en la Fig. 16.  









9 Body Height 1.1
10 Trunk Length 1.06
11 Body Rise 1.24
12 Waist Height 1.19




Fig. 16. Rectángulo delimitador. [19] 
Los puntos característicos del cuello, pecho y cadera se pueden encontrar en la imagen de 
la vista lateral, mientras que la punta de la rodilla y los puntos de los hombros se pueden 
ubicar en los diferentes segmentos del contorno de la vista frontal dividido en el primer 
paso; los puntos de la cintura y de los muslos se pueden obtener tanto en las mismas 
vistas; para reducir la falta de coincidencia de las fotos frontales y laterales, se debe hacer 
coincidir los puntos característicos, con la finalidad de que el error sea menor (Fig. 17). En 
tercer lugar, se calcula el ancho y grosor de las medidas, mediante modelamientos 
matemáticos.  
Para la segmentación de la silueta se utiliza el algoritmo de FCN (semantic segmentation 
network) obteniendo mejor rendimiento frente a otros algoritmos de extracción de silueta. 
El FCN ha sido una poderosa herramienta utilizada para la segmentación semántica píxel 
por píxel. Basado en VGG19, entrenamos un modelo FCN-8s con un número de iteración 




Fig. 17. Resultados de localización de puntos característicos. [19] 
En el mismo año, en la universidad de Hangzhou Dianzi de China [20], con el favorable 
avance de la tecnología en el desarrollo de la inteligencia artificial; y gracias a liberación de 
códigos por parte de GOOGLE, se realizó un método de medición de dimensiones 
antropométricas, que utiliza imágenes humanas de poses múltiples, con un fondo complejo 
mediante una red neuronal convolucional denominada deeplabv3 para extraer los 
contornos del cuerpo humano en fondos complejos, este fondo complejo se puede ver en 
la Fig. 18.  
 
Fig. 18. Detección y extracción de silueta en fondo complejo. [20] 
Además, se dio una crítica constructiva frente a los algoritmos clásicos como el de Lin & 
Wang y Murtaza Aslam, en donde estas solicitaban estrictos requerimientos para la postura 
y fondos básico para la adquisición de la imagen, las cuales se pudieron subsanar 
empleando algoritmos inteligentes automáticos con inteligencia artificial; por otro lado, se 
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logró la extracción de puntos de características humanas a través de la red neuronal 
convulocional Openpose (Fig. 19), lo que redujo en gran medida el impacto del factor 
postura, la cual era un problema fundamental en las investigaciones anteriores.  
 
Fig. 19. Ubicación de puntos característicos mediante Open Pose. [20] 
Por otro lado, se determinó que el modelo elipsoide para el cálculo dimensional, tiene un 
buen efecto en el cuerpo humano estándar, pero hay una gran desviación en el cuerpo 
humano gordo o ligeramente deformado, esta investigación utilizó el software 3d llamado 
“Makehuman” para crear un cuerpo humano base, de datos con 20.000 / cm, de modo que 
podamos hacer coincidir los contornos frontales y laterales del cuerpo humano con los 
contornos del cuerpo humano en la base de datos computacional.  
En el año 2020, en la universidad de ciencia de Malaysia [21], se desarrolló una estimación 
antropométrica simple basada en la visión artificial usando una webcam, en este trabajo, 
el hardware utilizado fue Raspberry Pi 3B + y una cámara Logitech C310, debido a sus 
bajos costos y buenos rendimientos. Para el escalamiento se utiliza el método de densidad 
de píxeles donde X es la dimensión real del objeto, H es el factor de conversión mientras 
que x es la imagen dimensional del objeto; si el ancho real del objeto de referencia es W 
(en cm), y el ancho de ese objeto de referencia es w (en píxeles), entonces, el factor de 






 Ecuación 5  
Donde: 
H  =  Factor de conversión 
W  =  Ancho real del objeto de referencia (mm) 
w  =  Ancho del objeto de referencia (pixeles)  
Se utilizó como objeto de referencia un papel A4 de 29,7 cm de ancho y 21,0 cm de alto; 
se realizó una captura de imagen del papel A4 en posición horizontal, por lo que 29,7 cm 
es el ancho conocido del objeto de referencia; la detección de contorno se utilizó, para 
obtener el ancho del objeto de referencia; además, el umbral de la imagen en el tipo de 
color HSV, fue escogido como método de eliminación del fondo y las imágenes del sujeto 
humano pasan a través de un umbral HSV que permite que todos los valores de Hue y 
Value pasen, pero limita el valor de saturación a solo 50-255, esto da como resultado una 
silueta humana blanca con fondo negro llamado máscara, la máscara es guardada para su 
uso posterior. [21] La red neuronal profunda OpenPose que utiliza el conjunto de datos 
MPII, se utiliza con fines de marcación de puntos del cuerpo, la imagen en vista frontal y 
lateral del sujeto, pasan a través de esta red neuronal, la cual produce 15 puntos clave 
para cada imagen. Los puntos clave son: Cabeza (0), Cuello (1), Hombro derecho (2), Codo 
derecho (3), muñeca derecha (4), hombro izquierdo (5), codo izquierdo (6), muñeca 
izquierda (7), cadera derecha (8), rodilla derecha (9), tobillo derecho (10), cadera izquierda 
(11), rodilla izquierda (12), tobillo izquierdo (13), pecho (14), Fondo (15). La región del 
pecho se encuentra calculando el punto medio de Cuello (1) y pecho (14). La región de la 
cadera se encuentra calculando el punto medio de la cadera derecha (8) y la cadera 
izquierda (11), la región de la cintura se calcula encontrando el punto medio de la región 
de la cintura calculada y el pecho (14).[21] Posteriormente, se estima la altura, usando un 
cuadro delimitador en la silueta del cuerpo humano sobre la imagen, donde se encuentra 
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los contornos de la vista frontal humana, esta imagen corporal da como resultado un cuadro 
delimitador, entonces al identificar la altura del cuadro delimitador se obtiene la altura 
aproximada del sujeto. (Fig. 20) Finalmente, se utiliza el algoritmo de conteo de pixeles y 
la ecuación de aproximación de circunferencia de elipse de Ramanujans (Ecuación 6), el 
cual se utiliza para aproximar la circunferencia de pecho, cintura y cadera, obteniendo un 





Ecuación 6  
Donde 
p  =  perímetro de la circunferencia 
a  =  ancho en imagen frontal 
b  =  ancho en imagen lateral  
  
Fig. 20. Extracción de puntos característicos PoseNet. [21] 
En ese mismo año, en la universidad federal de Maranhão de Brasil [22], presentaron una 
hipótesis científica, en un artículo académico, para determinar la viabilidad de desarrollar 
una solución móvil, para la adquisición de la postura y los puntos antropométricos, desde 
la identificación automática de puntos claves y la distancia entre ellos; a diferencia de los 
sistemas tradicionales que requieren marcado manual. Determinaron que esta 
automatización se puede proporcionar mediante el uso de modelos de OpenCV (Open 
Computer Vision) que están asociados con algoritmos ML (Machine Learning), ya 
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disponibles en diferentes soluciones y capaces de integrarse en aplicaciones móviles de 
teléfonos inteligentes. Por ejemplo, la biblioteca llamada “TensorFlow” en combinación con 
el paquete PoseNet (Fig. 21), que, probado en la evaluación inicial de esta hipótesis, 
proporciona un marco optimo, la cual permite la estimación de la posición humana a partir 
de la identificación de puntos clave; por otro lado, otra posible solución a investigar es el 
marco PyTorch, que también tiene una versión móvil y proporciona modelos CV listos para 
ser explotados tecnológicamente.  
 
Fig. 21. Modelo PoseNet con TensorFlow. [22] 
Además de las ventajas ya mencionadas, se debe tener en cuenta que todas las 
características de evaluación física discutidas serán disponibles en un dispositivo móvil, 
llegando a significar que el profesional de la salud, llevará una evaluación en cualquier 
lugar y en cualquier momento; para los profesionales, este suceso, supondría una 
reducción de los gastos, ya que no necesitarán comprar y llevar materiales como trípodes 
para soportar cámaras y marcadores reflectantes. Finalmente, Es necesario resaltar que 
un sistema móvil que se pueda desarrollar y proponer a partir de esta hipótesis, no 
contempla reemplazar el papel de los profesionales sanitarios especializados; dando por 
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conclusión, que la aplicación móvil o computacional contribuirá y facilitará la interpretación 
clínica de Profesionales.  
Por otro lado, en el año, 2018 se desarrolló el ESRGAN [23], la cual es una versión 
mejorada mediante Superresolución de las Redes generativas adversas, este algoritmo 
soluciona uno de los problemas en el reescalado en la resolución de imágenes, puesto que 
en los modelos clásicos se utilizaba los métodos de reescalado bilineal, el cual consistía 
en añadir en los espacios vacíos unidades de colores promedios generando imágenes con 
pérdidas de detalle (Fig. 22); el otro modelo clásico, era el método de proximidad o mejor 
llamado del vecino cercano, el cual era un escalado estricto y se conseguía que los 
contornos de la imágenes escaladas, tengan forma de bordes tipo sierra (Fig. 22).  
 
Fig. 22. Tipos de escalamiento de pixeles clásicos. [23] 
Estos problemas se presentaban porque el algoritmo no entendía el contenido del 
reescalado, es por eso, que mediante redes neuronales de aprendizaje se predice que tipo 
de objetos hay en ella y con redes de aprendizaje generativas se genera el contenido, 
convirtiendo así que la imagen sea más realista y visualmente tenga una mayor armonía.  
La Red adversaria Generativa de Superresolución (SRGAN), es un trabajo fundamental 
que es capaz de generar texturas realistas durante la Superresolución de una sola imagen; 
sin embargo, los detalles alucinados suelen ir acompañados de artefactos desagradables, 
cuando se le pone imágenes que nunca ha visto en su entrenamiento, deforman la imagen 
de salida, manteniendo los parámetros de salida ala entrenada, por ejemplo, si esta red 
fuera entrenada para detectar solo caballos, y se le prueba con un gato, en la imagen final 




Fig. 23. Deficiencia del modelo SRGAN. [23] 
Para mejorar aún más la calidad visual, esta investigación estudia a fondo tres 
componentes clave de SRGAN: arquitectura de red, pérdida por adversarios y pérdida de 
percepción, y se mejora cada uno de ellos para obtener un SRGAN mejorado (ESRGAN) 
(Fig. 24). Presentando el Bloque Denso Residual en Residual (RRDB) sin normalización 
por lotes como la unidad básica de construcción de red. Además, toman prestada la idea 
de GAN relativista para permitir que el discriminador prediga la realidad relativa en lugar 
del valor absoluto.  
 
Fig. 24. Rendimiento del modelo ESRGAN. [23] 
Finalmente, se mejora la pérdida de percepción utilizando las funciones antes de la 
activación, lo que podría proporcionar una mayor supervisión para la consistencia del brillo 
y la recuperación de la textura; beneficiándose de estas mejoras, el ESRGAN diseñado 
logro obtener una calidad visual consistentemente mucho más óptima con texturas más 
realistas y naturales que el SRGAN.  
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Finalmente, en el año 2020, se desarrolló el algoritmo NeRF [24] , el cual Representa 
escenas tridimensionales a partir de la síntesis de múltiples vistas 2d, este algoritmo genera 
entornos hiperrealistas mediante imágenes 2D, utilizando como entrada, diferentes 
imágenes de diversas perspectivas, logrando interpolar las imágenes faltantes, así como 
la iluminación, sombreado, contrastes y otros (Fig. 25).  
 
Fig. 25. Algoritmo NeRF. [24] 
Este algoritmo, es la base para el escaneo 3D mediante imágenes ortogonales (2D), los 
cuales codifican y generan datos para la realidad aumentada, si bien es cierto es la base 
de los entornos hiperrealistas inteligentes, no se tiene ninguna duda que dentro de pocos 
años se lograra obtener mejores algoritmos, implementados a partir de esta.  
Este algoritmo, presenta un método que logra resultados de vanguardia para sintetizar 
vistas novedosas de escenas complejas optimizando una función de escena volumétrica 
continua subyacente, la cual utiliza un conjunto disperso de vistas de entrada; por otro lado, 
el algoritmo NeRF, representa una escena que utiliza una red profunda totalmente 
conectada (no convolucional), cuya entrada es una única coordenada 5D continua 
(ubicación espacial (x, y, z) y dirección de visualización (θ, ϕ)) y cuya salida es la densidad 
de volumen y radiancia emitida dependiente de la vista en esa ubicación espacial, 
sintetizando vistas, consultando coordenadas 5D a lo largo de los rayos de la cámara y 
utilizamos técnicas clásicas de reproducción de volumen, para proyectar los colores y 




Fig. 26. Arquitectura Nerf. [24] 
Debido a que la representación de volumen es naturalmente diferenciable, la única entrada 
necesaria para optimizar la representación, es un conjunto de imágenes con poses de 
cámara conocidas; además, se describe cómo optimizar eficazmente los campos de 
radiación neuronal para generar nuevas vistas fotorrealistas de escenas con geometría y 
apariencias complicadas, logrando resultados que superan los trabajos anteriores sobre la 














En este apartado se define el ámbito que va a cubrir la investigación, esta  establece una 
metodología tecnológica, la cual permita estimar automáticamente las tallas de polos 
masculinos de la tienda BEARCLIFF, mediante estimaciones antropométricas de 20 
colaboradores (10 para el entrenamiento y 10 para la validez)  y del uso inteligente de 
algoritmos de Machine Learning, las cuales son DeepLab y PoseNet; se mostrara el 
conjunto de métodos representados en diagramas de flujo para finalmente presentar la 
implementación de este estudio, obteniendo los resultados de error antropométrico al 
comparar las mediciones realizadas de los usuarios con una cinta métrica de modista, 
frente a las estimadas por la metodología; finalmente se mostrara el rendimiento de la 
investigación. 
1.6 Limitaciones  
La presente metodología tecnológica quedará limitado; en primer lugar, a solo el uso de 
una sola tabla de tallas de polos, la cual es la tienda BEARCLIFF; en segundo lugar, 
condiciones iniciales del usuario y entorno, estas son tener una luminosidad decente, 
cuerpo completo de la persona, fondo de color uniforme, vestimenta semi-ajustada; en 
tercer lugar, la cámara utilizada es de 12 megapíxeles, la captura de la imagen es a una 
distancia no mayor de 3 metros y a una altura oscilante de 80cm a 120 cm;  finalmente los 
usuarios son de 18 a 45 años de edad, siendo peruanos de nacimiento; por otro lado, no 






1.7 Estudios de viabilidad  
1.7.1 Viabilidad técnica  
Dada a la metodología desarrollada, se ha recurrido a consultar a desarrolladores de 
software y aplicativos móviles, quienes tienen éxito en diversas herramientas tecnológicas, 
por lo tanto respaldaron esta investigación, puesto que los algoritmos de procesamiento 
digital de imágenes y de machine Learning, pueden ser integrados en una plataforma digital 
o móvil; por tales motivos se demuestra que esta metodología es viable para un prototipo 
comerciable. 
1.7.2 Viabilidad económica 
Dada la finalidad en la industria manufacturera textil personalizada, se ha recurrido a 
consultar a diversos emprendedores del medio textil, los cuales poseen tiendas de ropa 
virtual, indicando una extrema necesidad de recomendar sus tallas de manera no 
presencial, puesto que en muchas de sus ventas, se tiene que llevar hasta 3 tallas de la 
misma prenda, para ser probada por el consumidor final, ocasionando un gasto extra en el 
retorno de las tallas no seleccionadas, asimismo también genera una disconformidad de 
los retornos de prenda en los consumidores finales; por estos motivos consideran que esta 
metodología es viable económicamente; puesto que, les generara más ventas y menos 



















La antropometría [25], es una disciplina científica, relacionada con la ergonomía física, esta 
ciencia estudia la medición del cuerpo humano (hueso-musculo-grasa); para obtener datos 
antropométricos se requiere el uso de herramientas sofisticadas para un dimensionamiento 
óptimo, este conocimiento es necesaria para diseñar puestos de trabajo que vayan de 
acuerdo a las características anatómicas de cada individuo, además sirve para diseñar 
objetos para los consumidores finales. En la antigüedad, los trabajadores se tenían que 
adaptar a “lo que ya existe”, sin embargo, actualmente los empleos mantienen posturas 
fijas por periodos de tiempos largos; así que, un mal diseño de herramientas, maquinarias, 
prendas de vestir generan posturas incomodas, esfuerzos innecesarios, llegando a causar 
problemas en la salud, como desordenes Musculo-Esqueléticos.  
Esta ciencia [25], incluye en su proceso una serie de recopilaciones de datos, resúmenes, 
documentación, análisis y comunicación. Durante el último siglo [26], grandes cantidades 
de análisis antropométricos fueron recopiladas de sastres y fabricantes de todo el mundo, 
esto género que diversas empresas crearan sus propios datos, estos tenían medidas 
antropométricas, patrones y tablas de tallas, sin embargo, eran estrictamente privados, por 
estos motivos no se llegó a la estandarización de datos entre empresas y/o países. En los 
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últimos años [26], varios países han realizados encuestas para la estandarización a gran 
escala, en su mayoría para tallas de ropa y otras para diversas aplicaciones, como para el 
diseño en la industria automotriz.  
2.1.1 Métodos antropométricos tradicionales  
En los métodos antropométricos tradicionales [26], los instrumentos de medición 
empleados para decidir las ubicaciones de los puntos característicos y tomar medidas 
manualmente eran mediante calibradores y cintas métricas; estos instrumentos no son muy 
caros, pero requieren tiempo para completar las mediciones de cada persona, siendo muy 
propensos a errores.  
En los métodos tradicionales, se requiere una postura de pie y de estar sentado sobre una 
silla, estas posturas son muy estrictas, dichas posturas se basan en la recomendación de 
la ISO 20685-1, estas posturas se ven en la Fig. 27. 
 
Fig. 27. Tipos de postura. (A) Postura para la altura y (B) Postura para circunferencias. 
[26]  
Los instrumentos que se utilizan en la antropometría tradicional, están calibrados en 
milímetros y se leen al milímetro más cercano; el antropómetro y la cinta métrica, se suelen 
utilizar en antropometría para el diseño de prendas de vestir; el antropómetro, (Fig. 28.A) 
se utiliza para medir una distancia vertical desde el suelo a un punto de referencia 
específico; la cinta métrica, (Fig. 28.B) se utiliza para medir la circunferencia y la distancia 
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de la superficie, el material de una cinta métrica no debe estirarse por tensión o cuando 
esté húmeda; cuando una cinta métrica se enrolla alrededor de un sujeto, el punto cero de 
la cinta métrica debe superponerse a la escala de la cinta métrica como se muestra en la 
Fig. 28 B.  
 
 
Fig. 28. Instrumentos de medición. (A) Antropómetro y (B) Cinta métrica. [26] 
En los métodos tradicionales, un medidor y un asistente trabajan juntos para la toma de 
medidas (Fig. 29); el medidor está a cargo del proceso de medición, debiendo decidir y 
marcar las ubicaciones de los puntos de referencia o llamado también puntos 
característicos, asimismo dar las instrucciones adecuadas al sujeto para mantener la 
postura correcta, además dar las instrucciones adecuadas al asistente para que tome las 
medidas reales; el asistente registra el valor medido en la celda correcta de una hoja de 
datos, este debe repetir el valor en voz alta antes de escribirlo para evitar errores, si el 





Fig. 29. Funciones del medidor y asistente. [26] 
La precisión en la toma de mediciones, se ve afectada por factores relacionados con el 
instrumento, el medidor, y el sujeto; en los métodos tradicionales, los instrumentos son 
simples y fáciles para calibrar, la postura puede ser controlada por la instrucción adecuada 
del medidor, no obstante, el trabajo del medidor es la principal fuente de errores; por otro 
lado, se puede utilizar el protocolo establecido en la ISO 20685-1, para evaluar si las 
diferencias entre las mediciones tomadas por dos medidores están dentro de un rango 
aceptable.  
2.1.2 Escáneres corporales 3-D  
La triangulación [26], (Fig. 30) se utiliza para obtener la información de profundidad en 
escáneres corporales 3-D.  
 
Fig. 30. Principio de medición 3-D. [26] 
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En un escáner corporal [26], se proyecta una luz de hendidura única, sobre la superficie 
del cuerpo, la cual es observada por una cámara desde un ángulo diferente; la vestimenta 
en el proceso del escaneo humano, no debe ser, ni demasiado holgada, ni demasiado 
ajustada, por el contrario, debe ser apropiada para el propósito de la medición. La ISO 
20685-1, recomienda que el sujeto, a quien se realice dichas mediciones antropométricas, 
use prendas que expongan puntos de referencia y un patrón que no produzca costuras 
laterales en el muslo; además recomienda, que no se use una costura en el centro de la 
espalda de la prenda inferior. En la mayoría de los escáneres corporales 3D, no se pueden 
capturar colores oscuros; el cabello largo debe ser levantado con una banda elástica y/o 
gorra, con la finalidad que no se llegue a esconder el cuello y los hombros del sujeto. Las 
ubicaciones de los puntos de referencia, son decididas por los medidores, muchos de estos 
puntos de referencia están definidos en ubicaciones específicas de huesos o 
características fácilmente definidas de tejidos blandos como los pezones y el ombligo. En 
el anexo 1, está la lista de dimensiones que se debe tomar para realizar la antropometría 
del cuerpo humano según la ISO 8559 / 1989  
2.1.3 Designación del tamaño de ropa  
Desde que la gente comenzó a usar ropa “lista para usar”, los minoristas han deseado 
ayudar a sus clientes, en la búsqueda de la prenda que más les convenga; una forma 
común de hacer esto, fue adjuntar a la prenda lo que hoy se llama la designación de tamaño 
[26]; por muy útil que pueda ser, parece que la designación del tamaño no proporciona a 
los consumidores tanta ayuda; según algunos investigadores, las mujeres, particularmente 
en la sociedad occidental, tienen dificultades para encontrar la prenda que más les sienta 
para la designación de tamaño real, una razón es que la designación del tamaño que 
proporcionan, son solo de números (8, 10, 12, etc.), las cuales fueron inicialmente 
respaldados por medidas y formas corporales, pero estos respaldos parecen haberse 
descuidado al paso de los años. Además, al comienzo de esta era, las mujeres sabían que 
las prendas “listas para usar” no significaban exactamente que estuviera listas para usar, 
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sino que, significaban que se podía requerir alteraciones, la mayoría de las mujeres sabían 
que hacer en ese momento, por tales motivos la industria de la confección necesita 
adaptarse por tres razones principales; en Primer lugar, parece que la gente ha perdido el 
conocimiento de las medidas detrás de los números de tamaño; en segundo lugar, las 
personas hoy en día dan por solido los principios del “listo para usar” y sólo unos pocos 
pueden y desean alterar sus prendas; por último, muchas empresas están distribuyendo 
en todo el mundo, lo que hace que sea incluso más desafiante para ambas partes: 
minoristas, marcas de diferentes partes del mundo y consumidores de diferentes etnias, 
con diferentes formas o que viven en diferentes áreas geográficas; la solución puede residir 
en una designación de tamaño más detallada y personalizada.  
2.1.4 Métodos de estimación de datos antropométricos  
La estimación de datos antropométricos se puede obtener, en su mayoría, en 3 
dimensiones (Unidimensional, bidimensional y tridimensional); en la TABLA 2, se indica el 
alcance de cada método de medición.  
TABLA 2: Alcance dimensional antropométrico 
 
Nota: Tipos de mediciones antropométricos en cada dimensión. [26]. 
En la TABLA 3, se presenta las principales características de los dispositivos de medición 
antropométricas, detallando el método de medición, precisión, dimensiones, tiempo de 
respuestas y costos adquisitivos aproximados de los dispositivos.  
Unidimensionales (1D) Bidimensionales (2D) Tridimensionales (3D)
-       Estaturas -       Siluetas
-       Longitudes
-       Secciones 
corporales 
representadas en las 
coordenadas (x,y)
-       Perímetros de 
segmentos corporales
-       Nudes de 
coordenadas del 





TABLA 3: Dispositivos de medición antropométrica 
 
Nota: Características principales de dispositivos de medición antropométrica. [26]. 
2.1.5 Designación de tamaño de polos en catálogos   
A nivel mundial existen diversas empresas que confeccionan prendas de vestir “Listas para 
usar”, cada una con sus propios datos estadísticos para la fabricación de cada prenda, las 
principales tallas son: SMALL (S), MEDIUM (M), LARGE (L), EXTRA LARGE (XL), 
DOUBLE EXTRA LARGE (XXL). 
La tienda física y virtual llamada “CuyArts”, se dedica a la venta de prendas de vestir en 
polos, camisas, pantalones, mochilas y accesorios personales; esta empresa posee sus 






TABLA 4: Tallas de la tienda Cuy Arts 
 
Nota: Muestra las medidas de cada talla según sus datos propios. [41]. 
La empresa Dunkelvolk Perú, es una tienda virtual dedicada a venta de ropa, calzado y 
accesorios, quien también posee sus propios datos para los tamaños de los polos, como 
se muestra en la TABLA 5.  
TABLA 5: Tallas de la tienda Dunkelvolk Perú 
 
Nota: Muestra las medidas de cada talla según sus datos propios. [42]. 
La compañía multinacional alemana “ADIDAS”, dedicada a la fabricación y 
comercialización de equipamiento deportivo y productos de moda, maneja sus propios 




TABLA 6: Tallas de la tienda Adidas Perú 
 
Nota: Muestra las medidas de cada talla según sus datos propios. [43]. 
Por último,la tienda BEARCLIFF, la cual ofrece sus productos mediante la cadena de 
tiendas por departamento en el Perú, llamada Saga Falabella, ofrece diversos productos al 
público, entre ellos vende polos de diversas marcas, una de ellas es la marca Bearcliff, el 
cual maneja sus propios datos y por ende también sus propios tamaños de ropa, en la 
TABLA 7 se muestra las dimensiones de sus tallas; así para cada una de las marcas que 
ofrece la cadena, hay una lista diferente.  
TABLA 7: Tallas de polo masculino de la tienda BEARCLIFF 
 
Nota: Muestra las medidas de cada talla según sus datos propios. [44]. 
2.2 Dispositivos de adquisición de imágenes digitales 
La digitalización de imágenes [27] sirve para almacenar, preservar, duplicar o copiar 
imágenes de forma fácil en informes, documentos, además para ser transmitidas por 
medios de comunicación digital.  
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2.2.1 Cámaras de video analógico  
Estas cámaras [27], captan señales analógicas, las cuales son señales de voltaje, mediante 
la CCD (Dispositivo de carga acoplada), el cual transforma la imagen óptica en señales 
analógicas, este es un chip que de acuerdo a cada fotón de la imagen se convierte en 
diversos potenciales eléctricos, en otras palabras, convierte los fotones en electrones; sin 
embargo, para digitalizar estas señales se necesita una tarjeta capturadora; por otro lado, 
estas señales se conforman por 4 componentes, la cuales son el rojo, verde, azul y la 
luminosidad, estos deben ser enviados para transmitirse en una imagen; por otra parte, en 
la conversión análoga-digital existe perdidas de datos; no obstante, existen procesos para 
que dichas perdidas, no sean percibidas por el ojo humano, como hacer perder datos de 
color y mantener los datos de luminosidad, puesto que el ojo humano es más sensible a la 
luz que al color. 
Las ventajas de estas cámaras [27], es que son muy económicas, fáciles de conectar a 
televisores convencionales y a los ordenadores; por otro lado, las desventajas son que su 
resolución es limitada, teniendo como máxima de 768x576 pixeles; además, para visualizar 
en ordenadores, se necesita tarjetas digitalizadoras.  
2.2.2 Cámaras de video digital 
Estas cámaras [27], digitalizan la imagen internamente, sin necesidad de una tarjeta 
digitalizadora; además tienen salidas analógicas, entres sus ventajas son una resolución 
máxima de 1280-1024 pixeles, la cual permite captar imágenes en movimiento de forma 
natural y similar, a como el ojo humano lo percibe; entre las desventajas, son el alto 
requerimiento de memoria en el ordenador y un procesador muy rápido; él envió de estas 
imágenes en tiempo real es casi imposible, debido a la ínfima capacidad de ancho de banda 
existente para él envió de esta basta información, haciéndolas demorar o percibir segundos 
después de la realidad.  
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2.2.3 Cámaras fotográficas digitales  
Estas cámaras [27] simplifican, abaratan y mejoran la adquisición de las imágenes; sin 
embargo, las imágenes obtenidas por película siguen siendo de mayor calidad, frente a 
una imagen digital; no obstante, existen cámaras que brindan calidades admisibles; las 
ventajas son la resolución de 3072x2320 pixeles, incluso la conexión a ordenadores es 
mucho más fácil y existe menor pérdida de calidad, a comparación de las analógicas en la 
conversión digitalizadora; las desventajas son que la captura de secuencia de video en 
tiempo real es baja y los costos son más elevados a comparación de las cámaras 
anteriores.   
2.2.4 Escáneres 
Estos dispositivos [27] capturan la imagen a 24 bits de color, brindando 16.8 millones de 
colores por punto, lo que origina una imagen más real, a comparación de una de 8 bits de 
color; la desventaja, es que al tener una gran capacidad resolutiva, ocasionan que los 
archivos ocupen mucha cantidad de memoria, aunque mediante compresiones del proceso 
JPEG (Joint Photographic Experts Group) se puede reducir considerablemente. 
2.3 Procesamiento digital de imágenes 
El procesamiento digital de imágenes [28], es captar la información espacial 
representándolas en matrices con valores, teniendo como pixel al elemento más pequeño 
en una imagen, con lo que, con el conjunto de pixeles se forma una imagen, en donde si 
este pixel tiene varios bits, existen varias escalas de grises diferentes; matemáticamente 
una imagen se representa por la ecuación 7. 
𝑅 = 𝐹(𝑥, 𝑦) Ecuación 7  
Donde:  
R  =  Intensidad luminosa del pixel 
(x,y)  =  ubicación del coordenadas bidimensionales 
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Los colores en una imagen, se forman principalmente en 3 componentes, las cuales son 
rojo (R), verde (G) y azul (B), quienes presentan diversas intensidades; por otro lado, 
existen diversos espacios de color, aparte del RGB, como el HSV, CMY, HSI, así como 
histogramas, las cuales representan el número de pixeles con distintos niveles de grises. 
2.3.1 Modelos de color 
La luz visible [28] se compone de varias frecuencias; Newton descubrió que si un rayo solar 
de luz blanca, pasa a través de un prisma de vidrio, el rayo se divide en un espectro de 
colores que van del violeta al rojo, los colores de este espectro es VIBGYOR (violeta, 
índigo, azul, verde, amarillo, naranja, rojo). En este espectro (Fig. 31), el color rojo tiene la 
longitud de onda más larga, y el color violeta tiene la longitud de onda más corta.  
 
Fig. 31. Espectro de color después de pasar por un prisma. [28] 
2.3.1.1 Modelo de color RGB 
Los colores aditivos primarios son [28] rojo, verde y azul (R, G, B). En el modelo de color 
RGB, los colores primarios se representan como:  
Rojo = (1, 0, 0), Verde = (0, 1, 0), Azul = (0, 0, 1)  
Los colores secundarios de RGB se representan como: 
Cian = (0, 1, 1), Magenta = (1, 0,1), Amarillo = (1, 1, 0). 
2.3.1.2 Modelo de color CMY 
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Los colores (CMY) [28] corresponden a colores primarios en el sistema de color sustractivo, 
los colores primarios se agregan para generar los colores secundarios amarillo (rojo + 
verde), cian (verde + azul), magenta (rojo + azul), por otro lado, otros modelos de color, 
como YUV, YIQ y HSI también existen y se pueden utilizar según se requiera; la conversión 
de RGB a CMY se puede realizar mediante la ecuación 8. 
𝐶 = 1 − 𝑅  
Ecuación 8  𝑀 = 1 − 𝐺 
𝑌 = 1 − 𝐵 
El color negro generado por la combinación de cian, magenta y amarillo no es muy 
impresionante, por lo tanto, se agrega un nuevo color, negro, en el modelo de color CMY, 
generando el modelo CMYK, la cual, en la industria editorial se les denomina impresión a 
cuatro colores.  
2.3.1.3 Modelo de color YUV 
En el modelo de color YUV [28], Y es luminancia y U y V, representan información de 
crominancia o color; el modelo de color YUV se basa en información del color junto con la 
información del brillo; por otro lado, para obtener los componentes de YUV, partir de un 
modelo RGB,  se realiza mediante la ecuación 9.  
Y =  0.3 R +  0.6 G +  0.1 B  
Ecuación 9  𝑈 = 𝐵 − 𝑌 
𝑉 = 𝑅 − 𝑌 
El componente de luminancia puede considerarse como una versión en escala de grises 
de la Imagen RGB; hay ciertas ventajas de YUV en comparación con RGB, las cuales son 
la información del brillo, la cual está separada de la información de color; además, se 
reducen las correlaciones entre los componentes de color, ya que la mayor parte de la 
información está en el componente Y, mientras que el contenido de la información en U y 
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V es menor; el sistema de color YUV se adopta en el estándar de compresión de imágenes 
JPEG (Joint Photographic Experts Group).  
2.3.1.4 Modelo de color YIQ 
El modelo de color YIQ [28], aprovecha el sistema visual humano, la cual es más sensible 
a las variaciones de luminancia, en comparación con la variación de tono o saturación, en 
el sistema de color YIQ, Y es el componente de luminancia, y I y Q representan 
crominancia; la conversión de RGB a YIQ se puede hacer usando la ecuación 10.  
Y =  0.299 R +  0.587 G +  0.114 B  
Ecuación 10  𝐼 =  0.596 𝑅– 0.275 𝐺– 0.321 𝐵  
𝑄 =  0.212 𝑅– 0.523 𝐺 +  0.311 𝐵 
El modelo de color YIQ también se puede describir en términos de YUV mediante la 
ecuación 11. 
Y =  0.3 R +  0.6 G +  0.1 B  
Ecuación 11  𝐼 =  0.74 𝑉– 0.27 𝑈 
𝑄 =  0.48 𝑉 +  0.41 𝑈 
 
2.3.1.5 Modelo de color HSI 
El modelo HSI [28] se basa en el tono (H), la saturación (S) y la intensidad (I); Hue (H) es 
un atributo asociado con la longitud de onda dominante, en una mezcla de ondas de luz, 
es decir, el color dominante, según lo percibe la visión de un ser humano; por otro lado, la 
saturación, es la pureza relativa de la cantidad de luz blanca mezclada con el tono; la 
intensidad, corresponde a la componente de luminancia (Y) de los modelos YUV y YIQ; las 
ventajas de este modelo de color, es la intensidad, ya que está separada de la información 
de color (similar a YUV y Modelos YIQ) y los componentes de tono y saturación están 
íntimamente relacionados con la forma en que los seres humanos perciben el color.  
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La conversión de RGB a HSI se puede realizar mediante la ecuación 12. 






], si B ≤ G  
 
 
Ecuación 12  




1/2. [(𝑅 − 𝐺) + (𝑅 − 𝐵)]
√(𝑅 − 𝐺)2 + (𝑅 − 𝐵)(𝐺 − 𝐵)
] 
𝑆 = 1 − 
3
(𝑅 + 𝐺 + 𝐵)
. (min (𝑅, 𝐺, 𝐵)) 
𝐼 =  
1
3
. (𝑅 + 𝐺 + 𝐵) 
2.3.2 Procesamiento de máscaras (Filtros) 
Un procesamiento de máscaras [28], es cuando un pixel tiene relaciones matemáticas con 
diversos pixeles vecinos, con algún objetivo en común; esta máscara, se mueve de píxel a 
píxel sobre toda la imagen para generar una imagen procesada (Fig. 33); la cual, (Fig. 32) 
en el dominio espacial, también se llama ventana, núcleo o plantilla; en general, la máscara 
se toma de tamaño nxn, donde n es un número impar; el píxel central de la máscara, 
llamado origen, coincide con el píxel que se opera en una instancia particular, durante el 
procesamiento; por otro lado, para una máscara no simétrica, cualquier píxel de la máscara 
se puede considerar como el origen, según el uso. 
 
 
Fig. 32. Máscara de tamaño 3x3. [28] 
 
 
Fig. 33. Procesamiento de una máscara. [28] 
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2.3.3 Filtros suavizantes 
Los filtros suavizantes [28], eliminan pequeños detalles de una imagen y unen pequeños 
espacios en líneas o curvas; este filtro se utiliza para desenfocar y para reducir el ruido en 
una imagen; estos también se conocen como filtros de promediado, porque reemplazan la 
intensidad de píxeles por el promedio de los valores de intensidad de sus vecinos. 
2.3.3.1 Filtros suavizantes lineales 
En estos filtros [28], cada valor de píxel se reemplaza por el valor promedio de los valores 
de intensidad de su vecindario; en un filtro de suavizado simple, se asigna el mismo peso 
a todas las intensidades de píxeles (Fig. 34); si es necesario asignar más importancia a 
algunos píxeles en comparación con otros, entonces los pesos en el filtro se pueden 
cambiar; por otro lado, el filtro promedio ponderado (Fig. 35) asigna más peso al píxel 
central, en comparación con sus otros vecinos, y entre los vecinos, se asigna un mayor 
peso a los vecinos de arriba, abajo, izquierda y derecha que a los vecinos en diagonal. 
 
 
Fig. 34. Filtro de suavizado simple 3x3. [28] 
 
 
Fig. 35. Filtro promedio ponderado 3x3. [28] 
2.3.3.2 Filtros suavizantes no lineales 
Al suavizar con filtros no lineales [28], el valor de intensidad de un píxel se reemplaza por 
el valor del píxel del área de filtro seleccionada, por alguna clasificación previa; uno de los 
filtros más conocidos son el filtro de la mediana, este selecciona el valor mediano y al píxel 
que se está procesando, se le asigna este valor de intensidad mediano; los filtros de la 
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mediana son muy útiles para eliminar el ruido de sal y pimienta, en el que la intensidad de 
ciertos píxeles es muy diferente de la de los píxeles vecinos; otros filtros, son el filtro 
máximo y mínimo, estos seleccionan la intensidad máxima o mínima de todos los píxeles 
en la vecindad definida; son muy útiles en aquellas aplicaciones donde se requiere filtrar 
los píxeles más brillantes u oscuros de la imagen. 
Generalmente, los filtros de suavizado, se utilizan junto con el umbral de las aplicaciones 
a desarrollar, ya que inicialmente, los objetos se difuminan mediante filtros de suavizado y 
luego, mediante el umbral, se filtran los objetos menos visibles o borrosos. 
2.3.4 Segmentación de imágenes  
La segmentación de imágenes [28], es el proceso que divide una imagen en diferentes 
regiones, de modo que cada región es homogénea según algunas características bien 
definidas; además, es una de las tareas más importantes y difíciles en el procesamiento 
digital de imágenes, y la precisión del resultado final del análisis de imágenes depende de 
la precisión de la segmentación de la imagen; por otro lado, las técnicas de segmentación 
se basan en dos propiedades de los valores de intensidad de las regiones: discontinuidad 
y similitud; en las técnicas basadas en la discontinuidad, una imagen se segmenta en 
función de los cambios abruptos en la intensidad; mientras que las técnicas basadas en la 
similitud, dividen la imagen en varias regiones según la similitud, de acuerdo con un 
conjunto de criterios predefinidos.  
2.3.4.1 Detección de puntos 
Un punto aislado [28] se puede definir como un punto que tiene un nivel de intensidad 
significativamente diferente de sus vecinos y está ubicado en un área homogénea o casi 
homogénea, este punto se puede detectar usando máscaras, como se muestra en la Fig. 
36. Además, un punto se detecta usando el procesamiento de máscara, si en la ubicación 
en la que se centra la máscara, el valor procesado es mayor que algún umbral no negativo; 
básicamente, en este proceso, se miden las diferencias ponderadas, entre el punto central 
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y sus vecinos, ya que un punto aislado será bastante diferente de su entorno en cuanto a 
su valor de intensidad y, por lo tanto, se puede identificar fácilmente con este tipo de 
máscara. 
  
Fig. 36. Máscaras laplacianas 3 × 3. [28] 
2.3.4.2 Detección de líneas 
En muchas aplicaciones de procesamiento digital de imágenes, es necesario detectar 
líneas; en tales aplicaciones, se pueden utilizar las máscaras de la Fig. 37, estas máscaras 
se pueden utilizar para detectar líneas horizontales, verticales, de 45 grados y de 135 
grados. 
    
Fig. 37. Máscaras para detectar una línea ancha de un solo píxel. [28] 
2.3.4.3 Detección de bordes 
Un borde [28], se define como un cambio repentino de intensidad, es decir, los bordes 
tienen diferentes valores de intensidad de píxeles en comparación con sus vecinos; un 
borde se define como el cambio en la intensidad de una imagen de menor a mayor, o 
viceversa; los bordes de varios objetos en una imagen son muy importantes, ya que estos 
contienen una buena cantidad de información en una imagen; estos indican la ubicación 
de los objetos en la imagen, además de su forma y tamaño. Por otro lado, algunos 
detectores de bordes pueden funcionar bien para una aplicación, pero mal para otras 
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aplicaciones; la elección de una técnica de detección de bordes, depende completamente 
de la aplicación que se desea desarrollar; en general, los bordes son de cuatro tipos; 





Fig. 38. Tipos de bordes. (a) escalón. (b) línea. (c) rampa y (d) borde de techo. [28] 
2.3.4.4 Detección de bordes basada en gradientes 
La derivada de primer orden en el procesamiento digital de imágenes, se implementa 
utilizando la magnitud del gradiente; un método para detección de bordes basados en 
gradientes incluye operadores de Roberts, Prewitt y Sobel. 
La detección de bordes de Roberts [28]: el operador de Roberts, es una forma muy simple 
y rápida de calcular la aproximación del gradiente de una imagen; el operador de Roberts 
consta de un par de máscaras de 2 × 2 (Fig. 39) en las direcciones x e y; estas máscaras, 
están diseñadas de tal manera que se da preferencia a los bordes diagonales. 
 
Fig. 39. Máscara de Roberts. [28] 
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El detector de bordes Prewitt [28]: El operador Prewitt, también es un detector de bordes 
basado en gradientes, consta de dos máscaras de 3 × 3 (Fig. 40). Básicamente, el operador 
Prewitt detecta bordes horizontales y verticales; el componente “x” (denotado por Gx) del 
operador Prewitt, detecta los bordes horizontales, mientras que el componente “y” 
(denotado por Gy) detecta bordes verticales; es computacionalmente menos costoso y un 
método más rápido para la detección de bordes; sin embargo, esta técnica no funciona 
bien con imágenes ruidosas y de bajo contraste. 
 
Fig. 40. Máscara de Prewitt. [28] 
El detector de bordes Sobel [28]: El operador Sobel, también se basa en gradiente y es 
muy similar al operador Prewitt; la diferencia entre los dos, es que el operador de Sobel 
tiene valores "2" y "–2" en el centro de la primera y tercera columna de la máscara 
horizontal, y en la primera y tercera fila de la máscara vertical (Fig. 41). 
 
Fig. 41. Máscara de Sobel. [28] 
Algoritmo de detección de bordes Canny [28]: El algoritmo de detección de bordes Canny, 
es un método ampliamente utilizado en la investigación para el desarrollo de la visión por 
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ordenador; este método de detección de bordes, es muy útil, para los siguientes tres 
criterios: primero, las detecciones de los puntos de bordes reales, deben maximizarse, 
mientras que la probabilidad de detectar puntos, que no son de bordes, deben minimizarse, 
esto implica maximizar la relación señal-ruido del gradiente; segundo, los bordes 
detectados deben estar muy cerca de los bordes reales; y tercero, un borde real no debe 
dar como resultado más de un borde detectado, es decir, se minimiza las múltiples 
respuestas a un solo borde. 
2.3.4.5 Segmentación de imágenes basada en umbrales 
El método de segmentación de imágenes basado en umbrales [28], divide los píxeles 
según el nivel de intensidad o el nivel de gris de una imagen; por lo tanto, este método 
divide la imagen completa en regiones de fondo y en primer plano, donde se supone, que 
los objetos tienen píxeles de niveles de intensidad mayores, en comparación con los 
píxeles del fondo; los métodos basados en umbrales son aplicables cuando los objetos en 
la imagen difieren en su distribución de nivel de gris; en este método, todos los píxeles que 
pertenecen a un objeto reciben un valor de "1" mientras que los píxeles de fondo reciben 
un valor de "0"; por lo tanto, se genera una imagen binaria (imagen con valores de píxel 0 
o 1). 
 
Fig. 42. Segmentación basada en umbrales. [28] 
2.3.5 Operaciones morfológicas 
Para la morfología matemática de las imágenes binarias [28], los conjuntos se consideran 
como un grupo de píxeles en una imagen que tiene un valor de 0 (negro) o 1 (blanco); en 
56 
 
una imagen binaria, un objeto se considera como un conjunto de píxeles conectados; estas 
operaciones, se aplican a una imagen de entrada utilizando un elemento estructurante y 
se genera una imagen de salida del mismo tamaño; en una operación morfológica, los 
valores de píxel de la imagen de salida se basan, en una comparación de un píxel 
correspondiente en la imagen de entrada con sus vecinos; algunos tipos de estas se 
muestran a continuación, líneas abajo.   
2.3.5.1 Dilatación 
En imágenes binarias, la dilatación [28], también conocida como "Adición”, es una 
operación que expande el tamaño de los objetos en primer plano y reduce el tamaño de 
los agujeros en una imagen; en este proceso, el elemento estructurante “B” se mueve sobre 
la imagen “A” y la intersección de “B” reflejada y trasladada con “A”, es el resultado de la 
dilatación, el patrón de crecimiento depende del elemento estructurante utilizado; el 
proceso de dilatación, se puede describir como: inicialmente, superponer el elemento 
estructurante “B”, sobre cada píxel de la imagen “A”, esto debe procesarse de tal manera 
que el centro del elemento de estructura, coincida con la posición del píxel de entrada; en 
la Fig. 43, se muestra algunos elementos estructurantes.  
 




La erosión [28], también conocida como "Sustracción", es un proceso que aumenta el 
tamaño de los objetos de fondo y, encoge los objetos del primer plano en imágenes 
binarias; en la erosión de una imagen “A”, por el elemento estructurante “B”, se encuentra 
el conjunto de puntos z, tal que “B”, traducido por z, está contenido en “A”; así que, el 
elemento de estructuración se superpone a cada píxel de la imagen de entrada, y si al 
menos un píxel en el elemento de estructura, coincide con un píxel del fondo en la imagen 
de abajo, entonces el píxel de salida se establece en el valor de fondo; por tanto, algunos 
de los píxeles del primer plano en la imagen de entrada, se convierten en píxeles de fondo 
en la imagen de salida; los que eran píxeles de fondo en la imagen de entrada, siguen 
siendo píxeles de fondo en la imagen de salida; en la Fig. 44, se muestra una imagen inicial, 
asimismo, luego de haber sido erosionada.  
 
Fig. 44. Erosión. [28] 
2.3.5.3 Apertura y cierre 
La apertura y el cierre [28], son los dos operadores morfológicos más utilizados, quienes 
se definen en términos de combinaciones de erosión y dilatación; la apertura, se define 
como erosión seguida de dilatación, utilizando el mismo elemento estructurante para 
ambas operaciones; la parte de erosión, elimina algunos píxeles de primer plano de los 
bordes de las regiones de píxeles de primer plano, mientras que la parte de dilatación 
agrega píxeles de primer plano; las características del primer plano permanecen 
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aproximadamente del mismo tamaño, pero sus contornos son más suaves. Al igual que 
con la erosión, las áreas estrechas se rompen, y se eliminan las protuberancias delgadas; 
finalmente el efecto de la apertura en una imagen binaria depende de la forma de la 
estructura elemento. 
 
Fig. 45. Apertura con un elemento estructurante circular. [28] 
La apertura conserva las regiones del primer plano, las cuales tienen una forma similar al 
elemento estructurante, o al elemento estructurante contenido completamente en la región, 
mientras que tiende a eliminar regiones en primer plano de formas diferentes; por tanto, la 
apertura binaria, se puede utilizar como un potente detector de formas para preservarlas y 
eliminar otros tipos de formas.  
El cierre, se define como el proceso de dilatación seguido de la erosión, utilizando el mismo 
elemento estructurante para ambas operaciones, este suaviza los contornos de los objetos 
en primer plano, fusiona brechas o espacios estrechos y elimina los pequeños agujeros; 
además, se puede utilizar para eliminar los agujeros más pequeños en la imagen; en la 
Fig. 46, se muestra una imagen que contiene agujeros de diferentes tamaños, utilizando 
un elemento estructurante de forma circular, y del tamaño del diámetro de los conjuntos de 
círculos no deseados, se llegan a eliminar los orificios pequeños, dejando solo los orificios 
más grandes, esto se debe a que los orificios más grandes permiten que el elemento de 




Fig. 46. Cierre con un elemento estructurante circular. [28] 
2.4 Machine learning   
Antes de profundizar en este punto, se debe tener en claro la definición de un algoritmo 
[29], el cual es una secuencia de operaciones detalladas sin ambigüedad, con el fin de dar 
solución a un problema, realizándolas de manera ordenada, con pasos lógicos, 
secuenciales, además de utilizar aplicaciones metodológicas (Fig. 47), este debe ser 
preciso y con mucho orden en cada paso; asimismo, debe ser definido y finito.  
 
Fig. 47. Representación de un algoritmo como un sistema de información. [29] 
Alan Turing [30], definió la inteligencia artificial de la siguiente manera: "Si hay una máquina 
detrás de una cortina y un humano está interactuando con ella (por cualquier medio, por 
ejemplo, en forma de sonido o escritura, entre otros) y si el humano siente que está 
interactuando con otro humano, entonces la máquina es artificialmente inteligente"; esta es 
60 
 
una forma bastante única de definir la inteligencia artificial (IA), la cual no apunta 
directamente a la noción de inteligencia, sino que se centra en el comportamiento humano. 
De hecho, este objetivo tiene un alcance incluso más amplio que la mera inteligencia; 
asimismo, desde esta perspectiva, la IA (Inteligencia artificial) no significa construir una 
extraordinaria máquina inteligente que puede resolver cualquier problema en poco tiempo, 
sino que significa, construir una máquina que sea capaz de comportarse como un humano; 
sin embargo, el solo desarrollar máquinas que imitan a los humanos no suena muy 
interesante; según la moderna perspectiva, siempre que hablamos de IA (Inteligencia 
artificial), nos referimos a máquinas que son capaces de realizar una o más de estas tareas, 
como comprender el lenguaje humano, realizar tareas mecánicas que implican maniobras 
complejas, resolución de problemas computacionales complejos, que posiblemente 
involucran grandes datos en muy poco tiempo y se logre solucionar con respuestas de 
forma humana, entre otras. 
El término "Machine Learning” (ML), fue definido en 1959 por Arthur Samuel [30], en el 
contexto de la resolución de juego de ajedrez por máquina, este término se refiere a un 
programa de computadora, la cual puede aprender a producir un comportamiento que no 
esté explícitamente programado por el autor del programa, más bien es capaz de mostrar 
comportamientos que el autor puede desconocer, por completo, este comportamiento se 
aprende en base a tres factores: datos que consume el programa, métricas que cuantifican 
el error o alguna forma de distancia entre el comportamiento actual y el comportamiento 
ideal, y un mecanismo de retroalimentación, la cual utiliza el error cuantificado, para guiar 
el programa, con la finalidad de producir un mejor rendimiento en los eventos posteriores; 
en los factores segundo y tercero, hacen que el concepto sea abstracto y enfatiza 
profundas raíces matemáticas del mismo; además, los métodos de la teoría del aprendizaje 
automático, son esenciales en construir sistemas artificialmente inteligentes.  
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Para entender el Aprendizaje supervisado se considera, en primera instancia, como una 
caja negra, la cual produce “algo” en la salida, cuando se le da algún tipo de entrada; si ya 
tenemos un dato histórico que contiene el conjunto de salidas para un conjunto de 
entradas, entonces el aprendizaje basado en estos datos se denomina aprendizaje 
supervisado; un ejemplo clásico de aprendizaje supervisado [30], es la clasificación, por 
ejemplo, midiendo 4 propiedades diferentes en flores (largo del sépalo, ancho del sépalo, 
largo del pétalo y ancho del pétalo) de 3 tipos diferentes (Setosa, Versicolor y Virginica), 
teniendo 25 ejemplos para cada tipo de flor, estos datos luego servirían de entrenamiento, 
en donde tenemos las entradas (características de flor) y las salidas correspondientes (tipo 
de flor) disponibles para entrenar el modelo, luego, se puede entrenar un modelo de ML 
(Machine Learning) adecuado de manera supervisada, por ultimo una vez entrenado el 
modelo, podemos clasificar cualquier flor (entre los tres tipos conocidos), en función de las 
medidas del sépalo y el pétalo. 
En el aprendizaje no supervisado, los datos etiquetados no están disponibles, un ejemplo 
clásico de aprendizaje no supervisado [30] es el "agrupamiento"; considerando el mismo 
ejemplo anterior, donde se tiene medidas de las dimensiones del sépalo y pétalo de tres 
tipos de flores, sin embargo, en este caso, no tenemos los nombres exactos de las flores 
para cada conjunto de medidas, lo único que se tiene es un conjunto de medidas; además, 
se dice que estas medidas pertenecen a flores de tres tipos diferentes; en tales casos, se 
pueden utilizar técnicas de aprendizaje no supervisado, para identificar automáticamente 
tres grupos de medidas; sin embargo, como no se conocen las etiquetas, todo lo que 
podemos hacer es llamar a cada grupo como: flor-tipo-1, flor-tipo-2 y flor-tipo-3; finalmente, 
si se da un nuevo conjunto de medidas, podemos encontrar el grupo al que están más 
cerca y clasificarlos en uno de ellos. 
El aprendizaje por refuerzo [30], es un tipo especial de método de aprendizaje que debe 
tratarse por separado de los métodos supervisados y no supervisados, este aprendizaje 
62 
 
implica la retroalimentación del entorno, por lo que no está exactamente sin supervisión, 
sin embargo, no tiene un conjunto de muestras etiquetadas disponibles para el 
entrenamiento y, por lo tanto, no puede tratarse como supervisado; en los métodos de 
aprendizaje por refuerzo, el sistema interactúa continuamente con el entorno, en busca de 
producir el comportamiento deseado y recibe retroalimentación del mismo. 
El aprendizaje estático [30], se refiere al aprendizaje de los datos, que se toman como una 
sola instantánea y las propiedades de los datos, permanecen constantes a lo largo del 
tiempo; una vez que el modelo se entrena con los datos (ya sea mediante aprendizaje 
supervisado o no supervisado), el modelo entrenado se puede aplicar a datos similares en 
cualquier momento en el futuro, y el modelo seguirá siendo válido, funcionando como se 
espera, algunos de los ejemplos típicos de este aprendizaje, es la clasificación de 
imágenes de diferentes animales. 
El aprendizaje dinámico [30], o también denominado como aprendizaje basado en series 
de tiempo, es en donde los datos de los problemas son sensibles al tiempo y fluctúan con 
el tiempo, por lo tanto, el entrenamiento del modelo no es un proceso estático; pero el 
modelo debe entrenarse continuamente (o después de cada ventana de tiempo razonable) 
para que siga siendo efectivo; un ejemplo típico de estos problemas, es la previsión 
meteorológica o las predicciones del mercado de valores; un modelo entrenado hace un 
año será completamente inútil para predecir, el clima para mañana, o predecir el precio de 
cualquier acción para mañana; la diferencia fundamental entre los dos tipos es la noción 
de estado, ya que, en los modelos estáticos, el estado del modelo nunca cambia, mientras 
que en los modelos dinámicos, el estado del modelo es una función del tiempo y sigue 
cambiando 
2.4.1 Métodos lineales   
Los modelos que operan con datos estrictamente lineales, se denominan modelos lineales, 
y los modelos que utilizan alguna transformación no lineal, para asignar datos no lineales 
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originales a datos lineales y luego procesarlos, se denominan modelos lineales 
generalizados. El concepto de linealidad [31], en el caso del aprendizaje supervisado, 
implica que la relación entre la entrada y la salida, se puedan describir mediante ecuaciones 
lineales; para un aprendizaje no supervisado, el concepto de linealidad, implica que las 
distribuciones que podemos imponer a los datos dados, se definen mediante ecuaciones 
lineales; es importante señalar que la noción de linealidad, no implica ninguna restricción 
en las dimensiones; por tanto, se puede tener datos multivariados estrictamente lineales. 
En el caso de entradas y salidas unidimensionales, la ecuación de la relación, definiría una 
línea recta en el espacio bidimensional y, en el caso de datos bidimensionales con salida 
unidimensional, la ecuación describiría un plano bidimensional en un espacio 
tridimensional y así sucesivamente. 
2.4.1.1 Regresión lineal 
Una vez que se ha adquirido datos con múltiples variables, una pregunta muy importante 
es: ¿Cómo las variables están relacionadas?; por ejemplo [31], podríamos pregúntanos por 
la relación entre los pesos de las personas y alturas, o el tiempo de estudio y puntajes de 
las pruebas, o dos poblaciones de animales; la regresión es un conjunto de técnicas, para 
estimar relaciones; además, mediante la regresión lineal, se puede relacionar la fuerza para 
estirar un resorte y la distancia que el resorte se estira, o explicar cuántos transistores 
industriales en el semiconductor puede empaquetarse en un circuito a lo largo del tiempo; 
a pesar de su simplicidad, la regresión lineal es una herramienta increíblemente poderosa 
para analizar datos. Pero el hecho, de que el ajustar una línea sea fácil, no significa que 
siempre tenga sentido, se puede obtener otras formas de rectas (Fig. 48) y buscar la 





Fig. 48. Representación de una regresión lineal y multivariable. [31] 
2.4.2 Perceptrón y redes neuronales artificiales (ANN) 
2.4.2.1 Perceptrón 
Geométricamente, un Perceptrón de una sola capa con mapeo lineal, se representa en un 
plano lineal en “n” dimensiones; en esta dimensión el vector de entrada, se representa 
como (x1, x2,..., xn) o “x”; los coeficientes o pesos en “n” dimensiones se representan como 
(w1, w2,..., wn) o “w”; por lo tanto, la ecuación del Perceptrón en las “n” dimensiones se 
escribe en forma vectorial en la ecuación 13. 
𝑥 . 𝑤 = 𝑦  Ecuación 13  
En la Fig. 49, se muestra un ejemplo, de un Perceptrón de n-dimensiones; la ecuación 13 
se parece mucho a la ecuación de regresión lineal, lo cual es esencialmente cierto, ya que 
el Perceptrón, representa una arquitectura computacional para resolver el problema de la 




Fig. 49. Arquitectura de un Perceptrón. [30] 
2.4.2.2 Perceptrón multicapa o red neuronal artificial (MLP)  
El Perceptrón multicapa (MLP) [30], parece una extensión lógica de la arquitectura de una 
sola capa, donde utilizamos varias capas en lugar de una sola, en la Fig. 50, se muestra 
una arquitectura básica de un MLP (Perceptrón multicapa) genérico con “m” capas. Sea n1 
el número de nodos en la capa 1, que es el mismo que la dimensionalidad de entrada; las 
capas siguientes tienen ni, la primera puede tener cualquier valor arbitrario, ya que no 
dependen del número de capas de entrada, donde i = 2,..., m; el número de nodos en todas 
las capas excepto la dimensionalidad de la salida. Además, otra diferencia obvia entre el 
Perceptrón de una sola capa y MLP es la conectividad total; cada uno de los nodos internos, 
está conectada a todos los nodos de la capa siguiente; sin embargo, siempre que 
utilicemos el mapeo lineal como se describió anteriormente, el Perceptrón de una sola capa 
y el Perceptrón de varias capas son matemáticamente equivalentes: en otras palabras, 
tener múltiples capas no mejora realmente las capacidades del modelo y puede 




Fig. 50. Arquitectura de un Perceptrón multicapa (MLP). [30] 
La MLP (Perceptrón multicapa) [30], se basa en la analogía que existe en el 
comportamiento y función del cerebro humano, en particular del sistema nervioso, el cual 
está compuesto por redes de neuronas biológicas, las cuales poseen bajas capacidades 
de procesamiento, sin embargo, toda su capacidad cognitiva se sustenta en la conectividad 
entre ellas. 
La unidad de una red neuronal artificial [32], es un procesador elemental llamado neurona, 
la cual posee la capacidad limitada de calcular, en general, una suma ponderada de sus 
entradas y luego le aplica una función de activación, con la finalidad de obtener una señal, 
la cual será transmitida a la próxima neurona; estas neuronas artificiales, se agrupan en 
capas o niveles y poseen un alto grado de conectividad entre ellas, dicha conectividad es 
ponderada por los pesos; por otro lado, a través de un algoritmo de aprendizaje 
supervisado o no supervisado, la MLP (Perceptrón multicapa),  ajusta su arquitectura y sus 
parámetros de manera de poder minimizar alguna función de error, que indique el grado 
de ajuste a los datos y la capacidad de generalización de esta.  
2.4.3 Máquina de soporte vectorial (SVM) 
Este método fue diseñado principalmente para resolver el problema de la clasificación 
binaria, utilizando la construcción de un hiperplano óptimo, la cual separa las dos clases 
con la máxima separación. 
67 
 
El algoritmo SVM [31], está desarrollado para la clasificación binaria; en la Fig. 51, se 
muestra el concepto de la SVM en el caso de una aplicación lineal, este algoritmo intenta 
separar las dos clases de manera máxima, utilizando un número mínimo de puntos de 
datos, también llamados vectores de soporte, como se muestra en las Fig. 51 y Fig. 52; en 
la Fig. 52, se muestra el caso de las clases linealmente separables, y el resultado es trivial; 
la línea continua, representa el hiperplano que separa de manera óptima las dos clases, 
además las líneas punteadas representan los límites de las clases definidas por los 
vectores de soporte; el hiperplano de separación de clases intenta maximizar la distancia 
entre los límites de cada clase. 
 
Fig. 51. SVM binario lineal aplicado a datos separables. [31] 
Sin embargo, como se puede ver en la Fig. 56, donde las clases no son completamente 
separables linealmente, el algoritmo todavía encuentra los vectores de soporte óptimos, 
una vez que se identifican los vectores de soporte, la clasificación no necesita el resto de 
las muestras para predecir la clase, así que la belleza del algoritmo radica en la drástica 
reducción del número de vectores de soporte, en comparación con el número de muestras 




Fig. 52. SVM binario lineal aplicado a datos no separables. [31] 
La SVM, representa una arquitectura matemáticamente elegante para construir una 
clasificación óptima o un modelo de regresión; el proceso de entrenamiento es un poco 
complejo y necesita el ajuste de algunos hiperparámetros, pero una vez que se ajustan 
correctamente, los modelos SVM tienden a proporcionar capacidades de generalización y 
precisiones muy altas. 
2.4.4 Red neuronal de aprendizaje profundo (DCNN) 
El aprendizaje profundo [33], es una forma de clasificar, agrupar y predecir cosas, 
vehículos, señales de tráfico, personas, fondos de imágenes; asimismo, de demostrar el 
aprendizaje profundo al realizar asistencias automáticas al conductor automotriz (ADAS), 
mediante el uso de una red neuronal que ha sido entrenada en grandes cantidades de 
datos. El aprendizaje profundo, crea muchas capas de neuronas, intentando aprender 
estructuradamente la representación del “big data” adquirido, realizándolo capa por capa, 




Fig. 53. Arquitectura de una DCNN. [33] 
La DCNN, tienen 3 tipos, uno de ellos es el Perceptrón Multicapa (MLP), este modelo es 
uno de los tipos más tradicionales de arquitecturas, cada elemento de una capa anterior, 
está conectado a cada elemento de la siguiente capa, esta capa se llama capa densa, tuvo 
una gran desventaja, puesto que son difíciles de entrenar; la Red neuronal convolucional 
profunda (CNN), es otro de los tipos que se detallara líneas abajo y por último la Red Neural 
Recurrente (RNN), la cual es útil para datos de series de tiempo, en donde las 
características que se representan tienen relación del pasado con el futuro, este último es 
ideal para el análisis de voz y texto  
2.4.4.1 Red neuronal convolucional profunda (CNNs) 
En la Fig. 58, se muestra la arquitectura de una red convolucional típica, además es [34] 
una red completamente conectada como DCNN, cada activación oculta se calcula 
multiplicando toda la entrada “V” por los pesos “W” en cada capa; sin embargo, en una 
CNN, cada activación oculta, se calcula mediante multiplicar una pequeña entrada local (es 
decir, [v1, v2, v3]) contra los pesos “W”, estos pesos, luego se comparten en todo el espacio 
de entrada, como se indica en la Fig. 54, en esta imagen, los pesos con el mismo estilo de 




Fig. 54. Arquitectura de una CNN típica. [34] 
Después de calcular las unidades ocultas, una capa de agrupación máxima ayuda a 
eliminar la variabilidad en las unidades ocultas (es decir, activaciones de la banda 
convolucional), que existen debido a los tipos de estilo, distorsiones en los canales, etc. En 
concreto, cada unidad de agrupación máxima recibe activaciones de “r” bandas 
convolucionales, y produce el máximo de las activaciones de estas bandas; la mayor parte 
del trabajo de la CNN, está en el reconocimiento de imágenes, teniendo capas de red 
convolucionales inferiores, mientras que las capas de la red están completamente 
conectadas; en otras palabas, una red convolucional posee cuatro etapas; primero, se 
realiza una convolución de la imagen de entrada, con máscaras para la detección de 
características, esto ayuda que la data por analizar sea más pequeña y fácil de procesar; 
no obstante, se pierde un poco de información, ya que solo se enfoca en las características 
a seleccionar, esta etapa, tiene como objetivo obtener los mapas de características; 
segundo, se realiza la agrupación de características, la cual no se centra en un lugar fijo, 
ya que esta puede estar en cualquier ubicación, este procedimiento tiene el nombre de 
invariedad agrupada, sus ventajas es que remueve información innecesaria, preserva las 
características importantes y se adapta a la distorsión, llegando a obtener una capa 
agrupada; tercero, es el aplanado, es cual coloca la capa agrupada en una columna, la 
cual servirá de entrada (input) para la red neuronal artificial (RNA);  finalmente, se obtiene 
la conexión completa, en donde se obtiene las salidas esperadas; esta arquitectura se 
utiliza principalmente en aplicaciones de visión artificial para la detección, clasificación y 
segmentación semántica de objetos; ideal para procesamiento de imágenes y videos.  
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2.4.4.2 Redes neuronales adversas generativas (GAN) 
Las redes neuronales adversas generativas (GAN) [35], proporcionan una forma de 
aprender representaciones profundas sin datos de entrenamiento anotadas, lo logran 
derivando señales de retropropagación, a través de un proceso competitivo, que involucra 
un par de redes; las representaciones que pueden ser aprendidos por la GAN, son las que 
se pueden utilizar en una gran variedad de aplicaciones, incluyendo síntesis de imágenes, 
edición de imágenes semánticas, Superresolución de imágenes y clasificación de ellas. 
Las GAN [35], son una técnica emergente para procesos semisupervisados y aprendizaje 
sin supervisión, lo logran implícitamente mediante la modelación de distribuciones de datos 
en dimensiones altas; además se pueden caracterizar por entrenar a un par de redes en 
competencia entre sí. Una común analogía, apta para datos visuales, es pensar en una red 
de estas como falsificador de arte, y el otro como experto en arte; los falsificadores, 
conocido en la literatura GAN, como el generador (G), crea falsificaciones, con el objetivo 
de realizar imágenes realistas; por otro lado, el experto, conocido como discriminador (D), 
recibe tantas falsificaciones e imágenes reales (auténticas), con la finalidad de que ambos 
se entrenan simultáneamente y generen una competencia entre sí. 
Fundamentalmente, el generador (G), no tiene acceso directo a imágenes; la única forma 
en que aprende es a través de su interacción con el discriminador, el discriminador tiene 
acceso a tanto las muestras sintéticas como las muestras extraídas de la pila de imágenes 
reales; la señal de error al discriminador, se proporciona a través de la simple verdad 
fundamental de saber si la imagen proviene de la pila real o del generador; la misma señal 
de error, a través del discriminador, se utiliza para entrenar el generador, llevándolo a ser 
capaz de producir falsificaciones de mejor calidad constantemente.  
Los dos modelos que se aprenden durante el proceso de entrenamiento (Fig. 55) para un 
GAN son el discriminador (D) y el generador (G); por lo general, se implementan con redes 
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neuronales, pero podrían implementarse mediante cualquier forma de sistema 
diferenciable que mapee datos de un espacio a otro. 
 
Fig. 55. Arquitectura de GAN. [35] 
La mayor importancia en las GAN [35], está impulsada, no solo por su potencial en el 
aprendizaje de mapeos profundos y altamente no lineales de un espacio latente a un 
espacio de datos y viceversa; sino también por su buen rendimiento para hacer uso de las 
grandes cantidades de datos de imágenes sin etiquetar; quienes, permanecen cerrados al 
aprendizaje de representación profunda; asimismo dentro de las sutilezas del 
entrenamiento de las GANs, hay muchas oportunidades de desarrollo de nuevas teorias y 
algoritmos; además con el poder de las redes profundas, existen grandes oportunidades 
para nuevas aplicaciones tecnológicas.  
2.5 Modelos de machine learning  
2.5.1 TensorFlow 
TensorFlow [36], es un sistema de aprendizaje automático, la cual opera a gran escala en 
entornos heterogéneos, utilizando gráficos de flujo de datos para representar el cálculo, 
estados compartidos y las operaciones que fluctúan en ese estado, eso mapea los nodos 
de un gráfico de flujo de datos en muchas máquinas, como un clúster y dentro de una 
máquina en varios dispositivos computacionales, incluidas CPU multinúcleo, GPU de uso 
general y ASIC de diseño personalizado conocidos como Unidades de procesamiento de 
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tensor (TPU). Esta arquitectura, trabaja mediante calculo tensorial (Fig. 56), dando 
flexibilidad al desarrollador de software en diversas aplicaciones; mientras que en el 
"servidor de parámetros", se diseña la gestión de estado integrado en el sistema; asimismo, 
TensorFlow permite a los desarrolladores experimentar con optimizaciones novedosas y 
algoritmos de entrenamiento de alto rendimiento; además, admite una variedad de 
aplicaciones, con un enfoque en el entrenamiento y la inferencia en redes neuronales 
profundas. Por otro lado; varios servicios de Google usan TensorFlow en producción, 
puesto que, esta biblioteca se lanzó como un proyecto de código abierto y se ha vuelto muy 
utilizado para la investigación del aprendizaje automático; el modelo de programación 
facilita la experimentación con ella y ha demostrado que las implementaciones resultantes 
son eficaces y escalables. 
 
Fig. 56. Arquitectura de un cálculo tensorial. [36] 
Las interacciones con TensorFlow [36] son prometedoras, puesto que una gran cantidad 
de grupos en Google lo han implementado en producción y está ayudando a muchos 
académicos a realizar investigaciones, con la finalidad de realizar nuevos avances en 
máquinas de aprendizaje; desde que se lanzó como código abierto de software, más de 
14.000 personas han bifurcado la fuente del repositorio del código; además,  la distribución 
binaria se ha descargado más de un millón de veces y docenas de máquinas se han 
publicado en modelos de aprendizaje que lo usan para su desarrollo. 
74 
 
TensorFlow [36], es un trabajo en progreso; su flexible flujo de datos en la representación, 
permite a los usuarios avanzados obtener excelentes resultados, pero aún no se ha 
determinado el valor predeterminado, para que funcione bien para todos los usuarios, por 
lo que más investigación sobre la optimización automática debería subsanar este 
problema. En el nivel del sistema, se sigue desarrollando activamente algoritmos para 
colocación automática, fusión de kernel, administración de memoria y programación. Por 
otra parte, mientras que las implementaciones actuales de estado mutable y tolerancia a 
fallas son suficiente para aplicaciones con requisitos de consistencia débiles, se espera 
que algunas aplicaciones con ella requerirán una mayor coherencia y se está investigando 
cómo crear dichas políticas a nivel de usuario; finalmente, algunos usuarios han 
comenzado a irritarse en las limitaciones de un gráfico de flujo de datos estático, 
especialmente para algoritmos como el aprendizaje por refuerzo profundo; por lo tanto, se 
enfrentan al intrigante problema de proporcionar un sistema que utilice de manera 
transparente y eficiente los recursos distribuidos, incluso cuando la estructura del cálculo 
se desarrolle dinámicamente.  
2.6.2 Microsoft COCO: objetos comunes en contexto (Object Detection) 
En este algoritmo [37], se utilizan redes neuronales convolucionales, la cual se interesa 
principalmente en la localización precisa de instancias de objetos, por lo que solo se decide 
incluir categorías de "cosas" y “no cosas"; sin embargo, dado que las categorías de "cosas" 
pueden proporcionar información contextual significativa, se cree que el etiquetado futuro 
de categorías "no cosas" también será beneficioso; la especificidad de las categorías de 
objetos, puede variar significativamente; por ejemplo, un perro podría ser miembro de la 
categoría de "mamífero", "perro" o "pastor alemán"; por otro lado, con la recopilación 
práctica de un número significativo de instancias por categoría, se limita el conjunto de 
datos a categorías de nivel de entrada; es decir, etiquetas de categoría que son 
comúnmente utilizado por humanos al describir objetos (perro, silla, persona); también es 
posible, que algunos objetos de las categorías, puedan formar parte de otras categorías de 
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objetos; por ejemplo, una cara puede ser parte de una persona; por este motivo se anticipa 
la inclusión de categorías de partes de objetos (cara, manos, piernas); por lo cual, es muy 
beneficioso para muchas aplicaciones del mundo real. 
   
(a) (b) (c) 
Fig. 57. Las 3 tareas principales de COCO. [37] 
Este algoritmo, tiene 3 tareas principales [37] como se muestra en la Fig. 57, las cuales 
son: - (a) etiquetar las categorías presentes en la imagen, - (b) ubicar y marcar todas las 
instancias de las categorías etiquetadas, y – (c) segmentar cada instancia de objeto. 
Los desarrolladores de este algoritmo [37], trabajan con un conjunto de datos, estos son 
utilizados para detectar y segmentar los objetos, que se encuentren en la vida cotidiana, 
en su forma natural; utilizando más de 70.000 horas de trabajo, se recopiló, anotó y 
organizó una vasta colección de instancias de objetos, para impulsar el avance de los 
algoritmos de detección y segmentación de objetos; el énfasis fue colocado en la búsqueda 
de imágenes no icónicas de objetos en ambientes naturales y de varios ángulos del 
observador; estadísticamente del conjunto de datos que tienen las imágenes, se obtuvo 
una información rica en características, con muchos objetos presentes como se muestra 





Fig. 58. Muestras de imágenes anotadas en el conjunto de datos de MS COCO. [37] 
2.6.3 DeepLab 
DeepLab [38], es una segmentación semántica de imágenes, con 10 Redes 
convolucionales profundas; con el uso de DCNN para la segmentación semántica y otras 
tareas complejas de predicción, se ha demostrado que es simple y se aborda con éxito 
mediante la implementación de una red convolucional; sin embargo, la combinación 
repetida de agrupaciones máximas y zancadas en capas consecutivas de estas redes, 
reduce significativamente la resolución espacial de los mapas de características 
resultantes, generalmente por un factor de 32 en cada dirección en las DCNNs recientes; 
un remedio parcial, es utilizar capas "deconvolucionales"; no obstante, se requiere más 
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consumo de memoria y tiempo adicional; por este motivo se usó la convolución atroz; este 
algoritmo, nos permite calcular las respuestas de cualquier capa, con cualquier resolución 
deseable; además, se puede aplicar a una red entrenada, pero también puede ser 
perfectamente integrado para el entrenamiento; por otro lado, este algoritmo, en la 
aplicación para personas, se enfoca en obtener un conjunto de datos, que contenga más 
datos de entrenamiento y una gran variación en la escala del objeto y la pose humana 
como se muestra en la Fig. 59.  
 
Fig. 59. Resultados del algoritmo. [38] 
Específicamente, este conjunto de datos, contiene anotaciones detalladas de partes para 
cada persona, por ejemplo, ojos, nariz; fusionando otras partes como, brazos superiores, 
inferiores y piernas superiores e inferiores; haciendo uso de 1716 imágenes de personas 
para el entrenamiento y 1817 imágenes de personas para la validación; obteniendo 
resultados mejores frente a los clásicos algoritmos de segmentación; ya que, se reutiliza 
las redes capacitadas en clasificación de imágenes, para la tarea de segmentación 
semántica, mediante la aplicación de la "convolución atroz" con filtros de muestreo 
superior, para la extracción de características densas, logrando ampliar la codificación de 
objetos a múltiples escalas, con lo cual, se llega a producir diversas predicciones 
semánticamente precisas y mapas de segmentación detallados a lo largo de los límites de 
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los objetos; también combina ideas de redes neuronales convolucionales y campos 
aleatorios condicionales completamente conectados.  
2.6.4 PoseNet:  
PoseNet [39], es una red convolucional adversaria consciente de la estructura, para la 
estimación y ubicación de la pose de un ser humano; para la estimación de la “pose” en 
imágenes sobre cuerpos humanos, a menudo resultan predicciones con mucho error; no 
obstante, la visión humana es capaz de predecir poses, explotando restricciones 
geométricas de la interconectividad conjunta, dirigiendo el problema incorporando a 
antecedentes sobre la estructura de los cuerpos humanos; PoseNet es una nueva red 
convolucional consciente de la estructura humana, la cual sirve para realizar el 
entrenamiento de la red profunda; por otro lado, el aprendizaje explícito de estas 
limitaciones suelen ser un desafío; en cambio, PoseNet utiliza discriminadores para 
distinguir las poses reales de las falsas, si la pose generadora (G) genera resultados que 
el discriminador (D) no puede reconocer y falla para distinguirse de los reales, la red 
aprende con éxito; por otra parte, para una mejor captura, la estructura de dependencia del 
cuerpo humano en las articulaciones, el generador (G) está diseñado en una multitarea 
apilada de la manera de predecir poses, así como mapas de calor de oclusión; luego, los 
mapas de calor de la pose y la oclusión, se envían a los discriminadores para predecir la 
probabilidad de que la pose sea real, esta red sigue la estrategia de generación condicional 
de las Redes Generativas adversas (GAN). El modelo PoseNet, consta de tres partes, las 
cuales son: la red generadora de pose (G), la red discriminadora de pose (P) y el 
discriminador de confianza (C); la red generativa es de abajo hacia arriba y la red 
discriminativa de arriba hacia abajo, donde las entradas son las imágenes en RGB y las 
salidas son a 32 mapas de calor para cada imagen de entrada; la mitad de los mapas de 
calor devueltos son estimaciones de pose para 16 puntos clave y la otra mitad son para las 
predicciones de oclusión correspondientes; los valores en cada mapa de calor son 
puntuaciones de confianza en el rango de [0, 1]; en la Fig. 60, se muestra la descripción 
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general de la red convolucional consciente de la estructura propuesta para la estimación 
de la pose humana  
 






















Ya definido el planteamiento del problema, los objetivos principales y secundarios a 
alcanzar por los autores de esta investigación; se estableció procedimientos de orden 
metodológico para la óptima ejecución del estudio; esto implico seleccionar el tipo y diseño 
de investigación, la operacionalización de las variables, así como las técnicas e 
instrumentos de recolección de las bases de datos.  
Según R. Hernández, C. Fernández y P. Baptista [40], afirman que hoy en día no es posible 
realizar cualquier trabajo sin un estudio metodológico adecuado, ya que este sirve para la 
creación de nuevos o mejores sistemas y productos, así mismo mientras mayor 
investigación se genera habrá mayor progreso  
Según el plan de investigación propuesto delimitado y concreto, los objetivos planteados, 
la investigación es de enfoque cuantitativa, puesto que las recolecciones son con 
procedimientos estandarizados con el fin de tener credibilidad y aceptación por la 
comunidad científica; por otro lado, los datos obtenidos tienen representación numérica, 
las cuales serán analizados estadísticamente; así mismo estos resultados son controlados 
en los procesos de experimentación de manera objetiva, sin manipulación subjetiva.  
Además, por las mediciones de la variable dependiente, adquirida de las bases de datos 
de la manipulación de la variable independiente, esta investigación es de alcance 
81 
 
descriptiva, ya que solo busca describir las propiedades, características y perfiles de los 
procesos; midiendo y recogiendo únicamente información de manera independiente de las 
variables, sin indicar las relaciones entre estas; asimismo tendrá alcance explicativo ya que 
se detallara los efectos más beneficiosos socialmente, tecnológicamente, económicamente 
y ambientalmente, para finalmente justificar las manipulaciones de la variable dependiente. 
3.1 Diseño de investigación 
El diseño de la investigación, busca responder de manera objetiva las preguntas de 
investigación y cumplir con los objetivos establecidos; esto se hace mediante la selección 
de esta y aplicarlos al estudio, en otras palabras, la selección del diseño es el plan o 
estrategia para obtener la información necesaria.  
El diseño escogido es el experimental, ya que se eligió y realizó acciones causales, con el 
fin de observar las consecuencias, mediante manipulaciones intencionales de la variable 
independiente, para poder analizar las respuestas frente a estas alteraciones dentro de un 
riguroso control. En primer lugar, se manipulo intencionalmente la variable independiente, 
con la finalidad de evaluar los efectos producidos por estas causas, esta manipulación fue 
mediante el grado de presencia – ausencia, ya que sirvió para estimar las medidas 
antropométricas. En segundo lugar, se medió y comparó los efectos de la variable 
dependiente y la variable independiente, estos resultados  fueron válidos y confiables. Por 
último, se obtuvo un control y validez interna, ya que el control, se realizó teniendo que 
cada fluctuación de la variable independiente, debía ser solo causada por las 
manipulaciones de la variable dependiente y la validez, fue por la estabilidad, confiabilidad 
de los instrumentos de medición, asimismo las condiciones ambientales tuvieron que ser 
las mismas para todos los usuarios, estas pruebas e instrumentos utilizados fueron las 




El tipo del diseño experimental escogido fue el “Experimento Puro”, ya que se tuvo grupos 
de comparación en la manipulación de la variable dependiente y equivalencia entre estas 
comparaciones; este diseño será de post – pruebas únicas y de grupo de control, puesto 
que solo se tuvo un grupo donde se realizará todas las pruebas, donde los resultados de 
estos son comparados con los datos obtenidos del grupo de control, logrando controlar 
todas las fuentes de invalidación interna.  
3.2. Diagrama pictórico  
 
 
 Fig. 61. Diagrama pictórico. 
En la Fig. 61, se muestra el diagrama pictórico donde se visualiza las etapas de la 
metodología empleada para el desarrollo de esta investigación, la cual consta de 10 etapas, 
estas son detallados líneas abajo, las cuales van desde los parámetros iniciales hasta la 
recomendación de la talla de ropa de cada individuo. 
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3.3 Parámetros iniciales  
3.3.1 Requerimientos mínimos en hardware  
Para la captura de imagen se utiliza una cámara digital de 12 Mpx, por lo cual se utiliza un 
iPhone 11 Pro Max, así como una iluminación decente mayor a 400 lux; por lo cual se 
determinó realizar las capturas de imagen con luz solar del ambiente. La distancia del 
sujeto debe ser de 2 metros como mínimo y 3 metros como máximo, con la finalidad de 
obtener una captura de imagen de toda la silueta de la persona; asimismo, la posición en 
altura de la cámara debe ser de 80 cm como mínimo y 1 metro como máximo; además, la 
posición de la cámara debe ser paralelo al eje vertical de la silueta, finalmente esta debe 
tener una posición fija para evitar alteraciones, por lo que se requiere un trípode de altura 
como mínimo de 1 metro; todo estos detalles se muestra en la Fig. 62. 
 
Fig. 62. Requerimientos mínimos en hardware. 
3.3.2 Parámetros iniciales para la captura de imagen 
En la Fig. 63, se muestra el diagrama de flujo de los parámetros iniciales, antes de realizar 




Fig. 63. Parámetros iniciales. 
El fondo donde se realice la captura de imagen, debe ser lo más uniforme posible (Fig. 64), 
sin tener muchos cambios bruscos de color; sin embargo, no se requiere un fondo croma; 
este acondicionamiento ayuda a que los algoritmos se lleguen a ejecutarse más rápido, y 
la confiabilidad sea de mayor rendimiento; además se debe contar con un papel A4 de 
color amarillo fosforescente para el escalamiento de pixeles a milímetros.  
 
Fig. 64. Fondo uniforme con papel A4 fosforescente.  
Se requiere que los individuos utilicen prendas de vestir ligeramente ajustadas, como se 





Fig. 65. Vestimenta recomendada para el usuario. (a) Tipo 1 y (b) Tipo 2. 
Adicionalmente, se requiere que el ambiente tenga luminosidad decente, como se muestra 
en la Fig. 65, con la finalidad de evitar sombras en la silueta de la persona; resaltando los 
bordes y características de los individuos; en la Fig. 66, se muestra una imagen con poca 
luminosidad y generando sombras muy pronunciadas en paralelo de la silueta. 
 
Fig. 66. Sombras de la silueta. 
Finalmente, luego de tener acondicionado los parámetros físicos del ambiente, se 
establece 4 poses iniciales para la captura de las imágenes, la pose 1 (Fig. 67.a), es para 
obtener los puntos característicos  de la cadera, hombros, largo y brazos, los cuales sirven 
para obtener las medidas longitudinales frontales de las mismas; la pose 2 (Fig. 67.b), es 
para obtener el punto característico del pecho, el cual sirve para obtener la medida 
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longitudinal frontal en pixeles de esta; la pose 3 (Fig. 67.c), es para obtener el punto 
característico de la cintura, el cual sirve para obtener la medida longitudinal frontal en 
pixeles de esta; la pose 4 (Fig. 67.d), es para obtener las medidas longitudinales laterales 
en pixeles de la cintura, cadera y pecho.  
    
(a) (b) (c) (d) 
Fig. 67. Poses de la investigación. (a) Pose 1. (b) Pose 2. (c) Pose 3 y (d) Pose4. 
3.4 Captura de imágenes   
En la Fig. 68, se muestra el diagrama de flujo para la realización de las capturas de las 
imágenes; aquí es donde, se trabaja a detalle las 4 poses iniciales (Fig. 67), las cuales 
cumplen una respectiva función en el desarrollo de esta investigación.  
 
Fig. 68. Captura de imágenes. 
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En esta etapa, se realizó las mediciones de manera tradicional, con la ayuda de una cinta 
métrica de modista (Fig. 28.B), estas fueron en milímetros; con la finalidad de obtener la 
circunferencia de la cadera, cintura, pecho; además las longitudes de hombro a hombro, 
del hombro al codo y finalmente del largo (hombro a cadera). Estas medidas 
antropométricas reales se muestran a detalle en la TABLA 10, de los 20 colaboradores; 
adicionalmente, estas mediciones se realizaron de la manera como recomienda la ISO 
8559, la cual se muestra en la Fig. 29. 
3.5 Segmentación de la silueta 
En la Fig. 69, se muestra el diagrama de flujo, para la segmentación de la silueta, en las 
imágenes de las 4 poses, las cuales emplean la combinación de procesamiento de 
imágenes digitales con el uso inteligente de redes neuronales DeepLab). Cabe mencionar, 
que la etapa más importante de esta investigación es esta, puesto que mientras mayores 
características se obtienen de las personas, mayor data se obtiene.  
 
Fig. 69. Segmentación de la silueta. 
Inicialmente, se carga cada una de las poses (Fig. 70.a), para poder procesarlas; después 
de leer las imágenes, se ejecuta la red neuronal convolucional llamada DeepLab, este 
algoritmo, ayuda en la segmentación semántica de la silueta de las personas, animales, 
objetos y entre otros (Fig. 70.b); por tal motivo después de ejecutarlo, se tiene que 
seleccionar únicamente la silueta de las personas (Fig. 70.c); puesto que esta, es la de 
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interés de investigación; en la Fig. 70, se muestra las segmentaciones de diferentes de 
personas. 
 Finalmente, luego de obtener la silueta, se reescala la imagen a las dimensiones iniciales; 
puesto que, el algoritmo DeepLab tiende a reducir la imagen de salida; este mismo 
procedimiento se realiza para las 4 poses.  
   
   
(a) (b) (c) 









3.6 Filtro Gaussiano del fondo 
 
Fig. 71. Filtro Gaussiano del fondo. 
En la Fig. 71, se muestra el diagrama de flujo, para agregar el filtro gaussiano al fondo de 
la silueta, preservando las características de la misma, mostrándose en la Fig. 72. Primero, 
se carga la imagen de la pose (Fig. 72.a), luego se agregar el filtro Gaussiano al fondo (Fig. 
72.b), para finalmente con la silueta obtenida, resaltar esta misma, en RGB (Fig. 72.c); este 
mismo procedimiento se realiza para las 4 poses.  
   
(a) (b) (c) 
Fig. 72. Resaltar fondo mediante el filtro Gaussiano. (a) paso 1. (b) paso 2 y (c) paso 3. 
3.7 Ubicación de puntos antropométricos  
En la Fig. 73, se muestra el diagrama de flujo, para obtener la ubicación de los puntos 




Fig. 73. Ubicación de puntos característicos.  
Una vez obtenido la imagen con ruido Gaussiano, ya se tiene esta, lista para procesarla, 
cabe mencionar que se utilizó este filtro, con la finalidad de obtener mayor rendimiento con 
el algoritmo PoseNet, puesto que, este filtro ayuda a reducir las sombras como se muestra 
en la Fig. 74; ayudando a que la Red Neuronal aplicada, no identifique y tome como “pose”, 
las sombras de la silueta; obteniendo mayor confiablidad en los resultados.  
  
(a) (b) 
Fig. 74. Rendimiento del fondo Gaussiano. (a) sin filtro y (b) con filtro.  
La red neuronal PoseNet, retorna como salida 16 puntos característicos (Anexo 2), de las 
cuales, solo se utiliza 8 puntos característicos, para los objetivos de esta investigación, 
estas son: la cadera derecha e izquierda, hombro derecho e izquierdo, codo derecho e 
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izquierdo, y muñeca derecha e izquierda; este proceso se realiza para la Pose 1 (Fig. 75.a), 
Pose 2 (Fig. 75.b)  y Pose 3 (Fig. 75.c). 
   
(a) (b) (c) 
Fig. 75. Puntos característicos mediante PoseNet. (a) Pose 1. (b) Pose 2 y (c) Pose 3. 
En la Fig. 75, se obtiene los 8 puntos característicos mencionados anteriormente; por otro 
lado, inicialmente se determinó otra pose, como la inicial, la cual se muestra en la Fig. 76, 
esta presentaba problemas en la ubicación de los puntos característicos, debido a que el 
algoritmo PoseNet, tiene limitaciones en su base de datos de entrenamiento, por estos 
motivos se determinó la pose inicial especificada en el diagrama pictórico inicial (Fig. 61).   
 
Fig. 76. Pose tentativamente Inicial. 
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En la Fig. 75.a, se muestra puntos característicos, de los cuales se obtiene la ubicación de 
la cadera, hombros, codos y muñecas; por otro lado, la Fig. 75.b, muestra similares puntos 
característicos; sin embargo, solo se utiliza de esta pose; para la ubicación de la muñecas, 
la cual, sirve para aproximar computacionalmente la ubicación del pecho; finalmente, la 
Fig. 75.c muestra los mismos puntos característicos, utilizando la misma aproximación de 
las muñecas, en este caso, para determinar la ubicación de la cintura del individuo. 
La matriz de puntos característicos, se muestra en la Fig. 77, en esta se puede observar 
dichos puntos, en el sistema de coordenadas (X,Y); además en la parte derecha se ve un 
ítem, llamado confiabilidad, este indica el porcentaje (%), de que el punto característico 
obtenido, estese ubicado en el lugar correcto; mientras más cercano sea a 1, mayor será 
la precisión; finalmente, está el ítem SCORE, en la parte inferior, el cual determina el 
porcentaje de la detección global de los 18 puntos característicos, como la situación 
anterior, mientras más cercano sea a 1, mayor será el rendimiento del este.  
 
Fig. 77. Matriz de puntos característicos.  
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3.8 Estimación dimensional antropométrica en pixeles 
 
Fig. 78. Estimación dimensional antropométrico en pixeles. 
En la Fig. 78, se muestra el diagrama de flujo para obtener, la Estimación dimensional 
Antropométrico en Pixeles, este procedimiento se realiza, mediante cálculos aritméticos 
longitudinales de las 3 poses frontales.  
En la Fig. 79.a, se muestra los 8 puntos característicos, estos se utilizan para determinar 
las distancias de la silueta en pixeles, en esta Figura se obtiene 3 medidas, las cuales son 
distancia longitudinal de la cadera, distancia entre hombros, distancia del hombro hacia la 
cadera (largo) y la distancia entre el hombro a codo (brazo); en la Fig. 79.b, la distancia 
longitudinal del pecho y en la Fig. 79.c, la distancia longitudinal de la cintura; cabe 
mencionar que únicamente se utilizó la silueta inicial para la estimación longitudinal en 
pixeles del pecho y la cintura, utilizando solo los puntos en el sistema de coordenadas (X,Y) 
de la ubicación de las muñecas derecha e izquierda. 
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(a) (b) (c) 
Fig. 79. Proyecciones longitudinales en las segmentaciones de la silueta frontal. 
3.8.1 Estimación dimensional de los hombros en pixeles 
Para la estimación dimensional de los hombros en pixeles, se utiliza los datos obtenidos 
en la matriz del Anexo 2, escogiéndose el ítem 5 y 6, las cuales se muestran en la Fig. 80,  
en el sistema de coordenadas (X, Y). 
 
Fig. 80. Coordenadas en (X, Y) de los hombros. 
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Para determinar la aproximación de la distancia de hombros en pixeles, se parte desde los 
puntos característicos de los hombros, tanto para la derecha e izquierda (Fig. 81.a), como 
se tiene dos puntos, se promedia el eje de las ordenadas (Y); luego, se procede a realizar 
el conteo de bits en ese punto de manera horizontal en toda la imagen (Fig. 81.b), para 
finalmente, solo obtener la cantidad de pixeles de valor 0 (Fig. 81.c). 
   
(a) (b) (c) 
Fig. 81. Estimación frontal de los hombros. (a) etapa 1. (b) etapa 2 y (c) etapa 3. 
3.8.2 Estimación dimensional del largo en pixeles 
Para la estimación dimensional del largo del polo en pixeles, se utiliza los datos en la matriz 
del Anexo 2, escogiéndose el ítem 5, 6, 11 y 12; estas se muestran en las Fig. 80 y 82, 
respectivamente, las cuales están en el sistema de coordenadas (X,Y). 
 
Fig. 82. Coordenadas en (X, Y) de la cadera. 
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Una vez obtenida dichos puntos, se traza líneas de punto a punto como se muestra en la 
Fig. 83.a; después, se proyectan los puntos de los hombros paralelos al plano vertical del 
plano, manteniendo como límite los puntos en la coordenada de las abscisas (X) de la 
cadera, como se muestra en la Fig. 83.b; posteriormente, se proyectan los puntos de los 
hombros a 0 en el eje de las ordenadas (Y), como se muestra en la Fig. 83.c.  
    
(a) (b) (c) (d) 
Fig. 83. Estimación frontal en pixeles del largo. (a) etapa 1. (b) etapa 2. (c) etapa 3 y (d) 
etapa 4. 
Finalmente, solo se selecciona la cantidad de pixeles con valor a 1 en dicho tramos, 
obteniendo la estimación del largo en pixeles, como se muestra en la Fig. 83.d. 
3.8.3 Estimación dimensional del brazo en pixeles 
Para la estimación dimensional de la longitud del brazo en pixeles se utiliza los datos de la 
matriz del Anexo 2, escogiéndose los ítems 7, 8, 11 y 12; las cuales se muestra en las Fig. 





Fig. 84. Coordenadas en (X, Y) de los codos. 
Una vez obtenido dichos puntos, estos se proyectan como se muestra en la Fig. 85.a, para 
posteriormente realizar el conteo de bits de la proyección inicial, obteniendo la distancia de 
brazos en pixeles, como se muestra en la Fig. 85. b. 
  
(b) (b) 
Fig. 85. Estimación frontal en pixeles del brazo. (a) etapa 1 y (b) etapa 2. 
3.8.4 Estimación dimensional de la cadera en pixeles 
Para la estimación dimensional de la cadera en pixeles, se utiliza los datos de la matriz del 
Anexo 2, escogiéndose los ítems 11 y 12; las cuales se muestran en la Fig. 82, estas están 
en el sistema de coordenadas (X, Y). 
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Para determinar la aproximación de la distancia de la cadera frontal, se parte de las 
posiciones en los puntos cartesianos, tanto para la derecha e izquierda, como se tiene dos 
puntos (Fig. 86.a), se promedia los puntos en el eje de la ordenada (Y), luego, se procede 
a realizar el conteo de bits en ese punto, de manera horizontal en toda la imagen (Fig. 
86.b); con la finalidad, de solo obtener la cantidad de pixeles de valor 1 (Fig. 86.c). 
c    
(a) (b) (c) 
Fig. 86. Estimación frontal en pixeles de la cadera. (a) etapa 1. (b) etapa 2 y (c) etapa 3. 
Posteriormente, para obtener la cantidad de pixeles de manera lateral, se utiliza la pose 4 
(Fig. 67.d), en donde se realiza proyecciones de líneas horizontales, en el sistema de 
coordenadas como se muestra en la Fig. 87.a. Por otro lado, para determinar la 
aproximación de la distancia de la cadera lateral, se parte de la posición cartesiana (X, Y), 
tanto para la derecha e izquierda; como se tiene dos puntos, estos se promedian en el eje 
de la ordenada (Y); para posteriormente, realizar el conteo de bits en ese punto de manera 
horizontal en toda la imagen (Fig. 87.b); finalmente, solo se obtiene la cantidad de pixeles 
de valor 1 (Fig. 87.c). 
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(a) (b) (c) 
Fig. 87. Estimación lateral en pixeles de la cadera. (a) etapa 1. (b) etapa 2 y (c) etapa 3. 
Al obtener los valores de manera lateral y frontal, se aplica la ecuación 1 de circunferencias 
de ramanujan. Donde a es la  mitad de pixeles de manera frontal y b es la mitad de pixeles 
de manera lateral; dando como resultado la estimación de la circunferencia de la cadera 
en pixeles. 
𝐶 =  𝜋. [
3
2
. (𝑎 + 𝑏) − √𝑎. 𝑏] 
Ecuación 1 
3.8.5 Estimación dimensional del pecho en pixeles 
Para la estimación dimensional del pecho en pixeles se utiliza la Pose 1 (Fig. 67.a), Pose 
2 (Fig. 67.b) y la Pose 4 (Fig. 67.d), además los datos en la matriz del Anexo 2, 
escogiéndose los ítems 9 y 10; las cuales se muestra en las Fig. 88, estas están en el 




Fig. 88. Coordenadas en (x,y) de las muñecas en la Pose 2. 
Una vez obtenida los puntos en el sistema de coordenadas (Fig. 89.a), se procede a trazar 
una línea de la muñeca derecha hacia la muñeca izquierda (Fig. 89.b), para posteriormente 
colocarlas en la Pose 1 segmentada, realizando el conteo de pixeles en donde se tiene el 
valor de 1 (Fig. 89.c), obteniendo la distancia frontal en pixeles del pecho. 
   
(a) (b) (c) 
Fig. 89. Estimación frontal en pixeles del pecho. (a) etapa 1. (b) etapa 2 y (c) etapa 3. 
Luego, se coloca los puntos de coordenadas en la pose 4, donde se puede proyectar líneas, 
en el sistema de coordenadas (Fig. 90.a); para determinar la aproximación de la distancia 
lateral del pecho, se parte de la posición en (X,Y), tanto para la derecha e izquierda, como 
se tiene dos puntos, estos se promedian en el eje de la ordenada (Y); posteriormente, se 
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realiza el conteo de bits en ese punto de manera horizontal (Fig. 90.b), finalmente, solo 
quedarnos con la cantidad de pixeles de valor 1 (Fig. 90.c). 
   
(a) (b) (c) 
Fig. 90. Estimación lateral en pixeles del pecho. (a) etapa 1. (b) etapa 2 y (c) etapa 3. 
Luego, los valores obtenidos en pixeles de manera lateral y frontal del pecho, se utilizan en 
la ecuación 1 de circunferencias de ramanujan; donde “a” es la  mitad de pixeles del pecho 
de manera frontal y “b” es la mitad de pixeles del pecho de manera lateral.  
𝐶 =  𝜋. [
3
2
. (𝑎 + 𝑏) − √𝑎. 𝑏] 
Ecuación 1 
3.8.6 Estimación dimensional de la cintura en pixeles 
Para la estimación dimensional de la cintura en pixeles se utiliza la Pose 1 (Fig. 67.a), Pose 
3 (Fig. 67.c) y la Pose 4 (Fig. 67.d), además los datos en la matriz del Anexo 2, 
escogiéndose los ítems 9 y 10; las cuales se muestra en las Fig. 91, estas están en el 




Fig. 91. Coordenadas en (x,y) de las muñecas en la Pose 3. 
Una vez obtenida los puntos en el sistema de coordenadas (Fig. 92.a), se procede a trazar 
una línea de la muñeca derecha, hacia la muñeca izquierda (Fig. 92.b), para posteriormente 
colocarlas en la Pose 1 segmentada, realizando el conteo de pixeles, donde se tiene el 
valor de 1 (Fig. 92.c), obteniendo la distancia frontal en pixeles del pecho. 
   
(a) (b) (c) 
Fig. 92. Estimación lateral en pixeles de la cintura. (a) etapa 1. (b) etapa 2 y (c) etapa 3. 
Luego, se coloca los puntos de coordenadas en la pose 4, donde se proyectan líneas 
horizontales, en el sistema de coordenadas (Fig. 93.a).Para determinar la aproximación de 
la distancia lateral del pecho, se parte de la posición en (X,Y), tanto para la derecha e 
izquierda, como se tiene dos puntos, estos se promedian en el eje de la ordenada (Y), 
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posteriormente, se realiza el conteo de bits en ese punto de manera horizontal (Fig. 93.b), 
finalmente, solo quedarnos con la cantidad de pixeles de valor 1 (Fig. 93.c). 
   
(a) (b) (c) 
Fig. 93. Estimación frontal en pixeles de la cintura. (a) etapa 1. (b) etapa 2 y (c) etapa 3. 
Una vez obtenido los valores de manera lateral y frontal del pecho, se aplica la ecuación 1 
de circunferencias de ramanujan. Donde “a” es la  mitad de pixeles de la cintura de manera 
frontal y “b” es la mitad de pixeles de la cintura de manera lateral.  
𝐶 =  𝜋. [
3
2
. (𝑎 + 𝑏) − √𝑎. 𝑏] 
Ecuación 1 
3.9 Escalamiento de pixeles a milímetros  
En la Fig. 94, se muestra el diagrama de flujo, para obtener el escalamiento de pixeles a 
milímetros, este procedimiento se realiza, mediante cálculos longitudinales de la Pose 1, 




Fig. 94. Escalamiento de pixeles a milímetros. 
Inicialmente se carga la Pose 1 (Fig. 67.a), dicha imagen, se transforma de RGB a HSV 
(Fig. 95.a), con la finalidad de segmentar “la figura patrón” (papel A4 fosforescente); 
posteriormente, se segmenta dicho patrón, mediante una máscara con la siguiente 
restricción: 
BAJO_HSV = np.array([25, 50, 64]) 
ALTO_HSV = np.array([40, 255, 255]) 
   
(a) (b) (c) 
Fig. 95. Segmentación del patrón de escalamiento. (a) etapa 1. (b) etapa 2 y (c) etapa 3. 
Una vez establecida la máscara se pasa a realizar la binarización, quedando como 
resultado la Fig. 95.b; no obstante, se llega apreciar segmentos binarizados adicionales; 
por tal motivo, se procede a realizar la operación morfológica de apertura, con la finalidad 
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de eliminar dichos objetos no deseados, quedando como resultado la Fig. 95.c, la cual solo 
tiene como segmentación nuestro patrón. 
Después, de obtener la segmentación del patrón (Fig. 96.a), se realizar un conteo de bits 
de manera horizontal, trazando una línea horizontal sobre ella (Fig. 96.b), para 
posteriormente, solo obtener la cantidad de bits que tienen el valor de 1 (Fig. 96.c).  
   
(a) (b) (c) 
Fig. 96. Estimación en pixeles del patrón. (a) etapa 1. (b) etapa 2 y (c) etapa 3. 
Al obtener la cantidad de pixeles de manera horizontal, se procede a utilizar el método de 
densidad de pixeles (Ecuación 5), para obtener el factor de conversión.  
3.10 Estimación antropométrica dimensional en milímetros 
Al obtener el factor de conversión, y tener los valores antropométricos de nuestro interés 
se procede a multiplicar cada uno con este dato, como se muestra en la Ecuación 13. 
𝑚𝑒 = 𝑚𝑝 ∗ ℎ Ecuación  13 
Donde: 
Me = medida estimada (mm) 
Mp = medida en pixeles  
H = factor de conversión (mm/pixeles) 
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La medida en pixeles, son los resultados obtenidos en las etapas anteriores, donde 
obtuvimos la medida longitudinal de los hombros, largo y brazos; asimismo, las medidas 
de circunferencia de la cadera, pecho y cinturas; todas estas están en pixeles, luego al 
aplicarle el factor de conversión se obtiene la TABLA 8, donde el error es expresado en 
porcentaje (%). 
TABLA 8: Medidas antropométricas:  reales vs estimadas 
 
Nota: Muestra el error de las medidas reales frente a las medidas estimadas. 
3.11 Predicción de la talla de polo masculino 
En la Fig. 97, se muestra el diagrama de flujo del algoritmo, para la predicción de talla del 
usuario; este algoritmo se basa en 5 etapas, las cuales son: Datos de entrada (Medidas 
antropométricas Estimadas); filtrar las medidas antropométricas estimadas con la TABLA 
9, la cual se escogió en la limitación de esta investigación; sucesivamente se obtienen las 
tallas; estas se ordenan de manera vertical en una matriz de datos; para finalmente obtener 











Cadera 1000 1019 1.9
Cintura 1000 996 0.4
Pecho 975 995 2.05
Hombros 470 469 0.21
Largo 620 605 2.42




Fig. 97. Escalamiento de pixeles a milímetros. 
En la TABLA 9, se muestra las tallas de polos masculinos de la tienda BEARCLIFF, la cual 
ofrece sus productos, mediante la cadena de tiendas por departamento “SAGA 
FALABELLA”, esta tienda maneja sus propios datos en mediciones para cada tipo de talla, 
dichas tallas van desde la S hasta la XXL, en las limitaciones de la investigación se detalló 
que esta tabla, es la única utilizada para el desarrollo de los datos.  
TABLA 9: Tallas de polo masculino de la tienda BEARCLIFF 
 
Nota: Muestra las medidas de cada talla según sus datos propios. [44]. 
Inicialmente, con la ayuda de las medidas antropométricas estimadas, mediante el 
procesamiento digital de imágenes y la aplicación de redes neuronales, de la TABLA 8, se 
procede a realizar una segmentación (filtro) de estas, puesto que en la TABLA 9, solo se 
requiere 4 tallas para su selección, las cuales son: pecho, hombros, cintura y cadera; 




TABLA 10: Filtro de las medidas antropométricas estimadas 
 
Nota: Muestra las medidas filtradas. 
Luego de realizar este filtro de datos, se realiza una comparación de los datos de la TABLA 
9 frente a los datos de la TABLA 10, mediante condiciones de mayor, menor e igual; con la 
finalidad de obtener, en que talla de encuentra cada medida antropométrica, con lo cual, 
se obtuvo los siguientes datos agrupados, mostrados en la TABLA 11.   
TABLA 11: Selección de talla para cada estimación antropométrica 
 
Nota: Muestra la selección de tallas de las medidas antropométricas seleccionadas. 
Luego de obtener los datos agrupados en función de tallas y milímetros, se procede a 
utilizar una máscara de valores para las tallas, la cual se muestra en la TABLA 12; en donde 
se otorga un peso numeral especifico a cada talla. 
TABLA 12: Máscara para las tallas  
 











Cadera 1000 1019 1.9
Cintura 1000 996 0.4
Pecho 975 995 2.05






















Con la máscara lista, se procede a realizar las equivalencias, entre las TABLAS 11 y 12, 
en una matriz ordenada, como se muestra en la TABLA 13. 
TABLA 13: Matriz de datos finales  
 
Nota: Muestra los datos obtenidos por la máscara.  
Finalmente los datos obtenidos con la máscara (2-5-2-3), se promedian, obteniendo el valor 
redondeado de 3, el cual, nuevamente se utiliza la máscara de la TABLA 12, de manera 
inversa, obteniendo como resultado la talla L. 
Esta talla con el desarrollo del algoritmo fue el resultado final, el cual fue validado por el 



















Cadera 1019 M 2
Cintura 996 XXL 5
Pecho 995 M 2









ANÁLISIS Y RESULTADOS 
Para el desarrollo de esta investigación, se tuvo la colaboración de 10 personas para el 
análisis y mejora del algoritmo; asimismo, 10 personas adicionales  para evaluar el 
rendimiento del modelo planteado en este estudio, asimismo se les hizo realizar una 
declaración jurada con los cados de cada uno, estos documentos se encuentran en el 
siguiente_enlace:_”https://drive.google.com/drive/folders/1UdcJyc17ke9V3ixrS6VgwUafP
akwMf2D?usp=sharing”; la población para esta investigación, fue personas del sexo 
masculino; a su vez, el muestreo solo se realizó con personas mayores de 18 años y 
menores de 45 años, que no presenten obesidad mórbida y que posean sus articulaciones 
completas (personas que tengan toda sus extremidades); después de realizar diversos 
resultados con la misma metodología, se obtuvo el siguiente análisis, líneas abajo. 
Se utilizó una cámara de 12 Mpx del IPhone 11 Pro Max debido a que debía ser de media 
gama, si bien es cierto que existen en el mercado cámaras de hasta 50 Mpx, al momento 
de procesar una imagen de gran cantidad y realizar la metodología anterior, tiene una 
demora en tiempos mayor a 1 minuto, en muchas ocasiones no cumpliendo los objetivos 




La distancia mínima y máxima de 2 a 3 metros de la posición del usuario como se muestra 
en el modelamiento 3d de la Fig. 98; estas mediciones se determinaron en con los usuarios 
de entrenamiento donde se varió las distancias y se corroboro en el rendimiento del 
algoritmo. 
 
Fig. 98. Modelamiento 3D en la captura de imagen. 
Además, la cámara se determinó debido a que a distancias menores no se puede obtener 
la silueta completa de la silueta y a distancias mayores se pierde información en la 






Fig. 99. Captura de imagen a una distancia mayor. (a) caso 1 y (b) caso 2. 
En la Fig. 99.a la captura de imagen se realiza a 4 metros y en la Fig. 99.b a 5 metros; esto 
ocasiona que exista una gran cantidad de pixeles innecesarios y se pierde mucha 
información, está perdida se ve reflejada en la segmentación de la imagen, la cual es 
fundamental para la estimación antropométrica; por otro lado en la Fig. 99.a y 102.a, la 
altura de la cámara es de 50 cm  y en la Fig. 99.b de 60 cm; por tales motivos se delimito 
la altura de la cámara a un rango de 0.8 a 1 metro.  
La prendas de vestir de las personas, deben ser lo más ajustado posible; en la Fig. 100 se 
observa el rendimiento de la misma y lo importante de utilizar este tipo de ropa, para una 
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buena extracción de la silueta humana; pese a que solo se estima las mediciones 
antropométricas superiores, se debe realizar la captura de imagen mostrando toda las 
articulaciones, puesto que en la etapa de la ubicación de puntos característicos es 
fundamental la visualización de toda la silueta humana, por las limitación de la propia red 
neuronal PoseNet. En la Fig. 100.a se visualiza la segmentación semántica al utilizar ropa 
holgada, obteniendo una silueta con partes incompletas; a diferencia de la Fig. 100.b, en 
la cual, el individuo utilizó ropa ligeramente ajustada, donde se obtuvo una silueta muy 




Fig. 100. Ropa ajustada vs ropa holgada. (a) caso 1 y (b) caso 2. 
En la Fig. 101, se muestra una de las características más importantes, para lograr los 
objetivos de la investigación, muy aparte de la holgura en las prendas de vestir, es la 
posición de las piernas, las cuales deben tener una apertura mayor a 30º, con la finalidad 
Figura 101.a Figura 101.bFigura 101.a Figura 101.b
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de obtener una silueta con mucha mayor información de los detalles físicos del individuo; 
ya que al no realizarlas se perderá muchos datos como se muestra en la Fig. 101.a; a 
diferencia de los datos de la Fig. 101.b. 
  
(a) (b) 
Fig. 101. Posición de las piernas. (a) caso 1 y (b) caso 2. 
En la Fig. 102, se muestra el rendimiento del algoritmo de segmentación de siluetas, 
cuando las personas llevan puesto una mascarilla de color blanco en el rostro (Fig. 102.a) 
y objetos como vendas de color blanco en la mano (Fig. 102.b), observando que el 
algoritmo DeepLab, los anula y restringe en la segmentación semántica de la silueta de los 
individuos; esto es debido a que dicha red neuronal tiene limitaciones en su base de datos 
de entrenamiento, por tales motivos, se restringe a los individuos llevar objetos que 
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distorsionen el  cuerpo de la persona, con la finalidad de evitar, este tipo de inconvenientes 
en la etapa de segmentación.  
  
(a) (b) 
Fig. 102. Objetos restringidos por DEEPLAB. (a) caso 1 y (b) caso 2. 
Por otro lado, el fondo debe ser de manera uniforme sin muchos cambios bruscos de color, 
con la finalidad de obtener una mejor discriminación del fondo y la silueta, estos cambios 
bruscos generan segmentaciones adicionales  o segmentaciones incorrectas (Fig. 103). 




Fig. 103. Fondos no uniformes. 
Asimismo, La posición de la cámara, al realizar la captura de la imagen, debe ser de 
manera perpendicular al plano vertical de la persona, para obtener mejores rendimientos; 
además, debe considerarse una iluminación prudente, para evitar las sombras en las 
siluetas; ya que de obviar estos detalles, no se obtendrá una buena segmentación de la 
silueta, como se muestra en la Fig. 104. 
.   
Fig. 104. Captura de imagen no perpendicular al plano vertical. 
En las pruebas realizadas, se evaluó el rendimiento frente animales, experimentando 
resultados cuando había la presencia de perros; el cual no impidió la buena segmentación 
de la silueta humana, como se muestra en la Fig. 105; siempre y cuando se mantenga los 
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parámetros anteriores como: tener un fondo uniforme, iluminación prudente para evitar 
sombras, mantenimiento una ligera separación de las piernas, ropa ligeramente ajustada, 
y no utilizar objetos de color blanco o artículos en el cuerpo de la persona. 
 
 
Fig. 105. Segmentación de diversas siluetas.  
Después de diversas pruebas, se determinó que la postura inicial, debe ser con las manos 
abiertas, con una inclinación de 45% a 15 % como se muestra en la Fig. 106.b; puesto que 
PoseNet, de acuerdo a las pruebas realizadas, presenta muchos errores, cuando las 
maños están estiradas con ángulos llanos, como se visualiza en la Fig. 106.a, ocasionado 
la adquisición de puntos característicos con un rendimiento ínfimo; por otro lado, con la 
ayuda de este algoritmo de Machine Leaarning  se obtiene los puntos característicos en el 
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Fig. 106. Selección de postura inicial “POSE 1”. (a) etapa 1 y (b) etapa 2.  
En la Fig. 107, se muestra otra postura, la cual se utiliza para determinar la posición de 
referencia del pecho en el sistema de coordenadas (X, Y);  PoseNet, no otorga en su matriz 
de datos de salida la ubicación característica del pecho; por este motivo, se induce al 
individuo a colocar las manos por debajo de su pecho, con la finalidad de que la ubicación 
de las muñecas, se posicionen aproximadamente en donde está en pecho y así estimar 




Fig. 107. Selección de la “POSE 2”. 
Asimismo, PoseNet no muestra los puntos característicos de la ubicación de la cadera, ya 
que en su aprendizaje, tiene las limitaciones de obtener cadera y pecho; por este motivo 
se determinó otra nueva postura (POSE 3), en la que el individuo pone sus manos en la 
cadera, con la finalidad de que la ubicación de las muñecas, se tomen como la ubicación 
de la cadera, estos puntos se muestra en la Fig. 108.  
 
Fig. 108. Selección de la “POSE 3”. 
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En la Fig. 109, se muestra la segmentación del primer grupo de 10 personas de 
entrenamiento en la POSE 1; en la Fig. 110, se muestra la segmentación del primer grupo 
de 10 personas de entrenamiento en la POSE 2. 
 
Fig. 109. Segmentación del primer grupo “POSE 1”. 
 




En la Fig. 111, se muestra la segmentación del primer grupo de 10 personas de 
entrenamiento en la POSE 3;  en la Fig. 112, se muestra la segmentación del primer grupo 
de entrenamiento en la POSE 4. 
 
Fig. 111. Segmentación del primer grupo “POSE 3”. 
 




En la Fig. 113, se muestra la segmentación del segundo grupo de 10 personas de validez, 
en la POSE 1; En la Fig. 114, se muestra la segmentación del segundo grupo de 10 
personas de validez, en la POSE 2.  
 
Fig. 113. Segmentación del segundo grupo “POSE 1”. 
 





En la Fig. 115, se muestra la segmentación del segundo grupo de 10 personas de validez, 
en la POSE 3;  En la Fig. 116, se muestra la segmentación del segundo grupo de 10 
personas de validez, en la POSE 4. 
 
Fig. 115. Segmentación del segundo grupo “POSE 3”. 
 




En la Fig. 117, se visualiza las segmentaciones de los patrones de los 20 individuos, el cual 
fue utilizado para obtener el factor de conversión de pixeles a milímetros.  
 
Fig. 117. Segmentación del patrón A4. 
En la TABLA 14, se muestra las medidas reales en milímetros de los usuarios, estos datos 
son utilizados para la validez de las medidas estimadas. 
TABLA 14: Medidas reales de los usuarios 
 
Nota: Muestra las medidas antropométricas reales de los 20 usuarios.  
 
Cadera Cintura Pecho Hombros Largo Brazos
U1 1025 1035 1080 475 680 255
U2 1065 980 1030 485 680 275
U3 1075 1010 1020 470 650 265
U4 995 935 945 450 715 265
U5 940 945 1035 450 640 255
U6 1075 1000 1010 465 645 265
U U7 1045 1025 1070 465 675 260
S U8 950 955 1045 460 650 265
U U9 1035 1005 1015 455 665 285
A U10 1045 1025 1035 465 675 280
R U11 1010 1020 1060 475 685 270
I U12 1000 1000 975 470 630 242
O U13 1050 1020 1060 475 680 275
S U14 1015 1040 1065 470 680 270
U15 1065 980 1030 485 680 275
U16 980 995 975 465 630 240
U17 1005 1005 970 470 630 245
U18 1000 1000 1040 470 680 275
U19 1100 1030 1080 490 685 300





En la TABLA 15, se muestra las medidas antropométricas estimadas, con la metodología 
presentada en esta investigación. 
TABLA 15: Medidas reales estimadas 
 









Cadera Cintura Pecho Hombros Largo Brazos
U1 1039 1072 1111 480 668 263
U2 1045 963 992 490 706 268
U3 1059 998 991 484 668 272
U4 973 940 939 455 727 256
U5 920 932 1045 455 630 250
U6 1056 985 1000 451 654 254
U U7 1023 1015 1053 451 685 273
S U8 941 963 1033 472 631 273
U U9 1047 1019 1028 441 673 293
A U10 1031 1013 1017 453 667 273
R U11 993 1011 1027 465 677 276
I U12 1019 996 995 469 615 237
O U13 1067 985 1036 470 676 271
S U14 1021 1031 1043 463 673 277
U15 1045 963 1027 490 687 268
U16 970 985 979 457 639 247
U17 1012 1010 983 475 619 241
U18 1009 1011 1053 481 677 273
U19 1101 1047 1058 495 679 295





En la TABLA 16, se muestra el error de las medidas antropométricas estimadas, frente a 
las medidas antropométricas reales, las cuales son representadas en %.  
TABLA 16: Porcentaje de error de las estimaciones antropométricas 
 








Cadera Cintura Pecho Hombros Largo Brazos Total
U1 1.37 3.57 2.87 1.05 1.76 3.14 2.29
U2 1.88 1.73 3.69 1.03 3.82 2.55 2.45
U3 1.49 1.19 2.84 2.98 2.77 2.64 2.32
U4 2.21 0.53 0.63 1.11 1.68 3.4 1.59
U5 2.13 1.38 0.97 1.11 1.56 1.96 1.52
U6 1.77 1.5 0.99 3.01 1.4 4.15 2.14
U U7 2.11 0.98 1.59 3.01 1.48 5 2.36
S U8 0.95 0.84 1.15 2.61 2.92 3.02 1.92
U U9 1.16 1.39 1.28 3.08 1.2 2.81 1.82
A U10 1.34 1.17 1.74 2.58 1.19 2.5 1.75
R U11 1.68 0.88 3.11 2.11 1.17 2.22 1.86
I U12 1.9 0.4 2.05 0.21 2.38 2.07 1.5
O U13 1.62 3.43 2.26 1.05 0.59 1.45 1.73
S U14 0.59 0.87 2.07 1.49 1.03 2.59 1.44
U15 1.88 1.73 0.29 1.03 1.03 2.55 1.42
U16 1.02 1.01 0.41 1.72 1.43 2.92 1.42
U17 0.7 0.5 1.34 1.06 1.75 1.63 1.16
U18 0.9 1.1 1.25 2.34 0.44 0.73 1.13
U19 0.09 1.65 2.04 1.02 0.88 1.67 1.23





En la TABLA 17, se muestra las tallas obtenidas por cada individuo, las cuales son 
representadas en (S, M, L, XL, XXL); obteniendo un error del 20% total, en otras palabras 
de las 20 personas, 4 de ellas fue una talla demás. 
TABLA 17: Resultados de la talla de ropa 1 
 














U1 M XXL L XL XL XL
U2 L XXL L XL XL XL
U3 L XXL M L L L
U4 M XL S S M XL
U5 S XL L S M L
U6 L XXL M M L L
U U7 M XXL L M L XL
S U8 S XL L M L L
U U9 M XXL M S L L
A U10 M XXL L M L L
R U11 M XXL L L L L
I U12 M XXL M L L L
O U13 M XXL L L L L
S U14 S XXL L L L L
U15 L XXL L XL XL L
U16 S XL M M M M
U17 M XXL M L L L
U18 M XXL L L L L
U19 L XXL XL XXL XL XL





En la TABLA 18, se muestra las tallas obtenidas por cada individuo, las cuales son 
representadas en (1, 2, 3, 4,5); mediante la máscara de la TABLA 12.  
TABLA 18: Resultados de la talla de ropa 2 
 
Nota: Muestra los datos con la máscara de cada medida antropométrica de los 20 
usuarios  
Todos estos datos anteriores fueron representados en graficas lineales, para ver los 
resultados obtenidos de una mejor perspectiva; estos se representan y se detallan en las 
siguientes figuras a continuación.  
En la Fig. 118, se muestra el error de la cadena, donde se obtiene un error mínimo de 
0.09% en la cadera del usuario 19 y máxima de 2.21% del usuario 3; esta diferencia en el 
rendimiento fue ocasionado por la holgura de las prendas de vestir; ya que, mientras el 
usuario 3 lleva prendas holgadas; el usuario 19, llevara prendas ligeramente ajustadas. 





U1 2 5 3 4 4 4
U2 3 5 3 4 4 4
U3 3 5 2 3 3 3
U4 2 4 1 1 2 4
U5 1 4 3 1 2 3
U6 3 5 2 2 3 3
U U7 2 5 3 2 3 4
S U8 1 4 3 2 3 3
U U9 2 5 2 1 3 3
A U10 2 5 3 2 3 3
R U11 2 5 3 3 3 3
I U12 2 5 2 3 3 3
O U13 2 5 3 3 3 3
S U14 1 5 3 3 3 3
U15 3 5 3 4 4 3
U16 1 4 2 2 2 2
U17 2 5 2 3 3 3
U18 2 5 3 3 3 3
U19 3 5 4 5 4 4






Fig. 118. Error de la cadera. 
En la Fig. 119, se muestra el error de la cintura, donde se obtiene un error mínimo de 0.4% 
en la cintura del usuario 12 y máxima de 3.57% en el usuario 1; esta diferencia en el 
rendimiento fue ocasionado por la poca luminosidad y mala posición de la cámara del 
usuario 1. 
 
Fig. 119. Error de la cintura. 
En la Fig. 120, se muestra el error del pecho, donde se obtiene un error mínimo de 0.29% 
en el pecho del usuario 15 y máxima de 3.69% en el usuario 2; esta diferencia en el 
rendimiento, fue ocasionado por la mala posición de la cámara y el ajuste de las prendas 




Fig. 120. Error del pecho. 
En la Fig. 121, se muestra el error de los hombros, donde se obtiene un error mínimo de 
0.21% en los hombros del usuario 12 y máxima de 3.01% en los usuarios 6 y 7; esta 
diferencia en el rendimiento, fue ocasionado por la mala posición de la cámara y el ajuste 
de las prendas de vestir de los usuarios 6 y 7. 
 
Fig. 121. Error de los hombros. 
En la Fig. 122, se muestra el error del largo, donde se obtiene un error mínimo de 0.44% 
en el largo del usuario 18 y máxima de 3.82% en el usuario 2; esta diferencia en el 
rendimiento, fue ocasionado por la mala posición de la cámara y el ajuste de las prendas 




Fig. 122. Error del largo. 
En la Fig. 123, se muestra el error de la longitud del brazo, donde se obtiene un error 
mínimo de 0.73% en la longitud del brazo del usuario 18 y máxima de 5% en el usuario 7; 
esta diferencia en el rendimiento, fue ocasionado por la mala posición de la cámara y el 
ajuste de las prendas de vestir de del usuario 7.  
 
Fig. 123. Error de los brazos. 
En la Fig. 124, se muestra el error total de cada usuario, donde se obtiene un error mínimo 
de 1.13% del usuario 18 y máxima de 2.45% de usuario 2; esta diferencia en el rendimiento, 
fue ocasionado por la mala posición de la cámara y el ajuste de las prendas de vestir de 




Fig. 124. Error total. 
 
En la Fig. 125, se muestra las aceptaciones de las tallas de polos de los 20 usuarios, 
obteniendo un rendimiento del 80% de efectividad y un error del 20%. 
 
















Pese a la gran variedad de tabla de tallas, de diversos fabricantes; y tener una diversa 
cantidad de prendas de vestir “listas para usar”; estas no tienen la armonía ideal para cada 
silueta de cuerpo de una persona de sexo masculino; ya que, no son diseñados y 
confeccionados  de manera personalizada, sino solo de manera estándar, ya sea con datos 
de otros países, o datos ínfimos de la antropometría peruana; puesto que ninguna de los 
20 colaboradores encajaba en una talla ideal; ya sea porque tenía más pecho y poca 
cintura, lo que ocasionaba pedir una talla más grande; por otro lado, otros usuarios tenían 
una demasía en la cintura y menos en los brazos; o tenían más cintura y pecho delgado, 
el cual ocasionaba que tengan que usar prendas de vestir con holgura en el pecho para 
que la cintura les cuadre bien; o tenían los brazos cortos y largos; o simplemente, eran 
demasiados delgados, pero altos, ocasionándoles el uso de usar ropas extremadamente 
grandes, generando que estas, les queden demasiadas sueltas; puesto que cuando 
aumentas de talla a una prenda, no solo aumentas una medida antropométricas, sino 
aumentas todas las medidas del molde standard de cada fábrica o tienda; por tales motivos 
se demuestra la ineficiencia en la satisfacción del consumidor de la ropa estándar. 
Por otro lado, se obtuvo un rendimiento en el error de las estimaciones antropométricas 
menores a 2%, teniendo en cuenta ciertas condiciones controladas y fijas, como lo es, la 
posición, de manera perpendicular al plano vertical, de la persona, ropa ajustada, posición 
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de extremidades, iluminación decente para evitar sombras; ya que, de no mantenerlas el 
error aumentaba a no menos de 5%.  
El algoritmo PoseNet, tiene ciertas limitaciones en su entrenamiento; puesto que, da mayor 
fidelidad en la ubicación de puntos antropométricos, cuando la persona muestra todas sus 
extremidades; asimismo en una postura en forma de cruz con ángulos rectos, no tiene buen 
rendimiento; además, se ve alterado,  cuando en la imagen se visualiza muchas sombras 
que aparentan ser de la silueta humana, las cuales las toma como si la sombra fuera la 
persona original, cabe mencionar que este algoritmo brinda a ubicar las medidas 
antropométricas en el sistema de coordenadas (X.Y).   
El algoritmo DeepLab, la cual utiliza los principios del algoritmo COCO, tiene un mayor 
rendimiento de segmentación de la silueta humana, cuando se presenta en un fondo de 
color uniforme e iluminación decente, sin muchas sombras; asimismo tiene la capacidad 
de detectar otros objetos y animales, como gatos y perros; por tal motivo se limitó a un uso 
solo de humanos.  
Para tratar de eliminar sombras y tratar de tener un fondo más uniforme, teniendo ya 
segmentando el fondo y la silueta, se procesó dicho fondo mediante un filtro gaussiano, 
para así obtener mayor rendimiento y dejarlo preparado para la red neuronal PoseNet.  
Se determinó que las personas que presentaban mayor aumento en los pechos, eran 
personas que tenían una actividad laboral diaria de obrero, el cual demanda esfuerzo físico 
constante; mientas que las personas, que tenían una actividad laboral sedentaria, 
presentaban mayor aumento en la cintura.  
Se sugiere aumentar el rendimiento del algoritmo, y dar mayor énfasis a este, puesto que 
de acuerdo a análisis mundiales, las personas no están conforme con sus prendas de 
vestir, y este software tiene mucho potencial para perfeccionarse, no solo para recomendar 
una talla de ropa estándar, sino que con los datos antropométricos, generar sus propios 
moldes patrón personalizados, así se dará mayor satisfacción a una gran cantidad de 
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personas descuidadas, reduciendo las grandes pérdidas de recursos eléctricos e hídricos 
en la fabricación de estas, ya que en la actualidad, la mayoría terminar en la basura, por la 
insatisfacción de usuario final. Además, se recomienda mejorar y utilizar la metodología de 
esta investigación para evaluar el desarrollo musco-esquelético de las personas, haciendo 
controles instantáneos con las imágenes, de manera no presencial. Finalmente, se 
recomienda mejorar y utilizar la metodología para la evaluación de los desórdenes 
alimenticios, así como el aumento de grasa en personas que tiene una vida sedentaria o 


















Mediante el uso inteligente de la red neuronal convolucional denominada DeepLab y filtros 
suavizantes no lineales, se logra obtener con éxito la segmentación de la silueta  de los 
usuarios. 
Mediante el uso inteligente de la red neuronal convolucional generativa denominada 
PoseNet y filtros gaussianos, se logra obtener con éxito la ubicación de los puntos 
antropométricos en el sistema cartesiano (x,y) del codo derecho e izquierdo, muñeca 
derecha e izquierada, hombro derecho e izquierdo,  cadera derecho e izquierdo; esto 
reduce efectivamente los requisitos de postura de los usuarios. 
La ubicación del pecho y de la cintura se logra con éxito mediante la POSE 2 Y 3, 
aproximando los puntos antropométricos de las muñecas mediante la red neuronal 
convolucional generativa denominada PoseNet. 
Mediante el método de densidad de pixeles, segmentación mediante el modelo de color 
HSV y la operación morfológica de apertura, se logra obtener el factor de conversión para 
el escalamiento de pixeles a milímetros. 
Mediante las estimaciones antropométricas en milímetros, estas se comparan con la tabla 
de tallas de la tienda BEARCLIFF, obteniendo un rendimiento de 80% frente a la selección 
de tallas de polos masculinos. 
Los errores porcentuales entre la medición dada por el sistema propuesto en esta 
investigación, con los resultados mínimos y máximos normalmente para la circunferencia 
del pecho, cintura, cadera, la altura del cuerpo, distancia entre hombros, longitud del brazo 
y error total son solo 0.29% - 3.69%, 0.4% - 3.57%, 0.09% - 2.21%, 0.44% - 3.82%, 0.21% 
- 3.01%, 0.73% - 5% y 1.13% - 2.45% respectivamente; esto significa que el sistema 





Se recomienda para el desarrollo de investigaciones más robustas, teniendo como base 
esta metodología, el uso de sensores de tiempo de vuelto, llamado TOF (time-of-flight), 
para  la complementación de la cámara fotográfica, esta sirve para la detección de la 
profundidad, la cual ayuda a la estimación de distancias de objetos, mediante el cálculo del 
tiempo transcurrido entre la emisión y la recepción de un rayo de luz infrarrojo, emitido por 
el mismo; por este motivo, se sugiere realizar el cambio del método de densidad de pixeles, 
la cual fue utilizad en esta investigación, para ser sustituido por un sensor a distancia como 
un sensor ultrasonido, infrarrojo o laser TOF, esto ocasionara la eliminación del objeto 
patrón y que los usuarios puedan estar en una distancia flexible, en la captura de imagen.  
Asimismo en el futuro, estos datos obtenidos, se pueden utilizar no solo para la 
reconstrucción 3D del cuerpo humano, sino también para ropa personalizada, simulación 
de ropa, ajuste virtual, entre otros; resolviendo la ínfima cantidad de datos que hay en una 
tabla de tallas de ropa, logrando mayor satisfacción al descuidado consumidor de ropa 
virtual.  
Finalmente, las estimaciones antropométricas virtuales pueden servir para realizar análisis 
muscu-esqueléticos o desórdenes alimenticios de manera no presencial, por lo que se 
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