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a b s t r a c t
Maximum likelihood inferred topologies are commonly used to draw conclusions in
evolutionary biology and molecular evolution. Considering the sampling error when
estimating the topology is a critical issue. Bootstrap-based methods are the most
popular tools to assess the robustness of clades, i.e. the stability of a tree and subtrees.
Unfortunately, there is no analytical result to connect the bootstrap values to the sampling
variability, or at least to the number of sites and species in the study. Using concentration
measure tools, we first bound the variations of the computed likelihood around its true
value and then bound the sampling variability of likelihood as measured by bootstrap. In
particular and unlike most bootstrap-based methods, these bounds are explicitly sensitive
to both the number of species and of nucleotides.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Phylogenies, or evolutionary trees, are the basic structures necessary to analyze differences between species. Several
methods are available to infer phylogenies, the twomost popular beingMaximumParsimony (MP) andMaximumLikelihood
(ML) estimation (see [1,2] for a comprehensive review). The MP method has a lower computational burden when inferring
phylogenies but the ML method [3,4] provides a statistical framework to the inference problem. In this article, we focus on
ML methods and the stability of the inferred phylogeny.
A common problem is the support given to a clade, i.e. a subtree of particular interest. Several bootstrap methods
have been developed to address specifically this issue (see [5–10] for a review). Stability is a fundamental property for a
phylogeny: after inferring a tree, we want to draw some conclusions from it. For example if a phylogeny positions species
A and B in the clade, it is important to assess the significance of the classification: is the clade supported by a lot of evidence
or is it here ‘‘just by chance’’ ? Therefore, the tree must be as robust as possible: a small modification in the data should
not drastically change the phylogeny and invalidate the conclusions, or at least if it does, it should only do so with a small
probability. An inferred phylogeny not holding this property is of little use: no biological conclusions drawn from it would
be reliable.
Most bootstrap methods are based on resampling with replacement [11]: they mimic the true distribution of the data
by the one corresponding to the sample. Doing so, they replace the true variability with the observed one whereas it can be
quite different: conclusions are very dependent on a specific sample. Bootstrap methods also discard the relation between
the size of the data, the number of species in the study and the stability of the phylogeny [8,12,13].
In this paper we propose an analytical approach to this issue. Rather than working on the phylogeny, we work on its
likelihood score: a stable ML phylogeny is equivalent to stable scores and thus to a stable score ranking. Using measure
concentration tools, we obtain bounds on the probability that the empirical likelihoodwanders too far away from its average
value. We also bound the probability that a given phylogeny erroneously scores better than another one ‘‘just by chance’’.
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An advantage of doing so is to reduce the study of phylogenies and phylogenetic trees to a much simpler study of likelihood
scores taking values in R.
Section 2 is devoted to the framework. We also introduce the notations and the main concepts. Then, in Section 3, we
derive our main result and apply it to the stability of phylogenies. Finally in Section 4, we illustrate the method on an
example, compare it to other popularmethods and discuss the pros and cons. Technical proofs of some results are postponed
to the Appendix.
2. Framework
We introduce in this section the statistical framework and notations.
2.1. Notations and definitions
We consider an s×nmatrixX = (X1, . . . ,Xn) = (Xij)i=1...n,j=1...s representing a set of molecular sequences aligned over
different species. n is the length of the sequence after the alignment (including gaps) and s the number of species. Xij takes
value in an alphabetA and codes for the state of the ith nucleotide of the alignment in the jth species. The jth line ofX then
represents the aligned sequence of species j.
When working with DNA sequences, A is usually a four-letter alphabet {A, C,G, T } but it can take other values, for
example when working with protein sequences (20 possible amino-acids). The statistical unit of interest is the column Xi,
an s-dimensional vector valued inAs, which codes for the pattern of nucleotide i over all s species.
We assume that the pattern Xi’s are i.i.d random variables whose common discrete probability is Q . Although the
independent sites assumption is unrealistic, it is a reasonable working hypothesis for many reasons. First, very few
models account for neighbor-dependent nucleotide substitution process (see [14]). Second, all models used in molecular
phylogenetics suppose independent sites (and indeed no dependent sites model is implemented in the most popular
phylogenetic packages such as PAUP* [15] or PHYLIP [16]). Finally, apart from some extreme cases, the main effect of
dependence can be understood as just reducing the effective sample size.
Various authors extended the Hoeffding-type inequality to dependent variable cases. The core of the extension is the
definition of the dependence among the variables. These bounded probabilities are exponentially bounded but the decay is
related to the kind of dependence (see [17] for a review). One may notice that some extensions are perfectly adapted to the
case of phylogeny [18] but the statistical properties of themodel or the algorithmic part necessary to compute the likelihood
are not yet developed.
Definition 1. A phylogenetic model, or phylogeny, T is defined as the union of:
(i) the evolution model: the substitution model and associated parameters,
(ii) the tree: the topology and associated branch lengths.
A phylogeny is basically the probabilistic model used to describe the changes between nucleotides for a given set of
species and compute the likelihood of any given pattern, although the main interest usually lies in the tree, or even only in
the topology.
Several evolution models have been proposed ranging from the simple Jukes–Cantor [19] to the General Time Reversible
(GTR) [20] including Kimura two-parameters (K2P) [21] (see [22] for more about DNA evolution models), all of them boiling
down to continuous time reversible time Markov chain with more or less sophisticated rate matrix. Q is the true pattern
distribution and, as reality is often more complex than the model used to describe it, has no reason to coincide with a
Markov-chain ran along a tree (for example correlated evolution could occur on different parts of the tree). The main goal
of phylogenetic inference is to retrieve, among all distributions obtained from a phylogenetic model, the one closest to
Q for the Kullback–Leibler distance (KL-distance) [23].
Calculating the likelihood under model T of an observed pattern x is the cornerstone of ML analysis but is in general
quite difficult. Fortunately, for any Markovian evolution model, Felsenstein’s pruning algorithm [3] makes it possible and is
extremely fast.
Definition 2. The empirical (resp. true) mean log-likelihood `Tn (resp. `
T ) is the mean of log P(X; T ) under the empirical
(resp. true) distribution:
`Tn = EQn [log P(X; T )] =
1
n
∑
i
log P(Xi; T ) (1)
`T = EQ [log P(X; T )] =
∑
x∈As
Q (x) log P(x; T ) (2)
with the empirical distribution of patterns defined as:
Qn = 1n
n∑
i=1
δXi .
M. Mariadassou, A. Bar-Hen / Journal of Multivariate Analysis 100 (2009) 2055–2064 2057
The empirical distribution is opposed to the unknown true distribution Q of the patterns, which is unachievable, as it would
require infinite length sequences (see [24] for a geometrical interpretation). Although we should work with the `T , only the
`Tn are available, which induce some stochastic fluctuations in the inference process.
We need the expressions of both the empirical and true log-likelihood. The goal, as presented in more detail in Section 3,
is to compare not only the empirical mean log-likelihood to its true average, i.e. P(|`Tn − `T | > ε), but also the rankings
induced on phylogenetic models by both the empirical and the true mean log-likelihood, i.e. the probability of {`Tn < `T ′n }
knowing `T > `T
′
.
2.2. Connection between `T and Q
We start by defining some vectors θ and θn coding for the same information as the distributions Q and Qn. We do so
because vectors are easier to manipulate than distributions.
Definition 3. Ns is the support of Q , i.e. the subset ofAs made of all the patterns xwith Q (x) > 0.
Note than |Ns| can be as large as the entire space |As| when the s species at hand are very different and as small as 1
when they are very close. If Q was a Markovian process over a tree, then Ns would beAs. However, Ns is several orders of
magnitude more restricted thanAs for several reasons: irreversible changes on a branch, convergent evolution in different
parts of the trees, purifying selection in some branches, etc. Another argument comes from practical considerations on the
alignment matrix X. For alignment to be possible, the sequences must be fairly well conserved: no alignment is deemed
reliable when the sequences are too divergent. As a result, the alignment matrices used in phylogenetic inference often
have low diversity: typically a significant fraction of the sites are invariant and even variable patterns have one (and less
frequently two) nucleotide shared among most species, and another one shared by the remaining species. The maximum
diversityNs that can be observed in an alignment, no matter how long it is, is but a small subset ofAs.
Estimating |Ns| from the distribution of patterns observed in the data set is a classical problem in ecology. The obvious
upper bound here is |As| and several estimators exist in the literature, all of them of the form c(1+ γˆ )where c is the number
of observed patterns and γˆ is the (estimated) odds that a single pattern is undetected in the sample. Chao [25] offers the
following estimator: γˆ = n21/n2 where ni is the number of patterns observed i times. The rationale behind this estimator is
that the ratio of unobserved patterns to patterns observed exactly 1 time should be similar to the ratio of observed 1 time
to observed 2 times. Unfortunately this estimator gives extremely high values of γˆ . We therefore adopt the 1−α estimator
proposed by Mao et al. (optimization problem (4.1) in [26]):
γˆ = inf{γ (Q ) : d(FQ , Fˆn) < εn,Q ∈ F }
where d is the Kolmogorov distance, εn is the 1 − α quantile of the Kolmogorov distance between uniform (0, 1) and its
empirical version over a sample of size n, Fˆn(x) = ∑1≤i≤x nin and FQ (x) = ∑1≤i≤x fQ (i). F is the set of all distribution
on R with no mass on 0, fQ is the Q -mixture of Poisson density with no mass on 0, fQ (x) =
∫
λx/(x!(eλ − 1))dQ (λ) and
γ (Q ) = ∫ (eλ − 1)−1dQ (λ). The probability that |Ns| is greater than this value is at most α. In practice, Mao [26] suggests
discretizing the problem by choosing a grid in R+ and minimizing over distributions on this grid. The problem can then be
solved by linear programming.
Lemma 4. Let θ = (θ x)x∈Ns (resp. θn = (θ xn)x∈Ns ) be the probability vector corresponding to Q (resp. Qn), i.e. the vector of length
|Ns| such that for all x ∈ Nsθ x = PQ (X = x) (resp. θ xn = PQn(X = x)). In a similar way, let log PT be the vector of same size
defined by log PT = (log P(x, T ))x∈Ns . Then:
`T = `Tn + (θ − θn)′.log PT . (3)
With `T defined as in Definition 2, classical properties of the KL-distance ensure that maximizing `T over models T is
equivalent to minimizing the KL-distance between P(.; T ), the pattern distribution induced by model T , and Q , the true
one [23].
The true log-likelihood `T is the sum of two quantities: the computable empirical log-likelihood `Tn and the unknown
correction term (θ− θn)′.log PT . To control the difference `T − `Tn , the model T is not enough, we also need information on
the difference θ − θn.
2.3. Distance between Q and Qn
θ − θn is a random vector of dimension |Ns| whose components sum up to 0 and which fluctuates around 0. Our goal
here is to bound the probability of this vector being ‘‘large’’, i.e away from 0. The component x of θ− θn is 1n (Y nx − θx)where
Y nx is a binomial B(n, θx), it is thus centered with variance (1 − θx)θx. As is fairly easy to obtain concentration inequalities
for binomials, we first work component by component before dealing with the complete vector then concluding on `T − `Tn .
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Lemma 5. Let θ = (θ x)x∈Ns and |θ| = (|θ x|)x∈Ns . We define x ≤ y if all components of vector y − x are positive and say that x
is positive if 0 ≤ x. Let ε = (εx)x be a positive vector, then:
P(|θ − θn| > ε) ≤ |Ns|max
x∈Ns
P(|θ x − θ xn | > εx).
The total number of observable patterns, |Ns|, plays a crucial role in the formula as a multiplicative factor of the probability.
Hence the need for accurate lower bound of this number, such as those provided by Chao [25] or Mao et al. [26]. Although it
is quite clear that |Ns| increases with the number s of species, the shape of the increase is not straightforward and depends
strongly on the relatedness of the new species to those in the sample. In the extreme case where an additional species is
completely similar to one of those in the sample, |Ns+1| = |Ns|. However if the added species is extremely distant from
each one of those in the sample, |Ns+1| can be up to 4 times greater than |Ns|.
Consider a sequence (Xn) of i.i.d. Bernoulli variables with parameter p. For a given pattern, Xn represents the
presence/absence of the pattern at position n. We upper-bound the probability of {|∑ni=1(Xi − p)| > nε} by bounding
the probability of the right-end tail {> nε} and left-end tail {< nε}.
Lemma 6. Consider (Xn) a sequence of i.i.d. Bernoulli variables with parameter p. For all ε ∈ (0, 1− p), we have:
log P
(
n∑
i=1
(Xi − p) > nε
)
≤ −nε
2
2p(1− p)
[
1− ε
6p(1− p)
]
.
Lemma 7. Consider (Xn) a sequence of i.i.d. Bernoulli variables with parameter p. For all ε ∈ (0, p), we have:
log P
(
n∑
i=1
(Xi − p) < −nε
)
≤ −nε
2
2p(1− p)
[
1− ε
2p(1− p)
]
.
The proof of Lemmas 6 and 7 is postponed to the Appendix. Large deviations theory [27] tells us that the probability of the
unlikely event {|∑ni=1(Xi − p)| > nε} decays exponentially with n. The main purpose of these Lemmas is to uncover the
exponential speed (right-hand side of the equations).
As the probability of observing a pattern at a given site is usually quite small (with the notable exception of invariant
patterns), p is usually much smaller than 1− p. We are not so much interested in the absolute deviation of θn from θ rather
than in the relative deviation. ε is thus chosen as fraction of θ so that the ratio εx/θ x is small and second-order term in εx/θ x
can be ignored.
Proposition 8. For small εx/θ x, when neglecting second-order terms, we have:
log P(|θ − θn| > ε) ≤ log |Ns| + log 2+max
x∈Ns
−nε2x
θ x(1− θ x) . (4)
2.3.0.1
Proof. When neglecting the second-order terms in εx/θ x, the right-hand side expressions from Lemmas 6 and 7 coincide so
that the bounds for the two end tails of θ xn − θ x are the same, leading to:
log P(|θ x − θ xn | > εx) < log 2−
nε2x
θ x(1− θ x) .
Combining this with the result of Lemma 5 gives the result. 
The θ x giving the smallest decreasing rate for the exponential bound are those close to 1/2. We can explicitly compute the
worst rate associated with this value but even the most frequent patterns, the invariant ones, have a frequency nowhere
near 1/2. We expect most, if not all, of the θ x to be much smaller than 1/2 and thus the decreasing rate to be significantly
higher.
3. Phylogenetic reconstruction for finite size samples
In the following, we take advantage of Proposition 8 on θ − θn to bound the difference `T − `Tn . After doing so, we focus
on inversion probabilities, i.e. incongruities between the empirical likelihood ranking and the true one.
3.1. Distance between the empirical and true mean log-likelihoods
In this part, the goal is to evaluate the confidence given to the log-likelihood of a tree. The smaller the confidence, the
more the caution required when dealing with that log-likelihood, for example when comparing it for two trees. To do so,
we connect `T − `Tn to θ − θn using Eq. (3).
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Corollary 9. Note ε˜ = ε|Ns|‖log PT ‖∞ . Then:
log P
(|`T − `Tn | ≥ ε) ≤ log |Ns| + log 2+maxx∈Ns −nε˜2θ x(1− θ x) . (5)
3.1.0.2
Proof. The result comes from combining Eq. (3) and the inequality:
|`T − `Tn | = |(θn − θ)′.log PT | ≤ |Ns|‖θn − θ‖∞‖log PT‖∞. 
|Ns| is the number of possible patterns and appears twice in the formula, one as a multiplicative factor log |Ns| and another
as a rescaling of the deviation ε. Since |N |s is unknown, it is replaced with an estimator. The more accurate our estimator,
the finer is our inequality. For example, dividing the bound by 2 gives a multiplicative factor twice smaller and a decreasing
rate four times faster. Corollary 9 controls the absolute deviation of `Tn from `
T . A similar inequality can be obtained for the
relative deviation, allowing for statement like: ‘‘with probability greater than 0.95, `Tn is between (1−α)`T and (1+α)`T ’’.
Corollary 10. Consider α ∈ (0, 1). Then:
log P
(∣∣∣∣`T − `Tn`T
∣∣∣∣ ≥ α) ≤ log |Ns| + log 2+maxx∈Ns −nα2θ x1− θ x . (6)
3.1.0.3
Proof. If each component of θ − θn is within a factor α of θ, then `T − `Tn is also within a factor α of `T so that:
P
(|`T − `Tn | ≥ α`T ) ≤ P (|θ − θn| ≥ αθ) .
Replacing εx by αθ x in Eq. (4) then provides:
P (|θ − θn| ≥ αθ) ≤ log |Ns| + log 2+max
x∈Ns
−nα2θ x
1− θ x . 
In Corollary 10, the exponential decay is limited by those patterns whose probability is low. It can be understood easily:
estimating `T to a relative precision α requires estimation of each θ x to a precision αθ x, implying that the accuracy needed
for low frequency patterns is really high. A strategy consisting of treating separately those sites with very low frequencies
(with respect to the sample size) and the other ones might give higher decay but is not explored here.
As hinted by Eq. (3), two patterns are different for our purpose only so far as they account for different likelihood values
under model T . Depending on the model and the topology, we can replace |Ns| by an even smaller value. Simple models
generate only a few patterns while more complicated models generate more patterns. For example, under a K2P model and
a quartet tree AB|CD (i.e. A and B are separated from C and D, see Fig. 1), the possible 44 = 256 patterns reduces to only 30
different likelihood values.
3.2. Support given to a tree
A further step is the ranking on models induced by their mean log-likelihood. Since the true log-likelihoods of models
are not achievable, rankings are based upon their empirical log-likelihoods. Of course, inversion events can happen: when
comparing two models T and T ′, the empirical log-likelihoods could by chance give a different ranking than the true one.
Since the maximum empirical log-likelihood model is retrieved, this is unwanted. We offer here to bound the probability of
such an event.
Proposition 11. Assume that tree T is better than tree T ′ in the sense that `T > `T ′ . Then, the probability that T ′ is better than
T for the sample: P
(
`Tn − `T ′n < 0
)
is such that:
log P
(
`Tn − `T
′
n < 0
)
≤ log |Ns| +max
x∈Ns
−nε2
θ x(1− θ x) (7)
where ε = `T−`T ′|Ns|‖log PT−log PT ′‖∞ .
3.2.0.4
Proof. Since `Tn − `T ′n = 1n
∑n
i=1 log P(Xi; T )− log P(Xi; T ′), we can use Lemmas 6 and 7 to bound `Tn − `T ′n − (`T − `T ′) in
the same way than `Tn − `T . We just need to replace ‖log PT‖∞ by ‖log PT − log PT ′‖∞.
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Fig. 1. Left: topology on which evolve the fraction p of sites with no correlated evolution. Right: topology on which evolve the fraction 1− p of sites with
correlated evolution.
∆ = P
(
`Tn − `T
′
n < 0
)
= P
(
`Tn − `T
′
n − (`T − `T
′
) < −(`T − `T ′)
)
≤ P
(⋃
x∈Ns
{
(θ xn − θ x) log
P(x; T )
P(x; T ′) < −
`T − `T ′
|Ns|
})
≤ |Ns|max
x∈Ns
P
(
θ xn − θ x ≤ −
`Tn − `T ′n
‖log PT − log PT ′‖∞|Ns|
)
. (8)
Since we only consider one-sided deviations, combining Eq. (8) with Lemma 7 gives the result. 
3.2.0.5
Remark. This result is expected: the farther `T and `T ′ are, the less likely inversion events are. As for Corollary 9, |Ns| can
be reduced: indeed patterns x equally supporting models T and T ′, i.e satisfying log P(x; T ) = log P(x; T ′) can be discarded
as they do not contribute to `Tn − `T ′n . For simple substitution models, there is a fair number of such patterns.
The bound derived in Proposition 11 relies on two a priori unknown quantities: the number of patterns |Ns| and the
difficulty of the problem, given by the factor∆ = (`T1−`T2 )2‖log PT−log PT ′‖2 × 1maxx∈Ns θx(1−θx) . |Ns| can be estimated from the number
of patterns observed in the sample using the results from Chao [26]. ∆ is the product of two ratios. The first one takes
value in [0; 1] and reflects the relatedness of two models: 1 means that the two models are as different as can be whereas
0 means that they have the same likelihood score, and thus are not distinguishable by the proposed method. The second
ratio 1maxx∈Ns θx(1−θx) takes value in [4; |Ns|] and reflects heterogeneity in pattern’s frequency: close to |Ns| when patterns
are equally distributed and close to 4 when a pattern has a frequency' 1/2. Although the θ x closest to 1/2 is unknown, a
good guess is the θ xn closest to 1/2 as a pattern with high probability has a very low chance of going unobserved in the data.
To sum up,∆ can take any value between 0 and |Ns| and is bound to be somewhere between these two extremes.
Since P(`T1 − `T2 < 0) ≤ |Ns| exp(−n ∆|Ns|2 ), we compute for two given confidence levels, 0.95 and 0.66, and thus the
smallest assessable∆ as a function of n and |Ns|, namely:
∆(n, |Ns|) = |Ns|
2
n
log
|Ns|
α
(9)
where the confidence level is 1 − α. Not surprisingly, ∆ decreases with n (better accuracy) and increases with |Ns| (lower
accuracy).
Using Corollary 10, we can in the same way compute for a given confidence level 1− α, number of sites n and precision
β , the value ξ(α, n, β) such that all models with smallest probability value is above this value and can be scored within a
range (1− β, 1+ β) of their true value.
ξ(α, n, β) = 1
nβ2
log
|Ns|
α
. (10)
For example, for 20 patterns theminimum∆ ranges from 11.98 (resp. 8.21) for 200 sites to 0.9586 (resp. 0.66) for 2500 sites
for the 95% confidence level (resp. 66% level). For 100 patterns, no achievable value of∆ can be assessed at neither the 95%
nor the 66% level for less than 600 sites.With asmany as 2500 sites however,∆ as low as 30 (resp. 22.9) can be assessed. The
same values for ξ gives: for 20 patterns and with precision 5%, the minimum ξ ranges from 0.06 (resp. 0.041) for 200 sites
to 3.83e−4 (resp. 2.61e−4) for 2500 sites for the 95% confidence level (resp. 66% level). For 100 patterns, the corresponding
values are 0.076 (resp. 0.056) and 4.86e−4 (resp 3.6e−4).
Overall the proposed method is suited for small number of patterns (≤150) induced by either simple evolution models
or quite closely related species.
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4. Comparison with widely used methods and illustration
Several methods already exist in the literature to test the stability of a tree. The most popular is bootstrap, widely used
to give a probability value to each clade in the tree. Corollary 9 and Proposition 11 basically have the same goal: control the
fluctuations of a random estimator around its asymptotic value, but we are interested in themean likelihood of a nucleotide
under model T rather than in the tree embedded in model T . Building confidence intervals on trees is out of the scope of
this article (see [9,28] for more about this subject).
4.1. Bootstrap
Bootstrap procedures in phylogeny are based on samplingwith replacement in the data [5,10,29]. For example, to test the
stability of a clade present in tree T (0) inferred from the data, draw B bootstrap samples (X(i))i=1..B and infer the Maximum
Likelihood tree T (i) for each bootstrap sample. Note b the number of T (i) in which the clade of interest is present. The
bootstrap support of T (0) is then (b + 1)/(B + 1). This support is compared to an arbitrary threshold, usually 0.66 or 0.95
(see [1] chap. 20), and if higher, the clade is declared present with a 0.66 or 0.95 support.
On top of the already known andwidely discussed problems of bootstrap (see [8,10,12,13,1] chapter 20) it is obvious that
setting the threshold ex ante has some disadvantages: themajor one is to leave out both n and s. On the one hand, for small n,
the stochastic effects can be large so that even if the clade is there, it can be absent from bootstrap trees more often than 5%
of the times. On the other hand, when n is large enough, the inferred tree has a high probability of having the same topology
as the true one, and hence the same clades. In this case, a clade present in the true tree will appear in more than 95% of
the bootstrap trees. It is then interesting to set a threshold higher than 0.95 to build a more conservative test. Anyhow, the
threshold should include the numbers s of species, the number n of nucleotides and the complexity of the substitutionmodel.
Bootstrap procedures can also be used for testing phylogenies, using the K–H test [30]. Themost popular forms of K–H test
relies either on the RELL (resampling estimated log-likelihood) approximation, or a normal approximation of `Tn−`T ′n . Under
the RELL approximation, log-likelihoods of sites (estimated under the best model for the original data set) are resampled
instead of sites themselves. Under the normal approximation, variance of the normal approximation is computed from
the bootstrap samples and the significance of `Tn − `T ′n is evaluated with regard to the normal distribution with estimated
variance rather than to the empirical distribution derived from the bootstrap samples. Normal approximation is of course
tighter than any concentration inequality can hope to be. However, the normal approximation assumes that the evolution
model is well specified. Model misspecification is often of great concern as even themost sophisticated evolutionmodel are
unable to grasp all the subtleties of molecular evolution. And even if the correct model is time reversible Markov process
along the tree, choosing it among themany candidates is not an easy task [31].Moreover, unlike concentration boundswhich
assume nothing on the evolution models of the trees being compared, the correctly specified model assumption prevents
one to compare two trees with different evolution models. Last but not least, the K–H test requires the empirical pattern
distribution to be a good approximation of the real one, whereas our goal is precisely to study the uncertainty arising from
the two being different. To sum up, K–H test provides the user with tight bounds as a counterpart of stringent assumptions.
A caveat of bootstrap common both to bootstrap values and the K–H test, at least under its normal form, is the lack of
dependence on n and s. It is quite sensible that the number n of nucleotides required to achieve a given level of confidence
on a phylogenetic model over s species depends on s. Namely it grows, possibly quite rapidly, with s. While bootstrap
procedures are powerless to calculate this n, we can retrieve it using our analytical techniques. Analytical bounds are also
very comfortable as they let us study both convergence speeds and the importance of initial hypothesis on the stability of
the mean log-likelihood.
Finally and albeit this concern vanishes as computing power increases, bootstrap has some limitations as it relies heavily
on simulations to compute support probabilities. For large values of n and s, the computational burden can be prohibitive.
The proposed method upper bounds such probabilities instead of approximating them, but in an analytical way: the
computational burden is not a problem anymore.
4.2. Illustration of the method on an example
PresentationWe introduce here an example, consisting of binary characters and 4 species: A, B, C and D. Binary characters
can be thought as purine/pyrimidine. The model is quite trivial as s = 4 is quite small and almost any method would be
able to retrieve the correct topology, although with different branch lengths and no mixture on the evolution model. Our
goal here is not to outperform existing estimation method but rather to show how often and when they fail when the true
evolution model is not accounted for.
We assume that the true topology is AB|CD (i.e. A and B are separated from C and D, see Fig. 1) and that the true evolution
model is an usual symmetric model but complicated by correlated evolution between A and B for some of the sites: for those
sites if a change on the terminal branch leading to A, the same happens on the terminal branch leading to B contrasting with
the usual situation where evolution on those branches is usually independent (conditional on the parent node). Formerly,
a fraction p of the sites evolve on the left-hand side tree of Fig. 1 and a fraction 1 − p on the right-hand side of Fig. 1. For
the sake of simplicity, all terminal branch lengths are equal, we note e the probability of change on a terminal branch of
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Table 1
Pattern distribution with no correlated evolution (P1 , left tree of Fig. 1), only correlated evolution (P2 , right tree of Fig. 1) and for the mixture of both (Q ).
Pattern Probability of the pattern
P1 (Pattern) P2(Pattern) Q (Pattern)
xxxx e4 + (1− e)4 − f (1− 2e)2 (1− e)2(1− g)+ e2g pP1(xxxx)+ (1− p)P2(xxxx)
yxxx e(1− e)(1− 2e(1− e)) 0 pP1(yxxx)
xyxx e(1− e)(1− 2e(1− e)) 0 pP1(yxxx)
xxyx e(1− e)(1− 2e(1− e)) e(1− e) (1− e)(1− 2pe(1− e))
xxxy e(1− e)(1− 2e(1− e)) e(1− e) (1− e)(1− 2pe(1− e))
xxyy f (1− 2e)2 + 2e2(1− e)2 g(1− e)2 + (1− g)e2 pP1(xxyy)+ (1− p)P2(xxyy)
xyxy 2e2(1− e)2 0 pP1(xyxy)
xyyx 2e2(1− e)2 0 pP1(xyxy)
Fig. 2. The three candidate trees.
Table 2
Pattern distribution under the three candidate trees: T 1 , T 2 and T 3 . α stands for P1(xxyy) and β for P1(xyxy).
Pattern Probability of the pattern
PT1 (Pattern) PT2 (Pattern) PT3 (Pattern)
xxyy α β β
xyxy β α β
xyyx β β α
length t1, f the same probability on the central one of size t0 and g = (e + f − 2ef ) the probability of change on a branch
of length t0 + t1. When the terminal branch lengths are not equal, we need to consider four probabilities e1, . . . , e4, one for
each terminal branch, instead of just e. The distributions are still tractable but a bit more complicated than the simple case
we consider. e, f and g can take any value in [0, 1/2] as the branch lengths vary from 0 to∞.
Since the model is symmetric, there are 8 different patterns, xxxx, yxxx, xyxx, xxyx, xxxy, xxyy, xyxy and xyyx whose
probabilities are given in Table 1. As in most four species studies, the interest lies in determining which of the three
topologies T1, T2 and T3 of Fig. 2 is the best. To do this, we consider the trees with equal terminal branch lengths associated
to these three topologies (see Fig. 2).
The pattern distributions PT1 , PT2 and PT3 induced under these three candidate trees are very similar to each other and to
the distribution under no correlated evolution. The only difference between them lies in the probabilities of patterns xxyy,
xyxy and xyyx (see Table 2) which basically give some information on the position of the central branch. Note that because
of the mixture component of the real evolution model, none of the PTi can reproduce the real distribution Q , such that the
likelihoods computed under a PTi when they should be computed under Q are slightly off.
With these distributions, it is easy to calculate the likelihood scores of each candidate tree. For e = 0.15, f = 0.20
and p = 0.8 (branch length typical of the placental mammals phylogeny and correlated evolution in 20% of the sites), the
expressions of Tables 1 and 2 give:
xxxx yxxx xyxx xxyx xxxy xxyy xyxy xyyx
Q 44.4 7.6 7.6 10.1 10.1 15.0 2.6 2.6
PT1 42.5 9.5 9.5 9.5 9.5 13.1 3.3 3.3
PT2 42.5 9.5 9.5 9.5 9.5 3.3 13.1 3.3
where the probabilities are expressed as percentages. Using theses values, we compute the likelihood scores of the candidate
trees according to Eq. (2):
`T1 = −1.70 and `T2 = `T3 = −1.87.
We now consider bounds on the `T1n − `T1 . Before doing this, we need to consider the effective number of patterns
|Ns|. Although 8 patterns are considered, they account for only 4 log-likelihood values under PT1 : log(0.425), log(0.095),
log(0.131) and log(0.033). We can thus merge the corresponding patterns under super-patterns: xxxx and xxyy remain
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unchanged, yxxx, xyxx, xxyx and xxxy are merged into a super-pattern, noted yxxx, while xyxy and xyyx are also merged in
another super-pattern, noted xyxy. Q is modified accordingly:
xxxx yxxx xxyy xyxy
Q 44.4 2×7.6+2×10.1 = 35.5 15.0 2× 2.6 = 5.2
The support ofQ is reduced to 4 patterns, thus |Ns| = 4. Using Corollaries 9 and 10,we need both the smallest probability
and the one closest to 1/2, respectively 0.052 and 0.444. The pattern determining ‖log PT1‖∞ is the pattern (not the super-
pattern) of smaller probability under PT1 : xyxywhich gives ‖log PT1‖∞ = log(0.026) = 3.42. With all these quantities, we
can compute the exponential decay rate for ε = 0.1 (absolute precision of 0.1 for Corollary 9 and relative precision of 10%
for Corollary 10), respectively:
−ε2
|N 2s ‖log PT1‖2∞
min
x∈Ns
1
θ x(1− θ x) =
−0.12
42 × 3.42 ×
1
0.444(1− 0.444) = −2.16e
−4
− ε2min
x∈Ns
θ x
1− θ x = −0.1
2 × 0.052
1− 0.052 = −5.49e
−4.
Wenowuse Proposition 11 to bound the probability of ranking incorrectly `T1 and `T2 .Whatmatters now is log PT1−log PT2 .
For all patterns but xxyy and xyxy, the components of log PT1 − log PT2 are 0. Except for these two patterns, we can thus
discard all patterns from the analysis as they do not participate in the log-likelihood difference. In this case, |Ns| = 2.
From the previous computations `T1 − `T2 = 0.17 and ‖log PT1 − log PT2‖ = log PT1(xxyy) − log PT2(xxyy) = log(0.131/
0.033) = 1.39 and the probability closest to 1/2 from Q (xxyy) and Q (xyxy) is 0.15. We thus have ∆ = 0.172/1.392 ×
(0.15(1− 0.15))−1 = 0.12 and the exponential decay rate is∆2/|Ns|2 = 0.12/4 = 0.03 ensuring that mistakes are made
in less than 5% of the samples as soon as we consider 120 sites.
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Appendix. Proof of the lemmas
We prove here Lemmas 6 and 7.
A.1. Proof of Lemma 6
A.1.0.1
Proof. With the notation of Lemma 6, we have (see equation 2.8 of [32] for a demonstration) for all ε ∈ (0, 1− p):
P
(
n∑
i=1
(Xi − p) > nε
)
≤ exp(−nhp(ε))
where hp(ε) = (1− p− ε) log 1−p−ε1−p + (p+ ε) log p+εp . The proof from [32] can be adapted to the other end-tail inequality.
For all ε ∈ (0, p):
P
(
n∑
i=1
(Xi − p) < −nε
)
≤ exp(−nhp(−ε))
with the same hp. We use two well-known inequalities. For all x ≥ 0
log(1+ x) ≥ x− x
2
2
.
And for all x ∈ [0, 1):
log(1− x) = −
∞∑
i=1
xi
i
≥ −x− x
2
2
− x
3
3(1− x) .
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So that:
hp(ε) = (1− p− ε) log
(
1− ε
1− p
)
+ (p+ ε) log
(
1+ ε
p
)
≥ ε
2
2(1− p) +
ε2
2p
+ ε
3
2(1− p)2 −
ε3
2p2
− ε
3
3(1− p)2
= ε
2
2p(1− p)
(
1+ ε 3(1− p)
2 − p2
6p(1− p)
)
≥ ε
2
2p(1− p)
(
1− ε
6p(1− p)
)
. 
A.2. Proof of Lemma 7
A.2.0.2
Proof. Using the same inequalities we obtain:
hp(−ε) = (1− p+ ε) log
(
1+ ε
1− p
)
+ (p− ε) log
(
1− ε
p
)
≥ ε
2
2(1− p) +
ε2
2p
− ε
3
2(1− p)2 +
ε3
2p2
− ε
3
3p2
= ε
2
2p(1− p)
(
1+ ε (1− p)
2 − 3p2
6p(1− p)
)
≥ ε
2
2p(1− p)
(
1− ε
2p(1− p)
)
. 
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