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Abstract
In this paper, we study the linear stability of the elliptic rhombus homographic solutions in
the classical planar four-body problem which depends on the shape parameter u ∈ (1/√3,√3)
and eccentricity e ∈ [0, 1). By an analytical result obtained in the study of the linear stability
of elliptic Lagrangian solutions, we prove that the linearized Poincare map of elliptic rhombus
solution possesses at least two pairs of hyperbolic eigenvalues, when (u, e) ∈ (u3, 1/u3)× [0, 1) or
(u, e) ∈ ([1/√3, u3) ∪ (1/u3,√3]) × [0, fˆ(274 )−1/2) where u3 ≈ 0.6633 and fˆ(274 )−1/2 ≈ 0.4454.
By a numerical result obtained in the study of the elliptic Lagrangian solutions, we analytically
prove that the elliptic rhombus solution is hyperbolic, i.e., it possesses four pairs of hyperbolic
eigenvalues, when (u, e) ∈ [1/√3,√3]× [0, 1).
2010 MS classification: 58E05, 37J45, 34C25
Key words: Linear stability, Morse Index, Maslov-type ω-index, hyperbolic region, elliptic
rhombus solution, planar four-body problem.
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1 Introduction
We consider the classical planar four-body problem in celestial mechanics. Denote by q1, q2, q3, q4 ∈
R2 the position vectors of four particles with masses m1,m2,m3,m4 > 0 respectively. By Newtons
second law and the law of universal gravitation, the system of equations for this problem is
miq¨i =
∂U
∂qi
, i = 1, 2, 3, 4, (1.1)
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where U(q) = U(q1, q2, q3, q4) =
∑
1≤i<j≤4
mimj
|qi−qj | is the potential function by using the standard
norm || · || of vector in R2. For periodic solutions with period T , the system is the Euler-Lagrange
equation of the action functional
A(q) =
∫ T
0
[
4∑
i=1
mi||q˙i(t)||2
2
+ U(q(t))
]
dt, (1.2)
defined on the loop space W 1,2(R/TZ, χˆ), where
χˆ :=
{
q = (q1, q2, q3, q4) ∈ (R2)4
∣∣∣∣∣
4∑
i=1
miqi = 0, qi 6= qj,∀i 6= j
}
(1.3)
is the configuration space of the planar four-body problem. The periodic solutions of (1.1) corre-
spond to critical points of the action functional (1.2).
It is a well-known fact that (1.1) can be reformulated as a Hamiltonian system. Let p1, p2, p3, p4 ∈
R2 be the momentum vectors of the particles respectively. The Hamiltonian system corresponding
to (1.1) is
p˙i = −∂H
∂qi
, q˙i =
∂H
∂pi
, for i = 1, 2, 3, 4, (1.4)
with the Hamiltonian function
H(p, q) =
4∑
i=1
||pi||2
2mi
− U(q1, q2, q3, q4). (1.5)
A central configuration is a solution (q1, ..., q4) = (a1, ..., a4) satisfying
− λmiqi = ∂U
∂qi
, (1.6)
where λ = U(a)2I(a) > 0 and I(a) =
1
2
∑4
i=1mi||ai||2 is the momentum of inertia. Readers may refer to
[12] and [17] for detailed properties of the central configuration.
In this paper, we consider the linear stability of elliptic rhombus solution of the planar 4-body
problem. We assume that m1 = m3 = m, m2 = m4 = 1. By (5.10) of [11], the central configuration
a = (a1(u), a2(u), a3(u), a4(u)) satisfies
a1 =
1
α
(0, u)T , a2 =
1
α
(1, 0)T , a3 =
1
α
(0,−u)T , a4 = 1
α
(−1, 0)T , (1.7)
and
m =
8u3 − u3(1 + u2)3/2
8u3 − (1 + u2)3/2 , (1.8)
where 1/
√
3 < u <
√
3 and α =
√
2mu2 + 2. We also assume that the constant µ satisfies that
µ ≡ U(a) = 4mα√
1 + u2
+
αm2
2u
+
α
2
. (1.9)
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In 2002, Long and Sun in [13] studied any convex non-collinear central configuration of the
planar 4-body problem with equal opposite masses must be a kite. In 2003, Long in [11] studied the
possible shapes of 4-body non-collinear relative equilibrium for any positive masses and estimated
the geometric quantities of the shape. Especially, Long obtained that the configuration is central
if the configuration (1.7) and the mass m satisfy (1.8) and 1/
√
3 < u <
√
3. In 2007, Perez-
Chavela and Santoprete in [19] proved that if the configuration is convex and m1 = m3 = m,
m2 = m4 = 1, the central configuration must be a rhombus and this central configuration is
unique. In 2008, Albouy, Fu ans Sun in [1] studied the symmetry of the four body problem of the
central configuration and they proved that for four particles forming a convex quadrilateral central
configuration, the central configuration is symmetric with respect to the diagonal if and only if two
particles on the opposite sides of the diagonal possess equal masses.
In 2005, Meyer and Schmidt in [16] decomposed the fundamental solution of the elliptic La-
grangian orbit into two parts symplectically using central configuration coordinates. They obtained
results on stability by normal form theory for small enough eccentricity e ≥ 0. In 2010-2014, Hu,
Long and Sun introduced a Maslov-type index method and operator theory of the studying the
stability in elliptic Lagrangian solutions of the planar three-body problem in [2] and [6]. In [2],
the authors analytically proved the stability bifurcation diagram of the elliptic Lagrangian solu-
tionsv in the parameter rectangle (β, e) ∈ [0, 9] × [0, 1). In 2015, Hu, Ou and Wang in [4] built
up the trace formulas for Hamiltonian system and used it to estimate the stable and hyperbolic
region of the elliptic Lagrangian solutions. Using the trace formula, Hu and Ou in [3] studied the
hyperbolic region and proved the elliptic relative equilibrium of square central configuration where
m1 = m2 = m3 = m4 = 1 is hyperbolic for any eccentricity e. In 2017, Mansur, Offin and Lewis
in [14] proved the instability of the constrained elliptic rhombus solution in reduced space by the
minimizing property of the action functional and assuming the nondegeneracy of variational prob-
lem, i.e., the linearized Poincare map which is the ending point of the fundamental solution of the
linearized problem possesses at least one pair of hyperbolic eigenvalues. Especially, when e = 0, by
[18], they obtained instability in the reduce space, i.e., the linearized Poincare map possesses one
pair hyperbolic eigenvalues. In this paper, without the assumption on nondegeneracy, we obtain
the fundamental solution at the end point possesses at least two pairs of hyperbolic eigenvalues
which yields the instability by the analytical method. By the numerical results on linear stability
of elliptic Lagrangian solution, we obtain that the eigenvalues of the linearized Poincare map of the
essential part are all hyperbolic.
Furthermore, in 2017, Zhou and Long applied the Maslov-type index theory on the Euler-
Moulton solutions. They reduced the elliptic Euler-Moulton solutions of the N -body problem
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to those 3-body problem in [21] by the central configuration coordinate and obtained the linear
stability of the elliptic Euler solution of the 3-body problem by the Maslov-type indices in [20].
In this paper, we use the technique introduced by Meyer and Schmidt in [16] to reduce the
system to three independent Hamiltonian systems of γ1(t), γu,e(t) and ηu,e(t). The Hamiltonian
system of γ1(t) is fully studied in [6]. For the rest two Hamiltonian systems γu,e(t) and ηu,e(t), we
analyze the ω-Maslov type indices of γu,e(t) and ηu,e(t) and the ω-Morse indices of the corresponding
operators.
Before stating our results, we need the following results on the positivity of certain operators
obtained in the studies of the linear stability of the elliptic Lagrangian solutions in [4] and [15].
Lemma 1.1. (i) By the analytical result of Theorem 1.8 of [4], the operator A(β, e) defined by
(2.126) are positive definite for any ω-boundary condition with zero nullity where ω ∈ U and (β, e) ∈
{274 }×[0, fˆ(274 )−1/2) or (β, e) ∈ {β1}×[0, fˆ (β1)−1/2) where β1 is given by (4.27), fˆ(274 )−1/2 ≈ 0.4454
and fˆ(β1)
−1/2 ≈ 0.4435 can be obtained by Theorem 1.8 of [4].
(ii) By the numerical result in section 7 of [15], for (β, e) ∈ {274 }× [0, 1) or (β, e) ∈ {β1}× [0, 1),
the operator A(β, e) is positive definite for any ω-boundary condition with zero nullity where ω ∈ U.
By the analytical and numerical results of the elliptical Lagrangian solutions in Lemma 1.1, we
analytically obtain the linear stability of the elliptic rhombus solutions.
Theorem 1.2. (i) By (i) of Lemma 1.1, when (u, e) ∈ (u3, 1/u3) × [0, 1) or (u, e) ∈(
(1/
√
3, u3) ∪ (1/u3,
√
3)
) × [0, fˆ(274 )−1/2) where u3 ≈ 0.6633 is given by (4.36), the linearized
Poincare map, which is the end pint γ0(2pi) of the fundamental solution of the linearized Hamil-
tonian system, possesses at least two pairs of hyperbolic eigenvalues, i.e., at least two pairs of
eigenvalues are not on U.
(ii) By (ii) of Lemma 1.1, for (u, e) ∈ [1/√3,√3]× [0, 1), γ0(2pi) possesses four pairs of hyper-
bolic eigenvalues, i.e, all the eigenvalues of the essential parts are hyperbolic.
This paper is organized as follows. In Section 2, we introduce the ω-Maslov-type indices and ω-
Morse indices, and reduce the linearized Hamiltonian system to three subsystems. In Section 3, we
study the linear stability along the three boundary segments of the rectangle (u, e) ∈ [1/√3,√3]×
[0, 1). In Section 4, we study the linear stability in the rectangle (u, e) ∈ [1/√3,√3] × [0, 1) and
prove the Theorem 1.2.
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2 Preliminaries
2.1 ω-Maslov-Type Indices and ω-Morse Indices
Let (R2n,Ω) be the standard symplectic vector space with coordinates (x1, ..., xn, y1, ..., yn) and
the symplectic form Ω =
∑n
i=1 dxi ∧ dyi. Let J = ( 0 −InIn 0 ) be the standard symplectic matrix,
where In is the identity matrix on R
n. Given any two 2mk × 2mk matrices of square block form
Mk = (
Ak Bk
Ck Dk
) with k = 1, 2, the symplectic sum of M1 and M2 is defined (cf. [8] and [10]) by the
following 2(m1 +m2)× 2(m1 +m2) matrix M1⋄M2:
M1⋄M2 =


A1 0 B1 0
0 A2 0 B2
C1 0 D1 0
0 C2 0 D2

 .
For any two paths γj ∈ Pτ (2nj) with j = 0 and 1, let γ0⋄γ1(t) = γ0(t)⋄γ1(t) for all t ∈ [0, τ ].
It is well known that that the fundamental solution γ(t) of the linear Hamiltonian system with
the continuous symmetric periodic coefficients is a path in the symplectic matrix group Sp(2n)
starting from the identity. In the Lagrangian case, when n = 2, the Maslov-type index iω(γ)
is defined by the usual homotopy intersection number about the hypersurface Sp(2n)0 = {M ∈
Sp(2n) |Dω(M) = 0} where Dω(M) = (−1)n−1ωn det(M − ωI2n). And the nullity is defined by
νω(M) = dimC kerC(γ(2pi) − ωI2n). Please refer to [8, 9, 10] for more details on this index theory
of symplectic matrix paths and periodic solutions of Hamiltonian system.
For T > 0, suppose x is a critical point of the functional
F (x) =
∫ T
0
L(t, x, x˙)dt, ∀ x ∈W 1,2(R/TZ,Rn),
where L ∈ C2((R/TZ)×R2n,R) and satisfies the Legendrian convexity condition Lp,p(t, x, p) > 0.
It is well known that x satisfies the corresponding Euler-Lagrangian equation:
d
dt
Lp(t, x, x˙)− Lx(t, x, x˙) = 0, (2.1)
x(0) = x(T ), x˙(0) = x˙(T ). (2.2)
For such an extremal loop, define
P (t) = Lp,p(t, x(t), x˙(t)), Q(t) = Lx,p(t, x(t), x˙(t)), R(t) = Lx,x(t, x(t), x˙(t)). (2.3)
Note that
F ′′(x) = − d
dt
(P
d
dt
+Q) +QT
d
dt
+R. (2.4)
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For ω ∈ U, set
D(ω, T ) = {y ∈W 1,2([0, T ],Cn) | y(T ) = ωy(0)}. (2.5)
We define the ω-Morse index φω(x) of x to be the dimension of the largest negative definite subspace
of 〈F ′′(x)y1, y2〉, for all y1, y2 ∈ D(ω, T ), where 〈·, ·〉 is the inner product in L2. For ω ∈ U, we also
set
D(ω, T ) = {y ∈W 2,2([0, T ],Cn) | y(T ) = ωy(0), y˙(T ) = ωy˙(0)}. (2.6)
Then F ′′(x) is a self-adjoint operator on L2([0, T ],Rn) with domain D(ω, T ). We also define
νω(x) = dimker(F
′′(x)).
In general, for a self-adjoint operator A on the Hilbert space H , we set ν(A) = dimker(A) and
denote by φ(A) its Morse index which is the maximum dimension of the negative definite subspace
of the symmetric form 〈A·, ·〉. Note that the Morse index of A is equal to the total multiplicity of
the negative eigenvalues of A.
On the other hand, x˜(t) = (∂L/∂x˙(t), x(t))T is the solution of the corresponding Hamiltonian
system of (2.1)-(2.2), and its fundamental solution γ(t) is given by
γ˙(t) = JB(t)γ(t), (2.7)
γ(0) = I2n, (2.8)
with
B(t) =
(
P−1(t) −P−1(t)Q(t)
−Q(t)TP−1(t) Q(t)TP−1(t)Q(t)−R(t)
)
. (2.9)
Lemma 2.3. ([10], p.172) For the ω-Morse index φω(x) and nullity νω(x) of the solution
x = x(t) and the ω-Maslov-type index iω(γ) and nullity νω(γ) of the symplectic path γ corresponding
to x˜, for any ω ∈ U we have
φω(x) = iω(γ), νω(x) = νω(γ). (2.10)
A generalization of the above lemma to arbitrary boundary conditions is given in [5]. For more
information on these topics, readers may refer to [10].
2.2 The Essential Part of the Fundamental Solution
In 2005, Meyer and Schmidt gave the essential part of the fundamental solution of the elliptic
Lagrangian orbit (cf. p. 275 of [16]). Readers may also refer to [12]. Note that
4∑
i=1
miai = 0 and
4∑
i=1
mi|ai|2 = 1. (2.11)
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We define M = diag{m1I,m2I,m3I,m4I}, J˜ = diag{J2, J2, J2, J2} and J2 is the standard 2 × 2
symplectic matrix.
We take the second derivative of the potential U(q) at the central configuration a and obtain
Bij|q=a ≡
∂2U
∂qi∂qj
∣∣∣∣
q=a
=
mimj
|ai − aj |3
(
I − 3(aj − ai)(aj − ai)
T
|ai − aj |2
)
, (2.12)
and
Bii|q=a ≡
∂2U
∂q2i
∣∣∣∣
q=a
=
n∑
j 6=i
mimj
|ai − aj|3
(
−I + 3(ai − aj)(ai − aj)
T
|ai − aj |2
)
. (2.13)
By the symmetry of the configuration, we have that a1−a2 = a4−a3 and a2−a3 = a1−a4. These
yield that
B12 = B21 = B34 = B43 =
α3m
(1 + u2)5/2
(
u2 − 2 3u
3u 1− 2u2
)
, (2.14)
B14 = B41 = B23 = B32 =
α3m
(1 + u2)5/2
(
u2 − 2 −3u
−3u 1− 2u2
)
, (2.15)
B13 = B31 =
α3m2
8u3
(
1 0
0 −2
)
, (2.16)
B24 = B42 =
α3
8
(
−2 0
0 1
)
. (2.17)
Note that Bii = −
∑
j 6=iBij. These yield that
B11 = B33 =
2α3m
(1 + u2)5/2
(
2− u2 0
0 2u2 − 1
)
+
α3m2
8u3
(
−1 0
0 2
)
; (2.18)
B22 = B44 =
2α3m
(1 + u2)5/2
(
2− u2 0
0 2u2 − 1
)
+
α3
8
(
2 0
0 −1
)
. (2.19)
As the in p. 263 of [16], Section 11.2 of [12], we define
P =


p1
p2
p3
p4

 , Q =


q1
q2
q3
q4

 , Y =


G
Z
W3
W4

 , X =


g
z
w3
w4

 , (2.20)
where pi, qi, i = 1, 2, 3, 4 and G, Z, W3, W4, g, z, w3, w4 are all column vectors in R
2. We make
the symplectic coordinate change
P = A−TY, Q = AX, (2.21)
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where the matrix A is constructed as in the proof of Proposition 2.1 in [16]. Concretely, the matrix
A ∈ GL(R8) is given by
A =


I2 A12 A13 A14
I2 A22 A23 A24
I2 A32 A33 A34
I2 A42 A43 A44

 , (2.22)
satisfying that
J˜A = AJ˜, ATMA = I. (2.23)
Note that (2.23) is equivalent to
AijJ = JAij ,
4∑
i=1
ATijMAik = δ
k
j I2. (2.24)
Ai2 is given by
A12 =
u
α
J2, A22 =
1
α
I2, A32 = −u
α
J2, A42 = − 1
α
I2. (2.25)
Readers may verify that
∑4
i=1miAi2 = 0 and
∑4
i=1miA
T
i2Ai2 = I2 hold. We define Ai3s by
A13 = A33 =
−1√
2m2 + 2m
I2, A23 = A43 =
√
m
2m+ 2
I2. (2.26)
Readers may verify that
∑4
i=1miAi3 = 0,
∑4
i=1miA
T
i2Ai3 = 0 and
∑4
i=1miA
T
i3Ai3 = I2 hold. We
define Ai4s by
A14 = − 1√
mα
I2, A24 = −u
√
m
α
J2, A34 =
1√
mα
I2, A44 =
u
√
m
α
J2. (2.27)
Readers may verify that
∑4
i=1miAi4 = 0,
∑4
i=1miA
T
i2Ai4 = 0,
∑4
i=1miA
T
i3Ai4 = 0 and
∑4
i=1miA
T
i4Ai4 =
I2 hold. Above all, we have the matrix A satisfying (2.24) which is
A =


I A12 A13 A14
I A22 A23 A24
I A32 A33 A34
I A42 A43 A44

 =


1 0 0 − uα − 1√2m+2 0 − 1√mα 0
0 1 uα 0 0 − 1√2m+2 0 − 1√mα
1 0 1α 0
√
m
2m+2 0 0
u
√
m
α
0 1 0 1α 0
√
m
2m+2 −u
√
m
α 0
1 0 0 uα − 1√2m+2 0 1√mα 0
0 1 − uα 0 0 − 1√2m+2 0 1√mα
1 0 − 1α 0
√
m
2m+2 0 0 −u
√
m
α
0 1 0 − 1α 0
√
m
2m+2
u
√
m
α 0


.
(2.28)
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In following discussion, we also need to name each column of A by defining A = (c1, c2, ..., c8) where
cis are column vectors.
Under the change of (2.21), we have the kinetic energy
K =
1
2
(|G|2 + |Z|2 + |W3|2 + |W4|2), (2.29)
and the potential function
U(z, w3, w4) =
∑
1<i 6=j<4
mimj
|(Ai2 −Aj2)z +
∑4
k=3(Aik −Ajk)wk|
. (2.30)
Recall that each Z,Wi, z, wi with i = 3, 4 is a vector in R
2 . Here z = z(t) is the Kepler elliptic
orbit given through the true anomaly θ = θ(t),
r(θ(t)) = |z(t)| = p
1 + e cos θ(t)
, (2.31)
where p = a(1 − e2) and a > 0 is the latus rectum of the ellipse. We paraphase the proposition of
[16] (p.271-273) and Proposition 2.1 of [21] in the case of n = 4.
Proposition 2.4. There exists a symplectic coordinate change
ξ = (Z,W3,W4, z, w3, w4)
T 7→ ξ¯ = (Z¯, W¯3, W¯4, z¯, w¯3, w¯4)T (2.32)
such that using the true anomaly θ as the variable the resulting Hamiltonian function of the n-body
problem is given by
H(θ, Z¯, W¯3, W¯4, z¯, w¯3, w¯4) =
1
2
(
|Z¯|2 +
4∑
k=3
|W¯k|2
)
+ (z¯ · J2Z¯ +
4∑
k=3
w¯k · J2W¯k)
+
p− r(θ)
2p
(
|z¯|2 +
4∑
k=3
|w¯k|2
)
− r(θ)
σ
U(z¯, w¯3, w¯4), (2.33)
where r(θ) = p1+e cos θ , µ is given by (1.9), σ = (µp)
1/4 and p is given in (2.31).
The proof of this proposition can be found in pp. 271-275 of [16] and pp.403-407 of [21]. We
omit it here.
Proposition 2.5. Using the notations in (2.20), elliptic rhombus solution (P (t), Q(t))T of the
system (1.4) with
Q(t) = (r(t)R(θ(t))a1, r(t)R(θ(t))a2, r(t)R(θ(t))a3, r(t)R(θ(t))a4)
T , P (t) =MQ˙(t) (2.34)
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in time t with the matrix M = diag{m1I2,m2I2,m3I2,m4I2}, is transformed to the new solution
(Y (θ),X(θ))T in the variable true anomaly θ with G = g = 0 with respect to the original Hamilto-
nian function H of (2.33), which is given by
Y (θ) =


Z¯(θ)
W¯1(θ)
W¯2(θ)

 =


0
σ
0
0
0
0


, X(θ) =


z¯(θ)
w¯1(θ)
w¯2(θ)

 =


σ
0
0
0
0
0


, (2.35)
Moreover, the linearized Hamiltonian system is given at the elliptic rhombus solution
ξ0 ≡ (Y (θ),X(θ))T = (0, σ, 0, 0, 0, 0, σ, 0, 0, 0, 0, 0) ∈ R12 (2.36)
depending on the true anomaly θ with respect to the Hamiltonian function H defined in (2.33) is
given by
γ˙0(θ) = JB(θ)γ0(θ) (2.37)
with B(θ) is given by
B(θ) = H ′′(θ, Z¯, W¯3, W¯4, z¯, w¯3, w¯4)|ξ¯=ξ0
=


I2 O O −J O O
O I2 O O −J O
O O I2 O O −J
J O O Hzz(θ, ξ0) O O
O J O O Hw3w3(θ, ξ0) O
O O J O O Hw4w4(θ, ξ0)


(2.38)
and Hzz(θ, ξ0) is given by
Hzz(θ, ξ0) =
(
−2−e cos θ1+e cos θ 0
0 1
)
, (2.39)
Hw3w3(θ, ξ0) is given by
Hw3w3(θ, ξ0) =
(
1− 1
1 + e cos θ
)
I − 2(m+ 1)α
3
µ(1 + e cos θ)(1 + u2)5/2
(
2− u2 0
0 2u2 − 1
)
, (2.40)
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Hw4w4(θ, ξ0) is given by
Hw4w4(θ, ξ0) =
(
1− 1
1 + e cos θ
)
I − 4α
µ(1 + e cos θ)
×
(
1
(1 + u2)5/2
(
2m2u4 + (6m−m2 − 1)u2 + 2 0
0 −m2u4 + (2m2 − 6m+ 2)u2 − 1
)
+
(
mu2
8
+
m
8u3
)(−1 0
0 2
))
, (2.41)
where H ′′ is the Hession matrix of H with respect to its variables Z¯, W¯3, W¯4 z¯, w¯3 and w¯4. The
corresponding quadric Hamiltonian function is given by
H2(θ, Z¯, W¯1, W¯2, z¯, w¯1, w¯2) =
1
2
|Z¯|2 + Z¯ · Jz¯ + 1
2
Hz¯z¯(θ, ξ0)z¯ · z¯
+
4∑
i=3
(1
2
|W¯i|2 + W¯i · Jw¯i + 1
2
Hw¯iw¯i(θ, ξ0)w¯i · w¯i
)
. (2.42)
Proof. The proof is similar to those of Proposition 11.11 and Proposition 11.13 of [12]. Reader
may also refer to a similar proof in pp.404-407 in [21]. We only focus on the Hz¯z¯(θ, ξ0), Hz¯w¯3(θ, ξ0),
Hz¯w¯4(θ, ξ0), Hw¯3w¯3(θ, ξ0), Hw¯3w¯4(θ, ξ0), Hw¯4w¯4(θ, ξ0).
For simplicity , we omit all the upper bars on the variables of H in (2.33) in this proof. Note
that we have transformed (x1, x2, x3, x4) to (g, z, w3, w4) by Q = AX. By this transformation, we
have the linearized system is given by

Hzz =
p−r
p I − rσUzz(z, w3, w4),
Hzwl = Hwlz = − rσUzwl(z, w3, w4), for l = 3, 4;
Hwlwl =
p−r
p I − rσUwlwl(z, w3, w4), for l = 3, 4;
Hwlws = Hwswl = − rσUwlws(z, w3, w4), for l, s = 3, 4, l 6= s.
(2.43)
Then we have
B(θ) = H ′′(θ, Z¯, W¯3, W¯4, z¯, w¯3, w¯4)|ξ¯=ξ0
=


I2 O O −J O O
O I2 0 O −J O
O O I2 O O −J
J O O Hzz(θ, ξ0) Hzw3(θ, ξ0) Hzw4(θ, ξ0)
O J O Hzw3(θ, ξ0) Hw3w3(θ, ξ0) Hw3w4(θ, ξ0)
O O J Hw4z(θ, ξ0) Hw4w3(θ, ξ0) Hw4w4(θ, ξ0)


. (2.44)
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We define Φij and Ψij(k) by
Φij = Ai2 −Aj2 = (ai − aj, J(ai − aj)); (2.45)
Ψij(k) = Aik −Ajk = (aik − ajk, J(aik − ajk)), (2.46)
where ai = (ai1, ai2) and
Aij =
(
aij,1 −aij,2
aij,2 aij,1
)
. (2.47)
Then the potential U(x) can be written as
U(z, x) =
∑
1≤i<j≤4
mimj
|Φijz +
∑4
k=3Ψij(k)wk|
. (2.48)
Note that |Φijz| = |ai − aj||z| and define
Kij |ξ0 =
{
3(ai − aj)(ai − aj)T
|ai − aj |2 − I
}
. (2.49)
Therefore, Kij = Kji.
By the definition of ξ0 in (2.36), (2.45) and (ref2.55),
∂2U
∂z2
∣∣∣∣
ξ0
=
∑
1≤i<j≤4
mimj
|Φijz|6
{
3ΦTij(Φijz)|Φijz|(zTΦTij)Φij − ΦTijΦij|Φijz|3
}
=
∑
1≤i<j≤4
mimj
σ3|ai − aj|3 (Ai2 −Aj2)
TKij(Ai2 −Aj2)
=
∑
1≤i<j≤4
mimj
σ3|ai − aj|
(
2 0
0 −1
)
=
µ
σ3
(
2 0
0 −1
)
, (2.50)
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By the definition of ξ0 in (2.36), (2.45) and (2.46),
∂2U
∂wl∂ws
∣∣∣∣
ξ0
=
∑
1≤i<j≤4
mimj
{
−ΨTij(l)Ψij(s)
|Φijz|3 +
3ΨTij(l)(Φijz)(z
TΦTij)Ψij(s)
|Φijz|5
}
=
∑
1≤i<j≤4
mimj
|Φijz|3Ψ
T
ij(l)
{
3(Φijz)(z
TΦTij)
|Φijz|2 − I
}
Ψij(s)
=
∑
1≤i<j≤4
mimj
σ3|ai − aj |3 (Ail −Ajl)
TKij(Ais −Ajs)
=
1
σ3

 ∑
1≤i<j≤4
mimj
|ai − aj |3A
T
ilKij(Ais −Ajs)−
∑
1≤i<j≤4
mimj
|ai − aj|3A
T
jlKij(Ais −Ajs)


=
1
σ3

 ∑
1≤i<j≤4
mimj
|ai − aj |3A
T
ilKij(Ais −Ajs) +
∑
1≤j<i≤4
mimj
|aj − ai|3A
T
ilKji(Ais −Ajs)


=
1
σ3

 4∑
i=1
ATil
4∑
j=1,j 6=i
−Bij(Ais −Ajs)


=
1
σ3
4∑
i=1
4∑
j=1
ATilBijAjs. (2.51)
This yields that
∂2U
∂w2s
∣∣∣∣
ξ0
=
1
σ3
4∑
i=1
4∑
j=1
ATisBijAjs. (2.52)
For the case of s = 3, since (2.14-2.19) and (2.26), we have that
AT13B11A13 = A
T
33B33A33, A
T
23B22A23 = A
T
43B44A43, (2.53)
AT33B31A13 = A
T
13B13A33, A
T
23B24A43 = A
T
43B42A23, (2.54)
AT23B21A13 = A
T
43B43A33, A
T
13B12A23 = A
T
33B34A43, (2.55)
AT43B41A13 = A
T
23B23A33, A
T
33B32A23 = A
T
13B14A43. (2.56)
By direct computations, we have following equations hold.
AT13B11A13 =
α3
(m+ 1)(1 + u2)5/2
(
2− u2 0
0 2u2 − 1
)
+
α3m
16u3(m+ 1)
(
−1 0
0 2
)
, (2.57)
AT23B22A23 =
α3m2
(m+ 1)(1 + u2)5/2
(
2− u2 0
0 2u2 − 1
)
+
α3m
16(m+ 1)
(
2 0
0 −1
)
, (2.58)
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AT33B31A13 =
α3m
16u3(m+ 1)
(
1 0
0 −2
)
, AT23B24A43 =
α3m
16(m+ 1)
(
−2 0
0 1
)
, (2.59)
AT13B12A23 = A
T
23B21A13 =
−α3m
(2m+ 2)(1 + u2)5/2
(
u2 − 2 3u
3u 1− 2u2
)
, (2.60)
AT33B32A23 = A
T
43B41A13 =
−α3m
(2m+ 2)(1 + u2)5/2
(
u2 − 2 −3u
−3u 1− 2u2
)
. (2.61)
Then we have that
σ3
∂2U
∂w23
∣∣∣∣
ξ0
= 2(AT13B11A13 +A
T
23B22A23 +A
T
33B31A13 +A
T
23B24A43
+AT23B21A13 +A
T
13B12A23 +A
T
43B41A13 +A
T
33B32A23)
=
2(m+ 1)α3
(1 + u2)5/2
(
2− u2 0
0 2u2 − 1
)
. (2.62)
Next, we consider ∂
2U
∂w3∂w4
which satisfies
∂2U
∂w3∂w4
∣∣∣∣
ξ0
=
1
σ3
4∑
i=1
4∑
j=1
ATi4BijAj3. (2.63)
Since (2.14-2.19)and (2.27), we have that
AT14B11A13 = −AT34B33A33, AT24B22A23 = −AT44B44A43, (2.64)
AT34B31A13 = −AT14B13A33, AT24B24A43 = −AT44B42A23, (2.65)
AT24B21A13 = −AT44B43A33, AT14B12A23 = −AT34B34A43, (2.66)
AT44B41A13 = −AT24B23A33, AT34B32A23 = −AT14B14A43. (2.67)
We can rearrange the order of
∑4
i=1
∑4
j=1A
T
i4BijAj3 and obtain that
σ3
∂2U(X)
∂w3∂w4
∣∣∣∣
ξ0
= (AT14B11A13 +A
T
34B33A33) + (A
T
24B22A23 +A
T
44B44A43)
+(AT14B13A33 +A
T
34B31A13) + (A
T
24B24A43 +A
T
44B42A23)
+(AT24B21A13 +A
T
44B43A33) + (A
T
14B12A23 +A
T
34B34A43)
+(AT44B41A13 +A
T
24B23A33) + (A
T
34B32A23 +A
T
14B14A43)
= 0, (2.68)
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where the last equality holds because every bracket is zero by (2.64-2.67).
Next, we consider ∂
2U
∂w2
4
∣∣∣
ξ0
which satisfies
∂2U
∂w24
∣∣∣∣
ξ0
=
1
σ3
4∑
i=1
4∑
j=1
ATi4BijAj4. (2.69)
Since (2.14-2.19) and (2.26-2.27), we have that
AT14B11A14 = A
T
34B33A34, A
T
24B22A24 = A
T
44B44A44, (2.70)
AT34B31A14 = A
T
14B13A34, A
T
24B24A44 = A
T
44B42A24, (2.71)
AT24B21A14 = A
T
44B43A34, A
T
14B12A24 = A
T
34B34A44, (2.72)
AT44B41A14 = A
T
24B23A34, A
T
34B32A24 = A
T
14B14A44. (2.73)
Then we only need to calculate the left hand of each equation (2.70-2.73).
AT14B11A14 =
2α
(1 + u2)5/2
(
2− u2 0
0 2u2 − 1
)
+
αm
8u3
(
−1 0
0 2
)
, (2.74)
AT24B22A24 =
2αm2u2
(1 + u2)5/2
(
2u2 − 1 0
0 2− u2
)
+
αmu2
8
(
−1 0
0 2
)
, (2.75)
AT34B31A14 =
αm
8u3
(
−1 0
0 2
)
, AT24B24A44 =
αmu2
8
(
−1 0
0 2
)
, (2.76)
AT24B21A14 =
αum
(1 + u2)5/2
(
3u 1− 2u2
2− u2 −3u
)
, (2.77)
AT14B12A24 =
αmu
(1 + u2)5/2
(
3u 2− u2
1− 2u2 −3u
)
, (2.78)
AT44B41A14 =
αmu
(1 + u2)5/2
(
3u 2u2 − 1
u2 − 2 −3u
)
, (2.79)
AT34B32A24 =
αmu
(1 + u2)5/2
(
3u u2 − 2
2u2 − 1 −3u
)
. (2.80)
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By (2.74-2.80), we have that
∂2U
∂w24
∣∣∣∣
ξ0
=
1
σ3
4∑
i=1
4∑
j=1
ATi4BijAj4
=
4α
σ3
(
1
(1 + u2)5/2
(
2m2u4 + (6m−m2 − 1)u2 + 2 0
0 −m2u4 + (2m2 − 6m+ 2)u2 − 1
)
+
(
mu2
8
+
m
8u3
)(−1 0
0 2
))
. (2.81)
Then, ∂
2U
∂z∂ws
∣∣∣
ξ0
is obtained by following computations.
∂2U
∂z∂ws
∣∣∣∣
ξ0
=
∑
1≤i<j≤n
mimj
|Φijz|6
{−ΦTijΨij(s)|Φijz|3 + 3ΦTij(Φijz)|Φijz|(zTΦTij)Ψij(s)}
=
∑
1≤i<j≤4
mimj
σ3|ai − aj |3 (Ai2 −Aj2)
TKij(Ais −Ajs)
=
1
σ3

 ∑
1≤i<j≤4
mimj
|ai − aj|3 (Ai2 −Aj2)
TKijAis +
∑
1≤j<i≤4
mimj
|ai − aj|3 (Ai2 −Aj2)
TKijAis


=
1
σ3

 4∑
i=1
4∑
j=1,j 6=i
mimj(Ai2 −Aj2)TKijAis
|ai − aj|3


=
1
σ3

 4∑
i=1
4∑
j=1,j 6=i
mimj
|ai − aj|3
(
2(ai − aj)T
(ai − aj)TJ
)
Ais


=
µ
σ3
(
2 〈c3, c2s−1〉M 2 〈c3, c2s〉M
−〈c4, c2s−1〉M −〈c4, c2s〉M
)
, (2.82)
where the last equality holds because a is the central configuration and satisfies the following
equation
µmiai +
4∑
j=1,j 6=i
mimj
|ai − aj|3 (aj − ai) = 0, (2.83)
and ci is the i-th column of A. By (2.23), 〈ci, cj〉M = 0 for i 6= j. Therefore, we have that
∂2U
∂z∂ws
∣∣∣∣
ξ0
= 0. (2.84)
We now derived the linearized Hamiltonian system at the elliptic rhombus solution. By (2.68)
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and (2.84),
Hzw3 = Hw3z = −
r
σ
Uzw3(z, w3, w4) = O2×2, (2.85)
Hzw4 = Hw4z = −
r
σ
Uzw4(z, w3, w4) = O2×2, (2.86)
Hw3w4 = Hw4w3 = −
r
σ
Uw3w4(z, w3, w4) = O2×2. (2.87)
Since
σ4 = µp, r =
p
1 + e cos θ
, (2.88)
we have that Hzz(θ, ξ0) is given by
Hzz(θ, ξ0) =
p− r
p
I − r
σ
Uzz(z, w1, w3, w4) =
(
−2−e cos θ1+e cos θ 0
0 1
)
, (2.89)
Hw3w3(θ, ξ0) is given by
Hw3w3(θ, ξ0) =
p− r
p
I − r
σ
Uw3w3(z, w3, w4)
=
(
1− 1
1 + e cos θ
)
I − 2(m+ 1)α
3
µ(1 + e cos θ)(1 + u2)5/2
(
2− u2 0
0 2u2 − 1
)
, (2.90)
and Hw4w4(θ, ξ0) is given by
Hw4w4(θ, ξ0) =
p− r
p
I − r
σ
Uw4w4(z, w3, w4)
=
(
1− 1
1 + e cos θ
)
I − 4α
µ(1 + e cos θ)
×
(
1
(1 + u2)5/2
(
2m2u4 + (6m−m2 − 1)u2 + 2 0
0 −m2u4 + (2m2 − 6m+ 2)u2 − 1
)
+
(
mu2
8
+
m
8u3
)(−1 0
0 2
))
. (2.91)
Then this theorem holds.
Then Hamiltonian system (2.33) can be decomposed to three independent Hamiltonian systems.
The first one is the Kepler 2-body problem at the corresponding Kepler orbit which is given by
γ′1 = JB0γ1 = J


1 0 0 1
0 1 −1 0
0 −1 −2−e cos θ1+e cos θ 0
1 0 0 1

 γ1. (2.92)
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According to Proposition 3.6. of [6], p. 1012 of [2] and (3.4- 3.5) of [20], we have that
iω(γ1) =

0, if ω = 1,2, if ω ∈ U \ {1}, νω(γ1) =

3, if ω = 1,0, if ω ∈ U \ {1}. (2.93)
In the following, we only need to discuss the linear stability of the rest of two linearized Hamil-
tonian systems
γ′u,e = JB1γu,e = J
(
I −J
J Hw3w3(u, e)
)
γu,e, (2.94)
η′u,e = JB2ηu,e = J
(
I −J
J Hw4w4(u, e)
)
ηu,e, (2.95)
where (u, e) ∈ (1/√3,√3)× [0, 1).
To simplify the notations in following discussion, for u ∈ (1/√3,√3) we define
ϕ1(u) = 1 +
2(m+ 1)α3(2− u2)
µ(1 + u2)5/2
, (2.96)
ϕ2(u) = 1 +
2(m+ 1)α3(2u2 − 1)
µ(1 + u2)5/2
, (2.97)
ψ1(u) = 1 +
4α
µ
(
2m2u4 + (6m−m2 − 1)u2 + 2
(1 + u2)5/2
− mu
2
8
− m
8u3
)
, (2.98)
ψ2(u) = 1 +
4α
µ
(−m2u4 + (2m2 − 6m+ 2)u2 − 1
(1 + u2)5/2
+
mu2
4
+
m
4u3
)
. (2.99)
In following discussion, we will write ϕi and ψi instead of ϕi(u) and ψi(u) when it does not cause
any confusion in the context. Note that ϕi and ψi are both smooth functions of u on the interval
1/
√
3 < u <
√
3 because m, µ and α are smooth functions of u on that interval. Furthermore, ϕi
and ψi, for i = 1, 2, all converge when u tends to 1/
√
3 and
√
3 respectively .
lim
u→√3
ϕ1(u) = lim
u→1/√3
ϕ2(u) = lim
u→√3
ψ1(u) = lim
u→1/√3
ψ1(u) =
3
4
, (2.100)
lim
u→1/√3
ϕ1(u) = lim
u→√3
ϕ2(u) = lim
u→√3
ψ2(u) = lim
u→1/√3
ψ2(u) =
9
4
. (2.101)
Then we extend the domain of u to [1/
√
3,
√
3]. By direct computations, we have that for 1/
√
3 ≤
u ≤ √3,
ϕ1(u) = ϕ2(1/u), ψ1(u) = ψ1(1/u), ψ2(u) = ψ2(1/u). (2.102)
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We define Ku,e(t) and Tu,e(t) by
Ku,e(t) ≡ 1
1 + e cos t
(
ϕ1 0
0 ϕ2
)
, (2.103)
Tu,e(t) ≡ 1
1 + e cos t
(
ψ1 0
0 ψ2
)
. (2.104)
Therefore, Hw3w3(t) and Hw4w4(t) can be respectively written as
Hw3w3(t) = I −Ku,e(t) = I −
1
1 + e cos t
(
ϕ1 0
0 ϕ2
)
, (2.105)
Hw4w4(t) = I − Tu,e(t) = I −
1
1 + e cos t
(
ψ1 0
0 ψ2
)
. (2.106)
Proposition 2.6. For any given (u, e) ∈ [1/√3,√3] × [0, 1), the ω-Maslov-type indices and
nullities of γu,e(t) and ηu,e(t) satisfying that for any ω ∈ U,
iω(γu,e) = iω(γ1/u,e), iω(ηu,e) = iω(η1/u,e), (2.107)
νω(γu,e) = νω(γ1/u,e), νω(ηu,e) = νω(η1/u,e). (2.108)
Proof. Note that J−14 B1(u, e)J4 where J4 = diag(J2, J2) satisfies
J−14 B1(u, e)J4 = B1(1/u, e), (2.109)
where the equality holds because of ϕ1(u) = ϕ2(1/u). Next we consider following system
d
dt
γ1/u,e(t) = JB1(1/u, e)γ1/u,e(t) = JJ
−1
4 B1(u, e)J4γ1/u,e(t) = J
−1
4 JB1(u, e)J4γ1/u,e(t), (2.110)
where the third equality holds because of J−14 J = JJ
−1
4 . Therefore, the fundamental solution
γ1/u,e(t) and γu,e(t) satisfy
γ1/u,e(t) = J
−1
4 γu,e(t)J4. (2.111)
Then we have that for any ω ∈ U and (u, e) ∈ [1/√3,√3]× [0, 1),
iω(γu,e) = iω(γ1/u,e), νω(γu,e) = νω(γ1/u,e). (2.112)
Note that ψ1(u) = ψ1(1/u) and ψ2(u) = ψ2(1/u). We have that Tu,e(t) = T1/u,e(t), and then
ηu,e(t) = η1/u,e(t). Therefore, we have that
iω(ηu,e) = iω(η1/u,e), νω(ηu,e) = νω(η1/u,e). (2.113)
Therefore, this proposition holds.
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2.3 A modification on the path γu,e(t)
According to the discussion of [2], we can transform the Lagrangian system to a simpler linear
operator corresponding to a second order Hamiltonian system with the same linear stability as
γu,e(2pi) and ηu,e(2pi), using R(t) and R4 = diag(R(t), R(t)) as in [2], we let
ξu,e(t) = R4(t)γu,e(t), ∀θ ∈ [0, 2pi], (u, e) ∈ [1/
√
3,
√
3]× [0, 1), (2.114)
and
ζu,e(t) = R4(t)ηu,e(t), ∀θ ∈ [0, 2pi], (u, e) ∈ [1/
√
3,
√
3]× [0, 1). (2.115)
One can show by direct computations that
d
dt
ξu,e(t) = J
(
I2 0
0 R(t)(I2 −Ku,e(t))R(t)T
)
ξu,e(t), (2.116)
d
dt
ζu,e(t) = J
(
I2 0
0 R(t)(I2 − Tu,e(t))R(t)T
)
ζu,e(t), (2.117)
where Ku,e(t) is given by (2.103) and Tu,e(t) is given by (2.104). Note that R4(0) = R4(2pi) = I4 ,
so γu,e(2pi) = ξu,e(2pi) and ηu,e(2pi) = ζu,e(2pi) hold. Then the linear stabilities of the systems are
determined by the same matrix and thus are precisely the same.
By (2.114) and (2.115) the symplectic paths γu,e and ξu,e are homotopic to each other via the
homotopy h(s, t) = R4(st)γu,e(t) for (s, t) ∈ [0, 1] × [0, 2pi]. Because R4(s)γu,e(2pi) for s ∈ [0, 1] is
a loop in Sp(4) which is homotopic to the constant loop γu,e(2pi), h(·, 2pi) is contractible in Sp(4).
Therefore by the proof of Lemma 5.2.2 on p.117 of [12], the homotopy between γu,e and ξu,e can
be modified to fix the end point γu,e(2pi) for all s ∈ [0, 1]. Thus by the homotopy invariance of
the Maslov-type index (cf. (i) of Theorem 6.2.7 on p.147 of [12]), we obtain that for (u, e) ∈
[1/
√
3,
√
3]× [0, 1),
iω(ξu,e) = iω(γu,e), νω(ξu,e) = νω(γu,e), ∀ω ∈ U. (2.118)
Similarly, we have that for (u, e) ∈ [1/√3,√3]× [0, 1),
iω(ζu,e) = iω(ηu,e), νω(ζu,e) = νω(ηu,e), ∀ω ∈ U. (2.119)
Note that the first order linear Hamiltonian systems (2.116) and (2.117) correspond to the
following second order linear Hamiltonian systems receptively
x¨(t) = −x(t) +R(t)Ku,e(t)R(t)Tx(t), (2.120)
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and
x¨(t) = −x(t) +R(t)Tu,e(t)R(t)Tx(t). (2.121)
For (u, e) ∈ [1/√3,√3] × [0, 1), the second order differential operators defined on the domain
D(ω, 2pi) corresponding to (2.120) and (2.121) are given by
A(u, e) = − d
2
dt2
I2 − I2 +R(t)Ku,e(t)R(t)T , (2.122)
and
B(u, e) = − d
2
dt2
I2 − I2 +R(t)Tu,e(t)R(t)T , (2.123)
where Ku,e(t) and Tu,e(t) are defined by (2.103-2.104) and D(ω, 2pi) is given by (2.5). By direct
computations, we have that
A(u, e) = − d
2
dt2
I2 − I2 + 1
2(1 + e cos t)
((ϕ1 + ϕ2)I2 + (ϕ1 − ϕ2)S(t)), (2.124)
B(u, e) = − d
2
dt2
I2 − I2 + 1
2(1 + e cos t)
((ψ1 + ψ2)I2 + (ψ1 − ψ2)S(t)), (2.125)
where S(t) = ( cos 2t sin 2tsin 2t − cos 2t ). In [2], the authors defined a operator A(β, e) is given by
A(β, e) = − d
2
dt2
I2 − I2 + 1
2(1 + e cos t)
(3I2 +
√
9− βS(t)). (2.126)
We will use this operator A(β, e) in Section 3 and Section 4.
The operators A(u, e) and B(u, e) are both self-adjoint and depend on the parameters u and
e. By p. 172 of [10], we have for any (u, e) ∈ [1/√3,√3] × [0, 1), the Morse indices which are
φω(A(u, e)) and φω(B(u, e)) and nullities which are νω(A(u, e)) and νω(B(u, e)) on the domain
D(ω, 2pi) satisfy
φω(Au,e) = iω(ξu,e), νω(Au,e) = νω(ξu,e), ∀ω ∈ U, (2.127)
and
φω(Bu,e) = iω(ηu,e), νω(Bu,e) = νω(ηu,e), ∀ω ∈ U. (2.128)
In the rest of this paper, we shall use both of the paths γu,e and ξu,e to study the linear stability
of γu,e(2pi) = ξu,e(2pi) and use both of the paths ζu,e and ηu,e to study the linear stability of
ζu,e(2pi) = ηu,e(2pi). Because of (2.118) and (2.119), in many cases and proofs below, we shall not
distinguish these two paths.
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3 Stability on the Three Boundary Segments of the Rectangle
[1/
√
3,
√
3]× [0, 1)
3.1 The boundary segment [1/
√
3,
√
3]× {0}
If e = 0 which means that the orbits of four bodies are circles, Hw3w3(t) and Hw4w4(t) are given by
Hw3w3(t) = I −Ku,e(t) = I −
(
ϕ1 0
0 ϕ2
)
, (3.1)
Hw4w4(t) = I − Tu,e(t) = I −
(
ψ1 0
0 ψ2
)
, (3.2)
where ϕis and ψis are given by (2.96- 2.99). The system of γu,0 is given by
γ′u,0 = JB2γu,0 = J


1 0 0 1
0 1 −1 0
0 −1 1− ϕ1 0
1 0 0 1− ϕ2

 γu,0, (3.3)
and the system of ηu,0 is given by
η′u,0 = JB3ηu,0 = J


1 0 0 1
0 1 −1 0
0 −1 1− ψ1 0
1 0 0 1− ψ2

 ηu,0. (3.4)
Theorem 3.1. For any given (u, e) ∈ [1/√3,√3] × {0} and ω ∈ U, all the eigenvalues of
matrices γu,0(2pi) and ηu,0(2pi) are all hyperbolic, i.e., all the eigenvalues are not on U,
iω(γu,0) = φω(A(u, 0)) = 0, νω(γu,0) = νω(A(u, 0)) = 0, (3.5)
iω(ηu,0) = φω(B(u, 0)) = 0, νω(ηu,0) = νω(B(u, 0)) = 0. (3.6)
Therefore, the operators A(u, 0) and B(u, 0) are positive definite on the space D¯(ω, 2pi) with zero
nullity.
Proof. The characteristic polynomial det(JB2 − λI) of JB2 is given by
p2(λ) = λ
4 + (4− ϕ1 − ϕ2)λ2 + ϕ1ϕ2 (3.7)
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The roots of p2(λ) are all pure imaginary if and only if
4− ϕ1 − ϕ2 > 0, (3.8)
ϕ1ϕ2 > 0, (3.9)
(4− ϕ1 − ϕ2)2 − 4ϕ1ϕ2 ≥ 0, (3.10)
hold at the same time. Note that
4− ϕ1 − ϕ2 = 2− 2(m+ 1)α
3
µ(1 + u2)5/2
(u2 + 1), (3.11)
and
ϕ1ϕ2 =
4(m+ 1)2α6
µ2(1 + u2)5
(2− u2)(2u2 − 1) + 2(m+ 1)α
3
µ(1 + u2)5/2
(u2 + 1) + 1. (3.12)
Note that the denominator of ddu(4− ϕ1 − ϕ2) is positive and the numerator of ddu(4− ϕ1 − ϕ2) is
a polynomial on Z[u,
√
1 + u2] of degree 20. Note that ddu(4− ϕ1 − ϕ2)|u=1 = 0. By the numerical
computations with the step length
√
3−1/√3
10000 , u = 1 is the only root of
d
du(4 − ϕ1 − ϕ2) = 0 in the
interval [1/
√
3,
√
3]. Since ddu(4−ϕ1 −ϕ2)|u=0.8 ≈ −0.729662 and ddu(4−ϕ1 −ϕ2)|u=√3 = 3
√
3
4 , we
have that ddu(4 − ϕ1 − ϕ2) < 0 on the interval [1/
√
3, 1] and ddu(4 − ϕ1 − ϕ2) > 0 on the interval
[1,
√
3]. This yields that when 1/
√
3 ≤ u ≤ √3, by (2.102),
(−2 + 4√2)
7
= 4− ϕ1(1)− ϕ2(1) ≤ 4− ϕ1 − ϕ2 ≤ 4− ϕ1
(
1√
3
)
− ϕ2
(
1√
3
)
= 1. (3.13)
The denominator of ddu(ϕ1ϕ2) is positive and the numerator of
d
du(ϕ1ϕ2) is a polynomial on
Z[u,
√
1 + u2] of degree 39. Note that ddu(ϕ1ϕ2)|u=1 = 0. By the numerical computations with
the step length
√
3−1/√3
10000 , u = 1 is the only root of
d
du(ϕ1ϕ2) = 0 in the interval [1/
√
3,
√
3]. Since
d
du(ϕ1ϕ2)|u=0.8 ≈ 3.37596 and ddu(ϕ1ϕ2)|u=√3 = −27
√
3
32 , we have
d
du(ϕ1ϕ2) > 0 on the interval
[1/
√
3, 1] and ddu(ϕ1ϕ2) < 0 on the interval [1,
√
3]. This yields that when 1/
√
3 ≤ u ≤ √3, by
(2.102),
27
16
= ϕ1
(
1√
3
)
ϕ2
(
1√
3
)
≤ ϕ1ϕ2 ≤ ϕ1(1)ϕ2(1) = 233 − 60
√
2
49
. (3.14)
Then
(4− ϕ1 − ϕ2)2 − 4ϕ1ϕ2 ≤
(
4− ϕ1
(
1√
3
)
− ϕ2
(
1√
3
))2
− 4ϕ1
(
1√
3
)
ϕ2
(
1√
3
)
= −23
4
. (3.15)
Let λ¯ = λ2 and we have that
p¯2(λ¯) = λ¯
2 + (4− ϕ1 − ϕ2)λ¯+ ϕ1ϕ2. (3.16)
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Therefore, we have that the two roots of p¯2(λ) is given by
λ¯1 = r0e
iθ0 =
1
2
(
(4− ϕ1 − ϕ2) +
√
(4− ϕ1 − ϕ2)2 − 4ϕ1ϕ2
)
, (3.17)
λ¯2 = r0e
−iθ0 =
1
2
(
(4− ϕ1 − ϕ2)−
√
(4− ϕ1 − ϕ2)2 − 4ϕ1ϕ2
)
, (3.18)
where r20 =
1
2(4−ϕ1−ϕ2)2−ϕ1ϕ2 and θ0 6= pi because (4−ϕ1−ϕ2)2−4ϕ1ϕ2 < 0 for 1/
√
3 ≤ u ≤ √3.
Therefore, we have the four roots of p2(λ), which are
λ1 =
√
r0e
iθ0
2 , λ2 =
√
r0e
iθ0
2
+pi, λ3 =
√
r0e
−iθ0
2 , λ4 =
√
r0e
−iθ0
2
+pi, (3.19)
are complex numbers with non-zero real parts because θ0 6= pi. This yields that γu,0(2pi) is hyper-
bolic and for any ω ∈ U and u ∈ [1/√3,√3],
iω(γu,0) = 0, νω(γu,0) = 0. (3.20)
By (2.127), for any ω ∈ U and u ∈ [1/√3,√3], the operator A(u, 0) is non-degenerate and
φω(A(u, 0)) = 0, νω(A(u, 0)) = 0. (3.21)
The characteristic polynomial det(JB3 − λI) of JB3 is given by
p3(λ) = λ
4 + (4− ψ1 − ψ2)λ2 + ψ1ψ2. (3.22)
Note that
4− ψ1 − ψ2 = 2− 4α
µ
(
m2u2 + 1
(1 + u2)3/2
+
mu2
8
+
m
8u3
)
= 1, (3.23)
and
ψ1ψ2 =
16α2
µ2
(
2m2u4 + (6m−m2 − 1)u2 + 2
(1 + u2)5/2
− mu
2
8
− m
8u3
)
×
(−m2u4 + (2m2 − 6m+ 2)u2 − 1
(1 + u2)5/2
+
mu2
4
+
m
4u3
)
+ 2 (3.24)
where the last equality of (3.23) is obtained by the symbolic computations of Mathematica. The
roots of p3(λ) are all pure imaginary if and only if
4− ψ1 − ψ2 = 1 > 0, (3.25)
ψ1ψ2 > 0, (3.26)
(4− ψ1 − ψ2)2 − 4ψ1ψ2 = 1− 4ψ1ψ2 ≥ 0, (3.27)
hold at the same time.
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Note that the denominator of ddu(ψ1ψ2) is positive and the numerator of
d
du(ψ1ψ2) is a polyno-
mial on Z[u,
√
1 + u2] of degree 35. Note that ddu(ψ1ψ2)|u=1 = 0. Since ddu(ψ1ψ2)|u=1/√3+0.001 ≈
17.7222, ddu(ψ1ψ2)|u=0.8 ≈ −2.3374, ddu(ψ1ψ2)|u=1.2 ≈ 1.3857 and ddu(ψ1ψ2)|u=√3 = −9(27+146
√
3)
416 ,
there exists at least two more roots of ddu(ψ1ψ2) = 0 in the interval [1/
√
3,
√
3] except u = 1. By the
numerical computations, u = u¯3 ≈ 0.663332, u = 1 and u = 1/u¯3 are three roots of ddu(ψ1ψ2) = 0
in the interval [1/
√
3,
√
3]. Then we have that ddu(ψ1ψ2) > 0 on the interval (1/
√
3, u¯3) ∪ (1, 1/u¯3),
and ddu(ψ1ψ2) < 0 on the interval (u¯3, 1) ∪ (1/u¯3,
√
3). By (2.102), when 1/
√
3 ≤ u ≤ √3,
27
16
= ψ1
(
1√
3
)
ψ2
(
1√
3
)
≤ ψ1ψ2 ≤ ψ1(u¯3)ψ2(u¯3) = 2.25000, (3.28)
and
−8.00000 = 1− 4ψ1(u¯3)ψ2(u¯3) ≤ 1− 4ψ1ψ2 ≤ 1− 4ψ1
(
1√
3
)
ψ2
(
1√
3
)
= −23
4
. (3.29)
Let λ˜ = λ2 and we have that
p¯3(λ˜) = λ˜
2 + λ˜+ ψ1ψ2. (3.30)
Therefore, we have that the two roots of p¯3(λ˜) is given by
λ˜1 = r˜0e
iθ˜0 =
1
2
(− 1 +√1− 4ψ1ψ2), (3.31)
λ˜2 = r˜0e
−iθ˜0 =
1
2
(− 1−√1− 4ψ1ψ2), (3.32)
where r˜20 =
1
4
√
2− 4ψ1ψ2 and θ0 6= pi by 1 − 4ψ1ψ2 < 0 for 1/
√
3 ≤ u ≤ √3. Therefore, we have
the four roots of p3(λ) are given by
λ1 =
√
r˜0e
iθ˜0
2 , λ2 =
√
r˜0e
iθ˜0
2
+pi, λ3 =
√
r˜0e
−iθ˜0
2 , λ4 =
√
r˜0e
−iθ˜0
2
+pi, (3.33)
which are complex numbers with non-zero real parts because θ¯0 6= pi. Therefore, the roots of p3(λ)
have non-zero real part. This yields that ηu,0(2pi) is hyperbolic, i.e.,
iω(ηu,0) = 0, νω(ηu,0) = 0. (3.34)
By (2.128), we have that for any ω ∈ U the operator is non-degenerate and
φω(B(u, 0)) = 0, νω(B(u, 0)) = 0, (3.35)
when u ∈ [1/√3,√3]. Then this theorem is proved.
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3.2 The segment {1} × [0, 1)
This case has been discussed in [3]. Here we paraphrase their results in our notations. When u = 1,
we have that m = 1, α = 2, µ = 4
√
2 + 2 and
ϕ1(1) = 1 +
2
√
2
2
√
2 + 1
, ϕ2(1) = 1 +
2
√
2
2
√
2 + 1
, ψ1(1) = 1 +
4
√
2− 1
2
√
2 + 1
, ψ2(1) = 1 +
2− 2√2
2
√
2 + 1
. (3.36)
Therefore, we have the operator A(1, e) and B(1, e) are given by
A(1, e) = − d
2
dt2
I2 − I2 + 4
√
2 + 1
(2
√
2 + 1)(1 + e cos t)
I2, (3.37)
B(1, e) = − d
2
dt2
I2 − I2 + 3
2(1 + e cos t)
I2 +
6
√
2− 3
2(2
√
2 + 1)(1 + e cos t)
S(t). (3.38)
By Proposition 2 of [3] and 4
√
2+1
2
√
2+1
> 1, they obtain following results.
Theorem 3.2. (cf. Theorem 2 of [3]) For any ω ∈ U and e ∈ [0, 1), the operators A(1, e) and
B(1, e) are positive definite on D(ω, 2pi) with zero nullity, i.e.,
iω(γ1,e) = φω(A(1, e)) = 0, νω(γ1,e) = νω(A(1, e)) = 0; (3.39)
iω(η1,e) = φω(B(1, e)) = 0, νω(η1,e) = νω(B(1, e)) = 0. (3.40)
Therefore, all the eigenvalues of γ1,e(2pi) and η1,e(2pi) are hyperbolic, i.e., all the eigenvalues are
not on U.
3.3 The boundary segment {√3} × [0, 1) and {1/√3} × [0, 1)
In this section, we consider the linear stability of the system when (u, e) ∈ {√3}× [0, 1)∪{1/√3}×
[0, 1). When u =
√
3, by (2.100-2.101), (2.105) and (2.106), we have that
Hw3w3(
√
3, e) = I − 1
4(1 + e cos θ)
(
3 0
0 9
)
, (3.41)
Hw4w4(
√
3, e) = I − 1
4(1 + e cos θ)
(
3 0
0 9
)
. (3.42)
Note that Hw3w3(
√
3, e) = Hw4w4(
√
3, e). When u = 1/
√
3, we have that
Hw3w3(1/
√
3, e) = I − 1
4(1 + e cos θ)
(
9 0
0 3
)
, (3.43)
Hw4w4(1/
√
3, e) = I − 1
4(1 + e cos θ)
(
3 0
0 9
)
. (3.44)
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Theorem 3.3. (i) By (i) of Lemma 1.1, when (u, e) ∈ {1/√3} × [0, fˆ (274 )−1/2) or (u, e) ∈
{√3} × [0, fˆ(274 )−1/2), for any ω ∈ U, the operators A(u, e) and B(u, e) are positive definite with
zero nullity on the space D¯(ω, 2pi), i.e.,
φω(A(u, e)) = iω(γu,e) = 0, νω(A(u, e)) = νω(γu,e) = 0, (3.45)
φω(B(u, e)) = iω(ηu,e) = 0, νω(B(u, e)) = νω(ηu,e) = 0. (3.46)
Then all eigenvalues of the matrices γu,e(2pi) and ηu,e(2pi) are both hyperbolic, i.e., all the eigen-
values are not on U, when (u, e) ∈ {1/√3} × [0, fˆ(274 )−1/2) or (u, e) ∈ {
√
3} × [0, fˆ (274 )−1/2).
(ii) By (ii) of Lemma 1.1, when (u, e) ∈ {1/√3} × [0, 1) or (u, e) ∈ {√3} × [0, 1), the results of
(i) hold.
Proof. Since for all e ∈ [0, 1), Hw4w4(
√
3, e)(t) = Hw4w4(1/
√
3, e)(t) = Hw3w3(
√
3, e)(t), we
have that γ√3,e(t) = η√3,e(t) = η1/√3,e(t). This yields that for any ω ∈ U,
iω(γ√3,e) = iω(η√3,e) = iω(η1/√3,e), (3.47)
νω(γ√3,e) = νω(η√3,e) = νω(η1/√3,e). (3.48)
By Proposition 2.6, we have that
iω(γ1/
√
3,e) = iω(γ
√
3,e) = iω(η
√
3,e) = iω(η1/
√
3,e), (3.49)
νω(γ1/
√
3,e) = νω(γ
√
3,e) = νω(η
√
3,e) = νω(η1/
√
3,e). (3.50)
For the system of γ1/
√
3,e(t), by (2.124), the corresponding operator is given by
A(1/
√
3, e) = − d
2
dt2
I2 − I2 + 1
2(1 + e cos t)
(3I2 +
3
2
S(t)). (3.51)
By the definition of A(β, e) in (2.126), when β = 274 , we have that
A(1/
√
3, e) = A(
27
4
, e). (3.52)
By (i) of Lemma 1.1, when β = 274 , 0 ≤ e < fˆ(274 )−1/2 ≈ 0.4454, A(274 , e) is positive operator
with zero nullity on any ω boundary condition where ω ∈ U and fˆ(β) is given by (1.22) of [4], i.e.,
φω(A(
27
4
, e)) = 0, νω(A(
27
4
, e)) = 0. (3.53)
By (3.53), (3.49-3.50), and
iω(γ1/
√
3,e) = φω(A(1/
√
3, e)) = φω(A(
27
4
, e)), (3.54)
νω(γ1/
√
3,e) = νω(A(1/
√
3, e) = νω(A(
27
4
, e)), (3.55)
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we have that (i) of this theorem holds.
By (ii) of Lemma 1.1, we have that for any e ∈ [0, 1) and any ω ∈ U,
φω(A(
27
4
, e)) = 0, νω(A(
27
4
, e)) = 0. (3.56)
By (3.56), we have (ii) of this theorem holds.
4 The stability in the rectangle [1/
√
3,
√
3]× [0, 1)
By direct computations, the denominator of ϕ1(u) − ϕ2(u) is negative on the interval [1/
√
3,
√
3]
and the numerator of ϕ1(u) − ϕ2(u) is a polynomial on Z[u,
√
1 + u2]. Furthermore, u = 1 is the
only root of ϕ1(u)− ϕ2(u) = 0 , and
ϕ1(u)− ϕ2(u) > 0, when 1/
√
3 ≤ u < 1, (4.1)
ϕ1(u)− ϕ2(u) < 0, when 1 < u ≤
√
3. (4.2)
By (2.124), we define
A¯(u, e) =


A(1,e)
ϕ1−ϕ2 +
S(t)
2(1+e cos t) , when 1/
√
3 ≤ u < 1,
A(1,e)
ϕ2−ϕ1 −
S(t)
2(1+e cos t) , when 1 < u ≤
√
3.
(4.3)
Then when 1/
√
3 ≤ u < 1, A(u, e) can be written as
A(u, e) = (ϕ1 − ϕ2)
( A(1, e)
ϕ1 − ϕ2 +
S(t)
2(1 + e cos t)
)
= (ϕ1 − ϕ2)A¯(u, e), (4.4)
and when 1 < u ≤ √3, A(u, e) can be written as
A(u, e) = (ϕ2 − ϕ1)
( A(1, e)
ϕ2 − ϕ1 −
S(t)
2(1 + e cos t)
)
= (ϕ2 − ϕ1)A¯(u, e). (4.5)
By (4.1-4.2) and (4.4-4.5), we have that
φω(A(u, e)) = φω(A¯(u, e)), νω(A(u, e)) = νω(A¯(u, e)). (4.6)
By direct computations, the denominator of d(ϕ2−ϕ1)du is positive on the interval [1/
√
3,
√
3] and
the numerator of d(ϕ2−ϕ1)du is a polynomial on Z[u,
√
1 + u2] of degree 24. Note that d(ϕ2−ϕ1)du |u=0.6 ≈
−0.366067, d(ϕ2−ϕ1)du |u=1 = 12(4−
√
2)
7 and
d(ϕ2−ϕ1)
du |u=√3 = −3
√
3
8 . Then there exist at least two roots
of d(ϕ2−ϕ1)du = 0 in the interval [1/
√
3,
√
3]. The numerical computations show that u1 ≈ 0.606169
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and u2 = 1/u1 are only two roots of
d(ϕ2−ϕ1)
du = 0 in the interval [1/
√
3,
√
3]. Therefore, we have
that
d(ϕ2 − ϕ1)
du
< 0, when 1/
√
3 < u < u1, (4.7)
d(ϕ2 − ϕ1)
du
> 0, when u1 < u < 1, (4.8)
and
d(ϕ1 − ϕ2)
du
< 0, when 1 < u < u2, (4.9)
d(ϕ1 − ϕ2)
du
> 0. when u2 < u <
√
3. (4.10)
Lemma 4.1. (i) For each fixed e ∈ [0, 1), the operator A¯(u, e) is increasing with respect to
u ∈ (u1, 1)∪ (u2,
√
3) and is decreasing with respect to u ∈ (1/√3, u1)∪ (1, u2) where u1 and u2 are
two roots of ∂(ϕ2−ϕ1)∂u = 0 when u ∈ [1/
√
3,
√
3]. Especially,
∂
∂u
A¯(u, e)|u=u0 =


A(1,e)
(ϕ1−ϕ2)2
∂(ϕ2−ϕ1)
∂u , when 1/
√
3 < u < 1;
A(1,e)
(ϕ2−ϕ1)2
∂(ϕ1−ϕ2)
∂u , when 1 < u <
√
3.
(4.11)
for u ∈ [1/√3,√3] is positive definite operator when u ∈ (u1, 1) ∪ (u2,
√
3] and is negative definite
operator when u ∈ [1/√3, u1) ∪ (1, u2).
(ii) For every eigenvalue λu0 = 0 of A¯(u0, e0) with ω ∈ U for some (u0, e0) ∈ [1/
√
3,
√
3]×[0, 1),
there hold
d
du
λu|u=u0 > 0, when u0 ∈ (u1, 1) ∪ (u2,
√
3], (4.12)
and
d
du
λu|u=u0 < 0 when u0 ∈ [1/
√
3, u1) ∪ (1, u2). (4.13)
Proof. By (3.39), A(1,e)
(ϕ1−ϕ2)2 and
A(1,e)
(ϕ2−ϕ1)2 are always a positive definite operators on D(ω, 2pi)
for any ω ∈ U. Then the first claim of this lemma is proved.
Let x0 = x0(t) with unit norm such that
A¯(u0, e0)x0 = 0. (4.14)
Fix e0. Then A¯(u, e0) is an analytic path of strictly increasing self-adjoint operators with respect
to u when u ∈ (u1, 1)∪ (u2,
√
3] and is an analytic path of strictly decreasing self-adjoint operators
with respect to u when u ∈ [1/√3, u1) ∪ (1, u2).
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Following Kato ([7], p.120 and p.386), we can choose a smooth path of unit norm eigenvectors
xu with xu0 = x0 belonging to a smooth path of real eigenvalues λu of the self-adjoint operator
A¯(u, e0) on D(ω, 2pi) such that for small enough |u− u0|, we have
A¯(u, e0)xu = λuxu, (4.15)
where λu0 = 0. Taking inner product with xu on both sides of (4.15) and then differentiating it
with respect to u at u0, we get
∂
∂u
λu|u=u0 = 〈
∂
∂u
A¯(u, e0)xu, xu〉|u=u0 + 2〈A¯(u, e0)xu,
∂
∂u
xu〉|u=u0
= 〈 ∂
∂u
A¯(u0, e0)x0, x0〉
=


1
(ϕ1−ϕ2)2
∂(ϕ2−ϕ1)
∂u 〈A(1, e)x0, x0〉, when 1/
√
3 < u < 1;
1
(ϕ2−ϕ1)2
∂(ϕ1−ϕ2)
∂u 〈A(1, e)x0, x0〉, when 1 < u <
√
3.
(4.16)
where the second equality follows from (4.15), the last equality follows from the definition of A¯(u, e).
By (4.7 - 4.10) and the the non-negative definiteness of A(1, e), we have that
d
du
λu|u=u0 > 0, when u0 ∈ (u1, 1) ∪ (u2,
√
3), (4.17)
and
d
du
λu|u=u0 < 0 when u0 ∈ (1/
√
3, u1) ∪ (1, u2). (4.18)
Thus, this lemma holds.
Corollary 4.2. For every fixed e ∈ [0, 1) and ω ∈ U, the index function φω(A(u, e)), and
consequently iω(γu,e), is non-decreasing as u increases from u1 to 1 and from u2 to
√
3; and they
are non-increasing as u increases from 1/
√
3 to u1 and from 1 to u2. Especially, the index function
φω(A(u, e)) satisfies
φω(A(u, e)) ≥ φω(A(u1, e)), when u ∈ (1/
√
3, 1], (4.19)
φω(A(u, e)) ≥ φω(A(u2, e)), when u ∈ [1,
√
3). (4.20)
Proof. For u1 ≤ u′ < u′′ < 1 and fixed e ∈ [0, 1), when u increases from u′ to u′′, it is possible
that negative eigenvalues of A¯(u′, e) pass through 0 and become positive ones of A¯(u′′, e), but it
is impossible that positive eigenvalues of A¯(u′, e) pass through 0 and become negative by (ii) of
Lemma 4.1. Similar arguments also hold when u in the intervals (u2,
√
3), (1/
√
3, u1) and (1, u2).
Therefore the first and the second claims hold.
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Next we consider Morse index and nullity of A(u, e) when u = u1 and u = u2.
Lemma 4.3. (i) By (i) of Lemma 1.1, for any ω boundary condition, when e ∈ [0, fˆ(β1)−1/2),
both the operators A(u1, e) and A(u2, e) are non-degenerate positive operators with zero nullity, i.e.,
φω(A(u1, e)) = φω(A(u2, e)) = 0, νω(A(u1, e)) = νω(A(u2, e)) = 0. (4.21)
(ii) By (ii) of Lemma 1.1, when e ∈ [0, 1), the results of (i) hold.
Proof. By u2 = 1/u1 and Proposition 2.6, we have that
iω(γu1,e) = iω(γu2,e), νω(γu1,e) = νω(γu2,e). (4.22)
Then
φω(A(u1, e)) = φω(A(u2, e)), νω(A(u1, e)) = νω(A(u2, e)). (4.23)
We only need to consider the case of u = u1. By the direct computations, we have that
ϕ1(u1) + ϕ2(u1) ≈ 3.10002, ϕ1(u1)− ϕ2(u1) ≈ 1.52657. (4.24)
The operator A(u1, e) is given by
A(u1, e) = − d
2
dt2
I2 − I2 + 1
2(1 + e cos t)
((ϕ1(u1) + ϕ2(u1))I2 + (ϕ1(u1)− ϕ2(u1))S(t)). (4.25)
Since ϕ1(u1) + ϕ2(u1) > 3 and
I2
2(1+e cos t) is a positive operator on D(ω, 2pi), we have
A(u1, e) > − d
2
dt2
I2 − I2 + 1
2(1 + e cos t)
(3I2 + (ϕ1(u1)− ϕ2(u1))S(t)). (4.26)
Note that there exists a β1 = 9− (ϕ1(u1)− ϕ2(u1))2 ≈ 9− (1.52657)2 = 6.66958 such that
A(β1, e) = − d
2
dt2
I2 − I2 + 1
2(1 + e cos t)
(3I2 +
√
9− β1S(t)). (4.27)
where A(β, e) is defined by (2.126). Then we have that for any ω boundary condition
A(u1, e) > A(β1, e). (4.28)
By (i) of Lemma 1.1, when β = β1 and 0 ≤ e < fˆ(β1)−1/2 ≈ 0.4435, A(β1, e) is positive operator
with zero nullity on any ω boundary condition where ω ∈ U and fˆ(β) is given by (1.22) of [4].
Then for e ∈ [0, fˆ(β1)−1/2) and ω ∈ U,
φω(A(u1, e)) = 0, νω(A(u1, e)) = 0, ∀ω ∈ U. (4.29)
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By (4.23), we obtain (i) of this lemma.
By (ii) of Lemma 1.1 and (4.28), we have that for any e ∈ [0, 1) and ω ∈ U, A(u1, e) is also
positive definite with zero nullity, i.e.,
φω(A(u1, e)) = 0, νω(A(u1, e)) = 0, ∀ω ∈ U. (4.30)
Again, by (4.23), we obtain (ii) of this lemma.
Theorem 4.4. (i) By (i) of Lemma 1.1, for any (u, e) ∈ [1/√3,√3]×[0, fˆ (β1)−1/2) and ω ∈ U,
A(u, e) is a positive definite operator with zero nullity on the space D(ω, 2pi), i.e.,
iω(γu,e) = φω(A(u, e)) = 0, νω(γu,e) = νω(A(u, e)) = 0. (4.31)
Then all the eigenvalues of the matrix γu,e(2pi) are hyperbolic, i.e., all the eigenvalues are not on
U.
(ii) By (ii) of Lemma 1.1, for any (u, e) ∈ [1/√3,√3]× [0, 1), the results of (i) hold.
Proof. By Lemma 4.1, Corollary 4.2 and Lemma 4.3, we have that for any given e ∈ [0, 1)
φω(A(u, e)) ≥ φω(A(u1, e)) > 0, when u ∈ (1/
√
3, 1], (4.32)
φω(A(u, e)) ≥ φω(A(u2, e)) > 0, when u ∈ [1,
√
3). (4.33)
By (i) of Lemma 4.3, we have that for any (u, e) ∈ [1/√3,√3]× [0, fˆ(β1)−1/2),
φω(A(u, e)) = 0, νω(A(u, e)) = 0. (4.34)
Since
iω(γu,e) = φω(A(u, e)), νω(γu2,e) = νω(A(u, e)), (4.35)
we have (i) of the theorem holds.
By (4.32-4.33), (ii) of Lemma 4.3 and (4.35), we have (ii) of this theorem holds.
Remark 4.5. By the discussion in Section 3.2, we have that A(1, e) are positive definite
operator for e ∈ [0, 1). Then there exists a u∗ ∈ (1/
√
3, 1) such that when (u, e) ∈ (u∗, 1/u∗)× [0, 1),
A(u, e) is a positive definite operator with zero nullity and the matrix γu,e(2pi) is hyperbolic.
Next we consider the operator B(u, e) and the symplectic path ηu,e(t). Since ψi(u) = ψi(1/u)
for i = 1, 2, B(u, e) = B(1/u, e) and ηu,e(t) = η1/u,e(t) for (u, e) ∈ [1/
√
3,
√
3]× [0, 1). We only need
to consider B(u, e) and ηu,e(t) in the domain (u, e) ∈ [1/
√
3, 1]× [0, 1).
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By direct computations, the denominator of ψ1(u)−ψ2(u) is positive on the interval [1/
√
3,
√
3]
and the numerator of ψ1(u) − ψ2(u) is a polynomial on Z[u,
√
1 + u2] of degree 12. Note that
ψ1(u) − ψ2(u)|u=1 = 3(9−4
√
2)
7 and ψ1(u) − ψ2(u)|u=1/√3 = ψ1(u) − ψ2(u)|u=√3 = −32 . Then there
exists at least one root of ψ1(u)− ψ2(u) = 0 in the interval [1/
√
3, 1]. By numerical computations,
u = u3 ≈ 0.6633 is the only root of ψ1(u)− ψ2(u) = 0 in the interval [1/
√
3, 1]. Therefore,
ψ1(u)− ψ2(u) < 0, when 1/
√
3 ≤ u < u3, (4.36)
ψ1(u)− ψ2(u) > 0, when u3 < u ≤ 1. (4.37)
When u = u3, we have that
ψ1(u3) + ψ2(u3) = 3, ψ1(u3)− ψ2(u3) = 0. (4.38)
The operator B(u3, e) is given by
B(u3, e) = − d
2
dt2
I2 − I2 + 3
2(1 + e cos t)
. (4.39)
By the definition of A(β, e) in (2.126), we have that
B(u3, e) = A(9, e) (4.40)
By Corollary 4.3 of [2], we have that A(9, e) is a positive definite operator with zero nullity for any
ω boundary condition. So is B(u3, e). We define the operator B¯(u, e) by
B¯(u, e) =


B(u3,e)
ψ2−ψ1 −
S(t)
2(1+e cos t) , when 1/
√
3 < u < u3,
B(u3,e)
ψ1−ψ2 +
S(t)
2(1+e cos t) , when u3 < u < 1.
(4.41)
By the definition of B(u, e) in (2.125), when 1/√3 < u < u3, B(u, e) can be written as
B(u, e) = (ψ2 − ψ1)
(B(u3, e)
ψ2 − ψ1 −
S(t)
2(1 + e cos t)
)
= (ψ2 − ψ1)B¯(u, e), (4.42)
and when u3 < u < 1, B(u, e) can be written as
B(u, e) = (ψ1 − ψ2)
(B(u3, e)
ψ1 − ψ2 +
S(t)
2(1 + e cos t)
)
= (ψ1 − ψ2)B¯(u, e). (4.43)
Lemma 4.6. (i) For each fixed e ∈ [0, 1), the operator B¯(u, e) is increasing when u ∈
[1/
√
3, u3) and is decreasing when u ∈ (u3, 1) . Especially,
∂
∂u
B¯(u, e)|u=u0 =


B(u3,e)
(ψ2−ψ1)2
∂(ψ1−ψ2)
∂u , when 1/
√
3 ≤ u < u3,
B(u3,e)
(ψ1−ψ2)2
∂(ψ2−ψ1)
∂u , when u3 < u ≤ 1.
(4.44)
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is positive definite operator when u ∈ [1/√3, u3) and is negative definite operator when u ∈ (u3, 1].
(ii) For every eigenvalue λu0 = 0 of B¯(u0, e0) with ω ∈ U for some (u0, e0) ∈ (1/
√
3, 1)× [0, 1),
there hold
d
du
λu|u=u0 > 0, when u0 ∈ (1/
√
3, u3), (4.45)
and
d
du
λu|u=u0 < 0 when u0 ∈ (u3, 1). (4.46)
Proof. Note that B(u3,e)(ψ1−ψ2)2 is always a positive definite operator on D(ω, 2pi). By direct com-
putations, the denominator of d(ψ1−ψ2)du is positive on the interval [1/
√
3,
√
3] and the numerator of
d(ψ1−ψ2)
du is a polynomial on Z[u,
√
1 + u2] of degree 22. Note that d(ψ1−ψ2)du |u=1 = 0. Furthermore,
d(ψ1−ψ2)
du |u=0.8 ≈ 4.42996 and d(ψ1−ψ2)du |u=√3 = −3(27+146
√
3)
104 . By the numerical computations with
the step length
√
3−1/√3
10000 , u = 1 is the only one root of
d(ψ1−ψ2)
du = 0 in the interval [1/
√
3,
√
3].
Then we have that when 1/
√
3 ≤ u < u3, d(ψ1−ψ2)du > 0; when u3 < u ≤ 1, d(ψ2−ψ1)du < 0. Therefore,
the eigenvalues of B¯(u, e) are not decreasing when 1/√3 ≤ u < u3 and the eigenvalues of B¯(u, e)
are not increasing when u3 < u ≤ 1. By the proof of Lemma 4.1, this lemma can be proved.
Corollary 4.7. For every fixed e ∈ [0, 1) and ω ∈ U, the index function φω(B(u, e)) and
consequently iω(ηu,e) are non-decreasing as u increases from 1/
√
3 to u3 and are non-increasing as
u increase from u3 to 1. Especially, the index function φω(B(u, e)) satisfies
φω(B(u, e)) ≥ φω(B(1/
√
3, e)), when u ∈ [1/
√
3, u3) ∪ (1/u3,
√
3], (4.47)
φω(B(u, e)) ≥ φω(B(1, e)), when u ∈ [u3, 1/u3]. (4.48)
The proof of Corollary 4.7 is similar as the proof of Corollary 4.2. We omit it here.
Theorem 4.8. (i) By (i) of Lemma 1.1, for any (u, e) ∈ [1/√3, u3) × [0, fˆ (274 )−1/2), (u, e) ∈
(1/u3,
√
3] × [0, fˆ (274 )−1/2), or (u, e) ∈ [u3, 1/u3] × [0, 1), the operator B(u, e) is positive definite
with zero nullity on the space D(2pi, ω), i.e.,
iω(ηu,e) = φω(B(u, e)) = 0, νω(ηu,e) = νω(B(u, e)) = 0. (4.49)
Then all the eigenvalues of the matrix ηu,e(2pi) are hyperbolic, i.e., all the eigenvalues are not on
U.
(ii) By (ii) of Lemma 1.1, when (u, e) ∈ [1/√3,√3]× [0, 1), the results of (i) hold.
Since the proof of Theorem 4.8 is similar as the one of Theorem 4.4, we sketch the proof here.
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Sketch of proof. By (4.47) and (i) of Theorem 3.3, we have that (4.49) holds when (u, e) ∈
[1/
√
3, u3) × [0, fˆ (274 )−1/2) and (u, e) ∈ (1/u3,
√
3] × [0, fˆ(274 )−1/2). By (4.48) and Theorem 3.2,
(4.49) holds when (u, e) ∈ [u3, 1/u3]× [0, 1). Then this yields (i) of this theorem holds.
By Corollary 4.7, Theorem 3.2 and (ii) of Theorem 3.3, (4.49) holds when (u, e) ∈ [1/√3,√3]×
[0, 1). Then (ii) of this theorem holds.
Proof of Theorem 1.2. Note that the fundamental solution of the linearized Hamiltonian system
γ0(2pi) satisfies γ0(2pi) = γ1(2pi) ⋄γu,e(2pi) ⋄ ηu,e(2pi). By (i) of Theorem 4.8 , ηu,e(2pi) possesses two
pairs of hyperbolic eigenvalues when (u, e) ∈ [u3, 1/u3]×[0, 1). By (i) of Theorem 4.4, (i) of Theorem
4.8 and fˆ(274 )
−1/2 > fˆ(β1)−1/2, i.e., γu,e(2pi) possesses two pairs of hyperbolic eigenvalues when
(u, e) ∈ ((1/√3,√3)) × [0, fˆ (β1)−1/2) and ηu,e(2pi) possesses two pairs of hyperbolic eigenvalues
when (u, e) ∈ ((1/√3, u3) ∪ (u3,√3)) × [0, fˆ (274 )−1/2), we have that γu,e(2pi) ⋄ ηu,e(2pi) possesses
at least two pair of hyperbolic eigenvalues when (u, e) ∈ ((1/√3, u3) ∪ (u3,√3)) × [0, fˆ(274 )−1/2).
Then (i) of Theorem 1.2 holds.
By (ii) of Theorem 4.4 and (ii) of Theorem 4.8, γ0(2pi) possesses four pair of eigenvalues when
(u, e) ∈ [1/√3,√3]× [0, 1). Then (ii) of Theorem 1.2 holds.
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