It is now believed that the primary equilibrium aspects of simple models of protein folding are understood theoretically. However, current theories often resort to rather heavy mathematics in order to overcome some technical di culties inherent in the problem or start from a phenomenological model. To this end, we take a new approach in this pedagogical review of the statistical mechanics of protein folding. The bene ts of our approach is a drastic mathematical simpli cation of the theory without resorting to any new approximations or phenomenological prescriptions. Indeed, the results we obtain agree precisely with previous calculations. Due to this simplication, we are able to present here a thorough and self contained treatment of the problem. Topics discussed include the statistical mechanics of the Random Energy Model (REM), tests of the validity of REM as a model for heteropolymer freezing, freezing transition of random sequences, phase diagram of designed (\minimally frustrated") sequences, and to what degree can errors in the interactions employed in simulations of either folding and design still lead to correct folding behavior.
Introduction
In the last decade, there has been remarkable progress in the theoretical understanding of protein folding. This degree of progress is mainly due to the concept of heteropolymer freezing, which is the phase transition of a heteropolymer chain between two compact globular phases, of which one is dominated by an exponentially large number of conformations (O(e N )) while in the other only one or very few of them (O(1)) are thermodynamically relevant. To describe heteropolymer freezing, ideas and concepts were borrowed from the statistical mechanics of spin glasses, such as the Random Energy Model (REM) rst suggested by Derrida Derrida, 1980] . Previous work has centered around two, parallel approaches to this problem. While these two approaches are certainly similar as regards to their underlying philosophy, they very di erent otherwise. One of them, rooted in the seminal work by Bryngelson and Wolynes Bryngelson and Wolynes, 1987] , postulates the applicability of REM to the heteropolymer freezing problem; one bene t of this approach is that as REM can be solved without recourse to the heavy mathematical formalism of replica eld theory, the resulting polymer theory is unencumbered. Not surprisingly, it is extremely di cult, if not altogether impossible, to either generalize this approach to di erent heteropolymeric systems, for example systems with long range interactions (random sequence polyampholytes), or to nd out its conditions of applicability. Another approach, started from the other seminal contribution by Shakhnovich and Gutin Shakhnovich and Gutin, 1989] , considers the model which is very clearly formulated, but, unfortunately, this theory remains overshadowed by the complexity of theoretical machinery employed (replica theory). Not surprisingly, although this theory is widely considered very important, it remains hardly known beyond some qualitative conclusions.
In the meantime, both theories are related to REM, which in turn, is fairly simple both in regards to its physical nature and mathematical treatment. It should be, therefore, possible to formulate a theory that combines simplicity of the Bryngelson-Wolynes approach with the sophistication of the Shakhnovich-Gutin theory. In this paper we suggest and discuss such an approach. Perhaps the greatest accomplishment of the SG approach is the derivation of REM starting from the Hamiltonian for polymer-polymer interaction and the nature of the polymer conformation space. In this work, we present another derivation which does not rely on replica eld theory, but yields the same result. We intentionally try to make this paper self-contained, such that the knowledge of Refs. Derrida, 1980] , Bryngelson and Wolynes, 1987] , and Shakhnovich and Gutin, 1989] is not necessary. Moreover, we review many of the central issues in the statistical mechanics of protein folding.
The paper is organized as follows. We begin with a discussion of models commonly employed in theoretical protein folding studies. We continue with the formulation of REM and discuss why one can hope that REM would be applicable for heteropolymer globules. We then discuss REM in more detail, including the nature of the freezing transition in REM, and arrive at a powerful general relationship valid for arbitrary REM-type models. Using this, we derive in a simple, yet rigorous way all of the main theoretical results, such as freezing conditions for a heteropolymer with an arbitrary interaction matrix, properties of sequence design, etc.
2 Compact Globular Heteropolymer
Energy
We consider heteropolymer chains which are in a maximally compact, globular state. This means, in particular, that the density of the globule cannot uctuate and is evenly distributed in space. In the simplest lattice model case, a polymer of N monomers occupies a region with exactly N lattice sites and, therefore, visits every site once and only once. The Hamiltonian that envelops all three important ingredients of the problem, namely, the sequence of the certain set of monomer species, arbitrary interactions between them, and conformations, has the following form:
H(fs I g; fr I g) = 
Capital Latin indices count the monomers along the chain, s I 2 f1; : : : ; qg is the species of monomer I along the chain (and, thus fs I g represent the polymer \se-quence"), q is the number monomer of species, and r I is the position of monomer I (fr I g represent \confor-mation"). (r) is a function concentrated on nearest neighbor points in space; on the lattice, (a) = 1 and (r > a) = 0, where a is the lattice spacing. Thus, our model simply says that the energy of a polymer conformation is determined by the the matrix of species-species energies B ij for the monomers in contact 1 . In writing the energy in the form (1), we implicitly assume that chain connectivity (points r I and r I+1 are always next to each other in space for all I), excluded volume (r I 6 = r J for I 6 = J), and dense packing are all met.
Clearly, equation (1), however general, is still an approximation. For example, one could also consider heteropolymeric three body interactions, which depend on the species of the three monomers in contact, etc. Nevertheless, it does include many essential components of the problem and we shall restrict ourselves with this model.
Conformations
Di erent models of conformations have been used in various computational and analytic works, and particular choices of models arise from the desire to capture the essential physics while keeping the model tractable. Protein native states are globules and therefore any model of folding or design must incorporate maximally compact conformations. Examining only maximally compact conformations renders the problem much more computationally tractable, as the constraint of lling each site on a lattice once and only once greatly reduces the number of possible conformations Shakhnovich and Gutin, 1990] ; analytically, this constraint allows one to neglect complications due to density uctuations. Therefore, it is not surprising that maximally compact conformations have been common employed.
While the enumeration of maximally compact conformations is much more feasible than, for example, all conformations of chain with a given length N, exhaustive enumerations of even maximally compact conformations of chains longer than N = 27 requires a great deal of computing power Pande et al., 1994a] (while 36-mers can be easily enumerated on a massively parallel supercomputer (128 node CM-5) and the maximally compact 48-mer conformations have also been enumerated, but required 2 CPU weeks on the CM-5). Thus, 27-mers have become a canonical model for folding and design studies. Recently, it has been conjectured that the number of contacts in space of 27-mers 2 is similar to that found in short proteins (typically 60-80 amino acids) Onuchic et al., 1995] , and thus perhaps 27-mers are not a completely unreasonable model. Moreover, in heteropolymer lattice models, a single site is not meant to necessarily represent a single amino acid; instead, one must 1 We assume that heterogeneity solely comes from pairwise interactions (high order interactions contribute to excluded volume) and the polymer is a dense globule.
2 For a lattice model, this means nearest neighbors in space; 27-mers, for example, have 28 contacts. For proteins, it has been suggested to count contacts in terms of monomers which neighbor in space and are farther than 4 monomers along the chain Onuchic et al., 1995] .
consider that elements of secondary structure have already been considered in the lattice models and one is describing some arrangements of these elements. Thus, lattice monomers are really renormalized \quasi-monomers" Grosberg and Khokhlov, 1994] .
To model larger chains exhaustively, two approaches have been taken.
First, polymers have vastly fewer conformations in two dimensional than three. Thus, one can enumerate much longer chains in 2D Dill, 1993] Dinner et al., 1994] . Moreover, it has been argued that enumerable 2D chains (25-mers and 36-mers, for example) have a surface to volume ratio more similar to proteins than that of enumerable 3D chains (27-mers and 36-mers) Chan and Dill, 1993] . A second approach is to enumerate in 3D, but restrict the conformation space. For example, \crumpled" 64-mers have been enumerated (a crumpled 64-mer consists of eight 2 2 2 size 8-mer cubes, strung together to make a single 4 4 4 cube) Pande et al., 1996a] ; they make an interesting model as unlike shorter chains such as 27-mers and 36-mers, crumpled 64-mers allow small scale rearrangements and perhaps model multi-domain proteins Pande et al., 1996a ] Panchenko et al., 1995 .
On the other hand, sampling just the maximally compact conformations may not be su cient to describe the freezing transition, especially if it is accompanied by a coil to globule transition (i.e. the system goes directly from a coil to a frozen globule phase Pande et al., 1996d] ); for example, also see Klimov and Thirumalai, 1996] . To study all conformations, one must either perform Monte Carlo kinetics and use the Monte Carlo histogram technique Socci and Onuchic, 1995] to gather information about the density of states or perform a full enumeration of all conformations. Of course, full enumeration is extremely computationally intensive and has only been performed for chains with N 18 Pande et al., 1996c] . On the other hand, Monte Carlo simulations have been performed on extremely long chains (in a relative sense), up to N = 125 Abkevich et al., 1995] .
In the end, however, di erences in conformational spaces are most important for corrections to REM Pande et al., 1996a] and will not be important for the the primary aspects of this work.
Interactions
Natural proteins include q = 20 species of monomers, and, thus, the interaction matrix B ij should be 20 20. Neither the values of its matrix elements nor the aspects of models with a smaller number of species have been agreed upon by the experts. For example, the a commonly employed matrix in simple models is the 20 20 MJ matrix, which is extracted from the statistics of protein data base Miyazawa and Jernigan, 1985] . There are also other attempts to derive realistic amino acids interaction energies (for example, see Godzik et al., 1995] and references therein). Clearly, these matrices cannot serve as perfect potentials, as the very idea of a \contact" is somewhat approximate or semi-qualitative for such bulky molecules as amino acids. On the opposite extreme, as hydrophobicity is believed to be the main driving force of protein collapse, various models are used with just two monomeric species, hydrophobic and polar Chan and Dill, 1993] . The Independent Interaction Model (IIM), where the number of monomer species is as large as the total number of monomers, such that each matrix element B ij enters in the energy of any conformation at most once and never more than once, is somewhat special; matrix elements are then taken independently from a Gaussian distribution. This model is convenient for theorists (as we will see in later sections). The most often used and natural interaction matrices along with some comments are given in the Table 1 .
Also, one may be curious about how the solvent enters into our model Hamiltonian (1). We assume that the solvent molecules equilibrate considerably faster than the polymer and thus we integrate over all solvent degrees of freedom. This leads to an e ective interaction between monomer species, i.e. our interaction matrix B ij . For example, the hydrophobic e ect explicitly details the interaction between oily molecules and water, but leads to an e ective attraction between hydrophobic molecules as they come together in order to try to avoid the water molecules Chan and Dill, 1993] .
Sequences
The rst models of heteropolymers considered just random sequences of monomer species. This was consistent with the fact that real protein sequences statistically look very much like random sequences Ptitsyn and Volkenstein, 1986 ] (see also Monod, 1971] for the underlying philosophy). However, upon a more detailed examination, random sequences were found to be not su ciently protein-like. In particular, while many chains with sequences taken at random have unique ground states, these ground states are not su ciently robust such that a minor perturbation of the interaction energies (induced, for example, by the change in the surrounding solution) leads to a complete alteration of the ground state conformation. Furthermore, for most of the sequences whose respective ground state are unique, folding to these states is neither quick nor reliable Shakhnovich and Gutin, 1993] . This is, of course, by no means surprising, as protein sequences are known to have undergone evolutionary optimization Volkenstein, 1994] . It was hypothesized Bryngelson and Wolynes, 1987] has resulted in sequences which obey the \minimal frustration principle." In order to model the evolutionary-like optimization of proteins, Shakhnovich and Gutin Monte Carlo annealed sequences with the criteria that the sequence minimized the energy of a particular target conformation Shakhnovich and Gutin, 1993] . Another incarnation of the same idea is the so-called Imprinting Model Pande et al., 1994c] . Interestingly, as soon as these models were suggested, a prediction was made as to which kind of correlations should exist in protein sequences, and those correlations were indeed immediately found Pande et al., 1994b] (see section 7.6 for more details). Later in this work, we shall discuss both random and selected sequences.
Random Energy Model (REM)
In this section, we digress from the polymer problem and discuss the properties of REM. The reader who is interested in going straight to polymer freezing can skip to section 3.4, where all necessary properties of REM are brie y summarized.
What is REM?
Formally, to compute the partition function of an arbitrary system, one only needs the list of all microstates (conformations), 1; 2; : : : ; M with their respective energies E 1 ; E 2 ; : : : E M . Generally, M is huge, as it scales exponentially with the number of particles (monomers),
(2) where ! 1 depends on conformations available, i.e. on chain exibility, packing conditions, lattice geometry in case of lattice models, etc., as discussed above in the section 2.2. As the system is disordered, all of its energies E 1 ; E 2 ; : : : ; E M depend in general on the realization of disorder, that is, on the sequence. In the REM, one says that the energy of each conformation, say, E 1 , is distributed over the realizations of disorder in the same way as energies of all other conformations and is statistically independent of them. If we call P (E) the probability distribution of the energy of some particular conformation over disorder and P (E 1 ; E 2 ) the joint probability distribution that conformations 1 and 2 have energies E 1 and E 2 respectively, then REM dictates that
It is also usually supposed that the P (E) distribution is Gaussian:
where E is characteristic width of the distribution. It should be stressed that the Gaussian character of the single-energy distribution (4) is by far less important than the statistical independence of states expressed in (3), which is the hallmark property of REM. 
Density of States for REM
In order to later discuss the REM freezing phase transition, we look at the energy spectrum of a typical realization of disorder (eg. a random sequence in the polymer problem). It is easy to generate realizations of this spectrum computationally, and two of them are shown as examples in the Figure 1 . The gure shows that typical spectra consist of a very dense region, with many states at high and relatively modest energies, and a low energy part of the spectrum, which is discrete and comprised of only a few levels. Furthermore, the continuous part looks identical for all realizations of the disorder, while the discrete part is very individual and looks completely di erent for di erent realizations. We can get an insight into these properties of the REM energy spectrum by examining the density of states, n(E). We remind the reader that n(E) is de ned such that n(E) E is the number of states with energies between E and E + E. It is very easy to write the expectation value for n(E):
This value is huge (due to M) whenever E is not far from the central part of the spectrum; in other words, an astronomically large set of states form an almost continuous spectrum at all energies where the probability (4) is not very small. When the density of states is so large, it is essentially the same in all particular realizations, such that n(E) ' hn(E)i. This argument, however, works only as long as MP(E) > 1, or E > E bottom , where MP(E bottom ) 1 =) E bottom ' ?NE p 2! : (6)
If we go to low energies E < E bottom such that this breaks down, then the expectation number of the energy levels in an interval E becomes less then unity. This means, that sometimes, for some realizations, there is one energy level, while for others there is not even a single one. Thus, we come to the important conclusion that REM in a typical realization has a practically continuous spectrum of states above certain energy, and a discrete spectrum below it:
when E > E bottom random peaks when E < E bottom : (7) It is important, that the continuous part of the spectrum is practically independent of the particular realization of the disorder, while the discrete part (comprised of very few energy levels) is absolutely \individual" for each new realization.
Thermodynamics of REM
Consider now the thermodynamics of REM. While, in principle, one may wish to compute the partition function and the free energy for each particular realization of the disorder, this is clearly impractical for most of the applications 3 . Instead, one notes that the average free energy is dominated by the typical realizations of the disorder. Thus, we are rst of all interested in the average of the form
3 For a physicist, this statement might seem trivial. However, it is not. Indeed, in biology, one routinely examines a particular protein, e.g. hemoglobin, that is, one particular realization. For example, one can measure or compute its free energy and other thermodynamic functions. Clearly, this can be done for only some nite (and relatively small) fraction of all possible sequences. Note also that this approach is possible in biology, not in physics, as synthetic apparatus of the living cell is able to produce macroscopic amount of the identical copies (protein molecules with exactly identical sequence), while in physics we can never reproduce the details of the local structure of, for example, a spin glass sample. What we are pursuing in the present paper is in a way complementary approach. We do not try to get any information about any particular example of the sequence, but instead we are trying to uncover what is typical for various sets or ensembles of sequences.
To average the logarithmic function is a tedious mathematical task, and this is precisely the reason why disordered systems are so di cult for theoretical examination. This is the place where the famous replica trick Mezard et al., 1987] enters. The good news about REM is that one does not need to resort to these big theoretical machinery.
Indeed, Z seq (T ), the partition function for the given realization of the disorder, is just the sum over all states i = 1; 2; : : : ; M and it can be always rewritten in terms of density of states:
At high enough temperature, this sum is dominated by the states of high entropy (large n(E)), where the spectrum is continuous and independent of sequence. This means that all the complications with the di erence between individual realizations of the disorder do not occur in this temperature region and disorder is, in a way, irrelevant. Indeed, as long as the saddle point of the integral
(10) belongs to the continuous spectrum region E > E bottom , the rst line of the equation (7) is valid, and thus we get a partition function that is independent of the disorder 4 . For the Gaussian distribution (4), E saddle = ?NE 2 =T , we get that E saddle > E bottom is valid at T > T glass = E= p 2!. Thus, at T > T glass we can safely average the partition function over disorder (as it does not depend on disorder!) and arrive at the free energy that is also independent of the disorder. This is not valid at lower temperature, where just one or a few low energy states dominate the partition function. In principle, one could expect that at this low temperature, the thermodynamics of a particular sample will strongly depend on disorder. Note, however, that typical di erences between low energy states are only about p N and they are negligible in thermodynamic limit. 4 The fact that the REM partition function is independent of disorder is very di erent than what one would expect in a typical disordered system. In extensive quantities (linear in the number of particles N ), di erences in contributions from each particle get averaged out when we sum up N of them and take the thermodynamic limit (because of the central limit theorem). Due to this property, extensive quantities are called \self-averaging" and are in this sense independent of disorder. Quantities such as the partition function (which scales exponentially in N ) typically do not average in this form (for the partition function, terms with lower free energy dominate the average due to the exponential). Thus, the fact that the REM partition function is self averaging is very unusual and results from the assumption of statistical independence of states.
As the free energy is a continuous function of the temperature, we arrive at the following powerful conclusion for REM (see also Koukiou, 1993] (11) We shall comment in more details later, that to take the average of the partition function means to take the \annealed average." Thus, equation (11) shows that for REM, the real quenched average of the free energy coincides, above the temperature T glass , with the annealed average (see section 5.2 below). This powerful conclusion is valid for every REM type model and it will provide us with a tool for further consideration. Finally, we note that as the frozen state has negligible entropy, one can write the simpler relation ?T glass ln hZ seq (T glass )i = hE gnd i.
Summary of REM properties
We summarize here the main properties of REM:
The de ning hallmark property of REM is the statistical independence of states (3). The REM energy spectrum consists of a continuous part which is independent of disorder and a few discrete energy levels that are placed very individually for each realization of disorder. The REM ground state for typical realizations is order p N below the edge of continuous spectrum, which, in turn, is order N below the mean energy. Also, for typical realizations discrete levels are order p N from each other. There is certain temperature for REM, T glass , such that at T > T glass the system explores the high entropy continuous part of its spectrum, while at T < T glass it is locked into discrete individual states. The free energy of the REM is given by the equation (11).
Note, that these properties are independent of Gaussian form of the single energy distribution (4).
4 Is REM valid for heteropolymer freezing?
The question posed in the title of this section has been addressed in more details in the work Pande et al., 1996a] . We also acknowledge recent theories which involve corrections to REM, such as references Franz, et al., 1994] , Plotkin and Wolynes, 1996] , and Pande et al., 1996c] . Finally, in Appendix A, we present a non-replica derivation of REM for heteropolymers; while this derivation does not use the heavy math of replica theory, it does require the concepts of design, which we discuss in later sections. The reader who are ready to trust REM can skip this section and go straight to the next one.
REM CANNOT be exact for heteropolymers
In the work Bryngelson and Wolynes, 1987] , Bryngelson and Wolynes postulated the applicability of REM for the folding of protein globules. In the work Shakhnovich and Gutin, 1989 ], Shakhnovich and Gutin showed that REM is applicable for compact heteropolymers with independent interactions (see below). In the meantime, the statement of REM applicability is often met with understandable distrust. Indeed, REM obviously cannot be exact for heteropolymers. To understand that, let us imagine two conformations, say and , each of which represents some small local rearrangement of the other (see Figure 2 ). As energies E and E are given as sums over all pairs of monomers which are in contact (we are speaking now about short-range interactions), they are dominated by identical contributions and di er only due to the small region of di erence between and . Clearly, these two energies are strongly dependent.
REM and non-REM logic
The REM-like assumption of statistical independence of states is implicit in the motivation of several experimental works; for example, de novo protein design Hecht et al, 1990 ] makes an REM-like assumption that the selection of sequences which lower the energy of a desired conformation will not also lower the energies of other conformations. An opposite intuition is also prevalent in many works, such as the computational generation for a given sequence of a low, but not lowest, energy conformation Holden, 1995] ; if REM were valid, then a low but not lowest energy conformation will tell us nothing about the ground state.
4.3 How can REM be a good approximation?
While REM cannot be exact, it is very good approximation in many cases. Its validity resides in the nature of conformation space, which allows only relatively few local rearrangements of the type shown in the Figure 2 . Typically, this happens because of severe constraints imposed on the conformations when a polymer is maximally compact; this is especially obvious if one thinks of a compact polymer on the lattice, such as 27-mer on 3 3 3 cube, where each site is visited once and only once. If that is the case, closely related and thus statistically dependent conformations like those shown in the Figure 2 are rare. Moreover, as the heteropolymer freezing transition occurs between a phase consisting of exponentially many, unrelated conformations (i.e. typical overlap between any two vanishes) to a phase consisting of one conformation, any corrections to REM due to statistical dependence of states will have no e ect on the thermodynamics. Such corrections are important for describing protein folding kinetics Pande et al., 1996c] .
Throughout this paper, we assume that REM is applicable.
We discuss REM violations elsewhere Pande et al., 1996a] . We also explore non-REM generalizations of the theory presented here Pande et al., 1996c] , but in this work we concentrate on the situation when REM is applicable.
5 Annealed Heteropolymer
What is an annealed heteropolymer?
The result (11) of the section 3.3 involves the average value of the partition function over all possible sequences. Let us look at this value more closely:
where K is the total number of sequences. As Z seq (T ) itself represents the sum over conformations, the bigger sum P seq Z seq (T ) has the physical meaning of the partition function of the system in which both conformation and sequence take part in thermal motion on an equal footing. This hypothetical system is called an annealed heteropolymer. Note, that the Hamiltonian of annealed heteropolymer is given by the same equation (1), but, in contrast to the real quenched heteropolymer case, the sequence is not frozen, but represents just another variable de ning microstates. To imagine an annealed heteropolymer, one can either consider a polymer whose monomers may change in order to minimize energy, or equivalently just a solution of monomers without the polymeric bonds An annealed heteropolymer is, in principle, far simpler compared to its quenched counterpart. This is why the relationship (11) is so powerful, as it allows one to express directly all the properties of a real quenched heteropolymer in terms of the much simpler annealed free energy. Although there is no universal exact solution even for the annealed free energy in terms of B ij , the relationship (11) allows the use a variety of approximations or heuristic phenomenological formulae for the annealed free energy. This is similar to the approach of standard polymer theory. Indeed, a polymer uid is a priori more di cult to study compared to its counterpart of regular small molecules. Given that there is not (and cannot be) a simple and satisfactory theory for the later, one does not try to create such a theory for the former. Instead, one typically expresses properties of a polymeric liquid in terms of the macroscopic statistical properties of the appropriate low-molecularweight uid (which is usually the system of disconnected quasi-monomers Grosberg and Khokhlov, 1994] ). Similarly, our program here is to employ some qualitatively plausible interpolation for the annealed free energy to gain insight into the freezing behavior of quenched heteropolymers. We stress that the power of the results obtained is not undermined by the approximate character of the annealed free energy that we shall use. By contrast, as long as REM is valid, our method allows for easy incorporation of any potential improvement of the impression for annealed free energy, whether taken from computer simulations, numerical computations for further terms of high temperature expansion, etc.
Accordingly, before proceeding to the quenched case, we rst examine the annealed free energy.
Annealed Averaged Free Energy

Annealed averaged free energy of IIM
The only model that allows for an exact solution for for annealed free energy is the Independent Interaction Model (IIM), as it is mappable onto the ideal gas problem. In IIM, we assume that there are at least as many monomer species as monomers q N such that interaction energies between the monomers are chosen indepen- 
where B and B 2 are the mean and the variance, respectively. In this case, the annealed problem is solved by the following simple argument. To calculate the partition function over both conformations and sequences, let us rst x some arbitrary conformation and consider summation (or average) over sequences. This is illustrated schematically in Figure 3 . In IIM, we do not assign species to every monomer, but rather we assign energy to every possible bond; as we take these energies independently from each other from the probability distribution (13), averaging over sequences is reduced to independent averaging over all interaction energies, and this transforms a heteropolymer with a variety of monomers (\colorful pattern") into a homopolymer (\grey background") with interaction energy given by exp ?B e =T ] = Z exp ?B=T]P(B)dB ; (14) given Gaussian distribution (13) Unfortunately, for all other models there is no exact solution. Instead, one commonly employs a high temperature expansion to perturbatively calculate the annealed partition function. It may seem unjusti ed a priori to use a high temperature expansion to study freezing, which seems to be a \low temperature" e ect. However, we have to consider that freezing is caused by frustrations which prohibit the system to reach lower energy microstates of the unfrustrated system. In the polymeric case, the monomers may wish to rearrange themselves into a lower energy con guration, but the polymeric bonds prohibit this. Thus, the system is \frozen" at some temperature T glass . The validity of the high temperature expansion to describe freezing resides on the value of T glass compared with the annealed phase transition temperature (i.e. the temperature of the order-disorder transition of the annealed system).
As we did it for the IIM above, we begin with averaging over sequences for some given compact conformation and performing a high temperature expansion keeping terms of order O(1=T 2 ) in the annealed average:
? 
In the last line here, we have performed all averages with the Hamiltonian (1). We take the probability for each sequence in the form of product 
which is pretty much the same as for the IIM (16), except for the more general de nitions (20). Thus, to this order, we are essentially approximating P (B ij ) by a Gaussian and thus reforming the model into the IIM. Deviations from this behavior will be seen by examining terms in the expansion to higher order. We also note the di erence between the free energy of the annealed system and the \annealed average." In the annealed average, the realizations of disorder behave like states, but we average, not sum over them. Thus, the entropy of the number of realizations of disorder is present in the annealed system, but not the annealed average. There are several general properties which derive from aspects of this free energy, which have been previously worked out Pande et al., 1995a] and we simply repeat here:
Heteropolymeric e ects are independent of the mean of B ij : The mean of B ij only a ects the homopolymeric mean attraction. As we assume globular conformations, this mean should be rather attractive for our formalism to be valid. Moreover, small changes such that the mean remains attractive should therefore have no e ect.
Changing the variance of B ij is equivalent to changing the temperature: One can always factor out a constant from the de nition of the interaction matrix; this constant only a ects the temperature. This fact will be used later in section 8.3.
Reduction theorems: One can choose two matrices which are formally di erent, but physically identical (for example by simply creating a new \clone" species with identical interaction energies of a previous species). However, as one would expect physically, this does not make a di erence in the nal calculation and these cases can be shown to be formally equivalent from the nature of the free energy.
Freezing Transition
We are now equipped to describe the phase behavior of real quenched heteropolymers with random sequences.
Our tools are equation (11) which expresses the quenched free energy in terms of the annealed average and the expression (21) for the annealed averaged free energy. For further reference, we here collect these and write the free energy of a real quenched system (averaged over sequences, as in (8) 6.1 Glass-like Freezing in REM Our discussion of REM suggests that something important happens when, due to a temperature decrease, the average energy becomes lower than the boundary of continuous spectrum. Above the corresponding temperature T glass , the REM-represented system explores many (of order O(e N )) states and behaves practically independently on the particular realization of disorder. Below this temperature, on the other hand, the equilibrium is dominated by a few discrete states of low energy which vary strongly between each realization of disorder. At T > T glass , the entropy of mixing over the continuous spectrum wins; at T < T glass , the energy of uctuations involving low lying energy levels wins. The temperature T glass is called the glass temperature, and the transition is called freezing. While it is very easy to nd that T glass = E= p 2! for the example of Gaussian single energy distribution (4), we are now more interested to apply the idea of freezing to the heteropolymer. To this end, we note, that the freezing transition is marked by the temperature at which entropy becomes O(1). In the thermodynamic limit, we can, therefore, calculate the freezing transition temperature by looking at the point where the entropy vanishes. Thus, to nd freezing temperature, we can simply examine the relation Gutin, 1989] , it was believed by some that this was already a good model for protein folding, as it yields a unique ground state with a reasonable (N independent) probability. It was later realized, that this ground state, although formally unique, is not su ciently robust. As the typical energy di erence between low energy states scales as p N, and in REM systems these low energy states are structurally very di erent and even unrelated, even a slight change of parameters or solvent conditions leads to a complete alteration of the ground state conformation Bryngelson, 1994] . Obviously, this is not what happens in nature, where protein native states are remarkably stable.
Another aspect of the problem is that the choice of the ground state of a random sequence cannot be controlled, and thus it is problematic to obtain any desirable properties of the native state out of random choice of sequences.
This discussion suggests that the design of sequences should be directed at choosing atypical realizations from REM ensemble, such that the ground state energy is sufciently below the bottom of the REM continuous spectrum. This was realized in the procedures called sequence selection Shakhnovich and Gutin, 1993] and Imprinting Pande et al., 1994c] .
Microcanonical and canonical design
In principle, one can try to select sequences directly based on their lowest native state (NS) energy, E NS . The cor-responding ensemble of sequences is similar to the microcanonical ensemble in the regular statistical mechanics.
In statistical mechanics, it is technically more convenient to use the canonical ensemble, where temperature is xed instead of energy. A similar idea is valid also for sequence design. We use an analog of the canonical ensemble where the native state energy E NS is not xed, but rather controlled through an arti cial temperature T des . Equivalently, we choose some \target" conformation ? that we want to be the native state of the designed sequence and constrain its energy E ? = H(seq; ?) with a Lagrange multiplier 1=T des . In this canonical ensemble, each sequence appears with Gibbs distributed probability: ; (27) where P (0) seq is the probability for the sequences made randomly from independent monomer species, with occurrence probabilities p i ; we have already used these probabilities earlier, see (19) .
Thus, we characterize a given canonical ensemble of designed sequences by the value of T des : for lower T des , we model sequences whose native states are better optimized energetically, while for higher T des we are left with an unaltered ensemble of random sequences.
We note that this prescription for energetic optimization of the native state has many incarnations, including \minimal frustration" Bryngelson and Wolynes, 1987] , \sequence selection" Shakhnovich and Gutin, 1993] , and \Imprinting" Pande et al., 1995b] . Whatever the name, it is important that the procedure is targeted at one particular conformation ?, which is completely under control, as it can be chosen arbitrarily. In particular, computationally one can work with as complex target conformations as the ones with speci c \pocket," similar to an enzyme active site Pande et al., 1994c] .
There is an interesting question as to whether all possible target conformations ? are equally suitable for design. Computer simulation Li et al, 1996] indicates that they are not. Currently, however, this e ect is beyond what we can understand analytically. It is possible, in particular, that some relatively rare conformations, such as crumpled Pande et al., 1996a] , can be of importance in this respect. In this paper, we shall consider all compact ? conformations on an equal basis.
Energy of the target conformation
In this section, we shall compute the energy of the target conformation, averaged over sequences. Using the probability distribution for the designed sequences (27) 
This is very important result. We directly see here how the design temperature a ects the target state energy. Note, that the \susceptibility" of the target state energy to design is proportional to the variance of the interaction matrix: it is natural that it is purely a heteropolymeric e ect, as it is based on energy optimization for the target conformation. One can conceptualize this process in terms of the schemes used to computationally model design: the energy is minimized either swapping monomers in pre-polymerized solution, as in Imprinting Pande et al., 1994c] , or by swapping sequences in the sequence space as in the sequence selection Shakhnovich and Gutin, 1993] . REM implies a very peculiar spectrum of energies for a heteropolymer with a designed sequence. Note, that design a ects only the energy of the target conformation, while the statistics of all other energies remain una ected. . The energy of the target conformation (E ? ) vs polymerization temperature (T des ) is plotted. As T des is increased to T g , E ? increases. In the region T des T g (magni ed section), we see that E ? is equal to E bottom , the average ground state energy of a random chain. This is related to the phase transition between the folded and glassy phases (see phase diagram, Fig. 5 ). It is instructive to see a realistic representation of the very bottom part of the energy spectrum, as is shown here in the magni ed section.
In this sense, one should understand the common jargon of design described as \pulling down" of just one energy level. This idea is illustrated by the Figure 4 . Thus, design means selection of very atypical realizations out of the REM ensemble .
Note also, that the \susceptibility" of the energy level to the design \e orts" to pull this energy down does not depend, to our approximation, on the particular choice of the target state. Thus, the e ect discussed in the recent work Li et al, 1996] is beyond the approximation employed here.
Folded phase and folding temperature
This peculiar energy spectrum implies a very special freezing behavior for designed sequences. Indeed, when we design at in nite temperature (T des = 1), we are not selective as to the energy of the sequence in the target conformation ? at all and the sequences we obtain are random. As we lower T des , we choose sequences in which ? has lower energy. At the point where T des is su ciently an exponential number of globular conformations dominate equilibrium (similar to a homopolymer globular state); 2) Glassy: for sequences which are not well optimized (su ciently high T des ), only order one conformations dominates below the glass temperature T glass , but these conformations are not the target conformation; one can consider random sequence ground states to be optimized at T des = T glass ; 3) Folded: the target conformation ? dominates equilibrium; for T des < T glass , ? is better optimized than the ground state of random sequences. low such that the energy of ? is less than that of the REM typical ground state, then ? is the ground state and we expect freezing to ?. This occurs for T des < T glass , as the REM ground state is stable at T glass . Furthermore, freezing of the sequences designed with T des < T glass occurs at the temperature above T glass , because the ground state for those sequences is more stable and of lower energy compared to a typical REM ground state.
Also, for T des < T glass , the target conformation will be better optimized than the REM ground state and will freeze at some folding temperature T fold which is greater than the glass temperature T glass . We can nd T fold by comparing which is lower: target energy or random globule free energy.
Thus, we compare target state energy hE ? i (32) to the random globule free energy expressed most conveniently by the rst line of the equation (26) (33) Note that this relation is independent of the speci c aspects of b B = B ij , although the variance B 2 enters through T glass . This is an approximation inferred by truncation of the high temperature series, and it is valid for the case in which the number of monomer species is large and the matrix elements of b B are uncorrelated. For other cases, higher order terms of the high temperature expansion must be used Pande et al., 1995b] .
The results of this section are summarized in the phase diagram, Figure 5 . All phase boundaries are determined directly from the annealed average partition function. This allows quick calculation of even exotic heteropolymer interaction models, within the validity of REM.
We stress that REM is important not just in the aid of calculations, but in the possibility of this simple design scheme (i.e. selecting sequences which minimize the energy in a desired conformation) to work at all. Due to the statistical independence of states, we can alter the energy of a particular state without signi cantly in uencing the majority of other states.
Computational tests of design
There are at least two reasons to test the conclusions above with computer simulations:
All our results rely heavily on REM, while the validity of REM itself may be questionable.
As in every statistical mechanics approach, our consideration uses the thermodynamic limit. Real polymers are long, but the typical numbers of monomers, often as small as hundreds, are far less than in conventional applications of thermodynamics. Thus, it is desirable to test our conclusions for relatively small systems.
To this end, we employ a model which has become a standard for heteropolymer freezing studies: the 27-mer placed on 3 3 3 piece of cubic lattice, as shown in Figure  6 . In this paper, we shall not go into the simulations details and only present Figure 7 , which shows successful comparison between the theoretical and computational phase diagrams. Note, that there are no free parameters involved in this comparison.
Correlations in protein sequences
Design implies that the sequences are not taken at random. One may ask if real protein sequences look random, or if they bear some ngerprint of evolutionary optimization. Even more than that, one can predict, at least qualitatively, what character of sequence correlations should be expected if proteins are indeed designed in the sense described in the previous sections. This has been done in Figure 6 : 27-mers have been commonly employed in lattice computer simulations of folding and design. For example, the 27-mer shown here consists of two types of monomers (black and white) and the conformation shown here is a ground state conformation for Ising interactions. the work Pande et al., 1994b] , and we brie y summarize the methodology and results below.
From our theoretical models, we expect that evolutionary energy minimization of protein sequences should lead to correlations of monomer species along the chain consistent with energy minimization. For example, we expect that positively charged monomers will predominantly be followed by negatively charged monomers; also, as hydrophobicity induces an e ective attraction between hydrophobic monomers, we expect hydrophobic monomers to be followed by other hydrophobic monomers along the protein chain. Moreover, Imprinting predicts much stronger correlations along the chain than other design schemes as these other schemes do not include the interactions along the chain during design; thus, the possible force driving correlations along the chain must come from indirect, multiple body interactions.
To convert from amino acid sequences into a language more convenient for analysis, we used mappings which translated the 20 amino acids into a 3 letter code ?1; 0; +1. For example, one such mapping translated amino acids based upon their charge. We next employed a sensitive mathematical apparatus to nd correlations in the translated 3 letter code sequences. We found correlations in these sequences, but more interestingly, these correlations were consistent with energy minimization. For example, we found anti correlations in the Coulomb mapping (+1 is typically followed by ?1, etc.) and correlations in hydrophobic mappings.
Where are the replicas?
Although we intentionally avoid in this paper the use of the replica trick, some readers may be familiar with it and may be interested in the connections between our approach and the more standard, albeit more heavy, replica treatment. If the reader is not interested in this question, he/she should skip this section and go directly to the next section 8.
To uncover the parallelism with the replicas, let us consider the annealed average partition function W ? (T ) at the special temperature de ned as 1
and rewrite equation (30) 
As one would expect, W is mathematically similar to the replicated partition function Z n in the replica trick. Indeed, we have an annealed average and n replicated Hamiltonians. Here, we have no need to interpret n as replicas, but merely as some \external source eld" which we eventually set to zero. Therefore, not surprisingly, the results of the non-replica method agree well with that of the previous replica calculation for design in the matrix formalism Pande et al., 1995b] .
Of course, to avoid di culties is never free. In this case, we avoid di cult replica calculation on the expense of the use of REM. In the full replica formalism, one can, at least in principle, try to go beyond the REM framework. Some attempts to apply more general models, such as GREM, are discussed in Derrrida, 1985] Plotkin and Wolynes, 1996] . In the meantime, the approach we suggest here also allows for some generalizations, as we show in the works Pande et al., 1996c]. 8 Designing and Folding with Different Interactions 8.1 Why interactions can be di erent?
Consider, for example, a computer simulation of protein folding or design. We understand now that folding is very sensitive to how well the native state energy is optimized, or how the sequence in question has been designed. One the other hand, one must make some approximations as to the nature of the interaction potentials involved. This directly leads to the problem: we believe that the sequence has been designed by Nature, and this natural design was governed, obviously, by the natural interactions, and we are now trying to fold this same polymer using somewhat distorted or \noisy" interactions; equivalently we wish to design sequences using our approximated potentials proteins which we want to fold experimentally. If we make a good approximation for potentials, then the results will be good, but if the potentials are su ciently di erent, one would expect to arrive at spurious results. Towards this end, there are several questions we can ask: How di erent can these two sets of potentials be and still somewhat-accurately model protein folding?
In what way do we de ne \how similar" are sets interactions? What is the phase behavior of this system? These questions are also relevant for some other situations. For example, we can imagine that the polymer is folding under somewhat di erent solvent conditions compared to environment in which the polymer had been designed.
To examine this problem explicitly, we use two di erent Hamiltonians: one for design We consider that (canonical) design is performed for the target state ? according to the equation (27) 
The only di erence from the equation (28) 
Then, it is easy to check explicitly that equation (38) 
(compare with (35)). This represents the complete REM solution for the problem. Although, in principle, we can use a variety of approximations for the annealed average partition function W ? , to be speci c, we use (as we did in previous sections) a high temperature expansion. We proceed as we did in equation (18) 
Moreover, we see that a particular correlator of the matrix elements is important. We next investigate a geometrical interpretation of this correlator.
Geometrical interpretation
The form of our results suggests the following interpretation. Note, this has nothing to do with matrix product of the corresponding matrices. From this point of view, both the glass transition temperature T glass (25) and the \sus-ceptibility" of the target state energy for design (32) are de ned by the (squared) length of the B vector.
Thus, equation (46) 
\Parallel" (completely correlated) interactions yield g = 1 ( = 0) and \orthogonal" (completely uncorrelated) yield g = 0 ( = =2).
8.3.1 Models with two types of monomers: generalized BWM (Black-and-White Model)
Our geometrical view explains why we wrote the generalized BWM interaction matrix in form shown in Table  1 . Indeed, in the 2 2 symmetric matrix, there are three independent elements. By setting the mean to 0 and the variance (length of the vector) to 1, we are left with one variable only, which has the natural interpretation as an angle ( ) in the vector space. In terms of this angle , matrices with zero mean, unit variance, and even composition (equal fraction of all monomers, p i = 1=2) have the form 
This result can also be generalized for arbitrary p i , but becomes considerably more cumbersome 5 . As one might suspect, is not just a means to parameterize this space of matrices, but also describes the similarity of matrices; in the previous section, we have shown that the similarity of interaction matrices is given by the \dot product" g = (1=4) P ij B ij ( )B ij ( 0 ). Similar matrices have overlap g 1, unrelated (\orthogonal") matrices g = 0, and anticorrelated matrices (eg. ferromagnetic vs antiferromagnetic interactions) have g = ?1. We nd that is a metric in 2 2 matrix space as the distance between matrices is given by g( ; 0 ) = cos( ? 0 ); in other words, = ? 0 .
It is interesting to consider properties of these matrices as a function of . While we have xed the mean and variance of the elements of B ij ( ) to zero and unity respectively, the skewness varies with :
( ) = (1=4) P ij B 3 ij = ?3 cos 2 sin . We note that while the skewness never formally enters into any of the formul of this work, since we truncate the high temperature expansion of the free energy to lowest order. This results in only the variance entering into our calculations and thus di erences between two letter models are not seen. The next order corrections include the skewness and thus demonstrate di erences between interaction matrices. By examining vs , we see that there are three matrices with zero skewness = ? =2; 0; =2; the cases with = =2 correspond to the familiar Ferromagnetic/Antiferromagnetic Ising model B ij = ij . = 0 corresponds to the matrix B ij = ff1; 0g; f0; ?1gg which is similar to a matrix used in some protein folding simulations Li et al, 1996] . The matrices with maximum and minimum skewness = arccos( p 2=3) corresponds to the HP model (see section 2.3), which is intended as a model for amino acids (whose interactions appear to be dominated by whether a given amino acid is hydrophobic or polar). From previous analysis, interaction matri-5 In general, one can express all symmetric 2 2 matrices with zero mean, unit variance, and xed composition p 1 = (1 + 
Thus, the original phase diagram ( Figure 5 ) is modi ed simply by T des ! gT des , as shown in Figure 8 .
8.5 How accurate must potentials be for successful modeling of protein folding?
The results of this section agree with previous replica calculations Pande et al., 1995c ], although we have derived the results in much simpler way. We emphasize that the error limit to retain correct folding is independent of the length of the polymer. Previous calculations Bryngelson, 1994] have made estimates which are directly based upon N (ie. the error must be small compared with 1= p N). This re ects fundamental difference between random sequences studied in the Ref. Bryngelson, 1994] and designed sequences. In the work Ref. Bryngelson, 1994] , neither any kind of design nor the principle of minimal frustration was imposed; accordingly, the ground states were not found robust and were typically very unstable with respect to error-based renaturation, especially for long chains. By contrast, our treatment incorporates design implicitly and thus it is not surprising that we found robust ground states in our analysis of well designed sequences.
8.5.1 Which of the BWM is better, and how good is it?
As we know now that the similarity between interaction matrices is given by the value of the angle be-tween them, or by correlation factor g = cos , we can now address the question of which of the simplied models yields better approximation for reality. Suppose, for example, that we consider 20 20 MJ matrix Miyazawa and Jernigan, 1985] to be the \real" one and want to nd if HP or other model with just two types of monomers will yield a reasonable approximation. To address that, we compute the dot product g( ) = B MJ B( ) between the MJ matrix and the 20 20 matrix which is obtained from B( ) by using the reduction theorem (see above Section 5.2.2). The best model corresponds to the maximal value of g (or minimal angle , as g = cos ). The results of this computation are shown in the gure ??? 6 As one would have expected, the best is the HP model ???. However, it is not that good at all: it forms the angle of about 60 with the MJ and thus can hardly yield quantitatively good results for folding predictions.
Conclusions
What our approach cannot do
The approach we have developed in this article seems to have proved very powerful for it is able to predict various phase diagrams using rather simple calculations. The hallmark of our approach is the use of REM with the relationship (11) expressing the free energy of the quenched system in terms of the annealed average. Within the REM framework, one can make the results even more accurate by taking further terms of the high temperature expansion or by using other means to approximate the annealed free energy. Nevertheless, the possibilities of this approach are restricted, both in terms of the physics and the applications of the formalism.
In terms of the physics involved, the main restrictions are as follows:
REM itself is not universally valid; for example, it can be violated in cases of long range interactions Pande et al., 1996b] Our approach does not allow the examination of the nature of the phases with few conformations in which self averaging breaks down (i.e. the glassy or folded phases). Thus, we cannot calculate parameters such as the number of thermodynamically relevant states M = 1= ?P P 2 , where the sum is over conformations and P is the Boltzmann probability of nding conformation (note that often M is written in terms of an additional order parameter X = 1 ? 1=M = 1 ? P P 2 ). Such calculations 6 We are indebted to Rose Du who has performed this computation on our behalf).
are most easily performed using the replica trick. Replica treatments indicate that
The potentially relevant biological aspects of protein folding which cannot be analyzed using our methods include Secondary structure: As discussed in section 2.2, we assume that secondary structure has already been coarse grained out of the problem and is beyond the analysis discussed here. Coulomb interactions: We have been discussing short range interactions as proteins appear to be dominated by the role of hydrophobicity Chan and Dill, 1993] . In fact, the inclusion of long range (Coulomb interactions between charges, for example) leads to the invalidity of REM and other approaches must be taken Pande et al., 1996b] . Validity of the short range, pairwise interaction Hamiltonian (1): In addition to Coulomb interactions, other e ects such as shorter range LenardJones potentials and heteropolymeric three body interactions could in principle be considered. Due to the assumptions of short range interactions, our model leads to freezing to a single conformation (as overlaps are calculated with (r), short range interactions lead to overlaps to small scales). In proteins, freezing occurs only to a set of very similar conformations Frauenfelder and Wolynes, 1994] . To examine this behavior, one must likely go beyond our Hamiltonian (1) and perhaps include some of the e ects above.
Perspectives
While the application of REM to the problem of heteropolymer freezing is now quite common, we have found a powerful relationship between the quenched and annealed free energies which, in addition to signi cantly reducing the complexity of calculations, yields new insights both into the physics involved as well as the obscure and often distrusted replica methods previously used. Within REM validity, we found that the quenched and annealed systems di er only by the entropy of the realizations of disorder. This entropy reduction leads to freezing in the quenched case, but in all other aspects (including change in entropy between two temperatures), the two systems are thermodynamically identical to REM.
This allows simple calculations of many thermodynamic properties of heteropolymers, including the freezing transition for random sequences and the phase dia-gram for designed, protein-like heteropolymers. Furthermore, within this formalism, one can easily calculate the e ects of designing with one Hamiltonian and folding with another; this models many aspects of the folding problem, including computer simulations of folding which must use approximated potential functions and the experimental outcome of folding proteins in solutions which have different e ects on di erent amino acids, thereby e ectively altering the nature of interactions during folding.
The obvious next step is to develop a non-REM theory of folding and design. However, as the freezing transition goes from a phase in which none of the conformations are similar (on average) directly to a phase in which only one conformation dominates equilibrium (i.e. all of the conformations found in equilibrium overlap completely), these corrections to REM will have no e ect on the thermodynamics of freezing. However, to describe the kinetics of this transition, one must consider how the system moves through conformation space, and thus the the statistical dependence of states will be of paramount importance Pande et al., 1996c] .
Finally, we note that the problem of freezing of heteropolymers is not con ned to biopolymers such as proteins. Indeed, the freezing of random, synthetic polymers has attracted great interest, due to potential industrial and biomedical applications. In this light, we have previously suggested \Imprinting," a method to synthesize synthetic heteropolymers with the proteinlike properties of renaturability and molecular recognition Pande et al., 1994c] . While the applicability of the formalism developed here relies on the speculation that evolution has energetically optimized proteins Pande et al., 1994c ] Pande et al., 1994b , this energetic optimization is a principle aspect of Imprinting. Thus, perhaps in the pursuit of understanding proteins, we have made some progress into the directions of making synthetic protein-like heteropolymers as well.
A Correlator Analysis of REM validity
To investigate the validity of REM statistical independence, the natural quantity to calculate is the energy correlator between two states. Table 1 ).
B Derivation of REM for Heteropolymers
The following section is quite technical and can be skipped for those not interested in the details of how to derive REM for the heteropolymer freezing problem. The previous derivation involves replicas and replica generalized Lifshitz globule theory Shakhnovich and Gutin, 1989] . The following derivation is considerably simpler, but has at its heart the same physics, i.e. one must balance the energetic bene ts of having more native (and thus well optimized) bonds and the entropic loss of pinning the polymer. Our derivation of the validity of REM is based on the following remark. The hallmark property of REM, i.e. the lack of statistical dependence between states, can be considered to be valid to the mean eld approximation if there are two and only two free energy minima at Q ? = 0 and Q ? = Q max = Q, where Q ? is the overlap between current conformation and the native one (see the de nition (55) 
where the subscript seq indicates that the free energy is written for a given sequence, summation is performed over conformations C, and Q C;NS is the overlap (the number of bonds in common) between conformations C and NS (55). The dependence on the sequence enters both through the Hamiltonian and through the ground state conformation for the given sequence. As above, we resort to high temperature expansion and truncate it at the quadratic terms: (58) where (: : :)j Q denotes averaging over all conformations with the given overlap to the ground state, M is the total number of conformations (the appearance of the last term is because we average, not sum, over conformations).
We now employ the idea of sequence design in a completely new capacitance, as a technical tool to elucidate the dependence on the native state conformation. Indeed, we average the free energy over the ensemble of sequences which is designed for a given conformation ?, that is, we use the probability distribution (59) where in the last transformation we have resorted to high T des expansion (which is justi ed for the same reason as high temperature expansion above). Of course, in the large T des case, we return to the random sequence limit. Actually, the convenient way to think about random sequences is in fact to consider the T des = T glass case. Indeed, in this case we still know that the ground state is ?, but the statistics of energy levels is una ected by the design.
When one averages the free energy (58) over the probability distribution (59), the result appears very simple in the sense that, due to the structure of the Hamiltonian, the energy depends directly on Q ? ; thus, it is very easy to implement the condition of the xed Q ? , and the result can be written in the form The rst energy term comes from the mean of the density of states hHi and describes how the energy is pulled down due to selection; indeed, to this order, the ground state energy is E NS = ?Q mB 2 =T p ; thus, this term says that on average, the energy is given by the energy of the native state times the fraction of native contacts.
The second energy term comes from the width of the density of states, resulting from the hH 2 i ? hH 2 i terms; the Q ? dependence of this width enters from the correlator hH 2 i Pande et al., 1996a] , as two conformations with a given overlap Q ? with NS also have Q ? bonds in common, on average. Higher order terms can modify the Q ? dependence of the width, depending on the nature of interactions. The Q ? dependence of the mean and width of the density of states describes the nature of energy correlations.
As to the entropy, i.e. how many states are there with the given overlap to the NS, it is technically cumbersome to systematically derive an accurate expression for this quantity Pande et al., 1996c] . However, it is easy to write down the following simple interpolation expression: The interesting Q ln Q terms come from the loop entropy and the entropy of choosing Q contacts out of Q m . It is intriguing that these two terms cancel at d = 2 dimensions, where the transition in Q goes from rst (d > 2) to second (d 2) order E. I. Shakhnovich, personal communication 1996] .
Thus, within the mean eld approximation, we nd a free energy which has two minima at Q ? = 0 and Q m and REM is therefore applicable for d > 2.
