Ohno's relation is a well-known family of relations among multiple zeta values, which can naturally be regarded as a type of duality for a certain power series which we call an Ohno sum. In this paper, we investigate Q-linear relations among Ohno sums which are not contained in Ohno's relation. We prove two new families of such relations, and pose several further conjectural families of such relations.
Introduction
The multiple zeta values (MZVs) are defined by the convergent series ζ(k 1 , . . . , k r ) :=
where (k 1 , . . . , k r ) is an admissible index (sequence of positive integers whose last component is greater than 1). For an index k = (k 1 , . . . , k r ), we call |k| = k 1 + · · · + k r its weight and r its depth. For two indices k and e of the same depth, we denote by k ⊕ e the index obtained by componentwise addition. Theorem 1.2 (Ohno's relation; Ohno [5] ). For an admissible index k and a non-negative integer m, we have
where r and r ′ are the depths of indices k and k † , respectively.
Hereafter, we omit such conditions as e ∈ Z r ≥0 in the summation of the same type as above if there is no risk of confusion. Motivated by Ohno's relation, we introduce Ohno sums as follows: By using O(k), we can rewrite Ohno's relation as
One may naturally ask whether (1) exhausts the relations among Ohno sums or not. The answer is negative in general. In fact, in weights 6 and 7, we have new relations
In higher weights, we have further new relations among O(k)'s (see Table 1 ). The aim of this paper is to investigate the "missing" relations among O(k)'s, that is, the relations which do not come from (1) . As particular cases of such relations, we prove the following two families of relations (Theorems 1.4 and 1.6) which generalize (4) and (2), (3), respectively.
Unfortunately, these families still do not exhaust all the missing relations. The complete set of relations which gives the deficit of the dimension is still to be understood. In the search of further missing relations, we have found several new conjectural families of such relations. These conjectures will be stated in Section 4. Theorem 1.4 (Double Ohno relation). Let d and n 0 , . . . , n 2d be non-negative integers, and k the index
for a non-negative integer m, or equivalently,
for non-negative integers m 1 and m 2 .
Remark 1.5. The relation (4) is the case k = (1, 3, 2) and m = 1 of Theorem 1.4.
We denote by k x l the formal sum of all shuffles of the indices k and l e.g.,
For an admissible index k and an integer s ≥ 2, we put
Theorem 1.6. For integers s, t ≥ 2, we have F (s; (t + 1)) = F (t; (s + 1)). This paper is organized as follows: In Section 2, we prove Theorem 1.4, and in Section 3, we prove Theorem 1.6. In Section 4, we give several conjectural relations among O(k)'s.
Proof of the double Ohno relation
2.1. Notation. We recall Hoffman's algebraic setup with a slightly different convention (see Hoffman [2] ). Let H := Q x, y be the non-commutative polynomial ring in two indeterminates x and y. We define a Q-linear map Z : yHx → R by Z (yx k 1 −1 · · · yx kr−1 ) := ζ(k 1 , . . . , k r ). Let τ be the anti-automorphism of H that interchanges x and y. Put H := Q x, y . We define the map σ as an automorphism of H[[t]] satisfying σ(x) = x and σ(y) = y(1 − xt) −1 , and the Q-linear map σ m : H → H as the homogeneous degree m components of σ. We define the Q-linear map T :
We put I(k 1 , . . . , k r ) := yx k 1 −1 · · · yx kr−1 . Then we have |e|=m I(k ⊕ e) = σ m (I(k)) and
Thus, Theorem 1.4 is restated as follows:
2.2.
Preliminary to the proof. Lemma 2.2. For w ∈ y Q xy, yx x and non-negative integers m 1 , m 2 , we have
Proof. The statement is equivalent to
Let τ ′ be the automorphism on H that interchanges x and y, and S u (u ∈ {x, y}) be a map on Hu defined by S u (vu) = uv for v ∈ H. We can easily check tha τ = τ ′ T = T τ ′ on H and T σ (2) 
Hx. By a similar calculation,
, we have only to check the case v = xy from the symmetry of t 1 and t 2 . By the direct calculation, we have
This finishes the proof. (ii). If (σ m − σ m τ )(w) ∈ ker Z for all m ∈ Z ≥0 and w ∈ yHx, then
for all m 1 , m 2 ∈ Z ≥0 and w ∈ yQ xy, yx x. For w ∈ y Q xy, yx x and non-negative integers m 1 , m 2 , we have
Proof. First, we prove (i). By the assumption and Lemma 2.2, we have
Thus we get (i).
Next, we prove (ii). By putting m = 0, we have Z (v) = Z (τ (v)) for v ∈ yHx. Thus (ii) is an immediate consequence of (i). 
where [m] denotes the q-integer [m] = (1 − q m )/(1 − q), satisfy Ohno's relation of exactly the same form as usual MZVs (see Bradley [1] ). Thus they also satisfy the double Ohno relations by Lemma 2.3. [4] introduced the finite multiple zeta values (FMZVs). Set A := p F p / p F p , where p runs over all primes. For positive integers k 1 , . . . , k r , the FMZVs are defined by
Double Ohno relations for finite multiple zeta values. Kaneko and Zagier
In this section, we prove an analog of the double Ohno relation for FMZVs. To state our main theorem, we need another duality due to Hoffman: ).
Theorem 2.6 (Ohno-type relation; Oyama [6] ). For a non-empty index k and a nonnegative integer m, we have
For an admissible index k = (k 1 . . . , k r ), we write k − := (k 1 . . . , k r−1 , k r − 1).
Theorem 2.7 (Double Ohno relation for FMZVs). Let d and n 0 , . . . , n 2d be non-negative integers, and k the index
Then, we have
Proof. We define a Q-linear map Z F : yHx → A by Z F (yx k 1 −1 · · · yx kr−1 ) := ζ F ((k 1 , . . . , k r ) − ). We first note that Theorem 2.6 is equivalent to (σ m − τ σ m τ )(w) ∈ ker Z F for all m ∈ Z ≥0 and w ∈ yHx, since
for an admissible index l. Since I(k) ∈ yQ xy, yx x, we find (σ m 1 σ m 2 − τ σ m 1 σ m 2 τ )(I(k)) ∈ ker Z F by Lemma 2.3 (i). This completes the proof since Z F (σ m 1 σ m 2 (I(k))) and Z F (τ σ m 1 σ m 2 τ (I(k))) give the left-hand side and the right-hand side of the theorem, respectively, by a similar argument as above.
Proof of Theorem 1.6
In this section, we prove Theorem 1.6. By definition, Theorem 1.6 is equivalent to D m (s, t) = 0, and we prove Theorem 1.6 in this form. In what follows, we use the special case of the harmonic product formula
is the harmonic product of (k) and l = (l 1 , . . . , l r ). 
Proof. By definition, we have
By the harmonic product formula, 
for m 1 ≥ 0 and e ∈ Z t ≥0 , again by the harmonic product formula, we have
Since O m 2 ((t + 1) † ) = O m 2 (t + 1), we have
Combining (5), (6) , and (7), we obtain the lemma. 
for s, t ≥ 2 and m ≥ 0 by Lemma 3.2. Thus we find F m (s − 1; (t + 1)) − F m−1 (s; (t + 1))
for s ≥ 3, t ≥ 2, and m ≥ 1. Therefore,
= −(F m (s − 1; (t + 1)) − F m−1 (s; (t + 1))) + (F m (t − 1; (s + 1)) − F m−1 (t; (s + 1)))
Proof of Theorem 1.6. Recall that Theorem 1.6 is equivalent to D m (s, t) = 0 for s, t ≥ 2 and m ≥ 0. Since D n (s, t) = D n+1 (s − 1, t) + D n+1 (s, t − 1) for s, t ≥ 3 and n ≥ 0 by the previous lemma, we can reduce the theorem to D m (2, t) = 0 and D m (s, 2) = 0 for s, t ≥ 2 and m ≥ 0.
By the symmetry D m (s, t) = −D m (t, s), it suffices to show D m (s, 2) = 0, that is, F m (s; (3)) − F m (2; (s + 1)) = 0. By Lemma 3.2, we have 
Conjectures
We conclude the paper by stating several families of conjectural relations among Ohno sums discovered by numerical computation. For example, for m = 1, F (s; (t + 1, 2)) + F (s; (2, t + 1)) = F (t; (s + 1, 2)) + F (t; (2, s + 1)), and the case m = 0 gives Theorem 1.6.
