Abstract. Partition-and moment functions for a general (not necessarily Gaussian) functional measure that is perturbed by a Gibbs factor are calculated using generalized Feynman graphs. From the graphical calculus, a new notion of Wick ordering arises, that coincides with orthogonal decompositions of Wiener-Itô type only if the measure is Gaussian. Proving a generalized linked cluster theorem, we show that the logarithm of the partition function can be expanded in terms of connected Feynman graphs ("linked cluster theorem").
Introduction
Perturbative expansions for Path integrals -both oscillatory [3, 1] and probabilistic [8, 5, 10, 4] -are one of the main technical tools in contemporary elementary particle physics and statistical physics.
Expansions in terms of Feynman graphs are done starting of with a free measure of Gaussian type which is then perturbed with a local and polynomial interaction, e.g. the φ 4 interaction which (due to its relation with Yang-Mills theory [11] ) somehow has become the standard case.
In this note we announce some results on the perturbation theory of non-Gaussian measures of Euclidean type. Further details can be found in the forthcoming work [2] . The focus is on the combinatorial expansion in terms of a generalized class of graphs, henceforth called generalized Feynman graphs. Interesting new examples and more physical questions related to infra-red and ultra-violet problems can again be found in [2] .
Non Gaussian measures as a starting point of the theory are of interest in statistical physics, where e.g. measures of poisson type play a great rôle [9] , but recently also have attracted some attention in particle physics, cf. e.g. [7] .
After a short section fixing the notations and briefly surveying the perturbation expansion, we introduce these generalized Feynman graphs in section 3. In section 4 we give a graphical notion of Wick ordering for general functional measures and we compare it with orthogonal expansions of Wiener-Itô-Segal type [6, 10, 4] . In section 5 we prove the linked cluster theorem for the generalized Feynman graphs, which paves the way for applications in statistical physics.
Perturbation theory
Let us consider the nuclear triplet
where d ∈ N, S(R d ) the space of functions defined on R d , differentiable for any order, rapidly decreasing and S ′ (R d ) the space of tempered distributions, i.e the topological dual of S(R d ).
We denote by B(S ′ (R d ) the Borel σ−ring generated by the open sets of the weak topology on
We consider functional measures ν 0 on the measurable space (
The function χ ǫ can be seen as the integral kernel of an operator :
where
The convolution χ ǫ * φ is continuous in the weak S ′ (R d ) topology and in particular it is
It takes values in the C ∞ (R d )−functions with tempered (at most polynomial) increase at infinity. We consider the functional measure ν 0,ǫ which is the image measure of ν 0 under
In particular, the support of ν 0,ǫ lies in the image of S ′ (R d ) under χ ǫ , hence in the space of C ∞ (R d )− functions of at most tempered increase. It is thus possible, to approximate any measure ν 0 by measures ν 0,ǫ which have support not only on tempered distributions, but on C ∞ (R d )−functions. Such a procedure goes under the name ultra-violet regularization procedure. From now we assume that ν 0 is probability measure on C ∞ temp (R d ), the space of tempered
is measurable as the pointwise limit of φ, χ ǫ,x → φ(x) ǫ ↓ 0. Having specified the conditions on ν 0 , we next define interactions of local type : Let v : R → R be a function which is continuous and bounded from below. Let Λ be a compact subset of R d . Then we set
We are particularly interested in the case where v is a monomial and we chose v(φ) = φ 4 for the sake of concreteness following the tradition in perturbation theory. Furthermore, it is easy to show that V Λ : C ∞ temp (R d ) → R is B−measurable and bounded from below. Let ν λ Λ be the perturbed measure defined by :
where 0 < λ ≪ 1. λ is called the coupling constant. We want to calculate the moments w.r.t ν λ Λ :
Next we come to the perturbation series of the expression (5) . One can expand the exponential in (5) in powers of the coupling constant :
Next one interchanges the infinite sum and the integral w.r.t ν 0 . This is in general only a formal operation :
Applying Fubini's lemma to the right hand side of (7) one obtains
The problem with (8) is that for a number of interesting examples the series diverges, while (6) is well-defined. Usually one can replace the divergent series (8) with a finite sum up to the order N ∈ N in the coupling constant λ > 0. For λ small this usually still gives an excellent approximation of the left hand side of (8) .
Note that in particular the case n = 0 gives us an expression for the sum over states S λ 0,Λ = Ξ Λ (λ) and the moment functions for the normalized measure Ξ Λ (λ) −1 ν λ Λ can be obtained from the expansion on S λ n,Λ and Ξ Λ (λ) by the procedure of inversion and multiplication of inverse power series. In section 5 we will also consider the case of the free energy ln Ξ Λ (λ) which is the main object of interest in thermodynamics. To obtain the formal perturbation series, it is enough to evaluate the integrals in the formal power series (8) :
In the following section we give a graphical method how to evaluate such integrals. This method is standard for the special case when ν 0 is Gaussian and then gives the well-known Feymann diagrams and rules. The generalization to non-Gaussian measures is our objective.
Generalized Feynman graphs
We come back to the point that in the formula (8) in Section 2 that the calculation of the perturbation series can be reduced to the calculation of the moments (9) of the unperturbed measure ν 0 . But often it is easier to calculate truncated moments (also called truncated Schwinger functions) which are defined as follows:
Definition 3.1. Let ν 0 be a probability measure defined on some measurable space of functions and
of ν 0 are defined recursively in n ∈ N as follows:
here I is a partition of {1, ..., n}, i.e if I = {I 1 , ..., I q } with ∅ = I l ⊂ {1, ..., n} for all l = 1, ..., q, I l I j = ∅, l = j and q l=1 I l = {1, ..., n}. The following theorem is well-known:
Then the moments are generated by C :
.., t n , x n ) which is well-defined for t 1 , ..., t n sufficiently small. Then C T generates the truncated moments :
(13) Example 3.3. (The Gaussian case) If ν 0 is Gaussian measure, then :
and consequently
Inserting this into (14) yields :
Using the Linked Cluster theorem for this special case, one obtains
where a partition I is a pairing if I = {I 1 , ..., I n 2 }, n even ♯(I l ) = number of elements in I l = 2 ∀ l = 1, ..., n 2 (the collection pairings(n)= ∅ if n is odd). Now one can use the combinatorics of truncation to obtain an expression of (9) in terms of the usually simpler truncated moments. To visualize the combinatorics one uses a representation through graphs. In the following we use the notations:
Example 3.5.
Figure 1 As one can see from F igure1, a vertex in a graph can have a number of edges depending on the graph. The connection between graphs and moments of functional measures is established through identification
i.e truncated moment function is identified with an empty, inner vertex •. The empty inner vertex has n edges if and only if the truncated moment depends on n coordinates x 1 , ..., x n ∈ R d . From the combinatorics of truncation it is clear that the edges have to be considered indistinguishable.
Example 3.6. In (9) let us consider the case n = 2, m = 2. The expression φ(x 1 )φ(x 2 )φ 4 (y 1 )φ 4 (y 2 ) ν 0 contains two "outer points" x 1 and x 2 which contain only one in the correlation function and two "inner points" y 1 , y 2 " which are present 4 − times each.
To express the correlation function through truncations , we have to sum over all partitions of the : 2 × 1 + 2 × 4 = 10 points : Now we want to generalize the procedure of the last example. In particular, one has to identify all those graphs that correspond to a partition. This leads us to the following notation Table 2 In addition, in a generalized Feynman graph each edge has one full and one empty vertex as end point.
Clearly, these generalized Feynman graphs with n outer vertices and m inner full vertices are in one−to−one correspondence with the partitions of the points 1 × (x 1 ...x n ) + 4 × (y 1 ...y m ) in (9).
Example 3.8. Some examples of graphs:
Now we resume the discussion of this section in the following theorem:
. (Expansion of perturbed moments in term of Feynman graphs) In order to obtain the contribution of m−th order of the correlation functions of n-arguments (n − points f unction) one can proceed as follows: Draw all generalized Feynman graphs F(n, m) with n outer and m inner vertices as described in Definition 3.7. For any G ∈ F(n, m), put for any empty inner vertex with a q edges a q−point truncated correlation function with arguments given by x l and y j arguments determined by outer and inner full vertices, respectively. Integrate the set of inner full vertices (interaction vertices) over Λ. For each inner full vertex multiply by a coupling constant (−λ). Multiply the entire expression by
1 m!
Sum up over all general Feynman graphs with the given number of outer and inner full vertices.
The procedure described in Theorem 3.9 is also called Feynman rules for the Feynman graphs in Definition 3.7. In particular this procedure applies to the case when ν 0 is Gaussian. Example 3.10. Let ν 0 be Gaussian measure. Then the only non−vanishing truncated correlation function is the two point function, or in graphical function, the only empty inner vertex which does not lead to a zero evaluation of the generalized Feynman graph is
• . A non−vanishing graph, say of φ 2 −theory for a two point function, is thus of the kind : Figure 5 where in figure 5 the top graph is the conventional Feynman graph which is being evaluated by putting a two point function for each line (conventional Feynman rules). In this situation, the two−point function is also called Euclidian propagator.
Wick ordering by avoiding self-contractions
To fix ideas, let us have a look at one interaction vertex. In Definition 3.7 the following situations are not excluded :
In each of these parts of a generalized Feynman graph we have that one empty vertex is only connected to the interaction vertex. One can say, that a self− contraction occurs at the interaction vertices in the examples given in Figure 6 . Generally speaking, such self−contractions are not problematic for measures ν 0 with C ∞ (R d )− paths where the truncated Schwinger functions are not continuous functions. In the case however where
is a function with singuilarities if x j = x l , j = l, the self−contraction corresponds to
leads to a singularity (of ultra−violett type). It is thus desirable (eventhough this often does not resolve the problem of UV divergences completely) to avoid self−contractions. The procedure which is used to do so is called Wick−ordering. It is known that Wick−ordering can be done in the Gaussian case
• no vertices
Here we develop a formalism for Wick−ordering in the general case, however there remain some questions to be solved. Let Y = Y (φ) be a " sufficiently integrable " random variable−Y ∈ L p (ν 0 ) for some p ≥ 1 would do. Like in equation (10) 
where we use the convention that on the right hand side we replace φ(x n+1 ) by Y (φ). (21) is to underline the analogy with (10), one also rewrite (21) in the following form :
It is clear, that there are lots of self−contractions of the type I l T ν 0 on the right hand side of (22), in fact, there is only one single term free of self−contractions φ(x 1 )...φ(x n )Y T ν 0 . If Wick−ordering is to remove all self−contractions, one thus has to set :
Using (22) and (23) 
where : I q : stands for : φ(x j 1 )...φ(x jq ) : and I q = {j 1 , ..., j q } To prove the above theorem, it is sufficient to prove the following more general case :
where 
Using the hypothesis of induction gives :
On the other hand we have
.., k. and we have
On the right hand side of (26) 
Expansion of the free energy into connected Feynman graphs
The topic of this section is a classical problem of statistical mechanics, namely the expansion of the free energy ln Ξ Λ (λ) of a statistical mechanics system into connected Feynman graphs. Here we give a new and measure independent proof of a very general linked cluster theorem: 
where V Λ (G) is the value associated with G according to the Feynman rules given in Theorem 3.9
The remainder of this section is dedicated to the proof of this main theorem of our work. We would like to remark that this theorem also holds when the interaction is Wick ordered, as the proof we give here carries over word by word.
Let us first observe that Ξ Λ (λ) is the Laplace transform of the random variable V Λ , hence it is the generating functional for the moments of V Λ . It follows from the basic linked cluster theorem 3.2 (that is valid also for the Laplace transform) that ln Ξ Λ (λ) is the generating functional of the truncated moments of V Λ , i.e. 
Here we used the notation (T ) to indicate truncation w.r.t. V Λ . Furthermore, using induction and Fubini's theorem, it is easy to show that 
with φ 4 -interaction vertices and partitions of J 1 , . . . , J m , cf. section 3. It is not difficult to see that property (P) on the graphical side just means that the associated generalized Feynman graph is connected. Hence, the first sum on the right hand side of (35) is a sum over all possible connected components of the graph with "vertices" J 1 , . . . , J m . The remaining sums then give all possibilities of graphs which, by the property (P) in these sums, have exactly the given connected components. Hence on both sides of (35) we get a sum over all generalized Feynman graphs or, equivalently, over all partitions. As explained in the proof above, the interpretation of the condition in the sum of (33) just means that the associated Feynman graph is connected. Combining thus the equations (30)-(33) one obtains Theorem 5.1.
