We settle the dual addition formula for continuous q-ultraspherical polynomials as an expansion in terms of special q-Racah polynomials for which the constant term is given by the linearization formula for the continuous q-ultraspherical polynomials. In a second proof we derive the dual addition formula from the Rahman-Verma addition formula for these polynomials by using the self-duality of the polynomials. The paper starts with a tutorial on duality properties of orthogonal polynomials in the (q-)Askey scheme.
Introduction
This paper elaborates on the notions of addition formula and duality in connection with special orthogonal polynomials. As a natural continuation of our recent derivation [22] of the dual addition formula for ultraspherical polynomials we now derive the dual addition formula for continuous q-ultraspherical polynomials. We give two different proofs. The first proof is a perfect q-analogue of the derivation in [22] . Every step of the proof yields in the limit for q → 1 the corresponding step in [22] . The second proof exploits the self-duality of the continuous q-ultraspherical polynomials. Then the dual addition formula easily follows from the known addition formula [29] for these polynomials.
Addition formulas are closely related to product formulas. For instance, the addition formula for Legendre polynomials [28, (18.18.9 
)]
P n (cos θ 1 cos θ 2 + sin θ 1 sin θ 2 cos φ) = P n (cos θ 1 )P n (cos θ 2 ) + 2
n−k (cos θ 2 ) cos(kφ) (1.1)
gives the Fourier-cosine expansion of the left-hand side as a function of φ. Integration with respect to φ over [0, π] gives the constant term in this expansion, which is the product formula for Legendre polynomials [28, (18.17.6 
P n (cos θ 1 )P n (cos θ 2 ) = 1 π π 0 P n (cos θ 1 cos θ 2 + sin θ 1 sin θ 2 cos φ) dφ.
(1.2)
Two formulas involving Legendre polynomials P n (x) (or more generally some orthogonal polynomials p n (x)) are called dual to each other if the roles of n and x in the second formula are interchanged in comparison with the first formula. The formula dual to the product formula (1.2) is the linearization formula, which expands the product P ℓ (x)P m (x) in terms of Legendre polynomials P k (x). This expansion is a sum running from k = |ℓ − m| to k = ℓ + m, where only terms with ℓ + m − k even will occur since P n (−x) = (−1) n P n (x). The linearization formula for Legendre polynomials is explicitly known (see [28, (18.18.22) ] for λ = 1 2 together with [28, (18.7.9) ], and see after (1.4) for the shifted factorial (a) n ): Richard Askey, in his lectures at conferences, often raised the problem to find an addition type formula associated with (1.3) in a similar way as the addition formula (1.1) is associated with the product formula (1.2). The author finally solved this in [22] by recognizing the coefficient of P ℓ+m−2j (x) in (1.3) as the weight of a special Racah polynomial [18, (9. 2.1)] depending on j, and then finding the expansion of P ℓ+m−2j (x) in terms of these Racah polynomials. More generally, the same idea worked out well in [22] for ultraspherical polynonmials.
While (1.1), (1.2), (1.3), and their generalizations to ultraspherical polynomials, are formulas established long ago and staying within the realm of classical orthogonal polynomials, it is remarkable that the dual addition formula steps out from this and needs Racah polynomials, which live high up in the Askey scheme (see Figure 1 in §2.1). Parallel to the Askey scheme there is the much larger q-Askey scheme 1 . Families of orthogonal polynomials in the Askey scheme are limit cases of families in the q-Askey scheme. The continuous q-ultraspherical polynomials form the family which is the q-analogue of the ultraspherical polynomials. Moreover, the qanalogues of (1.1), (1.2) and (1.3) for these polynomials are available in the literature. The continuous q-ultraspherical polynomials also have the property of self-duality, which is lost in the limit to q = 1. This notion means that, for a suitable function σ, an orthogonal polynomial p n (x) has the property that p n (σ(m)) = p m (σ(n)) (m, n = 0, 1, . . .). With all this material available it becomes a smooth, although nontrivial job to derive the dual addition formula for these polynomials. This paper is based on the R. P. Agarwal Memorial Lecture, which the author delivered on November 2, 2017 during the conference ICSFA-2017 held in Bikaner, Rajasthan, India. With pleasure I remember to have met Prof. Agarwal during the workshop on Special Functions and Differential Equations held at the Institute of Mathematical Sciences in Chennai, January 1997, where he delivered the opening address [1] . I cannot resist to quote from it the following wise words, close to the end of the article: "I think that I have taken enough time and I close my discourse-with a word of caution and advice to the research workers in the area of special functions and also those who use them in physical problems. The corner stones of classical analysis are elegance, simplicity, beauty and perfection. Let them not be lost in your work. Any analytical generalization of a special function, only for the sake of a generalization by adding a few terms or parameters here and there, leads us nowhere. All research work should be meaningful and aim at developing a quality technique or have a bearing in some allied discipline."
The contents of the paper are as follows. Section 2, of tutorial nature, discusses the notion of duality in special functions. Section 3 gives the necessary preliminaries about special classes of orthogonal polynomials which will occur later in the paper. Next, Section 4 summarizes the results about the addition formula and dual addition formula for ultraspherical polynomials. The new results of the paper appear in Section 5. It contains the two proofs of the dual addition formula for continuous q-ultraspherical polynomials.
Note For definition and notation of (q-)shifted factorials and (q-)hypergeometric series see [13, §1.2] . In the q = 1 case we will mostly meet terminating hypergeometric series
is the Pochhammer symbol or shifted factorial. In (1.4) we even allow that b i = −N for some i with N integer ≥ n. There is no problem because the sum on the right terminates at k = n ≤ N .
In the q-case we will always assume that 0 < q < 1. We will only meet terminating qhypergeometric series of the form
is the qPochhammer symbol or q-shifted factorial. In (1.5) we even allow that b i = q N for some i with N integer ≥ n. For formulas on orthogonal polynomials in the (q-)Askey scheme we will often refer to Chapters 9 and 14 in [18] . Almost all of these formulas, with different numbering, are available in open access on http://aw.twi.tudelft.nl/~koekoek/askey/.
The notion of duality in special functions
With respect to a (positive) measure µ on R with support containing infinitely many points we can define orthogonal polynomials (OP's) p n (n = 0, 1, 2, . . .), unique up to nonzero real constant factors, as (real-valued) polynomials p n of degree n such that
Then the polynomials p n satisfy a three-term recurrence relation
where the term C n p n−1 (x) is omitted if n = 0, and where A n , B n , C n are real and
By Favard's theorem [12] we can conversely say that if p 0 (x) is a nonzero real constant, and the p n (x) (n = 0, 1, 2, . . .) are generated by (2.1) for certain real A n , B n , C n which satisfy (2.2), then the p n are OP's with respect to a certain measure µ on R.
With A n , B n , C n as in (2.1) define a Jacobi operator M , acting on infinite sequences {g(n)} ∞ n=0 , by
where the term C n g(n − 1) is omitted if n = 0. Then (2.1) can be rewritten as the eigenvalue equation
One might say that the study of a system of OP's p n turns down to the spectral theory and harmonic analysis associated with the operator M . From this perspective one can wonder if the polynomials p n satisfy some dual eigenvalue equation
for n = 0, 1, 2, . . ., where L is some linear operator acting on the space of polynomials. We will consider varioua types of operators L together with the corresponding OP's, first in the Askey scheme and next in the q-Askey scheme.
The Askey scheme
Classical OP's Bochner's theorem [9] classifies the second order differentai operators L together with the OP's p n such that (2.4) holds for certain eigenvalues λ n . The resulting classical orthogonal polynomials are essentially the polynomials listed in the table below. Here dµ(x) = w(x) dx on (a, b) and the closure of that interval is the support of µ. Furthermore, w 1 (x) occurs in the formula for L to be given after the table.
For these classical OP's the duality goes much further than the two dual eigenvalue equations (2.3) and (2.4). In particular for Jacobi polynomials it is true to a large extent that every formula or property involving n and x has a dual formula or property where the roles of n and x are interchanged. We call this the duality principle. If the partner formula or property is not yet known then it is usually a good open problem to find it (but one should be warned that there are examples where the duality fails).
The Jacobi, Laguerre and Hermite families are connected by limit transitions, as is already suggested by limit transitions for their (rescaled) weight functions:
• Jacobi → Hermite: 1 − α −1 x 2 α → e −x 2 as α → ∞;
• Laguerre → Hermite: e α(1−log α) (2α)
Formulas and properties of the three families can be expected to be connected under these limits. Although this is not always the case, this limit principle is again a good source of open problems.
Discrete analogues of classical OP's Let L be a second order difference operator:
Here as solutions of (2.4) we will also allow OP's {p n } N n=0 for some finite N ≥ 0, which will be orthogonal with respect to positive weights w k (k = 0, 1, . . . , N ) on a finite set of points x k (k = 0, 1, . . . , N ):
If such a finite system of OP's satisfies (2.4) for n = 0, 1, . . . , N with L of the form (2.5) then the highest n for which the recurrence relation (2.1) holds is n = N , where the zeros of p N +1 are precisely the points x 0 , x 1 , . . . , x N . The classification of OP's satisfying (2.4) with L of the form (2.5) (first done by O. Lancaster, 1941, see [2] ) yields the four families of Hahn, Krawtchouk, Meixner and Charlier polynomials, of which Hahn and Krawtchouk are finite systems, and Meixner and Charlier infinite systems with respect to weights on countably infinite sets.
Krawtchouk polynomials [18, (9.11.1)] are given by
They satsify the orthogonality relation
with weights
By (2.6) they are self-dual :
The three-term recurrence relation (2.3) immediately implies a dual equation (2.4) for such OP's. The four just mentioned families of discrete OP's are also connected by limit relations. Moreover, the classical OP's can be obtained as limit cases of them, but not conversely. For instance, Hahn polynomials [18, (9.5.1)] are given by
and they satisfy the orthogonality relation
Then by (2.7) (rescaled) Hahn polynomials tend to (shifted) Jacobi polynomials:
Continuous versions of Hahn and Meixner polynomials
A variant of the difference operator (2.5) is the operator 
Insertion of a quadratic argument
For an operator L and some polynomial σ of degree 2 we can define an operator L by
Now we look for OP's satisfying (2.4) where L is of type (2.5) or (2.9). So
The resulting OP's are the Racah polynomials and dual Hahn polynomials for (2.11) with L of type (2.5), and Wilson polynomials and continuous dual Hahn polynomials for (2.11) with L of The OP's satisfying (2.4) in the cases discussed until now form together the Askey scheme, see Figure 1 . The arrows denote limit transitions.
In the Askey scheme we emphasize the self-dual families: Racah, Meixner, Krawtchouk and Charlier for the OP's with discrete orthogonality measure, and Wilson and Meixner-Pollaczek for the OP's with non-discrete orthogonality measure. We already met perfect self-duality for the Krawtchouk polynomials, which is also the case for Meixner and Charlier polynomials. For the Racah polynomials the dual OP's are still Racah polynomials, but with different values of the parameters:
The orthogonality relation for these Racah polynomials involves a weighted sum of terms
For Wilson polynomials we have also self-duality with a change of parameters but the selfduality is not perfect, i.e., not related to the orthogonality relation:
where
The duality (2.12) holds for −ix − a = 0, 1, 2, . . ., while the orthogonality relation for the Wilson polynomials involves a weighted integral of (W m W n )(x 2 ; a, b, c, d) over x ∈ [0, ∞).
As indicated in Figure 1 , the dual Hahn polynomials
are dual to the Hahn polynomials (2.7):
The duality is perfect: the dual orthogonality relation for the Hahn polynomials is the orthogonality relation for the dual Hahn polynomials, and conversely. There is a similar, but non-perfect duality between continuous Hahn and continuous dual Hahn.
The classical OP's are in two senses exceptional within the Askey scheme. First, they are the only families which are not self-dual or dual to another family of OP's. Second, they are the only continuous families which are not related by analytic continuation to a discrete family.
With the arrows in the Askey scheme given it can be taken as a leading principle to link also the formulas and properties of the various families in the Askey scheme by these arrows. In particular, if one has some formula or property for a family lower in the Askey scheme, say for Jacobi, then one may look for the corresponding formula or property higher up, and try to find it if it is not yet known. In particular, if one could find the result on the highest Racah or Wilson level, which is self-dual then, going down along the arrows, one might also obtain two mutually dual results in the Jacobi case.
The q-Askey scheme
The families of OP's in the q-Askey scheme 2 [18, Ch. 14] result from the classification [16] , [15] , [17] , [30] of OP's satisfying (2.4), where L is defined in terms of the operator L and the function σ by (2.10), where L is of type (2.5) or (2.9), and where σ(x) = q x or equal to a quadratic polynomial in q x . This choice of σ(x) is the new feature deviating from what we discussed about the Askey scheme. And here q enters, with 0 < q < 1 always assumed. The q-Askey scheme is considerably larger than the Askey scheme, but many features of the Askey scheme return here, in particular it has arrows denoting limit relations. Moreover, the q-Askey scheme is quite parallel to the Askey scheme in the sense that OP's in th q-Askey scheme, after suitable rescaling, tend to OP's in the Askey scheme as q ↑ 1. Parallel to Wilson and Racah polynomials at the top of the Askey scheme there are Askey-Wilson polynomials [7] and q-Racah polynomials at the top of the q-Askey scheme. These are again self-dual families, with the self-duality for q-Racah being perfect.
The guiding principles discussed before about formulas or properties related by duality or limit transitions now extend to the q-Askey scheme: both within the q-Askey scheme and in relation to the Askey scheme by letting q ↑ 1. For instance, one can hope to find as many dual pairs of significant formulas and properties of Askey-Wilson polynomials as possible which have mutually dual limit cases for Jacobi polynomials. In fact, we realize this in Section 5 with the addition and dual addition formula by taking limits from the continuous q-ultraspherical polynomials (a self-dual one-parameter subclass of the four-parameter class of Askey-Wilson polynomials) to the ultraspherical polynomials (a one-parameter subclass of the two-parameter class of Jacobi polynomials).
One remarkable aspect of duality in the two schemes concerns the discrete OP's living there. Leonard (1982) classified all systems of OP's p n (x) with respect to weights on a countable set {x(m)} for which there is a system of OP's q m (y) on a countable set {y(n)} such that
His classification yields the OP's in the q-Askey scheme which are orthogonal with respect to weights on a countable set together with their limit cases for q ↑ 1 and q ↓ −1 (where we allow −1 < q < 1 in the q-Askey scheme). The q ↓ −1 limit case yields the Bannai-Ito polynomials [8] .
Duality for non-polynomial special functions
For Bessel functions J α see [28, Ch. 10] and references given there. It is convenient to use a different standardization and notation:
Then (see [28, (10.16.9 )])
J α is an even entire analytic function. Some special cases are
The Hankel transform pair [28, §10.22(v)], for f in a suitable function class, is given by
In view of (2.13) the Hankel transform contains the Fourier-cosine and Fourier-sine transform as special cases for α = ± 
Obviously, then also
The differential operator in (2.15) involves the spectral variable λ of (2.14), while the eigenvalue in (2.15) involves the x-variable in the differential operator in (2.14).
The Bessel functions and the Hankel transform are closely related to the Jacobi polynomials (2.8) and their orthogonality relation. Indeed, we have the limit formulas
There are many other examples of non-polynomial special functions being limit cases of OP's in the (q-)Askey scheme, see for instance [21] , [19] . In 1986 Duistermaat & Grünbaum [10] posed the question if the pair of eigenvalue equations (2.14), (2.15) could be generalized to a pair
for suitable differential operators L x in x and M λ in λ and suitable functions φ λ (x) solving the two equations. Here the functions φ λ (x) occur as eigenfunctions in two ways: for the operator L x with eigenvalue depending on λ and for the operator M λ with eigenvalue depending on x.
Since the occurring eigenvalues of an operator form its spectrum, a phenomenon as in (2.16) is called bispectrality. For the case of a second order differential operator L x written in potential form L x = d 2 /dx 2 − V (x) they classified all possibilities for (2.16). Beside the mentioned Bessel cases and a case with Airy functions (closely related to Bessel functions) they obtained two other families where M λ is a higher than second order differential operator. These could be obtained by successive Darboux transformations applied to L x in potential form. A Darboux transformation produces a new potential from a given potential V (x) by a formula which involves an eigenfunction of L x with eigenvalue 0. Their two new families get a start by the application of a Darboux transformation to the Bessel differential equation (2.14), rewritten in potential form φ
Here α should be in Z + Just as higher order differential operators M λ occur in (2.16), there has been a lot of work on studying OP's satisfying (2.4) with L a higher order differential operator. See a classification in [25] , [24] . All occurring OP's, the so-called Jacobi type and Laguerre type polynomials, have a Jacobi or Laguerre orthogonality measure with integer values of the parameters, supplemented by mass points at one or both endpoints of the orthogonality interval. Some of the Bessel type functions in the second new class in [10] were obtained in [11] as limit cases of Laguerre type polynomials.
Some further cases of duality
The self-duality property of the family of Askey-Wikson polynomials is reflected in Zhedanov's Askey-Wilson algebra [31] . A larger algebraic structure is the double affine Hecke algebra (DAHA), introduced by Cherednik and extended by Sahi. The related special functions are so-called non-symmetric special functions. They are functions in several variables and associated with root systems. Again there is a duality, both in the DAHA and for the related special functions. For the (one-variable) case of the non-symmetric Askey-Wilson polynomials this is treated in [27] . In [23] limit cases in the q-Askey scheme are also considered.
Finally we should mention the manuscript [20] . Here the author extended the duality (3.13) for continuous q-ultraspherical polynomials to Macdonald polynomials and thus obtained the so-called Pieri formula [26, §VI.6] for these polynomials.
3 Some special classes of orthogonal polynomials
Ultraspherical polynomials
where P (α,β) n (x) is a Jacobi polynomial [18, (9.8.1)] in usual notation. In the standardization (3.1) we have R (α,β) n (1) = 1. In the special case α = β we obtain ultraspherical (or Gegenbauer) polynomials
where C n (1) = (2λ) n /n! . The polynomials R α n satisfy the orthogonality relation
n + 2α + 1 2n + 2α + 1 n! (2α + 2) n .
Racah polynomials
We will consider Racah polynomials [18, Section 9.2]
R n x(x + γ + δ + 1); α, β, γ, δ := 4 F 3 −n, n + α + β + 1, −x, x + γ + δ + 1 α + 1, β + δ + 1, γ + 1 ; 1 (3.3)
for γ = −N − 1, where N ∈ {1, 2, . . .}, and for n ∈ {0, 1, . . . , N }. These are orthogonal polynomials on the finite quadratic set {x(x + γ + δ + 1) | x ∈ {0, 1, . . . , N }}:
(R m R n ) x(x + γ + δ + 1); α, β, γ, δ w α,β,γ,δ (x) = h n;α,β,γ,δ δ m,n (m, n ∈ {0, 1, . . . , N })
Askey-Wilson polynomials
We will use the following standardization and notation for Askey-Wilson polynomials :
These are symmetric Laurent polynomials of degree n in z, so they are ordinary polynomials of degree n in x := 
If |a|, |b|, |c|, |d| ≤ 1 such that pairwise products of a, b, c, d are not equal to 1 and such that non-real parameters occur in complex conjugate pairs, then the Askey-Wilson polynomials are orthogonal with respect to a non-negative weight function on x = 1 2 (z + z −1 ) ∈ [−1, 1]. For convenience we give this orthogonality in the variable z on the unit circle, where the integrand is invariant under z → z −1 :
where 10) and where the explicit expression for h n can be obtained from [18, (14.1. 2)] together with (3.7).
Continuous q-ultraspherical polynomials
The continuous q-ultraspherical polynomials are a one-parameter subfamily of the Askey-Wilson polynomials. For them we will use the following standardization and notation: n (q; q) n (qβ 2 ; q) n C n x; q 1 2 β | q .
The continuous q-ultraspherical polynomials with β = q α tend to the ultraspherical polynomials (3.2) as q ↑ 1: lim
In view of [13, (3. 
see [18, (14.10.18) ]. This weight function satisfies the recurrence
We will need the difference formula
Proof of (3.17). More generally, let w(x) = w(−x) be an even weight function on [−1, 1], let p n (x) = k n x n + · · · be orthogonal polynomials on [−1, 1] with respect to the weight function w(x), and let q n (x) = k ′ n x n +· · · be orthogonal polynomials on [−1, 1] with respect to the weight function w(x)(a 2 − x 2 ) (a ≥ 1). Assume that p n and q n are normalized by p n (a) = 1 = q n (a). Let n ≥ 2. Then p n (x) − p n−2 (x) vanishes for x = ±a. Hence (p n (x) − p n−2 (x))/(x 2 − a 2 ) is a polynomial of degree n − 2. It is immediately seen that x k (k < n − 2) is orthogonal to this polynomial with respect to the weight function w(x)(a 2 − x 2 ) on [−1, 1]. We conclude that
Now specialize to the weight function (3.15) and use (3.16) and (3.14).
q-Racah polynomials
We will consider q-Racah polynomials [18, §14.2]
R n (q −x + γδq x+1 ; α, β, γ, δ | q) := 4 φ 3 q −n , q n+1 αβ, q −x , q x+1 γδ qα, qβδ, qγ ; q, q (3.18)
for γ = q −N −1 , where N ∈ {1, 2, . . .}, and for n ∈ {0, 1, . . . , N }. They are discrete cases of the Askey-Wilson polynomials (3.6). Note that they are notated with round brackets in (3.18), while Askey-Wilson polynomials in (3.6) have straight brackets. The polynomials (3.18) are orthogonal polynomials on the finite q-quadratic set {q −x + γδq x+1 | x ∈ {0, 1, . . . , N }}:
(R m R n )(q −x + γδq x+1 ; α, β, γ, δ | q) w α,β,γ,δ;q (x) = h n;α,β,γ,δ;q δ m,n (3.19) 20) h n;α,β,γ,δ;q h 0;α,β,γ,δ;q :
Clearly R n (1 + q −N δ; α, β, q −N −1 , δ | q) = 1 while, by (3.18) and the q-Saalschütz formula [13, (1.7.2)], we can evaluate the q-Racah polynomial for x = N :
The backward shift operator equation [18, (14.2.10) ] can be rewritten as
This holds for x = 1, . . . , N while for x = 0 (3.24) remains true if we put the second term on the right equal to 0. In the case x = N the first term on the right is equal to zero because of (3.20) , and the identity (3.24) can be checked by using (3.20) and (3.23).
Hence, for a function f on {0, 1, . . . , N } we have
4 The addition and dual addition formula for ultraspherical polynomials
The addition formula
First we discuss the product and addition formula for ultraspherical polynomials, see [4, §9.8] .
The product formula reads
t is a polynomial of degree n in t, it will have an expansion
with c k depending on x and y, and with c 0 = R α n (x)R α n (y). This expansion is called the addition formula for ultraspherical polynomials, in which the dependence of c k on x and y turns out to have a nice factorized form:
This addition formula is usually ascribed to Gegenbauer [14] (1874). However, it was already stated and proved by Allé [3] in 1865. For a better understanding of the dual addition formula and of the q-analogue of the addition formula we rewrite the product formula (4.1) in kernel form:
We can now recognize R α n (x)R α n (y) as the term c 0 in the expansion
The explicit expansion is a simple rewriting of the addition formula (4.2):
. (4.4)
The dual addition formula
The linearization formula for Gegenbauer polynomials, see [5, (5.7) ], can be written as ). We also assume, without loss of generality, that ℓ ≥ m. Quite analogous to the way that the addition formula (4.2) was suggested by the product formula (4.1) we may try to recognize the coefficient of R α l+m−2j (x) in (4.5) as a weight w j such that possibly an explicit orthogonal system with respect to the weights w j is known. We succeeded to identify w j in [22, §4] . They turn out to be the weights of special Racah polynomials.
Indeed, formula (4.5) can be rewritten as 
The full expansion is the dual addition formula for ultraspherical polynomials : 5 The addition and dual addition formula for continuous q-ultraspherical polynomials
The addition formula
The q-analogue of the product formula for ultraspherical polynomials in its form (4.3) was given by Rahma & Verma [29, (1.20) ]. It uses a different choice of parameter for the q-ultraspherical polynomials:
where the most right part contains a special Askey-Wilson polynomial (3.6) . Then the duality (3.13) takes the form
or, in terms of special Askey-Wilson polynomials,
In terms of the polynomials (5.1) and with usage of (3.9), (3.10) the Rahman-Verma product formula reads as follows:
This suggests an expansion
where the term c 0 equals
. Indeed, [29, (1.24) ] gives the addition formula (z + z −1 ) then it will be the limit cae for q ↑ 1 of (5.3) with a = q 
The dual addition formula
As mentioned in [6, (4.18) ], Rogers already gave the linearization formula for continuous qultraspherical polynomials in 1895. Here we refer for this formula to [4, (10.11.10) ]. It can be written in notation (3.11) as
By the earlier assumption 0 < β < q 
The general terms of this expansion will be obtained by evaluating the sum
where we still assume l ≥ m and where k ∈ {0, . . . , m}.
Theorem 5.1. The sum (5.7) can be evaluated as
Here we use the convention that (±a; q) n := (a; q) n (−a; q) n .
Proof In (5.7) put f (j) := R β;q ℓ+m−2j (x). Then comparison of (5.7) with (3.25) gives We can handle the factor f (j) − f (j + 1) in the right part above by using (3. If we put β = q α in (5.11) and take the limit for q ↑ 1 then we arrive at the dual addition formula (4.7) for ultraspherical polynomials.
A second proof of the dual addition formula
We will now show that the addition formula (5.3) and the dual additon formula (5.11) coincide when both formulas are suitably restricted in their x or z variable. This will follow from the duality (5.2).
In (5.11) put β = q 
