Boundary value problems for first order elliptic wedge operators by Krainer, Thomas & Mendoza, Gerardo A.
ar
X
iv
:1
30
7.
23
98
v2
  [
ma
th.
AP
]  
28
 O
ct 
20
13
BOUNDARY VALUE PROBLEMS FOR FIRST ORDER ELLIPTIC
WEDGE OPERATORS
THOMAS KRAINER AND GERARDO A. MENDOZA
Abstract. We develop an elliptic theory based in L2 of boundary value prob-
lems for general wedge differential operators of first order under only mild as-
sumptions on the boundary spectrum. In particular, we do not require the
indicial roots to be constant along the base of the boundary fibration.
Our theory includes as a special case the classical theory of elliptic bound-
ary value problems for first order operators with and without the Shapiro-
Lopatinskii condition, and can be thought of as a natural extension of that
theory to the geometrically and analytically relevant class of wedge operators.
Wedge operators arise in the global analysis on manifolds with incomplete
edge singularities. Our theory settles, in the first order case, the long-standing
open problem to develop a robust elliptic theory of boundary value problems
for such operators.
1. Introduction
We present here a theory of boundary value problems for general first order
elliptic wedge differential operators closely paralleling, and including as a special
case, that of regular elliptic first order boundary value problems. Wedge differ-
ential operators, similar in structure to the operators that result when rewriting
a regular differential operator in cylindrical coordinates, constitute an important
tool for doing the various flavors of analysis—topological, geometric, global—on
manifolds with singularities, see e.g. [1, 2]. We describe the operators in the next
few paragraphs and our results immediately afterwards in this introduction.
Wedge differential operators (and the closely related edge operators on which
they are based) are operators defined on manifolds with boundary, where the latter
is the total space of a fibration, a situation reminiscent of the spheres in the bound-
ary of the blow-up of a manifold along a submanifold via cylindrical coordinates
(see Mazzeo [21]). Thus we will be dealing with a compact connected manifold M
with non-empty boundary N , the latter the total space of a locally trivial fibration
Z →֒ N = ∂M
.
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with compact fibers Z. Associated with the boundary fibration there is a subspace
of vector fields on M, Ve, a Lie subalgebra of C∞(M;TM), consisting of those
vector fields which over the boundary are tangent to the fibration. The ring of edge
differential operators, Diffe(M) is then defined to be the algebra generated by Ve
and C∞(M). And if E and F are vector bundles, then Diffe(M;E,F ) denotes the
space of differential operators which locally are represented by matrices of elements
of Diffe(M), cf. Mazzeo, op. cit. Alternatively, adapting a well known scheme, we
may begin with the ring
R = {f ∈ C∞(M) : f |N is constant on the fibers of ℘} , (1.2)
f ∈ R ⇐⇒ f ∈ C∞(M) and f
∣∣
N
∈ ℘∗C∞(Y). Then the class of edge differential
operators can be characterized as follows:
P ∈ Diffme (M;E,F ) ⇐⇒ P ∈ Diff
m(M;E,F ) and, induc-
tively, [P, f ] ∈ xDiffm−1e (M;E,F ) for any f ∈ R if m ≥ 1.
(1.3)
A wedge differential operator of order m is an element of
x−mDiffme (M;E,F ),
that is, an operator of the form A = x−mP with P ∈ Diffme (M;E,F ), see Schulze
[31]. Here and elsewhere x is a defining function for ∂M, positive in
◦
M. The
presence of the factor x−m makes these operators differ in a fundamental way from
edge operators except when m = 0. Because of (1.3) we have the following natural
property of wedge differential operators:
A ∈ x−mDiffme (M;E,F ), f ∈ R =⇒ [A, f ] ∈ x
−(m−1)Diffm−1e (M;E,F ). (1.4)
Evidently R plays an important role. In local coordinates x, y, z with x as just
described and the yj |N being lifts of local coordinates on Y,
A =
1
xm
∑
k+|α|+|β|≤m
akαβ(x, y, z)(xDx)
k(xDy)
αDβz . (1.5)
The coefficients akαβ are smooth up to the boundary. The kind of coordinates just
used will be referred to as adapted coordinates.
Two extreme cases of the boundary fibration should be mentioned, according
to the extremal dimensions of Z. The case dimZ = dimN corresponds to totally
characteristic (or b-operators) rather than e-operators, and in the case that Z is just
a point and Y = N the class x−mDiffme (M;E,F ) includes all regular differential
operators Diffm(M;E,F ).
Ellipticity of a wedge operator A ∈ x−mDiffme (M;E,F ), w-ellipticity for short,
is discussed in full detail in [12] and briefly reviewed in the next section. It implies
ellipticity of A over the interior of M. Let mb = x−1m be a b-measure (so m is a
smooth positive density onM), let the bundle E be given a Hermitian metric, also
fix a number γ ∈ R and form the L2 spaces of sections based on mb with respect
to the weight x2γ , denoted x−γL2b(M;E), analogously for F . The notation is from
Melrose [27] but see Section 3 for a more detailed explanation. Already assuming
w-ellipticity of A, recall the two standard closed extensions of A (the concept goes
essentially back to Weyl’s thesis), the maximal extension, whose domain is
Dmax(A) =
{
u ∈ x−γL2b(M;E) : Au ∈ x
−γL2b(M;F )
}
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and the minimal domain whose domain Dmin(A) is the closure of C∞c (
◦
M;E) in
Dmax(A) with respect to the norm defined by the inner product
(u, v)A = (Au,Av)x−γL2b + (u, v)x−γL2b . (1.6)
In order to set up a boundary value problem one of course needs to first be
able to associate to each u ∈ Dmax(A) an object that can properly be regarded
as a boundary value. In connection with this we showed in [18] how to construct,
under a mild condition on the boundary spectrum stated here as (4.1), a vector
bundle T → Y for any elliptic wedge operator A. This is the trace bundle of A.
Its definition and relevant properties are reviewed here in Section 4. Continuing in
this direction we construct here (for a first order operator) a map γA : Dmax(A)→
C−∞(Y;T ), the trace map associated with A, see Definition 5.10. A moment’s
thought gives that the kernel of γA should contain Dmin(A); Proposition 5.9 states
that this is indeed the case.
Once the notion of boundary value is secured, the meaning of a boundary value
problem in its most classical sense is clear: given a vector bundle G → Y and a
pseudodifferential operator
B : C∞(Y;T )→ C∞(Y;G ),
one seeks u such that {
Au = f in
◦
M
B(γAu) = g on Y,
(1.7)
typically with f ∈ x−γL2b(M;F ) and g a section of G .
One aims at obtaining conditions relating B to A that imply that the problem is
Fredholm. This requires setting up a notion of ellipticity for the full boundary value
problem (1.7). In preparation for this we discuss, in Section 6, the kernel bundle
of the normal family A∧(η) of A, a family consisting of cone-differential operators
depending on η ∈ T ∗Y\0 as a parameter. This family was discussed in an invariant
setting in [12] and is reviewed here in Section 2 (see (2.4)), see also [8, Section
7.1.3], [31, Section 3.3], and in quantized form [21]. The underlying manifold for
the operators of the normal family is Z∧ = [0,∞)× Z, essentially the part of the
inward pointing normal bundle of N in M that lies over the typical fiber Z ⊂ N .
To place the normal family and its role in context, we note that, classically, for
a regular elliptic operator in Diffm(M;E,F ) (Z consists of just one point in this
case and one views Y as being N itself), the normal family is the family of ordinary
differential operators obtained from the restriction to T ∗YM of the principal symbol
of the operator when the conormal variable is replaced by ordinary differentiation.
More precisely, writing ι : Y →M for the inclusion map (recall that Y = N when
discussing the regular elliptic situation), it is the family of ordinary differential op-
erators on the fibers of the bundle dual to ι∗ : T ∗YM→ T
∗Y obtained by quantizing
only in the fiber direction. The ellipticity condition implies that the dimension of
the space of null solutions of the resulting operator that decrease rapidly in the
positive (interior) direction does not change with the base point η 6= 0, therefore
defines a vector bundle. We note in passing that this may not be true if T ∗Y\0 is
not connected and one insists on vector bundles having constant rank. However,
the statement just made becomes correct if one allows for fiber bundles to have non-
connected bases and/or fibers and nonconstant base and/or fiber dimension. All
fiber bundles throughout the paper, including the boundary fibration (1.1), should
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be taken in this extended sense. The relevant information the rapidly decreasing
null solutions bring with them is encoded in their Cauchy data at 0 ∈ ι∗η, which we
are calling their trace. The latter spaces form a vector bundle K over T ∗Y\0 which
should be interpreted as a subbundle of the pull-back to T ∗Y\0 of the trace bundle.
The classical Shapiro-Lopatinskii condition is the condition that the restriction of
the principal symbol of B in (1.7) to K be an isomorphism onto the pullback of G
to T ∗Y, see for example [35, Chapter VI, Definition 1].
In our setting, the above still holds, with a proviso. We require that each A∧(η),
η 6= 0, be injective on its minimal domain and surjective on its maximal domain.
This condition, automatically satisfied in the case of a regular elliptic operator, is
again reminiscent of a condition required by Mazzeo in [21, Hypothesis 5.14]. As
a consequence, the family of kernels in x−γL2b(Z
∧) of the various A∧(η), η 6= 0,
form the fibers of a finite rank smooth vector bundle K→ T ∗Y\0, see Theorem 6.2.
For each η there is a trace map γA∧(η) : Dmax(A∧(η)) → π
∗
YTy, y = πY(η), giving
an isomorphism from K to a subbundle K ⊂ π∗YT . In analogy with the classical
case, each of the elements in K is rapidly decreasing at∞. The Shapiro-Lopatinskii
condition can now be stated in our general setting in exactly the same terms: that
the restriction of the principal symbol of B to K be an isomorphism onto π∗YG .
At this point, the task becomes to construct a parametrix for the problem.
This requires among other things a more careful set up for the spaces in which
solutions are to be sought. To motivate this point we again resort to the familiar
classical situation. From our perspective, the fiber of T at y ∈ Y is, in the case
of a regular elliptic differential operator of order m, the (restriction to R+ of the)
space of Ey-valued polynomials of degree ≤ m − 1 in one variable x; in invariant
terms, the variable ranges, for each y, in the fiber of the inward pointing part of
the normal bundle to the boundary (we mentioned already that N = Y in the
classical situation). In a sense that can be made precise, these are the solutions
of A∧(η)u = 0 when η is an element of the zero section of T
∗Y. The sections of
interest have as coefficients the traces at Y of the normal derivatives of orders up
to m− 1 (except for constant nonzero factors) of elements typically in the Sobolev
space Hm(M;E). As such, the regularity of the coefficients decreases in steps of
1, beginning with the zeroth order term, the restriction of u to Y, which belongs
to Hm−1/2(Y;EY) down to the coefficient of order m − 1 which of course belongs
to H1/2(M;E). These changes in the Sobolev regularity of the various terms is
reflected in the structure of the operator B, a matrix of pseudodifferential operators
of various orders acting on the individual coefficients of the trace polynomial, with
the orders reflecting the a priori Sobolev regularity of the coefficients. This is why,
and how, the Douglis-Nirenberg calculus appears in the standard theory (see for
instance [7, 15]).
In the general case treated here the structure of the fibers of T is more compli-
cated even though we are dealing only with first order operators. Normalizing the
weight parameter γ to 1/2 henceforth in this introduction (this entails no loss of
generality), Ty is, over y ∈ Y, a finite-dimensional space whose elements are finite
sums
u =
∑
uσ,ℓx
iσ logℓ x
where the uσ,ℓ are smooth sections of E over ℘
−1(y), see (4.2), with |ℑσ| < 1/2
and nonnegative ℓ. An effect of this is that the infinitesimal generator of the radial
action (replace x by ̺x), acting fiberwise on elements of T , may have eigenvalues
BOUNDARY VALUE PROBLEMS 5
(the numbers iσ) and multiplicities (the largest number ℓ + 1 for a given σ) that
vary with y. Aside from the complications that this entails when discussing the
C∞ structure of T , a matter resolved in [18], it requires a careful redefinition of
Sobolev spaces to account for varying regularity and a reassessment of the nature of
the operator B, whose structure should be a generalization of the Douglis-Nirenberg
scheme. These last two issues were both discussed in full length in [19]. In terms
of these varying regularity spaces Theorem 5.11 gives that
γA : Dmax(A)→ H
−g(Y;T )
is continuous. Here g = x∂x+1/2, x∂x is the generator of the radial action, and the
shift by 1/2 ensures that the action is unitary on the space x−1/2L2b. Theorem 5.11
reduces to the classical assertion if x∂x acts trivially on T , that is, if Ty is, for
each y, a space of sections of E over Zy independent of x, since in this case the
image space is just the standard Sobolev space H−1/2(Y;T ). Having been guided
by the nature of the problem to allow for the action generated by g, we allow also
the target bundle G of the boundary condition to come equipped with an action
with infinitesimal generator a. The operator B in (1.7) is then taken to be in
Ψµ1,δ(Y; (T ,−g), (G , a)) for some fixed 0 < δ < 1. For details on the meaning of
this class we again direct the reader to [19].
The correct Sobolev space in which to pose the problem (1.7) is not Dmax(A),
which is too large, but a space we refer to as H1
T
(M;E), constructed in Section 8,
see Definition (8.2). The notation emphasizes the role of A (explicitly through T ,
implicit through the norm). The order reflects the fact that we are dealing here with
first order operators. This space reduces to the standard Sobolev space H1(M;E)
in the classical case. The elements of H1
T
(M;E) do have local H1 regularity in the
interior and share with the standard Sobolev space H1(M;E) the important fact
that the inclusion into x−1/2L2b(M;E) is compact (Corollary 8.4).
With this the analytic setup of the problem is completed, and the next task is the
construction of a parametrix. The problem we consider in Section 9 is more general
than the reader may have surmised from our discussion so far in that we allow for
Atiyah-Patodi-Singer type boundary conditions. These are accounted for in the
presence of a projection Π ∈ Ψ01,δ(Y; (G , a), (G , a)). Both Π and B are assumed to
have principal symbols
σ (Π) ∈ C∞(T ∗Y\0; End(π∗YG )), σ (B) ∈ C
∞(T ∗Y\0;Hom(π∗YT , π
∗
YG ))
assumed to be homogeneous in a way that respects the actions a and g.
Thus we seek a parametrix for the operator
H1T (M;E) ∋ u 7→ Au⊕ΠBγAu ∈ x
−1/2L2b(M;F )⊕ΠH
1−µ+a(Y;G ) (1.8)
assuming that A is w-elliptic, that its boundary spectrum satisfies a mild condition
alluded to above and that the normal operator satisfies the already mentioned
injectivity and surjectivity conditions on its minimal and maximal domains, and in
addition, that σ (Π)◦σ (B) restricts to an isomorphism from K to GΠ ⊂ π∗YG where
the latter bundle is the range of the projection σ (Π). Theorem 9.6 asserts that (1.8)
is a Fredholm operator. We show in Section 9 that after a compact perturbation the
problem, namely the construction of a suitable parametrix, becomes amenable to
analysis with Schulze’s apparatus. We have collected in the appendix (Appendices
A and B) a primer on enough aspects of Schulze’s theory to complete a construction
of the parametrix.
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The first order case addressed in this work is technically simpler than the higher
order case in good measure because the maximal domain of a (w-elliptic) first order
operator is a module over the ring R (see Lemma 7.1). This is generally not the
case for higher order operators. We plan to address boundary value problems for
higher order operators, still with minimal assumptions in the same spirit as in this
paper, in the near future.
Mazzeo and Vertman have shared with us a preliminary draft of their work [18]
that is aimed at developing a theory of boundary value problems for higher order
edge and wedge operators in the case of constant boundary spectrum. The trace
bundle defined in [13] also appears in their theory as an important ingredient. Their
paper [18] is a continuation of work that was begun in [16].
Schulze and collaborators have developed an extensive elliptic theory of pseudo-
differential operators on manifolds with singularities over the past 25 years, see for
example [6, 12, 22, 23, 25] for work pertaining to edge singularities. The paper [12]
by Kapanadze, Schulze, and Seiler is intended to be a first step towards developing a
theory of boundary value problems for edge pseudodifferential operators in Schulzes
calculus along the lines of Boutet de Monvels calculus under strong assumptions on
the admissible operators. The preprint [29] suggests possible modifications of the
approach taken in [12] to pursue this task further.
As a final point in this introduction we briefly discuss a curious perspective of
boundary values (different from the one used in the rest of the paper) which may
also help differentiate the operators used here from other classes analyzed in the
existing literature.
The spaces Dmax(A) and Dmin(A) can of course be defined for any differential
operator on
◦
M. If A is elliptic, then
E = {u ∈ Dmax : u ⊥ Dmin(A)} ,
where orthogonality is meant in the sense of the inner product (1.6), can be viewed
as the space of boundary values of elements of Dmax(A), and the orthogonal projec-
tion πmax : Dmax(A) → Dmax(A) onto E as the trace map (in the sense of Cauchy
data at the boundary), as follows. First let A⋆ denote the formal adjoint of A and
note that E is the subspace of Dmax(A) whose elements satisfy A
⋆Au = −u. This is
easy to prove (alternatively the reader may consult the proof of Lemma 4.2 of [11];
the context there is slightly different but the proof is the same). The implication
is that elements of E are smooth in
◦
M, by ellipticity. So, if ω ∈ C∞(M) is equal
to 1 near ∂M, then one has (1 − ω)u ∈ C∞c (
◦
M;E), hence ωu ∈ Dmax(A) and
πmax(ωu) = πmax(u). Thus what u is in the complement of any neighborhood of
the boundary has no bearing on what πmax(u) is. It is in this sense that elements of
E can be regarded as boundary values of elements of Dmax(A), and πmax as a trace
map. If A is a first order operator, then Dmax(A) is closed under multiplication by
elements of R (see Lemma 7.1) which hints at the (correct) notion that boundary
values live on Y (as opposed to N ).
Evidently, if Dmin(A) = Dmax(A), then there is no issue with boundary values.
Typically, elliptic wedge differential operators of positive order do have Dmin(A) 6=
Dmax(A), and so boundary value problems for these do make sense. Situations
in which these two domains are equal (always assuming ellipticity in the right
context) include Mazzeo and Melrose’s V0-differential operators [22], the already
mentioned edge operators of Mazzeo [21] in which the former correspond to Z =
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point, differential operators in the Θ-calculus of Epstein, Melrose and Mendoza [9],
the families associated with Lie structures at infinity analyzed by Amman, Lauter,
and Nistor’s operators [3], as well as classes subsumed in the latter such as the
operators of fibered (Mazzeo and Melrose [23]) or foliated cusp type (Rochon [29]).
In all these cases, the minimal and maximal domains of elliptic elements coincide,
so as indicated above, there are no issues with boundary values, hence no boundary
value problems. For the theoretical underlying, see Kordyukov [17] and Shubin [30].
2. Wedge operators and their symbols
A wedge operator A has a principal symbol wσ (A) defined on the w-cotangent
bundle, see [12, Section 2]. The latter, denoted wπ : wT ∗M →M, is the bundle
whose space of smooth sections is{
α ∈ C∞(M;T ∗M) : ι∗yα = 0 ∀y ∈ Y
}
(2.1)
(recall that ιy : Zy → N is the inclusion map). These sections are locally spanned
by linear combinations of differentials of functions in R. In local adapted coordi-
nates x, y, z, the elements
dx, dyj , xdzµ
give a local frame of wT ∗M. The principal w-symbol at
ν = ξdx +
∑
µ
ηjdy
j + xζµdzµ
of A ∈ x−mDiffme (M;E,F ) given in coordinates by (1.5) is
wσ (A)(ν) =
∑
k+|α|+|β|=m
akαβ(x, y, z)ξ
kηαζβ
This object can be obtained as a section of
Hom(wπ∗E, wπ∗F )→ wT ∗M
via an oscillatory test involving elements ofR, see [12]. As expected, an element A ∈
x−mDiffme (M;E,F ) is w-elliptic if
wσ (A)(ν) is invertible for each ν ∈ wT ∗M\0.
There are two other symbols associated with A. The first of these is the indicial
family. To define it, recall that an element P ∈ Diffm(M;E,F ) is totally charac-
teristic, written P ∈ Diffmb (M;E,F ), if the coefficients of x
−νPxν are smooth up
to the boundary for ν = 1, . . . ,m. Next, note that if P ∈ Diffmb (M;E,F ), then
P gives by restriction an operator on the boundary, bP ∈ Diffmb (N ;EN , FN ). The
indicial family of P is then defined to be the operator
bP̂ (σ) = b(x−iσPxiσ).
This operator depends on the defining function x. However, the indicial families
of P obtained through different defining functions differ only by conjugation with
a factor eiσg where g is a smooth real-valued function on N . Let π∧ : N∧ → N
be the closed inward pointing normal bundle of N in M. The zero section of the
normal bundle is ∂N∧, and is identified with N . If x is the defining function used
above, then the fiber variable is taken to be the restriction of dx to N∧. We also
write x for this variable. Via inverse Mellin transform we obtain an operator on
N∧, denoted bP . When P ∈ Diffme (M;E,F ), the resulting operator commutes
with multiplication by elements of ℘∗∧C
∞(Y), so bP can be regarded as a family
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of operators bPy along Z∧y , the part of N
∧ over the fiber Zy . Here we used the
notation defined through the bottom part of the diagram
T ∗Y
.
...
...
...
...
...
...
...
...
...
❄
piY
Y. ................................... ✲
℘
N. ................................... ✲
pi∧
N∧
.
.......
.....
...........
...
............ ............ ............
.............
............
............✶
℘∧
℘∗∧T
∗Y
.
...
...
...
...
...
...
...
...
...
❄
pi∧Y
. ............................................................................ ✲
℘∧,Y
(2.2)
which also serves to introduce ℘∧,Y as notation for the canonical map at the top.
We will also write
◦
℘∧ and
◦
℘∧,Y for the restrictions of these maps to the interior of
their domains. In local adapted coordinates we have
bPy =
∑
k+|β|≤m
ak0β(0, y, z)(xDx)
kDβz
along Z∧y . We write
bA = x−m bP (2.3)
when P = xmA. Thus
bAy ∈ Diff
m
b (Z
∧
y ;EZ∧y , FZ∧y )
for each y; somewhat inconsistently we write EZ∧y for the part of E
∧ = π∗∧E over
Z∧y . If A is w-elliptic, then
bPy is b-elliptic for each y ∈ Y as an element of
Diffmb (Z
∧
y ;EZ∧y , FZ∧y ) and we let
spece(A) =
{
(y, σ) ∈ Y × C : σ ∈ specb(
bPy)
}
.
Recall that specb(
bPy) consists of those σ ∈ C such that b̂P y(σ) is not invertible,
see Melrose [27].
It will be convenient to denote by R∧ the analogue of R in the case of N∧:
R∧ = {f ∈ C∞(N∧) : f |N is constant on the fibers of ℘} .
The last symbol associated to A ∈ x−mDiffe(M;E,F ) is its normal family,
obtained as follows. Let ϕ be a tubular neighborhood map from a neighborhood of
∂N∧ = N in N∧ to one of N in M. If g ∈ C∞(Y) is real-valued, then
A∧(dg)u = lim
̺→∞
̺−mκ−1̺ e
−i̺℘∗∧gΦ∗AΦ∗e
i̺℘∗∧gκ̺u, (2.4)
see [12, Proposition 2.10]. Here Φ∗, it inverse Φ
∗, and κ̺ are defined using ϕ, the
radial action on N∧, and parallel transport with respect to Hermitian connections
on E and F and their liftings to E∧ and F∧ via π∧. The map κ̺ is given by
(κ̺u)(ν) = ̺
γu(̺ν) (2.5)
for some fixed number γ. The limit in (2.4) yields a family η 7→ A∧(η) of cone-
differential operators which commutes with multiplication by functions which are
liftings to N∧ of smooth functions on Y so may be viewed as a family
T ∗Y ∋ η 7→ A∧(η) ∈ x
−m Diffmb (Z
∧
y ;E
∧
Z∧y
, F∧Z∧y ), y = πYη,
see [12, formula (2.14)]. Furthermore,
A∧(̺η) = ̺
mκ̺A∧(η)κ
−1
̺ . (2.6)
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Again in local adapted coordinates, with η = η · dy as a covector at y, we have
A∧(η) = x
−m
∑
k+|α|+|β|≤m
akαβ(0, y, z)(xDx)
k(xη)αDβz .
3. Spaces and domains
We now pick a b-density mb on M (see [27]) which shall remain fixed for the
rest of the paper, a density mY on Y, and Hermitian structures on E and F ; the
densities are all smooth and positive, of course. The chosen b-density determines
uniquely a density on N (by contraction with the canonical section x∂x of bTM
along N ) which we denote mN . Using mY and mN we now get a density mZy on Zy
for each y ∈ Y. The vector field x∂x on N∧ is canonical (the infinitesimal generator
of the radial action). With it we get a canonical b-density m∧b on N
∧ by requiring
Lx∂xm
∧
b +m
∧
b = 0, x∂x ⌋ m
∧
b = mN
with Lx∂x denoting Lie derivative. Since ℘∧ : N
∧ → Y is surjective (this is a locally
trivial fibration with typical fiber Z × [0,∞)), we also have densities induced on
each of the fibers of Z∧. All together, we have a coherent choice of measures on
all manifolds of interest. The densities and Hermitian forms are now used to define
the various L2 spaces of sections, L2b being the L
2 space with respect to mb.
The edge-Sobolev spaces of integral nonnegative orders m were defined in [21,
Formula 3.22] as consisting of those sections u of E which are in L2 with respect to a
smooth positive density onM such that Pu is again in L2 for every edge differential
operator of order at most m. Here we shall diverge slightly from this convention
and base the definition on mb rather than a regular density: let H
m
e (M;E) be the
space of sections u of E such that Pu ∈ L2b(M;E) for every P ∈ Diff
m
e (M;E).
The edge-Sobolev spaces of general order m ∈ R are defined using interpolation
and duality. These spaces come equipped with norms that shall remain unnamed
(see [21] for details on this). The space C∞c (
◦
M;E) is dense in Hme (M;E) for any
m.
Let A ∈ x−mDiffme (M;E,F ) be an elliptic wedge operator. Recall that the
maximal and minimal domains of A relative to the weight x2γ , γ ∈ R are defined
by setting
Dmax(A) =
{
u ∈ x−γL2b(M;E) : Au ∈ x
−γL2b(M;F )
}
and Dmin(A) equal to the closure of C∞c (
◦
M;E) in Dmax with respect to the graph
norm, the norm defined by the inner product
(u, v)A = (Au,Av)x−γL2b + (u, v)x−γL2b .
These definitions are applicable also to the case of b-operators. If A is w-elliptic,
each of the operators A∧(η) is b-elliptic and has its own maximal and minimal
domains. By [12, Proposition 4.3, part (i)], Dmin(A∧(η)) depends only on y. Note
that
A∧(0) =
bA
( bA was defined in (2.3)).
Let A⋆ denote the formal adjoint of A with respect to x−γL2b :
(Au, v)x−γL2
b
= (u,A⋆v)x−γL2
b
, u ∈ C∞c (
◦
M;E), v ∈ C∞c (
◦
M;F ).
10 THOMAS KRAINER AND GERARDO A. MENDOZA
Lemma 3.1. Let f ∈ R be a strictly positive function and A ∈ x−mDiffme (M;E,F )
and A⋆ its formal adjoint with respect to mb and the weight x
2γ . Then the formal
adjoint of A with respect to fmb and the weight x
2γ is
A⋆ +Q
for some Q ∈ x−m+1Diffm−1e (M;F,E). It follows that the normal family of A
⋆ is
equal to the formal adjoint of the normal family, A∧, of A with respect to m
∧
b and
the same weight x2γ .
Proof. Let u ∈ C∞c (
◦
M;E), v ∈ C∞c (
◦
M;F ). Then
(Au, v)x−γL2(M;F,fmb) =
∫
(Au, v)F fx
2γdmb
=
∫
(u,A⋆fv)E x
2γdmb
=
∫
(u,A⋆v +
1
f
[A⋆, f ]v)E fx
2γdmb
= (u, (A⋆v +
1
f
[A⋆, f ]v))x−γL2(M;E,fmb)
Let Q = f−1[A⋆, f ]. Since f ∈ R, Q ∈ x−m+1Diffm−1e (M;F,E) by (1.4).
Let ϕ be the tubular neighborhood map used in the previous section. Then
ϕ∗m
∧
b = fmb in a neighborhood of N with f = 1 on N . Thus f ∈ R (near N ) and
we have, if u ∈ C∞c (
◦
N∧;E∧), v ∈ C∞c (
◦
N∧;F∧) and g ∈ C∞(Y),(
κ−1̺ e
−i̺℘∗∧gΦ∗AΦ∗e
i̺℘∗∧gκ̺u, v
)
x−γL2(N∧,F∧,m∧b )
=
(
AΦ∗e
i̺℘∗∧gκ̺u,Φ∗e
i̺℘∗∧gκ̺v
)
x−γL2(M,F,fmb)
=
(
Φ∗e
i̺℘∗∧gκ̺u, (A
⋆ +Q)Φ∗e
i̺℘∗∧gκ̺v
)
x−γL2(M,E,fmb)
=
(
u, κ−1̺ e
−i̺℘∗∧gΦ∗(A⋆ +Q)Φ∗e
i̺℘∗∧gκ̺v
)
x−γL2(N∧,E∧,m∧b )
where κ is as in (2.5). Now observe that
lim
̺→∞
̺−mκ−1̺ e
−i̺℘∗∧gΦ∗(A⋆ +Q)Φ∗e
i̺℘∗∧gκ̺v = A
⋆
∧(dg)v
because lim̺→∞ ̺
−m+1κ−1̺ e
−i̺℘∗∧gΦ∗QΦ∗e
i̺℘∗∧gκ̺ = Q∧(dg). 
Lemma 3.2. Let A ∈ x−m Diffme (M;E,F ) be w-elliptic. If u ∈ Dmax(A) then
xmu ∈ x−γ+mHme (M;E). Consequently x
mDmax(A) ⊂ Dmin(A).
Proof. Suppose u ∈ Dmax(A). So u ∈ x
−γL2b(M;E) and Au ∈ x
−γL2b(M;F ).
Hence xmAu ∈ x−γ+mL2b(M;F ), therefore x
mAu ∈ x−γL2b(M;E). Since x
mA is
an elliptic edge operator, Theorem 3.8 of [21] gives that u ∈ x−γHme (M;E), so
xmu ∈ x−γ+mHme (M;E). For the last statement observe that x
−γ+mHme (A;E) ⊂
Dmin(A). 
The following theorem, of fundamental importance in this paper, attests to the
relevancy of these symbols:
Theorem 3.3 ([12, Theorem 4.4]). Let A ∈ x−mDiffme (M;E,F ) be w-elliptic. If
spece(A) ∩ Y × {σ ∈ C : ℑσ = γ −m} = ∅ (3.4)
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and
A∧(η) : Dmin(A∧(η)) ⊂ x
−γL2b → x
−γL2b is injective for all η ∈ T
∗Y\0 (3.5)
then
Dmin(A) = x
−γ+mHme (M;E).
Moreover,
A : Dmin(A) ⊂ x
−γL2b(M;E)→ x
−γL2b(M;F )
is a semi-Fredholm operator with finite-dimensional kernel and closed range.
Let ω ∈ C∞c (R) be arbitrary but with ω(x) = 1 near 0. The w-ellipticity of A
implies that the minimal and maximal domains of
A∧(η) : C
∞
c (
◦
Z∧y ;E) ⊂ x
−γL2b(Z
∧
y ;EZ∧y )→ x
−γL2b(Z
∧
y ;FZ∧y )
have the property that
(1− ω)Dmin(A∧(η)) = (1− ω)Dmax(A∧(η)) = (1− ω)x
1
2
dimZ∧y −γHmcone(Z
∧
y ;EZ∧y ).
The space Hmcone(Z
∧;E) is Schulze’s cone Sobolev space, which near x = ∞ is
identical to Melrose’s scattering Sobolev space Hmsc (Z× [0, 1)) near x
′ = 0 resulting
from compactifying
◦
Z∧ = Z × (0,∞) at ∞ to Z × [0,∞) via x′ = 1/x, cf. [28]
and [31]. The vector bundle E is taken here to be the pull-back to Z∧ of one such
bundle over Z, with the induced Hermitian metric.
In the presence of (3.4), ωDmin(A∧(η)) was identified in [10, Proposition 3.6],
see also [12, Proposition 4.1], giving
Dmin(A∧(η)) = ωx
−γ+mHmb (Z
∧
y ;EZ∧y ) + (1− ω)x
1
2
dimZ∧y −γHmcone(Z
∧
y ;EZ∧y ).
This is a simple consequence of ellipticity coupled with a uniform a priori estimate.
Thus with the notation
Ks,γt (Z
∧;E) = ωxγHsb (Z
∧;EZ∧y ) + (1 − ω)x
−tHscone(Z
∧;EZ∧y ) (3.6)
for s, t, γ ∈ R we have
Dmin(A∧(η)) = K
m,−γ+m
γ− 1
2
dimZ∧y
(Z∧y ;EZ∧y ). (3.7)
Note that
K0,−γ
γ− 1
2
dimZ∧y
(Z∧y ;EZ∧y ) = x
−γL2b(Z
∧
y ;EZ∧y ).
The spaces Dmax(A∧(η)) do generally depend on η. However
Suppose A is a w-elliptic first order operator satisfying (3.4). Then
Dmin(A∧(η)) and Dmax(A∧(η)) depend on η ∈ T ∗Y only through
y = πYη.
(3.8)
This follows at once from the observation that, in the first order case and with 0
being the origin in T ∗yY, A∧(η)−A∧(0) is a bounded operator x
−γL2b(Z
∧
y ;EZ∧y )→
x−γL2b(Z
∧
y ;FZ∧y ). See also [10, Proposition 4.1].
It will be useful later on to regard A∧(η) as a family of operators acting fiberwise
on (fiberwise subspaces of) a Hilbert space bundle. To this end view
HE =
⊔
y∈Y
x−γL2b(Z
∧
y ;EZ∧y )
as a smooth Hilbert space bundle over Y. The local trivializations of HE , carefully
described in Section 3 of [12], are unitary and constructed using trivializations of
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the boundary fibration N → Y over a neighborhood U ⊂ Y of the central point
y0 = πY(η0) ∈ Y, diffeomorphisms Zy → Zy0 , y ∈ U , plus parallel transport with
respect to some auxiliary connection on E along “horizontal” curves in N issuing
normally from Zy0 , plus certain factors ensuring unitarity. Such trivializations Ψ
preserve Sobolev spaces as well as the spaces Ks,γt discussed above and have the
following feature:
A family of elements u(y) of x−γL2b(Z
∧
y0 ;EZ∧y0 ), y ∈ U , is smooth as
section of EZ∧y0 for (x, y, z) ∈ [0,∞) × U × Zy0 iff the corresponding
section Ψ−1u of HE on U is smooth as a section of E∧ over
◦
℘−1∧ (U).
See (2.2) for the definition of the map ℘∧. We lift HE to a Hilbert space bundle
over T ∗Y using the map ℘∧,Y defined through the same diagram, likewise the
analogously defined vector bundle HF . The normal family of A acts fiberwise, as
A∧ : Dmax(A∧) ⊂ π
∗
YHE → π
∗
YHF
where we have set
Dmax(A∧) =
⊔
η∈T∗Y
Dmax(A∧(η)). (3.9)
With this point of view the collection of fiberwise minimal domains of A∧ can be
regarded, in the presence of (3.4), as a a subbundle of π∗YHE , a trivial Hilbert space
bundle with typical fiber Km,−γ+m
γ− 1
2
dimZ∧
(Z∧;EZ∧):
T ∗Y.
Km,−γ+mγ−1/2 dimZ∧ →֒ Dmin(A∧) →֒ HE
.
...
...
...
...
...
...
...
...
...
...
..
❄
(3.10)
4. Trace bundles
Let A ∈ x−mDiffme (M;E,F ) be w-elliptic and assume that for some γ ∈ R,
spece(A) ∩
(
Y × {σ ∈ C : ℑσ = γ, γ −m}
)
= ∅. (4.1)
The trace bundle of A (relative to the weight x2γ) was defined in [18, Section 6].
It is the vector bundle T → Y whose fiber at y ∈ Y consists of those distributional
sections of EZ∧y of the form
u =
∑
σ∈specb(
bPy)
γ−m<ℑσ<γ
Lσ∑
ℓ=0
uσ,ℓx
iσ logℓ x (4.2)
that belong to the kernel of bPy. The uσ,ℓ are sections of E along Zy, smooth
because of the ellipticity of A. We showed there that
T =
⊔
y∈Y
Ty
with the canonical projection map πT : T → Y is, under the assumption (4.1), nat-
urally a smooth vector bundle. The notion of smoothness is given by the following
statement:
the local smooth sections of T → Y are elements of the form (4.2)
depending on y which as sections of E∧ over the interior
◦
N∧ of N∧
are smooth in the usual sense.
(4.3)
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Proposition 4.4. The operator x∂x acts fiberwise on T and defines a smooth
vector bundle homomorphism.
Proof. Let y ∈ Y. If u is of the form (4.2), then x∂xu has the same form. If further
u ∈ ker bPy, then also bPy(x∂xu) ∈ ker bPy, since bPy commutes with x∂x. Thus
x∂x : Ty → Ty. If now u is a smooth section of T , then by definition it is smooth
as a section of E∧ over
◦
N∧, hence the same is true of x∂xu, and consequently,
again by definition, x∂xu is also a smooth section of T . Thus x∂x defines a smooth
homomorphism T → T . 
Later we will be interested in the vector bundle endomorphism
g = x∂x + γ : T → T , (4.5)
with the shift by γ included for compatibility with the unitary action (κ̺u)(ν) =
̺γu(̺ν) on x−γL2b . It is clear from the definition of the fiber Ty, see (4.2), that,
with gy denoting the action of g on that fiber that
spec(gy) =
{
iσ + γ : σ ∈ specb(
bAy) and γ −m < ℑσ < γ
}
. (4.6)
Sections of the trace bundle (of various regularities) are boundary values of
elements in the maximal domain of A, see Theorem 5.11 in the case of a first order
operator. Conversely, these sections, by being actually sections of E∧ over
◦
N∧ they
bring with themselves the essence of an extension operator. The following lemma
should be viewed in the latter context.
Lemma 4.7. The map i : C∞(Y;T ) → C∞(
◦
N∧;E∧) that takes an element u ∈
C∞(Y;T ) and regards it as a smooth section of E∧ over
◦
N∧ is continuous.
Proof. Let U ⊂ Y be open, the domain of a smooth frame τ1 . . . τN of T . The
map i also makes sense as a map C∞(U ;T )→ C∞(
◦
W ;E∧) where W = ℘−1∧ U . If
u =
∑
µ u
µτµ with smooth uµ, then i(u) =
∑
µ ℘
∗
∧(u
µ)iτµ. The continuity of i is
thus seen to be equivalent to the continuity of the map C∞(U ;CN )→ C∞(
◦
W ;E∧),
which is obvious. 
The map i will usually be implicit in the sequel.
The following observation will be used in the proof of Proposition 4.12:
Lemma 4.8. Let U ⊂ Y be open, u : U → T a smooth section of T . Pick
ω ∈ C∞c (R) arbitrarily with ω(x) = 1 near 0. Then the Mellin transform of ωu,
ω̂u(y, z, σ) =
∫ ∞
0
ω(x)u(x, y, z)x−iσ
dx
x
(4.9)
is smooth in the complement of{
(y, z, σ) ∈ ℘−1(U)× C : (y, σ) ∈ spece(A)
}
in ℘−1(U)× C and meromorphic in C for each fixed (y, z) ∈ ℘−1(U).
Functions like ω in the statement of the lemma are referred to as cut-off functions.
For the sake of notational simplicity when dealing with adjoints we will hence-
forth assume that
γ = m/2,
a situation we are reduced to by replacing the original operator A with
xγ−m/2Axm/2−γ .
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Condition (4.1) remains valid for the new operator, now with γ = m/2; of course
also the definition of u in (4.2) changes accordingly.
We use the densities and Hermitian structure introduced above to give T a
Hermitian structure as follows. Fix once and for all a cut-off function ω0. For
y ∈ Y and u, v ∈ Ty set
(u, v)y =
∫
Zy
(ω0u, ω0v)L2(Zy)
dx
x
.
The smoothness of this Hermitian structure is proved using the trivializations de-
fined in [12, Section 3] for the Hilbert space bundle over Y whose fiber over y is
L2(Zy ;EZy ) and the trivializations of T obtained in [18, Section 6].
Let A⋆ denote the formal adjoint of A with respect to x−m/2L2b:
(Au, v)x−m/2L2b = (u,A
⋆v)x−m/2L2b , u ∈ C
∞
c (
◦
N∧;E∧), v ∈ C∞c (
◦
N∧;F∧).
It is easy to see that if A = x−mP with P ∈ Diffmb (M;E,F ), then A
⋆ = x−mP ⋆
with P ⋆ ∈ Diffme (M;F,E) the operator satisfying
(Pu, v)L2b = (u, P
⋆v)L2b , u ∈ C
∞
c (
◦
N∧;E∧), v ∈ C∞c (
◦
N∧;F∧);
observe that here the weight is x0. The w-ellipticity of A gives the w ellipticity of
A⋆, and the relation of the latter with P ⋆ gives that A⋆ also satisfies (4.1) with
respect to γ = m/2. Indeed, the formula
bP̂ ⋆(σ) = bP̂ (σ)⋆
holds. Let then T ⋆ → Y denote the trace bundle of A⋆ relative to the weight xm.
Note that if ω is a cut-off function and u ∈ Ty, then
ωu ∈ x−m/2L2b(Z
∧
y ;E
∧
Z∧y
) and bAy(ωu) ∈ x
−m/2L2b(Z
∧
y ;F
∧
Z∧y
), (4.10)
in other words, ωu ∈ Dmax( bAy). Indeed, the first of the assertions in (4.10) is
evident form the form of u in (4.2) and the smoothness of the coefficients, and
the second results from the fact that bAy(ωu) ∈ C∞c (
◦
Z∧y ;EZ∧y ), the latter because
bPyu = 0 and ω = 1 near 0.
Note also that with u and ω as in the previous paragraph, the Mellin transform
of ωu (given by (4.9)) is, as a C∞(Zy)-valued function, meromorphic in all of C
with poles at specb(
bAy) with singular part independent of ω, and that
bPy(ωu)̂(σ) = bP̂y(σ)ω̂u(σ)
is entire. We will write singΩ û for the singular part of ω̂u in Ω:
sing û(σ) =
i
2π
∮
∂Ω
ω̂u(ζ)
ζ − σ
dζ (4.11)
for large σ if ω̂u(σ) has no poles on ∂Ω. The integral is computed with the counter-
clockwise orientation.
Proposition 4.12. Define β : T ×T ⋆ → C as follows. Pick cut-off functions ω,
ω˜ and let
βy(u, v) = [ωu, ω˜v] bAy , u ∈ Ty, v ∈ T
⋆
y , y ∈ Y
where
[ωu, ω˜v] bAy =
(
bAy(ωu), ω˜v
)
x−m/2L2b
−
(
ωu, bA⋆y(ω˜v)
)
x−m/2L2b
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Then β, which is in fact independent of the particular choice of cut-off functions, is
a smooth nondegenerate sesquilinear pairing of T and T ⋆. The form β establishes
an isomorphism between T ⋆ and the anti-dual of T (and of T and the antidual of
T ⋆).
Proof. That [ωu, ω˜v] bAy is independent of the choice of cut-off functions is well
known and elementary: the Green form [·, ·] bAy vanishes if either argument belongs
to the minimal domain. Also well known is the non-degeneracy of the Green form
when viewed as acting on Dmax/Dmin. So only the assertion about smoothness
needs to be addressed.
To prove smoothness we exploit an idea in [10]. Fix y ∈ Y and suppose u ∈ Ty,
v ∈ T ⋆y . Plancherel’s Theorem gives(
bAy(ωu), ω˜v
)
x−m/2L2b
=
1
2π
∫
{ℑσ=m/2}
(
bP̂y(σ −mi)ω̂u(σ −mi), ̂˜ωv(σ))L2(Zy) dσ
=
1
2π
∫ ∞
−∞
(
P̂ (s− im/2)ω̂u(s−mi/2), ̂˜ωv(s+mi/2))
L2(Zy)
ds.
as well as(
ωu, bA⋆y(ω˜v)
)
x−m/2L2b
=
1
2π
∫
{ℑσ=m/2}
(
ω̂u(σ), bP̂ ⋆y (σ −mi)̂˜ωv(σ −mi))L2(Zy) dσ.
Using bP̂ ⋆y (σ) =
bP̂y(σ)
⋆ in the last integral we get(
ωu, bA⋆y(ω˜v)
)
x−m/2L2b
=
1
2π
∫
{ℑσ=m/2}
(
ω̂u(σ), bP̂y(σ +mi)
⋆̂˜ωv(σ −mi))
L2(Zy)
dσ.
=
1
2π
∫
{ℑσ=m/2}
(
bP̂y(σ +mi)ω̂u(σ), ̂˜ωv(σ −mi))L2(Zy) dσ.
=
1
2π
∫ ∞
−∞
(
bP̂y(s+mi/2)ω̂u(s+mi/2), ̂˜ωv(s−mi/2))L2(Zy) ds
Thus
[ωu, ω˜v] bAy =
1
2π
∫
∂Σ
(
bP̂y(σ)ω̂u, ̂˜ωv(σ))L2(Zy) dσ.
with Σ = {σ ∈ C : |ℑσ| < m/2} and the positive orientation for its boundary. Both(
bP̂y(σ)ω̂u, ̂˜ωv(σ))L2(Zy) and ( bP̂y(σ)û, v̂(σ))L2(Zy)
are meromorphic in σ ∈ C with poles at Σ ∩ specb(
bAy), and the difference is
entire (recall that for instance û is notation for the singular part of ω̂u, see (4.11)).
Therefore
[ωu, ω˜v] bAy =
1
2π
∫
∂R
(
bP̂y(σ)û, v̂(σ)
)
L2(Zy)
dσ (4.13)
where R is an arbitrary rectangle containing specb(
bAy). By definition of smooth-
ness, if u is a smooth section of T and v is one of T ⋆ over some open U ⊂ Y such
that specb(
bAy) ∩Σ ⊂ R for y ∈ U , then the integrand in (4.13) depends smoothly
on y ∈ U , thus giving the smoothness of y 7→ βy(u(y), v(y)). 
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Proposition 4.14. The actions of x∂x on T and T
⋆ are skew-adjoint to each
other with respect to β.
Proof. Let y ∈ Y, u ∈ Ty, v ∈ T ⋆y . Taking advantage of (4.13) we have
βy(x∂xu, v) =
1
2π
∫
∂R
(
bP̂y(σ)(iσû), v̂(σ)
)
L2(Zy)
dσ
=
1
2π
∫
∂R
(
bP̂y(σ)(û),−iσv̂(σ)
)
L2(Zy)
dσ
= βy(u,−x∂xv)

5. The trace map for first order operators
Henceforth we restrict our discussion to the case m = 1 and weight x, i.e.,
γ = 1/2; A will always be an element of x−1Diff1(M;E,F ), and its minimal and
maximal domains are subspaces of x−1/2L2b(M;E). The operatorA will be assumed
to be w-elliptic and to satisfy (3.5) and (4.1) with γ = 1/2. The trace bundle of A
(relative to the weight x) continues to be denoted by T , that of A⋆ by T ⋆. The
defining function x will remain fixed.
Lemma 5.1. For any A ∈ x−1Diff1e(M;E,F ) there is a w-elliptic operator A
′ ∈
x−1Diff1e(N
∧;E∧, F∧) such that A′∧ = A∧ and κ
−1
̺ (A
′ − bA′)κ̺ = 0.
Proof. Recalling that bA = A∧(0) = x
−1 bP , set q(η) = A∧(η) − bA. Thus q is a
(smooth) homomorphism ℘∗∧T
∗Y → Hom(E∧, F∧) which we may also view as a
homomorphism
q : ℘∗∧T
∗Y ⊗ E∧ → F∧.
Since q is linear, formula (2.6) implies that q commutes with κ̺.
We will use this information to construct a suitable differential operator. The
vector bundle ℘∗∧T
∗Y may be viewed, canonically, as a subbundle of T ∗N∧ (the
annihilator of the vertical tangent bundle). Let p : T ∗N∧ → T ∗N∧ be a projection
on ℘∗∧T
∗Y which commutes with the radial action and satisfies p(dx) = 0. Pick a
connection on E, let
∇ : C∞(N∧;E∧)→ C∞(N∧;T ∗N∧ ⊗ E∧)
denote the connection induced on E∧ → N∧, which automatically commutes with
the radial action: ∇κ̺ = κ̺∇. Define
Q0 = −iq ◦ (p⊗ I) ◦ ∇. (5.2)
Then, if g ∈ C∞(Y),
̺−1κ−1̺ e
−i̺℘∗∧gQ0e
i̺℘∗∧gκ̺u = q ◦ (p⊗ I)(d℘
∗
∧g ⊗ u)−
i
̺
q ◦ (p⊗ I) ◦ ∇
from which it follows, see (2.4), that the normal family of Q0 is q. Then A
′
∧ =
bA + Q0 satisfies the required condition since evidently xQ0 ∈ Diff
1
e(N
∧;E∧, F∧).
Note that Q0x = xQ0 because p(dx) = 0. 
To make the construction of A′ symmetric with respect to formal adjoints (which
is how we’ll use A′) we modify Q0 by adding a zeroth order term. Denote by Q1
the similarly defined operator for A⋆, i.e., (5.2) with q⋆(η) = A⋆∧(η) − A
⋆
∧(0) and
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a suitable connection on F∧. Then, as before, the normal family of bA⋆ + Q1 is
A⋆∧(η). Let Q
⋆
1 be the formal adjoint of
Q1 : C
∞
c (
◦
N∧;F ) ⊂ L2b(N
∧;F )→ L2b(N
∧;E).
Lemma 3.1 guarantees that the normal family of A is again bA + Q⋆1,∧. Let then
Q = 12 (Q0 +Q
⋆
1). Then
( bA+Q)∧ = A∧
and ( bA +Q)⋆ = bA⋆ +Q⋆ (of course) but now Q and its formal adjoint Q⋆ have
the same structure.
Suppose u is a smooth section of T . Viewing u as a section of E∧ over
◦
N∧ (i.e.,
as iu in the notation of Lemma 4.7) we have, on the one hand,
u ∈ x−1/2L2b,loc(N
∧;E∧) and bAu = 0
(the latter by definition), and on the other, Qu ∈ x−1/2L2b,loc(N
∧;F∧). Hence, if
ω is a cut-off function on N∧, then ωu ∈ Dmax(A′).
Lemma 5.3. The map
C∞(Y;T ) ∋ u 7→ ωu ∈ Dmax(A
′) (5.4)
is continuous.
Proof. Lemma 4.7 gives that
ωi : C∞(Y;T )→ C−∞(N∧;E∧) (5.5)
is continuous. As already discussed, the range of ωi is contained in Dmax(A
′), which
is continuously embedded in C−∞(
◦
N∧;E∧). Therefore, since (5.5) has closed graph,
also (5.4) has closed closed graph, hence is continuous. 
Let Φ be the map used in (2.4), assume that ω is supported in the domain of Φ.
Lemma 5.6. If u ∈ C∞(Y;T ) then P(u) = Φ∗(ωu) ∈ Dmax(A) and
P : C∞(Y;T )→ Dmax(A)
is continuous.
We will show this with the aid of the operator
A˜ = Φ∗A
′Φ∗ω +A(1− ω) ∈ x−1Diff1e(M;E,F ),
where we have used ω also for Φ∗ω. Then A− A˜ ∈ Diff
1
e(M;E,F ), since A∧ = A˜∧,
and if the support of ω is close enough to N , then A˜ is w-elliptic. Clearly, if
u ∈ C∞(Y,T ), then Φ∗(ωu) ∈ Dmax(A˜), so the previous lemma is a consequence
of the next.
Lemma 5.7. Let A, A˜ ∈ x−1Diff1e(M;E,F ) be w-elliptic and suppose A − A˜ ∈
Diff1e(M;E,F ). Then Dmin(A) = Dmin(A˜) and Dmax(A) = Dmax(A˜). Furthermore
the norms defined by A and A˜ on Dmax(A) are equivalent, and
[u, v]A = [u, v]A˜ for all u ∈ Dmax(A), v ∈ Dmax(A
⋆).
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Proof. Let u ∈ Dmax(A). Lemma 3.2 gives xu ∈ x1/2H1e (M;E), consequently u ∈
x−1/2H1e (M;F ), thus (A−A˜)u ∈ x
−1/2L2b(M;F ). Therefore A˜u ∈ x
−1/2L2b(M;E),
hence u ∈ Dmax(A˜). Similarly Dmax(A˜) ⊂ Dmax(A).
Since A∧(η) = A˜∧(η), both (3.5) and (4.1) hold for A˜ iff they hold for A. Thus
Dmin(A˜) = Dmin(A), since by Theorem 3.3 they are equal to x1/2H1e (M;E).
Finally, if u ∈ Dmax(A) and v ∈ Dmax(A⋆), then
[u, v]A = (Au, v)x−1/2L2b − (u,A
⋆v)x−1/2L2b
= [u, v]A˜ +
(
(A− A˜)u, v
)
x−1/2L2b
−
(
u, (A⋆ − A˜⋆)v
)
x−1/2L2b
= [u, v]A˜
because A− A˜ ∈ Diff1e(M;E,F ) and u, v ∈ x
−1/2H1e . 
All the foregoing can also be applied to A⋆ if we assume the analog of (3.5) for
this operator:
A⋆∧(η) : Dmin(A
⋆
∧(η)) ⊂ x
−γL2b → x
−γL2b is injective for all η ∈ T
∗Y\0.
Note that this is equivalent to (6.1) because the operators A∧(η) are Fredholm if
η 6= 0. We let
P⋆ : C∞(Y;T ⋆)→ Dmax(A
⋆)
be the corresponding operator.
We now define a map γA⋆ : Dmax(A⋆)→ C−∞(T ⋆) with the property that
γA⋆ ◦P
∗ = I.
Fix v ∈ Dmax(A⋆). Then the functional λv : C∞(Y;T )→ C given by
C∞(Y;T ) ∋ u 7→ 〈λv, u〉 = [Pu, v]A ∈ C
is continuous. Indeed, for general u ∈ Dmax(A) and v ∈ Dmax(A⋆) we have∣∣[u, v]A∣∣ ≤ ‖Au‖x−1/2L2b‖v‖x−1/2L2b + ‖u‖x−1/2L2b‖A⋆v‖x−1/2L2b ≤ 2‖u‖A‖v‖A⋆
so
|[Pu, v]A| ≤ 2‖Pu‖A‖v‖A⋆ ≤ C‖u‖C1‖v‖A⋆
Thus λv is a generalized section of T
∗⊗|
∧
|Y. Here T ∗ is the abstract dual bundle
of T (not T ⋆) and |
∧
|Y is the bundle of densities of Y. Trivializing the density
bundle using mY we regard λv as a generalized section of T
∗. The latter with the
opposite complex structure (that is, ζ · w = ζw, ζ ∈ C, w ∈ T ∗) is isomorphic
to T ⋆ via the pairing β defined in Proposition 4.12. So λv may be regarded as
a generalized section of T ⋆. We write γA⋆(v) for this section of T
⋆. The map
v 7→ γA⋆(v) is linear (not anti-linear).
Suppose now that v ∈ C∞(Y;T ⋆). Then
〈λP⋆v, u〉 = [Pu,P
⋆v]A = [Pu,P
⋆v]A′ ,
the last equality due to Lemma 5.7. So 〈λP⋆v, u〉 is equal to∫
N∧
(
( bA+Q)(ωu), ωv
)
F∧
x dm∧b −
∫
N∧
(
ωu, ( bA⋆ +Q⋆)(ωv)
)
E∧
x dm∧b
=
∫
Y
βy(uy, vy) dmY(y) +
∫
N∧
[(
Q(ωu), ωv
)
F∧
−
(
u,Q⋆(ωv)
)
E∧
]
x dm∧b .
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The integral involving Q vanishes because xQ is an edge operator and xQ⋆ is its
formal adjoint, since Q⋆ is the formal adjoint of Q and xQ = Qx. Thus
〈λP⋆v, u〉 =
∫
Y
βy(uy, vy) dmY for all u ∈ C
∞(Y;T ),
hence
γA⋆(P
⋆v) = v
for v ∈ C∞(Y;T ⋆). The analogously defined map for A is denoted γA. It of course
satisfies
γA ◦P = I on C
∞(Y;T ) (5.8)
Proposition 5.9. Dmin(A) ⊂ kerγA.
Proof. We prove Dmin(A⋆) ⊂ kerγA⋆ . Suppose v ∈ Dmin(A⋆). Since the Hilbert
space adjoint of A with its maximal domain is A⋆ with its minimal domain,
〈λv, u〉 = [Pu, v]A = 0
for every u ∈ C∞(Y;T ) because Pu ∈ Dmax(A). Consequently λv = 0 which just
means that γA⋆(v) = 0. 
Definition 5.10. The map γA : Dmax(A)→ C−∞(Y;T ) is the trace map of A.
The following theorem is a more precise result about the regularity of the traces
of elements in Dmax(A). Its statement makes use of the Sobolev spaces of sections
of of variable smoothness associated with a vector bundle with a given bundle
endomorphism; these spaces were introduced [19].
Theorem 5.11. The trace map is a continuous operator
γA : Dmax(A)→ H
−g(Y;T ),
where g = x∂x + 1/2 ∈ C∞(Y; End(T )).
As noted in the introduction the theorem reduces to the classical assertion if x∂x
acts trivially on T , that is, if Ty is, for each y, a space of sections of E over Zy
independent of x, since in this case the image space is just the standard Sobolev
space H−1/2(Y;T ).
Proof. We prove that γA⋆ : Dmax(A
⋆) → H−g(Y;T ⋆). In the proof we make use
of the extension operator E : C∞(Y;T )→ C∞(
◦
M;E) constructed in Section 7.
Let v ∈ Dmax(A⋆), and let u ∈ C∞(Y;T ) be arbitrary. Then
〈λv, u〉 = [Pu, v]A = [Eu, v]A
because Pu− Eu ∈ C˙∞(M;E) ⊂ Dmin(A) by Proposition 7.31. Consequently,
|〈λv, u〉| = |[Eu, v]A| ≤ 2‖Eu‖A‖v‖A⋆ ≤ 2‖v‖A⋆‖E‖‖u‖H1−g(Y;T ).
Here we made use of the continuity of
E : H1−g(Y;T )→ Dmax(A),
see Proposition 7.31. This shows that λv extends to a continuous linear functional
on H1−g(Y;T ).
Let β : T ×T ⋆ → C be the pairing defined in Proposition 4.12. The sesquilinear
form {·, ·} : C∞(Y;T )× C∞(Y;T ⋆)→ C given by
{u1, u2} =
∫
Y
βy(u1(y), u2(y)) dmY .
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extends by continuity to
{·, ·} : C∞(Y;T )× C−∞(Y;T ⋆)→ C,
and by definition of the trace map we have 〈λv, u〉 = {u, γA⋆(v)}. From [19, Theo-
rem 7.4] we get that {·, ·} extends to
{·, ·} : H1−g(Y;T )×H−1+g
♯
(Y;T ⋆)→ C,
and H1−g(Y;T )′ ∼= H−1+g
♯
(Y;T ⋆) via {·, ·}, where g♯ ∈ C∞(Y; End(T ⋆)) is the
fiberwise adjoint of g with respect to the pairing β : T × T ⋆ → C. This shows
that γA⋆(v) ∈ H−1+g
♯
(Y;T ⋆). By Proposition 4.14 we have
g♯ =
1
2
+ [x∂x]
♯ =
1
2
− x∂x,
and consequently γA⋆ : Dmax(A⋆) → H−g(Y;T ⋆). The continuity of this map
follows from the continuity of γA⋆ : Dmax(A⋆) → C−∞(Y;T ⋆) and the closed
graph theorem. 
In case of a regular elliptic operator A ∈ Diff1(M;E,F ) acting in L2, Theo-
rem 5.11 specializes to the familiar result that taking traces on the boundary gives
rise to a map Dmax(A)→ H−1/2(N ;E).
The above construction of the trace map can be applied to each element A∧(η)
of the normal family of A. The trace bundle of this operator (η fixed) is just Ty
with y = πY(η) and so we have a continuous map
γA∧(η) : Dmax(A∧(η))→ Ty. (5.12)
Lemma 5.13. Let V ⊂ T ∗Y be open. If u(η) ∈ Dmax(A∧(η)), η ∈ V , is smooth as
a section of E∧ over
◦
℘−1∧,Y(V ), then η 7→ γA∧(η)(u(η)) is a smooth local section of
π∗YT .
The map ℘∧,Y : ℘
∗
∧T
∗Y → T ∗Y was defined in (2.2),
◦
℘∧ is its restriction to
◦
N∧,
likewise
◦
℘∧,Y . By definition, see (4.3), η 7→ τ(η) is a smooth section of π
∗
YT over
V ⊂ T ∗Y if it smooth as a section of E∧ over
◦
℘−1∧,Y(V ).
Proof. The singular part, sΩ[(ωu(η))̂ (σ)], of the Mellin transform of ωu(η) in Σ =
{σ : |ℑσ| < 1/2}, see (4.11), is smooth in the complement in V × C of
{(η, σ) ∈ V × C : σ ∈ specb(A∧(η)) ∩ Σ} .
Here Ω is a rectangle with closure contained in Σ and containing the points of
specb(A∧(η)) ∩Σ when η ∈ V . (Since Y is compact, such a rectangle exists.) As a
consequence,
τ(η) =
1
2π
∫
∂Ω
xiσsΩ[(ωu(η))̂ (σ)]dσ
(with the positive orientation for ∂Ω) is a smooth of E∧ over
◦
℘−1∧,YV . Since in
addition bA∧,yτ(η) = 0, y = πY(η), τ(η) is a smooth section of T . However, τ(η)
is precisely γA∧(η)(u(η)), so the latter is smooth. 
The kernel of γA∧(η) is Dmin(A∧(η)) ⊂ x
−1/2L2b(Z
∧
y ;EZ∧y ), y = πY(η). As
discussed in Section 3, in the presence of (3.5) these spaces form a trivial subbundle
Dmin(A∧) →֒ HE with typical fiber
K
1,1/2
1/2−1/2 dimZ∧(Z
∧;EZ∧).
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This is (3.10) with m = 1, γ = 1/2.
6. The kernel bundle of the normal family
In addition to the assumptions listed in the first paragraph of Section 5 we
assume in this section the condition dual to (3.5):
A∧(η) : Dmax(A∧(η)) ⊂ x
−γL2b → x
−γL2b is surjective for all η ∈ T
∗Y\0 (6.1)
with γ = 1/2 (this condition will not be needed again until Section 9).
Since A is w-elliptic, A∧(η) is elliptic for each η ∈ T ∗Y. Because of (3.5),
Dmin(A∧(η)) = K
1,1/2
1/2− 1
2
dimZ∧y
(Z∧y ;EZ∧y ), η ∈ T
∗Y;
this is (3.7) again with m = 1 and γ = 1/2. Assume η 6= 0. The operator A∧(η) is
Fredholm with its minimal domain (see [12, Proposition 4.1, Part (iii)]) hence also
with its maximal domain which happens to be
Dmax(A∧(η)) = ωiTy +Dmin(A∧(η)), y = πY(η)
(see Lemma 4.7 for the definition of i) for any cut-off function ω; this is obviously
a direct sum. Thus
dim
(
Dmax(A∧(η))/Dmin(A∧(η))
)
= dimTy if η ∈ T
∗
yY.
This dimension is also given by
N = − Ind(A∧,min(η)) + Ind(A∧,max(η)).
We will write N ′′ = − Ind(A∧,min(η)) and N
′ = Ind(A∧,max(η)). These numbers
may depend on the connected component of T ∗Y\0 containing η, but we will not
indicate this in the notation.
It is convenient at this point to give
Dmax(A∧) =
⊔
η∈T∗Y
Dmax(A∧(η))
the structure of a Hilbert space bundle. We do this by taking advantage of the fact
that Dmin(A∧) has already been given such a structure, and specifying that
ωiπ∗YT +Dmax(A∧)
is a smooth direct sum decomposition of Dmax(A∧).
The collection of spaces
Kη = ker(A∧,max(η)),
which by (6.1) have dimension N ′, plays a fundamental role in the properties of
boundary value problems involving A.
Theorem 6.2. Suppose (3.5), (4.1) and (6.1) hold with γ = 1/2. Let
K =
⊔
η∈T∗Y\0
Kη ,
let πK : K→ T
∗Y be the canonical projection. Then K→ T ∗Y\0 has the structure
of a smooth vector bundle, isomorphic to a subbundle K ⊂ π∗YT via the map
γA∧
∣∣
K
: K→ π∗YT (6.3)
which is a smooth vector bundle morphism. The smooth sections of K are those
which are smooth as sections of E∧ over N∧.
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The proof will make use of the following lemma.
Lemma 6.4. For every η0 ∈ T ∗Y\0 there is a neighborhood V ⊂ T ∗Y\0 and a
family of projections
pη : Dmax(A∧(η))→ Dmax(A∧(η))
onto Kη , η ∈ V , with the property that if u(η) ∈ x−1/2L2b(Z
∧
y ;EZ∧y ), η ∈ V ,
y = πY(η), is smooth as a section of E
∧ over
◦
℘−1∧,Y(V ) then so is pη(u(η)).
We prove the lemma below.
Proof of Theorem 6.2. Pick η0 ∈ T
∗Y\0, a neighborhood V ⊂ T ∗Y\0 of η0, and
a family of projections pη as in the lemma. Pick a frame τ1, . . . , τN ′ of T near
y0 = πYη0. Shrinking V if necessary, the lifting of the frame gives a frame of
π∗YT over V . After redefining the elements of the frame if necessary, assume that
τ1(y0), . . . , τN ′(y0) span γA∧(η0)(Kη0). These elements are images by γA∧(η0) of
(unique) elements nµ(η0) = ωiτµ(η0) + ζµ(η0) ∈ Kη0 where ζµ(η0) ∈ Dmin(A∧(η0)).
Extend the elements ζµ(η0) as smooth sections of Dmin(A∧) (see the end of Sec-
tion 5) in such a way that they are smooth as sections of E∧ (for instance by
extending as constant with respect to one of the trivializations described in Sec-
tion 3). Let
nµ(η) = pη(ωiτµ(y) + ζµ(η)), τ˜µ(η) = γA∧(η)(nµ(η)),
y = πY(η), η ∈ V, µ = 1, . . . , N
′.
Thus nµ(η) ∈ Kη for each η ∈ V and is, by Lemma 6.4, a smooth section of E∧
over
◦
℘−1∧,Y(V ). By continuity these elements are linearly independent for η in a
neighborhood of η0 which we may take to be V itself. Therefore they give a basis
of Kη for each η ∈ V . Furthermore, by Lemma 5.13 the τ˜µ(η) are smooth sections of
π∗YT near η0, in K , independent there since they agree with the τµ, µ = 1, . . . , N
′,
at η0. This implies: every section of K over V which is smooth as a section of E
∧
over
◦
℘−1∧,Y(V ) is a linear combination of the nµ(η) with C
∞ coefficients.
This shows that the family of frames constructed as the frame nµ was has smooth
transition functions. This defines the C∞ structure of K.
Since γA∧(η)(nµ(η)) is part of a smooth frame of π
∗
YT , (6.3) is a smooth mor-
phism. This concludes the proof of Theorem 6.2. 
Proof of Lemma 6.4. Fix η0 ∈ T ∗Y\0. We will construct a family of right inverses
B∧(η) : x
−1/2L2b → Dmax(A∧(η))
defined for η in a neighborhood V of η0 with the property that it maps sections
of π∗YHF over V which are smooth as sections of F
∧ over
◦
℘−1∧,YV to sections of
Dmax(A∧) over V which are smooth as sections of E∧ over the same set. Then
B∧(η)A∧(η), which is a projection
x−1/2L2b(Z
∧
η ;EZ∧η )→ x
−1/2L2b(Z
∧
η ;EZ∧η )
with kernel Kη will have the analogous property (since A∧ has it), and so pη =
I −B∧(η)A∧(η) will have the required property. We are using the notation Z∧η for
℘−1∧,Y(η).
Let B∧(η0) be a right inverse of A∧(η0). Let
πmax, πmin : Dmax(A∧(η0))→ Dmax(A∧(η0))
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be the projections associated with the direct sum decomposition
Dmax(A∧(η0)) = ωiTy0 +Dmin(A∧(η0))
with respect to some fixed cut-off function ω; we have set y0 = πY(η0). Obviously
πmax ◦B∧(η0), πmin ◦B∧(η0) : x
−1/2L2b(Z
∧
y0 ;EZ∧y0 )→ Dmax(A∧(η0))
are continuous operators.
The map πmax can be written explicitly with the aid of the trace map (see (5.12))
of A∧(η0):
πmax(u) = ωiγA∧(η0)(u).
Let τ1, . . . , τN be a frame of π
∗
YT in a neighborhood V of η0 and τ
1, . . . , τN the
dual frame. Then
x−1/2L2b(Z
∧
η0 ;FZ∧η0 ) ∋ f 7→ b
µ(f) = 〈τµ(η0), (γA∧(η0) ◦B∧(η0))(f)〉 ∈ C
is continuous.
Using the trivializations of HE and HF described in Section 3 and taking ad-
vantage of the fact that the former restrict to trivializations of Dmin(A∧) we regard
πmin ◦B∧(η0) as a mapping HF → Dmin(A∧). As such it is continuous and has the
property that it sends sections of HF which are smooth section of F∧ over
◦
℘−1∧,YV
to sections of E∧ with the same property. The map
B˜∧(η) : x
−1/2L2b(Z
∧
η0 ;FZ∧η0 )→ x
−1/2L2b(Z
∧
η0 ;EZ∧η0 )
defined by
B˜∧(η)f = πmin ◦B∧(η0)f +
∑
µ
bµ(f)ωτµ(η), η ∈ V
then has the same property. Note that B˜∧(η) maps into Dmax(A∧(η)) and that
B˜∧(η0) = B∧(η0). Recalling that
bA∧ =
bA = A∧(0) = x
−1 bP , 0 ∈ T ∗πY(η)Y, set
q(η) = A∧(η)−
bA.
This is a (smooth) homomorphism q : ℘∗∧T
∗Y → Hom(E∧, F∧) which commutes
with x∂x. We will write
bA∧,η when referring to
bA∧ as an operator on Z∧η . Since
bA∧,η is a first order operator,
bA∧,η(hu) = h
bA∧,η(u)− i σ (
bA∧,η)(dh)(u)
for any smooth function h and generalized section u of E∧, where σ ( bA∧,η) is the
standard principal symbol of bA∧,η . Passing to trivializations and working on the
fiber over η0 (so that differences of elements originally in different fibers make sense)
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we have
bA∧,η
(∑
µ
bµ(f)ωτµ(η)
)
=
∑
µ
bµ(f)ω bA∧,η(τµ(η))− i
∑
µ
bµ(f)σ ( bA∧,η)(dω)(τµ(η))
= −i
∑
µ
bµ(f)σ ( bA∧,η)(dω)(τµ(η))
= bA∧,η0
(∑
µ
bµ(f)ωτµ(η0)
)
− i
∑
µ
bµ(f)
(
σ ( bA∧,η )(dω)(τµ(η))− σ (
bA∧,η0)(dω)(τµ(η0))
)
taking advantage of the fact that bA∧,η (τµ(η)) = 0. Proceeding in a similar fashion
with all terms we obtain
A∧(η)B˜∧(η)(f) = A∧(η0)B∧(η0)(f)− (A∧(η0)−A∧(η))πminB∧(η0)(f)
− i
∑
µ
bµ(f)
(
σ ( bA∧,η)(dω)(τµ(η))− σ (
bA∧,η0)(dω)(τµ(η0))
)
+
∑
µ
bµ(f)ω
(
q(η)τµ(η)− q(η0)τµ(η0)
)
,
that is,
A∧(η)B˜∧(η) = I −R(η,η0)
with
R(η,η0) : x
−1/2L2b(Z
∧
η0 ;FZ∧η0 )→ x
−1/2L2b(Z
∧
η0 ;FZ∧η0 )
which evidently is continuous. We claim that its norm can be made arbitrarily
small when η is close to η0. Indeed, since σ (
bA∧,y)(dω) is a smooth bundle homo-
morphism depending smoothly on the base variables,
σ ( bA∧,η )(dω)(τµ(η))− σ (
bA∧,η0)(dω)(τµ(η0))
can be made arbitrarily small by taking η sufficiently close to η0. The same argu-
ment applies to
q(η)τµ(η)− q(η0)τµ(η0).
Finally, A∧(η0)−A∧(η) is a first order operator whose coefficients can be assumed
to be arbitrarily small by taking η sufficiently close to η0. So this operator, as an
operator Dmin(A∧(η0)) → x−1/2L2b(Z
∧
η0 ;FZ∧η0 ), has small norm if η is sufficiently
close to η0, and the same is then true for
(A∧(η0)−A∧(η))πminB∧(η0) : x
−1/2L2b(Z
∧
η0 ;FZ∧η0 )→ x
−1/2L2b(Z
∧
η0 ;FZ∧η0 ).
Thus we may assume that ‖R(η,η0)‖x−1/2L2b < 1 when η ∈ V and define
B∧(η) = B˜∧(η) ◦ (I −R(η,η0))
−1
which is a right inverse of A∧(η).
We now show that B∧(η) has the property described at the beginning of the
proof. The operator R(η,η0) depends smoothly on η, and has the property that if
f(η) ∈ x−1/2L2b(Z
∧
η0 ;FZ∧η0 )
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is a smooth section of F∧ over
◦
℘−1∧,Y(V ) then R(η,η0)f is also smooth as a section
of F∧ over the same set. This can be seen as follows. If f is smooth as specified,
then the section B∧(η0)f(η) of E
∧ along Z∧y0 , is also smooth, by the ellipticity of
A∧(η0). Since in any case γA∧(η0)B∧(η0)f(η) ∈ Ty0 is a smooth section of E
∧ over
◦
Z∧y0 , so is πminB∧(η0)f(η) since
πminB∧(η0) = B∧(η0)− ωiγA∧(η0)B∧(η0)
Inspection of the definition of R(η,η0) shows that these properties are inherited
by this operator, hence by (I − R(η,η0))−1, which exists for η in a neighborhood
V ⊂ T ∗Y\0 of η0, and in conclusion, by B∧(η). It follows that the projection ℘η
has the property described in Lemma 6.4. This ends the proof of the lemma. 
It follows from (2.6) that κ̺ maps Kη onto K̺η , in other words, we have an
induced R+-action
κ : K→ K
by bundle diffeomorphisms covering the radial action on T ∗Y\0. The bundle homo-
morphism γA∧ intertwines this action on K and that of κ̺ on π
∗
YT . Indeed, suppose
u ∈ Kη . Then u = ωiτ + ζ uniquely with τ = γA∧(η)u and ζ ∈ Dmin(A∧(η)), and
(γA∧(̺η) ◦ κ̺)(ωiτ + ζ) = γA∧(̺η)(κ̺ω κ̺iτ) + (γA∧(̺η) ◦ κ̺)ζ
= γA∧(̺η)(ω iκ̺τ)
= κ̺τ
using that κ̺ preserves Dmin(A∧(η)) and that the latter space is the kernel of
γA∧(η). Thus γA∧(̺η)κ̺(u) = κ̺γA∧(η)u.
Proposition 6.5. The map γA∧ is an equivariant isomorphism K→ K .
7. The extension operator
We continue with the assumptions listed in the first paragraph of the previous
sections.
The following lemma makes strong use of the fact that A is a first order operator;
it is false for higher order elliptic w-operators.
Lemma 7.1. The spaces Dmin(A) and Dmax(A), hence also Dmax(A)/Dmin(A), are
modules over R.
Proof. If f ∈ R then the commutator [A, f ] = i wσ (A)(wdf) is a zeroth order oper-
ator, see (2.1), in other words, a section of Hom(E,F ) smooth up to the boundary.
For such f , if u ∈ Dmax(A) then
A(fu) = fA(u) + [A, f ]u
in
◦
M. Since [A, f ]u and Au both belong to x−1/2L2b(M;F ), A(fu) also belongs to
x−1/2L2b(M;F ).
Next, if u ∈ Dmin(A) and {uk}
∞
k=1 is a sequence in C
∞
c (
◦
M;E) converging to u
in A-norm, then {fuk}
∞
k=1 is a sequence in C
∞
c (
◦
M;E), and since
‖fu− fuk‖
2
A ≤ 2(‖f(Au−Auk)‖
2 + ‖[A, f ](u− uk)‖
2 + ‖f(u− uk)‖
2)
converges to 0 as k →∞, fu ∈ Dmin(A). 
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The relevancy of the lemma lies in that it allows for localization. We will take
advantage of this to define an extension operator
E : C∞(Y;T )→ C∞(
◦
M;E)
using a suitable partition of unity and the local triviality of T to reduce to a local
definition.
We begin with a local extension operator on generalized functions which we
eventually assemble into a global operator with the aid of a partition of unity.
In the following, [·] : R→ R is a C∞ function such that [r] ≥ 1 for all r ∈ R and
[r] = |r| for |r| large. Fix an arbitrary Riemannian metric on Y and denote by |η|
the norm of the covector η. Reflecting the properties of [·], [|η |] ≥ 1 and [|η |] = |η|
if |η | > r0. Fix also a cut-off function ω ∈ C∞c (R+) with support in x < c0 for some
c0 > 0.
Lemma 7.2. Let y1 . . . , yq be coordinates for Y in an open set U ⊂ Y, denote the
metric on T ∗Y in the local coordinates by
∑
k,ℓ g
kℓηkηℓ , write
[η]y =
[√∑
k,ℓ
gkℓ(y)ηkηℓ
]
. (7.3)
Let V = [0,∞)× U . The function
V × Rq ∋ (x, y, η) 7→ ω(x[η]y) ∈ R
is supported in x < c0, is a symbol in S
−∞(
◦
V ×Rq) and its restriction to x = x0 > 0
tends to 1 in Sε1,0(U × R
q) as x0 → 0 for any ε > 0.
Proof. Let χ ∈ C∞c (R) be supported in |x| < c. Assuming x > 0, the function
χ(x[η]y) vanishes if [η]y > c/x, so
|χ(x[η]y)| ≤
cN sup |χ|
xN
[η]−Ny
for any N > 0. In addition, for |η| large,
x
∂
∂x
χ(x[η]y) = x[η]yχ
′(x[η]y)
∂
∂yj
χ(x[η]y) = x[η]yχ
′(x[η]y)
1
2[η]2y
∑
k,ℓ
∂gkℓ
∂yj
(y)ηkηℓ
∂
∂ηj
χ(x[η]y) = x[η]yχ
′(x[η]y)
1
[η]2y
∑
ℓ
gjℓ(y)ηℓ.
(7.4)
In all cases the right hand side is of the form χ˜(x[η]y)a(y, η) with χ˜ ∈ C∞c (R)
and a(y, η) a symbol of type (1, 0), of order 0 in the first two cases and order −1
in the last. An argument by induction and the above estimate then gives that
(x, y, η) 7→ ω(x[η]y) is a symbol of order −∞ on x > 0. We’ll leave the proof of the
rest of the assertions to the reader. 
Continuing with the objects and notation in the lemma, let ϕ, ψ ∈ C∞c (U) with
ψ regarded as a function on V independent of x. Let f be a smooth (scalar) function
or distribution on U , define ψeϕf by
(ψeϕf)(x, y) =
ψ(y)
(2π)q
∫
Rq
eiy·ηω(x[η]y)(ϕf)̂ (η) dη.
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Here (ϕf)̂ is the Fourier transform of ϕf . By Lemma 7.2, if f ∈ C−∞(U), then
ψeϕf ∈ C
∞(
◦
V ), (ψeϕf)(x, y) = 0 if x > c0, and lim
εց0
ψeϕf
∣∣
x=ε
= ψϕf (7.5)
where the limit is in the sense of distributions. Note that the operator ψeϕ is
generic, not related to any particular differential operator A.
Lemma 7.6. The map
ψeϕ : C
−∞(U)→ C∞(
◦
V )
has the following properties:
(1) If f ∈ C∞(U) then
ψeϕf − ψϕf ∈ C˙
∞(V ).
(2) ψeϕ : L
2
loc(U)→ x
−1/2H∞e (V ).
(3) If suppϕ ∩ suppψ = ∅, then ψeϕ maps C−∞(U) into C˙∞(V ).
Recall from [26] that if M is a manifold with boundary then C˙∞(M) consists
of all elements of C∞(M) that vanish to infinite order at the boundary. The term
ψφf in (1) is to be regarded as a function on V independent of x.
Proof. The Fourier inversion formula gives
(ψeϕf)(x, y)− (ψϕf)(x, y) =
ψ(y)
(2π)q
∫
Rq
eiy·η(ω(x[η]y)− 1)(ϕf)
∧(η) dη
on x > 0. We have, with an arbitrary nonnegative integer k, that
1
xk
(
ω(x[η]y)− 1
)
= [η]kyhk(x[η]y)
with hk(x) = (ω(x) − 1)/x
k. This is a smooth function since it vanishes near
x = 0. The additional increase in η resulting from taking an arbitrary number of
derivatives of
eiy·η[η]kyhk(x[η]y)
with respect to x or the yj can be absorbed by the rapid decrease of (ϕf)̂ (η),
resulting in uniform estimates for
1
xk
(
ψeϕf − ψϕf)
and all its derivatives up to x = 0. This proves the first assertion.
For the second assertion, suppose f ∈ L2loc(U). Using induction and the formulas
(7.4) we find that (xDy)
αxkDkxψeϕ is, for arbitrary k and α, a linear combination
with constant coefficients of operators
f 7→ Ek,αα′,α′′,ℓ(f)(x, y) =
x|α|
ψ(α
′)(y)
(2π)q
∫
Rq
eiy·ηηα
′′
ωk+ℓ(x[η]y)g
α
α′,α′′,ℓ(y, η)(ϕf)̂ (η) dη
with α′ + α′′ ≤ α (componentwise), ℓ ≤ |α − α′ − α′′|, ωk(x) = xkω(k)(x) and
gαα′,α′′,ℓ ∈ S
0(U × Rq). Each of these is, for fixed x > 0, a pseudodifferential
operator with symbol
(y, y′, η) 7→ ψ(α
′)(y)ϕ(y′)
( η
[η]y
)α′′
(x[η]y)
|α|ωk+ℓ(x[η]y)
gαα′,α′′,ℓ(y, η)
[η]
|α−α′′|
y
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in S01,0(U × U × R
q). The seminorms of these symbols are uniformly bounded
independently of x > 0. Consequently, there is a constant Ck,α such that
‖(xDy)
αxkDkx(ψeϕf)(x, ·)‖L2(U) ≤ Ck,α‖χf‖L2(U)
for all x, where χ ∈ C∞c (U) is any function with χ = 1 on suppϕ. Thus∫ ∞
0
∫
U
∣∣x1/2(xDy)αxkDkx(ψeϕf)(x, y)∣∣2 dy dxx ≤ c0C2k,α‖χf‖2L2(U),
taking advantage also of the support property in (7.5).
The third assertion is most easily proved using the limit property in (7.5) and
that the Schwartz kernel of ψeϕ, the distribution
ψ(y)ϕ(y′)
(2π)q
∫
Rq
ei(y−y
′)·ηω(x[η]y) dη,
is smooth up to x = 0 and vanishes there if suppϕ ∩ suppψ = ∅. The details are
left to the reader. 
We now reinterpret the operators ψeϕ as operators
ψeϕ : C
−∞(U)→ C∞(
◦
℘−1∧ (U)).
The functions ϕ and ψ are in C∞(Y), compactly supported in U and we write
also ψ for ℘∗∧ψ. If ν ∈
◦
N∧ then x has a well defined value at ν (we fixed x at the
beginning of Section 5), and if ν ∈ ℘−1∧ (U) then via the coordinates we have a point
in Rq corresponding to ℘∧(ν). So if f ∈ C−∞(Y) there is a well defined value for
ψeϕf at ν. This defines ψeϕf as a smooth function on
◦
N∧. The function ψeϕf is
defined as zero in the complement of ℘−1∧ (U) in
◦
N∧. The operator depends on the
local coordinates used to define it, but that is unimportant.
If f is smooth, then, by Part (1) of Lemma 7.6, ψeϕf ∈ C∞(N∧) and its restric-
tion to x = 0 (that is, to N ) is equal to ℘∗(ψϕf):
f ∈ C∞(Y) =⇒ ψeϕf ∈ R
∧. (7.7)
Recall thatR∧ consists of all smooth functions f onN∧ such that f
∣∣
N
∈ ℘∗∧C
∞(Y).
Suppose now that U is so small that the trace bundle T → Y is trivial over U
and let τµ, µ = 1, . . . , N be a frame of T over U . Let ψ, ϕ ∈ C∞c (U). Define
ψEϕ : C
−∞(Y;T )→ C∞(
◦
N∧;E∧)
by
ψEϕu =
N∑
µ=1
ψeϕ(u
µ)τµ if u =
N∑
µ=1
uµτµ. (7.8)
Note that ψEϕu is always a smooth global section of E
∧ over
◦
N∧ supported in
℘−1∧ (U)\N . Note further that ψEϕu = 0 if x > c0 because of the support property
in (7.5), so if c0 is small enough (assume this is the case) we can also regard ψEϕu
as defined on M via Φ. Finally, observe that
u ∈ C∞(Y;T ) =⇒ ψEϕu ∈ Dmax(A
′) (7.9)
because of (7.7) and Lemmas 5.3 and 7.1.
Cover Y by finitely many open subsets Us, s = 1, . . . , S, of the kind used in
defining (7.8). Choose a subordinate partition of unity {ϕs} and functions ψs ∈
C∞c (Us) such that ψs = 1 in a neighborhood of suppϕs.
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Definition 7.10. The operator
E = Φ∗
S∑
s=1
ψsEϕs : C
−∞(Y;T )→ C∞(
◦
M;E)
is an extension operator associated with A.
Recall that the map Φ∗ transfers sections of E
∧ (or F∧) defined in a neighbor-
hood of N in N∧ to sections of E (or F ) defined in a neighborhood of N in M
with the aid of a tubular neighborhood map and connections (see Section 2, for
instance (2.4)). Since ω(x[η]y) vanishes for sufficiently large x independently of η,
the support of elements in the image of ψsEϕs is close to N (in N
∧), so we may
view elements in the image of E as defined on all of M (and supported near N ).
The operator E is an extension operator adapted to A:
γA ◦ E : C
∞(Y;T )→ C∞(Y;T ) is the identity operator. (7.11)
Indeed, if u ∈ C∞(Y;T ), then Lemma 7.6 gives
ψsEϕsu− ψsP(ϕsu) ∈ C˙
∞(N∧;E) (7.12)
from which γA(Eu) = u follows using (5.8) and Proposition 5.9. We prove stronger
results than (7.11) about E later in this section.
Another immediate property of E is that, because of (7.9), it maps C∞(Y;T )
into the maximal domain of A, thus
E : C∞(Y;T )→ Dmax(A) ∩C
∞(
◦
M;E).
This of course need not be true of the operators ψseϕs , since these are generally
unrelated to A.
In the rest of this section we analyze the maps ψsEϕs is detail in order to improve
on the last two listed properties of E. We drop the index s from the notation.
Recall from Proposition 4.4 that x∂x defines an endomorphism of T . We will
write g for the endomorphism x∂x+1/2, that is, (4.5) with γ = 1/2. Pick a positive
δ < 1. We will additionally assume that
the open set U ⊂ Y is so small that T has a δ-admissible frame
τ1, . . . , τN over U with respect to g.
(7.13)
This means, see [19, Definition 2.1], that the eigenvalues of the fiberwise action of
g remain within a disjoint family of sets (clusters) in C of diameter less than δ as
y varies in U , and that the frame consists of linear combinations of elements in
the generalized eigenspaces associated to the clusters. The statement about the
clustering of the eigenvalues has a direct translation to the boundary spectrum of
A in view of (4.6). The compactness of Y and (4.1) (with γ = 1/2) imply the
existence of a number 0 < δ0 <
1
2 such that
specb(
bAy) ∩ {σ : −1/2 < ℑσ < 1/2} ⊂
{
σ ∈ C : −
1
2
+ δ0 < ℑσ <
1
2
− δ0} (7.14)
for every y ∈ Y.
We shall further assume that the boundary fibration N → Y is trivial over U in
addition to it being the domain of a coordinate system as already indicated above.
We then make the identifications
℘−1(U) = U ×Z, ℘−1∧ (U) = U ×Z
∧,
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Z∧ = [0,∞)×Z and let
W = [0, ε)× U ×Z.
The open set U , the functions ϕ, ψ, ω, and the δ-admissible frame τ1, . . . , τN will
remain fixed until further notice. We will write E instead of EZ∧ for the vector
bundle over Z∧ and τµ(y) for the section (x, z) 7→ τµ(x, y, z) of E.
Let H1 and H2 be Hilbert spaces equipped with strongly continuous group ac-
tions κj,̺, ̺ > 0, j = 1, 2. Denote by L (H1, H2) the space of continuous linear
maps H1 → H2. Recall from [31] that the class of twisted operator-valued symbols
Sm(U × Rq;H1, H2) is defined as the space of all
p(y, η) ∈ C∞(U × Rq,L (H1, H2))
such that for all α, β ∈ Nq0 and K ⋐ U there exists Cα,β ≥ 0 such that
‖κ−12,[η]
(
Dαy ∂
β
η p(y, η)
)
κ1,[η]‖L (H1,H2) ≤ Cα,β [η]
m−|β| (7.15)
for all (y, η) ∈ K × Rq. Here [η] is given by (7.3) but with the Euclidean metric
(we omit the reference to y in this case). We review some of the properties of the
pseudodifferential calculus associated with such symbols in Appendix A.
A map p ∈ C∞(U × Rq,L (H1, H2)) is homogeneous of degree m for large |η| if
p(y, ̺η) = ̺mκ2,̺ p(y, η)κ
−1
1,̺
holds when ̺ ≥ 1 for all sufficiently large |η|, uniformly on compact subsets of
U (see [31, Definition 5, Section 3.2]). The reader may verify that such a map
belongs to Sm(U × Rq;H1, H2). An example of this is the function ω(x[η]y) with
[η]y given by (7.3) and the following setup: let H1 = C with the trivial R+-action
and H2 = x
−1/2L2b(Z
∧) with the action
κ̺u(x, z) = ̺
1/2u(̺x, z) for ̺ > 0, (7.16)
and let p : U × Rq → L (H1, H2) be defined, for (y, η) ∈ U × Rq, as multiplication
by ω(x[η]y). Then ̺
−1/2κ̺p(y, η) = ω(̺x[η]y) which is equal to ω(x[̺η]y) if ̺ ≥ 1
and |η| is sufficiently large. Thus p is homogeneous of degree −1/2 for large |η|.
The spacesKs,γt (Z
∧;E) (see (3.6)) will be relevant for us because τµ ∈ K
s,−1/2+δ0
t
for any s and for any t < − dimZ∧− 1/2+ δ0. These objects appear in ψEϕ in the
form ω(x[η]y)τµ, so more relevant for our purposes is the fact that
ω(x[η]y/[η])D
α
y τµ ∈ K
s,−1/2+δ0
t for all s, t ∈ R, and α ∈ N
q
0.
Indeed, now the behavior of τµ at infinity is irrelevant, while the behavior of the
derivatives near 0 is a consequence of the meaning of smoothness, of Lemma 4.8,
and the Mellin inversion formula, since the location of the poles of the expression
in (4.9) does not change as the expression is differentiated. That ∂αy τµ may not be
a section of T if α 6= 0 is also immaterial.
Equip the spaces Ks,γt (Z
∧;E) with the strongly continuous group action (7.16)
and the spaces CN with the trivial group action.
Lemma 7.17. Define ψeϕ : U × U × Rq → L
(
CN , C∞(
◦
Z∧;E)
)
by
ψeϕ(y, y
′, η) : ζ 7→ ψ(y)ϕ(y′)ω(x[η]y)
N∑
j=1
ζµτµ(y).
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Then ψeϕ belongs to
S−δ0(U × U × Rq;CN ,K∞,−1/2+δ0∞ ) =
⋂
s,t∈R
S−δ0(U × U × Rq,CN ,K
s,−1/2+δ0
t )
for any δ0 as in (7.14). Furthermore,
Dαy ∂
β
η ψeϕ ∈ S
−|β|−δ0(U × U × Rq;CN ,K∞,∞∞ )
for all α, β ∈ Nq0 with |β| > 0.
Proof. Consider the group action (7.16) on general sections of E∧ on Z∧. Its
infinitesimal generator restricted to elements of T is just g, obviously. Since the
τµ form a smooth frame of T ,
κ−1̺ τµ(y) =
∑
ν
cνµ(y, ̺)τν(y) (7.18)
for some cνµ ∈ C
∞(U ×R+). Because of (7.14) and the specific structure of the τµ,
the functions cνµ are symbols of order ≤ −δ0. (7.19)
To illustrate this consider τ = xiσ with one of the relevant numbers σ. Then
κ−1̺ τ = ̺
−iσ−1/2τ , and estimates like |̺−iσ−1/2| = ̺ℑσ−1/2 for large ̺ coupled
with the fact that
spec(gy) ⊂ {λ ∈ C : δ0 < ℜλ < 1− δ0}
for every y ∈ Y give that ̺−iσ−1/2 is a symbol of order < −δ0. It follows that
(y, η) 7→ cℓj(y, [η]) is an element of S
−δ0(U × Rq). A rigorous proof of (7.19) may
be obtained using the Dunford integral representation
κ−1̺ =
1
2πi
∫
Γ
̺−λ(λ− gy)
−1 dλ : Ty → Ty,
where Γ ⊂ {λ ∈ C : δ0 < ℜλ < 1− δ0} is a fixed contour enclosing spec(gy) for all
y ∈ Y.
Returning to ψeϕ, we have
κ−1[η]D
α
y ∂
β
η
(
ω(x[η]y)τµ
)
=
∑
α′≤α
(
α
α′
)
[η]1/2
(
κ−1[η]D
α′
y ∂
β
η ω(x[η]y)
)
Dα−α
′
y κ
−1
[η] τµ.
since κ−1[η] commutes with D
α
y . Furthermore, using formulas such as (7.4) (or κ-
homogeneity in the large as discussed above) and induction we see that
Dα
′
y ∂
β
η ω(x[η]y) =
∑
α′′≤α′
β′≤β
qα
′,β
α′′,β′(y, η)ω
α′,β
α′′,β′(x[η]y)
with qα,α
′
α′′,β′ ∈ S
−|β|(U × Rq) and ωα
′,β
α′′,β′ ∈ C
∞
c (R) vanishing near 0 if β 6= 0. We
thus have
κ−1[η]D
α
y ∂
β
η
(
ω(x[η]y)τµ
)
=
∑
qα
′,β
α′′,β′(y, η)ω
α′,β
α′′,β′(x[η]y/[η])D
α−α′
y (c
ν
µ(y, [η])τν),
hence
‖κ−1[η]D
α
y ∂
β
η
(
ω(x[η]y)τj
)
‖Ks,γt ≤ C[η]
−δ0−|β|
for γ = −1/2 + δ0 and any s, t, and, if β 6= 0, also for all γ. Thus the lemma
follows. 
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Lemma 7.20. The mapping ψEϕ : C
−∞(U ;TU )→ C∞(
◦
W ;E) restricts to a map
ψEϕ : L
2
loc(U ;TU )→ x
−1/2+δ0H∞e (W ;E)
with δ0 as in (7.14). If suppϕ ∩ suppψ = ∅, then
ψEϕ : C
−∞(U ;TU )→ C˙
∞(W ;E).
Proof. The second statement follows immediately from Part (3) of Lemma 7.6. To
prove the first statement, let P ∈ Diffe(W ;E) be an arbitrary edge-differential
operator on W . We may write P in the form
(Pv)(y) =
1
(2π)q
∫
U×Rq
ei(y−y
′)·ηp(y, η)v(y′) dy′ dη
with p(y, η) = p1(y, xη), p1(y, η) a polynomial in η with coefficients depending
smoothly on y with values in Diffb(Z∧;E). The variables x and z are implicit.
Because of the factor x accompanying η, p(y, η) may be regarded as an operator
valued symbol of order 0 acting between the K-spaces, see Proposition A.13. As
such, the usual Leibniz rule applies: if u ∈ C−∞(U ;T ), then Q = P ◦ ψEϕ has the
form
Qu =
1
(2π)q
∫
U×Rq
ei(y−y
′)·ηq(y, y′, η)u˜(y′) dy′ dη
where u˜ is the column vector whose components are the coefficients of u with respect
to the frame τµ, and
q = p# ψeϕ ∈ S
−δ0(U × U × Rq;CN ,K∞,−1/2+δ0∞ )
in view of Lemma 7.17. Consequently,
x−δ0q ∈ S0(U × U × Rq;CN , x−1/2L2b(Z
∧;E)),
and thus, in particular, Q maps L2loc(U ;TU ) into L
2(U, x−1/2+δ0L2b(Z
∧;E)). Since
P is arbitrary we obtain the asserted mapping property
ψEϕ : L
2
loc(U ;TU )→ x
−1/2+δ0H∞e (W ;E).

The combination of the previous and following lemmas gives, in particular, that
E maps H1−g(Y;T ) into Dmax(A). Here g = x∂x + 1/2 is the section of End(TU )
defined in (4.5) (with γ = 1/2, of course). The space H1−g(Y;T ) and other similar
spaces are the Sobolev spaces of variable order defined in [19, Section 5]. The
following lemma is stated in terms of A′, the operator defined in Lemma 5.1, but the
result applies equally well to A because of Lemma 7.20 and the fact that elements of
Diff1e(M;E,F ) such as A−A
′ map x−1/2+δ0H∞e (W ;E) into x
−1/2+δ0H∞e (W ;F ).
Lemma 7.21. The composition
A′ ◦ ψEϕ : C
−∞(U ;TU )→ C
∞(
◦
W ;F )
restricts to a continuous map
A′ ◦ ψEϕ : H
1−g
loc (U ;TU )→ x
−1/2H∞e (W ;F ).
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Proof. Let τ =
[
τ1, . . . , τN
]
be the frame of T used in (7.8) to define ψEϕ, define
k : U × Rq → L (CN ,TU ) by
k(y, η)ζ = κ[η]τ (y)ζ.
So
k(y, η)ζ =
∑
µ,ν
c˜νµ(y, η)ζ
µτν(y)
where c˜νµ(y, η) = c
ν
µ(y, 1/[η]) since κ[η]τ = τ c(y, 1/[η]), see (7.18). We claim that
k ∈ Sm1,δ(U × R
q; (CN , 0), (TU ,−g)) (7.22)
with m = 0. For general m ∈ R this means that, trivializing TU using the frame τ
(it is here where the fact that the frame is δ-admissible with respect to g, as stated
in (7.13), is used for the first time) k satisfies estimates of the form
for all α, β ∈ Nq0 and K ⋐ U there is C such that∥∥〈η〉−g(y)(Dαy ∂βη k(y, η))〈η〉0∥∥ ≤ C〈η〉m−|β|+δ|α| if y ∈ K, η ∈ Rq (7.23)
with 〈η〉 =
√
1 + |η|2, see [19, Definitions 3.1 and 6.1]. The homomorphism 〈η〉−g
is just κ1/〈η〉, and of course 〈η〉
0 is the identity homomorphism. To verify the claim
we use that by [19, Remark 3.9] the condition is equivalent to the statement that
〈η〉−gk〈η〉0 belongs to the standard Ho¨rmander class Sm1,δ, which is trivially true
here since κ1/〈η〉 = κ[η]/〈η〉κ
−1[η] so that
〈η〉−gk〈η〉0 = κ[η]/〈η〉κ
−1
[η] κ[η]τ = κ[η]/〈η〉τ .
The fact that [η]/〈η〉 is a symbol of order 0 gives that k satisfies (7.22) with m = 0.
We note in passing that the condition (7.23) is structurally the same as (7.15)
except that in the former the action is independent of the space variable y whereas
here we have the action by −g which may depend on y.
Define op(k) : C−∞c (U ;C
N)→ C−∞(U ;TU )(
op(k)v
)
(y) =
1
(2π)q
∫
Rn
eiy·ηk(y, η)v̂(η) dη
Then op(k) ∈ Ψ01,δ(U ; (C
N , 0), (TU ,−g)) reflecting the properties of k. By [19,
Proposition 5.2],
op(k) : H1comp(U ;C
N )→ H1−gloc (U ;TU ).
Observe that k is an elliptic symbol in the sense of [19]. Indeed, the inverse of k(y, η)
is
l : Ty ∋ u 7→ [τ
1(y)κ−1[η] u, . . . , τ
N (y)κ−1[η] u] ∈ C
N
where τ1, . . . , τN is the frame dual to the frame [τ1, . . . , τN ]; this defines an element
of S01,δ(U × R
q; (TU ,−g), (CN , 0)). Consequently op(k) has a properly supported
right parametrix L ∈ Ψ01,δ(U ; (TU ,−g), (C
N , 0)) modulo a smoothing operator R ∈
Ψ−∞(U ;TU ),
op(k) ◦ L = I −R,
giving in particular a continuous operator
L : H1−gcomp(U ;TU )→ H
1
comp(U,C
N ). (7.24)
We will show in a moment that A′ ◦ ψEϕ ◦ op(k) restricts to a continuous operator
A′ ◦ ψEϕ ◦ op(k) : H
1
comp(U ;C
N )→ x−1/2H∞e (W ;F ). (7.25)
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Assuming this for the moment, we use
A′ ◦ ψEϕ = A
′ ◦ ψEϕ ◦ op(k) ◦ L+A
′ ◦ ψEϕ ◦R
together with (7.24) and (7.25), plus the regularization property
R : H1−gcomp(U ;TU )→ C
∞(U ;TU )
and the fact that, because bA annihilates the τj , A
′ ◦ ψEϕ maps C∞(U ;TU ) →
x−1/2H∞e (W ;F ), to conclude that indeed
A′ ◦ ψEϕ : H
1−g
comp(U ;TU )→ x
−1/2H∞e (W ;F ).
The thesis of the lemma follows from this by noting the presence of factor ϕ in ψEϕ.
We now show (7.25). Recall that k(y, η) = κ[η]τ (y) = τ (y)c˜(y, η), c˜ = [c˜
ℓ
j ], as a
map CN → Ty. Note that
the functions c˜ℓj are symbols of order ≤ 1− δ0. (7.26)
This can be justified with an argument similar to the one given to lend cre-
dence to the assertion that the cℓj in (7.18) belong to S
−δ0(U × R+). Let op(c˜) :
C−∞c (U ;C
N )→ C−∞(U ;CN ) be the pseudodifferential operator defined by c˜. Then
op(k) = τ op(c˜). The definition of ψEϕ, see (7.8), gives(
ψEϕ ◦ op(k)
)
(v) =
∑
ν
( N∑
µ=1
(
ψeϕ ◦ op(c˜
ν
µ)
)
(vµ)
)
τν
= op(ψeϕ # c˜)(v)
We have
r = ψeϕ # c˜− ψeϕ|diag c˜ ∈ S
−2δ0(U × U × Rq;CN ,K∞,∞∞ )
by Lemma 7.17 (diag means the diagonal in U ×U), see also Corollary A.6. Conse-
quently, x−1−δ0r ∈ S1−δ0(Rq×Rq×Rq;CN ,K∞,∞∞ ), and by an argument analogous
to that in the proof of Lemma 7.20 we now get that
op(r) : H1comp(U ;C
N )→ x1/2+δ0H∞e (W ;E). (7.27)
In particular,
A′ ◦ op(r) : H1comp(U ;C
N )→ x−1/2+δ0H∞e (W ;F ).
We now prove the desired mapping property for A′ ◦ op(p) with p = ψeϕ|diag c˜.
By definition,
p(y, η) = κ[η]
(
ω(x[η]y/[η])ψ(y)ϕ(y)τ
)
: CN → C∞(Z∧;E),
which shows that p ∈ S0(U × Rq;CN ,K
∞,−1/2+δ0
∞ ). Assuming U is small enough,
we may view the operator A′ on
◦
W as being of the form A′ = op(a) with a(y, η) :
C∞(Z∧;E)→ C∞(Z∧;F ) given by
a(y, η) = bAy + q(y, η).
This is the coordinate version of the decomposition of A∧ used in the proof of
Lemma 5.1. Recall that bAy is independent of η and that q is linear in η since
A′ is a first order wedge operator. In particular, ∂αη a(y, η) is a smooth bundle
homomorphism if |α| = 1 and the zero operator if |α| > 1. Thus∑
|α|≥1
1
α!
∂αη aD
α
y p =
∑
|α|=1
1
α!
∂αη aD
α
y p ∈ S
0(U × Rq;CN ,K∞,−1/2+δ0∞ ). (7.28)
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Now let ω˜ ∈ C∞([0, ε)) be such that ω˜ = 1 in a neighborhood of the support of ω.
Then
a(y, η)p(y, η) = ω˜(x[η]y)
(
bAy(p(y, η)) + q(y, η)p(y, η)
)
.
However,
ω˜(x[η]y)
bAy(p(y, η)) =
[η]κ[η][ϕ(y)ψ(y)
bAyω(x[η]y/[η])τ1, · · · , ϕ(y)ψ(y)
bAyω(x[η]y/[η])τN ],
which gives
ω˜(x[η]y)
bAy(p(y, η)) ∈ S
1(U × Rq;CN ,K∞,∞∞ )
because bAyτj = 0. On the other hand,
ω˜(x[η]y)qp ∈ S
1(U × Rq;CN ,K∞,−1/2+δ0∞ ).
Therefore
ap ∈ S1(U × Rq;CN ,K∞,−1/2+δ0∞ ). (7.29)
Combining (7.28) and (7.29) gives∑
α
1
α!
∂αη aD
α
y p ∈ S
1(U × Rq;CN ,K∞,−1/2+δ0∞ )
which proves that
A′ ◦ op(p) : H1comp(U ;C
N )→ x−1/2H∞e (W ;F ),
and consequently, in conjunction with (7.27), that
A′ ◦ ψEϕ ◦ op(k) : H
1
comp(U ;C
N )→ x−1/2H∞e (W ;F ) (7.30)
as asserted. 
Proposition 7.31. The operator E : C−∞(Y;T )→ C∞(
◦
M;E) has the following
mapping properties.
(1) Eu−Pu ∈ C˙∞(M;E) for all u ∈ C∞(Y;T ).
(2) If ϕ ∈ C∞(Y) and ψ ∈ R are such that ψ vanishes to infinite order on
supp(℘∗ϕ), then ψEϕ maps C−∞(Y;T ) into C˙∞(M;E).
(3) γA ◦ E : C∞(Y;T )→ C∞(Y;T ) is the identity operator.
(4) E : L2(Y;T )→ x−1/2+δ0H∞e (M;E) for some δ0 > 0.
(5) A ◦ E : H1−g(Y;T ) → x−1/2H∞e (M;F ), where g is the bundle homomor-
phism x∂x + 1/2 : T → T .
In particular, E : H1−g(Y;T ) → Dmax(A) continuously, and γA ◦ E = I on
H1−g(Y;T ).
Proof. Statements (1) and (2) follow from Lemma 7.6 (see also (7.12) for (1))
while statement (3) is just (7.11). Statements (4) and (5) follow, respectively, from
Lemmas 7.20 and 7.21. By (3) and (4) we have E : H1−g(Y;T )→ Dmax(A). The
composition
γA ◦ E : H
1−g(Y;T )→ C−∞(Y;T )
is continuous, and by (7.11) we have (γA ◦ E)(u) = u if u ∈ C∞(Y;T ). By
continuity, γA◦Emust coincide with the inclusion mapH1−g(Y;T ) →֒ C−∞(Y;T )
on H1−g(Y;T ) which proves the claim. 
The following proposition determines the normal family of E (compare with
(2.4)).
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Proposition 7.32. Let g ∈ C∞(Y) be real valued and u ∈ C∞(Y;T ) with dg 6= 0
on suppu. Then
E∧(dg)u = lim
̺→∞
κ−1̺ e
−i̺℘∗∧gΦ∗EΦ∗e
i̺℘∗∧gκ̺u, (7.33)
exists and is equal to ω(x|dg|)iu.
The map i was defined in (4.7). The normal family of E on T ∗Y\0 is defined by
(7.33):
E∧(η) : π
∗
YTy → C
∞(Z∧y ;EZ∧y ),
E∧(η)τ = ω(x|η |)τ(x, z),
where y = πYη. The normal family is twisted homogeneous of degree 0 in the sense
that
E∧(̺η) = κ̺E∧(η)κ
−1
̺
for all η ∈ T ∗Y\0 and ̺ > 0.
Proof. Using the definition of E we see that we only need to show that the limit
lim
̺→∞
κ−1̺ e
−i̺℘∗∧g
ψEϕe
i̺℘∗∧gκ̺u
exists. We may assume that dg 6= 0 on U . So suppose τ1, . . . , τN is a smooth frame
of T as usual and u =
∑
uµτµ with smooth coefficients u
µ. Using the notation
(7.18) we have
κ̺u(y) =
∑
ν
cνµ(y, 1/̺)u
µ(y)τν(y).
Using (7.18) again we get that (2π)qκ−1̺ e
−i̺℘∗∧gψEϕe
i̺℘∗∧gκ̺u is the sum of∫∫
ei(y−y
′)·η−i̺(g(y)−g(y′))ψ(y)ϕ(y′)ω(x[η]y/̺)c
λ
ν (y, ̺)c
ν
µ(y
′, 1/̺)uµ(y′) dy′ dη τλ(y)
over all indices µ, ν, and λ. Because of (7.19) and (7.26) the entries Cλµ(y, y
′, ̺) of
c(y, ̺)c(y′, ̺)−1 are symbols of various orders≤ 1−2δ0. Obviously Cλµ(y, y, ̺) = δ
λ
µ.
A change of variables in the integral gives
̺−q
∫∫
ei̺[(y−y
′)·η−(g(y)−g(y′))]ψ(y)ϕ(y′)ω(x[̺η]y/̺)C
λ
µ(y, y
′, ̺)uµ(y′) dy′ dη τλ(y).
For y ∈ U and x > 0 the critical point of the phase is nondegenerate and occurs at
y′ = y, η = ∇g(y′). By stationary phase the integral is equal to
(2π)qψ(y)ϕ(y)ω(x[̺∇g(y)]y/̺)u
λ(y)τλ(y)
modulo lower order terms. This gives
lim
̺→∞
κ−1̺ e
−i̺℘∗∧g
ψEϕe
i̺℘∗∧gκ̺u = ψ(y)ϕ(y)ω(x[dg]y)u
since [̺∇g(y)]y/̺ = |dg(y)| for large ̺ because dg(y) 6= 0. 
Remark 7.34. The following observation will be important in the proof of The-
orem 9.6. Let 0 < δ < 1, and let K ∈ Ψ01,δ(Y; (T , 0), (T ,−g)) have twisted
homogeneous principal symbol σ (K)(η) on T ∗Y\0 of order 0, i.e.,
σ (K)(̺η) = κ̺ σ (K)(η)
for ̺ > 0, see [19]. Define
G∧(η) = A∧(η) ◦ E∧(η) ◦ σ (K)(η) (7.35)
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Then G∧(̺η) = ̺
1κ̺G∧(η) in view of the homogeneities of the normal families
A∧(η) and E∧(η) and of the principal symbol σ (K)(η) of K. By the proof of
Lemma 7.21, G∧(η) satisfies the mapping properties for principal parts of Green
symbols with respect to the weights (γ1, γ2) = (
1
2 ,−
1
2 ), see (B.4). Therefore, there
is a Green operator G of order 1 with respect to these weights whose normal family
is given by (7.35). By the proof of Lemma 7.21 again and the material reviewed in
Appendices A and B, we can deduce that
A ◦ E ◦K −G : H1(Y;T )→ x−1/2+εH∞e (M;F ), (7.36)
which shows, in particular, that A ◦ E ◦ K − G : H1(Y;T ) → x−1/2L2b(M;F ) is
compact.
8. The space H1
T
We continue with the assumptions and notational conventions of the previous
sections. In particular, the normal family A∧(η) is injective on its minimal domain,
(3.5) with γ = 1/2.
Define
C∞T (M;E) = C˙
∞(M;E) +P(C∞(Y;T )).
We have C∞
T
(M;E) ⊂ x−1/2L2b(M;E), and the operator A induces a map
A : C∞T (M;E)→ x
−1/2L2b(M;F ).
Consequently, C∞
T
(M;E) ⊂ Dmax(A), and the trace map γA defines an operator
γA : C
∞
T (M;E)→ C
∞(Y;T ).
Recall that
C˙∞(M;E) ⊂ ker γA (8.1)
because of Proposition 5.9.
Definition 8.2. Let H1
T
(M;E) be the completion of C∞
T
(M;E) with respect to
the norm ‖ · ‖H1
T
given by
‖u‖2H1
T
= ‖u‖2A + ‖γAu‖
2
H1−g(Y;T ).
Proposition 8.3. Let E : C−∞(Y;T ) → C∞(
◦
M;E) be an extension operator
associated to A and ι : Dmin(A) →֒ Dmax(A) the inclusion map. The map
[
ι E
]
:
Dmin(A)
⊕
H1−g(Y;T )
→ Dmax(A),
induces a topological isomorphism
[
ι E
]
:
Dmin(A)
⊕
H1−g(Y;T )
→ H1T (M;E).
The inverse is [
ι E
]−1
u =
[
u− (E ◦ γA)u
γAu
]
for u ∈ H1T (M;E).
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Proof. We first show that the map
[
ι E
]
induces an algebraic isomorphism
[
ι E
]
:
C˙∞(M;E)
⊕
C∞(Y;T )
→ C∞T (M;E).
This operator is well-defined because for u ∈ C˙∞(M;E) and v ∈ C∞(Y;T ) we
have
u+ Ev = (u+ Ev −Pv) +Pv
with u+ Ev −Pv ∈ C˙∞(M;E) since by Proposition 7.31, Ev −Pv ∈ C˙∞(M;E).
The operator is also injective because if u + Ev = 0 with u and v as before, then
u = −Ev, and therefore γAu = −(γA ◦E)v = −v by the same proposition, so v = 0
since γAu = 0 by (8.1). Consequently u = −Ev = 0. Finally, the operator is
surjective because if u+Pv ∈ C∞
T
(M;E) with u and v as above, then
u+Pv =
[
ι E
] [u+ (Pv − Ev)
v
]
.
This also shows that the inverse
[
ι E
]−1
has the stated form.
By density of the spaces of smooth functions it remains to show that both
[
ι E
]
:
(
C˙∞(M;E), ‖ · ‖A
)
⊕(
C∞(Y;T ), ‖ · ‖H1−g
)→ (C∞T (M;E), ‖ · ‖H1T ).
and its inverse[
I − E ◦ γA
γA
]
:
(
C∞T (M;E), ‖ · ‖H1
T
)
→
(
C˙∞(M;E), ‖ · ‖A
)
⊕(
C∞(Y;T ), ‖ · ‖H1−g
)
are continuous.
Let u ∈ C˙∞(M;E) and v ∈ C∞(Y;T ). By Proposition 7.31, the operator
E : H1−g(Y;T )→ Dmax(A) is continuous. Consequently,
‖u+ Ev‖A ≤ ‖u‖A + ‖Ev‖A ≤ ‖u‖A + ‖E‖‖v‖H1−g
≤ (1 + ‖E‖)(‖u‖A + ‖v‖H1−g ),
while
‖γA(u+ Ev)‖H1−g = ‖v‖H1−g ≤ ‖u‖A + ‖v‖H1−g .
This shows the continuity of
[
ι E
]
with respect to the indicated norms.
Now let u ∈
(
C∞
T
(M;E), ‖ · ‖H1
T
)
. Then the definition of ‖ · ‖H1
T
gives
‖γAu‖H1−g ≤ ‖u‖H1
T
,
while
‖u−E ◦ γAu‖A ≤ ‖u‖A+ ‖E ◦ γAu‖A ≤ ‖u‖A+ ‖E‖‖γAu‖H1−g ≤ (1+ ‖E‖)‖u‖H1
T
.
This shows the continuity of the inverse
[
ι E
]−1
and finishes the proof of the
proposition. 
Corollary 8.4. The embedding H1
T
(M;E) →֒ x−1/2L2b(M;E) is compact.
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Proof. By Proposition 8.3 the map
[
ι E
]−1
: H1T (M;E)→
Dmin(A)
⊕
H1−g(Y;T )
is continuous. We have Dmin(A) = x
1/2H1e (M;E) by [12], and the embedding
x1/2H1e (M;E) →֒ x
−1/2L2b(M;E) is compact, see [21, Propositon 3.29]. By Propo-
sition 7.31, the operator E : L2(Y;T ) → x−1/2+δ0H∞e (M;E) is continuous (see
(7.14) for the definition of δ0), and we have H
1−g(Y;T ) →֒ L2(Y;T ). Because
x−1/2+δ0Hme (M;E) →֒ x
−1/2L2b(M;E) is compact for m > 0 again by [21], we
obtain that E : H1−g(Y;T )→ x−1/2L2b(M;E) is compact. Consequently,
[
ι E
]
:
Dmin(A)
⊕
H1−g(Y;T )
→ x−1/2L2b(M;E)
is compact which proves the compactness of the embedding[
ι E
] [
ι E
]−1
: H1T (M;E) →֒ x
−1/2L2b(M;E)
as stated. 
Remark 8.5. For a regular elliptic operator A ∈ Diff1(M;E,F ) on a compact
manifold with boundary acting as an unbounded operator L2(M;E)→ L2(M;F ),
we obtain that the space H1
T
(M;E) coincides with the standard Sobolev space
H1(M;E) on M.
9. Boundary value problems
We are now ready to state our main theorem. We begin by reminding the reader
that A ∈ x−1Diff1e(M;E,F ) is w-elliptic, i.e.,
wσ (A) is invertible everywhere on wT ∗M\0, (9.1)
that
spece(A) ∩
(
Y × {σ ∈ C; ℑ(σ) = ±1/2}
)
= ∅. (9.2)
and that
A∧(η) : Dmin(A∧(η)) ⊂ x
−1/2L2b(M;E)→ x
−1/2L2b(M;F ) is injective,
A∧(η) : Dmax(A∧(η)) ⊂ x
−1/2L2b(M;E)→ x
−1/2L2b(M;F ) is surjective
(9.3)
for all η ∈ T ∗Y\0. Recall, see (3.8), that both Dmin(A∧(η)) and Dmax(A∧(η))
depend on η ∈ T ∗Y only through y = πYη in the first order case, and the min-
imal domain is explicitly given by (3.7) (with m = 1 and γ = 1/2 there). The
trace bundle T → Y was reviewed in Section 4; it comes equipped with a smooth
endomorphism g = x∂x + 1/2 : T → T , see Proposition 4.4.
Let K→ T ∗Y\0 be the vector bundle whose fiber at η is the kernel of
A∧(η) : Dmax(A∧(η)) ⊂ x
−1/2L2b(Z
∧
y ;EZ∧y )→ x
−1/2L2b(Z
∧
y ;FZ∧y ).
The image γA∧(K) = K ⊂ π
∗
YT is a subbundle, see Theorem 6.2.
Let G be a vector bundle over Y together with a smooth endomorphism a : G →
G and
B : C∞(Y;T )→ C∞(Y;G )
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a pseudodifferential operator of order µ ∈ R in the class Ψµ1,δ(Y; (T ,−g), (G , a))
for a fixed 0 < δ < 1. These classes of pseudodifferential operators were defined in
[19]. Assume further that B has twisted homogeneous principal symbol σ (B) on
T ∗Y\0, which means that
σ (B)(̺η) = ̺µ̺−ay σ (B)(η)̺−gy
for all ̺ > 0, where y = πYη. Here ̺
−gy is of course the action κ−1̺ on Ty. Finally,
let
Π = Π2 ∈ Ψ01,δ(Y; (G , a), (G , a))
be a projection and assume that Π has twisted homogeneous principal symbol σ (Π).
Because σ (Π) = σ (Π)2, the range of σ (Π) is a subbundle GΠ of π
∗
YG over T
∗Y\0.
Let γA : H
1
T
(M;E) → H1−g(Y;T ) be the trace map associated with A. We
consider the boundary value problem{
Au = f ∈ x−1/2L2b(M;F )
ΠB(γAu) = g ∈ ΠH
1−µ+a(Y;G )
(9.4)
and seek solutions u ∈ H1
T
(M;E). Here ΠH1−µ+a(Y;G ) is the range of the pro-
jection Π ∈ L (H1−µ+a(Y;G )), a closed subspace of H1−µ+a(Y;G ).
The ellipticity assumption about this boundary value problem is that the prin-
cipal symbol of the boundary condition induces a vector bundle isomorphism
σ (ΠB) : K
∼=
−→ GΠ on T
∗Y\0. (9.5)
The main theorem is the following.
Theorem 9.6. Under the assumptions (9.1), (9.2), (9.3), (9.5), the boundary value
problem (9.4) is well-posed, i.e., the operator[
A
ΠBγA
]
: H1T (M;E)→
x−1/2L2b(M;F )
⊕
ΠH1−µ+a(Y;G )
(9.7)
is a Fredholm operator.
Example 9.8. Consider any operator A ∈ x−1Diff1e(M;E,F ) that satisfies (9.1),
(9.2), and (9.3). Let S∗Y be the cosphere bundle with respect to some Riemannian
metric on Y. Pick a projection q = q2 ∈ End(π∗YT ) onto the subbundle K ⊂
π∗YT restricted to S
∗Y, and extend q by twisted homogeneity of degree zero to
T ∗Y\0 with respect to the action −g on T . Then q is a projection onto K
everywhere on T ∗Y\0, and by [19, Lemma 8.1] there exists a projection Π = Π2 ∈
Ψ01,δ(Y; (T ,−g), (T ,−g)) with σ (Π) = q. By construction, (9.5) holds for Π (and
B = I), and therefore[
A
ΠγA
]
: H1T (M;E)→
x−1/2L2b(M;F )
⊕
ΠH1−g(Y;T )
(9.9)
is a Fredholm operator by Theorem 9.6.
The boundary value problem (9.9) is a generalization of the Atiyah-Patodi-Singer
boundary value problem in the classical case, see [5]. The projection Π could also
be regarded as a generalization of the Caldero´n-Seeley projection [35, Chapter VI]
to our more general situation (this point of view applies in particular to the level
of principal symbols which is further underscored by Lemma 9.12 below).
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This example shows that it is always possible to pose generalized Atiyah-Patodi-
Singer boundary conditions to obtain a well-posed boundary value problem for
any operator A ∈ x−1Diff1e(M;E,F ) that satisfies (9.1), (9.2), and (9.3). In the
classical theory, one is often just interested in the homogeneous boundary value
problem. This corresponds here to considering the unbounded operator
A : D(A) ⊂ x−1/2L2b(M;E)→ x
−1/2L2b(M;F )
with domain
D(A) = {u ∈ H1T (M;E) : Π(γAu) = 0}.
Observe that Dmin(A) ⊂ D(A) ⊂ Dmax(A) because γA vanishes on Dmin(A) by
Proposition 5.9. The operator A with domain D(A) is closed, densely defined,
and Fredholm by Theorem 9.6 (closedness is a consequence of Fredholmness by
elementary functional analytic arguments, see for example [12, Proposition 4.4] for
a proof).
The case when the projection Π in (9.4) and (9.7) can be taken to be the identity
map corresponds classically to boundary value problems satisfying the Shapiro-
Lopatinskii condition. In this case, the ellipticity condition (9.5) becomes
σ (B) : K
∼=
−→ π∗YG on T
∗Y\0. (9.10)
By twisted homogeneity of σ (B), the invertibility of (9.10) everywhere on T ∗Y\0
is equivalent to the invertibility just on the cosphere bundle S∗Y with respect to
some Riemannian metric on Y. The bundle K → S∗Y is therefore isomorphic to
the pull-back π∗YG of the bundle G → Y via σ (B), i.e.,
K ∈ π∗Y Vect(Y) on S
∗Y (9.11)
up to vector bundle isomorphism. Conversely, if (9.11) holds (up to isomorphism),
then there exists a twisted homogeneous section of Hom(π∗YT , π
∗
YG ) on T
∗Y\0 that
realizes (9.10). This can be seen by composing a bundle isomorphism K ∼= π∗YG
with a projection π∗YT → K on S
∗Y and extending the resulting morphism by
twisted homogeneity. This and the calculus of operators twisted by endomorphisms
developed in [19] show that a boundary value problem (9.4) with Π = I that satisfies
the ellipticity condition (9.10) exists if and only if (9.11) holds. Condition (9.11) is
a topological obstruction for the operator A to admit boundary conditions B that
are elliptic in the sense that the Shapiro-Lopatinskii condition (9.10) is satisfied. In
the context of the classical L2-theory of regular elliptic boundary value problems,
this topological obstruction was identified by Atiyah and Bott [4]. In particular, as
the classical theory shows, one can in general not expect that (9.11) holds for the
bundle K . In fact, the K-theory class
[K ] = IndS∗Y(A∧ : Dmax(A∧)→ x
−1/2L2b) ∈ K(S
∗Y)
(Dmax(A∧) was defined in (3.9)) does in general not belong to the subgroup π
∗
YK(Y)
(as is the case, for example, for the ∂-operator on the unit disk, and more generally
Dirac operators on even-dimensional manifolds). However, as discussed in Example
9.8, it is always possible to set up a well-posed boundary value problem subject to
generalized Atiyah-Patodi-Singer boundary conditions.
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Proof of Theorem 9.6. We begin the proof with several reductions, each substanti-
ated further below:
(1) We may assume that the order µ of the boundary operator B is zero.
(2) It suffices to consider the case that E = F , i.e., A ∈ x−1Diff1e(M;E,E).
Moreover, it suffices to consider operators A = A⋆ that are symmetric on
C∞c (
◦
M;E).
(3) It suffices to consider the case that A has vanishing Atiyah-Bott obstruction.
More precisely, one can assume that there exists a vector bundle G0 ∈
Vect(Y) such that [K] = [π∗YG0] in K(S
∗Y).
Reduction (1) is possible because
B ∈ Ψµ1,δ(Y; (T ,−g), (G , a)) = Ψ
0
1,δ(Y; (T ,−g), (G , a− µ)),
Π ∈ Ψ01,δ(Y; (G , a), (G , a)) = Ψ
0
1,δ(Y; (G , a− µ), (G , a− µ)).
Consequently, by changing from a to a−µ, we may without loss of generality assume
in the sequel that µ = 0, i.e., B ∈ Ψ01,δ(Y; (T ,−g), (G , a)).
Reduction (2) is of little relevance for the proof and provides merely notational
convenience. However, reduction (3) is of primary importance. We need the fol-
lowing lemma to establish both.
Lemma 9.12. Suppose A ∈ x−1Diff1e(M;E,F ) satisfies (9.1), (9.2), and (9.3).
Then so does the formal adjoint A⋆ ∈ x−1Diff1e(M;F,E). Let T
⋆ be the trace
bundle associated with A⋆ acting in x−1/2L2b , and let K
⋆ ⊂ π∗YT
⋆ be the subbun-
dle obtained by passing from the kernel bundle K⋆ of the normal family A⋆∧(η) :
Dmax(A⋆∧(η)) → x
−1/2L2b to π
∗
YT
⋆ by fiberwise applying γA⋆∧(η), see Theorem 6.2.
Both K and K ⋆ are restricted to S∗Y. Then
[K ] + [K ⋆] = [π∗YT ] ∈ K(S
∗Y). (9.13)
Proof of Lemma 9.12. That A⋆ satisfies (9.1), (9.2), and (9.3) is clear. We only
have to prove (9.13). Consider the Fredholm functions A∧,max(η) : Dmax(A∧(η))→
x−1/2L2b and A
⋆
∧,max(η) : Dmax(A
⋆
∧(η))→ x
−1/2L2b on S
∗Y. By assumption we have
[K ] = IndS∗Y(A∧,max) ∈ K(S
∗Y),
[K ⋆] = IndS∗Y(A
⋆
∧,max) ∈ K(S
∗Y).
Since A⋆∧,max(η) : Dmax(A
⋆
∧(η)) ⊂ x
−1/2L2b → x
−1/2L2b is the adjoint of the Fred-
holm function A∧,min(η) : Dmin(A∧(η)) ⊂ x
−1/2L2b → x
−1/2L2b we get that
IndS∗Y(A
⋆
∧,max) = − IndS∗Y(A∧,min).
On the other hand, A∧,min = A∧,max ◦ ι, where ι(η) : Dmin(A∧(η))→ Dmax(A∧(η))
is the inclusion map. Additivity of the index gives
IndS∗Y(A∧,min) = IndS∗Y(A∧,max) + IndS∗Y(ι).
Because IndS∗Y(ι) = −[π
∗
YT ] we obtain
[K ] + [K ⋆] = IndS∗Y(A∧,max) + IndS∗Y(A
⋆
∧,max)
= IndS∗Y(A∧,max)− IndS∗Y(A∧,min)
= IndS∗Y(A∧,max)−
(
IndS∗Y(A∧,max) + IndS∗Y(ι)
)
= − IndS∗Y(ι) = [π
∗
YT ]
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as claimed. See [39] for background on the index in K-theory for Fredholm mor-
phisms between general Banach bundles. 
We continue the proof of Theorem 9.6 by establishing reductions (2) and (3).
Consider the operator
A =
[
0 A⋆
A 0
]
∈ x−1Diff1e
(
M;
E
⊕
F
,
E
⊕
F
)
,
acting as an unbounded operator in x−1/2L2b
(
M;
E
⊕
F
)
. This operator is symmet-
ric, and satisfies all assumptions (9.1), (9.2), and (9.3). The trace bundle TA of A
is the direct sum T ⊕T ⋆ of the trace bundles of A and A⋆. Moreover, the bundle
KA ⊂ π∗YTA built from the kernel bundle KA of the family
A∧(η) =
[
0 A⋆∧(η)
A∧(η) 0
]
:
Dmax(A∧(η))
⊕
Dmax(A⋆∧(η))
→
x−1/2L2b(Z
∧
y , EZ∧y )
⊕
x−1/2L2b(Z
∧
y , FZ∧y )
by applying the fiberwise trace map γA∧(η) = γA∧(η) ⊕ γA⋆∧(η) is the direct sum
K ⊕ K ⋆ of the corresponding bundles K ⊂ π∗YT and K
⋆ ⊂ π∗YT
⋆ associated
with A and A⋆, respectively. In particular [KA] = [K ]+[K
⋆] = [π∗YT ] as elements
in K(S∗Y) by Lemma 9.12. Consequently, the operator A has vanishing Atiyah-
Bott obstruction and satisfies (3).
Let ΠA⋆ = Π
2
A⋆ ∈ Ψ
0
1,δ(Y; (T
⋆,−g), (T ⋆,−g)) have twisted homogeneous prin-
cipal symbol σ (ΠA⋆) that is a projection in π
∗
YT
⋆ onto the subbundle K ⋆ on
T ∗Y\0 (see Example 9.8). Define
B =
[
B 0
0 I
]
∈ Ψ01,δ
(
Y;
( T
⊕
T ⋆
,
[
−g 0
0 −g
])
,
( G
⊕
T ⋆
,
[
a 0
0 −g
]))
,
Π˜ =
[
Π 0
0 ΠA⋆
]
∈ Ψ01,δ
(
Y;
( G
⊕
T ⋆
,
[
a 0
0 −g
])
,
( G
⊕
T ⋆
,
[
a 0
0 −g
]))
.
The boundary value problem represented by the operator
[
A
Π˜BγA
]
: H1TA
(
M;
E
⊕
F
)
→
x−1/2L2b
(
M;
E
⊕
F
)
⊕
Π˜H1+a˜
(
Y;
G
⊕
T ⋆
) , (9.14)
where a˜ =
[
a 0
0 −g
]
∈ End
( G
⊕
T ⋆
)
, satisfies all assumptions of Theorem 9.6, and
in addition it satisfies the extra assumptions (1), (2), and (3) stated at the beginning
of the proof. Consequently, if Theorem 9.6 is proved for boundary value problems
satisfying these extra assumptions, we can apply the conclusion of the theorem and
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obtain that (9.14) is a Fredholm operator. By construction of the operator (9.14)
this then implies that the original operator (9.7) is Fredholm, thus proving the
theorem in full generality.
We now proceed with proving Theorem 9.6 for the operator (9.7) under the
additional assumptions (1), (2), and (3).
To begin we make use of the isomorphism
[
ι E
]
:
x1/2H1e (M;E)
⊕
H1−g(Y;T )
→ H1T (M;E)
in Proposition 8.3. Recall that Dmin(A) = x
1/2H1e (M;E) by Theorem 3.3.
Clearly, then, the operator (9.7) is Fredholm if and only if the operator matrix[
A AE
0 ΠB
]
=
[
A
ΠBγA
]
◦
[
ι E
]
:
x1/2H1e (M;E)
⊕
H1−g(Y;T )
→
x−1/2L2b(M;E)
⊕
ΠH1+a(Y;G )
(9.15)
is Fredholm. Recall that γA ≡ 0 on Dmin(A) = x1/2H1e (M;E), and γA ◦ E = I on
H1−g(Y;T ), see Proposition 7.31.
By assumption (9.5) and (3) we have [GΠ] = [K ] = [π
∗
YG0] ∈ K(S
∗Y) for some
G0 ∈ Vect(Y). In other words, there is a vector bundle isomorphism
c :
GΠ
⊕
Ck
∼=
−→ π∗Y
( G0
⊕
Ck
)
(9.16)
on S∗Y for some k ∈ N0. By replacing c by c
[
σ (Π) 0
0 I
]
(but keeping the notation
c) we obtain
c ∈ Hom
(
π∗Y
( G
⊕
C
k
)
, π∗Y
( G0
⊕
C
k
))
on S∗Y, which we then extend by twisted homogeneity of degree one to T ∗Y\0
with respect to the actions generated by the endomorphisms[
a 0
0 0
]
∈ End
( G
⊕
Ck
)
and
[
0 0
0 0
]
∈ End
( G0
⊕
Ck
)
.
Let
C =
[
C11 C12
C21 C22
]
∈ Ψ11,δ
(
Y;
( G
⊕
Ck
,
[
a 0
0 0
])
,
( G0
⊕
Ck
,
[
0 0
0 0
]))
with σ (C) = c. Because (9.16) is an isomorphism on S∗Y we obtain from [19,
Theorem 8.2] that the operator[
C11 C12
C21 C22
] [
Π 0
0 I
]
:
ΠH1+a(Y;G )
⊕
H1(Y;Ck)
→
L2(Y;G0)
⊕
L2(Y;Ck)
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is Fredholm. Consequently, the operator matrix (9.15) (and therefore (9.7)) is
Fredholm if and only if
1 0 00 C11Π C12
0 C21Π C22
A AE 00 ΠB 0
0 0 I

︸ ︷︷ ︸
=


A AE 0
0 C11ΠB C12
0 C21ΠB C22


:
x1/2H1e (M;E)
⊕
H1−g(Y;T )
⊕
H1(Y;Ck)
→
x−1/2L2b(M;E)
⊕
L2(Y;G0)
⊕
L2(Y;Ck)
(9.17)
is Fredholm.
Choose an elliptic operator K ∈ Ψ01,δ(Y; (T , 0), (T ,−g)) that has twisted ho-
mogeneous principal symbol and is invertible with K−1 ∈ Ψ01,δ(Y; (T ,−g), (T , 0)).
Such an operator exists by [19, Theorem 6.9]. Then K : H1(Y;T )→ H1−g(Y;T )
is an isomorphism, and therefore (9.17) is Fredholm if and only if
A AEK 00 C11ΠBK C12
0 C21ΠBK C22
 :
x1/2H1e (M;E)
⊕
H1(Y;T )
⊕
H1(Y;Ck)
→
x−1/2L2b(M;E)
⊕
L2(Y;G0)
⊕
L2(Y;Ck)
(9.18)
is Fredholm.
From the composition theorem [19, Theorem 6.5] we get that[
C11ΠBK C12
C21ΠBK C22
]
=
[
C11 C12
C21 C22
] [
ΠB 0
0 I
] [
K 0
0 I
]
belongs to
Ψ11,δ
(
Y;
T
⊕
C
k
,
G0
⊕
C
k
)
,
the standard Ho¨rmander class of pseudodifferential operators of type (1, δ), and
this operator has principal symbol given by
c(η)
[
σ (ΠB)(η) 0
0 1
] [
σ (K)(η) 0
0 I
]
, (9.19)
a homogeneous section of degree one of the homomorphism bundle on T ∗Y\0 in
the ordinary (untwisted) sense. Now choose an operator
B˜ =
[
B˜11 B˜12
B˜21 B˜22
]
∈ Ψ1cl
(
Y;
T
⊕
Ck
,
G0
⊕
Ck
)
in the standard (1, 0)-calculus of classical pseudodifferential operators with σ (B˜)(η)
given by (9.19). Then[
C11ΠBK C12
C21ΠBK C22
]
− B˜ :
H1(Y;T )
⊕
H1(Y;Ck)
→
L2(Y;G0)
⊕
L2(Y;Ck)
is a compact operator.
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Next choose a Green operator
G0 : C
∞(Y;T )→ C∞(
◦
M;E)
of order one with respect to the weights (12 ,−
1
2 ) whose normal family is given by
G0,∧(η) = A∧(η) ◦ E∧(η) ◦ σ (K)(η) (9.20)
on T ∗Y\0, see Remark 7.34. Then
AEK −G0 : H
1(Y;T )→ x−1/2L2b(M;E)
is compact by that same remark because it has the mapping property (7.36). Con-
sequently, the operator (9.18) (and therefore (9.7)) is Fredholm if and only if
[
A G
0 B˜
]
:
x1/2H1e (M;E)
⊕
H1
(
Y;
T
⊕
Ck
) →
x−1/2L2b(M;E)
⊕
L2
(
Y;
G0
⊕
Ck
) (9.21)
is Fredholm, where G =
[
G0 0
]
. The operator matrix
[
0 G
0 B˜
]
:
x1/2H1e (M;E)
⊕
H1
(
Y;
T
⊕
Ck
) →
x−1/2L2b(M;E)
⊕
L2
(
Y;
G0
⊕
Ck
)
is a Green operator of order one with respect to the weights (12 ,−
1
2 ) as discussed
in Appendix B, and consequently the operator (9.21) can be analyzed with the
methods of Schulze’s edge calculus [31]. In view of our standing assumptions (9.1)
and (9.2), Schulze’s theory implies that the operator (9.21) is Fredholm provided
that
[
A∧(η) G∧(η)
0 σ (B˜)(η)
]
:
K
1, 1
2
1
2
− 1
2
dimZ∧y
(Z∧y ;EZ∧y )
⊕ π∗YTy⊕
Ck
 →
x−1/2L2b(Z
∧
y ;EZ∧y )
⊕ π∗YG0,y⊕
Ck
 , (9.22)
is invertible for all η ∈ T ∗Y\0, where y = πYη (see also Appendix B for more details
on ellipticity and the Fredholm property in Schulze’s edge calculus).
Because σ (B˜)(η) is given by (9.19) and G∧(η) =
[
G0,∧(η) 0
]
with G0,∧(η) as
in (9.20), and both c(η) in (9.16) and σ (K)(η) are invertible, we readily obtain that
(9.22) is invertible if and only if[
A∧(η)
σ (ΠB)(η) ◦ γA∧(η)
]
: Dmax(A∧(η))→
x−1/2L2b(Z
∧
y ;EZ∧y )
⊕
GΠ,η
(9.23)
is invertible. This can be seen by applying the exact same reasoning that we utilized
to convert problem (9.7) to problem (9.18) via (9.15) and (9.17) on the level of
the operators to the normal families. Recall that γA∧(η) ≡ 0 on Dmin(A∧(η)) =
K
1, 1
2
1
2
− 1
2
dimZ∧y
(Z∧y ;EZ∧y ) (see (3.7)), and γA∧(η) ◦ E∧(η) = I.
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By (9.3), the assumed ellipticity condition (9.5) is equivalent to the invertibility
of (9.23) on T ∗Y\0. Consequently, the operator (9.21) is Fredholm, and therefore
(9.7) is Fredholm. This finishes the proof of the theorem.
Remark 9.24. The idea to analyze a boundary value problem with nonvanishing
Atiyah-Bott obstruction by adding on a complementary boundary value problem
to obtain an enlarged system with vanishing Atiyah-Bott obstruction, and sub-
sequently to take advantage of a suitable pseudodifferential calculus of operator
matrices capable of analyzing the enlarged problem, was applied by Grubb and
Seeley in [14] to analyze the Atiyah-Patodi-Singer boundary value problem. This
was taken up and further developed in [33] (for classical pseudodifferential boundary
value problems based on Boutet de Monvel’s calculus) and [34] (for pseudodiffer-
ential edge operator matrices in Schulze’s edge calculus).
Appendix A. Pseudodifferential operators with operator-valued
symbols that are twisted by group actions
This appendix provides a summary of definitions and basic results on pseudo-
differential operators with operator-valued symbols that are twisted by strongly
continuous group actions. This calculus was introduced by Schulze to facilitate the
description of the structure near the boundary of operators in his edge calculus and
in Boutet de Monvel’s calculus that are smoothing in the interior but not necessar-
ily compact. The ideals of smoothing operators of such kind are generally referred
to as Green operators, singular Green operators, or generalized singular Green op-
erators in the literature. We will review the definition and some of the properties
of Green operators in the edge calculus in Appendix B. A standard reference in
this context is the monograph [31], see also [8, 32]. The results on boundedness
and compactness of pseudodifferential operators with operator-valued symbols in
abstract edge Sobolev spaces as presented here in Theorem A.8 were obtained in
[37].
Definition A.1. LetH and H˜ be Hilbert spaces equipped with strongly continuous
group actions κ̺ on H and κ˜̺ on H˜ for ̺ > 0.
(a) For µ ∈ R let Sµ(Rq × Rq;H, H˜) be the space of all a(y, η) ∈ C∞(Rq ×
Rq,L (H, H˜)) such that for all α, β ∈ Nq0 there exists a constant Cα,β > 0
such that
‖κ˜−1〈η〉
(
Dαy ∂
β
η a(y, η)
)
κ〈η〉‖L (H,H˜) ≤ Cα,β〈η〉
µ−|β| (A.2)
for all (y, η) ∈ Rq × Rq, where as usual 〈η〉 = (1 + |η|2)1/2.
(b) With every a(y, η) ∈ Sµ(Rq × Rq;H, H˜) we associate a pseudodifferential op-
erator
op(a) : S (Rq, H)→ S (Rq, H˜)
via [
op(a)u
]
(y) =
1
(2π)q
∫∫
ei(y−y
′)ηa(y, η)u(y′) dy′ dη.
The usual classes of operator-valued symbols are recovered in this definition when
choosing the trivial group actions κ̺ ≡ IH and κ˜̺ ≡ IH˜ on the Hilbert spaces.
In general, the strong continuity of the group action κ̺ implies that there exist
c,M ≥ 0 such that
‖κ̺‖L (H) ≤ cmax{̺, ̺
−1}M (A.3)
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for all ̺ > 0. Consequently, a symbol a(y, η) that satisfies the symbol estimates
(A.2) “twisted” by general group actions κ̺ and κ˜̺ of order µ also satisfies the
standard “untwisted” symbol estimates of order µ+M + M˜ , where M and M˜ are
the exponents in the estimate (A.3) for the group actions κ̺ and κ˜̺, respectively,
and vice versa. Thus both
S−∞(Rq × Rq;H, H˜) =
⋂
µ∈R
Sµ(Rq × Rq;H, H˜)
and
S∞(Rq × Rq;H, H˜) =
⋃
µ∈R
Sµ(Rq × Rq;H, H˜)
are independent of the group actions. In particular,
the standard elements of pseudodifferential calculus (asymptotic expan-
sions, compositions, formal adjoints, etc.) are applicable to operators
with symbols that satisfy the twisted estimates (A.2),
see below for the pertinent statements. In essence, twisting by nontrivial group
actions just induces a filtration by order that is different from the standard filtration.
Lemma A.4. Let H, H˜, and Hj, j = 1, 2, 3, be equipped with strongly continuous
group actions.
(a) Sµ(Rq×Rq;H, H˜) is a Fre´chet space with the topology induced by the seminorms
given by the best constants in the estimates (A.2) for all α, β ∈ Nq0.
(b) Multiplication of operator functions induces a bilinear map
Sµ1(Rq × Rq;H2, H3)× S
µ2(Rq × Rq;H1, H2)→ S
µ1+µ2(Rq × Rq;H1, H3).
(c) Differentiation induces a map
Dαy ∂
β
η : S
µ(Rq × Rq;H, H˜)→ Sµ−|β|(Rq × Rq;H, H˜)
for all α, β ∈ Nq0.
(d) Let aj ∈ S
µj (Rq × Rq;H, H˜) with µj → −∞ as j → ∞, and let µ = max
j
µj.
Then there exists a ∈ Sµ(Rq × Rq;H, H˜) such that a ∼
∞∑
j=0
aj.
Proposition A.5. Let a1 ∈ Sµ1(Rq ×Rq;H2, H3) and a2 ∈ Sµ2(Rq ×Rq;H1, H2).
Then
op(a1) ◦ op(a2) = op(a1 # a2) : S (R
q, H1)→ S (R
q, H3)
with a1 # a2 ∈ Sµ1+µ2(Rq × Rq;H1, H3). We have(
a1 # a2)(y, η) =
1
(2π)q
∫∫
e−iy
′η′a1(y, η + η
′)a2(y + y
′, η) dy′ dη′.
Moreover,
a1 # a2 ∼
∑
α∈Nq
0
1
α!
(
∂αη a1
)(
Dαy a2
)
,
where more precisely, for every N ∈ N,
rN = a1 # a2 −
∑
|α|≤N−1
1
α!
(
∂αη a1
)(
Dαy a2
)
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is given by the oscillatory integral
N
∑
|α|=N
∫
1
0
(1− θ)N−1
α!
1
(2pi)q
∫∫
e
−iy′η′(
∂
α
η a1
)
(y, η + θη′)
(
D
α
y a2
)
(y + y′, η) dy′ dη′ dθ.
The following corollary is particularly useful in the case that the embedding
H4 →֒ H3 is compact in conjunction with the boundedness and compactness The-
orem A.8.
Corollary A.6. Let a1 ∈ Sµ1(Rq × Rq;H2, H3) and a2 ∈ Sµ2(Rq × Rq;H1, H2).
Let H4 be a Hilbert space with H4 →֒ H3, and assume that the group action on H3
restricts to a strongly continuous group action on H4.
Suppose there exists an N ∈ N such that
Dαy ∂
β
η a1 ∈ S
µ1−|β|(Rq × Rq;H2, H4)
for all α ∈ Nq0 and all |β| ≥ N .
Then
a1 # a2 −
∑
|α|≤N−1
1
α!
(
∂αη a1
)(
Dαy a2
)
∈ Sµ1+µ2−N (Rq × Rq;H1, H4).
Definition A.7 (Abstract edge Sobolev space). For s ∈ R let Ws(Rq, H) be the
completion of S (Rq, H) with respect to the norm
‖u‖2Ws =
∫
Rq
〈η〉2s‖κ−1〈η〉
(
Fu
)
(η)‖2H dη.
Theorem A.8. Let a ∈ Sµ(Rq × Rq;H, H˜).
(a) The operator
op(a) :Ws(Rq, H)→Ws−µ(Rq, H˜)
is continuous for every s ∈ R.
(b) If a(y, η) : H → H˜ is compact for every (y, η) ∈ Rq and a(y, η) ≡ 0 for |y| ≥ R
large enough, then
op(a) :Ws(Rq, H)→Ws−µ1(Rq, H˜)
is compact for all s ∈ R and µ1 > µ.
Let ι : H →֒ H˜ be compact, and assume that the group action on H is induced
by restricting the group action from H˜ to H . Let ϕ ∈ C∞c (R
q), and consider
a(y, η) = ϕ(y)ι : H → H˜ in Theorem A.8(b). The theorem then implies that the
multiplication operator op(a) : u 7→ ϕu is compact in Ws(Rq, H)→Wt(Rq, H˜) for
t < s.
The calculus of pseudodifferential operators with operator-valued symbols that
are twisted by group actions has a subclass of operators with classical symbols.
The notion of classical symbol is built on a suitable notion of twisted homogeneity,
which is the following.
Definition A.9. A function a(µ)(y, η) ∈ C
∞(Rq ×
(
Rq\{0}
)
,L (H, H˜)) is twisted
homogeneous (in the variable η ∈ Rq\{0}) of degree µ ∈ R if
a(µ)(y, ̺η) = ̺
µκ˜̺a(µ)(y, η)κ
−1
̺
holds for all ̺ > 0 and (y, η) ∈ Rq ×
(
R
q\{0}
)
.
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Let χ ∈ C∞(Rq) be a function such that χ ≡ 0 near zero and χ(η) ≡ 1 for |η|
large enough. If a(µ)(y, η) is as in Definition A.9 and all derivatives D
α
y ∂
β
η a(µ)(y, η)
are bounded for y ∈ Rq and |η| = 1, then clearly
χ(η)a(µ)(y, η) ∈ S
µ(Rq × Rq;H, H˜).
A classical symbol of order µ is a symbol a(y, η) ∈ Sµ(Rq × Rq;H, H˜) that has an
asymptotic expansion
a(y, η) ∼
∞∑
j=0
χ(η)a(µ−j)(y, η), (A.10)
where a(µ−j)(y, η) is twisted homogeneous in η ∈ R
q\{0} of degree µ − j, j ∈ N0.
Let Sµcl(R
q × Rq;H, H˜) denote the space of classical symbols of order µ ∈ R.
Standard arguments show that the class of operators with classical symbols is
closed with respect to the usual operations in pseudodifferential calculus.
Example: Boundary symbols of edge differential operators. Let
P =
∑
j+|α|≤m
ϕj,α(y, x)(xDy)
α(xDx)
j : C∞c (R
q ×
◦
Z∧;E)→ C∞(Rq ×
◦
Z∧;F )
with ϕj,α ∈ C∞c (R
q×R+,Diff
m−j−|α|(Z;E,F )) be the representation of an edge dif-
ferential operator onM in adapted coordinates and trivializations near the bound-
ary. Here E and F are vector bundles on Z∧ that are pull-backs of corresponding
bundles over Z with the induced Hermitian metrics. Formally,
P = op(p) : C∞c (R
q, C∞c (
◦
Z∧;E))→ C∞(Rq, C∞(
◦
Z∧;F ))
with an operator-valued symbol
p(y, η) =
∑
j+|α|≤m
ϕj,α(y, x)(xη)
α(xDx)
j : C∞c (
◦
Z∧;E)→ C∞(
◦
Z∧;F ).
The symbol p(y, η) is referred to as the complete boundary or edge symbol of P
in the chosen coordinates and trivializations. For purposes of constructing para-
metrices, it is important to understand the estimates that p(y, η) satisfies, and to
identify the leading term of p(y, η). The calculus of operator-valued symbols twisted
by group actions is a suitable tool for this and we proceed here to make this state-
ment precise, see Proposition A.13 below. More generally, similar statements hold
for edge pseudodifferential operators near the boundary, see [8, 31, 32] for further
details on the general case.
Let ω ∈ C∞(R+) be a cut-off function, and define the cone Sobolev space
Ks,γt (Z
∧;E) = ωxγHsb (Z
∧;E) + (1− ω)x−tHscone(Z
∧;E) (A.11)
for s, t, γ ∈ R. The space Hscone(Z
∧;E) is near x = ∞ identical to Melrose’s
scattering Sobolev space Hssc(Z × [0, 1)) near x
′ = 0 resulting from compactifying
◦
Z∧ = Z × (0,∞) at ∞ to Z × [0,∞) via x′ = 1/x, cf. [28] and [31]. We will
abbreviate Ks,γt (Z
∧;E) to Ks,γt . Note that
K0,−γ
γ− 1
2
dimZ∧
= x−γL2b(Z
∧;E).
Moreover, Ks1,γ1t1 →֒ K
s2,γ2
t2 for all s1 ≥ s2, t1 ≥ t2, and γ1 ≥ γ2. This embedding is
compact if s1 > s2, t1 > t2, and γ1 > γ2.
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We equip Ks,γt with the strongly continuous group action
κ̺u(x, z) = ̺
1/2u(̺x, z), ̺ > 0, (A.12)
for all s, t, γ ∈ R.
Proposition A.13. Let
p(y, η) =
∑
j+|α|≤m
ϕj,α(y, x)(xη)
α(xDx)
j : C∞c (
◦
Z∧;E)→ C∞(
◦
Z∧;F )
with ϕj,α ∈ C∞(Rq × R+,Diff
m−j−|α|(Z;E,F )) such that ϕj,α(y, 1/x) is smooth
up to x = 0 and ϕj,α(y, x) ≡ 0 for |y| large. Then
p(y, η) ∈ S0(Rq × Rq;Ks,γt ,K
s−m,γ
t−m ).
If the coefficients ϕj,α(y, x) are independent of x, then p(y, η) is twisted homoge-
neous of degree zero. For every N ∈ N0 a Taylor expansion of the coefficients at
x = 0 induces a finite expansion
p(y, η) =
N−1∑
j=0
xjpj(y, η) + x
N p˜(y, η)
with
xjpj(y, η) ∈ S
−j
cl (R
q × Rq;Ks,γt ,K
s−m,γ+j
t−m−j )
twisted homogeneous of degree −j, and
xN p˜(y, η) ∈ S−N(Rq × Rq;Ks,γt ,K
s−m,γ+N
t−m−N ).
In this sense, we have p(y, η) ∼
∞∑
j=0
xjpj(y, η).
Now consider again an edge differential operator P of orderm near the boundary
in coordinates and trivializations as given by
P = op(p) : C∞c (R
q, C∞c (
◦
Z∧;E))→ C∞(Rq, C∞(
◦
Z∧;F ))
with edge symbol p(y, η) as in Proposition A.13. The normal family of P is
P∧(y, η) = p0(y, η) with p0(y, η) as in Proposition A.13, and we have
p(y, η)− P∧(y, η) ∈ S
−1(Rq × Rq;Ks,γt ,K
s−m,γ+1
t−m−1 ).
In this sense, P∧(y, η) is the principal part of the complete edge symbol p(y, η) of
P .
Correspondingly, near the boundary ofM a wedge differential operator of order
m is of the form A = x−mP with P ∈ Diffme (R
q × Z∧;E,F ) as above. We have
A = op(x−mp) with the operator-valued symbol
a(y, η) = x−mp(y, η) ∈ Sm(Rq × Rq;Ks,γt ,K
s−m,γ−m
t ),
and we have
a(y, η)−A∧(y, η) ∈ S
m−1(Rq × Rq;Ks,γt ,K
s−m,γ−m+1
t−1 );
a(y, η) is the complete edge (or boundary) symbol of A in the chosen coordinates
and trivializations near the boundary, and the normal family is given by A∧(y, η) =
x−mP∧(y, η). A∧(y, η) is twisted homogeneous of degree m.
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Remark A.14. For m ∈ N0 let
Hme (M;E) = {u; Pu ∈ L
2
b(M;E) for all P ∈ Diff
m
e (M;E)},
and define the spaces Hse (M;E) for s ∈ R by duality and interpolation, see [21]
(in Mazzeo’s paper the definition of these spaces is based on L2(M;E), but basing
these spaces on L2b(M;E) is more convenient for our purposes).
The following relationship between these e-Sobolev spaces and the abstract edge
Sobolev spaces of Definition A.7 near the boundary of the manifold M is useful:
Let U ⊂M be any open subset near the boundary that is diffeomorphic to Ω×
Z× [0, δ) with δ > 0, and assume that all bundles have adapted edge trivializations
in U covering the diffeomorphism as described in detail in [12, Sections 2 and 3].
Let u ∈ xγHse (M;E) have compact support in U . Then the push-forward of u to
Ω×Z × [0, δ) ⊂ Rq ×Z∧ belongs to the space
Wγ+1/2(Rq,Ks,γ
s−γ− 1
2
dimZ∧
(Z∧;E)). (A.15)
Conversely, if u belongs to the space (A.15) and has compact support in Ω× Z ×
[0, δ), then the pull-back of u with respect to the diffeomorphism and the adapted
trivializations belongs to xγHse (M;E). In short, the Sobolev space (A.15) is a
local model for xγHse (M;E) near the boundary. The
1
2 -shift from γ to γ +
1
2 in
the exponent of the W-space in (A.15) is due to our choice of normalization of the
dilation group action in (A.12).
Appendix B. Green operators and ellipticity in the edge calculus
In this appendix we review the definition and some of the properties of Green
operators and the concept of ellipticity and the Fredholm property in Schulze’s edge
calculus [8, 31, 32]. We will utilize some minor modifications from the presentation
in Schulze’s books and papers here that appear in our opinion to be better adapted
for our purposes.
Green operators are matrix operators of the form
G =
[
G11 G12
G21 G22
]
:
C∞c (
◦
M;E)
⊕
C∞(Y; J−)
→
C∞(
◦
M;F )
⊕
C∞(Y; J+)
, (B.1)
where either of the bundles E,F onM and J± on Y may be absent, in which case
the matrix degenerates accordingly.
The lower-right corner operator G22 : C
∞(Y; J−) → C∞(Y; J+) in (B.1) is
merely a classical pseudodifferential operator of some order µ ∈ R. The remaining
matrix entries map distributions on
◦
M to distributions on
◦
M (G11), distributions
on
◦
M to distributions on Y (G21), or distributions on Y to distributions on
◦
M
(G12), and all these operators are smoothing in the sense that[
G11 G12
G21 0
]
:
C−∞c (
◦
M;E)
⊕
C−∞(Y; J−)
→
C∞(
◦
M;F )
⊕
C∞(Y; J+)
,
so they are represented by integral operators with C∞ kernels. The behavior of
these kernels near N is crucial and is encoded in the mapping properties of G that
are part of the precise definition given below. This description refers to the choice
of two weights γ1, γ2 ∈ R, where γ1 is associated with the input variables/function
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spaces, and γ2 with the output variables/function spaces, and a suitable notion of
order.
Definition B.2. An operator G of the form (B.1) is a residual Green operator (or
a Green operator of order −∞) with respect to the weights (γ1, γ2) ∈ R2 if there
exists an ε > 0 such that
G :
xγ1Hsb (M;E)
⊕
Hs(Y; J−)
→
xγ2+εHtb(M;F )
⊕
Ht(Y; J+)
is continuous for all s, t ∈ R, or in short if
G :
xγ1H−∞b (M;E)
⊕
C−∞(Y; J−)
→
xγ2+εH∞b (M;F )
⊕
C∞(Y; J+)
.
Every residual Green operator is a compact operator in the spaces
G :
xγ1Hse (M;E)
⊕
Hs(Y; J−)
→
xγ2Hte(M;F )
⊕
Ht(Y; J+)
for all s, t ∈ R.
To describe the structure of Green operators of general orders µ ∈ R the following
notational convention will be useful: Recall from (1.2) that R is the ring of C∞
functions onM that on the boundary are constant on the fibers of the fibration ℘,
i.e., ϕ ∈ R if and only if ϕ|N = ℘∗ϕ0 with ϕ0 ∈ C∞(Y). With every ϕ ∈ R we
associate an operator
ϕ =
[
ϕ 0
0 ϕ0
]
:
C−∞(
◦
M;E)
⊕
C−∞(Y; J−)
→
C−∞(
◦
M;E)
⊕
C−∞(Y; J−)
,
ϕ
(
u
v
)
=
[
ϕ 0
0 ϕ0
](
u
v
)
=
(
ϕu
ϕ0v
)
,
which as indicated in the definition we will simply denote by ϕ in the sequel.
Definition B.3. An operator G of the form (B.1) is a Green operator of order
µ ∈ R with respect to the weights (γ1, γ2) ∈ R2 if there exists an ε > 0 such that
the following holds:
(a) For all ϕ, ψ ∈ R such that supp(ϕ) ∩ supp(ψ) = ∅, the operator ϕGψ is a
residual Green operator with respect to the weights (γ1, γ2).
(b) For all ϕ ∈ C˙∞(M) the operators ϕG and Gϕ are residual Green operators
with respect to the weights (γ1, γ2).
(c) Let U be any neighborhood of the boundary diffeomorphic to Ω × Z × [0, δ)
for some δ > 0 with Ω ⊂ Rq open, and suppose that all bundles are trivial
over U . Let ϕ, ψ ∈ R be compactly supported in U . Then, in coordinates and
trivializations, the operator ϕGψ acts locally as
ϕGψ :
C∞c (R
q, C∞c (
◦
Z∧;E))
⊕
C∞c (R
q,CN−)
→
C∞c (R
q, C∞c (
◦
Z∧;F ))
⊕
C∞c (R
q,CN+)
,
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and as such is required to be of the form ϕGψ = op(g) with an operator-valued
symbol
g(y, η) ∈ Sµcl
(
R
q × Rq;
K−∞,γ1−∞
⊕
C
N−
,
K∞,γ2+ε∞
⊕
C
N+
)
=
⋂
si,ti∈R, i=1,2
Sµcl
(
R
q × Rq;
Ks1,γ1t1
⊕
CN−
,
Ks2,γ2+εt2
⊕
CN+
)
.
(B.4)
We use here the cone Sobolev spaces (A.11) with the normalized dilation group
action (A.12) on them, and the finite-dimensional spaces CN± stemming from
trivializing the bundles J± are equipped with the trivial group action κ˜̺ ≡ ICN±
for all ̺ > 0.
Because the local operator-valued symbol g(y, η) in (B.4) is a classical symbol,
there exists an expansion
g(y, η) ∼
∞∑
j=0
χ(η)g(µ−j)(y, η)
like in (A.10). The principal symbol of g(y, η) is the leading term g(µ)(y, η) in this
expansion. Patching these principal symbols shows that there exists an invariantly
defined normal family
T ∗Y\0 ∋ η → G∧(η) :
C∞c (Z
∧
y ;EZ∧y )
⊕
π∗YJ−,y
→
C∞(Z∧y ;FZ∧y )
⊕
π∗YJ+,y
, y = πYη,
associated with G. The normal family is twisted homogeneous of degree µ in the
sense that
G∧(̺η) = ̺
µ
[
κ̺ 0
0 I
]
G∧(η)
[
κ−1̺ 0
0 I
]
for ̺ > 0.
Now let G : C∞c (
◦
M;E)→ C∞(
◦
M;F ) be a Green operator of order µ associated
with the weights (γ1, γ2) ∈ R2, and let P be any edge differential operator acting in
sections of bundles such that the compositions P ◦G or G ◦ P make sense. Defini-
tion B.3, Proposition A.13, and Proposition A.5 then imply that these compositions
are again Green operators of the same order µ associated with the same weights,
and (
P ◦G
)
∧
(η) = P∧(η) ◦G∧(η) or
(
G ◦ P
)
∧
(η) = G∧(η) ◦ P∧(η),
respectively. For the same reason, the analogous statement holds for compositions
of edge differential operators and Green operators G : C∞(Y; J−) → C∞(
◦
M;F )
or G : C∞c (
◦
M;E)→ C∞(Y; J+). Similarly, the composition x−mP ◦G of a wedge
differential operator x−mP of order m with G is a Green operator of order µ +m
associated with the weights (γ1, γ2−m), and G◦x−mP is a Green operator of order
µ+m associated with the weights (γ1 +m, γ2).
More generally, analogous results hold for compositions of Green operators and
edge pseudodifferential operators as follows from the calculus developed in [31].
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Let
G =
[
G11 G12
G21 G22
]
:
C∞c (
◦
M;E)
⊕
C∞(Y; J−)
→
C∞(
◦
M;F )
⊕
C∞(Y; J+)
be a Green operator with respect to the weights (γ1, γ2) ∈ R2, and suppose that
the order µ of G satisfies µ ≤ γ1 − γ2. Theorem A.8 and Remark A.14 then imply
that G extends to a continuous operator
G :
xγ1Hse (M;E)
⊕
Hγ1+1/2(Y; J−)
→
xγ2Hte(M;F )
⊕
Hγ2+1/2(Y; J+)
(B.5)
for all s, t ∈ R. If µ < γ1 − γ2, then there exists ε > 0 such that
G :
xγ1Hse (M;E)
⊕
Hγ1+1/2(Y; J−)
→
xγ2+εHte(M;F )
⊕
Hγ2+1/2+ε(Y; J+)
.
In particular, G acting in the spaces (B.5) is then compact. This shows that G∧(η)
determines the action of G in (B.5) modulo compact operators.
Ellipticity and the Fredholm property in the edge calculus. Let A ∈
x−mDiffme (M;E,F ) be w-elliptic, i.e.,
wσ (A) is invertible everywhere on wT ∗M\0, (B.6)
and assume that
spece(A) ∩
(
Y × {σ ∈ C; ℑ(σ) = −m/2}
)
= ∅. (B.7)
Let [
G11 G12
G21 G22
]
:
xm/2Hse (M;E)
⊕
Hm/2+1/2(Y; J−)
→
x−m/2Hte(M;F )
⊕
H−m/2+1/2(Y; J+)
be a Green operator of order m with respect to the weights (m/2,−m/2). We
assume that there exist s0, t0 ∈ R such that[
A∧(η) +G11,∧(η) G12,∧(η)
G21,∧(η) G22,∧(η)
]
:
K
s0,m/2
t0 (Z
∧
y ;EZ∧y )
⊕
π∗YJ−,y
→
K
s0−m,−m/2
t0 (Z
∧
y ;FZ∧y )
⊕
π∗YJ+,y
(B.8)
is invertible for all η ∈ T ∗Y\0, where y = πYη.
The following theorem is a consequence of the edge pseudodifferential calculus
developed by Schulze, see [31, Section 3.3.5], [8, Section 9.3.4], or [32, Section 3.5]:
Theorem B.9. Under the ellipticity assumptions (B.6), (B.7), and (B.8), the
operator[
A+G11 G12
G21 G22
]
:
xm/2Hse (M;E)
⊕
Hm/2+1/2(Y; J−)
→
x−m/2Hs−me (M;F )
⊕
H−m/2+1/2(Y; J+)
(B.10)
is a Fredholm operator for every s ∈ R.
Theorem B.9 is proved in the edge calculus by constructing a parametrix that
inverts the operator (B.10) modulo residual Green operators.
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