We provide constructive versions of Hilbert's syzygy theorem for Z and Z/N Z following Schreyer's method. Moreover, we extend these results to arbitrary coherent strict Bézout rings with a divisibility test for the case of finitely generated modules whose module of leading terms is finitely generated.
Introduction
This paper is written in the framework of Bishop style constructive mathematics (see [2, 3, 11, 12] ). It can be seen as a sequel to the papers [10, 16] . The main goal is to obtain constructive versions of Hilbert's syzygy theorem for Bézout domains of Krull dimension ≤ 1 with a divisibility test and for coherent zero-dimensional Bézout rings with a divisibility test (e.g. for Z and Z/N Z, see [11, 13, 18, 19] ) following Schreyer's method. These two cases are instances of Gröbner rings. Moreover, we extend these results to arbitrary coherent strict Bézout rings with a divisibility test for the case of finitely generated modules whose module of leading terms is finitely generated. We start with recalling the following constructive definitions.
Definition 1.1.
• R is discrete if it is equipped with a zero test: equality is decidable.
• R is zero-dimensional and we write dim R ≤ 0 if ∀a ∈ R ∃k ∈ N ∃x ∈ R a k (ax − 1) = 0.
• R has Krull dimension ≤ 1 and we write dim R ≤ 1 if ∀a, b ∈ R ∃k, ℓ ∈ N ∃x, y ∈ R b ℓ (a k (ax − 1) + by) = 0.
• Let U be an R-module. The syzygy module of a single element v is the annihilator Ann(v) of v.
• An R-module U is coherent if the syzygy module of every p-tuple of elements of U is finitely generated, 1 i.e. if there is an algorithm providing a finite system of generators for the syzygies, and an algorithm that represents each syzygy as a linear combination of the generators. R is coherent if it is coherent as an R-module. It is well known that a module is coherent iff on the one hand any intersection of two finitely generated submodules is finitely generated, and on the other hand the annihilator of every element is a finitely generated ideal.
• R is local if, for every element x ∈ R, either x or 1 + x is invertible.
• R is equipped with a divisibility test if, given a, b ∈ R, one can answer the question a ∈? b and, in the case of a positive answer, one can explicitly provide c ∈ R such that a = bc.
• R is strongly discrete if it is equipped with a membership test for finitely generated ideals, i.e. if, given a, b 1 , . . . , b p ∈ R, one can answer the question a ∈? b 1 , . . . , b p and, in the case of a positive answer, one can explicitly provide c 1 , . . . , c p ∈ R such that a = c 1 b 1 + · · · + c p b p .
• R is a valuation ring 2 if every two elements are comparable w.r.t. division, i.e. if, given a, b ∈ R, either a | b or b | a. A valuation ring is a local ring; it is coherent iff the annihilator of any element is principal. A valuation domain is coherent. A valuation ring is strongly discrete iff it is equipped with a divisibility test.
• R is a Bézout ring if every finitely generated ideal is principal, i.e. of the form a = Ra with a ∈ R. A Bézout ring is strongly discrete iff it is equipped with a divisibility test; it is coherent iff the annihilator of any element is principal. To be a valuation ring is to be a Bézout local ring (see [11, .1]).
• A Bézout ring R is strict if for all b 1 , b 2 ∈ R we can find d, b Remark 1.2. In some cases, e.g. euclidean domains or polynomial rings over a discrete field, a strongly discrete ring is equipped with a division algorithm which, for arbitrary a ∈ R and (b 1 , . . . , b p ) ∈ R p , provides an expression a = c 
Note that, when specialised to the case m = 1, this definition coincides with the definition of a monomial order on R[X].
When R is discrete, any nonzero vector h ∈ H m can be written as a sum of terms
We define the leading coefficient, leading monomial, and leading term of h as in the ring case:
n and 1 ≤ ℓ ≤ m, we say that α is the multidegree of h and write mdeg(h) = α, and that the index ℓ is the leading position of h and write LPos(h) = ℓ.
We stipulate that LT(0) = 0 and mdeg(0) = −∞, but we do not define LPos(0). This monomial order is called term over position (TOP) because it gives more importance to the monomial order on R[X] than to the vector position. E.g., when X 2 > X 1 , we have
Definition 1.4 (Gröbner bases and Schreyer's monomial order). Let R be a discrete ring. Consider G = (g 1 , . . . , g p ), g j ∈ H m \ {0}, and the finitely generated submodule
(1) The module of leading terms of U is LT(U ) := LT(u) ; u ∈ U . 
Schreyer's monomial order is defined on R[X] p in the same way as when R is a discrete field (see [8, p. 66] ).
The algorithms The context
Let us now present the algorithms to be discussed in this article in a form that adapts as well to the case where R is a coherent valuation ring with a divisibility test as to the case where R is a coherent strict Bézout ring with a divisibility test (note that the former case is the local case of the latter). This is achieved by appeals to "find . . . such that . . ." commands that will adapt to the corresponding framework. I.e., the following context is needed for the algorithms, except that coherence and strictness is not used in the division algorithm and that the divisibility test is not used for the computation of S-polynomials.
Context 2.1. The algorithms take place in a coherent strict Bézout ring R with a divisibility test. In the local case, R is a coherent valuation ring with a divisibility test.
LC(h
15 od By convention, if D is empty, then d = 0. At each step of the algorithm, the equality h = q 1 h 1 + · · · + q p h p + h ′ + r holds while mdeg(h ′ ) decreases.
The S-polynomial algorithm
This algorithm takes also place in Context 2.1 for R. Note however that the divisibility test is not used here; only the zero test is used. This algorithm is a key tool for constructing a Gröbner basis and has been introduced by Buchberger [4] for the case where the base ring is a discrete field. It has the following goal.
Input f, g ∈ H m \ {0}. Output the S-polynomial given by bX β and aX
otherwise, S(f, g) = 0.
Here
S-polynomial algorithm 2.4.
1 l o c a l v a r i a b l e s a, b : R , µ, ν : N n ; 
Note the following important properties of S(f, g):
It is designed to produce cancellation of the leading term of f by multiplying f with a generator of the annihilator of LC(f ). If the leading coefficient of f is regular, then S(f, f ) = 0 as in the discrete field case. In case R is a domain, this algorithm is not supposed to compute auto-S-polynomials and we can remove lines 2-5 and 16: if nevertheless executed with f = g, it yields S(f, f ) = 0.
The S-polynomial S(f, g) is designed to produce cancellation of the leading terms of f and g. It is worth pointing out that S(f, g) is not uniquely determined (up to a unit) when R has nonzero zerodivisors. Also S(g, f ) is generally not equal (up to a unit) to S(f, g) (in the discrete field case, this ambiguity is taken care of by making the S-polynomial monic). These issues are repaired through the consideration of the auto-S-polynomials S(f, f ) and S(g, g).
Note that in the case of a valuation ring, the computation of the coefficients a, b is particularly easy: see Algorithm 3.2.
Buchberger's algorithm
This algorithm takes place in Context 2.1 for R. Here coherence, strictness, and the divisibility test are used. Concerning the termination of the algorithm, see Section 4. This algorithm has the following goal. This algorithm is almost the same algorithm as in the case where the base ring is a discrete field. The modifications are in the definition of Spolynomials, in the consideration of the auto-S-polynomials, and in the division of terms (see Item (1) 
The syzygy algorithm for terms
This algorithm takes also place in Context 2.1 for R. Note however that the divisibility test is not used here; only the zero test is used. It has the following goal. 
by A l g o r i t h m 2.4 ; Schreyer's syzygy algorithm 2.8.
Schreyer's syzygy algorithm
by A l g o r i t h m 2.4 ;
The polynomials q 1 , . . . , q p of lines 8-10 may have been computed while constructing the Gröbner basis.
Remark 2.9. For an arbitrary system of generators (h 1 , . . . , h r ) for a submodule U of H m , the syzygy module of (h 1 , . . . , h r ) is easily obtained from the syzygy module of a Gröbner basis for U (see [19, Theorem 296] ).
The algorithms in the case of a valuation ring
This is the case of a local Bézout ring. We consider a coherent valuation ring R with a divisibility test. In this case, we get simplified versions of the algorithms given in Section 2. We recover the algorithms given in [16, 19] , but for modules instead of ideals. In particular, we generalise Buchberger's algorithm to convenient valuation rings and modules. Note that the algorithm given in [16] contains a bug which is corrected in the corrigendum [17] to the papers [10, 16] .
Division algorithm 3.1 (see [19, Definition 226] ). Let R be a valuation ring with a divisibility test. In the Division algorithm 2.3, instead of defining the set D and finding the gcd d, one may look out for the first LT(h i ) such that LT(h i ) divides LT(h ′ ); in case of success, the algorithm proceeds with this index i, and the Bézout identity of line 7 is not needed. 
S-polynomial algorithm 3.2 (see [19, Definition 229])
. Let R be a coherent valuation ring. We define the S-polynomial of two nonzero vectors in H m by the S-polynomial algorithm 2.4. In this algorithm, the finding of a, b in lines 10-13 will take the following simple form, typical for valuation rings:
This does not rely on the divisibility test: the explicit disjunction "a divides b or b divides a" is sufficient. When we have a divisibility test, the following expression arises for S(f, g) with f = g, LPos(f ) = LPos(g), mdeg(f ) = µ,
Note also that the annihilator Ann(LC(f )) appearing in the computation of the auto-S-polynomial is principal because R is a coherent valuation ring: there is a b such that Ann(LC(f )) = bR (b being defined up to a unit, see [11, ).
Each nonzero element a of this ring may be written in a unique way as y k (1 + yb) with k = 0, . . . , r − 1 and 1 + yb a unit.
For the computation of the auto-S-polynomial S(f, f ), two cases may arise:
• If LC(f ) is a unit, then S(f, f ) = 0.
•
E.g., with r = 2, using the lexicographic order for which X 2 > X 1 and considering the polynomials f = yX 2 + X 1 and g = yX 1 + y, we have:
Termination of Buchberger's algorithm for a Bézout ring
The following lemma provides a necessary and sufficient condition for a term to belong to a module generated by terms over a coherent strict Bézout ring with a divisibility test. Proof. The condition is clearly sufficient. For the necessity, write
Since the gcd of the a α 's with α ∈ A ′ divides every a α , it also divides b.
The following lemma is a key result for the characterisation of Gröbner bases by means of S-polynomials: see [6 
Proof. Let us write, for j
At the end, the sum will be a linear combination of S(
, and f ip ; let z be the coefficient of f ip in this combination. The sum as well as each of the S-polynomials vanish or have leading monomial < M , so that the hypothesis yields z LC(f ip ) = 0; therefore zf ip is a multiple of S(f ip , f ip ). It remains to obtain a Bézout identity w.r.t. the products a i1,i2 · · · a ip−1,ip , because it yields an expression of c 1 f 1 + · · · + c p f p as a linear combination of the required form. For this, it is enough to develop the product of the s 2 Bézout identities w.r.t. a i,j and a j,i , 1 ≤ i < j ≤ p: this yields a sum of products of s 2 terms, each of which is either a i,j or a j,i , 1 ≤ i < j ≤ p, so that it is indexed by the tournaments on the vertices 1, . . . , p; every such product contains a product of the above form a i1,i2 · · · a ip−1,ip because every tournament contains a hamiltonian path (see [14] ).
Remark 4.3. The above proof results from an analysis of the following proof in the case where R is local and m = 1, which entails in fact the general case. Since R is a valuation ring, we may consider a permutation . . . , LT(g r ) with g i ∈ I \ {0}. Let 1 ≤ k ≤ r. As g k ∈ I, there exist E ⊆ {1, . . . , p} and h i ∈ R[X] \ {0}, i ∈ E, such that 
Case 1: mdeg(g k ) = γ, say mdeg(g k ) = mdeg(M i0 N i0 ) for some i 0 ∈ F . As the leading coefficients of the h i f i 's with i ∈ F are comparable w.r.t. division, we can suppose that all of them are divisible by the leading coefficient
Case 2: mdeg(g k ) < γ. We have
By virtue of Lemma 4.2, there exists a finite family (a i,j ) of elements of R such that
where the m i,j 's are monomials. Thus we obtain another expression for g k ,
and the multidegree of this expression, now w.r.t. the generating set of I obtained by adding the elements S(
Reiterating this, we end up with a situation like that of Case 1 for all the g k 's because the set of monomials is well-ordered. So we reach the termination condition in Algorithm 2.5 after a finite number of steps. Proof. It suffices to prove the result when R is local and m = 1, in which case this is Theorem 4.5. Let us explain in a few words how to pass from the local to the global case (compare [19, Section 3.3.11] and [9] ). Suppose that we are computing S(f, g) and that the leading coefficients a and b of f and g are uncomparable under division. A key fact is that if we write a = gcd(a, b) a , and we can continue as if R were a valuation ring. If mdeg(f ) = µ and mdeg(g) = ν, then S(f, g) is being computed as follows:
• in the ring R[
As S is equal to S 1 up to a unit in R[ 
When is a valuation ring a Gröbner ring?
We recall here some results given in [19] on the interplay between the concepts of Gröbner ring, Krull dimension, and archimedeanity; here are the relevant definitions.
Definition 4.7.
• The (Jacobson) radical Rad(R) of an arbitrary ring R is the ideal { a ∈ R ; 1 + aR ⊆ R × }, where R × is the unit group of R.
• The residual field of a local ring R is the quotient R/ Rad(R). The local ring R is residually discrete if its residual field is discrete: this means that x ∈ R × is decidable. A nontrivial local ring R is residually discrete iff it is the disjoint union of R × and Rad(R).
• A residually discrete valuation ring R is archimedean if
• A strongly discrete ring R is a Gröbner ring if for every n ∈ N and every finitely generated ideal I of R[X] endowed with the lexicographic monomial order, the module LT(I) is finitely generated as well.
One sees easily that a Gröbner ring is coherent ([19, Proposition 224]). Moreover if R is Gröbner, then so is R[Y ].
For a coherent valuation ring with a divisibility test, it is proved in [19] that archimedeanity is equivalent to being a Gröbner ring (at least when we assume that there is no nonzero zerodivisor or there exists a nonzero zerodivisor, see [19, Theorem 272] ). For a valuation domain with a divisibility test, it is proved that the condition is equivalent to having Krull dimension ≤ 1 ( [19, Theorem 256] ). This implies that a strongly discrete Prüfer domain is Gröbner iff it has Krull dimension ≤ 1 ([18, Corollary 6] ). This applies to Bézout domains with a divisibility test. When a coherent valuation ring with a divisibility test has a nonzero zerodivisor, it is proved that archimedeanity is equivalent to being zero-dimensional ([19, Proposition 265]).
Let us now, for the comfort of the reader, provide simple arguments for some of these results. Recall that a ring R has Krull dimension
when b is regular and a ∈ Rad(R), we get that a k = zb for some k and some z. This shows that a valuation domain of Krull dimension ≤ 1 is archimedean. Conversely, an equality a k = zb is a particularly simple case of (4.2) (take x = 0). Also, when a is invertible, one has ax − 1 = 0 for some x, which is also a form of (4.2). So, if in a local ring the disjunction "x is invertible or x ∈ Rad(R)" is explicit (i.e. if the residual field is discrete), then archimedeanity implies Krull dimension ≤ 1. Summing up, an archimedean valuation ring with a divisibility test has Krull dimension ≤ 1, and a valuation domain with Krull dimension ≤ 1 is archimedean: so a valuation domain is archimedean iff it has Krull dimension ≤ 1.
Recall now that for a local ring, being zero-dimensional means that every element is invertible or nilpotent. Let us consider a valuation ring with a divisibility test containing a nonzero zerodivisor x. We have xy = 0 with y = 0. If x = yz, then y 2 z = 0, so that x 2 = 0. If y = xz, then y 2 = 0. So we have a nonzero nilpotent element u. In this case archimedeanity is equivalent to being zero-dimensional. Indeed, assume first archimedeanity. For an a ∈ Rad(R), we have u | a k , so a 2k = 0. Then assume zero-dimensionality. For any a, b ∈ Rad(R), we have a k such that a k = 0, so b | a k . So, for a coherent valuation ring with a divisibility test, if 0 is the unique zerodivisor, archimedeanity is equivalent to having dimension ≤ 1, and if R has a nonzero zerodivisor, archimedeanity is equivalent to being zerodimensional. Now assume that R is a coherent valuation ring with a divisibility test. We first compute 
so that y = uay and (1 − ua)y = 0 for some u; since a ∈ Rad(R), 1 − ua is invertible, so that y = 0, which implies b = 0, a contradiction. We have shown that R is archimedean iff (b : a ∞ ) is finitely generated for all a, b ∈ Rad(R) \ {0}.
We note also that for an arbitrary commutative ring R, one has
So a coherent valuation ring R with a divisibility test is archimedean iff the ideal 1 + bY, a ∩ R is finitely generated for all a, b ∈ R. This condition is fulfilled as soon as R is 1-Gröbner (i.e. satisfies the definition of Gröbner rings with n = 1 
The syzygy theorem and Schreyer's algorithm for a valuation ring
In the book Gröbner bases in commutative algebra, Ene and Herzog propose the following exercise. It is obvious that this condition is sufficient. Unfortunately, it is not necessary as shows the following example, so that the statement of [8, Problem 4.11] is not correct. Note that in the Syzygy algorithm for terms 2.7, the a, b will be found as in the S-polynomial algorithm 3.2, so that we get
+ and α = (mdeg(T i ) − mdeg(T j )) + . Now we shall follow closely Schreyer's ingenious proof [15] (g 1 , . . . , g p ) 
Theorem 5.4 (Schreyer's algorithm for a coherent valuation ring with a divisibility test). Let R be a coherent valuation ring with a divisibility test. Let U be a submodule of H m with Gröbner basis
Schreyer's monomial order induced by >,
we obtain similarly LT(
Let us show now that the relations u i,j form a Gröbner basis for the syzygy module Syz(g 1 , . . . , g p ). For this, let v = p ℓ=1 v ℓ ǫ ℓ ∈ Syz(g 1 , . . . , g p ) and let us show that there exist 1
By definition of Schreyer's monomial order, we have ℓ ≥ i for all ℓ ∈ S. Substituting each ǫ ℓ in v ′ by T ℓ , the sum becomes zero. Therefore v ′ is a relation of the terms T ℓ with ℓ ∈ S. By virtue of Proposition 5.3, v ′ is a linear combination of elements of the form S ℓ,k with ℓ ≤ k in S. Since ℓ > i for all ℓ ∈ S with ℓ = i, we infer, by virtue of Lemma 4.1, that LT(v ′ ) is a multiple of LT(S i,j ) for some j ∈ S. The desired result follows since LT(v) = LT(v ′ ).
As a consequence of Theorem 5.4, we obtain the following constructive versions of Hilbert's syzygy theorem for a valuation domain.
Theorem 5.5 (Syzygy theorem for a valuation domain with a divisibility test). Let M = H m /U be a finitely presented R[X]-module, where R is a valuation domain with a divisibility test. Assume that, w.r.t. the TOP lexicographic monomial order, LT(U ) is finitely generated. Then M admits a finite free R[X]-resolution
Proof. It suffices to prove that U has a free R[X]-resolution of length p ≤ n. Let us use the lexicographic monomial order with (g 1 , . . . , g p ) be a Gröbner basis for U w.r.t. the corresponding TOP order. We can w.l.o.g. suppose that whenever LM(g i ) and LM(g j ) involve the same basis element for some i < j, say LM(g i ) = N i ǫ k and LM(g j ) = N j ǫ k , then N i > N j . More precisely, whenever N i = N j , one of LC(g i ) and LC(g j ) divides the other, say LC(g j ) = b LC(g i ), and the corresponding g j may be reduced into g j − bg i . In a nutshell, all the possible reductions between the LT(g k )'s are being exhausted. Now, since we have used the lexicographic order with X n > X n−1 > · · · > X 1 , it turns out that the indeterminate X n cannot appear in the leading terms of the u i,j 's in (5.2). Thus, after at most n computations of the iterated syzygies, we reach a situation where none of the indeterminates X n , . . . , X 1 appears in the leading terms of the computed Gröbner basis for the iterated syzygy module. This implies that the iterated syzygy module is free (as noted in Remark 5.2).
Remark 5.6. In the proof of this theorem, we need to work with the TOP lexicographic monomial order. We do not know what happens for other monomial orders. This applies also to Theorems 5.9 and 6.2.
Corollary 5.7 (Syzygy theorem for a valuation domain of Krull dimension ≤ 1 with a divisibility test). Let M = H m /U be a finitely presented R[X]-module, where R is a valuation domain of Krull dimension ≤ 1 with a divisibility test. Then M admits a finite free R[X]-resolution
, and let us use the lexicographic order > 1 for which Y > 1 X. We have
Thus
) form a (pseudo-reduced) Gröbner basis for the syzygy module Syz (g 1 , g 2 , g 3 ) w.r.t. Schreyer's monomial order > 2 induced by > 1 and (g 1 , g 2 , g 3 ) . In particular, LT (Syz(g 1 , g 2 , g 3 
where (e 1 , e 2 , e 3 ) stands for the canonical basis of
We recover that (u 
Another consequence of Theorem 5.4 is the following result. 
such that for some p ≤ n + 1, Let us point out that this shows that the free resolution is in general not a finite one. 
Thus (g 1 , g 2 , g 3 ) is a (pseudo-reduced) Gröbner basis for I = g 1 , g 2 , g 3 and 
We recover that (u 4 forming a (pseudo-reduced) Gröbner basis for the syzygy module Syz (u 1,3;1,2 , . . . , u 2,2;2,2 ) w.r.t. Schreyer's monomial order > 4 induced by > 3 and (u 1,3;1,2 , . . . , u 2,2;2,2 ). In particular, LT(Syz (u 1,3;1,2 , . . . , u 2,2;2,2 )) = LT(u (1,3;1,2),(1,3;1,2) ), . . . , LT(u (2,2;2,2),(2,2;2,2) )
etc. We conclude that I admits the free (Z/4Z)[X, Y ]-resolution
6 The syzygy theorem and Schreyer's algorithm for a Bézout ring
As explained in the proof of Theorem 4.6, one can avoid branching when computing a dynamical Gröbner basis (see [10, 16, 19] Proof. This follows directly from the local case given by Theorem 5.4: see the proof of Theorem 4.6 for an explanation. 
Proof. This follows directly from the local case. 
Let us now treat the case of zero-dimensional coherent Bézout rings. 
such that for some p ≤ n + 1, with b 1 , . . . , b mp ∈ R and (e 1 , . . . , e mp ) a basis for F p , Proof. This follows directly from the local case.
The case of the integers
The following theorems are particular cases of Theorem 6.1 and Corollary 6.3 for R = Z. We recover that (u • The Division algorithm 2.3 attains its goal: the gcd and the Bézout identity to be found in line 7 will be computed by finding d, b, b i (i ∈ D) in Z such that d = gcd(N, gcd{ LC(h i ) ; i ∈ D }) = bN + i∈D b i LC(h i ); the euclidean division in line 7 will be performed in Z;
• The S-polynomial algorithm 2.4 attains its goal: note that in this case, the generator of the annihilator of LC(f ) to be found on line 3 may be taken to be ann(LC(f )), so that the auto-S-polynomial of f is S(f, f ) = ann(LC(f ))f ;
• Buchberger's algorithm 2.5 attains its goal.
The following theorems are particular cases of Theorems 6.1 and 6.4 for R = Z/N Z. 
