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The well-known diagram method is one of the powerful tools oﬀered
by classical model theory to build models of a certain kind. In order to
make it available for a large number of logics, we consider its generaliza-
tion at the level of the institutions. To be more precise we consider an
extension of the institutional framework called stratiﬁed institutions. To
illustrate the power of the method, we apply this generalization of the
diagram method to two of its classic applications: L¨ owenheim-Skolem’s
theorems and L` os-Vaught’s test.
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21 Introduction
A few results generalizing well-known classical model theory ones have been
obtained in the framework of institutions [15] these last two decades (e.g. [10,
19, 21, 16]). In order to continue this generalization work of important results
from classical model theory, we present in this paper a generalized institution-
independent version of the well-known diagram method.
The theory of institutions extends Barwise’s abstract model theory [4] to
computer science. This extension is manifold:
• Institutions include both notions of signature (related to the notion of
software interface) and signature morphism (to structure softwares).
• Sentences are only deﬁned as members of a set. This means sets of sen-
tences are neither necessarily closed under the classic logical symbols in
{¬,∧,∨,⇒,∃,∀} nor restricted to them. This allows for a larger family of
logics to be taken into account such as Horn clause logic or modal logics.
• Finally, institutions only preserve the renaming property extended to any
signature morphism and called satisfaction condition.
The original goals of institutions were to generalize results both in computer
science and in model theory. However, it is mainly in computer science that
this task has been accomplished. Despite of its importance for speciﬁcation
theory, the problem of generalizing classical model theory results within the
framework of institutions have only been tackled by some isolated works. As
far as we know, these are the most signiﬁcant ones:
• Tarlecki’s works [20, 21] which generalize in a particular form of institu-
tions some classic algebraic results such as Birkhoﬀ’s theorem (equivalence
between equational theories and varieties), McKinsley’s theorem (equiv-
alence between universal Horn theories and quasi-varieties) and Malcev’s
theorem (existence of initial term models in universal Horn theories),
• Salibra and Scollo’s works [18, 19] which deal with relationships between
Craig-style interpolation, compactness and L¨ oweinem-Skolem properties
in a relaxed form of institutions called pre-institutions,
• Diaconescu’s recent works [7, 8, 10, 11] which throw the basis for a real
study of model theory within the framework of institutions.
In classical model theory, the key to the proof of many results is to construct
the right kind of a model. For instance, in order to prove L¨ owenheim-Skolem’s
theorems, one must begin with an uncountable model of a given sentence and
construct from it a countable model of the sentence. Likewise, the compactness
theorem is proved by constructing a single model in which every sentence of
a given set is true. Classical model theory gives a small number of extremely
important ways in which models can be constructed. They can be constructed
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chains. In this paper we propose to generalize at the level of the institutions
one such method: the diagram method.
The diagram method is a way to construct from individual constants models that
are elementary equivalents to a given one (the one from which the constant are
taken). This method has numerous applications among them are L¨ owenheim-
Skolem’s theorems, L` os-Vaught test, Tarski’s elementary chains theorem and
Robinson’s consistency theorem. This last result is the main reason for us to
propose such a generalization of the diagram method. Indeed, in [19], A. Sal-
ibra and G. Scollo had established at the level of institutions the traditional
equivalence between Robinson’s consistency and Craig’s interpolation. This re-
sult is of particular importance to computer science since Craig’s interpoation
is strongly linked to completeness of structured inference systems [5, 6] and
to some aspect of modularity (faithfulness) [12, 13, 24, 25]. Thus, a general
institution-independant proof of the Robinson’s consistency theorem is a gen-
eral institution-independant proof of the Craig’s interpolation theorem.
A ﬁrst generalization of the diagram method has recently been given in [9].
However, models built from the diagram of a given model are not necessarily
elementary extensions of it. Consequently, under the hypothesis that negation
holds, they are not elementary equivalents (i.e. satisfy the same set of sentences)
to it. The reason for this is that only positive diagrams are considered in [9]. In
this paper, we propose a more complete generalization of the diagram method
by considering the complete diagram of a given model. However, the institu-
tional framework is not suitable for this task. So we choose the framework of
the stratiﬁed institution introduced in [2, 1]. Succinctly, stratiﬁed institutions
are institutions the satisfaction relation of which is “stratiﬁed” by the objects
used for the valuation of formulæsuch as variable interpretations in ﬁrst-order
logic or sets of states in modal logics.
This paper is structured as follows: Section 2 reviews some concepts, no-
tations and terminology about categories and institutions which are used by
this work. Section 3 deﬁnes stratiﬁed institutions as a slight extension of in-
stitutions. Section 4 formulates the complete diagram D(M) of a model M in
stratiﬁed institutions and proves that all models of D(M) are elementary ex-
tensions of M and then are elementary equivalent when negation holds. Finally,
in Section 5, two classic applications of the diagram method are generalized in
stratiﬁed institutions: Lowenheim-Skolem’s theorems and L` os-Vaught’s test.
2 Preliminaries
We recall in this section the technical material from both category theory and
institution theory in use in this article.
42.1 Category theory
We assume that the reader is familiar with basic categorical notions like cat-
egory, functor, natural transformation, pushout and colimit (see [17, 3] for an
introduction to this subject).
IdC denotes the identity morphism for the object C.
For every category C and every object C of C, the comma category C/C has
pairs (g,C′) where g ∈ HomC(C,C′) as objects and h : (g,C′) → (g′,C′′)
with h ∈ HomC(C′,C′′) and h ◦ g = g′, as morphisms.
2.2 Institutions
Intuitively, the theory of institutions abstracts the semantical part of logical
systems according to the needs of software speciﬁcation in which changes of
signatures occur frequently. In this section we review and deﬁne some of the
basic notions on institutions in use in this paper.
2.2.1 Basic deﬁnitions and examples
An institution [15] consists of a category of signatures such that associated with
each signature are sentences, models and a relationship of satisfaction that, in
a certain sense, is invariant under change of signature. More precisely, this
means that a change of signature (by a signature morphism) induces “consis-
tent” changes in sentences and models in a sense made precise by the “Satisfac-
tion Condition” in Deﬁnition 2.1 below. This goes a step beyond Tarski’s classic
“semantic deﬁnition of truth” [23] and also generalizes Barwise’s “Translation
Axiom” [4]. Moreover, it is fundamental that sentences translate in the same
direction as the change of notation, whereas models translate in the opposite
direction (think of signature enrichment and model reduction). This is the rea-
son for the functor Mod in Deﬁnition 2.1 below to be contravariant. For the
sake of generalization, signatures are simply deﬁned as objects of a category
and sentences built over a signature are simply required to form a set. All other
contingencies such as inductive deﬁnition of sentences are not considered. Simi-
larly, models are simply seen as objects of a category, i.e. no particular structure
is imposed on them. Finally, properties satisﬁed by a given class of models are
characterized through a binary relation between models and sentences of a given
signature. More formally, an institution is deﬁned as follows:
Deﬁnition 2.1 (Institution) An institution I = (Sig,Sen,Mod ,|=) consists of
• a category Sig, objects of which are called signatures,
• a functor Sen : Sig → Set giving for each signature a set, elements of which
are called sentences,
• a contravariant functor Mod : Sig op → Cat giving for each signature a cat-
egory, objects and arrows of which are called Σ-models and Σ-morphisms
respectively, and
5• a |Sig|-indexed family of relations |=Σ⊆ |Mod (Σ)| × Sen(Σ) called satisfac-
tion relation,
such that the following property holds:
∀σ : Σ → Σ′, ∀M′ ∈ |Mod (Σ′)|, ∀ϕ ∈ Sen(Σ),
M′ |=Σ′ Sen(σ)(ϕ) ⇔ Mod (σ)(M′) |=Σ ϕ
Example 2.2 The following examples of institutions are of particular impor-
tance for computer science. Many other examples can be found in the literature
(e.g. [15, 22]).
Propositional Logic (PL) Signatures and signature morphisms are sets of
propositional variables and functions between them respectively.
Given a signature Σ, the set of Σ-sentences is the least set of sentences
ﬁnitely built over propositional variables in Σ and Boolean connectives in
{¬,∨}. Given a signature morphism σ : Σ → Σ′, Sen(σ) translates Σ-
formulæto Σ′-formulæby renaming propositional variables according to σ.
Given a signature Σ, the category of Σ-models is the category of mappings
ν : Σ → {0,1} 1 with identities as morphisms. Given a signature mor-
phism σ : Σ → Σ′, the forgetful functor Mod (σ) maps a Σ′-model ν′ to the
Σ-model ν = ν′ ◦ σ.
Finally, satisfaction is the usual propositional satisfaction.
Many-sorted First Order Logic (FOL) Signatures are triples (S,F,R) where
S is a set of sorts, and F and R are sets of function and predicate names
respectively, both with arities in S∗ × S and S+ respectively.2 Signature
morphisms σ : (S,F,R) → (S′,F′,R′) consist of three functions between
sets of sorts, sets of functions and sets of predicates respectively, the last
two preserving arities.
Given a signature Σ = (S,F,R), the Σ-atoms are of two possible forms:
t1 = t2 where t1,t2 ∈ TF(X)s
3 (s ∈ S), and p(t1,...,tn) where p :
s1 × ... × sn ∈ R and ti ∈ TF(X)si (1 ≤ i ≤ n, si ∈ S). The set of
Σ-sentences is the least set of formulæbuilt over the set of Σ-atoms by
ﬁnitely applying Boolean connectives in {¬,∨} and the quantiﬁer ∀.
Given a signature Σ = (S,F,R), a Σ-model M is a family M = (Ms)s∈S
of sets (one for every s ∈ S), each one equipped with a function fM :
Ms1 × ... × Msn → Ms for every f : s1 × ... × sn → s ∈ F and with a
n-ary relation pM ⊆ Ms1 × ... × Msn for every p : s1 × ... × sn ∈ R.
Given a signature morphism σ : Σ = (S,F,R) → Σ′ = (S′,F′,R′) and
a Σ′-model M′, Mod (σ)(M′) is the Σ-model M deﬁned for every s ∈ S
by Ms = M′
σ(s), and for every function name f ∈ F and predicate name
p ∈ R, by fM = σ(f)M
′
and pM = σ(p)M
′
.
Finally, satisfaction is the usual ﬁrst-order satisfaction.
1{0,1} are the usual truth values.
2S+ is the set of all non-empty sequences of elements in S and S∗ = S+ ∪ {ǫ} where ǫ
denotes the empty sequence.
3TF(X)s is the term algebra of sort s built over F with sorted variables in a given set X.
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FOL is a Σ-sentence of the form Γ ⇒ α where Γ is a ﬁnite conjunction
of Σ-atoms and α is a Σ-atom. The institution of Horn clause logic is the
sub-institution of FOL whose signatures and models are those of FOL
and sentences are restricted to the universal Horn sentences.
Equational Logic (EQL) An algebraic signature (S,F) simply is a FOL sig-
nature without predicate symbols. The institution of equational logic is the
sub-institution of FOL whose signatures and models are algebraic signa-
tures and algebras respectively, and sentences are restricted to equations.
Rewriting Logic (RWL) Given an algebraic signature Σ = (S,F), Σ-
sentences are formulæof the form ϕ : t1 → t′
1∧...∧tn → t′
n ⇒ t → t′ where
ti,t′
i ∈ TF(X)si (1 ≤ i ≤ n, si ∈ S) and t,t′ ∈ TF(X)s (s ∈ S). Models
of rewriting logic are preorder models, i.e. given a signature Σ = (S,F),
Mod (Σ) is the category of Σ-algebras A such that for every s ∈ S, As
is equipped with a preorder ≥. Hence, A |=Σ ϕ if and only if for ev-
ery variable interpretation ν : X → A, if each ν(ti)A ≥ ν(t′
i)A then
ν(t)A ≥ ν(t′)A where A : TF(A) → A is the mapping inductively deﬁned
by: f(t1,...,tn)A = fA(tA
1 ,...,tA
n).
Modal First Order Logic with global satisfaction (MFOL) 4 The cat-
egory of signatures is the category of FOL signatures.
Given a FOL signature Σ = (S,F,R), Σ-axioms are of the form
p(t1,...,tn) and the set of Σ-formulæis the least set of formulæbuilt over
the set of Σ-axioms by ﬁnitely applying Boolean connectives in {¬,∨} and
the quantiﬁer ∀ and the modality 2.
Given a signature Σ = (S,F,R), a Σ-model (W,R), called Kripke frame,
consists of a family W = (W i)i∈I of Σ-models in FOL (the possi-
ble worlds) such that 5 W i
s = W j
s for every i,j ∈ I and s ∈ S,
and an“accessibility” relation R ⊆ I × I. Given a signature mor-
phism σ : (S,F,R) → (S′,F′,R′) and a (S′,F′,R′)-model (W ′,R′),
Mod (σ)((W ′,R′)) is the (S,F,R)-model (W,R) deﬁned for every i ∈ I
by W i = Mod (σ)(W i) and by R = R′. A Σ-sentence ϕ is said to be satis-
ﬁed by a Σ-model (W,R), noted (W,R) |=Σ ϕ, if for every i ∈ I we have
(W,R) |=i
Σ ϕ, where |=i
Σ is inductively deﬁned on the structure of ϕ as
follows:
• atoms, Boolean connectives and quantiﬁers are handled as in FOL,
• (W,R) |=i
Σ 2ϕ when (W,R) |=
j
Σ ϕ for every j ∈ I such that i R j.
Modal propositional logic (MPL) is the sub-institution of MFOL whose
signatures are restricted to empty sets of sorts and function names and
only 0-ary predicate names.
4aka. quantiﬁed modal logic K.
5In the literature, Kripke frames satisfying such a property are said with constant domains.
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and sentences are MFOL signatures and MFOL sentences. Given
a signature Σ = (S,F,R), a Σ-model is a pointed Kripke frame
(W = (W i)i∈I,R,W j) where j ∈ I. The satisfaction of a Σ-sentence
ϕ by a Σ-model (W,R,W j), noted (W,R,W j) |=Σ ϕ, is deﬁned by:
(W,R,W j) |=Σ ϕ ⇔ (W,R) |=
j
Σ ϕ.
LMFOL with inﬁnite disjunction and conjunction (LIMFOL) This
institution extends LMFOL to sentences of the form
 
Φ and
 
Φ where
Φ is a set (possibly inﬁnite) of Σ-sentences. Given a pointed Kripke
frame (W,R,W j),
• (W,R,W j) |=Σ
 
Φ ⇐⇒ ∀ϕ ∈ Φ, (W,R,W j) |=Σ ϕ
• (W,R,W j) |=Σ
 
Φ ⇐⇒ ∃ϕ ∈ Φ, (W,R,W j) |=Σ ϕ
2.2.2 Theories in institutions
Let us now consider a ﬁxed but arbitrary institution I = (Sig,Sen,Mod ,|=). We
ﬁrst recall some well-known logical concepts in the institution-theoretic style.
Since institutions considers only sentences, i.e. closed formulæ, proposition-
nal connectives can easily be deﬁned in terms of models.
Deﬁnition 2.3 (Negation) I is said to have negation if and only if for all
Σ ∈ |Sig| and all Σ-sentence ϕ ∈ Sen(Σ) there exists a Σ-sentence ψ ∈ Sen(Σ),
noted ¬ϕ, such that:
Mod ({ψ}) = Mod (Σ) \ Mod ({ϕ})
The following proposition is straightforward from the deﬁnitions.
Proposition 2.4 For every σ : Σ → Σ′ in Sig and for every ϕ ∈ Sen(Σ), we
have Sen(σ)(¬ϕ) = ¬Sen(σ)(ϕ).
Weak amalgation property is often required in model-theoretic works since it
assures a good behaviour of models in connection with commutative squares
of signature morphisms. It can be strengthened to amalgation property by
requiring the unicity of the Σ′-model M′ in the underneath deﬁnition.
Deﬁnition 2.5 (Weak amalgation square) The commutative square of sig-
nature morphisms in I
Σ
σ1 − − − − → Σ1
σ2
 
 
 
 σ
′
1
Σ2 − − − − →
σ′
2
Σ′
is a weak amalgation square if and only if for each Σ1-model M1 ∈ |Mod (Σ1)|
and Σ2-model M2 ∈ |Mod (Σ2)| such that Mod (σ1)(M1) = Mod (σ2)(M2),
8there exists a Σ′-model M′ ∈ |Mod (Σ′)| such that Mod (σ′
1)(M′) = M1 and
Mod (σ′
2)(M′) = M2.
I has the weak amalgation property if and only if every commuting square is a
weak amalgation square.
Another concept of importance in model theory is elementary equivalence of
models.
Deﬁnition 2.6 (Elementary equivalence) Let Σ ∈ |Sig| be a signature. Two
Σ-models M1 and M2 are elementary equivalent, noted M1 ≡Σ M2 if and only
if the following condition holds:
∀ϕ ∈ Sen(Σ), M1 |=Σ ϕ ⇐⇒ M2 |=Σ ϕ
We now introduce the concept of semantical consequences of a set of formulæ which
gives rise to the institutionnal concept of theory. Let us ﬁrst introduce a few
more notations.
Notation 2.7 Let Σ ∈ |Sig| be a signature and T ⊆ Sen(Σ) be a set of Σ-
sentences.
• Mod (T) is the full sub-category of Mod (Σ) whose objects are models of T,
• T • = {ϕ ∈ Sen(Σ)/∀M ∈ |Mod (T)|, M |=Σ ϕ} is the set of so-called
semantic consequences of T.
Now, we can recall the concept of theory and some of their well-known properties
in the institution-theoretic style.
Deﬁnition 2.8 (Theory) A set T ⊆ Sen(Σ) of Σ-sentences is said to be a
theory if and only if T = T •.
Deﬁnition 2.9 (Consistency) A set of Σ-sentences E ⊆ Sen(Σ) is:
Consistent if and only if E•  = Sen(Σ). Otherwise, E is said to be inconsistent.
Finitely Consistent if and only if each ﬁnite subset of E is consistent, i.e. :
∀E
′ ∈ ℘f(E), E
′•  = Sen(Σ)
Deﬁnition 2.10 (Compactness) I is said:
Compact if and only if for every set of Σ-sentences E, E is consistent is
equivalent to E is ﬁnitely consistent.
Consequence-Compact if and only if:
E |= ϕ =⇒ ∃E′ ∈ ℘f(E), E′ |= ϕ
9Both notions of compactness are equivalent for institutions that has negation
(cf. [14]).
Deﬁnition 2.11 (Completeness) A Σ-theory T is complete if and only if T
is consistent and no consistent set of Σ-formulæ contains T
The following proposition shows that one should be careful when dealing with
complete theories.
Proposition 2.12 Let Σ ∈ |Sig| be a signature such that Sen(Σ) = ∅. Then,
there is no complete Σ-theory.
We then come to important results concerning the relationships between models
and (consistent/complete) theories.
Proposition 2.13 Suppose that I has negation. Then, for every signature Σ ∈
|Sig|:
1. a set E ⊆ Sen(Σ) is inconsistent if and only if Mod (E) = ∅.
2. all the Σ-models of a complete Σ-theory T are elementary equivalent.
3. for every M ∈ |Mod (Σ)|, the set Th(M) = {ϕ ∈ Sen(Σ)/M |=Σ ϕ} is a
complete Σ-theory (providing that Sen(Σ)  = ∅).
3 Stratiﬁed institutions
Deﬁnition 3.1 (Stratiﬁed institution) A stratiﬁed institution is a 4-tuple
(Sig,Sen,Mod ,JK) where:
• Sig, Sen and Mod are deﬁned as in Deﬁnition 2.1;
• JK consists of a |Sig|-indexed family of functors JKΣ : Mod (Σ) → Set (giv-
ing a set of “states” to every model) and a Sig-indexed family of natural
transformations J Kσ : JKΣ′ ⇒ JKΣ ◦ Mod (σ) (where σ : Σ → Σ′) such that
JM′Kϕ is surjective for every M′ ∈ |Mod (Σ′)|.
Moreover, a satisfaction relation between models and sentences, parameterized
by models’ states, can be deﬁned in the following way:
∀Σ ∈ |Sig|,∀M ∈ |Mod (Σ)|,∀ϕ ∈ Sen(Σ),
M |=Σ ϕ ⇔ M |=
η
Σ ϕ
where |=
η
Σ⊆ |Mod (Σ)| ×Sen(Σ) (η ∈ JMKΣ) is a relation such that the following
two properties are equivalent:
1. Mod (ϕ)(M) |=
JMKϕ(η)
Σ ρ
2. M |=
η
Σ′ Sen(ϕ)(ρ)
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one shows a logic in which the satisfaction relation is stratiﬁed by no objects at
all. The second one is the one in which the concept of stratiﬁcation initially
emerged. In this example, objects that stratify the satisfaction relation are ex-
plicits. The third one ﬁnally shows an example of stratiﬁcation in which objects
that stratiﬁed the satisfaction relation are implicits.
Propositional logic The stratiﬁed institution of propositional logic is deﬁned
as follows:
• Sig,Sen,Mod are deﬁned as in Example 2.2;
• given a signature Σ ∈ |Sig| and a Σ-model v : Σ → {0,1}, JvKΣ = 1 I.
As no object stratiﬁes the validation of formulæ, the relation |=Σ,1 I is
deﬁned in the following way for every Σ-model v ∈ |Mod (Σ)|:
– ∀p ∈ Σ, v |=Σ,1 I p iﬀ v(p) = 1,
– ∀ϕ ∈ Sen(Σ), v |=Σ,1 I ¬ϕ iﬀ v  Σ,1 I ϕ,
– ∀ϕ,ψ ∈ Sen(Σ), v |=Σ,1 I ϕ ∨ ψ iﬀ wether v |=Σ,1 I ϕ or v |=Σ,1 I ψ.
First-order logic The stratiﬁed institution of ﬁrst-order logic is deﬁned as fol-
lows:
• Sig and Mod are deﬁned as in Example 2.2;
• Sen : Sig → Set associate to every signature Σ ∈ |Sig| the set of all
ﬁrst-order formulæ(including open formulæ) built upon Σ;
• given a signature Σ = (S,F,R), a set of variables X such that X ∩
(S ∪ F ∪R) = ∅ and a Σ-structure M, JMKΣ = MX and, for every
variables valuation ν ∈ MX, M |=Σ,ν is deﬁned in the following way:
– ∀t,t′ ∈ TΣ(X), M |=Σ,ν t = t′ iﬀ ν(t) = ν(t′),
– ∀r ∈ R,∀t1,...,tn ∈ TΣ(X), M |=Σ,ν r(t1,...,tn) iﬀ
(ν(t1),...,ν(tn)) ∈ rM
– ∀ϕ ∈ Sen(Σ), M |=Σ,ν ¬ϕ iﬀ M  Σ,ν ϕ,
– ∀x ∈ X,∀ϕ ∈ Sen(Σ), M |=Σ,ν (∀x)ϕ iﬀ M |=Σ,ν′ ϕ for every
variables valuation ν′ such that ν′(y) = ν(y) for every variable
y ∈ X, except eventually for x,
– ∀ϕ,ψ ∈ Sen(Σ), M |=Σ,ν ϕ∨ψ iﬀ wether M |=Σ,ν ϕ or M |=Σ,ν
ψ
Modal propositional logic The stratiﬁed institution of modal propositional
logic is deﬁned as follows:
• The category Sig of signatures is Set;
• Sen maps any signature Σ ∈ |Sig| to the set of sentences inductively
built from Σ, the connectives ¬ and ∨ and the modality 2;
11• Mod is the functor that maps:
– any signature to the category of Kripke models, i.e. the category
objects of which are triples (E,R,v) where E is a non-empty
“set of states”, R ⊆ E × E is a “reachability relation”, v : Σ ×
E → {O,1} is a mapping, and whose morphisms are mappings
preserving the reachability relation;
– Given a signature Σ and a model (S,R,ν), JSKΣ = S. Finally,
for every s ∈ S, S |=Σ,s ϕ is inductively deﬁned on the structure
of formulae as usual.
The following proposition shows that any stratiﬁed institution is indeed an in-
stitution. It directly follows from the deﬁnition of stratiﬁed institutions.
Proposition 3.3 Let SI = (Sig,Sen,Mod ,JK) be a stratiﬁed institution. For
every signature morphism σ : Σ → Σ′, every Σ′-model M′ ∈ |Mod (Σ′)| and
every Σ-sentence ϕ ∈ Sen(Σ), we have:
M
′ |=Σ′ Sen(σ)(ϕ) ⇔ Mod (σ)(M
′) |=Σ ϕ
The interest of stratiﬁed institutions compared to “classical institutions” intro-
duced in section 2 is that they allow to use open formulæ. We will see in the
next section the importance of such a possibility.
4 Complete diagrams
We ﬁrst recall some elementary facts about elementary extensions as deﬁned
in [1].
Deﬁnition 4.1 (Elementary extension) Let SI = (Sig,Sen,Mod ,JK) be a
stratiﬁed institution. Let Σ ∈ |Sig| be a signature. Let µ : M → M′ be a
morphism in Mod (Σ). M′ is an elementary extension of M with respect to µ
if and only if for every Σ-formula ϕ ∈ Sen(Σ) and every η ∈ JMKΣ, we have:
M |=Σ,η ϕ ⇐⇒ M
′ |=Σ,JµK(η) ϕ
We will write M ≺µ M′ for: “M′ is an elementary extension of M w.r.t. µ
”. The morphism µ is then said to be an elementary Σ-morphism.
The elementary equivalence of two given models can be proved by exhibiting
an elementary morphism as shown in [1]. However, in practice it may be hard to
ﬁnd such a morphism. In classical model theory, the diagram method is a simple
way to build models that are elementary equivalent to a given one. We give here
our generalization of this method using, to this purpose, the extra-expressivity
power (compare to institutions) given by stratiﬁed institutions.
Deﬁnition 4.2 (Complete diagram) Let SI = (Sig,Sen,Mod ,JK) be a strat-
iﬁed institution. Let Σ ∈ |Sig| be a signature and M ∈ |Mod (Σ)| a Σ-model. A
complete diagram of M is a triple (ιΣ(M),α,iΣ,M) where:
12• ιΣ(M) : Σ → ΣM is signature morphism;
• α : Sen(Σ) × JMKΣ → Sen(ΣM) is a mapping;
• iΣ,M : Mod (D(M)) → M/Mod (Σ) with D(M) = {α(ϕ,η) | M |=Σ,η ϕ}
is a functor such that the following diagram is commutative:
Mod (D(M)) M/Mod (Σ)
Mod (Σ)
iΣ,M
Mod (ιΣ(M)) forgetful
Moreover, this triple satisﬁes both following conditions:
1. IdM ∈ iΣ,M(Mod (D(M)))
2. ∀M′ ∈ Mod (ΣM),∀(ϕ,η) ∈ Sen(Σ) × JMKΣ
M′ |=ΣM α(ϕ,η) ⇐⇒ Mod (ιΣ(M))(M′) |=Σ,JιΣ,M(M′)KΣ(η) ϕ
In the following the triple (ιΣ(M),α,iΣ,M) will simply be noted D(M). We will
say that a stratiﬁed institution SI = (Sig,Sen,Mod ,JK) has complete diagrams if
for every signature Σ ∈ |Sig| and for every Σ-model M ∈ |Mod (Σ)|, there exists
a complete diagram of M.
Example 4.3 (First-order logic) In order to stay away from unnecessary
diﬃculties we restrict ourselves to the unsorted case.
Let Σ = (F,R) be a ﬁrst-order logic signature, X be a set of variables such that
X ∩ (F ∪ R) = ∅ and M be a ﬁrst-order structure. Let ΣM be the signature
deﬁned as follows:
ΣM = (F ∪ {c
0
m/m ∈ M},R)
and let α : Sen(Σ) × JMKΣ → Sen(ΣM) be the mapping that maps any Σ-
formula ϕ(x1,...,xn) 6 to the ΣM-formula ϕ(cν(x1),...,cν(xn)) for a variable
insterpretation ν ∈ JMKΣ. Then, D(M) is the set deﬁned as follows:
D(M) = {ϕ(cν(x1),...,cν(xn))/M |=Σ,ν ϕ(x1,...,xn)}
Let M′ ∈ Mod ((ΣM,D(M))). For every m ∈ M, let µ(m) be the interpretation
of m in M′. It is then clear that µ is a mapping from M to M′. For every
Σ-formula ϕ(x1,...,xn) and ι : X → M, ϕ(cι(x1),...,cι(xn)) ∈ D(M). We
then have:
M |=ι ϕ(x1,...,xn) ⇐⇒ Mod (ιΣ(M))(M′) |=JµKΣ(ι) ϕ(x1,...,xn)
Indeed, the ﬁrst implication follows from the deﬁnition of D(M) and the sec-
ond one because M′ ∈ Mod (ΣM,D(M)), cι(xi) is interpreted by µ(ι(xi)) and
D(M) is a complete theory. Since µ is an elementary morphism we then set
iΣ,M(M′) = µ.
6The notation ϕ(x1,...,xn) means that every free variables of ϕ is a member of the set
{x1,...,xn}.
13Example 4.4 (Second-order logic) In order to stay away from unnecessary
diﬃculties we restrict ourselves to the unsorted case.
Let Σ = (F,R) be a ﬁrst-order signature, X be a set of (individual) variables
such that X ∩ (F ∪ R) = ∅, X be a set of (relational) variables such that
X ∩(F ∪R∪X) = ∅ and M be a ﬁrst-order structure. Let ΣM be the signature
deﬁned as follows:
ΣM = (F ∪ {c0
m/m ∈ M},R ∪ {rM /M ∈ ℘(M)})
and let α : Sen(Σ)×JMKΣ → Sen(ΣM) be the mapping that maps any Σ-formula
ϕ(x1,...,xn,x1,...,xm),ι) 7 to the ΣM-formula ϕ(cι(x1),...,cι(xn),rι(x1),...,rι(xm)).
Then, D(M) is the set deﬁned as followd:
D(M) = {ϕ(cι(x1),...,cι(xn),rι(x1),...,rι(xm))/M |=ι ϕ(x1,...,xn,x1,...,xm)}
Let M′ ∈ Mod ((ΣM,D(M))). For every m ∈ M and every M ∈ ℘(M), let
µ(m) be the interpr´ etation of m in M′ and µ(M ) the interpretation of M in
M′. It is then clear that µ is a mapping fromm M to M′. For every Σ-formula
ϕ(x1,...,xn) and ι : X → M, ϕ(cι(x1),...,cι(xn)) ∈ D(M). We then have:
M |=ι ϕ(x1,...,xn,x1,...,xm)
⇐⇒
Mod (ιΣ(M))(M′) |=JµKΣ(ι) ϕ(x1,...,xn,x1,...,xm)
Indeed, the ﬁrst implication follows from the deﬁnition of D(M) and the second
one because M′ ∈ Mod (ΣM,D(M)), cι(xi) is interpreted by µ(ι(xi)), rι(xj) is
interpreted by µ(ι(xj)) and D(M) is a complete theory. Since µ is an elementary
morphism we then set iΣ,M(M′) = µ.
This notion of complete diagram is close to Diaconescu’s one given in [9].
The diﬀerence is that under negation the reduct along the signature morphism
ιΣ(M) of any model M′ in D(M) is an elementary extension of M, and then
M ≡Σ Mod (ιΣ(M))(M′). Indeed, we have the following result:
Theorem 4.5 If SI = (Sig,Sen,Mod ,JK,|=) is a stratiﬁed institution that has
negation then, for every Σ ∈ |Sig| and every M ∈ |Mod (Σ)|, iΣ,M can be co-
restricted to M/Elem(Σ).
Proof One only has to show that for every model M′ ∈ Mod ((ΣM,D(M))),
the morphism iΣ,M(M′) is an elementary morphism, i.e. for every Σ-formula
ϕ ∈ Sen(Σ) and every η ∈ JMKΣ, on a:
M |=Σ,η ϕ ⇐⇒ Mod (ιΣ(M))(M′) |=Σ,JiΣ,M(M′)KΣ(η) ϕ
(⇒) Let us suppose that M |=Σ,η ϕ. This means α(ϕ,η) ∈ D(M) and so
M′ |=ΣM α(ϕ,η). From the second point of Deﬁnition 4.2, we then con-
clude that:
Mod (ιΣ(M))(M′) |=Σ,JιΣ,M(M′)KΣ(η) ϕ
7The notation ϕ(x1,...,xn,x1,...,xm) means that every free variables of ϕ are member
of the set {x1,...,xn} ∪ {x1,...,xm}.
14(⇐) Let us suppose that M′ |=ΣM α(ϕ,η) and M |=Σ,ηϕ. This means α(ϕ,η) ∈D(M).
Since SI has negation, D(M) is a complete theory and then ¬α(ϕ,η) ∈
D(M). We then conclude M′ |=ΣM ¬α(ϕ,η) which contradicts the hy-
pothesis.
2
By Deﬁnition 4.2, the notion of complete diagram only makes sense for those
logics in which objects used for the stratiﬁcation of formulæsatisfaction can be
given a syntactical equivalent in signatures. Hence, the diagram method cannot
be used in modal logics. Indeed, given a modal signature Σ and a Σ-model
(E,R,v), there exists no way to extend Σ into ΣM in order that for every Σ-
formula ϕ and every state s ∈ S, there exists a ΣM-formula ψ such that we
have: M |=Σ,s ϕ ⇐⇒ iΣ,M(IdM) |=ΣM ψ. This comes from the fact that states
cannot be denoted by syntactical elements in signatures, that is symbols the
interpretation of which would be states of models. The reason is that states
remain implicit in modal logics.
5 Applications
To illustrate the power of our generalization of the diagram method, we give in
this section the generalization of two classic applications of the diagram method,
namely the L¨ owenheim-Skolem theorems and the L` os-Vaught test.
Let us now consider a ﬁxed but arbitrarystratiﬁed institution I = (Sig,Sen,Mod ,JK).
In all of the three paragraphs below, we will add some supplementary conditions
on SI depending on our needs.
5.1 L¨ owenheim-Skolem theorems
In order to state the L¨ owenheim-Skolem theorem, we ﬁrst need to specify both
cardinality of signatures and models. Hence, the cardinality of a signature Σ will
be equal to the cardinality of the set of Σ-formulæSen(Σ). As for the cardinality
of a Σ-model M ∈ |Mod (Σ)|, it will be equal to the cardinality of its associated
set of states JMKΣ. Note that this last deﬁnition of the cardinality of models
implies the use of a ﬁnite set of variables.
The downward part. Let us ﬁrst introduce the notion of free extension in a
stratiﬁed institution.
Deﬁnition 5.1 (Free extension) We say that SI has free extensions if and
only if for every Σ ∈ |Sig|, every M ∈ |Mod (Σ)| and every A ⊆ JMKΣ, there
exists J(A) ∈ |Mod (Σ)| and fA : A → JJ(A)KΣ such that for every M′ ∈
|Mod (Σ)| and every g : A → JM′KΣ there is a unique µg : J(A) → M′ such that
15the following diagram
A JJ(A)KΣ
JM
′KΣ
fA
g JµgKΣ
commutes.
Proposition 5.2 Suppose that SI has free extensions and let Σ ∈ |Sig| be a
signature and M ∈ |Mod (Σ)| be a Σ-model. Let C be the category associated to
the poset (℘(JM′KΣ),⊆) and let J : C → Mod (Σ) be the functor that maps any
A ⊆ JMKΣ to J(A) and any inclusion A ⊆ B to µfB◦A⊆B. Then, J has (M,µ)
for colimit where µJ(A) = µA⊆JM′KΣ.
Till the end of this paragraph we will suppose the following two extra hypothesis
on the stratiﬁed institution SI:
• SI has free extensions,
• for every Σ ∈ |Sig|, every M ∈ |Mod (Σ)| and every A ⊆ JMKΣ,
1. JµJ(A)KΣ is injective
2. if card(A) ≥ card(Σ) then card(J(A)) = card(A), and
3. for every ϕ ∈ Sen(Σ) and every η ∈ JµJ(A)KΣ(A) there exists a ﬁnite
set A(ϕ,η) ⊆ JMKΣ such that:
(a) M |=Σ,η ϕ ⇐⇒ J(B) |=Σ,JµJ(B)K
−1
Σ (η) ϕ
(b) J(A) ≺J(A⊆B) J(B)
where B = A ∪ A(ϕ,η).
For logics that has free extensions, the model J(A) (A ⊆ JMKΣ) denotes
the least Σ-model generated from A. In ﬁrst-order logic, given a Σ-structure M
and a set A ⊆ JMKΣ = MV , the model J(A) is the Σ-structure generated by
the set B =
 
ι∈MV
 
x∈V
ι(x) (i.e. the least subset M′ of M that contains B and
is closed under functions). The model J(A) is a substructure of M. Moreover,
it has the same cardinality than B and so than A (indeed, every value in M
is the interpretation of a term with variables in B; the set of these terms is a
set of ﬁnite sequences of F × B, and then has a cardinality lesser than B). In
modal propositional logic, given a Kripke model (E,R,v), the functor J maps
any subset E′ ⊆ E to the Kripke model (E′,R|E′,v|E′).
The second property generalizes Tarski-Vaught’s test. In ﬁrst-order logic, for
every ϕ and every ν : X → M such that M |=ν ϕ, let us inductively deﬁne
A(ϕ,ν) on the structure of ϕ as follows:
• A(p(t1,...,tn),ν) = ∅
16• A(¬ψ,ν) = A(ψ,ν)
• A(ψ∨ξ,ν) = A(ψ,ν) ∪ A(ξ,ν)
• A(∃x.ψ,ν) = A(ψ,ν′) for some ν′ : X → M′ satisfying for every y  = x ∈ X
ν′(y) = ν(y) and such that M′ |=ν′ ψ.
In modal propositional logic, for every ϕ and η ∈ E′ such that E′ |=η ϕ, let us
inductively deﬁne A(ϕ,η) on the structure of ϕ as follows:
• A(p,η) = ∅
• A(¬ψ,η) = A(ψ,η)
• A(ψ∨ξ,η) = A(ψ,η) ∪ A(ξ,η)
• A(@ψ,η) = A(ψ,η′) with @ ∈ {2,3} for some η′ ∈ E′ such that η R′ η′ and
M′ |=η′ ψ.
In both cases, by supposing A ⊆ JMKΣ such that η ∈ A, by mathematical
induction on the structure of formulæ, we show both above conditions 3.a and
3.b.
Theorem 5.3 (Downward L¨ owenheim-Skolem theorem) Let Σ ∈ |Sig| be
a signature and let M′ ∈ |Mod (Σ)| be a Σ-model. Let κ be any cardinal such
that card(Σ) ≤ κ ≤ card(M′). Then, there exists µ : M → M′ such that
card(M) = κ.
Proof Let X ⊆ JM′KΣ such that card(X) = κ. Let us deﬁne by induction on
ω the sequence of subsets of JM′KΣ A0 ⊆ A1 ⊆ ... ⊆ An ⊆ ... as follows:
• A0 = X, and
• Ai+1 is deﬁned from Ai as follows:
Ai+1 = Ai ∪
 
(ϕ, η) ∈ Sen(Σ) × JJ(Ai)KΣ,
J(Ai) | =Σ,ηϕ
∧
M′ | =Σ,JµJ(Ai)KΣ(η) ϕ
A(ϕ,JµJ(Ai)KΣ(η))
Let B =
 
i<ω
Ai. By deﬁnition, there is card(Σ) formulæ ϕ and card(Ai)
states in JJ(Ai)KΣ to obtain Ai+1. This shows that card(Ai+1) = card(Ai) =
card(X) = κ. Therefore, card(J(B)) = κ. Let us show that µJ(B) is an el-
ementary morphism. Let M′ |=Σ,JµJ(B)KΣ(η) ϕ. This means there is i ∈ N
such that η′ = JµJ(B)KΣ(η) ∈ Ai. Therefore, either J(Ai) |=Σ,JµJ(Ai)K
−1
Σ (η′)
ϕ or, by construction of Ai+1 and Point 3.a, we have:
J(Ai+1) |=Σ,JJ(Ai⊆Ai+1)KΣ(η′) ϕ
and then by Point 3.b J(B) |=Σ,η ϕ.
The opposite direction is obvious from Point 3.b.
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17The upward part. All along this paragraph we will suppose that the strati-
ﬁed institution SI satisﬁes the following extra hypothesis.
1. SI is compact, has complete diagrams and weak-amalgation pushouts,
2. Sig has pushouts, and
3. for every Σ ∈ |Sig| and every cardinal κ there exists a signature morphism
σ : Σ → Σκ and a consistent Σκ-theory Sκ with card(Sκ) = κ such that
for every S ⊆ Sκ we have:
• ∀M′ ∈ Mod (S), card(M′) ≥ card(S),
• ∀M ∈ Mod (Σ),
card(M) ≥ card(S) ⇔ (∃M′ ∈ Mod (S), Mod (σ)(M′) = M)
In ﬁrst-order logic with equality, given a signature Σ = (F,R) and a cardinal
κ, Σκ is the signature (Fκ,R) where Fκ = F ∪ {ci | i ∈ κ} and Sκ = {¬ci =
cj |i,j ∈ κ ∧ i  = j}.
Theorem 5.4 (Upward L¨ owenheim-Skolem theorem) Let Σ ∈ |Sig|. Let
M ∈ Mod (Σ) with card(M) ≥ ℵ0 and let κ be a cardinal such that κ ≥ card(Σ)
and κ > card(M). Then, there exists M′ ∈ Mod (Σ) and a Σ-morphism µ :
M → M′ such that:
• M ≺µ M′, and
• card(M′) = κ.
Proof By hypothesis, there exists a signature morphism σ : Σ → Σκ and a set
Sκ ⊆ Sen(Σκ) such that all Σκ-models M′ ∈ Mod (Sκ) has card(M′) ≥ κ. As
Sig has pushouts, the pushout of signatures
Σ
ιΣ(M)
− − − − → ΣM
σ

  

  ρ1
Σκ − − − − →
ρ2
Σ′
exists. Therefore, let T ′ be the set of the following set of Σ′-sentences:
T ′ = Sen(ρ1)(D(M)) ∪ Sen(ρ2(Sκ))
T ′ is consistent. Indeed, as SI is compact, every ﬁnite subset T of T ′ has a ﬁnite
subset S of Sκ. By deﬁnition, there exists n ∈ N, a signature morphism σn :
Σ → Σn and a set S ⊂ Sen(Σn) satisfying Condition 3.. As card(M) > ℵ0 then
there is M′ ∈ Mod (S) such that Mod (σn)(M′) = M. As SI has elementary
diagrams, i
−1
Σ,M(IdM) ⊆ Mod (D(M)). By the weak-amalgation property, T has
a Σ′-model, and then by the compactness property so does T ′ as well. Hence,
there is a Σ′-model N ∈ Mod (T ′) such that Mod (ρ1)(N) ∈ Mod (D(M)) and
18Mod (ρ2)(N) ∈ Sκ. We then have card(Mod (ρ2)(N)) ≥ κ and then so does
card(Mod (ρ2 ◦ σ)(N) ≥ κ as well. However, N may have a size strictly larger
than κ. In this case, we obtain our ﬁnal Σ-model by using the previous theorem.
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From both L¨ owenheim-Skolem theorems, it directly results:
Corollary 5.5 Let T be a Σ-theory and κ be a cardinal such that κ ≥ card(Σ).
If T has a Σ-model such that card(M) > ℵ0 then T has a Σ-model of cardinality
κ.
Los-Vaught Theorem. We are now in position to give a generalization to
the L` os-Vaught Theorem. Before doing so, we need to introduce the notion of
categoricity of a theory.
Deﬁnition 5.6 (Categorical in power α) Let Σ ∈ |Sig| be a signature. A
Σ-theory T ⊆ Sen(Σ) is categorical in power α or simply α-categorical if and
only if T has exactly one Σ-model of cardinality α up to isomorphism.
The following theorem is a simple consequence of the Upward L¨ owenheim-
Skolem theorem.
Theorem 5.7 (L` os-Vaught Test) Suppose SI has negation and satisﬁes the
Upward L¨ owenheim-Skolem theorem. Suppose a Σ-theory T that has only Σ-
models M such that card(M) ≥ ℵ0, and it is α-categorical for some cardinal
α ≥ card(Σ). Then, T is complete.
Proof Suppose the contrary, this means that there exists a Σ-sentence ϕ such
that T ∪ {ϕ} and T ∪ {¬ϕ} are both consistent theories. By the Upward
L¨ owenheim-Skolem theorem, there are two Σ-models M1 and M2 of cardi-
nality α that are models of T ∪{ϕ} and T ∪{¬ϕ}, respectively. Hence, M1 and
M2 are not isomorphic which contradicts the hypothesis that T is α-categorical.
2
6 Conclusion
As said in the introduction, the diagram method is a powerful tool to get ele-
mentary equivalent models to a given one. Its logic-independant generalization
allows the use of this method for a large number of logics. This way, it ful-
ﬁlls one of the objectives of abstract model theory, i.e. : spreading classical
model theory methods, tools and results to other logics than ﬁrst-order logic
with equality.
Using this general institution-independant version of the diagram method, we
have proven the important L¨ owenheim-Skolem’s theorems as well as the L` os-
Vaught theorem in a generic way. This illustrate the power of abstract model
theory and its usefullness in computer science where a large number of very
19diﬀerent logics can be found. These results also show the power of the frame-
work of stratiﬁed institutions, speciﬁcally concerning abstract model theory.
The next step in our work is a general institution-independant version of the
Robinson’s consistency theorem which is the key to the more than important
Craig’s interpolation theorem.
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