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Abstract 
An integrated 3D CFD based model to calculate the leak rates of supercritical CO2 from high pressure tanks and pipelines and its 
subsequent atmospheric dispersion is developed. The first component of the model takes into account the transition flow of 
supercritical CO2 under the action of large pressure changes through small flow passages such as orifices and leaks in high 
pressure pipe walls. It considers steep changes in transport and thermodynamic properties using appropriate equations of state for 
the wide range of pressures involved.  The second component of the model calculates the large scale dispersion through the 
ambient air. This model includes consideration of the formation of dry ice due to sudden expansion and subsequent sublimation 
of dry ice due to entrainment of relatively hot ambient air. It also takes into account the effects of surrounding wind field using an 
atmospheric boundary layer model. The first model is validated by comparing the computed mass flow rates with the 
experimental data for transition flow through short-tube orifices and then for a high pressure tank of CO2 emptied through a small 
orifice. The second model is validated by comparing the temperature and volume fractions of CO2 at different points in the 
downstream of the jet during dispersion with the measurements in the latter experiment. 
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1. Introduction 
The challenges we are facing in controlling the climate change involves, among others, the management of CO2 
emissions in industrial processes. It is estimated that a better management of CO2 in industrial processes could 
decrease the emissions down to 33%1. The capture and storage of this greenhouse gas in geological reservoirs is a 
promising method to achieve this. Lot of work is being done on developing technologies for geological storage, 
which involves capture, transport and injection of CO2. Carbon Capture and Storage (CCS) involves a lot of process 
engineering work at all steps of its chain, from the source, where CO2 is captured, to the geological storage or wells. 
One of the challenges is  the safe transport of CO2 through long distance pipelines, and hence the flow of liquid or 
supercritical CO2 is a developing field of investigation. Even though a lot of expertise has been developed, 
technologies for industrial CO2 transport over long distances are scarce. Consequently, the behavior of CO2 is not 
properly understood for long distance transports under various operating conditions. Developing cost-effective 
solutions for CO2 transport from the capturing facility to geological storage and associated safety measures require 
reasonably accurate models for flow of CO2 under these operating conditions, often involving supercritical and 
transition conditions. Specifically, for example, a detailed understanding of the behavior of leaks from high pressure 
pipes is needed to predict, control and prevent any harmful consequence of an accidental release of CO2. 
 
A “small” leak in a transport pipe is similar to the flow of CO2 through an orifice. This process, trans-critical 
flow of CO2 through a short tube orifice, attracted a high research interest due to its wide application domain. 
Especially, it provides a benchmark scenario to develop and test models for accurate calculation of the mass flow 
rate, which is needed to estimate the impact of solid CO2 formation, sublimation and dispersion in the surrounding 
environment in the aftermath of an accidental CO2 release. Also, this configuration exhibits rich flow features like 
large pressure drops, sudden contraction, turbulence generation, phase change, sudden expansion and choking. 
Because of the possible choked flow at the exit, the critical mass flow rate is the central parameter to be accurately 
calculated, for proper simulation of expansion and dispersion of the CO2 in the ambient air.  
 
In this work, a generalized 3D CFD based model is developed to investigate the depressurization of supercritical 
CO2 through leaks. This model considers phase change across the leak at sub-critical pressures and sublimation of 
solid dry-ice particles at atmospheric pressure due to entrainment of ambient air. The present model is validated 
against large scale experimental results2 for mass flow rate, CO2 concentration levels and temperature variations. 
 
Nomenclature 
 
A leak area 
Cpl liquid specific heat at constant pressure at saturation condition, J/(kg K) 
hg, hs, ht specific enthalpy of gas, solid and mixture, respectively, J/kg 
hsg difference between specific enthalpies of gas and solid, J/kg 
L latent  heat of evaporation, J/kg 
Se evaporation source term in the scalar equation,  kg/m3 
T fluid temperature, K 
Tsat saturation temperature, K 
yg, ys mass fraction of gas and solid, respectively 
ρl liquid density at saturation condition, kg/m3 
      
2. Problem description 
Fig. 1 shows the physical problem of CO2 leak from a high pressure tank and its dispersion to the ambient air. 
The experimental set up involves a large storage tank, which contains CO2 at high pressure and near the ambient 
temperature2.  The high pressure CO2 is released through an orifice shaped leak to the atmosphere. Because of the 
large pressure difference across the leak, velocity of the fluid increases and pressure and temperature decreases until 
the flow chocks. The chocked flow conditions are greatly influenced by flow behavior across the leak. The mixture 
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of liquid and vapor CO2 further expands in the ambient to the surrounding pressure. CO2 at 1bar pressure can exit in 
either vapor or solid (dry ice) state. Due to lack of sufficient entrainment of surrounding air in the vicinity of leak 
exit dry ice particles form spontaneously and evaporate (sublimation) in the downstream while traveling with local 
fluid due to entrainment of surrounding air, which is relatively warmer. 
   
 
 
 
 
 
 
 
 
 
 
Fig. 1. (a) Physical process; (b) schematic diagram of physical process 
3. Phase change model 
3.1. Liquid to vapor 
 
To model the two phase flow and phase change across the leak that occurs during the release, homogeneous 
equilibrium model (HEM) is used. In this model it is assumed that the velocity and the temperature of all the phases 
are same. In the present simulation, energy equation is solved in the form of total enthalpy instead of static 
temperature. In general, the actual two phase flow of CO2 is non-homogeneous and non-equilibrium. However, the 
ratio of vapor and liquid velocities and inter-face velocity differences between two phases (slip) is expected to be 
small in this case3. Further, the density ratio of liquid to vapor near the critical point is almost equal to unity and this 
ratio is good indication of insignificant slip between the phases3. Therefore, the HEM is selected to model the two 
phase flow. For a particular temperature and pressure, a point on the phase diagram is defined and all the relevant 
properties are calculated. If the control volume containing the specified point is occupied by both liquid and vapor, 
they are supposed to be in equilibrium. Hence the point always lies on saturation line. If, on the other hand, the 
temperature and pressure in a specified control volume is away from the saturation line, then the corresponding 
saturation temperature (at constant pressure) is calculated.  The difference in the temperature is the driving potential 
for phase change. Then using this temperature difference and the specific heat of liquid, density of saturated liquid 
and latent heat of evaporation, the amount of liquid to be evaporated is calculated as in Eq. 1and is added as the 
source term for the scalar equation.  
 
( )l sat pl
e
T T C
S
L
ρ −
=                                                                                              (1) 
 
3.2. Solid (dry-ice) to vapor 
 
Mass fraction of dry ice (solid CO2) after expansion to the ambient is obtained from the pseudo source point 
calculation.  Though the mass fraction of the dry ice is significant, volume fraction of dry ice is very low. Further, 
particle size of dry ice is observed to be a few microns. Hence, the spatial distribution of dry ice is obtained by 
solving a scalar transport equation.  It is considered while calculating the mixture density. 
4. Coupling between discharge and dispersion simulations 
Because of chocked flow condition, pressure is above the ambient pressure at the exit of the orifice and hence 
a b 
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the expansion in the downstream results in a series of shock and expansion waves. The time and length scales of 
these waves are quite small compared to the dispersion time and length scales. Hence resolving such kind of flow 
behaviors in dispersion domain is computationally expensive and gives trivial benefits as far as dispersion is 
considered. Therefore, it is very much beneficial to use dispersion source point4 (pseudo source) at which the 
pressure of the jet reaches ambient. The following assumptions are made while deriving the pseudo source point: 
 
o No entrainment of surrounding ambient air, because the pressure of the jet is higher than ambient pressure.  
o Lateral velocity gradients and diffusion are negligible in the momentum equation. 
o No heat transfer between the jet and ambient, hence total enthalpy is constant. 
o Discharge from the leak is a mixture of liquid and vapor and at source point the mixture contains only vapor and 
solid ice.  
o At the pseudo source point sublimation temperature is fixed to 194K corresponding to the ambient pressure of 
one atmospheric. 
 
Velocity, area and the composition of the flashed jet at the pseudo-source point for dispersion are calculated 
using the following 1D mass, momentum and energy conservation equations:  
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In Eq. 2 to Eq. 4, subscript 2 denotes the exit of the leak and subscript 3 denotes the location where the pressure 
of the jet reaches the ambient pressure. The distance between 2 and 3 is not known from any of the above equations. 
According to experimental observation, it could be anywhere between 10 to 15 times of the orifice diameter. This 
distance is negligibly small compared to overall dimensions of the dispersion domain. The most important inherent 
assumption is that the pressure at the pseudo source point is equal to the ambient pressure, which further fixes the 
sublimation temperature to 194K. 
5. Results 
5.1 Mass flow rate through a short-tube orifice 
To validate the CFD model for transition flow through small leaks the numerical results are compared with the 
experimental measurements of mass flow rates through a short tube orficie.3,5 An orifice of diameter is 1.35 mm and 
length 12.92 mm is fixed in a pipe of diameter 7.03 mm. Table 1 shows the comparison of mass flow rates. It is 
found that the current CFD model is able to calculate the pressure variations and mass flow rates reasonably well for 
different conditions. 
 
Table 1. Comparison of mass flow rates for flow through a short-tube orifice 
Upstream pressure 
(MPa) 
Upstream temperature 
(K) 
Downstream 
pressure (MPa) 
Computed mass flow rate 
(kg/hr) 
Measured mass flow 
rate (kg/hr) 
% error 
7.52  308.36 4.66 109.8 118 -6.94 
8.52 308.36 5.55 177.9 168 5.89 
9.52 308.36 6.97 231.7 225 2.98 
5.2 Mass flow rate from the high pressure CO2 tank through the orifice 
For this stage of the simulation, the main parameter that should be calculated with accuracy is the mass flow rate 
for a given reservoir and ambient conditions. Three cases have been considered here for the purpose of comparison 
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and in all these cases reservoir was maintained at a constant pressure and temperature throughout the duration of 
experiment using a buffer gas. Table 2 gives the summary of parameters for all these cases. The reservoir pressure 
for all these cases is above thermodynamic critical pressure, but the temperature is below thermodynamic critical 
temperature. Therefore, thermodynamic state of the fluid in the reservoir is dense liquid. 
 
Table 2. Summary of parameters used for simulation 
Parameter Case-1 Case-2 Case3 
Inlet pressure (bar) 156.9 82.2 81.9 
Inlet temperature (°C) 12.5 18.4 -0.2 
Orifice diameter (mm) 25.4 12.7 12.7 
Orifice length (mm) 72.41 46.78 46.78 
Orientation horizontal horizontal horizontal 
Ambient pressure (bar) 0.9854 0.9602 0.995 
Ambient temperature (°C) 5.8 11.6 3.6 
Wind direction (°) 278.6 270.8 261 
Table 3 shows the comparison of mean mass flow rates. Overall, the simulation results agree with the 
experimental results and within the maximum error in the mass flow rates obtained from the experimental data 
(±20%)2. For Case-1, the numerical prediction is higher than the experimental measurement whereas for Case-2 and 
Case-3, it is under predicted. These trends can be attributed to the differences in the geometry in experimental setup, 
apart from orifice dimensions, among the cases, but those differences were not modeled in simulations. It is 
important to be reminded that the thickness of the pipe for Case-1 (72.41 mm) is bigger than Case-2 and Case-3 
(46.78 mm). For high mass flow rate scenario (Case-1), losses due to higher pressure drops in the connecting hoist 
could have a higher effect on the mass flow rate than the heat transfer. On the other hand, for low mass flow 
scenarios (Case-2 and Case-3), compared to frictional losses in the connecting hoist, heat transfer through the walls 
of the hoist and orifice could be significant. Given that, no experimental details were given about the heat transfer in 
this zone (kind of insulation, pipe heat conduction, etc.), further improvement would need more details and 
measurements. 
 
Table 3. Comparison of calculated mass flow rate with experimentally measured value 
Case    
 
Reservoir pressure, 
bar 
Exit pressure, 
bar 
Reservoir 
temperature, °C 
Predicted mass flow 
rate, kg/s 
Measured mass flow rate, 
kg/s 
Percentage 
deviation, % 
1 156.9 0.9854 12.5 45 40.7 10.6 
2 82.2 0.9602 18.4 6.4 7.1 -9.9 
3 81.9 0.995 -0.2 8.1 9 -10.0 
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Fig 2. Pressure variation along the axis of the orifice; 0 corresponds to inlet of the orifice. 
Fig. 2 shows the pressure variations along the axis of the orifice. The pressure drop at the inlet of the orifice is 
predominantly due to sudden contraction. However, for the Case-1, pressure drop at reservoir outlet (the line 
between the reservoir and the connecting hoist, also significant. Given that Case-1 has larger diameter orifice 
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compared to Case-2 and Case-3, the fluid velocity in the connecting hoist and the mass flow rate is higher. 
Consequently, the pressure drop is considerably higher at the sudden contraction of reservoir.  
5.3 Dispersion of leaked CO2 to the ambient 
 
Fig. 3 shows the schematic and physical experimental setup and corresponding computational domain for the 
numerical simulation of dispersion. To capture the turbulence generation by obstacles on the test site, large scale 
obstacles are resolved on the computational mesh. The ground is treated as smooth because of concrete base and the 
effect of different kinds of probes and their stands are not modelled. To resolve the high momentum jet near the 
source, nested domain with fine mesh has been generated around the source. 
 
Fig. 4 shows the concentration contours of CO2. Because of the high momentum jet, CO2 concentration contours 
are tilted towards the wind direction only in the far field. Further, the obstacles near the source do not alter the 
concentration plume. It could be seen that for the Case-1 the plume is bigger, as the orifice is twice as big compared 
to the other cases. 
Fig. 5 shows the steady results of CO2 volume fraction. They are compared with the experimental data. 
Experimental results have an implicit noisy variation, which is increased far from the source. Even for steady cases, 
the concentrations reported by the sensors vary with time. On the other hand, for steady simulations there is only a 
unique value at converged state for each point. Thus, wherever experimental variations are significant, maximum 
and minimum values during the CO2 release period are also given as error bars over the mean value. For Case-1, the 
experimental sensors at 20 m and 40 m malfunctioned after a few seconds, hence, their data is smaller than the 
simulated results. In Case-3, Oxygen Cell sensors( sensor type 1) predicted significantly low concentration levels. 
Hence, concentration values obtained by other sensors (Draeger (sensor type 2) and Servomex2 (sensor type 3)) are 
also considered for comparison. The experimental measurements and simulation results are in good agreement and 
within the range for each sensor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Details of dispersion domain; (a) snap shot of experimental site and (b) computational domain and mesh(c) 
a b 
c 
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 In order to solve with high accuracy the temperature variations near the source point, a small mesh size would 
be needed. Hence, in order to decrease the simulation time, while keeping good accuracy, a pseudo source was used. 
This means that, for cold releases in which there is a high probability of dry-ice formation, the temperature is fixed 
at sublimation temperature of 194.16K corresponding to ambient pressure. In reality, the temperature changes 
according to local pressure, in addition, near the injection the experimental measurements show that pressure is 
usually smaller than ambient pressure. The local pressure controls the minimum temperature of the jet in case of 
cold release; hence, there is a possibility of dry ice formation if local pressure is lesser than sublimation pressure. 
 
     
 
 
 
Fig. 4. Concentration contours of CO2 with maximum concentration level clipped at 5%: (a) Case-1, (b) Case-2 and (c) Case-3 
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Fig. 5. Comparison of simulation results with measured values: left: temperature; right: concentration 
 
All these changes occur in a short time span, which complicates the simulation process. Nevertheless, the 
assumption of a pseudo source point had shown that temperature along the jet centerline is fairly in good agreement 
with experimental measurements for steady cases. The best fit is for case Case-1, in which the diameter and length 
of the orifice is bigger than Case-2 and Case-3. The temperature for Case-2, was over predicted for the case in which 
the dry-ice model was off, and under predicted when the dry ice model was used. Given that at 1 m, the temperature 
is slightly bigger than the sublimation temperature for the experimental results, the solid mass fraction reaches 0% 
quicker than simulation. This could be the reason for the experimental results falling between the two numerical 
results. To get better comparison, it would have been needed a finer mesh between 0 and 1m from the source, 
however, the CPU time would have been greatly increased. In general, the concentration is well predicted within the 
uncertainties of the experimental measurements. 
6. Conclusions 
A 3D CFD based model is developed to study flow of CO2 under large variations in pressure. It is found that the 
developed model is able to handle the transition of flow from supercritical or high pressure liquid regimes through 
the two-phase liquid-vapor regime to the completely vapor state. The model is validated by comparing mass flow 
rates under different conditions. It is found that the deviations in computed mass flow rates are within the 
experimental error. In general, the fluid at the exit of the orifice is found to be a mixture of liquid and vapor. Further, 
the same model was extended to study the expansion of high pressure CO2 to the ambient air and its subsequent 
dispersion. Formation, and sublimation, of the solid CO2 (dry ice) in the post-expansion zone is captured and it 
affects the temperature immediately after the orifice exit. The computed temperature and CO2 concentrations match 
well with the measurements.   
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