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Resumen Actualmente, en los sistemas agropecuarios, es posible reali-
zar una administracio´n variable de los insumos para mejorar la eficiencia
de la actividad agroindustrial y optimizar la log´ıstica del proceso de
cosecha. En este sentido, se propuso, para el cultivo de can˜a de azu´car,
utilizar herramientas de sensoramiento remoto y me´todos computaciona-
les para identificar a´reas u´tiles que permitan realizar una administracio´n
diferenciada del cultivo.
Cuando al cosecharse la can˜a existe incidencia de vuelco de los tallos,
junto con ellos se recolecta materia extran˜a, material no molible (vegetal
o mineral). Al ingresar al ingenio la materia extran˜a provoca una im-
portante pe´rdida de eficiencia en la manufactura del azu´car y afecta su
calidad.
Teniendo en cuenta esta problema´tica, a partir del ana´lisis de ima´ge-
nes ae´reas multiespectrales de campos cultivados con can˜a, se estudio´ la
respuesta espectral del cultivo en distintas bandas del espectro electro-
magne´tico y se segmentaron regiones homoge´neas de uso pra´ctico para
que el productor tome decisiones sobre la utilizacio´n de insumos y recur-
sos segu´n la variabilidad del sistema (can˜a en pie o can˜a ca´ıda).
Los resultados de la segmentacio´n resultaron satisfactorios, pudie´ndose
obtener regiones homoge´neas y calcular la superficie de las distintas regio-
nes segu´n el estado de la can˜a. Tambie´n se realizo´ un ana´lisis econo´mico.
1. Introduccio´n
Las caracter´ısticas del sistema productivo agropecuario argentino y la necesi-
dad de los productores de lograr la mayor eficiencia, precisio´n y productividad se
reflejan en la constante demanda de herramientas, datos, informacio´n y nuevos
conocimientos referidos a la Agricultura de Precisio´n (AP).
Entendiendo la AP como la aplicacio´n de tecnolog´ıa y principios para ma-
nejar la variabilidad espacio-temporal asociada a los aspectos de la produccio´n
agr´ıcola, permitir´ıa explorar y dimensionar el beneficio productivo y econo´mico
de adecuar las pra´cticas de manejo de forma sitio-espec´ıfica. Permite reducir
adema´s el impacto ambiental y realizar una mejor utilizacio´n del potencial pro-
ductivo del campo [9].
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En este sentido, el sensoramiento remoto cumple una funcio´n fundamental.
Sensoramiento Remoto se define como el a´rea de conocimiento que, entre otras
cosas, se ocupa de la adquisicio´n de ima´genes de la superficie terrestre sin entrar
en contacto con ella, y del procesamiento, ana´lisis y aplicacio´n de la informacio´n
obtenida [2]. Comprende una serie de te´cnicas precisas, eficientes, econo´micas y
confiables a la hora de realizar un inventario de los recursos naturales de un a´rea
espec´ıfica.
La ima´genes obtenidas pueden integrarse con otras capas de informacio´n es-
pacial en un Sistema de Informacio´n Geogra´fica (GIS), con el uso de Sistemas de
Posicionamiento Global (GPS) para localizar posiciones de intere´s, para luego
realizar acciones de manejo para aplicar medidas correctivas en dichos sitios.
La aparicio´n comercial de ima´genes de alta resolucio´n y adquiridas en distintas
bandas del espectro electromagne´tico ha impulsado la utilidad del sensoramiento
remoto para propo´sitos agrono´micos y relacionados con la agricultura de preci-
sio´n.
A nivel regional, el sensoramiento remoto puede jugar un papel importante
en el monitoreo de la cosecha y siembra en campos de pequen˜a escala don-
de informacio´n actualizada es dif´ıcil de encontrar. Existen numerosos estudios
[10,13,17,21] que evidencian que la informacio´n espectral se relaciona con va-
riables agrono´micas y pueden utilizarse para monitorear cultivos y pronosticar
rendimientos.
Realizar un manejo variable de los insumos a utilizar, segu´n la variabilidad
de los sistemas agropecuarios, permitir´ıa mejorar la eficiencia de la actividad
agroindustrial y optimizar la log´ıstica del proceso de cosecha. Este manejo va-
riable podr´ıa ser aplicado a los procesos de cultivo y siembra de soja, trigo, ma´ız,
o al proceso de cosecha en cultivos como la can˜a de azu´car.
El principal aporte de valor del presente trabajo final de carrera esta´ rela-
cionado a la identificacio´n de regiones homoge´neas, con un taman˜o y forma que
sean de uso pra´ctico para el productor. Dichas regiones deber´ıan permitirle al
productor tomar decisiones para implementar un manejo diferenciado del cultivo
con las herramientas de las cuales dispone.
Con este objetivo en mente, se aplico´ una metodolog´ıa basada en ana´lisis
algor´ıtmico, construccio´n de modelos y experimentacio´n nume´rica, incorporando
enfoques de ana´lisis para mejorar la deteccio´n del estado del cultivo a trave´s del
procesamiento de ima´genes ae´reas multiespectrales de los cuadros productivos
de los campos con actividad agropecuaria. En particular, se trabajo´ con cultivos
de can˜a de azu´car.
2. Cultivo de Can˜a de Azu´car
La can˜a de azu´car (Saccharum officinarum) es una especie vegetal, pluri-
anual, que tiene un tallo macizo que acumula un jugo con 16 a 20% de azu´cares.
Permite la manufactura de azu´car blanco de consumo y la elaboracio´n de al-
cohol, energ´ıa, papel, entre otros productos. El cultivo de can˜a de azu´car en
Argentina se encuentra localizado en un 99% en Tucuma´n, Salta y Jujuy, y en
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1% en Misiones y Santa Fe, con una superficie total implantada de ma´s de 344
mil hecta´reas (ha) (datos provistos por el Ministerio de Economı´a y Finanzas
Pu´blicas de la Nacio´n Argentina en el an˜o 2011).
En el cultivo de can˜a de azu´car se producen pe´rdidas de materia prima que
se clasifican como pe´rdidas de precosecha (principalmente debido a la incidencia
de can˜a ca´ıda antes de la cosecha) y pe´rdidas de cosecha (can˜a trozada ca´ıda de
la ma´quina cosechadora o soplada por el extractor de la ma´quina). Cada ejem-
plar de la plantacio´n de can˜a de azu´car esta´ constituido de manera diferente y
manifiesta de manera u´nica los est´ımulos externos que recibe. Cuando la planta
es joven y se ha desarrollado bajo las mejores condiciones, alcanza cierta altu-
ra y por su propio peso se comienza a inclinar, pudie´ndose quebrar. Tambie´n
colaboran en el vuelco el viento, granizo u otros feno´menos ambientales.
Cuando al cosecharse la can˜a existe incidencia de can˜a ca´ıda, junto con la
materia u´til se recolecta materia extran˜a, material no molible (vegetal o mineral)
que acompan˜a a los tallos maduros. Cuando esta materia extran˜a ingresa al inge-
nio representa una importante pe´rdida de eficiencia en el proceso de manufactura
del azu´car y afecta su calidad.
En la actualidad, para minimizar la introduccio´n de materia extran˜a al in-
genio, se env´ıan evaluadores que recorren los campos por v´ıa terrestre o con
aviones para estimar la incidencia del vuelco, informacio´n que luego se utiliza
para organizar el proceso de cosecha de la can˜a de forma diferenciada, segu´n se
trate de can˜a en pie o de can˜a ca´ıda. La can˜a tambie´n se suele lavar al llegar
al ingenio para eliminar la materia extran˜a. La cuantificacio´n de la can˜a ca´ıda
en cuadros productivos es un proceso costoso e ineficiente, por lo que se consi-
dero´ adecuado profundizar en nuevas te´cnicas para obtener informacio´n sobre el
estado del cultivo.
3. Sensoramiento Remoto
El sensoramiento remoto permite obtener informacio´n de la superficie te-
rrestre a lo largo de un perfil unidimensional o bidimensional (ima´genes). Las
ima´genes pueden ser satelitales o ae´reas, y se diferencian por las caracter´ısti-
cas del instrumento de adquisicio´n utilizado: resolucio´n espacial, espectral, ra-
diome´trica y temporal.
La curva de respuesta espectral o firma espectral de la vegetacio´n muestra
valores bajos en las longitudes de onda correspondientes al color rojo y al azul
(espectro visible), con un pico menor en la regio´n del verde. Estos picos y valles
son causados por la absorcio´n de la luz azul y roja por parte de la clorofila y
otros pigmentos.
La respuesta o firma espectral de la can˜a var´ıa de acuerdo al estado y las
condiciones del cultivo. En las bandas visibles del espectro electromagne´tico,
correspondientes al color verde y rojo, la reflectancia de la cubierta vegetal
es menor que la del suelo descubierto; en la banda del infrarrojo cercano, la
vegetacio´n y el suelo descubierto tienen reflectancias muy diferentes, y son si-
milares en el infrarrojo medio. La banda del infrarrojo medio es importante
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para separar residuos de otros estados del cultivo. Desde el punto de vista fo-
tome´trico, el I´ndice de Diferencia Normalizada (NDVI) indica, en general, vege-
tacio´n sana si toma valores altos y valores pro´ximos a cero indican la existencia
de suelo desnudo y vegetacio´n seca. El NDVI se calcula de la siguiente forma:
NDV I = (NIR−Rojo)/(NIR+Rojo). Donde NIR es la fraccio´n de radiacio´n
reflejada correspondiente al infrarrojo cercano y Rojo es la fraccio´n de radiacio´n
reflejada en la banda del rojo.
Para el presente trabajo, el a´rea de estudio fue la Finca “Cedro Solo” del
Ingenio San Mart´ın de Tabacal (Ora´n, Salta), con una superficie de 5000 ha (56
cuadros productivos de 35 a 110 ha). Un vuelo se realizo´ el 5 de Mayo de 2008
con un avio´n Sky Arrow 650 TCNS ERA montado con una ca´mara Geospatial
MS4100, con una resolucio´n de 1920x1080 p´ıxeles en cada canal de adquisicio´n:
verde (530-580nm), rojo (650-685nm) e infrarrojo cercano (770-830nm). Con el
total de ima´genes adquiridas se confecciono´ un mosaico de la finca. Se selec-
ciono´ un taman˜o de p´ıxel de 0,7 m, lo que determino´ una altura de vuelo de
1200 m sobre el nivel del terreno.
4. Enfoque propuesto
Para llevar a cabo la identificacio´n de regiones, se propuso la aplicacio´n de una
serie de me´todos computacionales sobre las ima´genes para realizar su adecuacio´n
y la extraccio´n de informacio´n, para poder identificar regiones de can˜a ca´ıda y
regiones de can˜a en pie.
Por las caracter´ısticas de la tarea a realizar y la informacio´n disponible, se
propuso abordar el problema mediante te´cnicas de procesamiento de ima´genes
y me´todos de machine learning.
5. Me´todos
5.1. Conformacio´n del conjunto de ima´genes etiquetadas
En primer lugar, contando con la asistencia de un Ingeniero Agro´nomo, se
realizo´ el etiquetado de las ima´genes ae´reas multiespectrales en las clases de
intere´s. Para e´sto se utilizo´ la aplicacio´n Label Me, desarrollada por el Instituto
Tecnolo´gico de Massachusetts [19].
El proceso de etiquetado consistio´ en delimitar en las ima´genes pol´ıgonos que
encerraban porciones representativas de las clases identificadas por el experto:
Can˜a en Pie (CP), Can˜a Ca´ıda en Forma de Parches (CCP), Can˜a Ca´ıda en
A´reas Grandes (CCA), Can˜a Ca´ıda con Fototropismo (CCF) y Corridas o a´reas
de suelo descubierto (C).
A los efectos pra´cticos de identificar regiones de can˜a en pie y regiones de
can˜a ca´ıda, todos los subtipos de can˜a ca´ıda se integraron en una u´nica clase
de Can˜a Ca´ıda (CC). De esta forma se conformo´ un conjunto de subima´genes
correspondientes a cada una de las clases indicadas (CP y CC).
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5.2. Preprocesamiento
Si bien durante la adquisicio´n, se busco´ que la iluminacio´n de la zona fo-
tografiada sea lo ma´s homoge´nea posible (las ima´genes se tomaron durante el
mediod´ıa solar), se busco´ tambie´n algu´n me´todo que permita estandarizar las
ima´genes antes de llevar a cabo su ana´lisis.
Pensando en dicha estandarizacio´n, las subima´genes se preprocesaron con el
algoritmo Texture + Cartoon, que permitio´ descomponer cada imagen en una
componente geome´trica (patrones de baja frecuencia) y en una componente de
texturas (patrones oscilatorios o de alta frecuencia) [6].
El algoritmo se caracteriza por la aplicacio´n de un par de filtros pasa bajos-
pasa altos no lineales. Para cada punto de la imagen se debe tomar la decisio´n
de si e´ste pertenece a la parte geome´trica o a la de texturas. La parte geome´trica
mantiene los valores originales de la imagen en los puntos definidos como no-
textura. En los puntos identificados como textura, la parte geome´trica toma el
valor filtrado. En los puntos donde la decisio´n sea ambigua, se toma un promedio
pesado de ambos. La parte de texturas es la diferencia entre la imagen original
y la parte geome´trica.
5.3. Extraccio´n de caracter´ısticas
En el campo de ana´lisis de ima´genes aplicado a la agricultura es habitual que
se utilicen ı´ndices de vegetacio´n basados en caracter´ısticas fotome´tricas (relacio-
nadas con la intensidad de luz detectada). El ı´ndice ma´s utilizado es el NDVI.
Este tipo de ı´ndices proporcionan informacio´n relevante en relacio´n al conte-
nido de vegetacio´n en una zona p´ıxel a p´ıxel pero no informan sobre las relaciones
espaciales existentes entre los p´ıxeles en una localizacio´n espacial dada.
Estudiando el caso particular de la can˜a de azu´car, se puede determinar que
tiene pronunciadas alteraciones en la distribucio´n espacial. Esta caracter´ıstica
puede ser observada en las ima´genes ae´reas multiespectrales de los cuadros pro-
ductivos de can˜a y se hace ma´s evidente en las zonas afectadas por can˜a ca´ıda.
Es por esto que en el presente trabajo, y en concordancia con Melchiori et al.
[14], se propone abordar el problema utilizando caracter´ısticas de textura en las
ima´genes.
Obteniendo las caracter´ısticas de textura se propone caracterizar las variacio-
nes en la distribucio´n espacial en las distintas regiones de los campos cultivados
con can˜a de azu´car con el objetivo de poder luego identificar las regiones de
intere´s. Particularmente interesa poder diferenciar las zonas afectadas con can˜a
ca´ıda de las zonas con can˜a en pie.
Melchiori et al. [14] han reportado que la Entrop´ıa de Shannon, el cual es
un caracter´ıstico de textura de tipo estad´ıstico comu´nmente utilizado en agri-
cultura, provee insuficiente informacio´n para distinguir los diferentes estados de
la can˜a. En este trabajo se propone completar el conjunto de caracter´ısticos de
textura incorporando otros caracter´ısticos estad´ısticos provenientes de analizar
los diferentes canales de las ima´genes.
Se estudiaron distintas combinaciones de descriptores:
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Media, Desv´ıo Esta´ndar y Entrop´ıa
Varianza, Suavidad, Uniformidad y Entrop´ıa
Contraste, Energ´ıa y Homogeneidad de la matriz de co-ocurrencia
En el ape´ndice A (seccio´n 9.1) se realiza una definicio´n matema´tica de cada
uno de los descriptores considerados.
Para la extraccio´n de descriptores, se aplico´ el algoritmo de preprocesamiento
sobre los canales IR, R y V de las ima´genes y se calculo´ tambie´n el NDVI. Ambas
componentes de cada canal (componente geome´trica y componente de texturas)
y la imagen NDVI fueron recorridas por ventanas cuadradas a partir de las
cuales se calcularon los distintos conjuntos de descriptores. Se determino´ que el
taman˜o ma´s adecuado para las ventanas era 11x11 p´ıxeles, lo que en el campo
corresponde a un a´rea cuadrada de 7,7 metros de lado (60m2).
Los vectores formados por los descriptores extra´ıdos de cada ventana se aso-
ciaron con la etiquetas correspondientes a las ima´genes de las cuales se extraje-
ron, para luego realizar el entrenamiento de los modelos y su validacio´n.
5.4. Modelos de Clasificacio´n
Los me´todos demachine learning mas utilizados para clasificar ima´genes mul-
tiespectrales, son Random Forest (RF), Bagging, Boosting, A´rboles de Decisio´n,
Redes Neuronales Artificiales, Ma´quinas de Soporte Vectorial (SVM) y K veci-
nos ma´s cercanos (KNN) [1]. Sin embargo, en varios estudios ([24,11,22,16,23])
se comparan los me´todos basados en a´rboles, y en particular Random Forest,
con otros me´todos basados en aprendizaje automa´tico y resulta que en general
RF tiene un desempen˜o superior en las tareas de clasificacio´n para este tipo de
ima´genes.
Se evaluo´ el desempen˜o de los Arboles de Decisio´n, entrenados con el algo-
ritmo conocido como CART y luego en forma de ensamble formando el me´todo
denominado Random Forests.
A´rboles de Decisio´n Los a´rboles de decisio´n son modelos de prediccio´n basa-
dos en inferencia inductiva, que permiten aproximar funciones que toman valores
discretos o cont´ınuos, para los cuales la funcio´n entrenada es representada me-
diante una estructura en forma de a´rbol. Los a´rboles entrenados pueden repre-
sentarse tambie´n como conjuntos de reglas “si-entonces” (if-then) para mejorar
su entendimiento por parte del usuario.
Los a´rboles de decisio´n clasifican instancias ordena´ndolas desde el llamado
nodo ra´ız (primer nodo del a´rbol) hasta algu´n nodo hoja, el cual determina la
clase a la que pertenece cada instancia.
El algoritmo CART (Classification and Regression Trees) fue publicado por
Breiman et al. [4] en 1984. Permite el crecimiento de a´rboles de decisio´n bina-
rios, construidos mediante la divisio´n de un nodo en dos nodos hijos, en forma
repetida, comenzando en un nodo ra´ız.
El a´rbol comienza a crecer empezando por el nodo ra´ız y repitiendo los si-
guientes pasos en cada nodo:
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1. Encontrar la mejor divisio´n para cada atributo:
Para cada atributo continuo u ordinal, ordenar primero de menor a mayor
todos los valores. Luego examinar cada punto de divisio´n candidato, v, para
encontrar el mejor, es decir, el que maximiza el criterio de divisio´n. Dado v,
si el valor del atributo es x <= v, el caso va al nodo hijo de la izquierda, en
otro caso va hacia el de la derecha.
Para cada atributo nominal hay que examinar subconjuntos posibles de ca-
tegor´ıas para encontrar la mejor divisio´n. Dado un subcobjunto A, si x ∈ A,
el caso va hacia el nodo hijo de la izquierda, en otro caso, va hacia el de la
derecha.
2. Encontrar la mejor divisio´n para el nodo.
Entre las mejores divisiones encontradas para cada atributo en el paso 1,
elegir la que maximice el criterio de divisio´n.
3. Dividir el nodo de acuerdo a la mejor divisio´n encontrada en el paso 2, si la
condicio´n de parada no se satisface.
El criterio de divisio´n ma´s comu´n es la medida de impureza de Gini.
E´sta es una medida de cuan a menudo un elemento elegido al azar de un con-
junto ser´ıa clasificado incorrectamente si fuera etiquetado al azar de acuerdo a
la distribucio´n de etiquetas en el subconjunto.
Los criterios de parada para los cuales al a´rbol deja de crecer son:
El nodo es puro, todos los casos tienen la variable dependiente con ide´ntico
valor.
Todos los casos en el nodo tienen ide´ntico valor de los atributos.
Si la profundidad actual del a´rbol alcanza el l´ımite ma´ximo especificado por
el usuario.
Si para la mejor divisio´n la mejora es menor que el valor mı´nimo de mejora
especificado por el usuario.
Random Forests Me´todo de ensamble que permite entrenar un clasificador
que consiste en una coleccio´n de predictores del tipo a´rboles de decisio´n, tal
que cada a´rbol depende de un conjunto de vectores elegidos al azar, de forma
independiente y con igual distribucio´n para cada a´rbol. Adema´s cada a´rbol emite
un voto para decidir cual es la clase ma´s popular o ma´s votada para un vector
(ejemplo) de entrada x [5].
Los random forests se pueden construir mediante una seleccio´n aleatoria de
atributos, una seleccio´n aleatoria de ejemplos de entrenamiento, o una combi-
nacio´n de ambas. Cualquier combinacio´n de estas fuentes de diversidad va a
permitir la conformacio´n de un random forest. En caso de muestrear el conjun-
to de atributos y las instancias de entrenamiento, la construccio´n del modelo
va a consistir en la concatenacio´n de dos muestreos de tipo bootstrap, uno del
conjunto de ejemplos de entrenamiento y otro del conjunto de atributos [12].
La seleccio´n aleatoria de atributos se realiza en cada nodo del a´rbol. Se
acotan los atributos que pueden analizarse en cada nodo al momento de decidir
la divisio´n del nodo. [12]
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Para realizar estimaciones del error de generalizacio´n, partiendo de un con-
junto de ejemplos de entrenamiento T , se forman una serie de conjuntos de en-
trenamiento Tk mediante un muestreo aleatorio con reemplazo. Para cada Tk se
construye un clasificador h(x, Tk) y se le permite votar para formar el predictor
de tipo ensamble. Para cada (y,x) del conjunto de entrenamiento, se suman los
votos provenientes unicamente de los clasificadores para los cuales su correspon-
diente conjunto Tk no contiene a (y,x). E´ste se denomina clasificador out-of-bag.
La estimacio´n del error out-of-bag es la tasa de error del clasificador out-of-bag
utilizando el conjunto de entrenamiento.
5.5. Determinacio´n del desempen˜o de los modelos
Se llevo´ a cabo un proceso Validacio´n Cruzada (cross-validation en ingles)
del modelo, te´cnica utilizada para evaluar los resultados de un ana´lisis estad´ıstico
y garantizar que son independientes de la particio´n entre datos de entrenamiento
y validacio´n.
Para implementar validacio´n cruzada, primero hay que dividir aleatoriamente
el conjunto de m vectores de datos etiquetados disponibles en k subconjuntos,
donde cada uno sera´ de taman˜o m/k. El procedimiento de validacio´n cruzada
se corre k veces, tomando uno de los subconjuntos ki, con i = 1, .., k, como
conjunto de validacio´n, y combinar los restantes (k−1) subconjuntos para formar
el conjunto de entrenamiento. Asi cada dato es utilizado una vez para validacio´n
y (k−1) veces para entrenamiento. En cada iteracio´n, luego de entrenar se utiliza
el conjunto de validacio´n para determinar la tasa de e´xito del modelo. Luego de
las k iteraciones, el resultado final es la media aritme´tica de todos los valores
de desempen˜o obtenidos. Lo ma´s habitual, y lo que se utilizo´ en este trabajo, es
tomar una valor k = 10, lo que se conoce como 10-fold-cross-validation.
Conjuntos de Evaluacio´n se utilizan para obtener otro valor de desempen˜o
del modelo. En este caso, se quiere simular un escenario de la vida real, ya que el
conjunto de evaluacio´n se conforma con datos que no son utilizados para entrenar
el modelo, son datos nunca vistos por el algoritmo de clasificacio´n durante el
entrenamiento. La tasa de e´xito del modelo se determina con el conjunto de
evaluacio´n luego de entrenar el modelo con el conjunto de entrenamiento. En
este trabajo, del total de datos etiquetados disponibles se separo´ aleatoriamente
un 20% para formar parte del conjunto de evaluacio´n, y el restante 80% se
utilizo´ para realizar la validacio´n cruzada y entrenar finalmente el modelo.
Otro recurso muy utilizado para obtener informacio´n relativa al proceso de
clasificacio´n es laMatriz de Confusio´n. Cada columna de la matriz representa
el nu´mero de predicciones de cada clase realizadas por el modelo, mientras que
cada fila representa las instancias reales de cada clase, dadas por las etiquetas del
conjunto de evaluacio´n. Si consideramos un escenario de dos clases a identificar,
llamamos clase positiva a la que se desea identificar (can˜a ca´ıda, CC) y clase
negativa a la otra clase (can˜a en pie, CP). Para este caso la matriz resultante se
puede observar en el Cuadro 1.
TP (true positive) es el nu´mero de datos de la clase positiva que fueron
correctamente clasificados por el modelo, FN (false negative) es la cantidad de
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datos que pertenecen a la clase de intere´s pero que fueron etiquetados como
clase negativa, TN (true negative) es el nu´mero de datos de la clase negativa
que fueron clasificados correctamente y FP (false positive) es el nu´mero de datos
que pertenecen a la clase negativa pero que fueron etiquetados como de clase
positiva.
A partir de e´stas cantidades es posible obtener una serie de ı´ndices o me´tricas
simples. Se analizaron las siguientes:
Tasa de ejemplos que fueron correctamente clasificados como clase positiva, cono-
cida como sensibilidad:
Sensibilidad =
TP
TP + FN
(1)
Tasa de ejemplos que fueron correctamente clasificados como clase negativa, cono-
cida como especificidad:
Especificidad =
TN
TN + FP
(2)
Valor predictivo positivo, fraccio´n de ejemplos clasificados como clase positiva que
son correctos, para´metro conocido como precisio´n:
Precisio´n =
TP
TP + FP
(3)
5.6. Segmentacio´n y postprocesamiento
Luego de determinar cual es el mejor modelo de clasificacio´n, a partir de su
desempen˜o, se lo utilizo´ para llevar a cabo la segmentacio´n de las fotograf´ıas de
cuadros productivos de can˜a de azu´car. Para esto se recorren las ima´genes con
ventanas del taman˜o adecuado, se extraen los caracter´ısticos correspondientes y
se utiliza el modelo seleccionado para predecir a que clase pertenece esa porcio´n
de la imagen. Se obtiene una nueva imagen que muestra de forma diferenciada
a que clase corresponde cada porcio´n de la imagen.
Pensando en que los productores puedan extraer informacio´n relevante para
ser utilizada en un proceso de toma de decisiones, se propuso la implementa-
cio´n de un algoritmo de postprocesamiento sobre las ima´genes segmentadas. El
objetivo fue eliminar de la segmentacio´n pequen˜as regiones dispersas o integrar-
las a regiones ma´s grandes y tambie´n que las regiones de taman˜o considerable
contengan dentro de sus l´ımites p´ıxeles clasificados como de la misma clase. Se
quizo lograr que las regiones clasificadas tanto como Can˜a Ca´ıda como Can˜a en
Clases predichas
CC CP
Clases reales
CC TP FN
CP FP TN
Cuadro 1: Matriz de Confusio´n.
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Pie, sean regiones homoge´neas, de estructura uniforme, que realmente puedan
ser administradas de forma diferencial.
Se utilizo´ el me´todo de crecimiento de regiones o region growing, en in-
gles, el cual es un procedimiento que agrupa p´ıxeles o subregiones en regiones
ma´s grandes basa´ndose en criterios predefinidos. El enfoque ba´sico consiste en
comenzar con un conjunto de puntos “semilla” y a partir de ellos empezar a
formar regiones agregando a las semillas aquellos p´ıxeles vecinos que tengan
propiedades similares.
Para obtener los resultados deseados se propuso aplicar iterativamente este
algoritmo en distintos puntos semilla. Para los puntos semillas se propuso crear
una grilla sobre la imagen, con puntos equidistantes tanto en la coordenada
x como en la coordenada y, y as´ı, para cada punto (x, y), se lleva a cabo el
crecimiento de regiones. Si se detecta que un punto (x, y) ya pertenece a una
regio´n identificada en una iteracio´n anterior, no se vuelve a aplicar el me´todo.
La distancia entre los puntos de la grilla, en ambas coordenadas (∆x y ∆y),
define de alguna manera el mı´nimo taman˜o de las regiones que se van a poder
identificar. Dichas distancias dependera´n de cada caso y esta es la parte del pro-
ceso que necesita asistencia por parte del usuario. Para analizar esto se hicieron
pruebas con distintos valores de ∆x y ∆y hasta encontrar los o´ptimos para cada
imagen en estudio en funcio´n de los taman˜os ensayados.
6. Resultados
De los ensayos con a´rboles de decisio´n, se determino´ que el conjunto de
descriptores que permitio´ el mejor desempen˜o de clasificacio´n fue el conjunto
Media, Desv´ıo Esta´ndar y Entrop´ıa, con 14% de error de validacio´n cruzada,
menor que para los otros conjuntos. Adema´s, los canales con mayor aporte de
informacio´n fueron el Rojo y el Infrarrojo. Respecto a los descriptores, el que
mostro´ mayor aporte de informacio´n fue la entrop´ıa, en los casos en los que
formaba parte del conjunto utilizado.
Luego, respecto a los A´rboles de Decisio´n entrenados con los mismos conjun-
tos de caracter´ısticos, con los modelos Random Forest se produjo un descenso
del error de validacio´n cruzada. El modelo que ofrecio´ mejor desempen˜o de cla-
sificacio´n fue el Random Forest entrenado con los caracter´ısticos Media, Desv´ıo
Esta´ndar y Entrop´ıa, con un error de validacio´n cruzada de 7,3%, una Sensibi-
lidad del 92% y una Especificidad del 94%, valores tambie´n superiores que los
de los otros modelos entrenados.
Se hace hincapie´ en la importancia de que estas medidas tomen valores altos
ya que dan informacio´n sobre que tan bueno es el modelo de clasificacio´n utili-
zado para identificar tanto los ejemplos de can˜a ca´ıda como de can˜a en pie. Es
importante que el modelo pueda identificar con alta tasa de e´xito can˜a ca´ıda en
ejemplos de can˜a ca´ıda (alta sensibilidad), y can˜a en pie en ejemplos de can˜a pie
(alta especificidad). Sin embargo, a los efectos de la utilizacio´n que podr´ıan hacer
los productores de la informacio´n provista por las ima´genes segmentadas, es ma´s
importante que el modelo tenga alta sensibilidad. Es deseable que el modelo se
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confunda con baja probabilidad al clasificar ejemplos que son de can˜a ca´ıda, ya
que si los clasifica erro´neamente como can˜a en pie le estar´ıa dando informacio´n
erro´nea al productor. Son precisamente la regiones con can˜a ca´ıda las que le in-
teresa conocer para poder administrar de forma diferencial el cultivo. En el caso
contrario, si el modelo confunde ejemplos de can˜a en pie clasifica´ndolos como
can˜a ca´ıda, el impacto que esto conlleva sobre la pe´rdidas que podr´ıa tener el
productor son menores.
El modelo Random Forest con mejor desempen˜o se utilizo´ para realizar la
segmentacio´n de las ima´genes de los cuadros productivos de can˜a de azu´car, para
diferenciar las a´reas afectadas por la incidencia de vuelco de la can˜a respecto de
las a´reas de can˜a en pie.
Una evaluacio´n global de la segmentacio´n, a partir de las ima´genes etiqueta-
das, determino´ un desempen˜o global de 89% de p´ıxeles correctamente segmen-
tados, segu´n la etiqueta asignada durante la segmentacio´n de las subima´genes
etiquetadas.
Luego, para permitir que las ima´genes resultantes permitan a los productores
extraer informacio´n relevante y poder tomar decisiones, de forma fa´cil y ra´pida,
se implemento´ el me´todo de crecimiento de regiones. El objetivo es que el pro-
ductor, al observar las ima´genes, pueda analizar los datos de forma coherente
con las decisiones que el puede tomar. Necesita conocer que regiones del campo
puede cosechar normalmente (regiones de can˜a en pie) y en que regiones la co-
secha se deber´ıa realizar de forma mas cuidadosa para evitar levantar materia
extran˜a junto con los tallos de can˜a. El hecho de cosechar de una forma u otra
debe justificarse tambie´n con el taman˜o de las parcelas, con su ubicacio´n y con
las caracter´ısticas de la te´cnica de cosecha.
Con esto en mente, se construyeron grillas de puntos semilla para al algo-
ritmo, con una distancia fija tanto en el eje x (Dx) como en el eje y (Dy). Se
ensayaron distancias equivalentes a 25 m, 50 m, 75 m y 100 m.
Los resultados indicaron, para distintas ima´genes, una degradacio´n de la seg-
mentacio´n entre 5% y 16%, al homogeneizar las regiones. Adema´s se calcularon,
para las distintas ima´genes, la superficie de can˜a ca´ıda y la superficie de can˜a en
pie.
En la Figura 1 se muestran una serie de ima´genes correspondientes a uno
de los cuadros productivos de can˜a de azu´car fotografiados, denominado k31.
La imagen 1a muestra la imagen original, representada en formato RGB, pero
en la cual el canal R fue reemplazado por el canal Infrarrojo Cercano de las
ima´genes ae´reas, el canal G por Rojo y el B por el canal Verde. La imagen 1b es
el resultado del proceso de segmentacio´n. Se puede observar en ella la existencia
de gran cantidad de pequen˜as regiones de can˜a en pie (verdes) y de can˜a en
ca´ıda (azules), dispersas en la imagen. Las ima´genes 1c, 1d, 1e y 1f surgen del
postprocesamiento de la imagen segmentada con los distintos taman˜os de grilla.
En el Cuadro 2 se muestran las superficies de las distintas regiones, dadas en
hecta´reas.
En el Ape´ndice B (9.2) se muestran otros resultados de segmentacio´n.
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(a) Imagen Original (b) Imagen Segmentada
(c) Dx = Dy = 25m (d) Dx = Dy = 50m (e) Dx = Dy = 75m (f) Dx = Dy = 100m
Figura 1: Resultados obtenidos de aplicar el procedimiento propuesto sobre la
imagen k31.
7. Ana´lisis Econo´mico
La materia extran˜a, que se provee junto con la can˜a, incorpora componentes
de origen orga´nico y no orga´nico al proceso industrial. E´stos implican en mu-
chos casos un significativo incremento de los costos de elaboracio´n de azu´car,
disminuyendo con ellos los rendimiento industriales (kilogramos de azu´car por
tonelada de can˜a) [15].
La materia extran˜a no contiene sacarosa, y adema´s, en su pasaje por los
molinos, tiene la capacidad de embeberse de jugo de los tallos y, en consecuen-
cia, a la salida de los molinos extrae sacarosa, aumentando as´ı las pe´rdidas de
la misma. Adema´s, su presencia aumenta el desgaste de los rodillos, trapiche,
calderas, bombas; se reduce la extraccio´n de sacarosa y la tasa de molienda, y se
disminuye el poder calor´ıfico del bagazo [3]. Existe entonces un valor monetario
no percibido por causa del azu´car que no se fabrico´ debido a la presencia de la
materia extran˜a.
La tierra como componente de la materia extran˜a es mucho mas perjudicial
en sus efectos que el material vegetal. Causa desgaste en los rodillos del molino,
tuber´ıas, martillos trituradores, tubos de la caldera, y equipamiento de reco-
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Grilla Superficie de CP Superficie de CC
25m 43ha 28ha
50m 42ha 30ha
75m 39ha 32ha
100m 37ha 34ha
Cuadro 2: Superficies de can˜a ca´ıda y can˜a en pie en las ima´genes postprocesadas
del cuadro k31.
leccio´n de cenizas. Adema´s, la presencia de tierra en el bagazo afecta su valor
calor´ıfico y sus cualidades de combustio´n [8].
Por otro lado, debido a la presencia de la materia extran˜a, hay un efecto
importante por concepto del costo econo´mico incurrido en virtud de tener que
cortar, cargar y transportar material vegetal no azucarado [18].
Dada la posibilidad de realizar una cosecha ma´s eficiente al conocer con mayor
precisio´n las zonas afectadas por vuelco, es posible levantar menor cantidad de
materia extran˜a. En algunos casos se puede incluso decidir trozar la can˜a en
pedazos ma´s pequen˜os para maximizar el llenado de los camiones con producto
u´til.
A partir del conocimiento del estado del cultivo (zonas con can˜a ca´ıda) y com-
bina´ndolo con informacio´n de otras fuentes, como estimaciones de rendimiento,
se podr´ıa llegar a disen˜ar cronogramas de utilizacio´n de distintos recursos. La
optimizacio´n de cronogramas de cosecha permitir´ıa recuperar ma´s azu´car de los
campos, directamente aumentando el azu´car recuperada de los ingenios [20].
En varios ingenios se realizan inversiones significativas para la instalacio´n de
mesas lavadoras de can˜a necesarias para remover el contenido de tierra y otras
materias extran˜as mediante grandes cantidad de agua. Para esto se necesita
dinero para invertir, y se producen mayores costos por la potencia requerida, el
agua necesarias y la maquinaria adicional; disponibilidad de terreno para instalar
decantadores de arena y barros para poder reusar el agua y no devolverla as´ı a
los causes incrementando la contaminacio´n. Adema´s [7] encontro´ que durante el
lavado se producen pe´rdidas de sacarosa del orden del 1-2%.
Aquellas intervenciones en el proceso de cosecha que aporten a levantar me-
nor cantidad de materia extran˜a durante las tareas de cosecha, considerando un
caudal fijo, redundara´n en un tiempo de lavado menor, y por lo tanto, dismi-
nuira´n las pe´rdidas de sacarosa por arrastre con el agua, adema´s de tener un
flujo de can˜a limpia mayor.
Luego de realizar un ana´lisis econo´mico de las pe´rdidas, y los costos y bene-
ficios adicionales incluidos al utilizar el software desarrollado, se determino´ que
es viable su implementacio´n para un a´rea de cobertura de 1000 hecta´reas o ma´s.
Esto no significa que so´lo los productores que tengan un establecimiento de dicho
taman˜o son los u´nicos usuarios posibles, sino tambie´n que las cooperativas que
agrupen varios productores podr´ıan adquirir y utilizar el software de ana´lisis.
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8. Conclusiones
Se realizo´ un estudio de co´mo a partir de la adquisicio´n de informacio´n rela-
cionada con la radiacio´n electromagne´tica proveniente de la superficie terrestre
se puede determinar el estado de la vegetacio´n que se encuentra en ella. En
particular para el cultivo de la can˜a de azu´car, se determino´ como su respuesta
espectral var´ıa segu´n el estado del cultivo.
Recordando que el objetivo principal del trabajo era la identificacio´n de re-
giones homoge´neas en las ima´genes ae´reas multiespectrales de los cuadros pro-
ductivos de can˜a de azu´car, se considera que los resultados en este sentido fueron
satisfactorios. Se consideran adecuados tantos los resultados del proceso de seg-
mentacio´n como los del proceso de postprocesamiento.
El descriptor con mayor aporte fue la entrop´ıa de Shannon. Esta idea esta´ en
conformidad con las conclusiones extra´ıdas por Melchiori et al. [14] respecto al
uso de la entrop´ıa, y al obtenerse mejores resultados agregando otros estad´ısticos
de primer orden, se refuerza la idea de que la entrop´ıa no era suficiente para lograr
una adecuada identificacio´n de CC y CP, al igual de que no era suficiente la sola
utilizacio´n de ı´ndices fotome´tricos.
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9. Ape´ndices
9.1. Ape´ndice A
Los descriptores de naturaleza estad´ıstica se basan en la descripcio´n de las
texturas utilizando momentos estad´ısticos del histograma de niveles de gris de
una regio´n en una imagen bajo estudio. Supongamos que z es una variable
aleatoria que denota los niveles de intensidad en la imagen y sea p(zi), con
i = 0, 1, 2, ..., L − 1, el histograma correspondiente, donde L es el nu´mero de
niveles de intensidad distintos. Para las ima´genes disponibles L toma el valor de
256.
La media m de la variable z, es decir, el nivel de gris promedio de la regio´n
considerada, se define como:
m =
L−1X
i=0
zi ∗ p(zi) (4)
Luego, el n-e´simo momento de z sobre la media m sera´:
µn(z) =
L−1X
i=0
(zi −m)n ∗ p(zi) (5)
El segundo momento es conocido como varianza:
σ2 = µ2(z) =
L−1X
i=0
(zi −m)2 ∗ p(zi) (6)
Es una medida del contraste en niveles de grises.
Otro descriptor de textura ampliamente utilizado es el desv´ıo esta´ndar σ.
Se calcula como la ra´ız cuadrada de la varianza. Es una medida de dispersio´n de
los valores de la variable z y tiende a ser ma´s intuitivo que la varianza.
Un par de descriptores adicionales que resultan u´tiles para analizar texturas
y se basan en el histograma son la medida de uniformidad y la entrop´ıa
promedio. La uniformidad se define como:
U =
L−1X
i=0
p2(zi) (7)
U es ma´xima cuando todos los pixeles tienen la misma intensidad. La entrop´ıa
promedio es una medida del grado de desorden de un conjunto de valores y se
define como:
e = −
L−1X
i=0
p(zi) ∗ log2 p(zi) (8)
e es nula cuando todos los valores son iguales, es decir, la regio´n considerada
es constante.
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Medidas de textura obtenidas unicamente a partir de histogramas no contie-
nen informacio´n relativa a la posicio´n de cada p´ıxel respecto a los dema´s. Esto es
importante al describir texturas, ya que no solo tienen en cuenta la distribucio´n
de intensidades sino tambie´n la posicio´n relativa de los p´ıxeles en la imagen.
Para explicar este nuevo enfoque, se define Q como un operador que especifica
la posicio´n de dos p´ıxeles relativa a cada uno, y se considera una imagen f con L
posibles niveles de intensidad. SeaG una matriz cuyos elementos gij representan
la cantidad de veces que un par de p´ıxeles con intensidades zi y zj se encuentran
en la figura f en la posicio´n especificada por Q, donde 1 ≤ i, j ≤ L. La matriz
G formada de esta forma se conoce como matriz de co-ocurrencia de niveles de
intensidad o simplemente matriz de co-ocurrencia.
La cantidad de niveles de intensidad posibles en la imagen determina el ta-
man˜o de la matriz G. Si L = 256, G sera´ de 256× 256. En general, para reducir
la carga computacional y hacer ma´s manejables las matrices, se suelen cuanti-
zar los niveles en una pocas bandas. Por ejemplo, en el caso de 256 niveles, se
podr´ıan igualar a cero los 32 primeros niveles de intensidad, hacer 1 los siguien-
tes 32, 2 los 32 siguientes y as´ı sucesivamente. De esta forma los 256 niveles se
transformara´n a 8 niveles y la matriz de co-ocurrencia quedara´ de 8× 8.
La cantidad total n de pares de p´ıxeles que satisfacen Q es igual a la suma
de los elementos de G. Luego, la cantidad definida por:
pij =
gij
n
(9)
es una estimacio´n de la probabilidad de que un par de puntos que satisfacen
Q tengan valores (zi, zj).
A continuacio´n se presentan algunos descriptores que permiten caracterizar
la matriz G, de taman˜o K ×K:
Contraste:
KX
i=1
KX
j=1
(i− j)2 ∗ pij (10)
Es una medida de la diferencia de intensidades entre un p´ıxel y su vecino.
Se calcula la sumatoria para todos los p´ıxeles de la imagen. Toma valor 0 para
ima´genes con valores constantes y se hace exponencialmente grande a medida
que aumenta la diferencia de intensidad.
Homogeneidad:
KX
i=1
KX
j=1
pij
1 + |i− j| (11)
Puede tomar valores entre 0 y 1. Su valor aumenta cuando el contraste entre
pares de p´ıxeles desciende. Es alta cuando G se concentra a lo largo de su dia-
gonal. Esto ocurre cuando la matriz es localmente homoge´nea, de acuerdo a la
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relacio´n dada por Q.
Energ´ıa:
KX
i=1
KX
j=1
p2ij (12)
Toma valores entre 0 y 1, siendo 1 para una imagen de valores constantes.
Es una medida de uniformidad de la imagen.
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9.2. Ape´ndice B
(a) Imagen Original (b) Imagen Segmentada (Dx = Dy = 100m)
Figura 3: Resultados de aplicar el procedimiento propuesto sobre la fotograf´ıa
k46
(a) Imagen Original (b) Imagen Segmentada (Dx = Dy = 100m)
Figura 4: Resultados de aplicar el procedimiento propuesto sobre la fotograf´ıa
k27
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(a) Imagen Original (b) Imagen Segmentada
(c) Dx = Dy = 25m (d) Dx = Dy = 50m (e) Dx = Dy = 75m (f) Dx = Dy = 100m
Figura 2: Resultados obtenidos de aplicar el procedimiento propuesto sobre la
imagen k09.
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