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GLOSARIO 
 
 
ALGORITMOS DETERMINÍSTICOS: algoritmos determinísticos son aquellos 
que bajo las mismas condiciones producen la misma salida. En un algoritmo las 
condiciones del problema suelen ser los datos de entrada. 
 
ALGORITMOS MEMÉTICOS: un algoritmo memético es una técnica basada en el 
acercamiento probabilístico a determinada población (búsquedas heurísticas) en 
problemas de optimización.  
 
MÉTODOS METAHEURÍSTICOS: los métodos heurísticos son algoritmos de 
búsqueda que se basan en el conocimiento y en la experiencia del problema 
tratado para encontrar soluciones en corto tiempo; no pueden garantizar que la 
solución encontrada sea la óptima global, pero el esfuerzo computacional es 
reducido y las soluciones entregadas son de buena calidad, por lo que son 
ampliamente usados como punto de partida para métodos más sofisticados como 
el algoritmo por colonia de hormigas. 
 
PROBLEMAS NP-COMPLETOS: son aquellos cuya solución puede ser resuelta de 
manera exacta por medio de algoritmos deterministas eficientes. Se puede llegar a 
una solución factible usando algoritmos no-deterministas; dicha solución es de 
complejidad polinomial en tiempo. 
 
TÉCNICA PROBABILÍSTICA: aquella que basa su resultado en la toma de 
algunas decisiones al azar, de tal forma que, en promedio, obtiene una buena 
solución al problema planteado para cualquier distribución de los datos de entrada. 
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INTRODUCCIÓN 
 
 
En muy corto tiempo el software es posiblemente uno de los productos de la 
Ingeniería que más se ha transformado, evolucionando desde el software empírico, 
hasta llegar al desarrollo de aplicaciones bajo los principios y herramientas de la 
Ingeniería del software, aun así, cuando se ha tratado de mantener en regla 
dichos principios, aquellos encargados de su elaboración se han visto obligados a 
enfrentar una serie de problemas muy comunes gracias a la gran exigencia en la 
capacidad de resultados de los programas y a diferentes requerimientos que con el 
pasar del tiempo se vuelven aun más grandes debido al cambio de las condiciones 
de uso, instalación, plataformas, tiempos, hardware, etc. lo que aumenta su 
complejidad y con el transcurso de los días su obsolescencia. 
 
Gracias al rápido avance tecnológico de la información, la cantidad y la 
complejidad del software se ha acrecentado de una forma considerable, así como 
también han aumentado los requerimientos en su funcionalidad, confiabilidad y por 
lo tanto su seguridad, intentando con esto reconocer requisitos incompletos, 
ambiguos o contradictorios; de esta manera la calidad y la productividad se están 
transformando en las mayores preocupaciones para los desarrolladores del 
software. 
 
Uno de los problemas en los que la computación de alto desempeño puede 
mejorar los tiempos de ejecución así como también la forma de implementar un 
algoritmo determinado es la programación de clases con aulas y horarios 
adecuados a las necesidades de una institución educativa; problema al que se 
llamara de ahora en adelante Asignación de Aulas y Horarios, el cual se intentará 
resolver usando Colonia de Hormigas como metodología heurística para la 
búsqueda de soluciones. La Asignación de Aulas y Horarios  consiste en relacionar 
un grupo de profesores a un grupo de materias dentro de un período de tiempo 
fijo, generalmente una semana, satisfaciendo un grupo de restricciones de 
diferente tipo; encontrar una solución de forma manual a este problema requiere 
usualmente la intervención de varias personas durante un considerable período de 
tiempo, pero la solución encontrada puede no ser la mejor, ya que puede no 
cumplir con una o más restricciones. 
 
El proceso de Asignación de Aulas y Horarios, es un problema clasificado como NP-
Completo, por lo cual no existen algoritmos determinísticos que encuentren su 
solución óptima en un tiempo polinomial. Sin embargo, es posible utilizar 
estrategias con las cuales se pueden obtener soluciones aceptables. Un 
subconjunto de estas estrategias lo conforman las metaheurísticas, algoritmos con 
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las cuales se han obtenido buenos resultados al aplicarlas a este tipo particular de 
problemas. 
 
Se han implementado algoritmos que generan una correcta Asignación de Aulas y 
Horarios, pero al momento de adicionar una restricción, un alumno o una materia; 
la ejecución del algoritmo se hace más lenta, y menos confiable. 
 
Dada la complejidad del problema, diferentes grupos de investigadores alrededor 
del mundo se han dado a la tarea de generar metodologías capaces de resolverlo, 
tratando de mejorar los resultados expuestos por otros equipos en cuanto a 
calidad y tiempo requerido para encontrar la respuesta. Además, se ha creado una 
amplia bibliografía  que se encuentra disponible en la página oficial de la 
competencia para asignación de salones (Internacional Timetabling Competition)1. 
Los casos de prueba se encuentran igualmente disponibles, y cabe destacar que 
aún no se ha encontrado una solución global a los casos propuestos y siguen sin 
ser resueltos completamente. 
 
En esta página se encuentra una gran variedad de artículos que describen las vías 
que han tomado los investigadores a la hora de abordar el problema y las 
metodologías que han empleado. Kostuch2 presentó la técnica heurística Simulated 
Anneling con la cual logró los mejores resultados expuestos en esta página. 
Cordeau3 aplica la metaheurística búsqueda Tabú, obteniendo resultados 
igualmente importantes. Otras técnicas aplicadas pueden ser vistas en una de las 
publicaciones de Scientia et Technica4 en donde se usan los algoritmos meméticos. 
A medida que pasan los años la naturaleza se ha vuelto una fuente de inspiración 
para desarrollar nuevas metodologías que buscan la solución de problemas 
computacionales de alta complejidad, a raíz de esto nacieron técnicas como las 
Redes Neuronales (Artificial Neural Networks), Algoritmos Genéticos (Genetics 
Algorithms) y la Metodología de Optimización Colonia de Hormigas (Ant Colony 
Optimization - ACO). 
 
“El ACO fue introducido por Marco Dorigo en 1992 al realizar su tesis de PhD; es 
una técnica probabilística para resolver problemas computacionales, la cual se 
reduce a la búsqueda de caminos factibles a través de gráficos. Está inspirada en 
el comportamiento de las hormigas y su búsqueda de comida desde la colonia 
hasta el sitio en donde se encuentra el alimento”5. 
                                        
1 http://www.idsia.ch/Files/ttcomp2002/, International Timetabling Competition 
2 http://www.idsia.ch/Files/ttcomp2002/results.htm 
3 http://www.idsia.ch/Files/ttcomp2002/results.htm 
4 GRANADA, Mauricio, TORO Eliana, FRANCO J.F. Programación óptima de horarios de clase usando 
un algoritmo memético. Scientia et Technica Año XII Nº 30 Mayo de 2006. 
5 SANTA, Jhon Jairo. Asignación óptima de salones de clase, usando un algoritmo basado en 
colonia de hormigas. Universidad Tecnológica de Pereira, 2008. 
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Se quiere realizar en este proyecto el diseño de una metodología basada en la 
metaheurística Colonia de Hormigas e implementar un algoritmo capaz de 
encontrar una solución factible al problema de Asignación de Aulas y Horarios que 
genere el menor número posible de restricciones blandas presentes en la 
programación del horario de los asistentes a diferentes eventos; de la misma 
manera se desea sentar un precedente en la implementación de esta clase de 
aplicaciones, exponer sus ventajas y desventajas, puntualizar sus dificultades y 
proponer herramientas para cumplir el objetivo, de tal forma que sirvan de base 
para futuras investigaciones relacionadas con este campo. 
 
En el año 2008, al observar los grandes problemas que se generaban al intentar 
asignar horarios de clase para los estudiantes de la Universidad Tecnológica de 
Pereira, surgió la idea de investigar acerca del tema de Asignación de Aulas y 
Horarios de Clase; después de un estudio riguroso y continuo, se llego a la 
conclusión de que era indispensable encontrarle una solución a dicho problema. Al 
cabo de un tiempo de investigación se logró establecer que uno de los mejores 
métodos para resolver este problema, era el Método de Colonia de Hormigas por 
varias razones, entre ellas, que es un método poco conocido y que las pruebas que 
se han hecho utilizándolo, han arrojado resultados alentadores. 
 
Siendo así, se inicio el estudio de la Metodología de Colonia de Hormigas y el 
problema de asignación de Salones y Horarios, encontrando durante la 
investigación un documento bastante interesante desarrollado por un Ingeniero 
Eléctrico  de la Universidad Tecnológica de Pereira, con dicho trabajo llamado  
“Asignación de Salones de Clase usando el Algoritmo Basado en Colonia de 
Hormigas” 6 el Ingeniero Jhon Jairo Santa aplicó a la Maestría en Ing. Eléctrica. 
 
El Ingeniero Santa, plantea en su trabajo la solución al problema de asignación de 
Salones y al Problema de asignación de Horarios para los estudiantes de manera 
independiente usando el Método de Colonia de Hormigas y adicionalmente realiza 
pruebas de escritorio con datos relativamente pequeños para demostrar cuan 
eficiente es dicho método, obteniendo durante las pruebas buenos resultados, para 
entender un poco más el modelo matemático de dicho trabajo (ver Anexo A). Al 
estudiar dichos resultados y la técnica usada para llegar a ellos se llego a la 
conclusión de que una forma de mejorarlos era unificando los procesos, es decir, 
que se asignen simultáneamente  aulas y horarios logrando con esto optimizar el 
tiempo de ejecución; aun así, aunque los tiempos fueran óptimos, también se 
dedujo que era posible que aumentara la utilización de espacio de 
almacenamiento, por lo tanto fue necesario desarrollar técnicas para disminuir el 
espacio de almacenamiento y lograr que el algoritmo mejorara en este aspecto. 
                                        
6 Ibíd. 
 
 21 
 
 
En el presente proyecto se tomó la investigación del Magister en Ingeniería 
Eléctrica Jhon Jairo Santa para realizar una implementación en lenguaje c, ejecutar 
los datos en un ordenador de escritorio con sistema operativo Windows XP y en el 
Supercomputador ALTIX SGI3507 con sistema operativo LINUX, ubicado en el 
Laboratorio Sirius de la Universidad Tecnológica de Pereira, esto con la intención 
de analizar los resultados que arroja el algoritmo al ser ejecutado en ambientes 
diferentes, haciendo pruebas con datos reales.  
 
Acerca del problema de Asignación de Aulas y Horarios de Clase se conoce que es 
uno de los problemas de planeación y optimización de recursos que mayor número 
de investigaciones y estudios ha generado, pero hasta la fecha no se ha 
encontrado una metodología que se acomode perfectamente a las necesidades y 
requerimientos de dicho problema y que genere una solución óptima y correcta en 
su totalidad, es decir, sin violaciones tanto en las restricciones blandas como en las 
duras.  
 
Adicionalmente, aunque el problema de Asignación de Aulas y Horarios de Clase no 
es tan difícil de comprender una vez que se ha estudiado con constancia, el hallar 
una solución óptima es altamente costoso computacionalmente; lo que requiere un 
esfuerzo mayor por parte de los investigadores que deseen comenzar el desarrollo 
de un algoritmo para dar solución a este problema, además es necesario que estos 
investiguen y apliquen metodologías o  técnicas de estudio y desarrollo que estén 
a la vanguardia del conocimiento y permitan que la Universidad juegue un papel 
importante frente a las otras instituciones educativas que también estén 
explorando este campo de estudio. 
 
 
                                        
7 http://vis.lbl.gov/NERSC/Facilities/SGI_Altix_350_Server.pdf 
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1. DESCRIPCIÓN DEL PROBLEMA 
 
 
Por lo general, las instituciones educativas poseen una gran variedad de recursos 
en infraestructura y medios educativos que les permite impartir una educación de 
alta calidad, para esto deben planificar y organizar de la mejor forma posible 
dichos recursos con el fin de que no se presenten problemas en la calidad de la 
educación o deterioro en sus finanzas. Los establecimientos educativos cuentan 
con una gran variedad de asignaturas que deben de ser programadas en 
diferentes bloques de tiempo, dichas asignaturas son creadas según las 
necesidades de los estudiantes; para programar estos eventos se tiene en cuenta 
la disponibilidad de salones de clase, para así garantizar que todos los estudiantes 
puedan cumplir con las asignaturas requeridas 
 
A este problema se enfrentan la gran mayoría de las instituciones, cuando se ven 
en la necesidad de definir qué estudiantes deben asistir a que materia además de 
comprobar que el salón asignado a cada evento, tenga los atributos necesarios 
para suplir la necesidad de este y así poderle dar la posibilidad a todos los 
estudiantes de cumplir con las materias que soliciten. Para esto se busca llegar a 
una solución factible y solo se logra satisfaciendo un conjunto de restricciones que 
son de estricto cumplimiento y que serán las que garanticen el desarrollo de las 
labores educativas; a estas se les conoce como restricciones duras y son: 
 
• El salón asignado debe satisfacer ciertas normas para poder lograr el buen 
desarrollo de la asignatura tales como espacios adecuados (laboratorios, salas 
de cómputo, audiovisuales etc.). 
 
• Los horarios de los estudiantes no pueden presentar cruces, es decir, que un 
estudiante no puede asistir a dos eventos diferentes en el mismo bloque de 
tiempo. 
 
• En un salón no se pueden presentar dos eventos diferentes en el mismo bloque 
de tiempo. 
 
Aun cuando las anteriores restricciones se satisfagan, se intenta hacer mucho más 
cómoda la experiencia de los estudiantes a la hora de realizar sus actividades 
académicas, por lo tanto se pretenden mejorar situaciones como: 
 
• Tener una sola hora de clase en el día. 
 
• Tener más de dos bloques de clase seguidos. 
• Asistir a un evento que se dicte en el último bloque de tiempo de la jornada. 
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Estas últimas situaciones no son de estricto cumplimiento, por lo tanto se les 
conoce como restricciones blandas. 
 
El problema de Asignación de Aulas y Horarios, no solo cuenta con una buena 
cantidad de variables, además cuenta con un espacio de soluciones altamente 
amplio y complejo, que en la medida en que se le adicione una variable al 
problema él a su vez crece de forma exponencial, ya que tanto la función objetivo 
como las restricciones son discontinuas. Como se había mencionado anteriormente 
el problema de asignación de salones está clasificado como un problema NP-
Completo, es decir, que no existen algoritmos determinísticos que encuentren una 
solución óptima en un tiempo polinomial a dicho problema, aun así se tiene certeza 
de una gran variedad de métodos que se han descrito en la literatura para resolver 
el problema, habiendo sido probados con casos reales. Estos métodos se dividen 
en cuatro tipos: Métodos Secuenciales, Métodos de Clusterización, Métodos 
basados en Restricciones y los Métodos Metaheurísticos, contando estos últimos 
con un gran desarrollo en la últimas dos décadas, con técnicas como Templado 
Simulado, Búsqueda Tabú, Algoritmos Genéticos, métodos Híbridos y Colonia de 
Hormigas. 
 
La Metodología de Colonia de Hormigas posee una serie de herramientas y 
características que la hacen un instrumento idóneo para su implementación en el 
problema de asignación de salones; aun así a la fecha no se encuentra en la 
literatura especializada un desarrollo e implementación basado en Colonia de 
Hormigas como método de solución para resolver esta clase de problema; el 
propósito de este trabajo es diseñar una metodología basada en la Metaheurística 
Colonia de Hormigas capaz de encontrar una solución factible al problema de 
asignación de salones donde se genere el menor número de restricciones blandas 
presentes en los horarios de los estudiantes. 
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2. JUSTIFICACIÓN 
 
 
La Asignación de Aulas y Horarios brinda soporte a la manera en que se 
distribuyen los recursos que posee una institución para dar un desarrollo apropiado 
a sus labores académicas, tomando un amplio provecho a la infraestructura de la 
institución y permitiendo que los estudiantes estén cómodos a la hora de cumplir 
con sus actividades académicas.  
 
Adicionalmente, la asignación de salones es un problema complejo que cuenta con 
una amplia gama de líneas de investigación lo cual hace mucho más interesante su 
estudio y la búsqueda de una posible solución. 
 
“La ampliación de la cobertura académica exige de la institución un mayor número 
de eventos para atender el creciente número de estudiantes que ingresa a sus 
instalaciones. Por lo tanto, el número de posibilidades para formar un horario 
factible con la planta física con que dispone se reduce drásticamente y 
prácticamente no es viable encontrar una solución. En ausencia de una 
metodología robusta capaz de resolver este problema la institución se ve obligada 
a ampliar su planta física y adquirir nuevos bloques de salones, lo cual supone de 
una inversión de capital considerable que incluso puede tornarse inviable para la 
actualidad económica de la mayor parte de las instituciones del país. Igualmente 
se puede pensar en incrementar el número de horas que se emplean por día, o si 
es posible el número de días hábiles a la semana. Sin embargo se está generando 
un  incremento en los costos de operación y una reducción de la eficiencia, ya que 
al no ser óptima la distribución es muy probable que muchos salones sean 
subutilizados”8. 
 
El propósito de este trabajo es sistematizar una metodología basada en la 
metaheurística ACO capaz de encontrar una solución factible al problema de 
asignación de salones donde al ejecutarse el algoritmo se genere una solución que 
satisfaga el mayor número de restricciones blandas presentes en el horario de 
cada estudiante.  
 
De igual manera se espera sentar precedente en la implementación del algoritmo 
de Asignación de Aulas y Horarios, el cual requiere un alto desempeño y un trabajo 
de investigación arduo, que permita a la Universidad Tecnológica de Pereira jugar 
un papel importante en cuanto al estudio de nuevas tecnologías de desarrollo; 
soportando adicionalmente el algoritmo y la implementación con documentación 
de gran utilidad para futuros investigadores que deseen realizar desarrollos 
                                        
8 SANTA, Jhon Jairo. Op.cit. 
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similares y se sientan motivados a utilizar el Método Colonia de Hormigas como 
una alternativa eficiente y flexible para dar solución a problemas de alta 
complejidad computacional. 
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3. OBJETIVOS 
 
 
3.1 OBJETIVO GENERAL 
 
Implementar el Método de Optimización Colonia de Hormigas en lenguaje C para 
dar solución al Problema de Asignación de Aulas y Horarios. 
 
3.2 OBJETIVOS ESPECÍFICOS 
 
• Estudiar y comprender la complejidad del problema de Asignación de Aulas y 
Horarios obteniendo un amplio conocimiento acerca del estado del arte que 
permita la implementación de un algoritmo que cumpla con todas las 
características y lineamientos solicitados por dicho problema. . 
 
• Investigar y analizar el Método de Colonia de Hormigas profundizando en su 
funcionamiento, para así entender ampliamente los pasos a seguir a la hora de 
aplicar dicha técnica en la solución del problema de Asignación de Aulas y 
Horarios. 
 
• Diseñar e implementar un algoritmo en lenguaje C, que encuentre una 
solución óptima para el problema de Asignación de Aulas y Horarios usando la 
Metodología Colonia de Hormigas 
 
• Ejecutar el algoritmo finalizado  en diferentes plataformas, que permitan 
comparar tiempos de ejecución y observar su comportamiento registrando 
resultados y evaluando su desempeño en cada una de ellas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 27 
 
4. MARCO TEÓRICO 
 
 
4.1 PROBLEMA DE ASIGNACIÓN DE AULAS Y HORARIOS (TIMETABLING) 
 
4.1.1  Generalidades. El Patat, Practice and Theory in Automated Timetabling9 
un Congreso Internacional organizado por la Universidad de Nottingham del Reino 
Unido que se celebra cada dos años, el cual está orientado a tratar exclusivamente 
temas acerca de la generación de horarios; promueve un concurso, el 
Internacional Timetabling Competition10 organizado con la colaboración de el 
Metaheuristics Network Project11. 
 
En este concurso se plantea un problema de generación de horarios universitarios 
que consiste en un conjunto de eventos para ser calendarizados en 45 espacios de 
tiempo (5 días de 9 horas cada uno), el objetivo es producir horarios de clase 
válidos, en los cuales se deben satisfacer un conjunto de restricciones en un 
periodo de tiempo específico. 
 
Para conocer el tiempo límite de ejecución de un algoritmo, se hace uso de un 
conjunto de funciones que indican cuanto tiempo se tarda un ordenador 
ejecutando  un conjunto de procesos que tiene como objetivo resolver cada una de 
las instancias del problema planteado en la competencia. 
  
Cabe resaltar que el ganador del concurso es aquel participante que obtenga los 
mejores resultados en todas las instancias. 
 
En el documento “Asignación Óptima de Salones de Clase Usando un Algoritmo 
Basado en Colonia de Hormigas”12 desarrollado por el Ing. John Jairo Santa como 
su trabajo de Grado para la Maestría en Ingeniería Eléctrica de la Universidad 
Tecnológica de Pereira, se mostró de forma teórica que la Metaheurística de 
Optimización por Colonia de Hormigas resuelve el problema de Asignación de Aulas 
y Horarios, encontrando una solución factible y de buena calidad, considerando el 
tamaño y complejidad de las instancias asumidas. 
La Asignación de Aulas y Horarios se asocia a la tarea de organizar una serie de 
asignaturas en un bloque de tiempo determinado, intentando con esto suplir 
restricciones tales como evitar cruces de horario, tener en cuenta la capacidad de 
                                        
9 http://www.asap.cs.nott.ac.uk/patat/patat-index.shtml 
10 http://www.idsia.ch/Files/ttcomp2002/ 
11 http://www.metaheuristics.net 
12 SANTA, Jhon Jairo. Op. cit. 
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los salones y su disponibilidad tanto para estudiantes como para profesores, 
asignación de recursos, etc. 
 
En las instituciones educativas, las restricciones se pueden clasificar en tres grupos 
que influyen directamente en el grado de dificultad que posee el problema, según 
se clasifican en13: 
 
• Reglas que impone la administración lo cual indica que cada institución 
educativa cuenta con unos estándares propios que debe hacer cumplir a 
cabalidad, como por ejemplo que los alumnos como máximo puedan tener un 
examen al día. 
 
• Requerimientos de la asignatura es decir, que para poder impartir dicha 
asignatura o evento, es necesario determinar que características tiene esta y 
definir las condiciones de las que requiere. 
 
• Condiciones incluidas por los estudiantes,  tales como evitar dictar una 
clase cuando existan actividades extra curriculares; aunque es recomendable 
tener en cuenta estas condiciones se debe tener presente que dichas 
situaciones aumentan el grado de complejidad del problema. 
 
El reto en la Asignación de Aulas y Horarios consiste en proponer una planificación 
que satisfaga todas las restricciones impuestas y se obtenga una solución de 
aceptable calidad en un tiempo razonable. Alcanzar este propósito no es fácil 
debido a la cantidad de restricciones impuestas, las cuales incrementan la 
complejidad computacional del algoritmo14. Por esta razón, este problema se 
clasifica en la categoría de Problemas NP-Completos en los cuales existe una 
proporción directa entre el tiempo y la calidad de la solución, dicha característica 
hace que sea una buena idea usar métodos de búsqueda que entreguen una 
solución cercana al óptimo en un tiempo adecuado para su solución pues con esto 
se puede lograr suplir ampliamente los requerimientos del problema. En este 
proceso se debe tener en cuenta:  
 
                                        
13 E.K. BURKE, K.S. JACKSON, J.H. KINGSTON, R.F. WEARE. Automated Timetabling: The State of 
the Art, The Computer Journal, Volume 40(9), pages 565-571, 1997. 
14 T.B. COOPER AND J.H. KINGSTON. The Complexity of Timetable Construction Problems. En: 
Carter, M. W. A Comprehensive Course Timetabling and Student Scheduling System at the 
University of Waterloo. The Practice and Theory of Automated Timetabling III: Selected Papers 
(PATAT 2000). Lecture Notes in Computer Science 2079. Springer-Verlag, Berlin, Heidelberg, New 
York, pp. 64-82, 2001. 
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• La Asignación de recursos: se refiere a las características que debe poseer 
un aula para poder impartir una clase allí, es decir, si es necesario que este 
tenga equipos de laboratorio o computo, entre otros.  
 
• La Asignación de bloques de tiempo: es decir que se debe tener en cuenta 
que bloque de tiempo le pertenece a que evento, para así evitar cruces o 
violaciones en las restricciones.  
 
• Las restricciones de tiempo entre sesiones: estas restricciones son 
impuestas con el fin de generar un horario mucho más cómodo para los 
estudiantes, por ejemplo se intenta evitar que un estudiante deba asistir a una 
solo una clase en un día. 
 
• Las capacidades: de los salones de clase para albergar cierto número de 
estudiantes, para que en el momento de impartir las clases no se exceda la 
capacidad del aula. 
 
• Continuidad: por el hecho de ser un horario, se debe tener en cuenta que las 
sesiones son  predecibles y constantes, es decir, que se realicen en el mismo 
lugar y hora asignada. 
 
La asignación óptima de salones busca definir la distribución de una serie de 
eventos dentro de un conjunto de salones ubicados en una institución. El Cuadro 1 
muestra por ejemplo los eventos que pueden ser dictados en la semana en un 
salón de clase determinado.  
 
Cuadro 1. Ejemplo de un Horario de Clase. 
 
 
 
 
 
 
 
 
 
 
Cuando se intenta dar solución a un problema de optimización, se debe tener en 
cuenta que se hace necesario el desarrollo de un algoritmo y por ende de una 
aplicación que permita ver el comportamiento del método que se haya elegido 
utilizar para tener un resultado final satisfactorio y con mayor razón, se debe tener 
en cuenta la complejidad computacional ya que esta puede depender tanto del 
Hora Lunes Martes Miércoles Jueves Viernes 
7 Evento 05 Evento 18 Evento 42  Evento 41 
8 Evento 17  Evento 38 Evento 24  
9 Evento 23 Evento 29 Evento 22 Evento 22 Evento 32 
10  Evento 34  Evento 35 Evento 26 
11 Evento 36 Evento 40  Evento 37  
12 Evento 48  Evento 11 Evento 13 Evento 18 
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producto de las condiciones y exigencias impuestas por el problema como del 
algoritmo propuesto para resolverlo. 
 
Finalmente, se debe tener presente el llevar a cabo un proceso que permita 
solucionar esta clase de problemas que haga parte del campo de la optimización 
combinatoria, ya que como se menciono anteriormente este es un problema que 
posee alta complejidad computacional y no es posible resolverlo por medio de una 
técnica exacta en un tiempo prudente15. Santa16 explica que “durante el proceso 
de solución se pueden encontrar casos de optimización en donde es posible que se 
generen explosiones combinatoriales, es decir, crecimientos exponenciales del 
espacio de solución ante un leve incremento en las variables de decisión y hace 
referencia a un ejemplo claro de esta clase de comportamientos el Problema de la 
Mochila; este problema consiste en que se tienen n productos diferentes de los 
cuales se conoce su volumen ai  y su costo ci. Dados estos datos se quiere 
empacar en una mochila una cantidad determinada de estos productos de manera 
que se genere la mayor ganancia asociada al costo de los artículos, teniendo en 
cuenta que hay un límite b en la capacidad de volumen de la mochila. El modelo 
matemático del problema se describe en (1), y consiste en una función objetivo 
lineal con una única restricción igualmente lineal, donde las variables de decisión 
asumen valores binarios. 
 
∑
=
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s.a. 
∑
=
≤
n
i
ii bxa
1
 
}1,0{∈ix  
 
Una solución para este problema es tener un vector binario en donde un  “1” 
significa que el artículo es agregado a la mochila, de lo contrario un “0” significa 
que es descartado. En la Figura 1 se ilustra una solución para una instancia de 3 
artículos o variables de decisión, de los cuales se seleccionan el artículo 2 y 3 para 
ingresar a la mochila y se descarta el artículo 1. 
 
                                        
15
 ZANKIS, S.H., J.R.Evans. Heuristics “optimization”: why, when, and how to use it. Interfaces, Vol. 
11, no.5, October. 1981. 
16
 SANTA, Jhon Jairo. Op.cit. 
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Figura 1. Alternativa de solución para el problema de la mochila con 3 variables de 
decisión. 
 
 
Bajo esta lógica, el espacio de solución se constituye por el conjunto de vectores 
mostrado a continuación, donde cada vector caracteriza una alternativa diferente 
que puede ser factible o no. 
 
]}1,1,1[],0,1,1[],1,0,1[],0,0,1[],1,1,0[],0,1,0[],1,0,0[],0,0,0{[]3,2,1[ == xxxx  
 
Se puede apreciar que el número de soluciones candidatas es 2n, donde n es el 
número de variables de decisión (23=8 alternativas). Para el presente caso, una 
evaluación exhaustiva de cada alternativa dentro de la función objetivo y posterior 
validación de la factibilidad puede ser ejecutada por un ordenador por medio de un 
algoritmo simple en un tiempo imperceptible. Sin embargo, al aumentar el número 
de variables el tiempo de ejecución se incrementa considerablemente. Por 
ejemplo, se puede suponer que existe una computadora capaz de ordenar y 
evaluar la función objetivo de un millón de alternativas posibles por segundo. En el 
Cuadro 2 se listan los tiempos de ejecución requeridos por dicha computadora 
para evaluar exhaustivamente distintas instancias del problema de la mochila”17. 
 
Cuadro 2. Tiempos aproximados de ejecución para diferentes instancias del 
problema de la mochila. 
 
Número Artículos 
n 
Alternativas 
Posibles 
Tiempo de ejecución 
Aprox. 
20 220 1 segundo 
40 240 3 semanas 
60 260 365 siglos 
600 2600 10165 siglos 
                                        
17 TORO, Eliana Mirledy y GRANADA, Mauricio. Problema de Empaquetamiento Rectangular 
Bidimensional Tipo Guillotina Resuelto por Algoritmos Genéticos. Universidad Tecnológica de 
Pereira. Revista Scientia et Technica. Año XIII, No 35. Agosto de 2007. p 321-326.  
 
0
Artículo 1 
1 1 
Artículo 2 
Artículo 3 
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4.1.2 Breve descripción histórica. Téllez explica en su Trabajo de Maestría18 
que durante la década pasada, un número creciente de procedimientos 
Metaheurísticos han sido desarrollados para solucionar problemas de optimización 
difíciles como el Problema de Asignación de Aulas y Horarios. La Figura 2 muestra 
brevemente los métodos que han abordado este problema. 
 
Figura 2. Diagrama de tiempo de métodos que han abordado el problema de 
Asignación de Aulas y Horarios. 
 
 
 
 
Como se puede observar en la Figura 2, el problema se ha tratado de resolver 
desde los años setenta con métodos exactos y desde entonces, ante la ineficiencia 
de dichos métodos para instancias representativas del problema, se han aplicado 
diversas heurísticas hasta nuestros tiempos. Esto ha sido motivado por la alta 
complejidad del problema, tal como puede observarse en el cronograma de la 
Figura 2 donde se aprecia que no fue sino hasta el año 1989 que pudo resolverse 
una instancia de 10 x 10 planteada 26 años antes por Fisher y Thompson. 
 
                                        
18 TÉLLEZ, Emanuel Enríquez. Uso de una Colonia de Hormigas para resolver Problemas de 
Programación de Horarios. Tesis de Maestría en Ciencias de la Computación, Laboratorio Nacional 
de Informatica Avanzada A. C, Centro de Enseñanza LANIA, 2007. 
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4.1.3 Clasificación  de los problemas.  Se pueden clasificar los problemas de 
acuerdo a la complejidad computacional que estos posean; los problemas tipo P 
son aquellos problemas de decisión que pueden ser resueltos en tiempo 
polinómico por una metodología determinista, es decir, son aquellos en los que 
para cada par estado y símbolo existe al menos una posibilidad de ejecución. Los 
problemas de complejidad polinómica son tratables, es decir, en la práctica se 
pueden resolver en un tiempo razonable de acuerdo a la complejidad 
computacional tal como se muestra en la Figura 3. 
 
“Los problemas tipo P se caracterizan por una complejidad computacional 
moderada, de modo que una técnica exacta como el Simplex, Branch and Bound o 
Benders19 pueden resolverlos en tiempos eficientes. Sin embargo existen 
problemas que resultan altamente ineficientes a la hora de resolverlos por estas 
técnicas pues sus variables de estado y espacios de solución se incrementan; estos 
problemas se clasifican como NP-Duros. La tercera clase de problemas, los 
conocidos como NP-Completos, no pueden ser resueltos por ninguna técnica 
exacta, aun con espacios de solución de tamaño reducido” 20. 
 
Para dar solución a los problemas de tipo NP-Completo surgieron una serie de 
algoritmos conocidos como metaheurísticas, que son algoritmos altamente 
eficientes y capaces de dar respuestas a problemas muy complejos a través de 
procedimientos simples, pero con una base matemática interna bastante compleja. 
Entre estos algoritmos se pueden destacar: Templado Simulado, Búsqueda Tabú, 
Grasp, Colonia de Hormigas, Partículas Swarp, entre otros. Sin embargo cabe 
resaltar que a pesar de que las respuestas que entregan son de alta calidad, 
siempre se tiene la incertidumbre acerca de si lo que se obtiene es el óptimo 
global; de forma que se sacrifica la calidad en aras de la eficiencia computacional. 
 
                                        
19 ESCOBAR, Antonio, ROMERO Rubén y GALLEGO Ramón. “Técnicas de Optimización 
Combinatorial. Grupo de Planeamiento en Sistemas Eléctricos y Grupo de Desarrollo en 
Investigación Operativa. Universidad Tecnológica de Pereira. Abril 2006. 
20 SANTA, Jhon Jairo. Op. cit. 
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Figura 3. Clasificación de los problemas de acuerdo a la complejidad 
computacional. 
 
       
 
 
4.1.4 Un poco acerca del problema de Asignación de Aulas y Horarios. 
La Asignación óptima de Aulas y Horarios en instituciones educativas ha sido 
reconocida como un problema de difícil solución, Werra21 lo define como: “Un 
problema de asignación, sujeto a un conjunto de restricciones y recursos 
disponibles en un espacio de tiempo, de tal manera que se satisfaga en la medida 
de lo posible un conjunto de objetivos deseables”. 
 
Dependiendo del número de eventos (asignaturas o exámenes a programar) el 
espacio de soluciones del problema crece de forma exponencial, y por lo tanto su 
solución puede convertirse en una tarea difícil. Este tipo de problemas ha atraído la 
atención de la comunidad científica de una serie de disciplinas, incluyendo la 
Investigación operativa y la Inteligencia artificial desde hace 40 años22. 
 
Por lo tanto al construir un horario se debe tener presente que se está siendo 
enfrentado por un reto altamente; ya que como se ha mencionado con 
anterioridad se debe evitar violar todas y cada una de las restricciones impuestas, 
intentando obtener una solución de muy buena calidad en un tiempo determinado; 
no es sencillo alcanzar dicho objetivo ya que las restricciones tanto duras como 
blandas son variadas y en ocasiones de gran cantidad, razón por la cual en algunas 
                                        
21 WERRA. An introduction to timetabling. European Journal of Operational Research 19 (1985), pp. 
151–162. 
22  SANTA, Jhon Jairo. Op. cit. 
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ocasiones es muy posible que se incremente la complejidad computacional del 
algoritmo, finalmente, al estudiar detenidamente cada una de estas variaciones se 
puede concluir que el problema de Asignación de Aulas y Horarios está ubicado 
dentro de la categoría de problemas NP-Completos. 
 
4.1.5 Problemas de asignación de salones. Existen diferentes variaciones con 
lo que al problema de Asignación de Aulas y Horarios respecta, todas esas 
variaciones han sido planteadas en diferentes artículos, documentos y libros [23, 24, 
25, 26, 27], dichas variaciones se diferencian en  la clase de eventos que se tienen en 
cuenta, sus restricciones, la cantidad de salones disponibles, sus características o 
las instituciones que están involucradas en la solución de dicho problema, es decir, 
escuelas, colegios, Institutos o Universidades. De acuerdo a esto se puede 
clasificar el problema de asignación de salones en tres categorías o grupos, de los 
cuales se da una breve explicación a continuación. 
 
 
4.1.5.1 Asignación de horarios escolares (Class-Teacher Problem). En este 
grupo se tiene en cuenta un horario semanal que se debe llevar a cabo para las 
asignaturas de una escuela o colegio; en este se proporcionan los eventos, los 
profesores, los bloques de tiempo  y una matriz de requerimientos en la cual se 
determina el número de sesiones que cada profesor dicta por asignatura, el 
problema consiste en asignar las sesiones a los períodos de tiempo, de tal manera 
que ningún profesor o asignatura tenga más de una sesión en el mismo período y 
que todas las sesiones de la asignatura estén presentes en el horario.  
 
 
Santa28 explica que según Schaerf29, existen variaciones adicionales a esta clase de 
problema: 
 
                                        
23 SCHAERF, Andrea. A survey of automated timetabling, Technical Report CS-R9567, CWI - 
Centrum Voor Wiskunde en Informática, 1995. 
24 E.K. BURKE, K.S. JACKSON, J.H. KINGSTON, R.F. WEARE. Automated Timetabling: The State of 
the Art, The Computer Journal, Volume 40(9), pages 565-571, 1997. 
25 FANG, H., ROSS, P. AND CORNE, D. A. Promising Hybrid GA/Heuristic Approach for Open-Shop 
Scheduling Problems. In A. Cohn (Ed), Proceedings of ECAI 94: 11th. European Conference on 
Artifcial Intelligence pp 590{594. 1994. 
26 M.W. CARTER AND G. LAPORTE. Recent Developments in Practical Examination Timetabling. In: 
[18], pages 3-21, 1996. 
27 CARTER, M. W. A Comprehensive Course Timetabling and Student Scheduling System at the 
University of Waterloo. The Practice and Theory of Automated Timetabling III: Selected Papers 
(PATAT 2000). Lecture Notes in Computer Science 2079. Springer-Verlag, Berlin, Heidelberg, New 
York, pp. 64-82, 2001. 
28 SANTA, Jhon Jairo. Op. cit. 
29 SCHAERF, Andrea. Op. cit. 
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• Simultáneas: en problemas reales se puede presentar el caso que algunas 
sesiones se realicen simultáneamente para más de una clase, por ejemplo, las 
sesiones de gimnasia. 
 
• Diferentes profesores para la misma materia: hasta ahora se ha asumido 
que una asignatura debe tener un número de sesiones con un conjunto 
específico de profesores. “Copper y Kingston consideran que hay casos donde 
una asignatura debe tomar algunas materias específicas, y que diferentes 
profesores pueden impartir la misma asignatura, o que un profesor pueda 
impartir diferentes asignaturas” 30. 
 
• Salas especiales: la disponibilidad de las salas no es tomada en cuenta en el 
problema básico, pero hay casos en donde requieren equipos especiales, como 
sala de música o laboratorios. 
 
4.1.5.2 Asignación de horarios universitarios. En este grupo se desea generar un 
horario para las sesiones de un conjunto de asignaturas, teniendo en cuenta una 
cantidad de salones determinada así como de bloques de tiempo.  
 
Si se desea comparar la generación de los horarios escolares con la generación de 
los horarios universitarios se puede observar que existe una gran diferencia entre 
ellos, debido a que al comenzar con el proceso de asignación de aulas, 
características, eventos y demás factores a tener en cuenta al momento de 
intentar dar solución al problema de Asignación de Horarios, los estudiantes 
juegan un papel diferente en cada una de las instituciones educativas, es decir, en 
la universidad los estudiantes están en la capacidad de tomar diferentes eventos o 
asignaturas comportándose como un individuo único e independiente, mientras 
que en las escuelas o colegios los alumnos son tomados principalmente como 
entes que se encuentran habilitados para tomar las mismas asignaturas 
comportándose como grupo. 
 
Adicionalmente difieren en cuanto a las actividades de cada profesor; como en el 
problema de capacidad de salones y sus características. 
 
                                        
30 T.B. COOPER AND J.H. KINGSTON. The Complexity of Timetable Construction Problems. 
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4.1.5.3 Asignación de horarios de exámenes. Como su nombre lo indica en esta 
variación del problema de asignación de salones se desea generar un horario para 
los exámenes que deben presentar los estudiantes en determinado tiempo, 
estableciendo la cantidad de salones y bloques de tiempo para poder efectuar cada 
examen buscando la comodidad de los estudiantes que necesiten presentarlos.  
 
“Según Santa existen tres puntos importantes que se deben tener en cuenta 
cuando se desea resolver este problema” 31: 
 
• Minimizar la cantidad de períodos de tiempo debido a que al contrario de 
los problemas de Asignación de Horarios Universitarios, en la Asignación de 
horarios de exámenes, se busca disminuir la cantidad de períodos necesarios 
para realizar los exámenes. 
 
• Asignación de salas en este punto se debe estudiar la capacidad de las aulas 
en done se llevaran a cabo los exámenes basándose en la cantidad de 
estudiantes que presentaran el examen. 
 
• Pre-asignación y no disponibilidad, se puede presentar los casos de tener 
períodos de tiempo no disponibles y sesiones con su bloque determinado. 
 
4.2  CONCURSO INTERNACIONAL 
 
Como se mencionó en la sección 4.1.1 Generalidades, la comunidad científica del 
Reino Unido organiza cada dos años el concurso denominado “International 
Timetabling Competition”32, uno de los objetivos de desarrollar es concurso es 
motivar a nuevos investigadores de diferentes áreas a desarrollar técnicas que 
pretendan dar solución al problema University TimeTabling pues los avances más 
importantes de la investigación se han logrado mediante la atracción de áreas 
multidisciplinares. El concurso se  genera con el objetivo de expandir áreas del 
conocimiento que aun no son muy populares y que son necesarias para el estudio 
de problemas de alta complejidad computacional. Otro de sus objetivos más 
importantes es que se desea minimizar la brecha que existe entre la investigación 
y la práctica, aunque en el concurso los casos que se proponen no coinciden 
                                        
31 SANTA, Jhon Jairo. Op.cit. 
32 http://www.idsia.ch/Files/ttcomp2002/, International Timetabling Competition. 
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exactamente con la realidad, aun así cabe notar que se acercan ampliamente por 
la complejidad de las restricciones.  
 
Con respecto a los participantes se debe tener presente que el buscar una técnica 
de solución para este problema no implica tan solo hacer una investigación, sino 
que además de ello, deben plantear un algoritmo que resuelva el problema de 
Asignación de aulas y Horarios en un único procesador haciendo uso del lenguaje 
de programación de su preferencia. 
 
Claramente uno de los objetivos específicos de este concurso es generar los 
horarios cumpliendo una serie de restricciones duras, que harán que los horarios 
sean factibles, intentando adicionalmente reducir al máximo la violación de 
restricciones blandas. 
 
Todos los casos que se plantean dentro del concurso se dan a conocer en tres 
fechas diferentes: unos al inicio del concurso denominados casos de inicio, otras 
dos semanas antes de la fecha límite, denominados casos tardíos y un tercer grupo 
de datos que se utilizará en las fechas de las competencias denominados casos 
ocultos; de igual manera estos tres grupos se darán a conocer en la página web de 
la jornada inaugural. 
 
Algunos de los lineamientos del concurso son:  
 
• Los participantes no pueden establecer parámetros para los diferentes casos 
que se le asignen, siendo así el programa el que los establezca de forma 
automática. 
 
• La calidad de las respuestas será medida tanto por el tiempo de ejecución del 
programa, como por los resultados que este arroje. 
 
• Se debe utilizar para todos los casos la misma versión del algoritmo. 
 
• Los participantes deben estar preparados para demostrar que los resultados 
que el algoritmo arroje son repetibles en el computador.  
 
• Se pueden realizar varias corridas para producir cada solución presentada 
dentro del límite de tiempo. 
 
• Los participantes deberán presentar una clara y concisa descripción de su 
algoritmo, con el objetivo de que otros investigadores puedan ponerlo en 
práctica. Una plantilla estará disponible un mes antes de la fecha de 
finalización para este fin. Esta es una parte fundamental de la competencia. 
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• Puede presentarse el caso de que sea necesario que los finalistas entreguen el 
código fuente a los organizadores, con el fin de que los jueces de la 
competencia puedan comprobar que los participantes han seguido 
estrictamente las reglas (se garantiza completa confidencialidad). 
 
4.3 METODOLOGÍAS DE SOLUCIÓN 
 
“Existe una gran variedad de métodos por medio de los cuales se puede dar una 
posible solución al problema de asignación de salones, métodos que han sido 
probados con casos reales y que se dividen en cuatro tipos: Métodos 
Secuenciales33,34, Métodos de Clusterización35,36, Métodos basados en 
Restricciones37, y los Métodos Metaheurísticos38, contando estos últimos con 
técnicas como Templado Simulado, Búsqueda Tabú, Algoritmos Genéticos, 
Métodos Híbridos y el Método de Colonia de Hormigas, entre una amplia gama de 
técnicas de solución” 39. 
 
A continuación se da una breve descripción de los Métodos antes mencionados; 
tratando de explicar de manera corta algunas de las técnicas que confieren a los 
Métodos Metaheurísticos. El Método de Colonia de Hormigas se explicará en el 
Capitulo 5. 
                                        
33 M.W. CARTER AND G. LAPORTE, Op.cit. p. 3-21. 
34 WERRA.  Op. cit. 151–162. 
35 WHITE, GM AND CHAN P.W. Towards the construction of óptimal examination timetables. INFOR 
17 (1979), p. 219–229. 
36 FISHER, J.G., SHIER, D.R. A heuristic procedure for large-scale examination scheduling problems. 
Technical Report 417, Department of Mathematical Sciences, Clemson University.1983. 
37 WHITE, G. M. Constrained satisfaction, not so constrained satisfaction and the timetabling 
problem. In: A Plenary Talk in the Proceedings of the 3rd International Conference on the Practice 
and Theory of Automated Timetabling, University of Applied Sciences, Konstanz, August 16–18, 
2000 (2000), pp. 32–47. 
38 BURKE, E.K., NEWALL, J.P., WEARE, R.F. 1996b. A memetic algorithm for University exam 
timetabling. In: Burke and Ross (1996) pp. 241–250 
39 SANTA, Jhon Jairo. Op. cit. 
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4.3.1 Métodos secuenciales. “Los métodos secuenciales utilizan heurísticas de 
dominio, es decir, que toman un dominio y asignan los eventos posibles 
secuencialmente de tal forma que las materias no entren en conflicto entre sí”40. 
Para representar un problema como el de la Asignación de Aulas y Horarios, se 
hace uso de gráficos que permitan determinar conflictos entre los eventos o entre 
los salones de clase. Por ejemplo, al intentar construir un horario sin conflictos, 
este se modela como un problema de coloreado de grafos; es decir, que cada 
bloque de tiempo en el horario corresponde a un color en el gráfico y los vértices 
correspondientes a dicho grafico son coloreados de tal forma que no queden dos 
vértices adyacentes teñidos con el mismo color. 
 
En41,42 se explica más detalladamente la heurística de coloreo de grafos y se 
entregan algunas soluciones para que estas sean estudiadas. 
                                        
40 CARTER, 1986. M.W. Carter. A survey of practical applications of examination timetabling 
algorithms. Operations Research 34 (1986), pp. 193–202. 
41 M.W. CARTER AND G. LAPORTE. Recent Developments in Practical Examination Timetabling. In: 
[18], pages 3-21, 1996. 
42 BRELAZ. New methods to color the vertices of a graph. Communications of the ACM 22 4 (1979), 
pp. 251–256. 
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4.3.2 Métodos clúster. Uno de los primeros documentos en describir estos 
métodos, fue escrito por White y Chan43. En donde se explica que su principal 
inconveniente de es integrar la información, debido a que los grupos son creados y 
fijados al inicio del algoritmo y al unirlos pueden resultar poco adecuados, pues es 
muy posible que no se ajusten a las restricciones duras y violen una gran cantidad 
de las restricciones suaves. 
 
4.3.3 Métodos metaheurísticos. Durante las dos últimas décadas una 
variedad de enfoques Metaheurísticos, tales como Templado Simulado, Búsqueda 
Tabú, Algoritmos Genéticos y Métodos Híbridos, han sido investigados para dar 
solución a problemas como el de la Asignación de Aulas y Horarios, arrojando 
resultados alentadores44, 45.  
 
Las Metaheurísticas inician su proceso con una o más soluciones iníciales y 
emplean estrategias de búsqueda que intentan evitar óptimos locales, es decir, 
que evaden la posibilidad de que la búsqueda de la solución se vaya siempre por 
un mismo camino sin explorar posibilidades diferentes que puedan llevar a mejores 
resultados. Aunque estos algoritmos pueden producir soluciones de calidad, en 
ocasiones poseen un alto costo de procesamiento. 
 
4.3.4 Templado simulado. El Templado o Recocido Simulado46, cuyo origen 
está en los procedimientos físicos de solidificación controlada, que consisten en 
calentar un sólido hasta que se funde, y seguidamente, ir enfriándolo de forma 
que cristalice en una estructura perfecta, sin malformaciones locales. 
 
En el Templado Simulado se parte de una solución inicial que se va modificando a 
cada iteración. A medida que avanza el algoritmo, éste será cada vez más exigente 
con las soluciones aceptadas. En la analogía con la solidificación física, se trata de 
                                        
43 WHITE AND CHAN, 1979. G.M. White and P.W. Chan. Towards the construction of óptimal 
examination timetables. INFOR 17 (1979), pp. 219–229. 
44 BURKE AND P. ROSS.  The Practice and Theory of Automated Timetabling: Selected Papers from 
the 1st International Conference on the Practice and Theory of Automated Timetabling, Napier 
University, August/September 1995Springer Lecture Notes in Computer Science Series vol. 1153 
(1996). 
45 BURKE AND CARTER.  The Practice and Theory of Automated Timetabling II: Selected Papers 
from the 2nd International Conference on the Practice and Theory of Automated Timetabling, 
University of Toronto, August 20–22, 1997Springer Lecture Notes in Computer Science Series vol. 
1408 (1998). And The Practice and Theory of Automated Timetabling III: Selected Papers from the 
3rd International Conference on the Practice and Theory of Automated Timetabling, University of 
Applied Sciences, Konstanz, August 16–18, 2000. Springer Lecture Notes in Computer Science 
Series vol. 2079(2001). 
46 FREEMAN J. A. Y SKAPURA D. M. Redes Neuronales: Algoritmos, aplicaciones y técnicas de 
programación, Addison-Wesley Iberoamericana, S.A. y Ediciones. Díaz de Santos S.A., Wilmington, 
Delaware, Estados Unidos, 1993. 
 42 
 
tener un cuerpo (problema) a alta temperatura (admitiendo soluciones muy 
diversas a pesar de ofrecer malos resultados) e ir disminuyendo la temperatura 
(aumentando la exigencia del algoritmo) de forma que termine por solidificarse 
según la forma deseada (ofreciendo el mejor resultado). 
 
En la década de los ochenta se propuso que esta simulación podría aplicarse para 
obtener las soluciones factibles de un problema de optimización. En un problema 
de minimización, los métodos tradicionales de búsqueda de soluciones emplean 
una estrategia descendente, en la que la búsqueda siempre va en una dirección 
que produce una mejora. 
 
Una estrategia de este tipo puede dar lugar a alcanzar mínimos locales en lugar del 
mínimo global (dependiendo de la naturaleza del espacio de soluciones factibles y 
de la técnica aplicada). Las soluciones obtenidas por estas estrategias 
descendentes dependen fuertemente de las soluciones iniciales consideradas. 
 
El Templado Simulado posibilita que la búsqueda no sea siempre descendente, 
siendo este evento gobernado por una función de probabilidad (o temperatura) 
que cambia durante el proceso de ejecución del algoritmo. La base para que sea 
posible este comportamiento diferenciador de los métodos tradicionales en la 
búsqueda de soluciones está basada en la estadística termodinámica. Una posible 
aplicación del algoritmo puede llevarse a cabo generando una perturbación y 
calculando el cambio de energía resultante. Si la energía ha disminuido el sistema 
se mueve a un nuevo estado. Si la energía ha aumentado, el nuevo estado se 
acepta de acuerdo con una probabilidad dada. El proceso se repite un determinado 
número de iteraciones a cada una de las temperaturas, después de lo cual, la 
temperatura disminuye hasta alcanzar un estado de equilibrio. 
 
Algunas de las aplicaciones del recocido simulado son el diseño electrónico de 
sistemas, diseño de redes de computadoras, diseño de circuitos integrados, 
optimización de costes de producción, así como problemas de asignación de 
tiempos y espacios. 
 
El Templado Simulado es una herramienta válida para la resolución de problemas 
combinatorios. Las desventajas se presentan por los altos tiempos de cálculo 
necesarios para acercarse al óptimo y la dificultad para ajustar adecuadamente los 
parámetros que controlan el algoritmo. 
 
En47 se mencionan algunos de los trabajos realizados con esta técnica para 
resolver el problema de Asignación de Aulas y Horarios: 
 
                                        
47 SANTA, Jhon Jairo. Op.cit. 
 43 
 
• Davis y Ritter48 utilizaron esta técnica para asignar a los estudiantes las sesiones 
de sus asignaturas, respetando sus preferencias. Se emplearon datos reales de 
la Universidad de Harvard (118 estudiantes). 
 
• Abramson49 Emplearon esta metaheurística al problema de Class-Teacher 
Timetabling. Los tamaños de los problemas utilizados son de 15 a 101 clases, 
100 a 757 asignaturas, 15 a 37 facultades y 15 a 24 salas. 
 
• Elmohamed, Coddington y Fox50 comparan varios algoritmos de Recocido 
simulado aplicados al problema de Academic Course Scheduling de la 
Universidad de Siracusa con un tamaño de 13653 estudiantes, 3839 
asignaturas, 38 facultades y 509 salas. 
 
• Bullnheimer51, Lo implementó para el problema de Examination Scheduling de la 
Facultad de Economía y Administración de la Universidad Magdeburg Otto Von 
Guericke. El algoritmo de Bullnheimer se aplicó en dos problemas, uno con 391 
estudiantes que toman 15 exámenes (1737) sesiones y el otro con 419 
estudiantes que toman 27 exámenes (1682sesiones). 
 
4.3.5 Búsqueda tabú. La búsqueda Tabú surge, en un intento de dotar de 
“inteligencia” a los algoritmos de búsqueda local. Según Fred Glover, su primer 
definidor, “la búsqueda tabú guía un procedimiento de búsqueda local para 
explorar el espacio de soluciones más allá del óptimo local”. 
 
La búsqueda tabú toma de la Inteligencia Artificial el concepto de memoria y lo 
implementa mediante estructuras simples con el objetivo de dirigir la búsqueda 
teniendo en cuenta la historia de ésta, es decir, el procedimiento trata de extraer 
información de lo sucedido y actuar en consecuencia. En este sentido puede 
decirse que hay un cierto aprendizaje y que la búsqueda es inteligente. 
 
                                        
48 DAVIS, L., RITTER, F. Schedule Optimization with Probabilistic Search, Proceedings of the 3rd 
IEEE Conference on Artifcial Intelligence Applications, pp. 231-236, IEEE, 1987. 
49 Abramson, D., Abela, J. Constructing School Timetables using Simulated Annealing: Sequential 
and Parallel Algorithms, Technical report, Division of Information Technology, C.S.I.R.O., Abril 
1991. 
50 ELMOHAMED, M.A. SALEH, AND, FOX, GEO®REY. A Comparison of Annealing Techniques for 
Academic Course Scheduling, Lecture Notes In Computer Science; Vol. 1408, pp. 92-114, Abril 
1998. 
51 BULLNHEIMER, B. An Examination Scheduling Model to Maximize Students' Study Time. The 
Practice and Theory of Automated Timetabling: Selected Papers (PATAT '97). Lecture Notes in 
Computer Science 1408. Springer-Verlag, Berlin, Heidelberg, New York, 1998, 78-91. 
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La búsqueda tabú permite moverse a una solución aunque no sea tan buena como 
la actual, de modo que se pueda escapar de óptimos locales y continuar 
estratégicamente la búsqueda de soluciones aún mejores52. 
 
Santa53 cita varias implementaciones que han sido realizadas utilizando Búsqueda 
Tabú, las cuales se mencionan a continuación: 
• Hertz54 aplicó el algoritmo a la Facultad de Economía de la Universidad de 
Génova, minimizando los conflictos entre la facultad y los estudiantes. Se 
utilizaron datos reales con un total de 1729 estudiantes, 288 asignaturas, 143 
facultades y 67 salas. 
 
• Costa55 empleó en sus datos 32 asignaturas, 780 sesiones, 65 facultades y 12 
salas, Schaerf56 utilizó en sus datos 38 asignaturas y 27 a 29 sesiones por 
clases. Ambos aplicaron Tabú Search a un problema Class-Teacher Timetabling 
utilizando datos reales de las escuelas de Porrentrug, Switz y Potenza, Italia 
respectivamente.  
 
• Di Gaspero y Schaerf57 aplicaron varios algoritmos de Búsqueda Tabú a 
problemas Examination Timetabling y luego compararon resultados con otras 
técnicas. Se utilizaron 11 grupos de datos, los cuales varían entre 180 a 543 
exámenes y entre 21 y 32 períodos. 
 
• White y Xie58 implementaron el algoritmo OTTABU, al problema de Examination 
Scheduling con los datos de la Universidad de Ottawa y compara resultados con 
otras técnicas. El tamaño de los datos empleados son 36 periodos, 771 
exámenes, 14032 estudiantes, 46899 estudiantes-exámenes alistados. 
 
                                        
52 DÍAZ, A., Glover, F., ghaziri, H.N., et al, Optimización Heurística y Redes Neuronales. Madrid, 
Paraninfo, 1996. 
53 SANTA, Jhon Jairo. Op.cit. 
54 HERTZ, A. Tabu Search for Large Scale Timetabling Problems, European Journal of Operational 
Research 54, pp. 39-47, 1991. 
55 COSTA, D. A. Tabu Search Algorithm for Computing an Operational Timetable. European Journal 
of Operational Research 76, pp. 98-110, 1994. 
56 SCHAERF, Andrea. Op.cit. 
57 DI GASPERO, L., SCHAERF, A. Tabu Search Techniques for Examination Timetabling. E. Burke, 
W. Erben (eds.), The Practice and Theory of Automated Timetabling III: Selected Papers (PATAT 
2000). Lecture Notes in Computer Science 2079.Springer-Verlag, Berlin, Heidelberg, New York, pp. 
104-117, 2001. 
58 WHITE, G. M., XIE, B. S. Examination Timetables and Tabu Search With Longer Term Memory. E. 
Burke, W. Erben (eds.), The Practice and Theory of Automated Timetabling III: Selected Papers 
(PATAT 2000). Lecture Notes in Computer Science 2079.Springer-Verlag, Berlin, Heidelberg, New 
York, pp. 85-103, 2001. 
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4.3.6 Algoritmos voraces (GRASP). Santa59 explica que los métodos GRASP 
fueron desarrollados al final de los 80 con el objetivo inicial de resolver problemas 
de cubrimiento de conjuntos. GRASP, es un procedimiento iterativo en donde cada 
paso consiste en una fase de construcción y una de mejora. En la fase de 
construcción se construye una solución tentativa, que luego es mejorada mediante 
un procedimiento de intercambio hasta que se llega a un óptimo local. En cada 
iteración del procedimiento constructivo, un elemento es elegido en forma 
aleatoria de la lista de candidatos para añadirlo a la lista elegida como parte de la 
solución que se construye. La adición de un elemento a la lista de candidatos se 
determina mediante una función de tipo heurístico, y la selección de un elemento 
de la lista de candidatos depende de los que se hayan elegido previamente. 
 
Basándose en la construcción eficiente de una solución inicial, puede reducirse el 
número de pasos necesarios para alcanzar el óptimo local en la fase de mejora. 
Por lo tanto, el tiempo de cálculo de GRASP depende de diseñar buenos 
procedimientos de construcción. Entre los trabajos presentados con GRASP se 
pueden mencionar: Carter60, quien  desarrolló diversos trabajos que se basan en 
esta técnica. Uno de ellos es la aplicación para asignar un período de tiempo a 
cada sesión, el sistema se utiliza en La Universidad de Waterloo desde 1985, en 
donde en un principio se aplicó a 17000 estudiantes, 1400 cursos y 3000 sesiones. 
 
4.3.7 Algoritmos evolutivos. “Son un esquema de representación que aplica 
una técnica de búsqueda de soluciones enfocada a problemas de optimización, 
inspirada en la teoría de la evolución de Charles Darwin. Se basa en el algoritmo 
de selección propio de la naturaleza, con la esperanza de que así se consigan 
éxitos similares, en relación a la capacidad de adaptación a un amplio número de 
ambientes diferentes. 
 
En los organismos biológicos, la información hereditaria es pasada a través de los 
cromosomas que contienen la información de todos esos factores, es decir, los 
genes, los cuales a su vez están compuestos por un determinado número de 
valores (paralelos). Varios organismos se agrupan formando una población, y 
aquellos que mejor se adaptan son los que más probabilidad tienen de sobrevivir y 
reproducirse. Algunos de los sobrevivientes son seleccionados por la naturaleza 
para ser cruzados y así producir una nueva generación de organismos. 
Esporádicamente, los genes de un cromosoma pueden sufrir ligeros cambios (las 
denominadas mutaciones), estos cambios se dan en la naturaleza al azar. 
                                        
59 SANTA, Jhon Jairo. Op.cit. 
60 CARTER, M. W. A Comprehensive Course Timetabling and Student Scheduling System at the 
University of Waterloo., The Practice and Theory of Automated Timetabling III: Selected Papers 
(PATAT 2000). Lecture Notes in Computer Science 2079. Springer-Verlag, Berlin, Heidelberg, New 
York, pp. 64-82, 2001. 
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En la inteligencia artificial, se simula el comportamiento de los individuos sobre la 
teoría de la evolución en la metaheurística de Algoritmos Genéticos y Algoritmos 
Evolutivos. Ambos utilizan la teoría de la evolución con factores tales como 
población, individuos, operadores genéticos, entre otras. 
 
En relación a los trabajos realizados con la aplicación de esta metaheurística a los 
problemas de asignación de horarios, se pueden mencionar: 
 
• Colorni, Dorigo y Maniezzo61,62, utilizaron un algoritmo genético en una escuela 
italiana. Fueron los primeros en obtener resultados al utilizar estos algoritmos. 
El tamaño del problema comprende entre 20 a 24 profesores, 10 asignaturas 
con 2 sesiones por semana, 30 horas a la semana dispuestas para enseñanza. 
 
• Abramson y Abela63, utilizaron algunos algoritmos para pre-combinar clases, 
profesores y salas en tripletas, tratando de mezclar estas para obtener un 
horario. 9 conjuntos de datos fueron empleados y los tamaños van entre 6 a 15 
para las clases, profesores y salas. 
 
• Ling64 [45] utiliza un algoritmo híbrido en un problema de Teaching Timetable. 
Empleó datos reales de un Politécnico en Singapur 
 
Como se pudo observar cada una de las técnicas descritas anteriormente 
presentan claras diferencias entre ellas. Con el fin de resumir y comparar tales 
diferencias se muestra en el Cuadro 3. 
 
                                        
61 COLORNI A., M. DORIGO & V. MANIEZZO. Genetic Algorithms And Highly Constrained Problems: 
The Time-Table Case, Proceedings of the First International Workshop on Parallel Problem Solving 
from Nature, Dortmund, Germany, Lecture Notes in Computer Science 496, Springer-Verlag, pp. 
55-59, 1990. 
62 COLORNI A., M. DORIGO & V. MANIEZZO. Genetic Algorithms: A New Approach to the Time-
Table Problem, NATO ASI Series, Vol.F 82, Combinatorial optimization, Springer-Verlag, pp. 235-
239, 1990. 
63 ABRAMSON, D., Abela, J. Constructing School Timetables using Simulated Annealing: Sequential 
and Parallel Algorithms, Technical report, Division of Information Technology, C.S.I.R.O., Abril 
1991. 
64 SI-ENG Ling. Integrating Genetic Algorithms with a Prolog Assignment Program as a Hybrid 
Solution for a Polytechnic Timetable Problem, Parallel Problem Solving from Nature 2, pp. 321-329, 
1992. 
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Cuadro 3. Técnicas de solución aplicadas en los problemas Timetable. 
 
 
Características Recocido 
simulado 
Búsqueda 
Tabú 
Algoritmos 
voraces 
Algoritmos 
Evolutivos 
No de 
soluciones que 
trabaja 
1 1 1 20 
Tipo de 
problema que 
resuelve 
Class 
Teacher  
University  
Class 
Teacher  
University  
Examination  
University  
School 
University 
Teaching  
 
 
Las publicaciones recientes sobre la asignación de horarios son siempre enfocadas 
a un caso particular, así pues estos métodos coinciden en la inexistencia de un 
modelo general que pueda ser aplicado a todas las realidades. Otra característica 
importante, encontrada en los trabajos publicados, es el enfoque del desarrollo de 
los mismos. Estos se pueden dividir en dos tipos: los modelos matemáticos y los 
heurísticos, es decir, los que tienen una base matemática o se apoyan en ella y los 
que utilizan métodos algorítmicos. 
 
Entre las ventajas del método matemático se pueden mencionar que es más 
riguroso y exacto, siendo sus desventajas, la difícil formulación matemática y la 
gran cantidad de recursos computacionales que requiere. En cambio, los 
heurísticos representan una fácil puesta en marcha en el computador y en la 
confección algorítmica, sin embargo, la principal desventaja es el poco énfasis que 
se le da al modelo matemático aún cuando éste se haya planteado al inicio del 
problema, lo que impide desarrollar una aplicación general” 65. 
 
 
 
 
 
 
 
 
 
 
                                        
65 SANTA, Jhon Jairo. Op.cit. 
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5. MÉTODO COLONIA DE HORMIGA (ACO) 
 
 
5.1 ASPECTOS GENERALES 
 
Cuando se habla de intentar dar solución a problemas complejos computacionales 
se puede notar que la naturaleza a resultado ser una de las mejores fuentes de 
inspiración; el usar metáforas biológicas en inteligencia artificial, clasificación u 
optimización es realmente antigua, pero la idea de imitar el comportamiento de las 
hormigas, individuos definitivamente simples comparados con la complejidad de 
sus colonias, fue iniciada por Dorigo, Maniezzo y Colorni66. 
 
El principio del método de colonia de hormigas está basado en el estudio del 
comportamiento de las hormigas a la hora de trazar la ruta más corta desde su 
nido o colonia hasta la fuente de abastecimiento que hayan encontrado, en el 
momento que una de las hormigas encuentra el alimento, esta estudia la cantidad 
y calidad del alimento; llevando un poco a su colonia, a medida que se acerca a su 
nido, la hormiga traza una ruta; para lograr tal cosa estos pequeños individuos 
depositan una sustancia química llamada feromona, dejándola por todo el camino 
de regreso a su nido. Esta sustancia será usada por las siguientes hormigas como 
guía para escoger el camino correcto a la comida, dependiendo de cuán grande 
sea la concentración de la feromona. 
 
Las colonias de hormigas son sistemas distribuidos que presentan una alta 
organización social estructurada, por tal razón dichas colonias están en la 
capacidad de realizar tareas complejas aunque en algunas ocasiones puedan 
extralimitar las capacidades individuales de una única hormiga.  
 
En resumen, la idea primordial al poner en práctica la Metodología de Colonia de 
Hormigas es intentar obtener una alta organización y distribución entre las 
hormigas artificiales para utilizarlas en la administración de la población de agentes 
artificiales, obteniendo como resultado las mejora en la solución de problemas de 
optimización combinatoria.   
 
 
5.2 INSPIRACIÓN BIOLÓGICA: LAS HORMIGAS EN SU AMBIENTE 
NATURAL 
 
Tal como se menciono anteriormente las hormigas se caracterizan por su 
convivencia social, la cual facilita la realización de tareas complejas mediante el 
                                        
66 DORIGO MARCO, Domingo M., Stützle T. Ant Colony Optimization, A Bradford Bokk, 
Massachusetts Institute of Technology, 2004. 
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trabajo coordinado, por ejemplo el que se da al rastrear las feromonas para buscar 
caminos aleatoriamente, o reconocer imágenes que se encuentran en su memoria 
de corto plazo. 
 
Las hormigas reales son aptas para encontrar rápidamente el camino más corto 
entre su colonia y su fuente de abastecimiento, usando cierto conocimiento previo 
almacenado en su memoria al explotar el rastro de feromona existente en el 
camino; ya que la velocidad de las hormigas se considera constante, se puede 
afirmar que aquellas hormigas que escogieron el camino más corto se demoraran 
mucho menos en llegar a su destino que aquellas que no lo hicieron, aquellas que 
escogieron la ruta más corta generan una mayor acumulación de feromona en el 
camino por lo que este cada vez se vuelve más concurrido. Por ende se puede 
determinar que las hormigas siguen el camino cuya probabilidad sea mayor. 
 
Es importante tener presente que el comportamiento “inteligente” de una gran 
variedad de animales entre estos las hormigas, motivan a nuevos investigadores a 
iniciar estudios para comprender las interacciones que existen entre estos insectos, 
quienes están en la capacidad de formar una comunidad como lo es la Colonia de 
Hormigas. 
 
Comportamientos como este generan curiosidad entre investigadores de diferentes 
ámbitos, para quienes su mayor objetivo es lograr entender por completo la 
complejidad del comportamiento de las sociedades que forman los insectos, con el 
fin de aplicar este conocimiento al desarrollo de nuevas técnicas que permitan 
resolver por ejemplo problemas en redes y comunicación o robótica, entre otros. El 
primer paso para avanzar en el estudio del comportamiento de estos insectos, es 
saber que la colonia de hormigas como sociedad consta de pequeñas entidades 
simples en las que no existe un control global y que dichas entidades pueden estar 
organizadas de dos formas: 
 
• Por comunicación directa, es decir, que cada individuo dentro de la 
comunidad se comunica de forma visual. 
 
• Por comunicación indirecta, es decir, que cada individuo se comunica por 
medio de elementos químicos en el caso de las hormigas, por medio de 
feromonas; este concepto fue desarrollado por Grasse quien denomino esta 
clase de comportamiento como Stigmergy en 195967. 
 
                                        
67 P. P. GRASSE. Le reconstruction du nid et les coordinations inter-individuelles ehez 
bellicositermes natalensis et cubitermes sp. La théorie de la Stigmergie essai d interpretation du 
Comportement des Termites Constructeurs, pages 41-81.1959. 
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Algunos ejemplos de estas sociedades naturales son68: 
 
Figura 4. Nidos de avispas y modelo visual. 
 
 
 
 
 
Figura 5. Construcción de nidos de hormigas tejedoras. 
 
 
 
                                        
68 TÉLLEZ, Emanuel Enríquez. Op.cit 
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Figura 6. Comportamiento de forrajeo69 de las hormigas 
 
 
 
Las hormigas son insectos casi ciegos y aun así pueden determinar con facilidad el 
camino más corto entre su colonia y su fuente de abastecimiento, por lo que 
resulta bastante interesante analizar brevemente como es su comportamiento a la 
hora de trazar dicho camino; se puede tomar como ejemplo a las cosechadoras 
rojas, las cuales se comunican por medio del tacto y el olfato como la gran 
mayoría de las especies de hormigas, la diferencia es que en lugar de oler aire, 
utilizan sus sensibles antenas para detectar otros olores muy sutiles producidos por 
hidrocarburos.  
 
La superficie exterior del cuerpo de una hormiga contiene unos 25 hidrocarburos 
diferentes, que emiten aromas ligeramente diferentes, imperceptibles para los 
humanos. Los hidrocarburos son moléculas simples de hidrogeno y carbono; pero 
cambios limitados en su concentración pueden provocar modificaciones de 
comportamiento muy importantes entre las hormigas. “Estos hidrocarburos que 
sirven para comunicarse se denominan feromonas. A continuación se describe el 
proceso mediante el cual, utilizando la feromona, las hormigas son capaces de 
construir la ruta más corta entre el nido y el alimento”70. 
                                        
69 Segar y recoger el forraje. Forraje def: Hierba, hojas o pasto. 
70 SANJUAN LIRA, Jorge Paulino. Adaptación del Algoritmo de la Colonia Artificial de Abejas para 
resolver problemas de diseño en ingeniería. Universidad Veracruzana, Marzo 2009. 
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Deneubourg71 [46], dio a conocer en 1990 un estudio denominado “El Doble 
Puente de Deneubourg” , el cual contenía todas las observaciones realizadas a una 
Colonia de Hormigas que se desenvolvía en un ambiente controlado en donde 
existían únicamente dos caminos para llegar a la comida uno de ellos mucho más 
extenso que el otro; el objetivo de dicho estudio era determinar los mecanismos 
que usan estos insectos para encontrar una fuente de alimento y elegir un camino 
óptimo, es decir, el camino más corto para llegar a ella. 
 
Según Deneubourg cuando comenzó la observación notaba que las hormigas no se 
comportaban de forma organizada, de lo contrario, actuaban individualmente 
dando la impresión de estar regidas por un mecanismo aleatorio; sin embargo, al 
poco tiempo la mayoría de las hormigas tendían a desplazarse por el camino más 
corto demostrando que son un mecanismo mucho más complejo que optimiza la 
búsqueda de una fuente de abastecimiento, economizando energía y recolectando 
mucho mas alimento en menor  tiempo. 
 
“Para entender más a fondo el modelo que crean las hormigas al momento de 
buscar su fuente de alimento, a continuación se enumeran unas condiciones de 
tiempo y estado que permiten visualizar de mejor forma dicho modelo: 
 
• El tiempo y el espacio son discretos. 
 
• Durante cada intervalo de tiempo los individuos de la colonia se desplazan a 
igual velocidad por el sistema. 
 
• Cada individuo deposita en su recorrido una  pequeña cantidad de feromona, y 
en el caso de que una hormiga se encuentre transportando alimento se asume 
que la cantidad de feromona depositada se duplica. 
 
• El camino 2 genera un recorrido que es el doble de largo comparado con el  
camino 1. 
 
El argumento con que dispone una hormiga para decidir el camino a tomar se 
determina por el mayor grado de feromona acumulado. 
 
Figura 7. Comportamiento adaptativo de las hormigas en t=1. 
 
                                        
71 DORIGO MARCO, Domingo M. Op.cit. 
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Al iniciar su recorrido en t=1, un grupo de hormigas L1 y L2 provenientes del nido 
llegan simultáneamente al punto A, donde deben decidir el camino a seguir; como 
no existen rastros previos de feromona, la escogencia del camino se realiza por un 
mecanismo aleatorio: de esta manera puede suponerse que L1 se desplaza por el 
camino 1 mientras que L2 lo hace por el camino 2, ambos a igual velocidad y 
depositando la misma cantidad de feromona.  Paralelamente, llegan al punto A un 
nuevo grupo de individuos, L3 y L4, tal como se muestra en la Figura 7.  
 
 
Figura 8. Estado del Sistema: Comportamiento adaptativo de las hormigas en t=2. 
 
 
 
Este último grupo de individuos encuentra rastros de feromona en ambos caminos, 
pero en igual cantidad, por lo que no existe aún un mecanismo distinto al aleatorio 
que permita apoyar la decisión. De esta manera en t=3, las hormigas L3 y L4 se 
reparten los caminos de la misma forma que lo hicieron sus predecesoras, 
aumentando el rastro de feromona dejados por L1 y L2, que continúan sus 
desplazamientos en la dirección mostrada en la Figura 8.  
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Figura 9. Estado del Sistema: Comportamiento adaptativo de las hormigas en t=3. 
 
 
 
En el tiempo t=4, siguen llegando al sistema de dos vías nuevos individuos, L7 y 
L8, mientras que un flujo de hormigas se desplaza en igual proporción por ambos 
caminos. Adicionalmente se observa en la Figura 9 que L1 ha logrado llegar al 
punto donde se encuentra la fuente de alimento.  La cantidad de feromona 
depositada en ambas vías es igual en cada punto, y crece a medida que nuevos 
individuos transitan por ambas vías. 
 
Figura 10. Estado del Sistema: Comportamiento adaptativo de las hormigas en 
t=4. 
 
 
 
La hormiga L1 se dispone ahora a regresar al nido, dejando tras de sí un rastro de 
feromona más intenso para indicar a los demás individuos la existencia de una ruta 
segura hacia la fuente de alimento. Igualmente encuentra que el camino 1 
contiene el rastro dejado por ella misma y por L3 (quien acaba de llegar a la fuente 
de alimento), mientras que el camino 2 no suministra ninguna información. Por 
tanto, decide retornar al nido a través del camino 1. De otro lado, las hormigas 
que viajan por el camino 2 siguen desplazándose sin encontrar aún la fuente de 
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alimento, y los últimos individuos en entrar al sistema siguen con el mismo 
procedimiento aleatorio. 
 
Figura 11.  Estado del Sistema: Comportamiento adaptativo de las hormigas en 
t=5. 
 
 
 
En la Figura 12 se puede observar el estado del sistema en t=6. Allí, la hormiga L2 
es la primera de las que se desplazaban por el camino 2 en llegar a la fuente de 
alimento, mientras que por el camino 1 el rastro de feromona se intensifica 
rápidamente por al paso de las hormigas L1 y L3, quienes llevan alimento al nido y 
depositan una fuerte cantidad de feromona. Sin embargo L11 y L12 aún no disponen 
de la información suficiente para inclinarse hacia un lado en particular, ya que 
hacia ambos lados encuentra igual acumulación de feromona. Por tal motivo 
aunque para el retorno pesa más el camino 1, al inicio del sistema la decisión sigue 
basada en un mecanismo aleatorio. 
 
En el momento en que la hormiga L1 llega al nido con alimento se crea un lazo con 
un rastro fuerte conectando con el alimento, inclinando totalmente en el camino 1 
la preferencia de los individuos que de allí salen, al igual que todos los individuos 
que parten desde la fuente da alimento, sea cual sea la ruta por la que llegaron. A 
partir de este punto el sistema converge rápidamente hacia el camino1, que es la 
trayectoria más corta y por tanto la óptima del sistema”72. 
 
Figura 12. Estado del Sistema: Comportamiento adaptativo de las hormigas en 
t=6. 
                                        
72 SANTA, Jhon Jairo. Op.cit. 
 56 
 
 
 
 
 
 
 
 
 
 
5.3 ESTRATEGIAS DE BÚSQUEDA 
 
En73  también se menciona que entre la serie de experimentos realizados con el 
puente de Deneubourg, se lograron contemplar dos comportamientos interesantes, 
que surgieron luego de agregar elementos para llegar a comprender ampliamente 
la Metodología de Colonia de Hormigas. El primero de estos experimentos examina 
el comportamiento de las hormigas al buscar su fuente de abastecimiento a través 
de un puente con dos ramificaciones de igual longitud, como se muestra en la 
Figura 13. 
 
Al repetir en varias ocasiones el experimento, se llegó a  la conclusión de que 
existe igual probabilidad de que el sistema converja sobre uno u otro camino. Sin 
embargo, si el sistema se analiza de acuerdo a reglas de acumulación de 
feromonas y explotación, el sistema no converge, ya que en todo momento existe 
la misma cantidad de individuos desplazándose por cada camino, contrastando con 
los resultados de experimentos realizados con hormigas reales74.    
 
Figura 13. Puente de dos trayectorias iguales. 
 
 
 
                                        
73 Ibíd. 
74 Ibíd. 
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El segundo experimento, emplea un puente con una de sus ramificaciones más 
larga que la otra, en primera instancia la ramificación más larga (camino 2) es la 
que se encuentra comunicando la colonia con la fuente de alimento, al cabo de un 
tiempo la segunda ramificación que mide más o menos la mitad del camino 2 se 
agrega al experimento.  
 
Al cabo de un tiempo las hormigas perciben la existencia de una segunda opción 
de camino para encontrar la comida; al recorrer dicha opción por medio de la 
intensidad del rastro de feromona logran establecer que es mucho más corta, por 
lo tanto comienzan a hacer transición sobre el camino 1. Aun así, al momento de 
simular este comportamiento, se puede notar que no es del todo útil debido a que 
el camino en el momento de ser adicionado no posee rastro alguno de feromona, 
por lo que se dificulta que las hormigas detecten rápidamente la existencia de 
dicho trayecto y decidan hacer uso de él para buscar la fuente de alimento. Cabe 
resaltar que aunque las hormigas naturales basan su desplazamiento de acuerdo a 
los rastros de feromona, no todos los individuos se inclinan a este 
comportamiento. Algunos de ellos seleccionan caminos diferentes, con menores 
rastros de feromona o incluso carentes de ellos. De esta manera se abre la 
posibilidad de encontrar caminos alternativos a la fuente de alimento y asegurar el 
abastecimiento de comida con nuevas fuentes.  
 
Figura 14. Inserción de una alternativa de mejor calidad al sistema. 
 
 
 
Para el caso del puente de dos vías de igual longitud de la Figura 13, a pesar de 
que se poseen rastros de feromona acumulados en igual proporción por ambos 
caminos; existe un grupo de individuos que decide independientemente del rastro 
depositado en los trayectos. De esta manera se desequilibra la proporción de 
hormigas transitando en los caminos y se inclina la preferencia ante una mayor 
presencia de feromona en una de las vías, luego de lo cual el sistema encuentra 
convergencia sobre esta trayectoria por medio del mecanismo de  explotación.  
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Para el caso de una vía permanente de la Figura 14, el sistema se encuentra en un 
estado de convergencia para el momento en que se inserta el segundo tramo. Sin 
embargo el proceso de exploración permite que algunos individuos transiten por el 
trayecto corto recientemente adicionado, y luego de aplicar explotación a estos 
rastros se logra la nueva ruta de convergencia del sistema75. 
 
5.4 ALGORITMO DE OPTIMIZACIÓN POR COLONIA DE HORMIGAS 
 
La facultad de percepción visual de muchas hormigas se caracteriza por un 
desarrollo rudimentario e incluso inexistente en algunas especies. En consecuencia, 
el componente más importante en un sistema de colonia de hormigas es la 
generación de rastros de feromona como forma de comunicación indirecta entre 
los individuos de la colonia.  
Como el propósito del algoritmo es utilizar los mecanismos que rigen la búsqueda 
de las hormigas como una herramienta de optimización. Los agentes artificiales 
tendrán unas características que no se encuentran en las hormigas reales: 
 
• Dispone de memoria.  
• No son completamente ciegos. 
• Viven en un ambiente donde el tiempo es discreto. 
 
En términos generales el algoritmo básico de optimización por colonia de hormigas 
(acrónimo en inglés ACO) que se utiliza para la mayoría de problemas conocidos es 
como el que se muestra en la Figura 15. 
 
Figura 15. Algoritmo genérico de optimización por colonia de hormigas. 
 
 
 
                                        
75 Ibíd. 
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5.4.1 Hormigas artificiales. El primer paso en la aplicación del algoritmo en 
cualquier tipo de problema consiste en definir ¿qué es una hormiga artificial para el 
problema?, ya que de aquí se desprende la implementación de la solución y la 
forma que adoptará la matriz de feromonas. En general, una hormiga se considera 
como una alternativa de solución, factible o no, construida a partir de reglas que 
emulan el comportamiento de las hormigas reales: explotación, exploración y 
evaporación de feromonas. Por ejemplo, para el TSP, una hormiga representa el 
conjunto de caminos seleccionados para recorrer todo el conjunto de ciudades.  
 
De esta manera la población de la colonia de hormigas estará formada por grupos 
de m soluciones diferentes, y en cada iteración los m individuos crearán 
alternativas en base a la información recopilada por sus predecesoras. La cantidad 
de hormigas a usar en el proceso es un parámetro de ajuste y está directamente 
relacionado con el tamaño del problema, es decir que es función del número de 
variables de estado del problema. 
 
5.4.2 Rastros de feromona. El algoritmo de optimización por colonia de 
hormigas genera un espacio de memoria donde se almacena una cantidad 
numérica que imita la feromona de las hormigas reales. En tal sentido, la feromona 
indica el grado de aceptación por parte de hormigas anteriores en aceptar una 
variable de estado dentro de una alternativa de solución. Los rastros de feromona 
son almacenados en una matriz y es afectada durante todo el algoritmo siguiendo 
los criterios de exploración, explotación y evaporación.  
 
La forma de la matriz, y el significado de cada posición dependen del tipo de 
problema y de la codificación que se use. Por ejemplo, para el caso del puente de 
dos vías, la matriz de feromona contiene sólo dos posiciones, una por cada 
camino, tal como se ilustra en la Figura 16. Si una hormiga selecciona el camino 1, 
la feromona depositada afectará únicamente la posición 1τ , en caso contrario se 
afecta 2τ . 
 
Figura 16. Matriz de feromonas para el caso del puente de dos vías. 
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Por otro lado, para el problema del cartero, la matriz de feromonas es similar a la 
matriz de distancias, y cada posición ijτ  indica la importancia que tiene adicionar el 
elemento dij dentro de la alternativa de solución en construcción. 
 
Figura 17. Matriz de distancias y su correspondiente matriz de feromonas. 
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5.4.3 Construcción de soluciones. El proceso para construir una alternativa de 
solución es básicamente un constructivo en el cual se adicionan elementos 
progresivamente. La diferencia con los métodos heurísticos radica en el hecho de 
que el elemento adicionado es producto del aprendizaje, dejando en un segundo 
plano el impacto que pueda tener sobre la función objetivo. 
 
Para construir una alternativa de solución por medio del algoritmo de colonia de 
hormigas es indispensable conocer la matriz de feromonas, y si es posible de 
información heurística que oriente la búsqueda sobre trayectorias promisorias. Por 
ejemplo para un TSP asimétrico con cinco ciudades completamente conectadas, se 
desea construir una alternativa de solución por medio de la matriz de distancias y 
la matriz de feromonas de la Figura 18. 
 
Figura 18. Ejemplo de TSP asimétrico de cinco ciudades. 
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Ya que es la primera alternativa en construcción, no se dispone del conocimiento 
recopilado por anteriores hormigas, por lo que el valor de feromona depositado en 
cada posición de la matriz es igual, excepto en la diagonal donde la feromona 
acumulada es cero con el fin de que el proceso de búsqueda no los considere, 
como se verá a continuación. Asimismo se debe hacer notar que el valor inicial de 
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feromona debe cumplir ciertos criterios para garantizar un desempeño adecuado 
del algoritmo,  para el presente ejemplo se asume un valor de diez.  
 
En el momento de adicionar un nuevo elemento a la solución, existe un conjunto 
finito de posibilidades conocido como vecindad, en el cual se definen los elementos 
que al ser adicionados producen una solución factible. Por ejemplo si en el 
problema del cartero descrito por la matriz de distancias de la de la Figura 17 se 
inicia el recorrido en la ciudad 1, la vecindad en la actual instancia se forma por el 
conjunto {2, 3, 4, 5}. Pero si estando en el nodo 2 se sabe que ya ha pasado por 
la ciudad 4, la vecindad estará formada por el conjunto {1, 3, 5}. 
 
Teniendo definida la vecindad kiN  para la actual alternativa de solución k que se 
está construyendo, el algoritmo por colonia de hormigas otorga por medio de (a1) 
una probabilidad de ser elegido a cada elemento de dicha vecindad en función de 
la información dada por el análisis de sensibilidad ijη y la aprendida en la matriz de 
feromonas ijτ . La posición actual de la solución de denota por i.  
  
[ ] [ ]
[ ] [ ]∑
∈
⋅
⋅
=
k
i
ijij
ij
Nl
ilil
kp βα
βα
ητ
ητ
 (a1) 
 
Los valores α y β son parámetros de ajuste que determinan que información es la 
más relevante para adicionar el elemento. Si α> β prima la información aprendida, 
pero si  α< β  la decisión se aproxima a la de un constructivo puro. 
Por ejemplo, a continuación se describe el procedimiento para adicionar el primer 
elemento a la alternativa de solución 1, teniendo como punto de partida la ciudad 
1 y con la información mostrada a continuación. Ya que es la primera alternativa 
en construcción, la feromona acumulada es transparente en la determinación de 
las probabilidades.   
 
Determinación de la probabilidad a los elementos en la vecindad: 
 
Posición actual: i=1 
Vecindad para la alternativa 1: }5,4,3,2{11 =N  
α=β=1 
[ ] [ ] 05.7
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Una vez determinada la probabilidad de cada elemento se debe otorgar a la 
hormiga un mecanismo para que decida cual elemento tomar. Es en este momento 
cuando entran en juego los mecanismos de explotación y exploración descritos en 
la sección 3.2.  
 
Un mecanismo de explotación simplemente se inclina por el elemento que posea 
las mejores características, es decir que busca la máxima probabilidad del 
conjunto, en cuyo caso sería el elemento p12 de la Figura 17, adicionando a la 
función objetivo la distancia d12. Un mecanismo de exploración permite que en 
ciertos casos hasta el elemento menos deseable por sus características sea tenido 
en cuenta para ingresar a la alternativa de solución. Existen en la literatura varios 
mecanismos que pueden ser de ayuda en este proceso, entre los cuales se 
describen algunos a continuación: 
 
• Aleatorio, en este mecanismo no se tiene en cuenta información de ningún 
tipo, por lo que todos los elementos de la vecindad poseen igual probabilidad de 
ser elegidos. Aunque útil, no resulta conveniente aplicarlo repetidamente, ya 
que el algoritmo perdería orientación. 
 
• Ruleta, es un mecanismo que incorpora exploración y explotación, ya que si 
bien los elementos con menor probabilidad pueden ser acogidos; los elementos 
mejor calificados tienden a ser favorecidos. Utilizando un esquema proporcional 
a la probabilidad descrita en la Figura 18, la ruleta podría tener una distribución 
como la mostrada en la Figura 19. 
 
Figura 19. Distribución de ruleta para las alternativas en juego. 
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Posteriormente un número aleatorio entre 0 y 100 determina cuál es el elemento 
que se adicionará a la alternativa de solución. Aunque en la Figura 18 los 
elementos fueron ordenados de mayor a menor probabilidad, es posible y a veces 
conveniente generar diversos ordenamientos. 
 
• Torneo, este mecanismo se puede considerar como un híbrido entre el 
aleatorio y la ruleta. Inicialmente todos los elementos poseen igual probabilidad 
de ser escogidos. Posteriormente se seleccionan dos de ellos para competir en 
un torneo en el que gana el que tenga las mejores características. Por ejemplo, 
se toman aleatoriamente los elementos 1-3 y 1-4, entre los cuales gana 1-3  al 
tener una probabilidad de 35.5% contra 10.1% del elemento 1-4. 
 
En general, el mecanismo de selección para el elemento a ingresar en la 
alternativa de solución se determina por medio de la ecuación (a2), donde q0  es 
un número aleatorio y q un parámetro de calibración que determina el grado de 
exploración que se le desea dar a la selección, ambos en el intervalo [0,1]. J es en 
mecanismo de selección exploratorio, como la  ruleta, torneo, aleatorio, entre 
otros.  
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Si q>q0 
(a2) De lo 
contrario 
 
En cada paso, un valor aleatorio se elije para q0 para determinar si la selección se 
dará de acuerdo a criterios de explotación o de exploración. 
 
5.4.4 Evaporación de los rastros de feromona. Al igual que en el entorno 
natural, la feromona artificial es susceptible a disminuir por efecto de la 
evaporación, y tiene por objeto evitar el crecimiento desmedido de los depósitos 
de feromona y convergencia prematura en óptimos locales. Desde el punto de 
vista computacional, esto se logra aplicando (a3) en los elementos de la matriz de 
feromonas. En dicha expresión ρ es el porcentaje de evaporación enmarcado por 
10 << ρ .     
 
ijij ττ ρ ⋅−= )1(  (a3) 
 
Existen diversos criterios para escoger los elementos ijτ que serán afectados por la 
evaporación, pero básicamente pueden ser clasificados como de tipo local y global.  
El mecanismo de evaporación global se ejecuta una vez finalizada la construcción 
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de todas las alternativas de solución que conforman la población, y los elementos 
afectados pueden ser: 
 
• Todos los elementos de la matriz de feromonas. Es un proceso más cercano al 
natural, sin embargo la complejidad computacional inherente le hace poco 
eficiente. 
 
• Todos los elementos empleados para la construcción las alternativas de 
solución. Es más eficiente, ya que no involucra todos los elementos de la 
matriz. Además, favorece la exploración, ya que previene la rápida acumulación 
de feromona en los elementos que forman las primeras alternativas. 
Ocasionalmente se omite la evaporación en la mejor alternativa de cada 
iteración, de modo que se favorece la explotación del rastro de feromona. 
 
El mecanismo de evaporación local se ejecuta durante cada paso de la 
construcción de las alternativas de solución, y afecta la posición de la matriz de 
feromonas que caracteriza al elemento adicionado. Por ejemplo, si en la Figura 17 
es seleccionado el elemento 1-2, entonces se decrementa el elemento 12τ  por 
medio de la ecuación (a4), que en esencia es la misma ecuación (a3), sólo que el 
factor de evaporación es menor (ε<ρ). 
 
ijij ττ ε ⋅−= )1(  (a4) 
 
Este mecanismo permite que en la próxima alternativa de solución que se 
construya e involucre el término 1-2, este tenga una probabilidad de ser elegido de 
menor valor, con lo cual se favorecen los mecanismos de exploración. 
 
5.4.5 Depósitos de feromona. Este procedimiento se ejecuta una vez finalizada 
la construcción de las alternativas que conforman la población, y la feromona 
depositada por cada hormiga depende directamente de la calidad de la solución 
hallada: a medida que la alternativa presenta mejor calidad, más altos son los 
depósitos. Por ejemplo, para el caso de TSP, entre más corto sea el recorrido 
mayor incremento lograrán los elementos que forman dicha hormiga.  
 
Matemáticamente esto se expresa en forma de la ecuación (a5).  
 
∑
==∆
ij
k
ij
dsf
1
)(
1τ  (a5) 
 
Posteriormente, a los elementos de la hormiga k que conforman la solución s 
(caminos i-j) se incrementa el valor en la matriz de feromona al elemento ijτ  por 
medio de la ecuación (a5). 
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k
ijijij τττ ∆+←  (a6) 
El superíndice k indica que el incremento se debe a la hormiga k, cuyo recorrido 
completo se determina sumando los elementos de la matriz de distancias.  La 
feromona acumulada sobre cada elemento de la matriz de feromonas debido a los 
depósitos de las m hormigas que conforman la población se determina por la 
ecuación (a7), la cual es una generalización de la ecuación (a6). kijτ∆ es igual a 
cero si el arco i-j no fue usado por la hormiga k, de lo contrario su valor viene 
dado por la ecuación (a5). 
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Igualmente existen criterios para determinar cuáles hormigas está habilitadas para 
los depósitos de feromona, los cuales pueden ser resumidos en: 
 
• Habilitar todas las hormigas para depositar feromona de acuerdo a la calidad 
de la solución encontrada. Es un proceso de alto consumo computacional y 
puede retrasar la convergencia del algoritmo. 
 
• Habilitar sólo a un grupo de soluciones de élite, y disminuir el valor de la 
feromona acumulada a medida que se desmejora la solución. 
 
• Habilitar en forma alternada a la mejor alternativa encontrada en cada 
iteración o a la incumbente. 
 
5.4.6  Inicialización del camino de feromonas. Al inicio del algoritmo todos 
los elementos que forman la matriz de feromonas deben tener asignado un valor 
0τ , el cual debe ser ajustado para garantizar que el incremento de feromona dado 
por las primeras soluciones no sea tal que incline la exploración hacia unas pocas 
regiones del espacio de solución, conduciendo a una explotación anticipada y a 
óptimos locales. Igualmente se pretende limitar 0τ a un valor no muy elevado, de 
modo que no se necesiten de muchas iteraciones para permitir que la evaporación 
elimine los rastros sobre caminos poco atractivos y se genere una convergencia 
lente e ineficiente.  
 
El valor con el cual se inicializan los elementos de la matriz de feromonas se basa 
en el uso de una buena información heurística, que se aplica en una ecuación 
como la mostrada en (a8). Donde m es el número de hormigas artificiales usadas 
para la búsqueda de la solución y )( *sf es el valor de la función objetivo para la 
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mejor solución encontrada por un constructivo de tipo heurístico, mientras que Q  
es un parámetro de calibración. 
 
)( *
0
sfQ
m
⋅
=τ  (a8) 
 
Adicionalmente los rastros iniciales en la matriz de feromona pueden ser 
reajustados si se tiene un buen conocimiento del problema. Por ejemplo para el 
problema del cartero se conoce que algunos caminos son prohibidos o 
inexistentes, como lo son los elementos de la diagonal. Por tal motivo se 
selecciona un valor de cero a estos elementos, de modo que no exista probabilidad 
alguna de que sean escogidos. 
 
Por otro lado, si se sabe que un elemento debe estar dentro de una alternativa de 
solución para que esta sea factible y/o de buena calidad, es posible asignar un 
rastro de alto valor ( 0ττ >> ), de modo que los mecanismos de selección siempre 
lo encuentre atractivo. 
 
Algunos algoritmos proponen crear limitantes a los rastros acumulados en la matriz 
de feromonas. En tal caso cualquier posición de la matriz se encontrará en el 
intervalo ],[ maxmin ττ . Este intervalo garantiza que ningún elemento pierda la 
probabilidad de ser escogido, o que por el contrario posea una super-selectibilidad. 
Adicionalmente se propone reiniciar la matriz de feromonas cada vez que la 
incumbente sea mejorada, aplicando en tal caso la ecuación (a9), donde )( bestsf  
es el valor de la función objetivo dado por la incumbente. 
 
)(
0
bestsfQ
m
⋅
=τ  (a9) 
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6. DISEÑO E IMPLEMENTACIÓN DEL ALGORITMO 
 
 
6.1  IMPLEMENTACIÓN 
 
Se desarrolló un algoritmo usando lenguaje de programación C, en el cual se 
implemento la Metodología de Colonia de Hormigas para dar solución al Problema 
de Asignación Óptima de Aulas y Horarios de clase, definido en detalle en el 
capítulo 3. 
 
Este algoritmo genera horarios de clase a los estudiantes de una determinada 
institución educativa y asigna las aulas adecuadas a cada evento. La Programación 
de Aulas y Horarios trae consigo una serie de restricciones: blandas y duras 
mencionadas anteriormente, las cuales son evaluadas durante todo el recorrido del 
programa. A continuación se describirá detalladamente la implementación de este. 
 
Se tienen en cuenta una serie de variables tales como: 
 
• Estudiantes. 
• Salones. 
• Eventos. 
• Bloques de tiempo. 
• Características. 
 
6.2 DATOS DE ENTRADA 
 
Los datos de entrada son leídos de un archivo de texto plano, el cual contiene la 
información necesaria para generar los horarios de clase y llenar el vector y las 
matrices iniciales del programa. 
 
• La primera línea del archivo contiene el número de eventos, salones, 
características y estudiantes ubicados en el mismo orden en que fueron 
enumerados y separados por espacios. 
 
• A partir de la segunda línea simulando un vector vertical se hallan el resto de 
datos necesarios para la ejecución del algoritmo. 
 
6.3 MATRICES INICIALES 
 
Estas matrices son alimentadas con el archivo de texto plano que trae los datos de 
la competencia, a partir de estas son generadas otras matrices del algoritmo que 
son necesarias para hallar los resultados finales. Las matrices iniciales son aquellas 
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que parametrizan el algoritmo, es decir, que después de unas operaciones 
realizadas entre ellas, definen que aulas son apropiadas para los eventos según 
características y para los estudiantes según la capacidad. A continuación se 
explicaran en detalle cada una de estas matrices. 
 
6.3.1 Estudiantes vs Eventos. Esta matriz precisa la cantidad de estudiantes 
que asisten a un evento y el número de eventos que este matriculó, uno significa 
que el estudiante asiste a un evento, y cero significa lo contrario, es decir, que no 
asiste al evento. Según la Figura 20, el evento dos (biología), solo tiene un 
estudiante matriculado, a diferencia del evento tres que tiene tres estudiantes. 
 
Figura 20. Matriz Estudiantes-Eventos   
 
 
 
6.3.2 Salones vs Características. Esta matriz permite determinar que 
características posee cada salón (audiovisual, salón de clase, laboratorio, sala de 
computo… etc.). Donde uno indica que el salón tiene una característica 
determinada y cero que dicho salón no tiene esa característica. Por ejemplo: indica 
que el salón 2 tiene la característica uno y por ende es un salón de audiovisuales, 
el salón dos tiene tres características: salón de clases, laboratorio y salón de 
cómputo. 
 
Figura 21. Ejemplo distribución de datos en la Matriz Salones – Características 
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Figura 22. Matriz Salones – Características 
 
 
 
 
6.3.3 Eventos vs Características. Esta matriz permite determinar que 
características requiere cada evento (ej. audiovisual, salón de clase, laboratorio, 
sala de cómputo). Donde 1 significa que dicho evento requiere de esa 
característica, y 0 significa que no la requiere. 
 
 
Figura 23. Matriz Eventos – Características 
 
 
 
Por ejemplo: Ver Figura 24.  
 
Figura 24. Ejemplo distribución de datos en la Matriz Eventos – Características 
 
 
 
Significa que el evento número dos requiere de la característica número cuatro (ej. 
Característica [4] = sala de cómputo). 
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A continuación se muestra el código utilizado para llenar las matrices iniciales con 
el vector que contiene los datos de entrada. 
int **LlenarMatriz(int *vector,int ini, int FILAS, int COLUMNAS) 
{ int **Matriz,k=ini,i,j;   
Matriz = (int**)malloc(sizeof(int*)*FILAS); 
for (i=0; i<FILAS; i++){ 
  Matriz[i] = (int *) malloc (sizeof(int)*COLUMNAS); 
  memset (Matriz[i], 0, sizeof(int)*COLUMNAS); 
  } 
 
for(int i=0; i<FILAS; i++){ 
   for (j=0; j<COLUMNAS; j++){ 
        Matriz[i][j]=vector[k]; 
        k++; 
        } 
    } 
 
return (Matriz); 
}   
 
La función LlenarMatriz retorna una matriz de números enteros, y recibe como 
parámetros el vector que contiene los datos iniciales (*vector), un valor entero que 
indica en que campo del vector se empezaran a leer los datos para llenar la matriz 
respectiva (ini) y el número de columnas y filas de la matriz (COLUMNAS y FILAS). 
  
VECTOR INICIAL 
 
6.4.1 Salones capacidad 
 
 
Figura 25. Vector Salones - Capacidad 
 
 
El vector salones capacidad permite observar la capacidad que posee cada salón 
para recibir un número determinado de estudiantes, por ejemplo la Figura 25 
indica que el salón 1 tiene capacidad para 3 estudiantes. 
 
Habiendo ya detallado el vector y las matrices de entrada con los cuales se 
hicieron los cálculos necesarios para generar los horarios de clase de cada 
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estudiante y la asignación de aulas a los eventos, solo queda describir el proceso 
para llegar al resultado final. 
 
Se cruzaron las matrices iniciales Eventos vs Características y Salones vs 
Características y se genero una matriz resultante_1 que según las características 
indica las aulas que pueden ser asignadas a cada uno de los eventos. 
 
Posteriormente se cruzaron la matriz inicial Eventos vs Estudiantes y el vector 
inicial Salones-Capacidad y se construyo una matriz resultante_2, la cual indica 
según el número de estudiantes, las aulas que pueden ser asignadas a un evento 
según su capacidad.  
 
Finalmente se cruzan las matrices resultantes para generar una matriz Eventos vs 
Salones, que indica las aulas que pueden ser asignadas a un evento según sus 
características y su capacidad. Esta matriz es la unión de las matrices iniciales y se 
usara en el algoritmo para evitar que sea violada una restricción dura: “Salón 
Idóneo”.  
 
6.4.2  Tabla de recorrido  
 
Figura 26. Tabla de recorrido 
 
 
 
 
La tabla de recorrido es la matriz que indica el orden de los eventos a los cuales 
les serán asignados un aula y un bloque de tiempo. Esta matriz contiene en la 
primera columna los eventos, en la segunda el número de salones factibles por 
evento y en la tercera el número de estudiantes por evento. 
La segunda columna se obtiene de la matriz Eventos vs Salones, donde se calcula 
el número de aulas posibles que podrán ser asignadas a cada uno de los eventos. 
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La tercera columna se obtiene de la matriz inicial Estudiantes vs Eventos, donde se 
calcula el número de estudiantes que asistirán a cada evento. 
 
Finalmente la tabla de recorrido se ordena ascendentemente por la segunda 
columna, es decir por número de aulas factibles para cada evento y después se 
ordena descendentemente por la tercera columna, es decir por el número de 
estudiantes de cada evento; esto con el fin de asignar un bloque de tiempo y un 
aula primero a los eventos que tienen el menor número de salones factibles y el 
mayor  número de estudiantes. Por último se les asignara un bloque de tiempo y 
un aula a los eventos que tienen mayor número de aulas factibles y menor número 
de estudiantes por evento.  
 
Después de analizar los métodos de ordenamiento de datos, se opto por utilizar el 
método de selección ya que este no requiere de memoria adicional y realiza pocos 
intercambios lo cual es fundamental cuando se avalúan grandes cantidades de 
datos como en el problema de asignación de salones. A continuación se muestra el 
código implementado para el ordenamiento de esta matriz. 
 
int **ordenar_matriz1(int **recorrido, int FILAS) 
{ 
int Mayor,Aux1,Aux0,Aux2, Posmayor; 
 
for(int i=0;i<(FILAS-1);i++) 
 {Mayor=recorrido[i][1]; 
  Posmayor=i; 
  for(int j=i+1;j<FILAS;j++) 
  {if(recorrido[j][1]<Mayor)       
   {Mayor=recorrido[j][1]; 
    Posmayor=j; 
   }  
  }  
  Aux1=recorrido[i][1]; 
  Aux0=recorrido[i][0]; 
  Aux2=recorrido[i][2]; 
  recorrido[i][1]=recorrido[Posmayor][1]; 
  recorrido[i][0]=recorrido[Posmayor][0]; 
  recorrido[i][2]=recorrido[Posmayor][2]; 
  recorrido[Posmayor][1]=Aux1; 
  recorrido[Posmayor][0]=Aux0; 
  recorrido[Posmayor][2]=Aux2; 
  } 
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  return (recorrido); 
}  
   
int **ordenar_matriz2(int **recorrido,int FILAS) 
{ 
int Mayor,Aux1,Aux0,Aux2,i,j, Posmayor; 
int cont=1,cont2=0,cont3=1,k=0,l=0, ban=1,ban2=0,s=1; 
 
for(int l=0; l<(FILAS-1); l++){ 
    if(recorrido[l][1]!=recorrido[l+1][1])     
        cont3++; 
        }  
              
for(int l=0;l<cont3;l++){  
  while((s<=(FILAS-1))&&(recorrido[k][1]==recorrido[s][1])){ 
        cont=cont+1; 
        s++;              
        } 
  cont2=cont2+cont; 
  for(i=k;i<(cont2-1);i++) 
     {Mayor=recorrido[i][2]; 
      Posmayor=i; 
      for(j=i+1;j<cont2;j++) 
         {if(recorrido[j][2]>Mayor)       
            {Mayor=recorrido[j][2]; 
             Posmayor=j; 
             }  
          }  
      Aux1=recorrido[i][1]; 
      Aux0=recorrido[i][0]; 
      Aux2=recorrido[i][2]; 
      recorrido[i][1]=recorrido[Posmayor][1]; 
      recorrido[i][0]=recorrido[Posmayor][0]; 
      recorrido[i][2]=recorrido[Posmayor][2]; 
      recorrido[Posmayor][1]=Aux1; 
      recorrido[Posmayor][0]=Aux0; 
      recorrido[Posmayor][2]=Aux2; 
      } 
    k=cont2; 
  s=k+1; 
  cont=1; 
 } 
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  return (recorrido); 
} 
Como se observa, la matriz es ordenada dos veces, primero se ordena 
descendentemente por la segunda columna con la función ordenar_matriz1, y 
después se por ascendentemente por la tercera columna sin afectar el primer 
ordenamiento con la función ordenar_matriz2. Las dos funciones devuelven una 
matriz de enteros y reciben como parámetros la matriz que será ordenada 
(**recorrido) y el número de filas (FILAS), el número de columnas es constante. 
 
6.4.3 Matriz de feromonas. La matriz de feromonas ayuda al algoritmo a elegir 
un aula y un bloque de tiempo para cada evento. En esta matriz se penalizan o 
fortalecen los caminos recorridos por las hormigas76, cuando un recorrido arroja 
una solución viable el camino se fortalece, si por el contrario, la solución arrojada 
no es viable entonces este camino será penalizado. Más adelante en este capítulo 
se definirán los argumentos que se tienen en cuenta a la hora de definir si una 
solución es viable o no. 
 
Esta matriz es construida a partir de la matriz Eventos vs Salones, donde los 
eventos definen el número de columnas de la matriz de feromonas y los bloques 
de tiempo multiplicados por el número de salones definen el número de filas de la 
matriz. 
 
En la matriz de feromonas se asignará un 10 en los primeros 4 bloques de tiempo 
y un 9 en el último bloque de tiempo a los campos que indican que un aula es 
factible para un evento y se asignara un 2 en todos los bloques de tiempo a los 
campos que indican que un aula no es factible para ese evento. En la matriz 
Eventos vs Salones se evalúa si un aula puede ser o no asignada a un evento. La 
Figura 27 muestra en detalle como son asignados dichos valores. 
 
La Matriz de feromonas cambiará con cada iteración del algoritmo según los 
resultados generados, una iteración simula una hormiga que hace su recorrido 
hasta encontrar una fuente de abastecimiento. 
Después de realizar una iteración se evalúa la solución, si esta solución es viable, 
los campos recorridos de la matriz de feromonas tomarán un mayor valor y la 
solución se señala como la mejor,  a este proceso se le denomina Fortalecimiento 
del camino. Si por el contrario, la solución generada no es tan viable comparada 
con  la mejor, se penalizan los campos recorridos de la matriz de feromonas 
pretendiendo que con cada iteración el algoritmo genere mejores resultados.   
 
Figura 27. Matriz de Feromonas. 
                                        
76 Una iteración del algoritmo simula el recorrido de una hormiga para encontrar una fuente de 
alimento. 
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6.4.4 Horario estudiantes (1er estado). La matriz horario_estudiantes asume 
dos estados el primero cuando elige todos los posibles bloques de tiempo al que 
puede ser asignado un salón, quedando estos datos plasmados en la matriz; el 
segundo estado se presenta cuando elige la mejor opción, dejando solo 
almacenados en la matriz los datos de la opción escogida y borrando así las otras 
posibles opciones que ya descartó. 
 
En este punto, solo se explicará el comportamiento de la Matriz cuando asume el 
primer estado: la matriz horario_estudiantes tiene como dimensiones: bloques de 
tiempo por estudiantes, en donde sus filas están designadas por los bloques de 
tiempo y sus columnas por los estudiantes. 
 
En dicha matriz es ubicado el evento seleccionado de la Matriz Tabla de Recorrido, 
en el campo correspondiente a los estudiantes que matricularon dicho evento; 
según la Figura 28, se puede ver que el evento 10 es matriculado por los 
estudiantes 1, 3, 7 y 9.  
 
Figura 28. Matriz Horario – Estudiantes 
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6.4.5  Cruce de horarios. Los cruces se evalúan en la matriz Horario Estudiante 
(1er estado), es posible determinar si existe un cruce de horario, cuando se 
observa que a un estudiante se le asignan dos eventos en el mismo bloque de 
tiempo. 
 
Figura 29. Matriz Cruce de Horarios 
 
 
 
6.4.6  Eventos continuos. Los eventos continuos se evalúan en la matriz 
Horario Estudiantes (1er estado), y es posible ver si hay clases continuas, cuando 
el estudiante tiene más de dos horas (bloques) seguidas de clase. 
 
Figura 30. Matriz Eventos Continuos. 
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6.4.7  Cálculo de probabilidades. La Matriz Cálculo de Probabilidades se 
generada con los datos de todas las matrices anteriores, dicha matriz contiene la 
probabilidad de cuan factible es que un aula y un bloque de tiempo sean asignados 
a un evento. Ahora, la probabilidad influye a la hora de seleccionar un aula y un 
bloque de tiempo para un evento, pero realmente estos datos son seleccionados 
aleatoriamente con el fin de explorar el mayor espacio de soluciones posibles. 
 
Figura 31. Matriz Cálculo de Probabilidades 
 
. 
A continuación, se explica de forma detallada cada uno de los campos que 
contiene la Matriz Cálculo de Probabilidades:  
 
• Asignado, columna {0}, contiene la información de asignación de datos a 
un evento. El número 1 indica que el aula y bloque de tiempo relacionadas a 
esta fila ya han sido asignados a un evento y 0 indica que aun no han sido 
asignados. Esto, para evitar que sean violadas dos restricciones duras: ¨Cruce 
 78 
 
de salón¨ y ¨Cruce de horario¨, ya que muestran que un aula y un bloque de 
tiempo solo pueden ser asignados a un solo evento. 
 
• 1-Asignado, columna {1}, contiene el valor equivalente a 1 menos (-) el 
contenido de la columna {0}. 
• Cruces, columna {2}, contiene el número de cruces de un evento según el 
aula y bloque de tiempo, estos datos son obtenidos de la Matriz      Cruce de 
horarios.  
 
• X, columna {3}, contiene un valor fijo (x). Según su valor el algoritmo 
converge hacia una solución u otra. Este valor será relacionado con el número 
de cruces de cada evento. 
 
• X^Cruces, columna {4}, es el resultado de elevar el contenido del  campo 
{3}  al contenido del campo {2}.  
 
• Continuas,  columna {5}, contiene el número de eventos continuos, estos 
datos son obtenidos de la Matriz Eventos Continuos. 
 
• Y,  columna {6}, al igual que la columna {3}, contiene un valor fijo (y). 
Según su valor el algoritmo converge hacia una solución u otra. Este valor será 
relacionado con el número de eventos continuos. 
 
• Y^Continuas, columna {7}, es el resultado de elevar el contenido del  
campo {6} al contenido del campo {5}. 
 
• Nº Estudiantes, columna {8}, contiene el número de estudiantes 
respectivo a cada evento, se obtiene de la matriz de entrada Eventos vs 
Estudiantes. 
 
• Z {1…4},  columna {9}, contiene una constante z=1, este número será 
relacionado con los primeros cuatro bloques de tiempo  para que tengan más 
probabilidad de ser seleccionados y ser asignados a un evento. 
 
• Z {5},  columna {10}, contiene una constante z=0.9, este número será 
relacionado con el último bloque de tiempo, con el fin de que tenga una menor 
probabilidad de ser seleccionado. Evitando así, que sea violada una restricción 
blanda:”Ultimo bloque”, que indica que los eventos no sean programados en la 
ultima hora del día. 
 
• Z^NEE, columna {11}, para los primeros 4 bloques de tiempo, Z=contenido 
de la columna {9} y para el último bloque de tiempo Z=contenido de la 
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columna {10}. El contenido de esta columna es igual al valor de Z elevado al 
número de estudiantes que asistirán al evento (contenido de la columna {8}. 
 
• N7, columna {12}, es el resultado de (columna {1} *columna {4}*columna 
{7}*columna {11}), en este punto se componen en una sola columna los 
datos para calcular las probabilidades, teniendo en cuenta que a mayor 
número cruces y eventos continuos menor es la probabilidad de que el aula y 
el bloque de tiempo sean elegidos. Además, se considera que debe ser menor 
la probabilidad para programar un evento en el último bloque de tiempo, que 
la probabilidad para programar un evento en los primeros 4 bloques de 
tiempo.   
 
• T, columna {13}, contiene los datos de las feromonas relacionadas a cada 
aula y bloque de tiempo, estos datos son obtenidos de la Matriz Feromonas. 
 
• TBTNBT, columna {14}, es el resultado de (columna {12}*columna {13}). 
Esta columna combina los datos obtenidos en la columna {12} con los datos 
de las feromonas, esto con el fin de que en cada iteración el algoritmo evalué 
los caminos penalizados y fortalecidos en la Matriz de Feromonas. 
 
• Probabilidad, columna {15}, contiene la probabilidad de que sea elegido 
un aula y un bloque de tiempo para un evento. 
 
6.4.8  Elección del aula y bloque de tiempo. Después de que son 
seleccionados aleatoriamente el aula y el bloque de tiempo,  es modificada la 
Matriz Horario Estudiante (segundo estado). Para generar un número aleatorio se 
utiliza la función random de la siguiente manera: 
 
srand ( time(NULL) ); 
jk = rand() % 100; 
 
La variable jk guarda un número aleatorio entre 1 y 100, este valor se usa para 
evaluar las probabilidades de elegir un aula y bloque de tiempo en la Matriz 
Probabilidades mencionada anteriormente. 
 
Inicialmente se asignó el evento a los estudiantes en todos los bloques de tiempo, 
así como lo muestra la Figura 28, ahora el paso a seguir es eliminar el evento de 
todos los bloques y que solo quede el evento que este almacenado en la fila que 
corresponde al bloque de tiempo que ha sido seleccionado en la Matriz Cálculo de 
Probabilidades. 
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Por ejemplo, la Figura 32 indica que el bloque de tiempo BT2 ha sido seleccionado, 
por lo tanto solo en la fila que corresponde al bloque de tiempo queda almacenado 
el evento. 
 
Figura 32. Matriz Elección de Aula y Bloque de Tiempo. 
 
 
 
6.4.9  Matriz de salida bloque de tiempo vs Salones. La Matriz de salida 
bloque de tiempo_salones almacena un evento según el bloque de tiempo y aula 
elegida, teniendo en cuenta que las columnas de esta son los bloques de tiempo y 
sus filas son los salones. 
 
Figura 33. Matriz de Salida Bloque de Tiempo-Salones. 
 
 
En el caso de la Figura 33, al evento 10 le fue asignada el aula S1 y el bloque de 
tiempo BT2. 
 
Una iteración termina cuando se le ha asignado un aula y un bloque de tiempo al 
último evento ubicado en la tabla de recorrido.  
 
6.4.10 Evaluación de las soluciones. Para verificar si una solución es o no 
viable, se calculan el número de restricciones duras y blandas violadas, y son 
evaluadas en una Función Objetivo.  
 
Función objetivo = ((∑Restricciones blandas) (α)) + ((∑Restricciones duras) (β)) 
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Donde:  
α, constante que penaliza la violación de restricciones duras. 
β, constante que penaliza la violación de restricciones blandas. 
 
Generalmente  α  debe ser  mayor a β, ya que las restricciones duras son de 
obligatorio cumplimiento, en cambio las restricciones blandas pueden ser más 
flexibles.  
 
En la primera iteración se almacenan la matriz de salida generada y el resultado de 
su función objetivo, esto para tener datos con los cuales comparar los resultados 
de la siguientes iteraciones.  
 
Una solución es mejor que otra cuando el resultado de su función objetivo es 
menor que el resultado de la función con la que se está comparando. 
 
Finalmente, después de que el algoritmo realice todas las iteraciones, la solución 
arrojada es la mejor de todas las halladas en cada iteración; el espacio de solución 
es muy grande y crece exponencialmente a medida que se le adicionan datos, por 
lo tanto, a mayor número de iteraciones mejor es la solución arrojada por el 
algoritmo. 
 
El número de restricciones violadas es tomado de dos matrices finales, para aclarar 
el procedimiento que se lleva a cabo, se explica a continuación el cálculo de dichos 
datos: 
 
Calcular el número de restricciones duras:  
 
• Ya que durante la ejecución del código se penalizaron los cruces de horarios 
y salones, estas tienen el valor de 0. 
 
• Salón idóneo: Se calcula la matriz bloque de tiempo, cuando un evento es 
ubicado en un salón que no cumple con sus necesidades. 
  
Calcular el número de restricciones blandas: 
 
• Evento Continuo: se obtiene de la Matriz Horario Estudiante final, es decir, 
cuando se han asignado todos los eventos de la matriz tabla de recorrido. Los 
eventos continuos, como se aclaro anteriormente, ocurren cuando un 
estudiante tiene más de dos eventos seguidos. 
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• Último Bloque: se obtiene de la Matriz Horario Estudiante final, como su 
nombre lo dice, ocurren cuando son programados eventos a la última hora del 
día. 
 
• Única clase: se obtiene de Matriz Horario Estudiante, y ocurre cuando un 
estudiante tiene un solo evento al día. 
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7. EVALUACIÓN DE DESEMPEÑO, PRUEBAS Y RESULTADOS 
 
 
7.1  ANÁLISIS DE RESULTADOS 
 
El algoritmo implementado fue ejecutado en diferentes plataformas, y con 
diferentes técnicas tanto heurísticas como deterministas.  
 
Los datos de entrada fueron obtenidos de la página oficial de la competencia [1], 
los cuales corresponden a 400 eventos, 10 aulas, 10 características y 500 
estudiantes. 
 
La solución será óptima en el momento que el valor de la función objetivo sea 
igual a cero (0), esto indica que no se ha violado ningún tipo de restricción, que se 
han asignado correctamente los bloques de tiempo y aulas a los eventos y  que se 
han generado correctamente los horarios de clase para los estudiantes. 
 
Las plataformas utilizadas poseen las siguientes características: 
 
• Plataforma 1(computador personal): 
Memoria RAM: 3 GB 
Sistema operativo: Microsoft Windows XP Profesional, versión 2002 
Velocidad: 2  GHz 
AMD Turion(tm) 64x2 Tl-60 
Nº Procesadores: 1 
 
• Plataforma 2 (Supercomputador): 
Memoria RAM: 16 GB 
Sistema operativo: Linux, Suse SLES 9(Suse Linux Enterprise Server 9)   
Velocidad: 1.6  GHz 
Nº Procesadores: 8, pero solo es necesario utilizar uno de ellos ya que el 
algoritmo no está paralelizado. 
 
7.1.1 Prueba 1 
 
En esta prueba se utilizó una técnica heurística, la cual consiste en la selección de 
bloque de tiempo  y al aula de forma aleatoria para ser asignados a cada uno de 
los eventos. 
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7.1.1.1 Plataforma 1 
 
Cuadro 4. Resultados obtenidos en la Prueba 1 – Plataforma 1. 
 
Nº 
Iteraciones 
Tiempo de 
Ejecución 
(min) 
Función 
Objetivo 
Nro. 
Restricciones 
Blandas 
Violadas  
Nro. 
Restricciones 
Duras 
Violadas 
10 0,1015 589 505 42 
100 1,0125 575 505 35 
1000 9,9882 552 502 25 
5000 50,2112 519 501 9 
10000 99,4609 510 496 7 
20000 206,7127 507 499 4 
      
 
Figura 34. Comportamiento del Algoritmo – Nº Iteraciones vs Función Objetivo, 
Prueba 1 – Plataforma 1. 
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7.1.1.1.1 Soluciones halladas 
 
Figura 35. Resultados Arrojados con 10 Iteraciones, Prueba 1 – Plataforma 1. 
 
 
 
 86 
 
Figura 36. Resultados Arrojados con 100 Iteraciones, Prueba 1 – Plataforma 1 
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Figura 37. Resultados Arrojados con 1000 Iteraciones, Prueba 1 – Plataforma 1. 
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Figura 38. Resultados Arrojados con 5000 Iteraciones, Prueba 1 – Plataforma 1. 
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Figura 39. Resultados Arrojados con 10000 Iteraciones, Prueba 1–Plataforma 1 
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Figura 40. Resultados Arrojados con 20000 Iteraciones, Prueba 1-Plataforma 1 
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7.1.1.2 Plataforma 2 
 
Cuadro 5. Resultados obtenidos en la Prueba 1 – Plataforma 2. 
 
Nro. 
Iteraciones 
Tiempo de 
Ejecución 
(min) 
Función 
Objetivo 
Nro. 
Restricciones 
Blandas 
Violadas  
Nro. 
Restricciones 
Duras 
Violadas 
10 0,0169 568 502 33 
100 0,2197 562 500 31 
1000 2,0708 551 501 25 
5000 9,8830 527 503 12 
10000 21,7312 504 498 3 
20000 42,8893 508 502 3 
      
 
Figura 41. Comportamiento del Algoritmo – Nº Iteraciones vs Función Objetivo, 
Prueba 1 – Plataforma 2. 
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Figura 42. Resultados Arrojados con 10 Iteraciones, Prueba 1 
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– Plataforma 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figura 43. Resultados Arrojados con 10
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0 Iteraciones, Prueba 1 – Plataforma 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figura 44. Resultados Arrojados con 1000 Iteraciones, 
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Prueba 1 
 
 
– Plataforma 2. 
 
  
Figura 45.  Resultados Arrojados con 5000 Iteraciones,
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 Prueba 1 
 
– Plataforma 2. 
 
  
Figura 46. Resultados Arrojados con 10000 Iteraciones, Prueba 1
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- Plataforma 2. 
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Figura 47.  Resultados Arrojados con 20000 Iteraciones, Prueba 1-Plataforma 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Los resultados obtenidos indican que a mayor número de iteraciones del algoritmo, 
mejores son los resultados obtenidos. 
 
La Función Objetivo define la calidad de la solución, pues es el resultado de un 
cálculo matemático que incluye tanto las restricciones duras como las blandas, esta 
función está definida detalladamente en el punto 6.3 de este documento. 
 
Esta hipótesis también se puede reflejar en el Cuadro 4, en donde se observa que 
el valor de la función objetivo es inversamente proporcional al número de 
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iteraciones, es decir, a medida que el número de iteraciones se hace mayor, el 
valor de la función objetivo se hace menor. 
 
Debido a la gran cantidad de datos, al ejecutar el algoritmo en una estación de 
trabajo convencional los tiempos de ejecución son altos, pero si se utiliza una 
plataforma como el Altix estos tiempos se reducen notablemente. Es recomendable 
paralelizar el algoritmo con el fin de utilizar los 8 procesadores del 
supercomputador y reducir aun mas los tiempos de ejecución.  
 
La diferencia en el tiempo de ejecución entre utilizar las plataformas 1 y 2 se ve 
reflejada en la Figura 47. 
 
Cuadro 6. Resultados Prueba 1, Plataforma 1 vs. Plataforma 2. 
 
Nº 
Iteraciones 
Plataforma 
1 
Plataforma 
2 
10 0,1015 0,0169 
100 1,0125 0,2197 
1000 9,9882 2,0708 
5000 50,2112 9,883 
10000 99,4609 21,7312 
20000 206,7127 42,8893 
 
 
Figura 48. Plataforma 1 vs Plataforma 2 – Tiempo de Ejecución. 
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7.1.2 Prueba 2 
 
En esta prueba se utilizó una técnica determinista, la cual consiste en la selección 
de los bloques de tiempo y aulas que tengan mayor probabilidad  para ser 
asignados a cada uno de los eventos. 
 
7.1.2.1 Plataforma 1 
 
Cuadro 7. Resultados obtenidos en la Prueba 2 – Plataforma 1. 
 
Nº 
Iteraciones 
Tiempo de 
Ejecución 
(min) 
Función 
Objetivo 
Nro. 
Restricciones 
Blandas 
Violadas  
Nro. 
Restricciones 
Duras 
Violadas 
10 0,1039 503 503 0 
100 1,0461 503 503 0 
1000 10,4351 503 503 0 
5000 52,0346 503 503 0 
10000 105,5031 503 503 0 
20000 211,5031 503 503 0 
      
 
Figura 49. Comportamiento del Algoritmo – Nº Iteraciones vs Función Objetivo, 
Prueba 2 – Plataforma 1. 
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7.1.2.1.1 Soluciones halladas 
 
Figura 50. Resultados Arrojados con 10 Iteraciones, Prueba 2 – Plataforma 1. 
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Figura 51. Resultados Arrojados con 100 Iteraciones, Prueba 2 – Plataforma 1. 
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Figura 52. Resultados Arrojados con 1000 Iteraciones, Prueba 2 – Plataforma 1. 
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Figura 53. Resultados Arrojados con 5000 Iteraciones, Prueba 2 – Plataforma 1. 
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Figura 54. Resultados Arrojados con 10000 Iteraciones, Prueba 2 – Plataforma 1. 
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Figura 55. Resultados Arrojados con 20000 Iteraciones, Prueba 2 – Plataforma 1. 
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7.1.2.2 Plataforma 2 
 
Cuadro 8. Resultados obtenidos en la Prueba 2 – Plataforma 2. 
 
Nº 
Iteraciones 
Tiempo de 
Ejecución 
(min) 
Función 
Objetivo 
Nro. 
Restricciones 
Blandas 
Violadas  
Nro. 
Restricciones 
Duras 
Violadas 
10 0,0159 498 498 0 
100 0,1450 498 498 0 
1000 1,5812 498 498 0 
5000 9,8197 498 498 0 
10000 20,6258 498 498 0 
20000 42,2933 498 498 0 
      
Figura 56. Comportamiento del Algoritmo – Nº Iteraciones vs Función Objetivo, 
Prueba 2 – Plataforma 2. 
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7.1.2.2.1 Soluciones halladas
 
Figura 57. Resultados Arrojados con 10 Iteraciones, Prueba 2 
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– Plataforma 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figura 58. Resultados Arrojados con 100 Iteraciones, 
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Prueba 2 – Plataforma 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figura 59. Resultados Arrojados con 1000 Iteraciones, Prueba 2
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–Plataforma 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figura 60. Resultados Arrojados con 5000 Iteraciones, Prueba 2 
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– Plataforma 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figura 61. Resultados Arrojados con 10000 Iteraciones, Prueba 2 
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– Plataforma 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figura 62. Resultados Arrojados con 20000 Iteraciones, Prueba 2 
112 
– Plataforma 2. 
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Cuando se seleccionan los datos con mayor probabilidad el algoritmo se enfoca en 
un óptimo local, y tiene muy pocas posibilidades de recorrer otros caminos 
buscando nuevas y mejores soluciones.  
Según estos resultados no es recomendable utilizar este método para solucionar 
problemas de alta complejidad combinatorial. 
 
7.2 VENTAJAS Y DESVENTAJAS 
 
A continuación se describen algunas ventajas y desventajas de la Metodología de 
Colonia de Hormigas. 
 
7.2.1 Ventajas 
 
• La metodología de Colonia de hormigas ha demostrado ser un buen método a la 
hora de solucionar problemas de alta complejidad como la asignación de 
horarios de clase, donde se deben tener en cuenta muchas variables.  
 
• Por la naturaleza de esta metodología se proporciona una alta probabilidad de 
encontrar un óptimo global, pues los métodos convencionales regularmente se 
quedan pegados en soluciones locales.  
 
• Haciendo uso de la matriz de feromonas el algoritmo se va retroalimentando, a 
medida que transcurre cada ciclo se va acercando a una mejor solución puesto 
que dicha matriz se modifica según la evaluación de la función objetivo.  
 
• Se pueden alcanzar mejores resultados a la hora de asignar los horarios a todos 
los estudiantes de una institución educativa, teniendo en cuenta los criterios 
preestablecidos por la misma. 
 
• Las soluciones planteadas son comprensibles por los miembros de la institución, 
al igual que los estudiantes, puesto que son de fácil entendimiento. 
 
• Adicionalmente, se pueden conocer las soluciones intermedias puesto que cada 
solución es válida, y cuenta con su propia función objetivo, cabe aclarar que a 
mayor el tiempo que se le dé a la ejecución del algoritmo mejor resultados en la 
asignación de las aulas y los horarios.  
 
7.2.2 Desventajas 
 
• Una de las principales desventajas de utilizar dicha metodología es la 
incertidumbre en cuanto al tiempo de convergencia del algoritmo. 
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• La naturaleza del algoritmo de Colonia de hormigas hace que este sea 
dependiente del tiempo (random), esto crea un lazo de dependencia lo cual 
limita un poco a la hora de dar solución al problema planteado.  
 
• Las metodologías metaheurísticas alcanzan soluciones óptimas a problemas np 
complejos, pero no se puede aun hablar de soluciones exactas. 
 
• Debido a la cantidad de datos que se manejan en este tipo de problemas, el 
espacio de soluciones es muy amplio, y es ahí donde el algoritmo empieza a 
buscar una mejor solución recorriendo todas las posibles opciones, y 
consumiendo un costo considerable del procesador con un tiempo de 
procesamiento muy alto. 
 
Es de anotar que la Metodología de Colonia de Hormigas presenta más ventajas 
que desventajas, por lo tanto se puede llegar a la conclusión que dicha 
metodología es lo suficientemente buena para ser considerada una buena 
alternativa de investigación para resolver el problema de Asignación de aulas y 
horarios de clase. 
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8. CONCLUSIONES 
 
 
• El algoritmo de asignación óptima de aulas y horarios de clase, utilizando 
colonia de hormigas implementado en este proyecto, es una solución a los 
problemas de matriculas de estudiantes y asignación de aulas para las 
instituciones educativas, ya que genera resultados de muy buena calidad y 
optimiza tiempo y trabajo tedioso. 
 
• El espacio de soluciones del algoritmo crece exponencialmente a medida que 
se aumenta la cantidad de datos. 
 
• Es necesario explorar un espacio de soluciones amplio ejecutando el algoritmo 
un gran número de iteraciones, con el fin de que este arroje una solución de 
buena calidad. Como se aclaró anteriormente, el número de iteraciones es 
inversamente proporcional al valor de la función objetivo, esto indica que a 
menor valor en la función objetivo, mejor es la solución porque implica que se 
violan menos restricciones. 
 
• A la hora de seleccionar un aula y un bloque de tiempo es recomendable 
utilizar un método aleatorio, ya que este permite al algoritmo explorar un 
campo de soluciones amplio y así hallar soluciones de muy buena calidad. 
 
• La selección de aula y bloque de tiempo con mayor probabilidad,  hace que el 
algoritmo enfoque las soluciones en un óptimo local y no le permite explorar 
nuevas rutas que conduzcan a un óptimo global. 
 
• Normalmente en el algoritmo se penalizan en la matriz de feromonas los 
caminos que llevan a soluciones poco viables y se fortalecen aquellos que 
llevan a soluciones viables, pero es más interesante penalizar estos últimos 
porque así se obliga al algoritmo a explorar nuevos caminos y evita que las 
soluciones se enfoquen en óptimos locales. 
 
• Debido al largo tiempo de ejecución que se genera cuando el algoritmo posee 
un gran número de iteraciones, se recomienda implementar paralelismo para 
acelerar los procesos y ejecutarlo en una plataforma robusta como lo es el 
Altix SGI 35077, ya que este puede ejecutar varios procesos al tiempo haciendo 
uso del concepto de computación reconfigurable (ver Anexo B). 
                                        
77 http://vis.lbl.gov/NERSC/Facilities/SGI_Altix_350_Server.pdf 
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• El tiempo de ejecución del algoritmo ejecutado en una plataforma robusta 
como el Altix SGI 350, mejoró notablemente comparado con el tiempo de 
ejecución del mismo ejecutado en una plataforma normal. 
 
• Cuando ejecutamos el algoritmo en  dos plataformas diferentes, aun con el 
mismo número de iteraciones y la misma cantidad de datos, la función objetivo 
cambia debido a la naturaleza de la metodología usada pues  la elección del 
bloque de tiempo y el aula se hace de forma aleatoria. Además,  este cambio 
también se ve influenciado por la diferencia en el grado de precisión que se 
obtiene al calcular las probabilidades en diferentes plataformas. 
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Anexo A. Tomado del Proyecto de Grado para aspirar al título de 
Magister en Ingeniería Eléctrica: Asignación óptima de salones de 
clase usando un algoritmo basado en Colonia de Hormigas [4] 
  
MODELO MATEMÁTICO  
 
Para verificar la eficiencia de la Metodología Colonia de Hormigas para la solución 
del problema de Asignación de Horarios, se tomarán los casos de prueba 
disponibles en la página oficial de la Competencia Internacional de Metaheurísticas 
[1]. Allí se encuentran disponibles las bases de datos de veinte instancias con 
diferentes grados de complejidad para el problema de asignación óptima de 
salones de clase. Sin embargo la información se encuentra en un formato de texto 
que debe ser interpretado y manipulado con el fin de ser resuelto.  
 
En la primera línea del archivo aparecen las dimensiones del problema, 
identificadas por: Número de eventos (Nev), Número de salones (Nsal), número de 
características (Nc) y el número de estudiantes (Nes). A partir de allí, aparece un 
solo número por línea, identificando ordenadamente los siguientes datos:  
 
Tamaño de salón: indica el número de estudiantes que puede albergar cada 
salón. Esta información puede ser almacenada en un vector tal como se ilustra en 
la Figura Anexo1 - 1. 
 
 
Figura Anexo1 - 1: Ejemplo de vector Tamaño Salón para el caso de 5 
salones. 
 
Asistencia de un estudiante al evento: indica en valores binarios la asistencia 
de un estudiante a cada evento. El valor “0” indica que el estudiante no asiste al 
evento, de hacerlo se indica con “1”. Esta información puede ser almacenada en la 
matriz mostrada en la figura Anexo1 - 2. 
N1 N2 N3 N4 N5 
Capacidad Salón 2  
Salón 2 Salón 3 Salón 4 Salón 5 Salón 1 
 124 
 
 
Figura Anexo1 - 2: Matriz Estudiante_Evento (Est_Ev) para una 
asistencia de 4 estudiantes a 5 eventos.  
 
Características de los salones: indica las condiciones que un salón de clase 
puede brindar para el desarrollo de un evento. Indica con un “0” que no cumple 
con la característica y con “1” el caso contrario. Esta información puede ser 
almacenada en la matriz mostrada en la figura Anexo1 - 3. 
 
Figura Anexo1 - 3: Matriz Característica_Salón. Presencia en 4 salones 
de 5 características. 
 
Características de los eventos: indica la necesidad que tiene cada evento para 
que en el salón de clase asignado se presente una característica en particular. 
 
 
Figura Anexo1 - 4: Matriz Características_Evento (Caract_Ev). Necesidad 
de disponer de 4 características para desarrollar 5 eventos. 
 
En la figura Anexo1 - 5 se muestra el diagrama de bloques para la lectura de 
datos. 
0 
Evento Evento 2 Evento 3 Evento Evento
0 0 1 1 
1 1 0 1 0 
0 1 0 1 0 
1 0 1 1 1 
Característica 
Característica 
Característica 
Característica 
1 
Salón 1 Salón 2 Salón 3 Salón 4 Salón5 
0 0 1 0 
1 1 0 1 0 
0 1 1 1 1 
1 0 1 0 1 
Característica 
Característica 
Característica 
Característica 
1 
Evento Evento Evento Evento Evento
0 0 1 0 
1 1 0 1 0 
0 0 1 0 1 
1 0 1 0 1 
Estudiante 1 
Estudiante 2 
Estudiante 3 
Estudiante 4 
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Figura Anexo1 - 5: Diagrama de Bloques la lectura del archivo de datos. 
 
Variables de Decisión. Para definir el modelo matemático del problema 
planteado se debe introducir en primera instancia las variables de decisión. Para tal 
fin se sabe que cada evento tiene una duración fija de una hora y que será 
asignado a un salón y bloque de tiempo, pertenecientes a conjuntos de 
dimensiones Nsal y Nbt respectivamente. Es posible asociar una variable de decisión 
a cada evento e programado en un salón s y un bloque de tiempo t en la forma 
mostrada en (2). 
 
Xest (2) 
 
Donde Xest es una variable de tipo binario, y puede tomar el valor de “1” sí y sólo sí 
el evento e es programado en el salón s y el bloque de tiempo t. De lo contrario 
toma el valor “0”.  
Abrir 
InstanciLeer primera línea  
I=0 
I<Nsa
l 
Cambiar de Línea 
I=I+
Leer 
Tamaño del 
I=0, J=0 
J<Ne 
Cambiar  Línea 
I=I+
Leer Asistencia 
del estudiante I 
al evento J 
Cambiar Línea Cambiar Línea 
I<Nes 
J=J+
I=0, J=0 
J<Nsa
l 
J=J+
I<Nc 
Leer Salón J 
posee 
característica I  
I=I+
I=0, J=0 
J<Ne
v 
I<Nc 
I=I+
Leer Evento J 
requiere 
característica I  
J=J+
si si 
si 
si 
si si 
no 
no 
no 
no no 
no no 
Fin 
si 
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De acuerdo a lo anterior, el número de variables para una instancia dada se 
expresa en (3) como el producto entre el número de eventos (Nev), el número de 
salones (Nsal) y el número bloque de tiempo (Nbt) contemplados en el problema. 
 
btsalev NNNn ××=  (3) 
  
El número de variables de decisión da una idea de la complejidad computacional 
del problema debida al tamaño del espacio de solución, que se determina por 
medio de la función 2n. Así por ejemplo, se tiene que Nev=4, Nsal=2 y Nbt=3, con lo 
cual se obtiene un espacio de solución de 224 alternativas posibles, entre factibles 
e infactibles.    
  
Restricciones Duras. Un evento debe programarse una sola vez, por lo que la 
suma de las variables asociadas a ese evento en cada salón y bloque de tiempo 
debe ser igual a uno. De esta manera se tiene para cada evento e la siguiente 
restricción: 
  
1
1 1
=∑∑
= =
Nsal
s
Nbt
t
est
x  Neve ,...,2,1=  (4) 
 
En un salón y bloque de tiempo determinado, no se puede programar más de un 
evento, por lo que la suma de las variables que tienen el mismo índice de salón y 
bloque de tiempo debe ser menor o igual a uno. Existe una restricción de la forma 
mostrada en (5) para todas las posibles combinaciones de salones y bloques de 
tiempo. 
 
1
1
=∑
=
Nev
e
est
x  Nsals ,...,2,1=  
Nbtt ,...,2,1=  (5) 
 
Para garantizar que el salón asignado a un evento cumple con la capacidad y 
características requeridas, se debe construir una matriz que relacione la realización 
de cada evento en cada salón disponible por la institución. Esta matriz es llamada 
‘Salón_Evento’ (SE) e indica con un “1” si es posible que un evento se pueda 
realizar en determinado salón, y con un “0” indica lo contrario. La figura Anexo1 - 
6, reproduce la matriz Salon_Evento para las condiciones descritas en el ejemplo 
de la sección 3.2. 
 
Figura Anexo1 - 6: Matriz Salón_Evento (SE). 
 
1 0 0 
0 1 1 1 
1 
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Si la variable Xest toma un valor de 1, entonces se debe cumplir que el salón s esté 
habilitado para el evento e, por lo que el elemento SE(s,e) debe ser igual a uno. 
Esta condición se representa por la ecuación mostrada en (6), para cada variable 
de decisión.   
 
0),( ≥− XestesSE  
Neve ,..2,1=  
Nsals ,..,2,1=  
Nbtt ,...,2,1=  
(6) 
 
La tercera restricción dura evita los cruces de horarios en los estudiantes, y para 
cuantificase se debe acudir a la matriz EstEv, similar a la descrita en la figura 
Anexo1 - 2. Para cada estudiante a y en cada bloque de tiempo t se debe cumplir 
una restricción de la forma descrita en la ecuación (7). 
 
1*),(
1 1
≤∑∑
= =
Nev
e
Nsal
s
est
eaEstEv x  
Nesta ,...,2,1=  
Nbtt ,...,2,1=  (7) 
 
Restricciones Blandas. Para prevenir que existan eventos programados en el 
último bloque de tiempo de cada día se debe plantear una restricción similar a la 
mostrada en la ecuación (8) para cada bloque de tiempo que corresponda a la 
última hora de cada día. En al caso particular de los casos de prueba, se plantean 
cinco días por semana y nueve horas de trabajo por día. Por tanto el número de 
bloques de tiempo disponibles (Nbt=diasxhoras) es 45, donde los últimos bloques 
de cada día corresponden a  }45,36,27,18,9{∈t . 
 
∑∑
= =
=
Nsal
s
Nev
e
est
x
1 1
0  }45,36,27,18,9{=∈ Ht  (8) 
 
Es decir que en el caso más general, se deben formular tantas restricciones en 
forma de la ecuación (8) como días de trabajo se encuentren contemplados en el 
problema. 
Formular una restricción como la indicada en (9) por cada estudiante a y en cada 
día d, ayuda a prevenir la formación de horarios en los que un estudiante deba 
asistir durante un día a tan sólo un evento. Es de señalar que al igual que en la 
ecuación (8), la formulación presentada está particularizada a cinco días y nueve 
horas de trabajo diario.  
 
1
))1(9(
*),(1
1 1
9
1
<
−⋅+
< ∑∑∑
= = =
Nev
e
Nsal
s t
dtes
eaEstEv x  
Nesta ,...,2,1=  
5,4,3,2,1=d  (9) 
En la ecuación (10) se esquematiza la restricción generalizada, donde horas 
corresponde al número de periodos de tiempo contemplados por día, y días el 
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número de días laborales en la institución. Por tanto es necesario formular 
Nestxdías restricciones en forma de la ecuación (10) para definir completamente 
está restricción. 
 
1
))1((
*),(1
1 1 1
<
−⋅+
< ∑∑∑
= = =
Nev
e
Nsal
s
horas
t
dhorastes
eaEstEv x  
Nesta ,...,2,1=  
diasd ,..,2,1=  (10) 
 
Finalmente, formular una restricción como la indicada en (11) por cada estudiante 
a, y en cada día d, indica que no se deben presentar más de dos eventos 
continuos en la formación de los estudiantes. La formulación descrita en (11) está 
particularizada a cinco días y nueve horas de trabajo diario.  
 
2
))1(9(
),(
3
1 1 1
≤
−⋅++
⋅∑∑∑
= = =b
Nsal
s
Nev
e
dbtes
eaEstEv x  
Nesta ,...,2,1=  
6,5,4,3,2,1=t  
5,4,3,2,1=d  
(11) 
En la ecuación (12) se esquematiza la restricción generalizada, donde horas 
corresponde al número de periodos de tiempo contemplados por día, y días 
corresponde al número de días laborales en la institución. Por lo tanto es necesario 
formular Nestx(horas-3)xdias restricciones en forma de la ecuación (10) para definir 
completamente está restricción. 
 
2
))1((
),(
3
1 1 1
≤
−⋅++
⋅∑∑∑
= = =b
Nsal
s
Nev
e
dhorasbtes
eaEstEv x  
Nesta ,...,2,1=  
3,..,2,1 −= horast  
diasd ,...,2,1=  
(12) 
 
Función Objetivo. El objetivo del problema es generar una solución factible con 
el menor número de restricciones blandas violadas, las cuales se expresan por el 
conjunto de ecuaciones en la forma de (8), (10) y (12). Este procedimiento es 
posible realizarlo por medio de una relajación Lagrangiana, donde se introduce  un 
factor que penaliza la función objetivo si las condiciones impuestas por las 
restricciones no son satisfechas.  
 
Si Rub es la sumatoria de las restricciones  insatisfechas por la generación de 
eventos en el último bloque del día (descritas por (8)), Run es la sumatoria de 
restricciones insatisfechas por la generación de un solo evento por día en los 
horarios de los estudiantes (descritas por (10)), y Rct es la sumatoria de las 
restricciones insatisfechas generadas por eventos continuos en los horarios de los 
estudiantes (descritas por (12)); se puede describir la función objetivo como: 
 
ctunub RRRz ⋅+⋅+⋅=
321min µµµ  (13) 
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Donde µ1, µ2 y µ3 son multiplicadores de LaGrange, que para el presente caso 
tienen cada uno el valor de 1.  Por tanto la función objetivo del problema se 
describe matemáticamente como lo muestra la ecuación (14). 
 
ctunub RRRz ++=min + ∑R. Duras (14) 
En la figura Anexo1 - 7, se muestra el modelo matemático completo y generalizado 
para la asignación óptima de salones de clase. 
 
Figura Anexo1 - 7: Modelo Matemático. 
 
 
ctunub RRRz ++=min ∑R. Duras 
s.a. 
1
1 1
=∑∑
= =
Nsal
s
Nbt
t
est
x  Neve ,...,2,1=  
0),( ≥− XestesSE  
Neve ,..2,1=  
Nsals ,..,2,1=  
Nbtt ,...,2,1=  
1*),(
1 1
<∑∑
= =
Nev
e
Nsal
s
est
eaEstEv x  Nesta ,...,2,1=
 
Nbtt ,...,2,1=  
 
]1,0[∈estx  
Neve ,..2,1=  
Nsals ,..,2,1=  
Nbtt ,...,2,1=  
{ }ubR  ∑∑= =
Nsal
s
Nev
e
est
x
1 1
 Ht ∈  
{ }unR  1))1((*),(11 1 1 1 <−⋅+−=< ∑∑∑= = =
Nev
e
Nsal
s
horas
t
un dhorastes
eaEstEvR x  Nesta ,...,2,1=  
diasd ,..,2,1=  
{ }Rct   
Nesta ,...,2,1=  
3,..,2,1 −= horast diasd ,...,2,1=  
 Nev : número total de eventos 
Nsal: número total de salones 
Nest: número de estudiantes 
Nbt  : número total de períodos de tiempo disponibles 
H   : Conjunto de bloques a la última hora por día 
días  : días de trabajo 
horas: períodos de tiempo por día 
 
 
2
))1((
),(
3
1 1 1
≤
−⋅++
⋅∑∑∑
= = =b
Nsal
s
Nev
e
dhorasbtes
eaEstEv x
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CODIFICACIÓN DE LA ESTRUCTURA DE SOLUCIÓN 
 
La codificación consiste en configurar la estructura lógica con la cual la información 
del problema será consultada, administrada y ordenada a fin de encontrar una 
solución adecuada al problema utilizando el menor consumo posible de recursos 
computacionales. Cabe destacar que no existe una codificación absoluta, y 
depende en gran medida del algoritmo de solución con el cual se pretenda dar 
solución, sin embargo una codificación apropiada en conjunto con el algoritmo son 
determinantes en la eficiencia de la aplicación. 
 
Alternativa de Solución. El problema requiere como solución final la asignación 
a cada evento de un salón de clase y de un bloque de tiempo, así que es lógico 
pensar en codificar una alternativa de solución como los dos vectores mostrados a 
continuación. 
 
Figura Anexo1 - 8: Codificación de una alternativa de solución. 
 
 
 
(14) 
 
(15) 
 
El vector Evento_Salón identifica en cada fila el salón donde debe ser dictado cada 
evento. Asi mismo, el valor descrito en la misma posición, pero en el vector 
Evento_BT, indica el instante de tiempo en el que será impartido el evento. Así por 
ejemplo, de acuerdo a la configuración mostrada en (14) y (15), el evento 1 será 
dictado en el salón 1 durante el intervalo de tiempo 2, y el evento 2 es dictado en 
el salón 4 durante el intervalo de tiempo 3. Lo anterior indica que la dimensión de 
cada vector es igual al número de eventos del problema.  
 
En la matriz (16) se muestra una codificación equivalente a la mostrada en (14), 
donde cada fila relaciona los eventos y cada columna identifica los salones. De este 
modo, para asignar el salón j al evento i, se debe marcar con un “1” la posición i-j, 
y “0” en las demás posiciones de la fila i. Con esta codificación, la matriz 
Evento_Salón requiere de tantas filas como eventos, y de tantas columnas como 
salones  tenga el problema.  
 
 
 
2 3 3 1 4(Evento_BT)
T Bloque de 
1 4 2 3 1 
Salón 
(Evento_Salón)T 
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Figura Anexo1 - 9: Matriz de codificación. 
 
 
(16) 
 
Análogamente, en la matriz (17) se muestra una codificación equivalente a la 
mostrada en (15), donde cada fila relaciona los eventos y cada columna identifica 
los bloques de tiempo. De este modo, para asignar el bloque de tiempo j al evento 
i, se debe marcar con un “1” la posición i-j, y “0” en las demás posiciones de la fila 
i. Con esta codificación, la matriz Evento_BT requiere de tantas filas como eventos, 
y de tantas columnas como intervalos de tiempo tenga el problema.  
 
Figura Anexo1 - 10: Matriz de codificación. 
 
 
(17) 
 
Las matrices (16) y (17) representan una buena forma de codificación, ya que 
además de suministrar la misma información que los vectores (14) y (15), 
permiten identificar que cada evento ha sido asignado sólo una vez, cumpliendo 
así con una de las restricciones del problema. Sin embargo es preferible usar la 
codificación como vector, ya que es evidente que se requiere menor espacio en la 
memoria. Además, si en cada iteración del algoritmo se requiere de la construcción 
de varias alternativas de solución, es más fácil  condensar toda la información si se 
usa la codificación como vector. La figura Anexo1 - 11, muestra por ejemplo 4 
alternativas de solución almacenadas en dos matrices separadas que son análogas 
a la codificación descrita en (14) y (15) para asignarlos salones y los bloques de 
tiempo a 5 eventos.  De acuerdo a lo mostrado en dicha figura, la alternativa 2 
indica que el evento 4 ha de ser realizado en el salón 4 y el intervalo de tiempo 2. 
Mientras que la alternativa 4 dice que el mismo evento se realiza en el salón 3 y 
bloque de tiempo 1. 
 
0 1 0 0 
0
Evento_BT 
0 0
10
1
0
01
0
0
1 0
0
00
1 0 0 0
0 
Evento_Saló
n 
0 10
0
0
0
0
01
1
0 0 1 0
0
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Figura Anexo1 - 11: Varias alternativas de solución en codificación 
vectorial. 
 
 
 
Función Objetivo. Cada configuración generada durante el algoritmo debe ser 
examinada para verificar su calidad, es decir que se debe cuantificar el número de 
restricciones duras y blandas que son insatisfechas por la distribución de los 
eventos en los salones y bloques de tiempo designados por cada alternativa de 
solución. En (18) se muestra una configuración que permite almacenar y consultar 
en forma independiente las violaciones, producidas por una sola alternativa de 
solución, en cada una de las restricciones contempladas. En este caso, las tres 
primeras posiciones hacen referencia a restricciones duras, las cuales están ligadas 
con la factibilidad de la solución. Las siguientes tres posiciones indican 
restricciones blandas insatisfechas, que son las que asignan el valor a la función 
objetivo. 
 
Figura Anexo1 - 12: Posiciones que indican restricciones blandas 
insatisfechas. 
 
(18) 
Cruce de 
Salón Idóneo 
Cruce Horarios 
Última Hora/Día 
Una Clase al Día 
Eventos 
1 3 2 1
3
1 2 2 4
3
Evento_BT 
Evento_Saló
n 
1 2 1 1
2
3 4 3 1
1
4 4 3 3
2
1 2 2 4
3
2 4 3 1
1
1 2 3 1
1
Alternativa  
Evento 4 
Evento 4 
Evento 4 
Salón 4 
Evento 4 
Intervalo 2 
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Como la población está formada por varias alternativas de solución, se requiere de 
un vector por cada alternativa, lo que al final produce una matriz como la 
mostrada en la figura Anexo1 - 13. Allí se muestra que la alternativa de solución 
cuatro es infactible, ya que produce 4 cruces de salones, existe 1 salón que no 
cumple con los requisitos para el desarrollo de un evento, y 3 cruces de horario. 
Adicionalmente, El valor de la función objetivo para la misma alternativa es 16, ya 
que nueve estudiantes asiste al último bloque de un día, 5 deben asistir en un día 
a tan sólo un evento, y se genera 2 eventos continuos. En el mismo orden de 
ideas, la alternativa 3 es la única factible con función objetivo 15, y la alternativa 
uno produce una función objetivo cero con infactibilidad 2.  
 
Figura Anexo1 - 13: Restricciones violadas por las alternativas de 
solución de una población. 
 
 
 
La conveniencia de almacenar de este modo las restricciones radica en: 
 
• Se evidencia fácilmente cuál es el grado de factibilidad y el valor de la función 
objetivo de cada una de las alternativas de la población. 
 
• Las restricciones blandas son llevadas a la función objetivo por medio de un 
multiplicador de LaGrange. Es posible realizar el mismo procedimiento con las 
restricciones duras, en cuyo caso el factor de LaGrange es de mayor valor al 
dado para las restricciones blandas. De este modo cualquier alternativa pueda 
ser aceptada como factible. Por ejemplo en la figura Anexo1 - 14, se muestra 
cual sería el valor de la función objetivo en cada una de las alternativas de la 
1 3 2 1
3
1 2 2 4
3
Evento_BT 
Evento_Saló
n 
1 2 1 1
2
3 4 3 1
1
4 4 3 3
2
1 2 2 4
3
2 4 3 1
1
1 2 3 1
1
0 0 2
1 0 0
0 0 0
4 1 3
0 0 0
0 6 1
3 4 8
9 5 2
Restricciones 
duras violadas 
por la alternativa 
Restricciones 
blandas violadas 
por la alternativa 
Restricciones 
Población de alternativas 
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figura Anexo 10, sí las restricciones duras tienen un µd=2 y las restricciones 
blandas un µb=1. Como se puede apreciar, la alternativa 3 es la única solución 
factible. Sin embargo, puede resultar más atractiva la alternativa 1, ya que 
genera una infactibilidad reducida y función objetivo cero. 
 
Figura Anexo1 - 14: Cálculo de la función de adaptación (función 
objetivo modificada por la infactibilidad). 
 
 
 
 
• Al final de cada iteración es posible conocer cuáles son las restricciones que 
más están afectando la función objetivo, de modo que se puedan ajustar los 
parámetros del algoritmo de búsqueda y obtener mejores soluciones.  
 
Evaluación de las restricciones. Utilizando una codificación adecuada, evaluar 
la totalidad de restricciones puede economizar un esfuerzo computacional 
considerable, teniendo en cuenta que será un procedimiento que se repite 
ampliamente durante el proceso de búsqueda. A continuación se describe la 
metodología implementada, donde se hará necesario estructurar varas matrices 
auxiliares, las cuales son construidas a partir de la información aportada en parte 
por la base de datos, y por otra parte de la misma alternativa de solución que se 
está evaluando.   
 
Cruces de Salones.  Un salón de clase no puede ser asignado a dos eventos 
distintos durante un mismo intervalo de tiempo, de lo contrario, el conflicto 
generado no permite el desarrollo normal de ninguno de los dos eventos, y por 
tanto no se puede iniciar la actividad académica. Para verificar si se cumple esta 
condición para todos los salones, y todos los bloques de tiempo, se debe 
reorganizar lo propuesto en la alternativa de solución. La figura Anexo1 - 15 
muestra una alternativa de solución que es ordenada dentro de una matriz 
Salon_BT, donde se relaciona en cada posición el evento asignado a ese espacio. 
 
= 
0 0 2
1 0 1
0 0 0
4 1 3
0 0 0
0 6 1
3 4 8
9 5 2
2 
2 
2
+ 
Z1 
Z2 
Z3 
Z4 
1
1
1
= 
4 
11 
15 
32 
Función 
Objetivo 
Restriccione
s duras 
Restriccione
s Blandas 
µd µb 
Alternativa1 
Alternativa2 
Alternativa3 
Alternativa4 
x x 
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Figura Anexo1 - 15: Cruces de Salones en la alternativa de solución. 
 
 
 
Esta alternativa en particular asigna al salón 1 y durante el bloque de tiempo 1 a 
los eventos 1 y 2, generando una infactibilidad que es almacenada en la primera 
posición del vector de la figura Anexo1 - 16 (Siguiendo la lógica descrita en (18)). 
 
Figura Anexo1 - 16: Cruce de salones en la alternativa de solución. 
 
 
 
Eventos en Salones no Aptos. Para determinar si los salones asignados por una 
alternativa a cada evento son los adecuados, se recurre a la matriz Salón_Evento. 
La figura Anexo1 - 14, muestra la forma como se determina la matriz 
Salón_Evento, para lo cual se requiere conocer el tamaño de cada salón (Vector de 
Tamaño_Salón para una pequeña instancia), la información de los eventos 
solicitados por cada estudiante (Matriz Estudiante_Evento, para cuatro estudiantes 
y cinco eventos) la información de las características suministradas por cada salón 
(Matriz Característica_Salón, para cuatro características y cinco salones) y las 
requeridas por cada evento (Matriz Característca_Evento, para cuatro 
características y cinco eventos). 
 
Inicialmente se debe encontrar que salones son aptos para el desarrollo de cada 
evento, es decir que se deben identificar los salones que reúnen los requisitos de 
un evento en particular. Por ejemplo, la matriz Característica_Evento de la figura 
Anexo1 - 14, muestra que el evento 1 requiere de las características 2 y 4. La 
matriz Característica_Salon dice que el salón 1 es el único que posee esta 
combinación de características (Además contiene la característica 1, pero no 
influye en el desarrollo del evento). Por tal razón, la columna correspondiente al 
evento 1 de la matriz Salón_Evento contiene tan sólo un “1” en la fila 
representativa del salón 1.  
1     
Número de Restricciones 
 
1 
3
Evento_Saló
n 
1 
3
4
1
1
3
2
1
Evento_BT 
1;2 Salón 1 
Salón 2 
Salón 3 
Salón 4 
0 0 
0 0 0 
0 3 5 
4 0 0 
Salón 5 0 0 0 
BT1 BT2 BT3 
  
 
Posteriormente se verifica si la capacidad de los salones es s
los estudiantes que asisten a cada evento. De la matriz de Estudiantes_Eventos se 
puede conocer cuál es el número de asistentes a cada evento y de allí determinar 
si los salones son lo suficientemente amplios. 
 
Figura Anexo1 
Por ejemplo se puede apreciar que el evento 1 sólo puede ser dictado en el salón 
1, ya que es el único con capacidad suficiente. Por esta misma razón los eventos 1, 
3, 4 y 5 no podrán ser dictados en el salón 2.
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- 17: Determinación de la matriz Evento_Salón.
 
 
uficiente para acoger 
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La formación de la matriz Salón_Evento implica un consumo adicional de tiempo y 
memoria, sin embargo ofrece la ventaja de una inspección rápida de la viabilidad 
de un evento dentro de un salón determinado. Por ejemplo la figura Anexo1 - 18, 
muestra que la alternativa de solución asigna el salón 1 evento 2. La posición 1-2 
de la matriz Salón_Evento indica con un”0” que el salón 1 no ofrece los elementos 
necesarios para el evento 2, por lo que se genera una infactibilidad. Igual situación 
presenta el evento 5 al ser asignado al evento 3. Por tanto el número restricciones 
insatisfechas por eventos en salones no adecuados es 2.  
 
Figura Anexo1 - 18: Cantidad de eventos propuestos en salones 
inadecuados por una alternativa de solución. 
 
Cruces de Horarios. La asignación de los eventos en los salones y bloques de 
tiempo también debe generar horarios factibles para todos los estudiantes. Esto 
significa que ningún estudiante debe someterse a recibir dos clase diferentes en un 
mismo espacio de tiempo, ya que implica la asistencia a tan sólo uno de ellos. Para 
identificar si esta condición se presenta en uno o varios estudiantes se construye 
una matriz de horarios, en la cual participa la alternativa de solución con su 
propuesta y la matriz Estudiante_Evento. La figura Anexo1 - 19 ilustra la situación 
descrita. 
Z  
Figura Anexo1 - 19: Horario de los Estudiantes. 
1 
Event Event Event Event
0 0 1 0 
1 1 0 1 0 
0 0 1 0 1 
1 0 1 0 1 
Estud
Event
Estud
Estud
Estud
Matriz 
1 
3
1 
3
4
1
1
3
2
1
Evento_S Evento_
1:4 0 0 0 
1:2: 0 0 0 
0 3 5 0 
1 3 5 0 
Estud
Estud
Estud
Estud
BT BT BT BT 
Matriz Horarios 
1 
3
Evento_Saló
n 
1 
3
4
1  2   
1
1
3
2
1
Evento_BT 
 
Número de Restricciones 
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La matriz Estudiante_Evento de la Figura Anexo1 - 20 indica con “1” que el 
estudiante 1 asiste a los eventos 1 y 4, y  La alternativa de solución asigna (por 
medio del vector Evento_BT) el bloque de tiempo 1 para ambos eventos, por lo 
que el alumno 1 presenta un cruce en sus horarios. Asimismo el alumno 2 presenta 
dos cruces de horario, al asistir a los eventos 1,2 y 4 durante el bloque de tiempo 
1. En la Figura Anexo1 - 20 se ilustra el vector de restricciones insatisfechas hasta 
el momento por la alternativa de solución. 
 
Figura Anexo1 - 20: Restricciones duras insatisfechas. 
 
Eventos en el Último Bloque de Tiempo. Para determinar el número de 
eventos que son impartidos a la última hora de cada día se debe conocer el 
conjunto de bloques de tiempo H que identifican dicha situación. Para la 
alternativa de solución de la figura 18 se puede suponer que el tiempo de estudio 
corresponde a un día y cuatro horas de estudio (en total cuatro bloques de 
tiempo), por lo que el conjunto que contiene los bloques en la última hora se 
constituye por un elemento H= {4}. La matriz de Horarios formada en la Figura 
Anexo1 – 21, muestra que ningún estudiante asiste durante a bloque de tiempo, 
por lo que no se configura ninguna violación a esta restricción 
 
Único Evento de Asistencia por Día. Para identificar si algún estudiante recibe 
sólo una clase por día, se debe revisar cada uno de los bloques de tiempo que 
representan un día de estudio y contabilizar el número de eventos que recibe. En 
la Figura Anexo1 – 21, se muestra el horario de un estudiante para cinco horas de 
estudio durante tres días. Al primer día asiste a tres eventos, al segundo a un 
evento y al tercer día no tiene clases programadas. Por tanto, para este estudiante 
se configura una violación de la restricción de eventos únicos por día en el 
segundo día. 
 
 
Figura Anexo1 - 21: Ejemplo de horario para un estudiante para 15 
bloques de tiempo. 
 
BT1 
2 0 1 8 0 
BT6 
0 0 0 5 0 
BT11 
0 0 0 0 0 
BT7 BT8 BT9 BT10 BT12 BT13 BT14 BT15 BT5 BT4 BT3 BT2 
1  3   
Número de Restricciones 
1 
3
Evento_Saló
n 
1 
3
4
1
1
3
2
1
Evento_BT 
2 
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Esta inspección debe realizarse para todos los estudiantes para conocer el número 
total de restricciones insatisfechas por asistencia a un solo evento durante un día. 
Para la alternativa de solución de la Figura anexo1 – 17, no existen violaciones de 
este tipo. 
 
Eventos Continuos. La asistencia consecutiva a más de dos eventos genera una 
violación a la restricción de eventos continuos. Para verificar la presencia de esta 
situación se hace uso nuevamente de la matriz de Horarios. En la Figura Anexo1 – 
22, se observa que el estudiante 4 asiste a eventos durante los bloques de tiempo 
1, 2 y 3, configurando así una restricción insatisfecha. 
 
Figura Anexo1 - 22: Restricciones insatisfechas por eventos continuos. 
 
La Figura Anexo1 -23, muestra varias situaciones de horarios posibles y se indican 
los casos en los cuales se cuantifican eventos continuos. 
 
 
Figura Anexo1 - 23: Ejemplo de eventos continuos. 
 
 
 
 
 
 
 
BT1 
2 3 1 8 0 
BT6 
2 0 0 5 0 
0 0 0 3 4 
BT7 BT8 BT9 BT10 BT5 BT4 BT3 BT2 
2 0 0 0 0 
Dos eventos continuos 
No existen  eventos continuos 
por ser de días diferentes 
5 1 0 3 4 2 0 0 0 0 No existen  eventos continuos  
5 1 8 3 4 2 0 0 0 0 Tres eventos 
Día 1 Día 2 
1:4 0 0 0 
1:2:4 0 0 0 
0 3 5 0 
1 3 5 0 
Estud1 
Estud2 
Estud3 
Estud4 
BT 1 BT 2 BT 3 BT 4 
Matriz Horarios 
1 0 3 0 1 2 
Número de Restricciones 
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Anexo B. Tomado del proyecto de grado: Blastn en una arquitectura de 
computación reconfigurable. Universidad Tecnológica de Pereira, 2008 
[50] 
 
En [50] se explica que la aceleración de algoritmos y aplicaciones específicas 
usando métodos de descripción de hardware no es nuevo para la computación. 
Tecnología como la de los procesadores de señales digitales (Digital Signal 
Processors - DSPs) o circuitos integrados para aplicaciones específicas (Application 
Specific Integrate Circuit – ASIC) hechos a medida han sido desarrollados en varias 
áreas de aplicación de HPC. Un ejemplo claro de tales tecnologías es el Tensor 
Processing Unit (TPU), que acelera aplicaciones que requieren cálculos FFT. Los 
TPU proveen un mejoramiento en el desempeño de aproximadamente cuarenta 
veces (40X). Esta tecnología se ve tan prominente que en diferentes tipos de 
industrias, empresas gubernamentales, el sector de los medios y la investigación 
científica realizan intentos para utilizar soluciones reconfigurables usando Field 
Programmable gate Arrays (FPGAs) en aplicaciones como el reconocimiento de 
imágenes, desencriptamiento, comparaciones de genes, transformación de 
formatos de video y compresión de datos.  
 
Computación reconfigurable es definido [51] como un computador que tiene 
hardware que es configurado para implementar funcionalidad específica para una 
aplicación, este enfoque puede ser visto en la siguiente Figura Anexo 1 – 24. 
 
Figura Anexo1 - 24: Computación Reconfigurable. 
 
 
 
Como se dijo anteriormente, la computación reconfigurable usa FPGAs 
programables. Esta tecnología provee más de 10 millones de elementos lógicos, 
ciclos de reloj interno de más de 200 MHz, y ciclos en pines de entrada cercanos a 
los 10 Gb/s. Con estos dispositivos, el ámbito de aplicaciones que se pueden 
realizar se ha incrementado drásticamente. Los retos para usar FPGAs 
efectivamente, caen dentro de dos categorías, fácil de desarrollar y desempeño. El 
enfoque de fácil de usar incluye: la metodología de generar el “programa” o el 
bitstream para la FPGA, la habilidad para depurar una aplicación corriendo sobre el 
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microprocesador y la FPGA. Y la interfaz entre la aplicación y el sistema o la 
Aplicación de interface de programación (Application Programming Interface - 
API). El enfoque de desempeño incluye: movimiento de datos (ancho de banda) 
entre los microprocesadores y la FPGAs, la latencia de comunicación entre 
microprocesadores y la FPGAs y la escalabilidad en la topología del sistema.  
 
Programar una FPGA con tecnología actual requiere de un ingeniero de diseño de 
hardware [52]. Típicamente un algoritmo es pasado a lenguaje de descripción de 
hardware (Hardware Description Language), verificado por una prueba de HDL, 
sintetizado dentro de elementos lógicos, físicamente puesto en la FPGA y luego 
analizado para la velocidad de operación. Si ocurren errores, estos diseños y pasos 
de verificación son repetidos. Este proceso iterativo es propicio para el diseño de 
chips semiconductores, pero impide un rápido prototipado y es orientado a 
solución la programación de aplicaciones específicas. La depuración en FPGAs 
requiere lógica especializada para ser insertada dentro de un código de nivel de 
registros de transferencia (RTL). Luego las herramientas específicas para la FPGA 
con los métodos típicos de depuración de microprocesadores son utilizados para 
analizar anomalías en el comportamiento de la aplicación. Típicamente, las 
herramientas para FPGA y para el sistema microprocesador no se comunican, o 
aun peor, crean barreras el uno para el otro. Recientemente, los usuarios se ven 
afectados por las escasas aplicaciones de interface estandarizadas. Esta deficiencia 
obliga a re-codificar cuando la plataforma de hardware es actualizada, hecho 
inoportuno y que induce errores de procesos.  
 
El desempeño es la principal razón para usar sistemas RC. Para trazar algoritmos a 
hardware, diseñadores pueden adaptar no solo componentes funcionales y 
computacionales, también el desempeño con la optimización del flujo de datos 
para que corresponda al algoritmo. Las FPGAs de hoy proveen más de un terabyte 
por segundo de ancho de banda desde los pequeños chips de memoria como 
también decenas de billones de operaciones por segundo. Transferir datos a la 
FPGA y recibir los resultados plantea un difícil desafío para los diseñadores de 
sistemas RC. Adicional al ancho de banda, el eficiente uso de recursos de la FPGA 
requiere baja latencia de comunicación entre los microprocesadores anfitriones y 
las FPGAs. Lograr baja latencia en presencia de un alto ancho de banda en 
comunicación es uno de los más difíciles obstáculos para los diseñadores de estos 
sistemas. Cuando una baja latencia es lograda, la escalabilidad y la optimización a 
través de los múltiples elementos puede ocurrir, y es frecuentemente llamada 
balanceo de cargas.  
 
Un cambio en el paradigma de la arquitectura es necesario para conocer los 
problemas complejos orientados a la computación de alto desempeño (HPC). A 
pesar de que los retos abundan, los sistemas RC permiten explorar soluciones que 
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no eran posibles con las limitaciones de los ambientes computacionales actuales. 
Los beneficios en tamaño, velocidad y potencia hacen de los sistemas RC una 
necesidad. 
