Abstract-Recently, multiple cameras can be calibrated with high precision calibration object. However, most existing methods are often difficult to design and further cause high computational cost. Therefore in this paper, we propose a new method to simultaneously calibrate multiple cameras into a network using free fall motion. Specifically, it first estimates the feature points based on synchronization or asynchronous free fall motion. The extracted feature points are then used as corresponding points for multi-camera calibration. After adding an uncalibrated node into a network of calibrated cameras, our method can fully automatic calibrate multiple cameras using several free fall motion. Finally, the proposed method is evaluated using synthetic data.
I. INTRODUCTION
In computer vision, estimation of the relative pose of the multiple cameras from image correspondences is a fundamental problem with many applications. The existed methods for estimating the camera relative and scene structure have made significant progress in recent years, such as stereo vision or multi-view geometry reconstruction, and the quality of the relative pose estimation have a important influence on them.
The problem of multiple cameras network relative pose calibration has gained in popularity in the past. Briefly, calibration methods based on the dimensionality of the calibration objects can be classified into four main categories.
• The methods based on 3D calibration object whose geometry description in 3D space is known and need high precision. For example the 3D checkerboard and the special room space with orthogonal vanishing points can be used to estimate the intrinsic camera parameters(K)camera rotation(R) and translation(T) [1] . What's more, a 3D video sequences from multiple unsynchronized cameras can be used to compute the fundamental matrix or homography matrix [2] (or more generally, a parallelepiped structure in the building). Through these methods can achieve a good robustness and precision, it always need a calibration object with known geometry structure.
• The methods based on 2D calibration object, whose geometry description in 2D planar space is known and need high precision and is used to compute the camera
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Free fall motion Fig. 1 . Primitive configuration of our method. The three color points stand for three free fall motions,which is sampled by the same time interval. The bottom is three different cameras with different rotation and translation, and the cameras can capture the different free fall motions points.
parameters. Generally speaking, the camera need to observe a planar pattern from several different directions. The most famous method is proposed by Zhang et al. [3] . For this kind of calibration methods, homograph translation is often employed to estimate the intrinsic and extrinsic parameters. The other method used Planar circle or concentric circle and so on [4] . which is often based on vanish points. Although these methods can be performed very efficiently, a precise designed planar structure is also needed.
• The methods based on 1D calibration use a 1D geomotry object whose geometry description in 1D line space is known. The method need a 1D object (points aligned on a line) to perform several motions, thus the missing dimension can be build in the 3D space. However, the algorithm can compute the camera parameters when one point is fixed in a position, and it is not possible for freemoving 1D objects to estimate the camera [5] [6].
• The methods based on self-calibration (0 dimension) do not need any known calibration object. Firstly, estimation of the relative pose of the multiple cameras from image correspondences and then recover the camera parameters from the relative pose. The most famous method is the structure from motion [7] . The method based on natural image point correspondences have two major drawbacks. The first is that the image point correspondences are easily sheltered in different views. The second is that correspondences are difficult to establish in practice, especially in a scenario with less feature points. Although camera network calibration has been accomplished by many existing method, there are also existing many situations that a calibration object with known geometry structure or the scene without robust feature points cannot be employed to calibrate camera networks. In this situation, some methods have been made to accomplish the task. Methods using video sequences from multiple unsynchronized cameras to find the homography matrix and fundamental matrix with the time offset were presented [2] . In [8] , [9] , a method that can compute the relative geometry relationship by the image point trajectories with time-shift, but the proposed can achieve satisfied results only when good initialization parameters are selected before the optimization algorithms [2] . We present a new solution to calibrate multi camera using multi free fall motion. The basic idea of the proposed method is to use a ball captured by multiple cameras. Then, we estimate the feature points based on free fall motions. After that, the extracted feature points are used as corresponding points for multicamera calibration. The existed algorithm can benefit from our proposed method, such as structure-from-motion (SFM) using camera networks, multi-view camera relative pose estimation.
The main contributions can be summarized as follows:
• A simple but efficient method is proposed to estimate the extrinsic parameters of camera networks based on an ordinary ball, which don't need a calibration object with known geometry structure.
• A new inherent constraints based on cross ratio invariance for free fall motion was proposed on the calibration of the multiple camera networks to calibrate the relative pose relationship, where the points with the same velocity is marked as the image correspondence points.
II. PROPOSED METHOD
In this section, we will describe the method we propose to estimate the camera geometry relationship by several free fall motions captured by unsynchronized and calibrated cameras, and we assume that all cameras can observe the ball trajectories and the camera intrinsic parameters have been estimated by using Zhang's method beforehand [3] . Then a new inherent constraints based cross ratio invariance for free fall motion was proposed to estimate the same corresponding points based on the same velocity of the free fall motion. Finally, we can calibrate the relative rotation and translation of the multiple camera networks through the correspondences.
A. Constraint Analysis
In this section, we describe inherent constraints for single free fall motion on the calibration of the multi-camera. We begin with an analysis of the constraints based on uniformly accelerated motion. Let us consider the cross ratio invariance for a free fall motion. Fig. 2 . Illustration of the proposed inherent constraints based on cross ratio invariance for free fall motion.
In Eq. 1, A, B, C and D are the 3D free fall points with the same time interval, and C is the cross ratio.
where s 1 stands for the distance from A to B in the 3D free fall motion. Δh is the difference of the displacement in the equal time of the continuous motion of a free fall motion, which is a equal constant. Δt is the time interval. The gravitational acceleration g which is equal to 9.8m/s 2 at sea level on the Earth. From Eq. 1 -3, we can achieve Eq. 4. Through the basic theory about the free fall motion, we can achieve velocity in the first point.
In the above equation, t is the parameter for defining the time, and the parameter v 0 stands for the initial velocity value in the first point.
B. Estimating Camera Position and Relative Pose Calibration
Let us consider the points with the same velocity as the image correspondence points. At any two view, the epipolar constraint of the any two cameras is defined as follows:
In Eq. 6, F = [f ij ] i,j=1,2,3 R 3 * 3 is the fundamental matrix and x 1 and x 2 are the corresponding ideally projected image points. The fundamental matrix F encodes the epipolar geometry of two views. They satisfy the epipolar constraint. A singularity constraint must be satisfied for fundamental matrix, which is det(F)=0. In the process of the computation, fundamental matrix have an arbitrary scale, and then the translation matrix is often a normal vector. In order to solve the fundamental matrix, a method based on seven points can be used to solve the matrix F. if we consider the optimization, we can use RANSAC algorithm [10] . In the next, we will transform the fundamental matrix F into an essential matrix by the camera's intrinsic parameters. We assume that the camera intrinsic parameters have been estimated by using Zhang's method beforehand.
Where K 1 and K 2 are the camera's intrinsic parameters. p 1 and p 2 are the 3D points in the camera coordinate system. The relative pose is computed from the estimated essential matrix E, and the essential matrix E include the rotation matrix and the translation matrix. A method based on five points can be used to solve the matrix E.
In Eq. 9 -12, the solution is a SVD decomposition of the matrix E. The rotation and the translation are found by the matrix of decomposition, and the relative pose is then used to calibrate the scene geometry relationships relative to the other camera coordinate system.
C. Automatic Calibration Refinement
Finally, a method based on the minimization of reprojection error is used to build an optimal solution. However, because the formulation only include pairwise correspondence image points, adding the unknown 3D scene points into the optimization is an unnecessary burden [11] . In order to avoid introducing 3D scene points, a method based on minimizing the perpendicular distances between the feature points and the epipolar lines is builded in the calibration algorithm.
We use the image correspndence points (x 1 , x 2 ) between any two calibrated cameras, and the selected cameras is related by a fundamental matrix F. Then the error of the cost function d can represent by the distance in pixels between image projected point x 1 and the epipolar line through x 2 .
with
Analogously, the error of the cost function between point x 2 and the epipolar line through x 1 is presented :
We now consider a network with N calibrated cameras with intrinsic K 1 , K 2 , · · · , K N in a common reference frame, and cameras with unknown parameters rotations R 1 , R 2 , · · · , R N , and translationst 1 , t 2 , · · · , t N . The camera networks has a set of L(i, j) pairwise correspondences
,N with any two calibrated camera i, j = 1, 2, · · · , N and i = j . Therefore, the bundle adjustment problem becomes:
Algorithm Outline: In the algorithm, we need to build the relative relationships of a set of N calibrated views, and multiple camera can be calibrated. 1) Solve the velocity for every point of the multiple free fall motions based on cross ratio invariance.
2) Establish pairwise point correspondences based on the same velocity in the multiple free fall motion.
2) In order to optimize the cost function, we perform RANSAC algorithm and remove outlier correspondences when the error supasses a threshold.
3) Refine the estimated results using minimizing the perpendicular distances between the feature points and the epipolar lines, as detailed in section 2.3.
III. EXPERIMENT RESULTS
To precisely gauge the stability of the proposed algorithm, we performed extensive tests on synthetic data. We compared the proposed algorithm to the ground truth. The proposed solution can estimate multiple camera networks pose relationship, but in our experiments, we only verify the two view geometries and the multi view geometries are the same accuracy rates in the theory.
Here we show the results of our proposed solution using synthetic data sets. In the synthetic experiment, we generated 3D scenes with known ground-truth parameters and built a simulated environment in order to illustrate our methods. Firstly, the cameras C 1 , C 2 intrinsic parameters have been estimated by using Zhang's method. The network with two calibrated cameras is in a common reference frame. Let us assume that the two cameras in fixed poses can share a common field of view. Then the generated 3D points can be viewed by cameras C 1 , C 2 . The 3D points satisfy the characters of the free fall motion. The two cameras with ideally projected image points, but we don't know the corresponding feature points. Notice that we only know the image points captured by the same time interval. What's more, we don't know the specific coordinates in the 3D scene. Finally, we need to solve the unknown rotation matrix R, and translation matrix T .
In Fig.3 , we describe the rotation error and the translation error. Considering the acceleration of the free fall motion is very fast in practice, and the time shift is generally short. So we set the time shift is 0-0.1s, which represent the different acquisition time in the start, and since the camera shutters triggering is independent with each other, the time shift is a constant. For the free fall motion, we formulate each image feature point by projecting the free fall points with the same time interval. 8 points were used to stand for each motion. A new inherent constraints based cross ratio invariance for free fall motion we proposed to solve the velocity of all ideally image points. Then let us consider the points with the same velocity as the image correspondence points. Finally, the corresponding ideally projected image points satisfy the epipolar constraint, and Refining the estimated results using minimizing the perpendicular distances between the feature points and the epipolar lines can achieve an optimal solution. In Fig.3 , we can observe the rotation degree error is at most 0.035
• while the translation error is at most 0.7
• . Since we refine the estimated results using minimizing the perpendicular distances between the feature points and the epipolar lines after RANSAC, the accuracy rates are sufficient for most applications.
IV. CONCLUSION
We have presented a new solution for estimating relative pose relationships between multiple cameras from the unsynchronized or synchronized cameras. A efficient method are presented to estimate the relative pose of multiple cameras system using three free fall motion at least. The basic idea of the proposed method is to use a ball captured by multiple cameras. Then, it estimates the feature points based on free fall motions. After that, the extracted feature points are used as corresponding points for multi-camera calibration. The major contributions in camera networks pose calibration are listed as follows. 1)A simple and efficient implementation based on an ordinary ball for estimating the extrinsic parameters of camera networks, which don't need a calibration object with known geometry structure. 2)A new inherent constraints based on cross ratio invariance for free fall motion was proposed on the calibration of the multiple camera networks to calibrate the relative pose relationship, and the points with the same velocity as the image correspondence points. Compared with the ground truth, the method we proposed obtained the most accurate pose relationships between multiple cameras and had similar quality as the ground truth. 
