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The aim of this thesis was to advance the instrumentation and techniques necessary to
study Young Massive Clusters. These clusters offer ideal laboratories for the study of star
formation as they contain a single metalicity, single age population that is well sampled
across the entire stellar mass range. These objects are generally highly obscured by dust,
are extended on the sky and contain dense stellar cores where observations are limited
by crowding. Infrared, wide-field high-resolution imaging capability with ground layer
adaptive optics can address all of those concerns. Proper motions determined from precision
astrometry can be used to separate cluster sources form contaminating objects using proper
motions. Infrared imaging mitigates the effects of extinction and wide field imaging allows
programs to be carried out efficiently.
This thesis summarizes progress towards this goal along a few avenues. First, analysis
techniques are developed and applied to existing archival data of the cluster Westerlund 2
to evaluate kinematic cluster membership and measure the kinematic substructure of the
cluster. Second, work on accurately calibrating optical distortion in order to enable precise
astrometric measurements for existing systems is presented. Finally, work on the integration
and commissioning of the GLAO pathfinder instrument ’imaka are presented as progress




Many science cases uniquely benefit from wide-field high-resolution imaging. One important
one is the study of Young Massive Clusters (age < 5 Myr amd mass > 104 M). These
cluster offer the unique opportunity to study star formation in its natural environment,
particularly for measurements of the initial mass function for rare high mass stars. The
structure and dynamics in clusters at these young ages constrain the models for the initial
cluster formation.
Detailed measurements of cluster properties requires accurate selection of cluster
members from field stars. This is particularly critical for young massive clusters which
are located in the galactic plane which can have a large number of contaminants depending
on the geometry. An ideal method for selecting cluster members is based on the common
motions of the stars, as the cluster stars will be moving with a common speed which does
not match the foreground or background sources. Proper motion studies are well suited for
this work, as they can reach the desired depth to measure both the low mass and high mass
cluster sources for the entire field (e.g. Anderson et al. 2008; Stolte et al. 2008; Hosek et al.
2015). This approach requires high resolution imaging to combat crowding and sufficient
field of view to efficiently image the cluster. Current experiments have used Hubble Space
Telescope imaging which has a field of view of 160′′×160′′, however some interesting clusters
are too large to be efficiently imaged with this system, for example, the Red Super Giant
Clusters have diameters that are > 6 arcminutes. An instrument with a larger field of view
opens up more potential targets and the fact that these young massive clusters typically
have large extinction makes IR imaging more desirable.
This work focuses on demonstrating the power of ground layer adaptive optics (GLAO)
as a way to address this science case in future instrumentation. GLAO is designed to take
advantage of the the fact that the lowest layers of the atmosphere can contribute as much
as 70% of the total turbulence power at sites like Maunakea (Chun et al. 2009, 2014). As
these layers are close to the ground, their distortion is common to a larger viewing angle,
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so if a system only corrects these distortions it can deliver a much larger corrected field
as compared to traditional single beacon, single conjugate AO systems. Its worth noting
that the actual relative strength of the ground layer to the rest of the atmosphere depends
sensitively on both the site and telescope, as dome seeing can be a large contribution.
One way to view these systems is as a way to improve the seeing quality , where poor
seeing conditions are transformed into median nights and median nights become excellent
nights. This delivered image quality provides a large enough field of view to efficiently image
clusters which can be several arcminutes on the sky (e.g. Red Super Giant Clusters) while
still providing high resolution imaging to mitigate crowding in the dense central regions.
Additionally, GLAO systems will provide excellent correction in the near-infrared which is
useful for overcoming the large differential extinction due to dust and gas in these young
clusters. Another advanced adaptive optics technique which could address these issues is
multi-conjugate adaptive optics. These systems work similarly to GLAO systems in the
sense that they measure the input wavefront along multiple lines of sight, however, instead
of simply correcting the lowest atmospheric layers using a single correcting element MCAO
system reconstruct the turbulence profile and apply a correction using multiple corrective
elements (deformable mirrors) conjugated to different heights. The Gemini South telescope
has demonstrated this technique over an 85′′× 85′′ field of view (Rigaut et al. 2014; Neichel
et al. 2014). This type of system offers performance improvements over a GLAO system
at the cost of greater complexity and a smaller field of view. We chose to focus on GLAO
technology advancement in order to access the widest fields of view an to demonstrate the
gains for a simpler approach.
Uncorrected systematic errors in astrometric measurements are much larger than the
random errors sources. Larger fields of views immediately help one problem, which is
the number of reference sources. Reference sources are used to account for the distortion
variation between between individual frames, so more reference sources allow for a more
accurate higher order correction of those changes. Optical Distortion calibration is critical
generally, as it the static component is often >1000 times larger than the required
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precision.for high precision applications. Aside from calibrating the static component, the
variable distortion component also has to be calibrated as it can contribute significantly to
the measurement errors (Neichel et al. 2014). The degree of this issue varies based on the
specifics of the design, for example, the NIRC2 camera which is mounted on a Nasymyth
platform experiences no measurable distortion variation (Service et al. 2016), while GSAOI
which is mounted at a Cassegrain focus experiences significant variation on short time scales
(Neichel et al. 2014).
In a practical sense, this means that distortion calibration is essential for astrometric
science cases of any imaging system. In the context of larger fields, this is further
exacerbated by design considerations in the optics of an AO relay. In any optical design,
there are tradeoffs between many considerations including complexity, field of view and
amount of optical geometric distortion. In the past, these tradeoffs have led to accepting
high levels of geometric optical distortion (1-2%) to optimize the image quality across a
larger field view, as compared to traditional SCAO instruments with their 10-30 arcsecond
fields of view. The results of these decisions is that even though ground based wide field AO
technologies are ideally suited for studying young massive clusters, it is absolutely necessary
that these instruments calibrate the complete optical distortion (both static and variable).
This thesis presents a combination of work which has made progress towards enabling YMC
science using future GLAO instrumentation. There are three distinct parts of this effort: (1)
commissioning of the ’imaka pathfinder instrument to demonstrate GLAO at Maunakea, (2)
demonstration of optical distortion calibration techniques, and (3) analysis of Westerlund
2 to demonstrate an example of a specific case of the type of science one could accomplish
utilizing a future GLAO system.
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Internal Kinematic Substructure of Westerlund 2
using proper motions
Note: This chapter will be submitted to a AAS journal with co-authors Jessica Lu, Mark
Chun, Matt Hosek, Peter Boyle and Jay Anderson.
1.1 abstract
We use archival HST imaging to measure the proper motion of 6385 sources in a 180′′
diameter field of view. Likely cluster members are identified by fitting the kinematic
distribution with two elliptical Gaussians. We find significant proper motion differences
which are correlated with the previously noted spatial substructure in this cluster. The two
clumps are found to be approaching each other at a speed of 3.2 ± 0.6 km s−1, projected on
the plain of the sky. We combine these results with radial velocity measurements from the
literature to estimate a lower limit on the required mass to gravitationally bind the system
of 3.4 ±1.0× 104 M, which is consistent with literature measurements of the total stellar
mass in the cluster from star counts.. By comparing virial masses with estimates of the
stellar mass for each individual sub-clump we find that the velocity dispersion in the main
clump is consistent with the clump being in virial equilibrium The same comparison for the
less massive Northern clump finds that it is not virialized as the estimated virial mass is
much greater than the stellar mass.
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1.2 Introduction
Young massive clusters offer an opportunity to study star formation in a controlled manner
as clusters are a single age, single metallicity population with all stars formed in a common
environment. Their youth (< 10 Myr) means that the observed stellar population is directly
representative of the initial stellar population, and the high cluster mass (> 104M) means
that the high end of the stellar mass function is well sampled. Studies of the Arches
and Quintuplet cluster in the Galactic Center environment have given insight into cluster
formation (Espinoza et al. 2009; Hosek et al. 2015; Rui et al. 2019); however, these studies
need a counterpoint in a different environment more representative of the Galactic disk.
Westerlund 2 (Wd2) is of comparable age and mass to the Arches cluster (Clarkson et al.
2012), and is in the disk of the Galaxy instead of the Galactic center. Wd2 is at a distance
of 4.16 ± 0.07 (random) +0.26 (systematic) kpc from Earth, has an age of . 1 − 3 Myr
(Alvarez et al. 2013; Carraro et al. 2013; Zeidler et al. 2015), and has a mass of ∼ 104M
(Ascenso et al. 2007). Ultimately, joint studies of Wd2, Arches and Quintuplet cluster will
allow for unique tests of the impact of environment on the star cluster formation process.
Previous work on Wd2 has suffered from contamination of the cluster measurements
due to other stars along the line of sight, as the cluster membership was based solely on
photometry (Ascenso et al. 2007; Zeidler et al. 2015; Hur et al. 2015). Simple cuts in the
color magnitude diagram were used to identify likely cluster members. This is reasonably
effective for Wd2 in part because the cluster is highly extincted which acts to separate the
foreground sources from cluster members. However, Wd2 is coincident with the HII region
RCW 49 (Rodgers et al. 1960), and has significant differential reddening (E(B-V) ∼ 1.87)
(Ascenso et al. 2007; Zeidler et al. 2015). This induces extra scatter in the CMD sequence of
the cluster, which leads to errors in assigning cluster membership when cuts are made in the
CMD. Using proper motions to measure membership would be a significant improvement,
as it avoids introducing mass- and brightness-dependent biases into the selected stellar
population and it can correctly eliminate background sources with a similar extinction.
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However, a proper motion catalog for Wd 2 does not yet exist and most of the cluster
members are too optically faint to be detected in Gaia.
Accurate cluster membership is essential for measurements of basic cluster parameters
such as the distance, which is still debated (Ascenso et al. 2007; Rauw et al. 2011; Carraro
et al. 2013; Alvarez et al. 2013; Hur et al. 2015), and age. Measuring precise cluster
membership will enable a measurement of the projected spatial distribution of the stellar
content and may allow for measurement of the projected kinematic structure. Previous
works (Alvarez et al. 2013; Hur et al. 2015; Zeidler et al. 2015) have found evidence for a
secondary clump of stars north of the main cluster which appears to be the same age. In
addition, Zeidler et al. (2018) found that there is a bimodal distribution in the line-of-sight
velocities with an offset between the peaks of 17 km/s; however, due to a small field of
view they were unable to correlate the kinematic substructure with the spatial structure.
Understanding the details of the kinematic and spatial sub-structure gives insight into
the original matter distribution in material that the star formation occurred in, as the
star formation is quite recent. These insights are particularly valuable in the sense that
constraining models of the cluster formation helps determine if present day properties like
mass segregation are primordial or due to dynamical evolution of the cluster. We present
the first proper motion measurements of sources in the Westerlund 2 field which we used
to test whether a similar offset exists in the plane of the sky and our coverage allows us to
test if the kinematic differences are correlated with the spatial structure in the plane of the
sky.
1.3 Observations
Westerlund 2 has been observed with the Hubble Space Telescope (HST) using the WFC3-
UVIS, WFC3-IR and ACS-WFC cameras a total of 14 distinct times between 2013 and 2018
using the F814W filter (0.814 µm) as well as the F125W (1.25µm) and F160W (1.60µm)
filters in 2013 during the following programs: 13038 and 14807 (Table 4.1). The ACS-WFC
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Table 1.1. HST Observations
Camera Year Filter Nimages Texp(s) PA (deg) σpos (mas)
WFC3-IR 2013.68 F160W 16 250 11.0 0.53
WFC3-IR 2013.68 F125W 16 250 11.0 0.87
ACS/WFC 2013.68 F814W 4 350 6.4 0.65
WFC3/UVIS 2016.83 F814W 6 350 70.8 0.20
WFC3/UVIS 2016.97 F814W 6 350 122.1 0.20
WFC3/UVIS 2017.11 F814W 6 350 168.0 0.20
WFC3/UVIS 2017.25 F814W 6 350 225.0 0.20
WFC3/UVIS 2017.39 F814W 6 350 277 0.21
WFC3/UVIS 2017.58 F814W 6 350 336.7 0.24
WFC3/UVIS 2017.90 F814W 6 350 98.2 0.21
WFC3/UVIS 2018.18 F814W 6 350 194.6 0.25
WFC3/UVIS 2018.30 F814W 6 350 241.0 0.22
WFC3/UVIS 2018.37 F814W 6 350 267.9 0.22
WFC3/UVIS 2018.43 F814W 6 350 301.0 0.21
WFC3/UVIS 2018.51 F814W 6 350 313.5 0.21
WFC3/UVIS 2018.75 F814W 6 350 35.0 0.24
Note. — Texp refers to the exposure time per image. σpos is the median error on
the mean for sources in the catalog for that epoch.
and WFC-IR imaging (Program 13038) have been published in Zeidler et al. (2015). The flt
images were used for this analysis and were downloaded on 2018 Oct 24. The observations
were taken with many different angles, positions, and dither patterns; however, the most
restricted field of view is set by the WFC3-UVIS observations centered on α(J2000) = 10h
24m 01s, δ(J2000) = -57◦ 45′ 13′′ (Proposal ID:14807) with a 160” × 160” field of view
and position angles of the camera rotating through almost two full rotations. The WFC3-
IR observations are a mosaic of 4 pointings that cover the entire UVIS field of view, each
consisting of 4 images that have a slight overlap so that the catalogs could be combined.
Each of the UVIS observations consists of 6 × 350s exposures with 0.2” dithers between
each frame. The observations are limited by the depth of the UVIS optical imaging, as





Initially we extract source catalogs from each image using using hst1pass (Anderson 2007).
These catalogs are only used to extract matches between an arbitrary reference frame and
each of the images. These matches are then used as the input for a more thorough source
extraction which achieves greater depth by looking for sources that can only be detected
by simultaneously searching in the stack of images.
For the intra-epoch alignment we use hst1pass (Anderson 2007) to extract preliminary
catalogs from each image. These catalogs are then matched and transformed into the
coordinate system of the first image in each epoch using a full first-order transformation.
The transformed catalogs are then averaged to create a new master catalog for that epoch,
which is used as the reference in a second pass of the matching and transformation process.
This initial alignment is used as input to the source extraction to follow, as we need a set
of matched coordinates between each individual image and a common reference frame as
input for KS2. For the 2013 epoch, we use the optical F814W data as the initial reference
catalog for the IR data.
The photometry and astrometry is re-extracted from the images using the KS2
reduction routine developed by J. Anderson (Anderson et al. 2008). KS2 identifies sources
across multiple exposures and filters and estimates the brightness and position across all
frames using an estimate of the point spread function that varies over the field of view.
Source detection is performed iterativly, starting with the bright sources which are then
subtracted from the stack in order to identify fainter stars. For the final iteration, we
use the following quality cut inputs for the program (HMIN=1, SSIG=1.00, QMIN=99,
QSEL=9.00, QSEP=0.75, DMIN=99, DSEP=0.50, PMIN=10, PSEP=1.25, OPRX=1.50,
OPRV=2.5, RSIZ=0.25, see Anderson et al. (2008) for details on these parameters). These
values were selected based on past experience reducing similar data sets. This procedure
is applied to every epoch and produces catalogs with positional uncertainties as shown in
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Figure 1.1 Top: Positional errors as a function of the F814W brightness of the source for
each catalog. The F814W data is from a single UVIS epoch, which is typical for all sources.
Bottom: Photometric errors in the individual catalogs as a function of magnitude.
Table 4.1. For the UVIS data, 6000-7000 stars are detected per epoch while in comparison,
the 2013 WFC-IR catalogs contain 19356 stars and the 2013 ACS catalog contains 21154
stars; thus the 2016-2018 UVIS data is the most shallow.
In order to photometrically calibrate all catalogs, we perform a zeropoint correction.
The published HST zeropoints only apply to aperture photometry. So, in order to calibrate
the UVIS date we perform aperture photometry on the 2016.83 epoch and apply the known
zeropoint. We then compare to the aperture photometry to the KS2 photometry and
estimate the appropriate zeropoint to be applied to KS2 data. For the UVIS data we find
a zeropoint of ZPKS2,UV IS = 24.54± 0.04 mag. For the other filters we use the zeropoints
calculated previously using the same general methodology; the details can be found in Hosek
et al. (2018). The final catalog errors for the positions and the photometry are shown in
Figure 1.1
1.4.2 Cross-Epoch Alignment
A precise cross epoch alignment of stellar catalogs is required to measure proper motions
with sufficient accuracy for this work. Performing this alignment is an iterative process,
where we alternate between aligning the observed catalogs to the current reference frame and
then fitting proper motions for all sources. For this purpose, we start our by using the 426
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Gaia DR2 catalog sources that are within our field of view (Lindegren et al. 2018). The Wd
2 Gaia catalog is projected onto a tangent plane at the center of the cluster at α = 156.0◦,
δ = −57.76◦ and the celestial coordinates are converted to units of arcseconds offset from
the center. The initial alignment uses a linear parameter transformation to transform each
catalog from detector coordinates into the Gaia reference frame while taking into account
the measured proper motions of the Gaia catalog. The non-Gaia stars from each epoch are
then added to the reference table for subsequent iterations. Every time a new catalog is
added, it is first matched to the current reference table positions (accounting for the proper
motions), then sources not detected in the current reference table are added, and finally
new proper motions are fit for all sources.
This proper motion fitting process is iterative, in the sense that, after the transformation
coefficients are fit, we fit each stars’ proper motion and then refit the transformation
coefficients. This is process is repeated 3 times, and for the final alignment we only use
sources that meet the following criteria to build the reference frame: First the stars with
measured proper motions greater than± 0.75 mas/year are eliminated. Then stellar position
measurements with errors larger than 0.6 mas are also eliminated. In addition to the cuts
on the reference frame, we also eliminate anomalous sources on a per frame basis by sigma-
clipping stars with large residuals between the observed position and the expected position.
For the first alignment pass we use a 5-σ outlier threshold and then change to a 3-σ outlier
threshold for the final two iterations. In addition to the outlier rejection, we also decrease
the matching radius in each subsequent iteration from 0.2 as to 0.1 as to 0.05 as. Finally,
we use progressively higher-order polynomial transformations in this process starting from
linear to 2nd order to 3rd order. Note that we fit our linear motion in the right ascension axis
including the tangential projection using µα∗ = µαcos(δ) where δ is the mean declination
of our field. For the remainder of the paper we present our results as µα∗.
We would typically only use bright sources in the final alignment to avoid introducing
additional noise into the transformation process. However, this is problematic for the UVIS
imaging due to uncorrected residual charge transfer efficiency effects on the chip, which
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cause systematic position offsets that are a function of source brightness and position on
the chip. To correct this issue, the input UVIS catalogs are first split based on the brightness
of the source before aligning them to a common reference frame. This allows for different
transformation coefficients for each split catalog which can correct for the common optical
distortion and the magnitude dependent residuals. We split the sources into 6 bins with the
breaks at using the average F814W magnitudes for each source and bin edges of 18.5, 20,
21, 22 and 23. Using the average brightness ensures that each source is always in the same
bin. This additional correction has an important impact on the final astrometric catalog,
as typically the distortion polynomials are only derived using the sources with the lowest
astrometric error. Splitting the data in this fashion has the potential to create offsets in
the reference frame between the different magnitude bins, however, the requirement that
all sources are measured in one of the 2013 epochs ensures that the all share a common
reference frame. The residuals in the final transformations range from 0.7 to 3.0 mas
RMS for the sources used in the transformations. The largest residuals are in the faintest
magnitude bin for the UVIS data with typical values over 3 mas; for the rest of the data
the typical residual after transformation is 1.4 mas. These values are larger than expected
from the estimate of the positional errors in the individual catalogs (4.1), we attribute this
discrepancy to uncorrected (high order) optical distortion variation between the different
observation epochs.
The final catalog has a total of 6385 sources with median proper motion errors of 0.2
mas/yr where the errors are estimated based on the fitting error in the linear models. The
measured proper motions for all sources are shown in Figure 1.3as well as the associated
errors (Figure 1.2.
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Figure 1.2 Measured proper motion errors in the final catalog. The µδ errors are shown in
orange while the µα∗ errors are shown or orange. Errors increase for bright stars due to our
use of shallow, short exposure data, which cannot be corrected for the magnitude-dependent
distortions. As a result the alignment for bright stars is much less accurate.
1.5 Analysis
1.5.1 Kinematic Membership
We use the measured proper motions of the stars to identify likely cluster members. Proper
motion-based cluster membership is independent of the brightness or color of the stars;
however, it does rest on the assumption that the stars in the cluster move together while
other stars along the line-of-sight do not. In order to characterize the velocity structure
in the observed stars we use a 2 Gaussian model; one for the cluster sources and one for
the background. To fit the model we follow the fitting process used in previous works
(Stolte et al. 2014; Hosek et al. 2015; Rui et al. 2019). In this case we set K = 2, where
one Gaussian is the cluster sources and the other accounts for the field population. We
use elliptical Gaussians for both distributions, which is necessary to match the observed
kinematic structure in the cluster members. We apply this framework to the problem of
fitting the observed velocity distribution in this field. For this fitting, we adopt uniform
priors for the model parameters of the Gaussians for both the field and the cluster; this
includes the rotation angle (θ), semi-major standard deviation (σ), ratio between the semi-
minor and semi-major standard deviation (f), mean proper motion in both axes (µ) and
the fraction of stars in each Gaussian (π).
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−1) 2.778±0.009± 0.13 2.218±0.009± 0.13
π 0.733±0.011 0.267±0.011
Figure 1.3 Vector point diagram for all sources in the final catalog. The 1-σ and 3-σ contours
of the best fit Gaussian model are shown for both the cluster (red) and field (blue).
Multinest is then used to estimate the posterior probability distribution (Feroz et al.
2009). This software implements an alternative approach to Markov chain Monte Carlo
algorithm, which identifies peaks in the posterior distribution and restricts future sampling
to those regions until the output distribution is well sampled. The best fit parameters are
shown in Table 1.2. We use the mean measurement of the cluster Gaussian as the estimate
of the bulk motion of the cluster To estimate the absolute proper motion of the cluster, we
estimate the proper motion of the field using sources with proper motion errors less than 0.7
15
Figure 1.4 Optical CMD with cluster members shown in black. Stars with kinematic
membership probability less than 0.4 are shown in red.
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mas/yr with brightness between 17 and 18 in F814W. This gives on offset for the reference






Li = F1L1,i + (1− F1)L2,i
Where the likelihood for the individual (i) stars on the first sub-cluster is defined as:


















(xi − x̄1)TΣ−1pos,1,i(xi − x̄1)
)
(1.4)
where Σvel,1,i = Svel,i + Zvel,1 where Svel,i is the velocity covariance of the ith star and
Zvel,1 is the covariance matrix of the velocity distribution for the first sub cluster, µi is
the proper motion of the ith star and µ̄1 is the mean proper motion of the first Gaussian.
Correspondingly, Σpos,1,i = Spos,i +Zpos,1 where Spos,i is the positional covariance of the ith
star and Zpos,1 is the covariance matrix of the positional distribution for the 1st sub cluster,
x̄1 is the mean position of the first sub cluster, and xi are the positions of the ith star. F1
gives the relative amplitude of the first sub cluster, where it is bound between 0 and 1.
Previous studies have noted the two peaks in the spatial distribution of stars in this
field, and this model allows us to see if there is velocity structure associated with the spatial
structure. When we fit this model, we trim sources with kinematic membership probability
less than 0.3, sources with proper motion errors larger than 0.4 mas/year in either axis and
all sources that are more than 30 arcseconds from both of the density peaks (see Figure 1.5
for the relevant regions). This is done to mitigate the effects of other structures in the field
of view, such as contaminating field sources with a uniform spatial distribution. These cuts
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leave a total of 1556 stars which we fit the sub-clumps model to with best fit parameters as
shown in Table 1.3.
1.6 Results
1.6.1 Bulk Cluster Properties
The absolute proper motion of the total cluster is -4.84 ± 0.16 mas/yr and 2.83 ± 0.13
mas/yr for µα∗ and µδ respectively in the Gaia DR2 reference frame (Lindegren et al.
2018). In Galactic coordinates this is converts to µl∗ = -5.60 ± 0.07 mas/yr (-111 km/s)
and µb -0.2± 0.2 mas/yr (3.9), which is consistent with the expectation that star formation is
confined to the Galactic plane. Previous studies of Westerlund 2 have identified substructure
in the cluster in the form of two local density peaks (Hur et al. 2015; Zeidler et al. 2015,
2017). We find the same spatial structure in our new analysis using kinematic membership.
Our measured spatial distributions is weighted by the kinematic membership probability
plotted in Figure 1.5. One possible concern is that this spatial distribution could be due to a
band of extinction between the two local density peaks, masking out the light from the true
peak. We rule this out as previous works which estimated the differential extinction across
the field found the same did not find evidence for a larger extinction band in that location
(Zeidler et al. 2015). The luminosity function for each sub-clumps and the total cluster are
shown in Figure 1.6. These results are consistent with the results of similar analysis from
Zeidler et al. (2017). The relative dearth of faint stars in the center is primarily due to
crowding reducing the completeness in this region.
1.6.2 Cluster Sub-Groups
The resulting best fit models are shown in Figure 1.8 and Table 1.3. For clarity, Figure 1.7
shows the 2d model and data collapsed along one axis to show how the data compares with
the model. The notable result of this fit is the two sub-clumps are moving towards each
other along the declination axis at a rate of 0.164 ± 0.060 mas yr−1 (3.2 ± 1.2 km s−1)
18
Figure 1.5 Shown here is the density map of cluster members weighted by their cluster
membership probability. The orange and red circles show the total region used to estimate
the substructure. The teal arrows teal show the motion in the GAIA DR2 reference frame
while the white arrow shows the relative motion of the northern clump with respect to the
main clump. The white arrow is magnified 20× with respect to the absolute motion. The
absolute motion is parallel to the galactic plane with not statistically significant motion out
of the plane.
Figure 1.6 Luminosity function for the region considered in the sub-clumps model fit. Only
stars within 30 as of one of the density peaks with proper motion errors less than 0.4
mas/year are included. For each sub-clumps, stars with a probability > .7 to be in that
association are included. Note that the dearth of fainter sources in the Main cluster is likely
due to incompleteness due to crowding in the cluster core.
19
where we assume a distance of 4.16 ± 0.33 kpc (Zeidler et al. 2015). Note that we include
the line of sight distance error in the error propagation for the physical velocities and masses
in the subsequent analysis. We can combine the proper motion velocity differences with the
measured radial velocity of cluster members from the literature; Zeidler et al. (2018) found
a bimodal radial velocity distribution in 72 likely cluster members centered in the northern
part of the field. It is a reasonable assumption that the two peaks in their distribution is
due to contributions from the tail of the main clump sources as well as some northern clump
sources, however, we cannot identify the correspondence between the peaks in the proper
motion and radial velocity distributions. Despite that ambiguity, we can still estimate the
total 3d velocity difference between the two clumps by combining this velocity offset with
the previously measured radial velocity offset of 17.3 ± 2.2 km s−1 (Zeidler et al. 2018),
we estimate a total velocity difference of 17.60 ± 2.5 km s−1. We can assume that the two
sub-clumps are bound, and further that the main clump is significantly more massive than
the northern clump, such that the center of mass is the centroid of the main cluster. We use
the projected distance in the plane of the sky as the distance between the two subclumps
(0.93 ± 0.11 pc) These assumptions give a lower limit of M > 3.4 ± 1.0 × 104 M. This
assumes that the cluster is bound and that the difference in the line of sight distance to the
two sub-clumps is negligible. Note that additional distance between the clumps along the
line of sight will only increase the mass estimate. For example, if the two sub-clumps are
separated by the same distance along the line of sight as they are in the plane of the sky,
then the mass limit is M > 4.8± 1.4× 104 M.
We can also estimate the mass of the individual clusters using the measured velocity







where we use the half-width at half maximum (1.175×σpos) of the positional Gaussian as the
characteristic distance between sources and assume that the velocity dispersion in the line
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Table 1.3. Kinematic Substructure
Name F µα∗(mas yr
−1) µδ(mas yr
−1) σvel(mas yr
−1) α∗(as) δ (as) σpos(as)
Main Clump 0.617±0.038 -0.065±0.041 0.078±0.041 0.27±0.03 5.57±1.4 -16.5±2.36 13.5±1.0
Northern Clump 0.381±0.056 -0.017±0.040 -0.086±0.043 0.22±0.03 -2.7±1.7 28.8±2.3 14.9±1.7
Note. — Here the velocities are presented in the cluster rest frame.
Figure 1.7 Marginalized histograms of the stellar positions and velocities for the kinematic
members with the subcluster model overplotted. Only sources with velocity errors < 0.4
mas/year, kinematic membership probability > 0.3 and within 30 arcseconds of the center
of one of the peaks are considered. We note that the Gaussian model does not perfectly
match the level of spatial substructure present in the data, however, it is an approximation
which allows us to see that the two peaks have distinct mean velocities.
of sight is the same as in the plane of the sky. This approach gives a mass of 2.6± 0.7× 104
M for the main clump and 1.9 ±0.5 × 104 M. Thus we estimate a total virial mass of
4.5± 0.8× 104 Mwhich is sufficient to imply that the system is bound.
1.6.3 Fast Moving Cluster Members
It is worth investigating whether there is evidence for rapidly moving cluster sources ejected
from the cluster via 3-body interactions. To search for these sources we select sources with
low kinematic cluster membership (< 0.3) who’s photometry lies along the cluster color
sequence. In addition we trim out sources with proper motion errors > 0.25 mas yr−1 and
fainter than 21 mag in F814W. This leaves 12 sources, however, the specific cause of these
sources is not entirely clear. 11 of the 12 sources lie between the 3 and 4 σ contours of the
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Figure 1.8 Here is the model fit to the Proper Motion for stars in the two regions plotted
in the cluster reference frame. The northern clump is plotted in orange and the central
clump is plotted in red. The average vy is offset by 0.16 mas/yr (3.2 km/s), and the mean
velocities for each fit are shown as the black points. The contours for each model are at the
1,2 and 3-σ levels.
cluster velocity Gaussian’s. The final source is potentially more interesting, however some
more study is merited to understand its most likely source.
1.7 Discussion
To convert from angular units to physical quantities we assume a distance of 4.16 ± 0.33
kpc to the cluster and include the distance error in the estimate of the physical quantities
(Zeidler et al. 2015). The first important point is that as expected the cluster is moving
along the galactic plane with no measurable out of the plane component in the proper
motions (µb = 3.9 ± 3.9 km s−1. We can also compare the velocity dispersions measured
for the two sub-clumps to the the velocity dispersions found in the radial velocity structure
and we see that the values agree within 1-σ (Zeidler et al. 2018). The bi-modal radial
velocity distribution has dispersions of 4.52 ± 1.78 km s−1 and 3.46 ± 1.29 km s−1 while
the proper motion dispersions for the two sub-clumps are 5.3 ± 0.6 km/s and 4.3 ± 0.6
km/s. Although we do not know how the velocity structure corresponds between the proper
motion and kinematic space, they all agree within the associated errors.
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Table 1.4. Results
Quantity Main Clump Northern Clump Total Cluster
µα∗ (km/s) 1.28±0.8 0.34±0.8
µδ (km/s) 0.5±0.8 -2.7±0.8
σv (km/s) 5.3±0.7 4.3±0.7
σpos (pc) 0.27±0.03 0.30±0.04
Mvirial (10




4 M) 2.3±0.2 0.3±0.03 3.6±0.3
Note. — MStellar are mass estimates derived for the stellar content
from Zeidler et al. (2017). The velocities in The proper motions in this
table are presented in km/s assuming a distance of 4.16 kpc. The proper
motions are not in an absolute frame, the offsets to match to an absolute
reference frame are -4.84 ± 0.16 mas/yr and 2.83 ± 0.13 mas/yr for µα∗
and µδ respectively.
The total mass for the cluster found from counting stars is 3.6 ×104± 0.3 M. (Zeidler
et al. 2018). This mass estimate for the cluster is consistent with the two sub-clumps being
gravitationally bound. The same authors found a mass of 2.3 ± 0.2 ×104 M for the main
clump and 0.3 ± 0.03 ×104 M for the northern clump. For the main clump the stellar
mass is consistent with the virial mass, which suggests that this sub-clump is virialized.
This agreement adds kinematic confirmation of the measurement of the present day mass
function with a slope of Λ = −1.65 ± 0.06 (Zeidler et al. 2017). The same is not true for
the northern clump, where the virial mass is much greater than the measured stellar mass,
which implies that the cluster is may be dissolving and that is not in virial equilibrium.
Its worth noting that the stellar mass estimates use a cluster sample selected using color
cuts and that the results might change for a sample selected based on proper motions. The
results for the various regions of interest are summarized in Table 1.4.
1.8 Conclusions
We provide the first proper motion measurements for stars in the young massive cluster
Westerlund 2. This enabled quantitative cluster membership estimation using kinematic
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information instead of photometry. By comparing the measured proper motions in the
distinct spatial clumps we find that the spatial substructure is correlated with the kinematic
distribution. Additionally, we find that the two clumps are moving towards each other at
a rate of 3.2 ± 1.2 km/s, which means they will be coincident on the sky within ∼ 0.3
Myr. Furthermore, the confirmation that the spatial structure has associated kinematic
differences makes Westerlund 2 another example of a young massive cluster showing
significant clumpy substructure (Kuhn et al. 2014). By combining our measurements
with radial velocity measurements in the literature and assuming that the two distinct
populations are bound, we estimate a lower limit of the cluster mass of 3.4 ± 1.0 104 M.
This estimate assumes that the two clumps are at the same distance along the line of
sight, if this is not true than the required mass for the total system to be bound increases
substantially. If we assume that the line of sight distance is the same as the projected
distance, the required mass goes up by 41%. We note that the total stellar mass of the
cluster was measured to be 3.6 ± 0.3 M (Zeidler et al. 2018), which means it is likely
that the two subclusters are bound together. The line of sight distance between the two
subclusters would have to be 1.2 pc (1.4× the projected distance) to create a 1-σ discrepancy
between the binding mass and the total stellar mass. Although the line of sight distance
between the sub-clumps is unknown, these results are consistent with the two sub-clumps
being gravitationally bound assuming that the line of sight distance is comparable to the
projected distance on the sky.
The virial mass estimate for the Main clump is consistent with the literature for the
stellar mass, which suggests that it is not expanding, however, this is not true for the
Northern Clump. In that sub-clumps, the virial mass estimate is 1.9 ±0.6 104 M, while the
estimate of the stellar mass is 0.3 ± 0.03 104 M which indicates that this sub-clumps is not
in virial equilibrium (Zeidler et al. 2017). This suggests that the sub-clump is evaporating
possibly due to interactions with the more massive sub-clump, however, given that the line of
sight distance is unknown the exact physical scenario is uncertain. The more massive Main
clump has a virial mass which is consistent with the stellar mass. The fact that the Main
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cluster is in virial equilibrium offers additional support for the theoretical interpretation
that star formation is a slow process as compared to the dynamical evolution time scale
(Krumholz & Tan 2007).
We also find that our estimates of the velocity dispersion in the each of the sub-
clusters matches the velocity dispersion measured in the radial velocity study, assuming
the previously published distance of 4.16 kpc (Zeidler et al. 2015, 2018).
Young massive clusters do not consistently show significant substructure, however, there
are other examples of ”clumpy” clusters where a significant fraction of the stellar sources
are found in sub-clumps (e.g. M17, Eagle Nebula Kuhn et al. (2014)). The finding of
substructure in this cluster is consistent with other studies of young clusters, which have
found a variety of substructure across young stellar clusters (Kuhn et al. 2014).
The catalog of sources, membership probability and proper motions is also supplied
which can enable future analyses of the cluster parameters such as the degree of mass
segregation and the initial mass function. The proper motion catalog for 6385 stellar sources
in this region is a useful tool for future work as it enables more accurate measurements of
initial mass function. For the case of Westerlund 2, it will also allow for a detailed kinematic
analysis after the publication of the radial velocity catalog mentioned in Zeidler et al. (2019).
We leave to future work the additional analysis necessary to produce an initial mass function
estimate based on the kinematically selected cluster members.
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Chapter 2
A New Distortion Solution for NIRC2 on the Keck
II Telescope
Note this paper first appeared as Service et al. (2016) with co-authors: J. R. Lu,
R. Campbell, B. N. Sitarski, A. M. Ghez, J. Anderson
2.1 Abstract
We present a new geometric distortion model for the narrow field mode of the near infrared
camera (NIRC2) fed by the adaptive optics system on the W. M. Keck II telescope. The
adaptive optics system and NIRC2 camera were realigned on April 13, 2015. Observations
of the crowded globular cluster, M53, were obtained before and after the re-alignment to
characterize the geometric field distortion. The distorted NIRC2 positions of M53 stars were
compared with precise astrometry of this cluster from Hubble Space Telescope observations.
The resulting distortion map constructed just before the re-alignment is consistent with
the previous solution derived using data from 2007-2009. The distortion map changed
significantly after re-alignment by an average of 4.5 mas (75%) and the new distortion
model for post-realignment observations have a total accuracy of ∼1.1 mas.
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2.2 Introduction
High-precision astrometry is a powerful tool in astrophysics. Diffraction-limited imaging
on 8−10 m class telescopes has been used to study the Galactic center (GC) in detail,
including the discovery of the super massive blackhole and studies of its surrounding stellar
population (e.g. Eckart & Genzel 1997; Ghez et al. 1998; Genzel et al. 2003; Ghez et al. 2005;
Paumard et al. 2006; Stolte et al. 2008; Lu et al. 2009; Bartko et al. 2009; Meyer et al. 2012;
Clarkson et al. 2012; Yelda et al. 2014). A wide array of other science has similarly benefited,
including measuring masses of stars and brown dwarfs from binary orbits (Konopacky et al.
2007; Liu et al. 2008; Dupuy et al. 2014, e.g.), determining exoplanet orbits (Pueyo et al.
2015; De Rosa et al. 2015, e.g.), measuring masses and densities of small bodies in the solar
system (e.g. Grundy et al. 2015), and studying compact objects (e.g. Cameron & Kulkarni
2007b; Rudy et al. 2015). The near-infrared camera, NIRC2, on the W. M. Keck II telescope
(PI: K. Matthews has been essential for a large number of these studies thanks to its stable
and precise astrometry, yielding positional uncertainties as low as 0.15 milli-arcseconds (Lu
2008; Yelda et al. 2010).
Precise and accurate astrometry requires a thorough understanding of the imaging
system used for observations. One limiting factor is knowledge of the geometric optical
distortion in the imaging system. For example, uncorrected distortion in Galactic Center
imaging of the masers leaves > 1 mas scale distortion (Yelda et al. 2010), which is at least a
factor of 5-10 greater then the precision achieved with relative astrometry. In general these
effects can be mitigated in crowded fields by using a large number of stars to transform
individual exposures into a common astrometric reference frame. When the imaging system
is stable, it is advantageous to measure the distortion and apply a distortion correction in the
image analysis stage. Once distortion is corrected, individual exposures can be stacked to
increase sensitivity. Another advantage is that even sparse fields can be distortion corrected.
Distortions in NIRC2 were initially characterized using illuminated pinhole masks
(Cameron & Kulkarni 2007a). However, the residual distortion in those solutions was
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still large compared to the relative astrometric error. On-sky data of M92 was used in
Yelda et al. (2010) to measure the geometric distortion. The primary difference in these
two approaches is the degree of systematic errors in the reference positions. In the case
of the mask, reference position errors are set by how precisely the mask is manufactured.
The on-sky experiment utilized Hubble Space Telescope (HST) data as the distortion-free
external reference where the systematic noise is set by the residual distortion in that system.
The distortion solution produced from on-sky data is more accurate (∼ 1.1 mas Yelda et al.
(2010)) , as the residual distortion in the HST reference is much smaller than the residual
distortion in the solutions measured using pinhole masks (∼2-3 mas Cameron & Kulkarni
(2007a)). A superior approach to distortion characterization would be to estimate the
distortion-free reference positions from the observations themselves and dispense with the
need for an external reference frame, as was done when deriving the HST distortion solution
(Anderson & King 2006). However, this requires observations with large translations at
many orientations to constrain all high-order modes of distortion. The primary advantage
of adopting an external reference is that we can measure the distortion of NIRC2 with
a much smaller set of on-sky data as compared to the data set used to derive the HST
distortion solution (Anderson & King 2006).
Previous work has demonstrated that the distortion of the NIRC2 system is stable over
the period from 2007-2010 within the measurement errors for the solution (Yelda et al.
2010, ∼ 1.1 mas). However, the Keck II adaptive optics (AO) system that feeds NIRC2
was realigned on April 13, 2015 to improve a long standing issue of point-spread function
elongation in 3-4 µm images. The source of this elongation was identified as the incorrect
installation of the dichroic optic used to split between the infrared light passed to NIRC2
and the visible light used by the AO system. After the dichroic was adjusted to the correct
orientation, further adjustments were needed to re-align the optical axis while keeping
aberrations minimized. A side effect of these improvements is a change in the geometric
distortion of the system as seen by the instrument. This change requires new observations
to characterize the geometric distortion of the new system.
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In this work, we derive a new geometric distortion solution for the near-infrared camera
(NIRC2) behind the Keck II adaptive optics (AO) system. We show that the distortion
solution has changed by ∼4.5 mas (75%) after April 13, 2015 as a result of realignment
work on the optical system. In Section 3.4, we describe NIRC2 and HST observations
of the globular cluster, M53, used to derive the new solution. Section 3.5 describes the
data reduction and extraction of precise stellar positions. Section 2.5 describes how we use
the stellar positions to fit distortion models for NIRC2 both before and after the system
re-alignment. In Section 2.6, we derive errors and test both distortion solutions.
2.3 Observations
The first step in characterizing the geometric optical distortion in the NIRC2 camera is
to measure stellar positions of a reference field. We use the dense globular cluster M53
as our reference field, and derive reference positions using HST/ACS imaging(§2.3.1). The
distortion in the HST images has been characterized and can be corrected to .0.5 mas
(Anderson & King 2006). We then compare the nearly distortion free reference positions
to the distorted positions derived from NIRC2 imaging of the same field (§2.3.2). Our
observations and methods mirror the process described in Yelda et al. (2010).
2.3.1 HST Observations of M53
M53 was observed with the Hubble Space Telescope on 2006 March 3 with ACS/WFC using
the F814W filter. Five long (340 s) and one short (45 s) were taken centered on the M53
(α = 13h12m59s, δ = 18◦10′18”). The observations were taken with a position angle of
-104.2◦ and plate scale of 49.72 mas/pixel van der Marel et al. (2007). These observations
were part of the ACS Survey of Globular Clusters (GO-10775, PI: A. Sarajedini) and
previously published in Anderson et al. (2008).
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2.3.2 NIRC2 Observations of M53
M53 (α = 13h12m55s, δ = 19◦10′8.4”) was observed on 2015 April 2 UT and 2015 May 5
UT using the laser-guide star AO system on the W. M. Keck II 10 m telescope with the
facility near infrared camera NIRC2 (PI: K.Matthews). All observations were taken using
the narrow field camera (10”×10”) and the K ′ filter (λ0 = 2.12 µm, ∆λ = 0.35 µm). We
collected 133 science images in April and 100 science images in May with a total of 68
unique combinations of position angle (PA) and position offsets (Figure 2.1 and Table 2.1).
The point spread function delivered to the camera had an average FWHM of 55 mas and
Strehl ratio of 0.35. Typical rms variation of the FWHM across a frame was 3.0 mas, and
the variation lacked obvious spatial structure across individual images.
To fully map the distortion solution, the scene of stars was dithered on the camera.
This was done by dithering 2.5” in a square pattern from the central pointing and observed
at two different position angles. This is required to measure the distortion, as we need
measurements of the same source at many locations on the detector. Additionally, this
mitigates the effect of outlier stars (i.e. high proper motion) on the final solution. We take
multiple exposures (2-4) at each pointing so that we can evaluate positional errors for each
star prior to aligning the data to a global reference frame. The tip-tilt star used for these
observations has R ∼ 13.5 and is 24” West and 12” South of the central pointing.
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Table 2.1. Summary of M53 images
Date P.A. ∆x ∆y Nimg texp Coadds FHMW Strehl Nstars σpos
(deg) (pix) (pix) (s) (mas) (pixels)
4/2/2015 0.0 0.0 0.0 4 5.0 10 64.3 0.27 76 0.072
0.0 -15.9 -15.1 3 5.0 10 54.0 0.38 71 0.064
0.0 18.1 1.6 4 5.0 10 69.8 0.22 62 0.064
0.0 -16.0 3.9 4 5.0 10 53.9 0.37 117 0.086
0.0 -251.6 -0.1 4 5.0 10 55.9 0.32 117 0.081
0.0 -266.8 -16.8 4 5.0 10 64.3 0.23 88 0.081
0.0 -230.4 0.4 4 5.0 10 60.9 0.26 98 0.086
0.0 -266.7 1.5 4 5.0 10 60.9 0.28 95 0.074
0.0 -502.6 -1.8 4 5.0 10 55.0 0.34 114 0.082
0.0 -516.2 -17.9 4 5.0 10 57.7 0.29 105 0.086
0.0 -482.7 2.6 4 5.0 10 53.0 0.36 123 0.091
0.0 -516.2 1.7 4 5.0 10 56.3 0.32 86 0.090
0.0 -747.6 -2.7 3 10.0 5 71.1 0.17 60 0.086
0.0 -768.2 -18.6 2 10.0 5 56.4 0.31 131 0.060
0.0 -730.6 0.0 3 10.0 5 56.6 0.30 133 0.067
0.0 247.6 252.7 3 10.0 5 51.2 0.39 131 0.074
0.0 230.7 236.4 3 10.0 5 50.2 0.45 148 0.083
0.0 265.4 253.7 3 10.0 5 57.8 0.33 96 0.071
0.0 -1.1 252.7 3 10.0 5 49.8 0.45 171 0.067
0.0 -18.8 237.5 3 10.0 5 48.6 0.47 156 0.081
0.0 17.1 253.8 3 10.0 5 52.3 0.37 152 0.073
0.0 -251.3 252.2 3 10.0 5 52.4 0.37 160 0.071
0.0 -269.0 236.0 3 10.0 5 54.7 0.33 138 0.070
0.0 -232.0 253.7 3 10.0 5 50.0 0.43 178 0.065
0.0 -501.5 250.7 3 10.0 5 55.1 0.33 114 0.067
0.0 -518.4 234.8 3 10.0 5 52.3 0.41 175 0.077
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Figure 2.1 HST image of the M53 globular cluster, overlaid with NIRC2 pointings. The
HST images were obtained with ACS/WFC in the F814W filter. Red boxes are NIRC2
observations taken in May, 2015. The blue boxes are NIRC2 observations from April, 2015.
Each NIRC2 field is 10”×10”.
35
Table 2.1—Continued
Date P.A. ∆x ∆y Nimg texp Coadds FHMW Strehl Nstars σpos
(deg) (pix) (pix) (s) (mas) (pixels)
0.0 -485.1 252.5 3 10.0 5 53.0 0.36 168 0.076
0.0 498.8 505.0 2 10.0 5 49.3 0.46 150 0.060
0.0 480.8 490.0 2 10.0 5 47.9 0.49 161 0.058
0.0 517.7 508.5 3 10.0 5 48.9 0.46 151 0.071
0.0 246.7 506.0 2 10.0 5 51.7 0.35 121 0.060
0.0 230.1 490.7 3 10.0 5 49.5 0.41 157 0.079
0.0 264.9 508.5 3 10.0 5 48.2 0.43 176 0.081
0.0 -505.8 501.7 3 10.0 5 58.4 0.28 68 0.091
0.0 -524.2 485.9 3 10.0 5 58.2 0.25 85 0.081
0.0 -486.5 504.4 3 10.0 5 52.0 0.31 110 0.073
0.0 -775.0 485.2 2 10.0 5 57.4 0.33 126 0.062
0.0 -738.8 502.4 3 10.0 5 58.9 0.30 116 0.094
0.0 -258.5 752.3 3 10.0 5 58.5 0.31 111 0.089
0.0 -274.9 736.6 3 10.0 5 61.2 0.32 115 0.093
5/5/2015 0.0 0.0 0.0 3 10.0 5 54.2 0.38 141 0.090
0.0 -14.4 -16.0 4 10.0 5 64.9 0.23 75 0.009
0.0 21.5 0.7 4 10.0 5 71.6 0.19 66 0.081
0.0 -250.4 -1.9 4 10.0 5 68.6 0.19 72 0.100
0.0 -265.6 -16.6 4 10.0 5 58.7 0.29 128 0.085
0.0 -229.3 0.6 4 10.0 5 58.7 0.28 124 0.091
90.0 1040.2 24.4 4 10.0 5 55.9 0.30 136 0.089
90.0 1054.4 5.5 4 10.0 5 53.8 0.35 169 0.098
90.0 1039.4 42.2 4 10.0 5 54.0 0.33 165 0.097
90.0 1036.7 -224.4 3 10.0 5 50.5 0.27 127 0.079
90.0 1054.3 -245.4 3 10.0 5 49.0 0.31 140 0.085
90.0 1034.6 -199.2 3 10.0 5 48.2 0.31 129 0.091
36
Table 2.1—Continued
Date P.A. ∆x ∆y Nimg texp Coadds FHMW Strehl Nstars σpos
(deg) (pix) (pix) (s) (mas) (pixels)
90.0 1037.2 -472.9 3 10.0 5 48.7 0.33 137 0.084
90.0 1055.1 -495.0 3 10.0 5 47.7 0.34 142 0.081
90.0 1034.5 -448.6 3 10.0 5 49.0 0.34 143 0.090
90.0 789.1 276.2 3 10.0 5 53.0 0.34 155 0.087
90.0 807.9 254.7 3 10.0 5 52.5 0.28 138 0.076
90.0 786.2 300.6 3 10.0 5 51.6 0.30 153 0.077
90.0 788.4 26.2 3 10.0 5 54.1 0.30 160 0.082
90.0 808.5 5.8 3 10.0 5 55.3 0.33 129 0.072
90.0 789.2 50.1 3 10.0 5 58.7 0.26 119 0.33
90.0 789.3 -222.5 3 10.0 5 59.6 0.28 122 0.088
90.0 808.0 -244.2 3 10.0 5 64.9 0.19 79 0.068
90.0 787.3 -196.6 3 10.0 5 59.5 0.26 129 0.085
90.0 787.0 -472.7 3 10.0 5 51.7 0.39 153 0.089
90.0 807.0 -495.3 3 10.0 5 55.1 0.34 134 0.090
90.0 787.0 -449.5 3 10.0 5 61.2 0.29 106 0.090
90.0 561.7 508.2 3 10.0 5 63.8 0.20 60 0.070
90.0 541.3 551.8 3 10.0 5 65.2 0.25 78 0.088
2.4 Data Reduction
The five HST images were reduced using the standard reduction pipeline and the resulting
∗ flt.fits files were downloaded 2015 September 5. We note that these images are not
yet distortion corrected. The PSF fitting routines developed by J. Anderson (img2xym,
xym2mat, xym2bar, see Anderson et al. 2008) were used to extract positions from individual
flat fielded images, correct distortion, and then collate the star lists to create a final stellar
catalog from the HST images (Anderson 2007; Anderson & King 2006). Only stars detected
in at least 3 images are included in the final catalog. We use this stellar catalog as our
distortion free reference frame.
The NIRC2 images were reduced and calibrated for high precision astrometry using
the methods described in Yelda et al. (2010). This involves background subtracting, flat
fielding, cosmic ray cleaning, and bad pixel masking. Typically, distortion would also be
corrected at this stage; however, as we are deriving a new distortion solution we do not apply
these corrections. We also skip corrections for differential atmospheric refraction (DAR) as
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they require knowledge of the distortion solution. We will account for DAR when fitting
the distortion model (§2.5). After reducing the images, the point-spread function (PSF)
fitting routine, StarFinder (Diolaiti et al. 2000), was used on each exposure. A correlation
value of 0.8 was required to identify a stars in the images. StarFinder requires a set of PSF
reference stars for each image. We selected a set of bright stars using the HST catalog, and
then discarded stars that had secondary sources nearby (∆(mag) < 4 and ∆(r) < 0.1”).
Note that this step of source extraction assumes a single PSF for the entire image. A future
analysis will combine an atmospheric and instrumental model to create a variable PSF for
each image that accounts for anisoplantatism and field-dependent wavefront error, which
should significantly improve on the the accuracy of this step. These stars were then visually
inspected in the NIRC2 imaging to ensure that they were bright and isolated in the NIRC2
images. For each exposure, a list of stellar positions and brightnesses was generated. Star
lists for each dither position were produced by averaging position measurements from all
images taken at that pointing (2-4 images). Any stars that did not appear in at least 2
exposures was discarded. The RMS errors from the combined star lists are used as the
positional uncertainties (Figure 2.2). This gives us a NIRC2 stellar catalog with positions
and errors for each pointing.
2.5 New Distortion Model
The NIRC2 narrow-field camera has a geometric distortion that was well characterized
and shown to be static from 2007-2009 by Yelda et al. (2010). We have performed a
similar analysis on the M53 data from 2015 both before and after the system realignment.
Our approach consists of comparing on-sky NIRC2 observations to an external astrometric
reference frame defined by high-precision HST observations of the same field. Several
advances in the methodology are presented. Specifically, we use bivariate Legendre
polynomials as the fitting basis for the model rather than spline surface interpolations. We
also use an iterative approach to calculate the distortion correction required to transform
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Figure 2.2 Positional uncertainties for all stars detected in the 2015-04-02 (top) and 2015-
05-05 (bottom) data. These are the rms of the positions measured in all images taken at the
same pointing. We include all of these stars in the subsequent analysis, and these errors
are used to weight the fits of the geometric distortion (figure 2.8)
NIRC2 measurements into a distortion-free reference frame. These methodology changes
reduced the impact of proper motions between the NIRC2 and HST observations, which
have a larger impact in our data due to the longer time difference between observations (9
years vs. 3 years). The changes also improved convergence when estimating the distortion.
More details are presented below in a complete description of the analysis methods.
2.5.1 Constructing the Model
Two data sets are needed to fit a distortion model: stellar positions in a distortion-free frame
(i.e. HST catalog) and measurements of the same stars at many positions on the NIRC2
detector. Before fitting for the distortion model, two preparatory steps are needed. We need
to account for the differential atmospheric refraction (DAR) and transform the distortion
free coordinates into the reference frame of the NIRC2 camera. Ground based images are
compressed along the zenith direction due to DAR and the amount of compression changes
with zenith angle. Fortunately, DAR is predictable with a model of the Earth’s atmosphere
and measurements of the ground temperature, pressure, and humidity (Gubler & Tytler
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1998), which are all readily available from the Mauna Kea Weather Center1. Ideally, we
would magnify the NIRC2 star lists along the zenith angle to correct for DAR; however,
the true positions of the stars are distorted and cannot be directly corrected for DAR until
a distortion solution is applied. Instead we apply a compression to the HST positions as
was done in (Yelda et al. 2010). This compression is different for every NIRC2 image, thus
we produce a DAR-applied HST star list for each NIRC2 star list. We note that we only
correct for achromatic DAR, since the effect of chromatic DAR (< 0.2 mas, Gubler & Tytler
1998) is smaller than the uncertainties in the HST ACS/WFC distortion solution (∼ 0.5
mas) and can be neglected.
The final step before fitting is to transform the HST coordinates into a matched list
associated with each NIRC2 catalog. This is accomplished using a 4-parameter fit including
plate scale, rotation and positional offsets in two directions. The stars are matched if they
are within 3 NIRC2 pixels of each other (∼30 mas). All sources that have more than one
match within the search radius are discarded. The NIRC2 and transformed HST positions
are differenced to give ~δi,e(xNIRC2, yNIRC2) for each star, i, and each NIRC2 star lists, e, at
the NIRC2 detector position (xNIRC2, yNIRC2). Figure 2.3 shows all the measured positional
differences(a total of 4890 measurements in April and 3609 measurements in May). There
are more measurements in the April data set because there are more images in it. Large
outliers due to mis-matches or confusion are eliminated by clipping all 3σ outliers in both
X and Y in 205×205 pixel bins, similar to Yelda et al. (2010). After clipping, there are 4779
measurements of ~δi,e(xNIRC2, yNIRC2) in April from 609 unique stars and 3336 measurements
of ~δi,e(xNIRC2, yNIRC2) in May from 394 unique stars. The larger data set in April is simply
due to the large set of data used, which also have more sky coverage.
The maps of ~δi,e(xNIRC2, yNIRC2) are fit with multivariate Legendre polynomials
independently for the April and May datasets. We chose this basis set over spline surface
interpolations previously used because the Legendre polynomials are an orthogonal basis
set, which provide faster and more reliable convergence in our fitting procedure. We also
1http://mkwc.ifa.hawaii.edu/archive/wx/cfht/
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Figure 2.3 Observed positional differences between the HST and NIRC2 positions for the
April (left) and May (right) data. Arrows in red are those rejected with sigma clipping.
The change in distortion between the two data sets is clearly visible
explored Cartesian polynomials and found that fit residuals were larger than for Legendre
polynomials with the same number of free parameters. We fit independent polynomials to
the deltas in each axis:
δxi,e = Te(xHST,i)− xNIRC2,i,e (2.1)
δxi,e = a0 + a1L1(x)L0(y) + a2L0(x)L1(y) +
a3L2(x)L0(y) + a4L1(x)L1(y) + ... (2.2)
where Ln are the n
th Legendre polynomials, xNIRC2,i,e are the measured positions on the
NIRC2 detector, Te(xHST,i) are the HST positions that were transformed (only rotation,
scale, offsets, DAR) into the NIRC2 frame and [an] is the set of free-parameters. Equivalent
independent coefficients are fit for the Y axis. The fits are weighted by the positional
uncertainties in both the HST and NIRC2 data using a least squares minimization of χ2.
We explored fitting with polynomials from third to eighth order. A statistical comparison,
using an F-test, shows the significance of improvement gained by going to a successively
higher order polynomials (Figure 2.4). A larger F value signifies greater improvement going
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Figure 2.4 F values for all fitting orders tested. A higher value corresponds to a more
significant improvement of the fit quality. There is significant improvement from going to
at least fourth order, however, beyond that the gains are quite small.
from order M-1→M, which makes it clear that at least a 4th order polynomial is needed. We
select a 6th order for consistency as it most closely matches the Yelda et al. (2010) solution,
that is it has the fits have the smallest mean deviation across the entire NIRC2 detector.
We note that this first fit does not account for the motion of the stars between 2006 and
2015.
2.5.2 Iterative Procedure
We mitigate the effects of proper motion by adopting an iterative approach. Note that the
global motion and scale are eliminated by the four parameter transformations (translation,
scale, rotation) between the star lists. However, the relative motion will add an offset on a
star by star basis. As we expect most of the stars to physically exist in the M53, we can use
the velocity dispersion (5.6 km/s Kimmig et al. (2015)) and distance (17.8 kpc Kharchenko
et al. (2013)) give a velocity dispersion in the plane of the sky of 0.066 mas/year. This
means that we expect offsets due to relative motion to appear at the ∼ 0.6 mas level due
to the 9 year time baseline. Offsets due to relative motion will only appear between the
HST reference and NIRC2 observations, so to mitigate the effects of these offsets we adopt
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an iterative scheme that redefines the reference positions based on the NIRC2 data and an
initial distortion solution. Note that this process can potentially mitigate other systematic
effects due to residual distortion in the HST solution (. 0.5 mas), or any other large residual
between the two instruments. We apply the first distortion solution to the NIRC2 catalogs,
and then create a new reference frame by averaging all position measurements for each star.
In detail, the individual exposures are first distortion-corrected. Then, each exposure is
transformed into a common reference frame using a four-parameter fit (i.e. angle, scale, x
offset, y offset) of the transformation between the individual NIRC2 catalogs and the HST
reference. The distortion-corrected, transformed star lists are then averaged together to
make a new reference frame is used in place of the HST measurements as the distortion-
free frame. The fitting procedure is then repeated until the residual difference between the
derived distortion solutions in successive passes is less than .05 mas (6 iterations). The total
change in the distortion solution between the first fit and the final fit shows how the proper
motions were affecting the fit (Figure 2.5). The average absolute value of the residual is
< 1.0 mas, which is at the same level as the total uncertainty in the distortion model. Areas
on the detector with the largest change in the iterative process correspond to the areas with
the largest fitting errors, especially at the edge of the detector.
Figure 2.5 Change in the distortion model between the first and the final iteration for the
2015-05-05 data. We note that the average absolute value of the change is less than 0.09
pixels (0.9 mas), which is less than the total error in our solution.
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Figure 2.6 Fitting errors in the distortion solutions for 2015-04-02 (left) and 2015-05-05
(right). The vertical line indicates the residual distortion in the solutions. The distribution
of uncertainties for all pixels in the distortion model lookup table yield a mean uncertainty
for the 2015-04-02 model of 0.042 pixels in both X and Y. The 2015-05-05 solution has mean
uncertainties of 0.53 mas in X and 0.55 mas in Y.
2.5.3 Uncertainty in the distortion model
The uncertainty in the distortion model fit is estimated using a half-sample bootstrap
method. For each of 100 trials, we randomly sample half of the data with replacement of
the measurements and repeat the entire fitting process for both the April and May data.
The half-sample is selected prior to the sigma clipping. The fitting procedure (including
clipping) produces 100 different distortion lookup tables and we adopt the rms scatter at
each pixel as the fitting error in that pixel. Figure 2.7 show the errors for each pixel on the
NIRC2 camera. The 2015-05-05 solution has mean fitting errors of 0.53 mas and 0.54 mas
in X and Y respectively.
2.6 Results
Our main results are the distortion solutions shown in Figure 2.8 and their associated errors
(Figures 2.6 and 2.7). These are lookup tables generated by evaluating the fits from the
previous section at the center of every pixel on the NIRC2 detector and are the values which
should be added to raw NIRC2 positions to shift them to a distortion free frame. We also
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Figure 2.7 Fitting errors in the distortion solutions for 2015-04-02 (left) and 2015-05-05
(right) shown with log stretch. Spatial maps of the errors are shown for both the X (top)
and Y (bottom) directions. The largest uncertainties are at the corners of the detector. The
distribution of uncertainties for all pixels in the distortion model lookup table yield a mean
uncertainty for the 2015-04-02 model of 0.42 pixels mas in both X and Y. The 2015-05-05
solution has mean uncertainties of 0.53 mas in X and 0.55 mas in Y. Note that an additional
error of 1.0 mas must be added to the 2015-05-05 solution to fully describe the distortion
measurement error.
find that the distortion changed by ∼ 0.45 pixels (4.5 mas) rms due to the re-alignment of
the AO bench.
2.6.1 Distortion Stability Prior to Realignment in 2015 April
The simplest test of our method is to verify that our April (pre-realignment) solution agrees
with the previous solution. Figure 2.9 shows the differences between the solutions divided
by the errors summed in quadrature. More than 90 % of the pixels agree within one sigma,
therefore we measure no statistically significant differences between the Yelda et al. (2010)
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Figure 2.8 Top: Distortion models for the pre-realignment NIRC2 system. Arrows show the
X and Y values that must be added to cancel the effects of geometric distortion. Left is the
solution previously published in Yelda et al. (2010) and right is the solution derived using
the methodology of this work. It is evident that these two are very similar and are, in fact,
statistically equivalent. Bottom left: Distortion model derived from the May observations.
Bottom right: Change of the optical distortion as a result of the optical realignment. This
is the difference between the 2015-05-05 solution and the solution derived in Yelda et al.
(2010). The average absolute value of the residual difference is ∼4.5 mas.
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solution using imaging data from 2007-2009 and our pre-realignment solution. This verifies
our method and confirms that the distortion seen by the NIRC2 camera is stable. To
Figure 2.9 Difference between the previous solution (Yelda et al. 2010) and the pre-
realignment 2015-04-02 solution from this work. The map of the vector differences (left)
show the two solutions are consistent within 0.1 pixels over most of the field of view. Larger
differences are seen in the corners. The distribution of differences normalized by the errors
in each distortion solution is also shown (right). Errors include the fitting errors (figure 2.7)
and the 1.0 mas additive term describing the residual distortion for both solutions. While
the distribution is not exactly gaussian, more than 90% of the differences are within the 1σ
(∼ 1.4 mas) measurement errors.
confirm that the residual distortion in the two solutions are equivalent, we use our new fit
to analyze two high precision Galactic center data sets taken on May 17 and May 20 2007.
These data sets are of the central field around the Galactic center taken at P.A. of 0◦ and
P.A of 200◦ at approximately the same central pointing (Yelda et al. (2010) section 3.2). We
can use this data to measure the average residual distortion in the solution by comparing
the measured positions of a single object at two different locations on the detector. The
P.A. of 200◦ are transformed into the P.A. of 0◦ reference frame using a four parameter















Here Nstars is the number of stars matched between the two data sets, σpos,0◦ and
σpos,200◦ are the positional uncertainties for stars brighter than K magnitude of 14.5.
We subtract the average positional uncertainties as they also contribute to the scatter
(σ0◦ ∼ 0.13 mas, σ0◦ ∼ 0.17 mas). This results in an estimate of the average residual
distortion in our new pre-realignment solution of 0.12 pixels in X and 0.10 pixels in Y. We
can subtract the fitting error to find that our total unaccounted for residual distortion is 0.09
and 0.11 pixels for X and Y respectively in the 04-02-2015 solution. This is comparable
to the measured final residual of the Yelda et al. (2010) solution which is 0.11 and 0.10
pixels for X and Y respectively. The extra systematic error is added in quadrature with the
bootstrapped fitting errors to produce the final error maps for the new solution.
2.6.2 Quality of New 2015 May Distortion Solution
Unfortunately, we lack a similar external two-PA dataset to test the post-realignment
solution as was used in Yelda et al. (2010) and the previous section. Instead, we apply
our new (2015-05-05) solution to the May M53 NIRC2 imaging data. This is accomplished
using Drizzle (Fruchter & Hook 2002). We then use StarFinder to extract positions from
the individual corrected images and create a stack of position measurements for each star
from all the available images. A four parameter transformation is used to map the catalogs
to the common HST reference so they can be averaged. We adopt the mean scatter in the
measured stellar positions as representative of the residual distortion in the solution. The
mean rms scatter in the May position measurements for the 60 stars measured in at least
20 individual images is 1.1 mas in both X and Y. This 1.1 mas is the total error due to the
combination of individual positional errors (figure 2.2), the fitting errors (figure 2.7) and
the residual distortion. We subtract the average positional and fitting errors in quadrature
which leaves 1.0 mas of residual distortion in the solution. Note that the total accuracy
of the solution is the addition in quadrature of the residual distortion (1.0 mas) and the
fitting error which varies across the detector. One source of this systematic error is PSF
variability across the images frames, which will be addressed in a future analysis.
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Table 2.2. NIRC2 Plate Scale and Orientation
Data Plate Scale Orientation
(mas pixel−1) (degrees)
Yelda et al. (2010) 9.952± 0.002 0.252± 0.009
M53 - April 9.954± 0.002± 0.001 0.245± 0.018± 0.002
M53 - May 9.971± 0.004± 0.001 0.262± 0.020± 0.002
2.6.3 Comparison of M53 positions
As a final consistency check between the two solutions, we can compare the final averaged
distortion free positions for the stars in M53 as measured in the April and May data sets.
We only include stars detected in at least 3 images in both data sets, which gives a total of
247 stars. We expect that the differences between the two position measurements should
be consistent with the addition of the residual distortions from both solutions. The mean
rms deviation is 1.1 mas for both x and y which is consistent with the measurement of the
internal distortion for the May solution (that is the scatter of the position measurements
from the May data). This is actually somewhat smaller than expected if both solutions
have independent residual distortions of ∼ 1 mas.
2.6.4 Changes in Plate Scale
The same matching of distortion corrected NIRC2 positions to the HST positions can also be
used to to calculate the global plate scale and orientation in each data epoch (Table 2.2), as
theses parameters were already fit to transform the coordinates. We estimate the scale and
position angle relative to the HST reference frame for each of the distortion corrected NIRC2
image and average the results. This yields a global plate scale 〈s〉 = 9.971 ± .004 ± .001
mas pixel−1 post realignment and 〈s〉 = 9.952 ± .002 ± .001 mas pixel−1 pre-realignment.
The first error is the rms of the measurements from the individual images and the second
are the errors in the HST/ACS absolute reference frame (van der Marel et al. 2007).
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2.6.5 Using the New Distortion Solution
Both the solutions and their associated errors are publicly available from the NIRC2
webpage2. The lookup tables present the distortion at the center of each NIRC2 pixel
as well as the associated errors. This can be applied using existing programs (e.g. Drizzle)
to correct distortion in NIRC2 data taken after April 13 2015.
2.7 Summary
We have derived a new model for the geometric distortion in observations obtained with the
Keck NIRC2 narrow camera after 2015 April 13, when the optical system was re-aligned.
The techniques used build on those of Yelda et al. (2010), with the primary advantage being
a more robust basis set when fitting the distortion parameters and improved data quality.
We verified that these technical differences do not significantly affect the derived models,
and that we can recover the optical distortion of the system, pre-realignment, using the
modified technique on a new data set. The Yelda et al. (2010) distortion solution should
still be used for all pre-realignment data for the sake of consistency, as the pre-realignment
solution from this work is statistically equivalent. The new post-realignment distortion
solution (2015-05-05) should be used for all observations taken after 2015 April 13. The
2015-05-05 distortion solution along with associated errors are made publicly available2,
to assist with other astrometric projects using NIRC2. The systematic error in the new
solution is dominated by the use of a single PSF for the entire field of view despite the fact
it varies due to anisoplantatism and field-dependent wavefront error. This shortcoming will
be addressed in future work using this dataset, with the primary advancement being the





Some of the data presented herein were obtained at the W.M. Keck Observatory, which
is operated as a scientific partnership among the California Institute of Technology,
the University of California and the National Aeronautics and Space Administration.
The Observatory was made possible by the generous financial support of the W.M.
Keck Foundation. The authors wish to recognize and acknowledge the very significant
cultural role and reverence that the summit of Mauna Kea has always had within the
indigenous Hawaiian community. We are most fortunate to have the opportunity to conduct
observations from this mountain.
51
References
Anderson, J. 2007, Variation of the Distortion Solution of the WFC, Tech. rep.
Anderson, J. & King, I. R. 2006, PSFs, Photometry, and Astronomy for the ACS/WFC,
Tech. rep.
Anderson, J., Sarajedini, A., Bedin, L. R., King, I. R., Piotto, G., Reid, I. N., Siegel, M.,
Majewski, S. R., Paust, N. E. Q., Aparicio, A., Milone, A. P., Chaboyer, B., & Rosenberg,
A. 2008, AJ, 135, 2055
Bartko, H., Martins, F., Fritz, T. K., Genzel, R., Levin, Y., Perets, H. B., Paumard, T.,
Nayakshin, S., Gerhard, O., Alexander, T., Dodds-Eden, K., Eisenhauer, F., Gillessen,
S., Mascetti, L., Ott, T., Perrin, G., Pfuhl, O., Reid, M. J., Rouan, D., Sternberg, A., &
Trippe, S. 2009, ApJ, 697, 1741
Cameron, P. B. & Kulkarni, S. R. 2007a, in Bulletin of the American Astronomical Society,
Vol. 39, American Astronomical Society Meeting Abstracts, 996
Cameron, P. B. & Kulkarni, S. R. 2007b, ApJ, 665, L135
Clarkson, W. I., Ghez, A. M., Morris, M. R., Lu, J. R., Stolte, A., McCrady, N., Do, T., &
Yelda, S. 2012, ApJ, 751, 132
De Rosa, R. J., Nielsen, E. L., Blunt, S. C., Graham, J. R., Konopacky, Q. M., Marois,
C., Pueyo, L., Rameau, J., Ryan, D. M., Wang, J. J., Bailey, V., Chontos, A., Fabrycky,
D. C., Follette, K. B., Macintosh, B., Marchis, F., Ammons, S. M., Arriaga, P., Chilcote,
52
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Chapter 3
Geometric Distortion Calibration with
Photo-lithographic Pinhole Masks for
High-Precision Astrometry
Note: This chapter was originally published as Service et al. (2019) with coauthors Jessica
R. Lu, Mark Chun, Ryuiji Suzuki, Matthias Schoeck, Jenny Atwood, David Andersen and
Glen Herriot.
3.1 Abstract
Adaptive optics (AO) systems deliver high-resolution images that may be ideal for precisely
measuring positions of stars (i.e. astrometry) if the system has stable and well-calibrated
geometric optical distortions. A calibration unit, equipped with back-illuminated pinhole
mask, can be utilized to measure instrumental optical distortions. AO systems on the
largest ground-based telescopes, such as the W. M. Keck Observatory and the Thirty Meter
Telescope require pinhole positions known to ∼20 nm to achieve an astrometric precision of
0.001 of a resolution element. In pursuit of that goal, we characterize a photo-lithographic
pinhole mask and explore the systematic errors that result from different experimental
setups. We characterized the nonlinear geometric distortion of a simple imaging system
using the mask; and we measured 857 nm RMS (root mean square) of optical distortion
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with a final residual of 39 nm (equivalent to 20 µas for TMT). We use a sixth order bivariate
Legendre polynomial to model the optical distortion and allow the reference positions of the
individual pinholes to vary. The nonlinear deviations in the pinhole pattern with respect
to the manufacturing design of a square pattern are 47.2 nm ± 4.5 nm (random) ± 10.8
nm (systematic) over an area of 1788 mm2. These deviations reflect the additional error
induced when assuming the pinhole mask is manufactured perfectly square. We also find
that ordered mask distortions are significantly more difficult to characterize than random
mask distortions as the ordered distortions can alias into optical camera distortion. Future
design simulations for astrometric calibration units should include ordered mask distortions.
We conclude that photo-lithographic pinhole masks are > 10 times better than the pinhole
masks deployed in first generation AO systems and are sufficient to meet the distortion
calibration requirements for the upcoming thirty meter class telescopes.
3.2 Introduction
Precise astrometric measurements from have enabled scientific results across a variety of
fields. This includes studies of stellar clusters that utilized proper motions to identify
members and study dynamical structure Massari et al. (2015); Hosek et al. (2015); Platais
et al. (2018), orbital measurements of nearby binaries of low mass stars and exoplanets
Rodet et al. (2018); Best et al. (2017); Wertz et al. (2017); Konopacky et al. (2016); Dupuy
et al. (2018), and orbital measurements of the stars at the Galactic Center Ghez et al.
(2008); Lu et al. (2009). These science cases require sub-milliarcsecond precision, which is
typically 10−100× smaller than the intrinsic geometric distortion in the instrument so, the
distortion must be measured and corrected for each instrument.
The best current distortion calibrations for astronomical instruments use observations of
crowded stellar fields to simultaneously solve for the static optical distortions of the imaging
system and the intrinsic on-sky positions of each starAnderson & King (2003); Lindegren
et al. (2018). This technique, often referred to as the self-calibration method, requires
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translating and rotating the pointing of the telescope many times in order to move the
stellar cluster across the field of view and constrain all possible distortion modes Anderson
& King (2003). Self-calibration can also be applied to a calibration unit using artificial
sources as long as the astrometric reference positions can be rotated and translated. A self
calibration method that included time variation was adopted for Gaia Data Release 2 (DR2),
which delivered an absolute astrometric calibration with uncertainties of <0.04 mas for the
brightest sources Lindegren et al. (2018). The high precision of the self-calibration method
results from the quantity and diversity in the data, which cannot easily be replicated for all
astronomical imaging systems as the observing time commitment is too large. Instead, most
ground-based instruments adopt an external set of calibrated stellar positions (generally
Hubble Space Telescope (HST) or Gaia positions) as distortion free and model the distortion
as the difference between measured positions and the external catalog Yelda et al. (2010);
Service et al. (2016); Maire et al. (2016); Massari et al. (2016). This approach still requires
observing time to measure the stellar field, but it is greatly reduced from the requirements
of a full self-calibration.
The requirement of using on sky observations for distortion calibration could be
eliminated by using an internal astrometric flat field to measure the distortion. A natural
candidate for this astrometric flat field is a pinhole mask with a regular grid of holes at
precisely known positions. This is not a new idea; however, previous attempts have failed
to match the accuracy that can be reached using images of star fields. For example, the
first distortion maps for the Near Infrared Camera (NIRC2) instrument at the W.M Keck
Observatory were measured using pinhole masks Cameron & Kulkarni (2007); but, these
solutions had residual distortion >2 mas as compared to 1 mas residuals from solutions
derived with globular clusters Yelda et al. (2010); Service et al. (2016).
More recently, the distortion of the Gemini Planet Imager was calibrated using a
combination of a pinhole mask with unknown hole positions combined with the self-
calibration method Konopacky et al. (2014). They achieved a distortion residual of 0.56
mas over a 2.67′′ × 2.73′′ field of view. The improvement in distortion measurement over
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previous attempts was due to the use of the self-calibration method, not improvement in
the manufacturing precision of the mask. This approach requires a translation and rotation
stage in the calibration unit, which is not always feasible; however it’s worth noting that
even large manufacturing errors can be mitigated with this method.
The quality of available pinhole masks determines the optimal design for a given
instrument calibration unit. If the residual pattern errors (mask distortion) in the mask
are less than the required distortion calibration precision, one can adopt the manufactured
pattern as the ”distortion free” reference and simply accept that there will be residual
distortion in the final solution due to the ignored error. This can be achieved either by
accurately manufacturing the mask pattern or by measuring the mask distortion before
it is installed in the calibration unit. An accurate known astrometric flat field greatly
relaxes the functional requirements for the system, as a rotation and translation stage is
no longer required. It would also greatly reduce the amount of observing time required to
measure the distortion, which is particularly important if the calibration has to be repeated
to account for variations in the instrument. One drawback is that distortion solutions
measured using an internal mask would be blind to optical distortion in the telescope itself,
however the distortion in most high resolution AO fed astronomical cases is dominated
by the distortion intrinsic to the instrument. For example, comparison of models and the
measured on-sky distortion solution for the Gemini muti-conjugate adaptive optics system
(GeMS) demonstrated that the optical distortion is dominated by the AO system.Patti
& Fiorentino (2019). This is consistent with the distortion estimates based on the Zemax
optical prescription for NIRC2 which shows that the AO relay contributes 10000 times more
distortion than the telescope over a 14” × 14” field of view.
The goal of this work is to understand the error contribution to a final distortion
calibration due to manufacturing errors in a reference pinhole mask and the distortion
measurements errors induced by the calibration procedure, as this directly informs the
design of future calibration units. We specifically focus on potential applications to the
first-light Narrow-Field Infrared Adaptive Optics System (NFIRAOS) at the Thirty Meter
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Telescope (TMT) Herriot et al. (2014) and the narrow field mode of the infrared camera
(NIRC2) at the W. M. Keck Observatory. Using a prototype pinhole mask provided by
NRC Herzberg, we quantify the deviation of the pattern of pinholes with respect to a perfect
square pattern. For TMT, the final requirement for the total astrometric error budget is less
than 10 µas, which means that the residual distortion must be much smaller. This converts
to a physical size of 20 nm at the telescope focal plane inside NFIRAOS. Similarly for Keck
NIRC2, the residual distortion due to manufacturing errors must be significantly smaller
than current distortion calibration residual of 270 nm or 1.0 mas Service et al. (2016). If
the mask pattern is accurate to the 20 nm level, then a calibration unit for either TMT
NFIRAOS or Keck NIRC2 could be completely static.
We present results from both a laboratory experiment and simulations that show that
the required astrometric calibration precision can be achieved using current pinhole masks
and small dithers and rotations. §3.3 describes the experimental setup, §3.4 describes
the observations obtained, and §3.5 describes the analysis procedures employed to extract
pinhole positions and fit distortions. In §3.6, we present a set of simulations that reproduce
the experimental results and are extended to explore the impact of different dithering and
rotation schemes during calibration and to show the sensitivity to manufacturing errors in
the pinhole mask. Finally, in §3.7, we discuss how our results effect the design of future
distortion calibration units.
3.3 Experimental Setup
A lab experiment was designed to measure the accuracy of the pinhole mask hole positions
and sizes. The lab setup consists of a light source (organic light emitting diode (OLED) cell
phone screen) illuminating the pinhole mask, which is then imaged using a low-distortion
field lens on to a large-format optical camera as shown in Figure 3.1. The pinhole mask was
mounted parallel to the lab bench with a simple three point mount on a rotation stage, and
a flat mirror was used to fold the beam into the lens. The lens is an Apo-Ronar process
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Figure 3.1 Diagram showing the lab setup used to image the pinhole mask.
lens with a 480 mm focal length designed for low distortion 1:1 imaging when used at f/9.
We used a Finger Lake Imaging (FLI) CCD camera (model ML50100) with a 8176 × 6132-
element detector with 6 µm pixels (61.2 mm diagonal) and a quantum efficiency (QE) > 30
% from 360 nm to 800 with a peak of 60% at 540 nm.
The pinhole mask is a prototype obtained from NRC-Herzberg and the TMT NFIRAOS
project produced by Advance Reproduction using photo-lithographic techniques by Advance
Reproduction in chrome on a fused silica wafer. The mask was made on a 125 mm diameter
Quartz wafer with a chrome on nickel coating that has an optical depth of 3. In addition
there is a coating of Advance Polyguard, which is a thin transparent film with anti-wetting,
anti-stiction and anti-migration properties. The mask has 4 different pinhole diameters (12,
24, 56 and 120 µm) situated in a 86×86 square pattern with 1 mm spacing between each
pinhole and an expected tolerance on the diameter of < 0.3 µm. When imaging the small
(12µm and 24 µm) pinholes, we found that there was a systematic position measurement
error of ∼ 100 nm, which we attribute to small scale detector defects. As a result we used
the 56 micron pinholes for this work; an example image is shown in Figure 3.2 As this
experiment is done using visible light, there is background transmission of ∼ 1% between
the pinholes.
There were 2 different experiments conducted with this setup: (1) obtain multiple images
of the pinhole mask without dithering to analyze the measurement precision and stability
over time, and (2) dither the pinhole mask to derive the optical distortion and the pinhole
positions simultaneously without assuming the pinhole pattern is perfectly square (self-
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Figure 3.2 Left: Example FLI CCD image of the 56 µm-sized pinholes which were used to
measure the optical distortion in this setup. The size of the image on the left is 46 mm × 35
mm Right: The spot shape or PSF empirically determined for this image using StarFinder
as discussed in section 3. The PSF cutout is 0.12 mm on each side and has a linear intensity
stretch.
calibration method). For the second experiment we consider 6 mask positions that are
spaced equidistantly around a unit circle. The rotation stage is displaced from the center
of the detector by ∼3.5mm in both axes, so rotating the mask serves to both rotate and
translate the pattern with respect to the detector. We only consider positions from pinholes
that are in at least 3 of the 6 locations, which eliminates 61 pinholes leaving a total of 1788
pinholes sources used.
For images at a single mask position, both optical distortions and irregular pinhole
positions will manifest as deviations from a regular grid and we cannot distinguish between
the two sources. However, the optical distortions are static with respect to the camera;
thus, moving the mask with respect to the camera allow us to separate optical distortions
from pinhole irregularities. For the final analysis, data is taken after rotating the pinhole
grid to separate mask distortion and camera (optical) distortion.
3.4 Observations and Data
The observations are summarized in Table 4.1 and consists of 6 stacks of images taken with
the mask rotated to a different position for each stack as shown in Figure 3.3. Each rotation
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Figure 3.3 Positions of the pinhole pattern with respect to the camera detector. The shaded
black region shows the detector and colored squares show the outline of the pinhole pattern
for each of the 6 locations the mask was observed. The images were taken with a plate scale
of 6 microns per pixel and the axis of rotation of the mask is offset from the center of the
detector by 3.5 mm.
position was imaged once with a total of 100×0.3 s exposures. The axis of rotation is offset
from the center of the detector by approximately 3.5 mm in both axis.
Raw images were dark subtracted and flat field corrected. The flat field was measured
using images taken with the illumination on and pinhole mask removed from the system.
Each image was then run through a source extraction procedure to identify the pinhole
images and measure their positions and fluxes. The source extraction is performed using
the point spread function (PSF) fitting routine, StarFinder Diolaiti et al. (2000) with a PSF
box size of 20 pixels. The PSF is determined empirically from the data and is the average
of all sources in a 2000 pixel box centered on the detector. The output of StarFinder is a
catalog of pinhole positions and fluxes in raw detector coordinates for each image. These
output catalogs will be the input for the averaging and model fitting in the next sections.
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Figure 3.4 Variation in computed 4-parameter transformation coefficients for each of the
catalogs derived from the 100 exposures. The translation and rotation drift are consistent
with motion in the rotation stage, while the variation in the scale is much smaller and is
likely due to instabilities in the optics. The pixel size is 6 µm and a rotation of 0.0001
degrees corresponds to a tangential motion of 110 nm at the edge of the rotation stage.
3.5 Experimental Analysis
3.5.1 Stability
Before trying to separate true optical distortion from possible errors in the mask, we must
first understand the stability of the setup at a single mask location. We analyze the variation
of the position measurements in a stack of catalogs derived from images taken with the mask
at a fixed location. This analysis does not constrain the optical distortion in the system; it
only estimates the experimental stability. For this test we use a stack 100 source catalogs
with 1493 detected images of the 56 micron pinholes. We test the stability by verifying
that the scatter in the measured mean position decreases as a function of the number of
frames used in the mean. The stack of catalogs are split into N groups with M catalogs,
and the mean position is computed for each group. Then the RMS deviation and the Allan
deviation is calculated for the N groups of position measurements. If the scatter in the
position measurements is due to random errors, than the scatter should be proportional
to N−0.5. When this test is performed with only the mean translations eliminated, the
RMS deviation does not decrease as a function of N, which implies that there is significant
variation in the scale and rotation of the images as seen in Figure 3.4. When we increase
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the complexity of the transformation to include the scale, rotation and translations (4
parameters) than the scatter in the measured positions decreases as N−0.5.
The four parameter fits are performed iteratively, by first averaging all the catalogs with
only translation removed to create the first set of reference coordinates, and then fitting a
new four parameter transformation between each catalog and these reference coordinates.
The new transformed coordinates are then averaged to create a new reference and the fitting
procedure is repeated a final time. The resulting corrected positions show the expected
behavior in the scatter as a function of the number of measurements averaged (Figure 3.5).
Given these results, we remove the linear parameters and then average over the coordinates
in each stack and take the error on the mean as the measurement uncertainty. We produce
one stack-catalog per dither and rotation position and use the stack-catalogs going forward.
The averaged positions of the 100 catalogs at each position of the mask will be used
to measure the optical distortion of the setup (camera distortion) and the position of the
pinholes on the mask (mask distortion) as described in the following sections.
3.5.2 Distortion Models
In order to constrain the camera distortion, the mask distortion, and control for
experimental instabilities, we fit a 3-component model to the stack-catalogs from all the
dither and rotation positions simultaneously. he dither position coordinates are listed in
the last 3 columns of Table 4.1. We define two coordinate systems,
xc, yc camera coordinates
xm, ym mask coordinates
where we adopt a uniform square grid of pinholes with a pitch of 166.7 camera pixels as our
mask coordinate frame. The camera coordinates are an idealized distortion free coordinate
frame that is defined with respect to the detector pixels.
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which defines is the transformation from distorted camera coordinates(x′c, y
′
c) to distortion
free coordinates (xc, yc). Here Li is the i
th normalized Legendre Polynomial and R is the
order of the distortion model which is 6 in this work. When this function is evaluated, the
arguments are normalized to lie on the interval from -1 to 1. This model does not include
the linear parameters (i + j < 1) as those are included in the second component of this
model. Second, there is
xc = l(xm, ym) = c0 + c1xm + c2ym
yc = l(xm, ym) = c3 + c4xm + c5ym
(3.3)
which defines a linear transformation to go from the mask coordinate frame (xm,ym) to
distortion corrected positions in the camera coordinate frame. As the mask is rotated on
the detector, these linear parameters are different for every stacked catalog. Third, there is
the mask distortion,
Dx,mask(xsquare) = xm + δx
Dy,mask(ysquare) = ym + δy
(3.4)
where xm (ym) are the original uniform grid of pinhole positions, and δx (δy) are the






where xpin and ypin are the true pinhole positions on the mask. To fit this model, we must
specify all three model components. This is done in an iterative fashion, where we start by
assuming δx and δy are zero and fitting the first two model components using a Levenberg-
Marquardt to simultaneously fit for the d and c coefficients. To do this we use the measured
coordinates from each stack catalog as x′c and y
′








[l(cn, xpin, ypin)− (Dy,camera(d, x′c,n, y′c,n))]2
(3.6)
where N is the total number of catalogs (6) and n denotes the nth catalog. Note that there
are separate linear parameters (c) for each of the n catalog, which gives a total of 134 free
parameters. After the camera distortion and linear parameters have been fit, we update
the model of the mask distortion. This is done by applying the current best model of the
camera distortion to the measured positions and inverting the linear equations (equation
3.3) to transform those distortion corrected positions into the mask coordinate frame. The








where x̄′m and ȳ
′
m are the average of the distortion corrected measured positions in the mask
reference frame. After updating the model for the pinhole positions, the camera distortion
model and the linear parameters must be fit again. This fitting procedure is then repeated
with the new values for δ for 4 iterations, when the change in the mask distortion model
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Table 3.1. Data Summary
Date Position Nsources Nexp Texp (s) σx(nm) σy (nm) Angle (deg) ∆x (mm) ∆y (mm)
01-05-2019 0 1353 100 0.3 9.9 10.1 10 0 0
01-05-2019 1 1373 100 0.3 11.8 12.5 70 4 1.6
01-05-2019 2 1346 100 0.3 7.6 8.0 130 4.6 5.9
01-05-2019 3 1372 100 0.3 7.6 8.1 190 1.3 8.5
01-05-2019 4 1337 100 0.3 8.0 9.7 250 -2.7 6.9
01-05-2019 5 1312 100 0.3 8.9 8.9 310 -3.3 2.7
is < 20 nm. Note that the linear transformations in this model mean that this analysis is
entirely blind to linear modes of camera and mask distortion. The linear transformations
are required to eliminate the variation seen in the optical system between measurements of
the different pinhole mask positions as shown in Figure 3.6.
3.5.3 Estimated Distortion Precision
Our best fit has a 5-σ clipped RMS residual of 39.5 in X and 38.5 nm in Y. These residuals
are a combination of the positional measurement error and the residual optical distortion
with order > 6. We estimate the residual high order distortion as the total fit residual
subtracted by the position measurement errors in quadrature (37.8 nm). Table 2 summarizes
the contributions to the total position displacements in the system, which are the optical
camera distortion, the mask distortion, the position measurement error and the residual
optical distortion. Figure 3.7 shows the best fit models for the camera and mask distortion.
The size of the camera distortion is consistent with the manufacturer’s specification of less
than 0.01% distortion. Mask distortion is estimated to be 47.2 nm RMS, which would limit
the accuracy of distortion measurements using this mask if it is not pre-calibrated. This
sets the expected floor for distortion measurements carried out using other similar masks
assuming the new mask was not independently calibrated. The spatial coherence in the fit
residuals seen in Figure 3.8 suggests that the uncorrected high order optical distortion is
a significant contributor to the fit residual. High spatial frequency defects in the detector
could also be contributing to the remaining residual.
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Table 3.2. Deviation Budget
Source Size (nm) Size TMT (µas)
Total Nonlinear Deviations 858 429
Optical Distortion O(2-6) 856 300
Pinhole Mask Distortion 47.2 ±4.5 ±11 23.6
Measurement Precision 9.2 4.6
Uncorrected high order distortion O(¿6) 37.8 18.9
It is worth noting that environmental instability in the system could contribute to the
residual term that we attribute to residual high order distortion. For example, if there is a
changing temperature gradient on the pinhole mask during the observations, it would alter
the mask distortion pattern between different mask positions. As we assume a static mask
distortion, this change would increase the residual in the fit. This is generally true for any
instability which changes the mask or camera distortion in a non-linear fashion during the
experiment. Note that if the temperature of the entire mask changes then there would be
no change in the mask distortion, as the expansion only effects the linear terms in the mask
distortion which are eliminated in our model.
3.6 Simulations
In order to evaluate the measurement error in the mask distortion we must understand
how effective the self-calibration method was in this case. The aim of self-calibration is
to correctly identify the deviations due to the mask distortion and the deviations due to
the camera distortion. Self calibration approaches have been widely implemented for non-
astronomical imaging systems and have been found to have significant degeneracy between
the fit parameters. For example, Strum et. al. studied the degenerate solutions in a
model of the 5 intrinsic camera parameters and discovered a certain class of camera moves
where there are multiple solutions for the focal length. The same problem applies for the
more complicated models of optical distortion, where there are multiple combinations of
mask distortion and optical distortion which fit the data equally wellSturm (2000). This
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is a general problem for camera self calibration techniques, that has been explored in the
specific case of radial distortion Brito et al. (2013); Wu (2014). As our model includes both
radial and tangential optical distortion their results only reflect a subset of the degenerate
cases that could be present in our system. Brito et. al. note that pure translation in the XY
plane fails to accurately recover the radial distortionBrito et al. (2013), which is consistent
with the simulated results in this section and others have found a number of other possible
motions with more than one valid distortion solution.Wu (2014) Another important case
those authors notes is that rotation about the optical axis is degenerate, however, rotation
about any other point is not. As the cases in the literature differ substantially from our
setup, and the size of the error depends on the strength of the distortion, we choose to
simulate our optical setup to estimate the systematic errors in the measured mask distortion.
The simulations presented here use two distinct starting points (1) a realistic set of
inputs which match the best fit measurements for the mask and camera distortion from the
real data (Figure 3.9) and (2) a worst case scenario where the optical distortion is set to
zero while the total distortion in the system is applied as mask distortion (Figure 3.10).
The second set of inputs is not realistic, however it maximizes the error in recovery because
if a given deviation can be fit as either mask distortion or camera distortion it will be
measured as camera distortion. We use the first simulation to estimate the random errors
in the mask distortion and the second simulation to estimate the systematic error due to
mask deviations being incorrectly characterized as optical distortion.
3.6.1 Accuracy of the Measured Mask Distortion
Using those two sets of inputs, we first create a simulation to replicate the actual lab
experiment using simulated catalogs instead of the real data to estimate the error in the
mask distortion measurement. To create the simulated observations the best fit mask
distortion is applied to a perfectly square grid of points to create a set of simulated mask
coordinates. We then use the same linear parameters from the best fit to transform the
simulated mask coordinates into the camera coordinate frame, apply the best fit model of
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the distortion as a function of the camera coordinates and add Gaussian noise consistent
with the measurement errors in Table 4.1. This gives 6 simulated measured catalogs of the
pinhole mask that match the 6 real observations in the lab. The simulated data is then
fit with the same model described in Section 3.5, and the mask deviation is recovered with
an accuracy of 4.5 nm RMS as shown in Figure 3.9. We adopt this value as the random
component of the error in the measurement of the mask distortion.
Now we repeat that simulation and analysis; however, instead of using the realistic inputs
for both the camera and mask distortion, we instead apply only a mask distortion with an
amplitude equal to 858 nm, which is equivalent to the combined mask+camera distortion in
the previous simulation. We derive a suitable model for mask-only distortion by first fitting
a 6th order Legendre Polynomial to the difference between the measured catalog positions
at mask position 0 and a regular square grid. The resulting input mask-only distortion
pattern is plotted in the middle panel of Figure 3.10, and it is worth emphasizing that this
input does not match expectations for our optical system as the lens is specified to have
∼1000 nm of optical distortion over this field. However, as a conservative constraint, we
use this simulation to estimate the level of systematic error due to misidentifying some of
the mask distortion as camera distortion. The recovery error is influenced by the outlier
points in the lower right corner, so we apply a 5σ clip to the residuals before calculating
statistics. This results in a systematic mask distortion recovery error of 200 nm when the
input mask distortion had a total size of 858 nm RMS. Note that there is an even larger
mistake in the recovery of the camera distortion, which should be zero, for this simulation,
as seen in the PSD of the deviations shown in Figure 3.10.
Based on the results from this simulation, we estimate a fractional error of 23% on the
mask distortion, which we adopt as the systematic error for the measurement of the mask
distortion. This corresponds to an additional 10.8 nm of error in the measurement of the
mask distortion pattern.
This estimate of the systematic error assumes that the total deviations represent the
maximum distortion on the mask or in the camera. However, there is one case that this
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approach does not account for. Specifically, as we chose to only rotate the pinhole mask,
radial modes of optical distortion that are centered on our axis of rotation can be modeled
as either mask or optical distortion. In the case that there is both a large radial mode
of camera distortion centered on the axis of rotation and the opposite mode in the mask
distortion they would cancel and not appear in the total deviations, which would lead to
an underestimation of the systematic error. An ideal calibration unit should have both a
rotation and translation stage in order to correctly constrain all modes of distortion.
3.6.2 Accuracy of the Self-calibration Method
We can extend this simulation approach to a wider variety of mask dither patterns in the
calibration procedure. This is useful as it demonstrates a few simple cases of how the
effectiveness of the self calibration approach depends sensitively on how the pinhole mask
is moved. For these simulations we adopt a 150 nm RMS of mask distortion and 858 nm
RMS of camera distortion as shown in Figures 3.7 and 3.11. Then we simulate a variety of
dither patterns of the mask. Here we rotate the mask about the center of the detector and
translate the mask in a Nstep by Nstep square pattern at each of the Nrot rotation angles,
such that there are N2step measured catalogs for each rotation position. The translation
step size is the spacing between each one of the translation positions of the mask. These
simulations do not include random measurement errors of any kind.
The results for different mask dither patterns are shown in Table 3.6.2, cases 1-5. Column
7 lists the RMS difference between the input mask distortion and the mask distortion
recovered by the full fit, which corresponds to the systematic error in the mask distortion
measurement due to the chosen dither pattern of the pinhole mask. Column 8 lists the
residual distortion after the full model is fit. Simulation cases 3-5 shows that translation-
only dithers mis-identify 95% of the input mask distortion as camera distortion.
This degeneracy between mask distortion and camera distortion occurs when the scale
between each data set is allowed to vary, which causes aliasing of the mask distortion into
camera distortion space. Appendix 1 demonstrates this effect in detail using a 1D example.
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In principle, if the scale is known to be very stable, then it can be fixed in the model,
breaking this degeneracy. To test the effect of scale variation in the system when scale
variation is not allowed in the model, we run a final simulation. We use the same inputs
as simulation case 3, except we add in scale variation for each of the 9 measured catalogs
drawn from a normal distribution centered on a scale of 1.0 with a standard deviation
of 10−5. When we fit this simulation with a model that assumes a fixed scale (allowing
for rotation and translation for alignment), we find mask distortion recovery errors and
model fit residuals ranging from 20-48 nm RMS in 10 trials. In contrast, we have an error
of only 4.8 nm RMS when there is no input scale variation and a fixed-scale model is
used. We conclude that using a fixed scale model eliminates the problem of misidentifying
mask distortion as camera distortion; however, errors due to the true scale variation in
the data can still prevent a precise distortion calibration. As a final note, scale variations
at the > 10−5 level are commonly seen in astronomical imaging systems and it would take
significant additional effort to eliminate them. Some previous work Rodeghiero et al. (2019)
has claimed that translation-only dithers can fully recover mask distortions, in contrast to
our finding. However, these previous simulations only included uncorrelated (i.e. random)
mask distortions. We simulate this case using 150 nm RMS of uncorrelated mask distortion
as the input and find that we can accurately recover the input distortion to 3.8 nm (see
Table 3.6.2 case 6). This matches the results of previous simulation effort. However, realistic
mask distortions are unlikely to be random as any effect that flexes the pinhole mask (i.e.
choice of mount, temperature) and errors in the manufacturing process will produce spatial
correlations. This result emphasizes that future simulations must consider the case of
spatially correlated errors in the mask distortion.
3.7 Discussion
Here we have measured the true deviations from the intended pattern for our pinhole mask
to be 47.2 nm RMS to a precision of 4.5 nm with an additional systematic error of 10.8 nm.
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Table 3.3. Simulation Results
Input Input Translation Accuracy: Precision:
Case DMask (nm) DCam (nm) Nrot Nstep Step size (mm) ∆DMask (nm)
a Fit Residual (nm) Comment
1 150 858 12 2 0 108 5 rotation only
2 150 858 12 2 6 6.5 3.1 translation and rotation
3 150 858 1 3 3 142 0.45 small translation only
4 150 858 1 6 3 142 0.12 translation only
5 150 858 1 6 6 142 .09 translation only
6 150 (random)b 858 1 3 3 3.8 0.8 translation only
Note. — Nrot is the number of mask rotation used with them evenly spaced over 360 degrees. Nstep is the number of translation steps
per rotation angle taken along both the x and y axis for each rotation angle. The step size is the size of each translation step.
a Input - Output mask distortion.
b Ordered mask distortion is used in Simulations 1-5. Simulation 6 uses uncorrelated mask distortion as the input.
This is precise enough that it could offer significant improvement over current distortion
measurements for NIRC2 Service et al. (2016). The mask pattern accuracy has important
implications for the mechanical design of any distortion calibration unit, and the accuracy
of this mask means it could be used a static calibration unit. Additionally, we find that
when aligning each catalog with full linear transformations, the mask distortion can easily
be mistaken for camera (optical) distortion due to aliasing effects. Self-consistent solutions
derived from observations that only translate the mask to generate data diversity fail quite
badly, with 95% of the mask distortion misidentified as camera distortion. An accurate self-
consistent solution using our model for both the mask and camera distortion is only achieved
when we use full rotational freedom and translations of ∼ 15% of the camera field of view
(Simulation 2 in Table 3.6.2). The degree of aliasing depends on the specific distortion model
and is particularly sensitive to the need to fit scale changes for each measured catalog. Real
optical systems generally suffer from some scale variation. For example, the lab experiment
described in this paper had relative scale variations of order 10−5 between measurements
and the relative error in the plate scale for NIRC2 is 2 ∗ 10−5 Yelda et al. (2010); Service
et al. (2016).
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Regardless of the solution to the aliasing problem, the potential degeneracy between
mask and camera distortion means that simulations of distortion calibration units must
include spatially correlated mask distortion as these modes prove more challenging for the
self-calibration method. It is possible that mask distortion is due to either the manufacturing
of the mask or has been introduced via the mount (or both), however, these sources will
also be present in realistic distortion calibration units and they influence the requirements
for calibration of a given mask. Instead of self calibrating inside the instrument by moving
the mask, it is possible to calibrate the mask to accurately measure the pinhole positions
to avoid the systematic errors. It is worth emphasizing that the choices around mounting
the mask are important as it is possible to introduce additional mask distortion by slightly
deforming the pinhole mask.
Even though the intrinsic mask distortion is too large for static use in the most
demanding instruments, it is still a substantial improvement for some existing distortion
solutions. A distortion solution estimated with only a single position of this pinhole mask
would be limited to a systematic precision of 47.2 nm, which corresponds to 23.6 µas for
TMT and 130 µas for NIRC2. That offers a substantial improvement over the current
distortion model for NIRC2 instrument at the W. M. Keck Observatory that has a total
residual distortion of > 1000 µas, while a measurement using this mask imaged 1:1 would
have a systematic error of 130 µas, and would allow for continued monitoring of the
distortion. It is not intrinsically sufficient for the TMT requirement of 20 nm, but it is
possible the pattern errors in the mask could be measured to account for the additional
error. Aside from the mask distortion, the nonlinear optical distortion of the system was
measured with a residual of 39 nm over an area of 1788 mm2. One of the sources of this
residual is optical distortion that is much higher order than our distortion model, which
could be mitigated using a different model. This verifies that the approach of using a
pinhole mask as an astrometric flat field has the potential to yield excellent results in the
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3.9 1D Mask Distortion
Note: In the paper this section appears as an appendix. Here we use a simple 1-dimensional
version of the self-calibration problem as an example of how mask distortion can be
misidentified as camera distortion. This situation can be visualized as repeatedly imaging a
ruler (reference positions) as it is translated over a camera. For this simulation we consider
a single row of reference positions spaced every 6 µm with a total length of 90 mm and a
detector that is 70 mm long with 300 nm RMS of mask distortion. To do this, we create an
array of evenly spaced reference positions every 6 µm (xref ) and apply a small deviation to
each measurement as shown in equation 3.8 to generate x′ref which are the true reference
positions.
x′ref = xref + 3 ∗ 10−9(xref − 45)2 (3.8)
76
This set of reference positions is then translated over the camera to 10 times with a step
of 2.4 mm each time to create 10 sets of simulated measured data (xcam,n), where n ranges
from 0 to 9 (equation 3.9 and the top panel of figure 3.12).
xcam,n = x
′
ref + 2.4 ∗ n (3.9)
Camera distortion could be applied here as a function of the measured camera position
(xcam,n), however, we do not input any camera distortion in this simulation. An accurate
model fit of this simulation will recover 0 nm of optical distortion and 300 nm of mask
distortion.
We choose to fit these simulated measurements with a model that only includes camera
distortion. For this purpose, we use a Cartesian polynomial up to order 4 as shown in
equation 3.10.







Here xcam is the measured position on the detector, xmodel is the distortion corrected
position for each of the N catalogs, the c coefficients are the camera distortion model.
The model is fit by minimizing ∆ as defined in equation 3.11
∆ =
N∑
xmodel,n − (an + bnxref ) (3.11)
Here xmodel,N are the distortion corrected measured positions, xref are a set of evenly spaced
input coordinates,the a and b coefficients are the linear transformation parameters for each
of the N catalogs. These linear transformations account for the scale variation in a real
system (an) and the unknown amount of translation from an imprecise stage (bn). Note
that this approach is comparable to a 2D self calibration problem which allows for full linear
(6 parameter) transformations between each catalog. As the only input deviations are mask
distortion and our model only includes camera distortion, we expect that this model should
not precisely describe this simulated system. The second panel of Figure 3.12 demonstrates
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that the camera distortion model can fit the input deviations with a fit residual of less than
0.002 % of the input distortions. This is the worst case scenario, as the errors in the reference
positions have been misinterpreted as camera distortion in the system. One solution to this
issue is to rotate the reference positions in order to generate greater data diversity. The
other possible solution is to fix the scale in the alignment transformation. As Figure 3.13
shows, the best fit model has errors larger than 1 µm in the recovery of the translation of
the reference positions (an) as well as scale errors as large as 7 ∗ 10−5. These inaccuracies
point to the another way of solving the degeneracy; if we assume that the magnification of
the optical system is the same for each data and only solve for the translation offset between
each catalog we accurately recover the mask and camera distortion. This is consistent with
the 2D simulation results in the main text.
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Figure 3.5 Allan deviation and RMS deviation for a sequence of 100 exposures taken at the
same mask position. The black line shows the expected N0.5 behavior. As expected, the
deviations fall as N−0.5 (black line). This behavior is only seen after a 4 parameter fit is
used to reference the catalogs, due to the instability in the lab setup.
Figure 3.6 The variation in the magnification for each of the 6 positions used to measure the
optical distortion of the system as summarized in Table 4.1. The linear scales Mx and My
are computed as (c21 + c
2
2)
0.5 where the c coefficients are defined in equation 3.3. A change
of 0.0005 in the scale corresponds to a ∆z along the optical axis of 240 microns. These
variations are eliminated as part of the complete distortion model, however, this means
that this analysis is not sensitive to variation in these terms that is intrinsic to the mask.
The dominant change is in the global scale with only small variations of the skew (ratio
between Mx and My).
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Figure 3.7 Above are the best fit models for the camera and mask distortion. The camera
distortion is plotted as a function of the camera pixel (6 µm pitch) and has an RMS size of
1005 nm and 711 nm in x and y respectively. For plotting purposes, the camera distortion
is sampled every 166.7 pixels (1 mm). The mask distortion is plotted in physical mask
coordinates, where the pinhole pattern extends 43×43 mm and has an RMS size of 35.6
and 57.9 nm in X and Y respectively. Note that the scale of the arrows is different in the
two panels and the camera distortion is ∼16× larger.
80
Figure 3.8 The residuals of the complete model that includes camera distortion and mask
distortion. The data have been trimmed to only include pinholes measured in at least 3 of
the 6 mask positions. Left :Residuals plotted with respect to the camera pixels. The spatially
correlated residuals are due to high order distortion that cannot be fit by our distortion
model.Right :Residuals plotted with respect to the pinhole mask. Bottom: Histogram of
the residuals to the complete model, the RMS scatter is 39.5 nm and 38.5 nm in X and Y
respectively.
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Figure 3.9 Results from the simulation where the inputs match the optical system in the
lab. The best fit solutions are used as the input mask and camera distortion and the
same reference mask positions are for the 6 simulated data sets. Left :Power spectrum
distribution for the input mask distortion and the residual between the input and measured
mask distortion. The ∆ quantities are the difference between the input distortion and
the distortion recovered by the simulation for the mask and camera distortion respectively.
Both are evaluated from a square grid of points with 1 mm spacing. Center :Input mask
distortion for these simulation, this matches the measured mask distortion measured on the
lab setup with a size of 46.8 nm RMS. Right :Difference between the input and recovered
mask distortion. This difference has an RMS size of 4.5 nm. Note that this simulation
includes random measurement errors per catalog as reported in Table 4.1.
Figure 3.10 Results from the simulation of the worst case scenario where all of the deviations
in the system are due to the mask distortion. The large recovery error in the mask distortion
is a result of a large portion of the mask distortion being mistaken for optical distortion.
The RMS size of the input mask distortion in this simulation is 858 nm, and the size of
the recovery error is 198 nm RMS. We adopt that fractional error of 23% as the systematic
error in the measurement of the mask distortion.
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Figure 3.11 Input mask distortion for the simulations summarized in Table 3.6.2. There is
a total of 150 nm RMS of deviations from a square pattern in this pattern.
Figure 3.12 Results from a one dimensional example for the distortion self-calibration
problem. Here each color corresponds to one of the 10 simulated input catalogs. The
detector position is the position on the detector that a source was measured at. For this
simulation, there is no input camera distortion and a quadratic term for the mask distortion.
We use a model that only includes camera distortion and find that it fits the simulated data
with residuals < 0.1 nm. This results in large recovery errors for the camera distortion
(panel 3) and mask distortion (panel 4), which completely fail to accurately describe the
system. This example shows how the model is degenerate, where this a quadratic mode of
mask distortion can be fit as either camera distortion or mask distortion.
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Figure 3.13 Recovery errors for the linear transformations between each catalog (an and
bn respectively). Using a fixed scale is a way to break the degeneracy between mask and
camera distortion, however, this places more stringent requirements on the optical system.
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Turbulence in the Earth’s atmosphere distorts the light traveling through it and degrades the
image quality. These distortions can be measured and corrected n real time using Adaptive
Optics (AO) systems, which measure the delivered wavefront and apply a correction using
a deformable mirror. Imaka is a pathfinder instrument with the goal of demonstrating the
gains from a ground layer adaptive optics (GLAO) correction specifically at Maunakea over
a 11′× 11′ science field of view. GLAO is an advanced adaptive optics technique where the
which provides a larger corrected field of view (10-100×) for a reduced level of correction.
This is achieved by correcting the distortions due to the turbulence close to the ground,
which is common for light paths coming from a wider angle to the telescope. The major
drawback of this approach is that the turbulence in the upper atmosphere creates a hard
floor in the optical performance.
The degree of improvement is highly dependent on the turbulence profile at the sight
in question and previous studies at Maunakea have found that the turbulence in the lowest
500 meters closest to the ground can account for ∼ 2/3 of the power in the total atmosphere
(Chun et al. 2009, 2014) Imaka is a pathfinder in two important ways, it pushes to a field
of view more than twice as large as any previous systems (Baranec et al. 2009; Hart et al.
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2010; Meyer et al. 2011; Tokovinin 2013; Madec et al. 2018) and demonstrates the achievable
GLAO improvement at Maunakea over a statistically significant number of nights.
Imaka’s design uses 3-5 natural guide stars spread over a field of view that is 18′×24′ to
measure the wavefront distortions due to the ground layer of the atmosphere. The ground
layer turbulence is estimated by combining the signals from the wavefront sensors and
correcting the common component using a deformable mirror conjugate to the pupil. The
optical design optimizes the delivered image quality for the science field of view (11′×11′)
while allowing a larger area for guide star acquisition and wavefront sensing (Chun et al.
2014). The design is quite different from typical narrow field AO relays, which generally
utilize matched off-axis parabolic (OAP) mirrors to create a low distortion pupil and
maintain the image quality. OAP relays are ideal for narrow field of view, however, for
the larger field of views that Imaka required we utilized a broken Offner relay design. In a
normal Offner relay, the pupil image is on the second mirror, however altering the design
slightly to change the f-ratio of the beam from 13.3 to 10 also moves the pupil off of mirror.
This allows for the installation of a flat deformable mirror at that location to act as the
correcting element. For Imaka we re-use the CILAS bimorph mirror and electronics that
was first used in the AO36 system at the Subaru Telescope. The design achieves this using
a series of spherical mirrors, where the tightest tolerances on the tilt for any mirror is ∼1
arcminute for the two concave powered elements (Figure 4.1 Chun et al. (2016)
4.2 Alignment
Here I describe the general alignment procedure we used to align the mirrors in the imaka
optical relay. The goal of Imaka’s optical alignment is to deliver a static image quality which
does not limit This is because typically the optical mounts are machined to high precision
out of aluminium (< 5-10 thousandths of an inch), which means that the optics all start
close to their design positions along the optical axis. Most alignment approaches then have
to deal primarily with correctly tilting and centering the optics as well as precisely placing
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Figure 4.1 Right:3d model of the imaka optical relay. The overall structure has dimensions
of 1m × 1m × 0.5m Left:Optical layout of the imaka relay, which reformats the f/10 beam
from the Cassegrain focus of the telescope to an f/13.3 beam as well as allowing for the
application of an AO correction. Reproduced from Chun et al. (2016).
it along the optical path. Imaka’s structure is made out of a carbon fiber structure in order
to make the weight budget. Our financial budget limited our options for fabrication of the
carbon fiber structure, and the decision was made to utilize a lower precision methodology
(∼ 0.030 inches) with the idea that we would precisely measure the structure after delivery.
This in turn meant that we were required to verify the actual as built location for each of
the mounting surfaces prior to installation of the mirrors; In addition the mirror mounts
themselves were not precise, so we also had to verify where the optical surface was with
respect to the mounting legs on the mirror. Both of these problems were solved using a
coordinate measuring machine (CMM) Romer arm to verify the as built dimensions, as
shown in Figure 4.2. The Romer arm allows for the precision measurement of locations
within its range with an accuracy of 0.11 mm. In order to entirely verify the structure we
need to measure the mounting interfaces for all 4 mirrors and the surface that is mated to the
output of the UH88 telescope. Unfortunately, the romer arm did not have sufficient range to
simultaneously measure all of those locations, so we instead had to use two mounting points
for the arm to reach all the surfaces. We then use the measurements in common to align the
measurements to a common coordinate frame. The original plan for this alignment was to
use 3 reference positions defined by metal tabs with conical holes which were permanently
attached to the outer bulkhead of imaka which were separated by ∼ 750 mm. The separation
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Figure 4.2 Image of the Romer arm and the imaka in one of the configurations used. Here the
structure is upside down, with the input port resting flush to the table. This position of the
arm and imaka allowed for measurement of optical mounts for AOM2, AOM3 and AOM4.
The original approach was to use reference position that were separated by 750 mm, and
one important lesson we learned is that the reference sources need a much larger baseline to
limit transformation errors when combining measurements from different positions of the
arm.
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was too small, which means that small errors in the measurements lead to large errors in
the reference frame alignment for optics which are more than 1 meter apart. To rectify
this, measurements of the optical mounts for AOM2 and the DM were used to define the
alignment transformation.
Due to the non-precision nature (RMS variation >200 µm) of the top of input focal
plane , we fit a plane to >200 points spread over the imaka bulkhead which mounts to the
telescope and used the best fit plane to define this bulkhead. We then used that surface
to mate the catalog of measured position with the CAD mechanical model to compare
the measured mount locations to the model mount locations for each of the mirrors. The
differences were used to estimate the initial location of the mirror to place it at the correct
distance along the optical axis with respect to the previous mirror. This process started
with the first mirror (AOM1) and proceeded through the system from the entrance focus
to the output. The final adjustment for each mirror is to fix the tilt, which is done in the
following way.
We started by placing an alignment telescope at the center of the input port where light
enters the system from the telescope. We centered the alignment telescope on the entrance
port and then defined its location as the optical axis of the optical relay. The alignment
telescope was mounted to be normal to the entrance focal plane, which then defined the
alignment of the whole system. The centering of the alignment telescope on the input port
was measured using the CMM, and it was within 0.05 mm of the centered on the bolt
circle. One issue in the measurements is that we were unable to measure the calibration
focal plane to check that it was parallel to the input port, which means we do not know for
sure that our calibration unit actually matches the input beam from the telescope. Then
the tilt of the mirror would be adjusted to point the beam to the center of the next optical
surface using the alignment telescope to verify that the tilt was acceptable. Due to the
low initial precision, the mechanical mounts for the mirrors had to be able to move by
several millimeters in any direction. This requirement was fulfilled by a ball joint for each
of the 3 mirror mount legs, where the tilt and translation of the mirror could be changed by
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Figure 4.3 An image of AOM1 prior to coating the mirror. The honeycomb pattern seen
here is due that material being removed to decrease the total mass of the mirror.
adding precision shims. These mounts can freely rotate about the three ball joints which
then define the plane of the mirror. Each mount point could be moved by placing precision
shims which shifts the mirror closer to the bulkhead of the instrument enclosure. It was
important that the joints were all allowed to rotate when any single mount point was moved,
in order to avoid excessively torquing the optics. The 3 concave mirrors are all adapted to
be light weight, which is why we were concerned about applying torques to the individual
mirrors (an example is shown in Figure 4.3). This process also ensured that the moves
were repeatable, which decreased the number of necessary iterations to align the optic.
This is a concern, as leaving the mounts in a non-relaxed state the could introduce motion
on long time scales. Additionally, it was important for repeatability as the original offset
estimated was based on the mirror mounts in their relaxed state. This coarse alignment
had reasonably good results, and got the alignment close enough that we could do the final
alignment by only adjusting the tilt of AOM3. We used this mirror for the final alignment
because its tilt has the largest affect on the final image quality . This is because it is the
mirror with the highest curvature and the accuracy with which we match the tilt angle of
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the final mirror with respect to the other mirrors is the leading alignment term in the error
budget of the final image quality.
To verify the image quality we used a small format CCD camera (Chameleon3) and a
laser source in the entrance focal plane. We confirmed that the output PSF qualitatively
matched the PSFs expected from the Zemax optical model, and stopped the pre-installation
alignment. This comparison was done by comparing the image spots at 5 locations within
12 mm of the center of the exit focal plane and found that the imaeg size was small enough
it should not be a signficant factor in the image quality compared to the atmospheric effects.
This is a stage where we would have been better served by taking more careful measurements
of the image quality, however, we decided on focusing on getting the instrument to the
summit in lieu of further lab testing.
At this stage we made a mistake in that we did not correctly test if the output focal
plane was tilted with respect to the entrance focal plane. We also attempted to test the tilt
of the output focal plane. The test we did was to place a flat mirror at the output port to
retro-reflect the beam through the system and then confirmed that the beam came back to
the same point at the entrance focus. Unfortunately, this test will not be sensitive to a tilted
focal plane, as the light beam experiences the opposite tilt on the path back through the
system so the spot will come back to the same location at the front focal plane. The correct
way to perform this test would have been to examine the beam footprint on intermediate
optics (e.g. AOM4) for the input and retroreflected beams. The consequence of this mistake
is that there was measurable image quality degradation due to tilt of the final focal plane
which was measurable in the science images of stellar field, which we eventually corrected
in early 2018.
4.2.1 Post Installation Alignment
Carbon fiber expands when it absorbs moisture, which raises an obvious concern when
the alignment was performed at ∼ 100% humidity at sea-level in Hilo, and then ’imaka
was moved to the summit of Maunakea with ∼ 0% humidity for use. This is only an
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issue for our experiment one time, as we left the instrument at the summit after the initial
installation. This humidity change corresponds to a length change in the transverse direction
to the carbon fiber of ∼ 10−4 Our tests of the image quality after installation did not show
obvious degradation in the delivered image and as such we did not attempt to re-align the
instrument to improve the image quality. However, we did change the tilt of the final fold
mirror (AOM4) to fix an observed tilt in the output focal plane. We noticed the issue in
science images as a change in the focus over the field of view. To measure the actual tilt in
the focal plane, we once again retro-reflected a laser source that was placed in the entrance
focal plane. The test was to align the beam footprint at AOM4 such that the initial and
reflected footprint matched.
4.3 Imaka Operations
Imaka is an imaging system with one primary goal; to demonstrate the gains from ground
later adaptive optics (GLAO) in the specific context of Maunakea. We use a constellation
of natural guide stars to achieve the correction, which means that for a single night we can
only target a single field. From an operational point of view, this significantly simplifies
some of the logistics, as we do not switch objects during a single observation. The nature
of the experiment requires saving of the wavefront sensor telemetry, as we eventually need
to estimate the turbulence profile for each of our images to give context to the image
quality in that frame. The telemetry is contained in a memory buffer associated with the
loop process, which continuously overwrites the oldest data (a circular buffer). Saving
the telemetry requires writing that memory buffer out to disk, This need means that the
basic requirement of the control software is to save synchronous focal plane images and AO
telemetry while ensuring that the associated files are organized together. In addition, it is
useful to add some flexibility to allow for various other experiments in a reasonably concise
way.
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The goal of the design of the python control software was to be as simple as possible
while still allowing for control without requiring constant oversight. To achieve this, there
is a single python object which tracks the current state of observations (e.g. how many
images have been take), which has bound methods which can perform basic observations
tasks which either change the loop state (e.g. gain on the controller), take and save science
data, or send pointing offsets to the telescope. This approach allows for a control approach
where the python observation object (called a night object for the rest of this text) can
be instantiated in a interactive python session and then the bound methods can be called
in real time to observe. For experiments that are repetitive, a separate python script can
be written which takes the night object as an argument and loops through a sequence of
commands. At the lowest level, these codes work by running commands at on a terminal
which can change the AO loop state, query the loop for telemetry data and save science
exposures. This modularity allows for upgrades to the science camera, where the only
required interface is a new program which waits for a set amount of time, reads out the
detector and writes the image to disk.
There are a couple of convenience functions built into the control code which are worth
noting. Specifically, the observation object records average voltages to fix the mirror in a
static shape for open loop science images. These voltages are saved by default whenever a
science frame is taken with the loop gain set to be > 0.1 and the exposure time to be at lest
15 seconds. Recording of the average voltages also allow the measurement of the amount of
tilt on the deformable mirror. When the tilt in either axis in the average voltages exceeds
1 arcsecond, that tilt is offset to the telescope. This prevents the tilt from building up and
saturating the system.
Upgrades to the system would require modest changes to the currently existing code
base. The most likely change would be of the science camera, so, to demonstrate the
codes modularilty, I will outline how to edit the currently existing code for a new science
camera. Currently, the python code takes an image by opening an ssh channel (with a
non-blocking call) to the STA control computer and running a series of already compiled
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programs which interface with the camera to read out the detector. These commands are
hard coded in the take im method which is bound to the Night object. Changing to a new
camera setup simply requires writing equivalent programs which read out the detector and
save the outputs in a fits image at a known location and then editing the prompts which
point to the IP address of the STA control computer would be changed in the python control
code. This has already been done once when we went from the FLI commissioning camera
to the STA science camera. See the night.cam keyword, as well as logic associated with
this keyword to see how this was done the first time. There is a useful help method which
uses ftp to copy the new image from the camera control computer to the machine that the
python commands are being run from. This code also adds extra information to the header
of the science frame, and the arguments to it would have to be altered to match the new
conventions if they are changed for a new camera.
4.4 Astrometric Precision
Here I describe tests performed to measure the astrometric accuracy of ‘imaka. These
tests seek to demonstrate the current single epoch precision we achieved with ‘imaka; note
that this is an important step towards demonstrating astrometry with a GLAO system at
Maunakea, however, ’imaka is likely limited by factors not directly related to the GLAO
correction. The astrometric accuracy of a wide field AO imaging system is a critical
requirement for achieving the science goals. This is due to the fact that stellar position
measurements are typically limited by systematic errors, which can be corrected for with
sufficient reference sources in a given field. In general, there are more reference sources
available in a larger field, which means that the accuracy limit due to number of reference
sources will decrease. Additionally, there are science cases looking at stellar clusters which
are many arcminutes in diameter, so wide field of view instruments are required to image
the cluster in a reasonable amount of time. For this purpose there are two important
considerations, the static geometric optical distortion and the time variable error sources.
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Figure 4.4 Image of the measured image quality at the output focus of imaka. Images here
are log scaled and the camera was refocused to deliver the best image quality for each spot.
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In general, the variation between science images can be mitigated after the observations
using low order polynomial transformation, however, a good measurement for the static
distortion is necessary for comparisons to other instruments. In this section, I describe
attempts to directly measure the static optical distortion of the instrument as well as some
ideas for the ideal way to calibrate the optical distortion of ‘imaka in the future.
4.4.1 Optical Distortion using stellar images
One way to measure the optical distortion of imaka is to compare measured stellar positions
to a known distortion free astrometric reference frame. In this case we use one night of imaka
observations and compare the positions to the GAIA catalog positions for this field. The
major advantage to using on-sky images is that we see the optical distortion from the entire
system (including components due to the optics inside the telescope) and with the advent
of GAIA there are high accuracy distortion free measurements available for most of the sky.
4.4.2 Data
The data used here is 150 30 second images observed on 05-17-2017 with the FLI back
illuminated CCD (ML50100) using an I-Band filter. This is the same camera used for the
experiment described in Chapter 3. This camera chip has field of view of 35 ′′ × 45′′,
however it is vignetted by the edges of the filter mount and one of the wavefront sensor pick
off mirrors (Figure 4.5. The flat field is generated using 12 twilight flats observed at the
beginning of the night. The master flat is produced by first subtracting darks that match
the exposure time of the given flat and then normalizing each flat to have a median value if
1.0 The normalized flats are than averaged to create the maser flat, which is applied to each
image prior to source extraction. The sources are extracted using StarFinder where the
empirical PSF is defined using the brightest 45 non-saturated sources in the field (Diolaiti
et al. 2000). This yields one source catalog per observed image.
100
Figure 4.5 Flat field used in the reduction of the FLI images used here to measure the
optical distortion. Note that the rectangular vignette in the lower left part of the field is
due to a wavefront sensor pick off mirror and the vignette at the edges of the field is due to
the edge of the filter. We mask all camera pixels with values < 0.95 in the flat field.
4.4.3 Internal Alignment
We first average the catalogs together to create a single master catalog before attempting
to quantify the absolute optical distortion by comparing to an external frame. As part of
this alignment we also need to estimate the amount of variation during the night, as the
true variation in the optical distortion is important for understanding the performance of
imaka. The matching for each frame is done using the same transformed coordinates from
the analysis of the average coordinates. To understand the variation, it is better to simply
compare the individual catalogs to the averaged coordinates. This has the advantage of
avoiding errors due to residual distortion and proper motion between the GAIA coordinates
and the imaka measurements. At the moment, this analysis does not include correction for
the achromatic DAR. The errors in the measured positions are computed as follows. First
an average of the entire night is created iteratively. The first pass uses the first frame as the
reference and only removes the median translation. Then a bivariate Legendre polynomial
is fit between each individual catalog and the translation corrected average. After these
transformations are applied, the corrected coordinates are averaged to produce the second
reference. This process is repeated one additional time to create the final measured stellar
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positions (xm,ave and ym,ave. We use these average coordinates in 2 ways: (1) we estimate
the total amount of optical distortion by comparing them to GAIA measurements and (2)
the systematic deviation in the measurements can be measured through the stack. We first
present the results for the absolute distortion solution and second present the variability
results.
The first issue with the matching is one that is expected in from the imaka optical
design. Normally, first pass alignment is done using a 4-parameter transformation (scale,
rotation, translation), however, the imaka design has a ∼8% difference in the x and y
magnifications, which in turn means that a full linear transformation is necessary to match
the imaka averaged coordinates to the distortion free single plate scale reference catalog.
The skew terms in the distortion are large enough that the residuals in a 4 parameter
transformation of the GAIA cause many mismatches. This means that the matching must
be performed using 6 parameter transformations. Although I use the 6 parameter fit to find
the matches, the analysis follows the ”traditional” distortion measuring approach. That
is, I first fit a 4 parameters (scale, rotation, x offset, y offset) to transform the GAIA
positions into distortion free reference positions in the camera frame. I then fit a bivariate
cubic polynomial to the differences between the measured positions and the distortion free
positions as a function of the camera pixel position. For the stacked catalog, this process
matches 231/239 stars with an average distortion of 33.15 pixels. The scale is 0.0867 as/pix
based on the match to the GAIA, which means the RMS of the measured distortion is
2.88 as. The linear transformation gives an x magnification of 11.46 (pix/as) and a Y
magnification of 11.81 (pix/as). If you instead breakdown the magnification along the RA
and DEC directions gives magnifications of 10.97 (pix/as) and 11.8 (pix/as). After 3-sigma
clipping the distortion solution, the new 3rd order fit has residuals of 9.5 mas in X and 5
mas in Y. Note that this analysis is negatively effected by the small dithers of the telescope
during the observations, as the movement averages over the optical distortion
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4.4.4 Variability
This analysis compares the average coordinates to each individual frame. It does so by
matching each individual frame to the average, first with a search radius of 10 pixels. Then
the median translations offsets are subtracted and a second matching is performed with a
radius of 5 pixels. The data is trimmed as follows. First all stars with correlation values
less then 0.8 are discarded from the frame. Second, all stars that are detected within
10 pixels of a vignetted region (flat < 0.95) are eliminated by trimming them from the
averaged catalog. The last trimming step is iterative sigma clipping on the differences in
the transformed coordinates as defined in the following equation.
x
′
= tcubic(x, y) = c0 + c1x+ c2y + c3x
2 + ... (4.1)
For each individual catalog a different cubic transformation is fit that minimizes the
difference between x′ and xm,ave, using a linear least squares minimization. This fit is
used to evaluate the variation in the linear parameters throughout the night. Specifically
the scale and skew are defined separately
The average RMS deviation across all frames is gives a measure of the precision we can
achieve with imaka. Figure 4.7 shows the RMS errors remaining after this final alignment.
However, achieving accuracy at the 1.9 mas level requires a high quality optical distortion
solution.
4.5 Static Pinhole Mask Experiment
As previously discussed in Chapter 4, it is possible to calibrate the optical distortion using
a pinhole mask with a known pattern quality. As a demonstration of this approach we
performed an experiment where installed a pinhole mask in the front focal plane of imaka.
There goal of this experiment was two-fold, first to verify that the optical distortion could
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Figure 4.6 Variation in the linear transformation parameters throughout the night. These
are the linear coefficients of the cubic polynomial fit between each individual frame and
the reference. Here the scale are the defined as (c21 + c
2
1)
0.5 for x and y respectively. For
a transformation that is well described by only scale,rotation and translation the x and y
parameters are equal in these plots.
Figure 4.7 Astrometric precision and depth of the observations in this data. The median
error for the bright limit (−13 <M< −16) is 1.9 mas in the closed loop data and 2.5 mas
in the open loop. The improvement for stars with middling brightness (−11 <M< −12) is
from 6.9 mas to 3.5 mas.
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be measured using this approach on imaka and secondly to estimate the amount of deviation
in the optical distortion when the telescope pointing is changed.
4.5.1 Experimental Setup
The mask used is the same one used as the object in Chapter 4, so we can expect that
the systematic due to the manufacturing error in the pattern is < 50 nm. The mask tests
were performed during the afternoon of May 18, 2018, with the illuminated pinhole mask
installed at the entrance focal plane of imaka. We used the STA camera to image the
output focal plane of imaka and held the voltages on the DM constant over the 2 hours of
observations. We imaged the 12 micron pinholes which were placed on a 43 × 43 square
pattern with 1 mm spacing. We did not use a shutter on the camera and the detector has
9 µm pixels with a plate scale of 0.06 as/pixel The first step after installation was to tilt
the pinhole mask mount to optimize the image quality at the output focus. Then 30 60
second exposures were taken with the telescope at zenith. This longer dataset is used to
estimate the stability of the setup and the random measurement errors. In addition to the
zenith dataset, 4 images were taken at ± 1 hour angles. In total, these observations took
two hours from freezing the loop to the final image of the pinhole mask. Its worth noting
that even though we use the same mask, it is not in the same mount. As the mount rests
in a different way, it is likely that the static component is not the same as the lab setup
so we do not attempt to apply a correction based on measured mask deviation from that
experiment.
4.5.2 Source Extraction and Stability
Before source extraction we subtract an average dark frame derived from the average of
10 exposures with the illumination to the mask turned off. In addition we apply the flat
field correction derived from twilight flats the previous night. Source catalogs are extracted
from each images using StarFinder (Diolaiti et al. 2000) where the psf model is derived
using all the peaks that are between pixel coordinates of 5500 and 7500 in X and 4000 to
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Figure 4.8 Example of the image quality from one image taken at zenith. The FWHM is
measured using a 2D Moffat profile fit. The quality is consistent through the stack of data.
6500 in Y. There are a total of 1849 pinholes detected in each frame, which covers ∼ 1/3
of the field of view of the camera. In general the distortion increases at the edges of the
field of view, so area sampled was chosen to be offset towards the North East corner of the
camera in order to better sample a high distortion area. Figure 4.8 shows the typical image
quality variation over the field. The variation in image size is expected as the pinhole mask
was not curved to match the curvature of the focal plane. The next step is to average the
catalogs together, which is done using a full linear transformation to match the catalogs to
the first catalog. For the zenith data set, the average RMS scatter in these positions is 141
nm for X and 200 nm for Y. For the stack of 30 images the median error on the mean is
25 nm in X and 36 nm in Y, assuming that the scatter is due to random errors. The total
scatter values show substantial improvement when a full linear polynomial is used instead
of a four parameter fit, which suggests that there is some variation in the ratio between the
two scale terms. We will reserve discussion of possible sources for that error until later in
this chapter. Additionally, the deviation versus the number of measurements averages at
least decreases for the y axis, although less steeply then expected. It is noteworthy that the
Allan deviation in X is much smaller for small numbers of measurements, which suggests
that there is some source of systematic error varying on minute time scales (Figure 4.9).
Allan deviation is a pairwise difference as compared to the RMS difference, where only
the difference between points adjacent in time are included. This metric is useful as it is
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insensitive to slow changing systematic errors. Note that the polynomial coefficients shown
in Figure 4.9 use the following equations:
xn = a0 + a1x+ a2y (4.2)
yn = b0 + b1y + b2x (4.3)
Here x and y are the original measured coordinates from the catalog, and xn and yn are the
new transformed coordinates. The alignment here is two pass, for the first pass we use the
measured coordinates from catalog 15 as the reference for fitting the a and b coefficients.
For the second pass we use the average coordinates as the reference and derive the best fit
linear parameters.
4.5.3 Distortion Measurement
Even given the large errors indicated in the averaging of the stack,we can still measure the
distortion from the averaged positions.To do so, a perfect square grid of reference positions
are generated with a spacing of 148 pixels and rotation angle of 0 degrees. These reference
positions are matched to the measured positions, and a single 4th order Legendre polynomial
is fit to explain the measured deviations. The deviations have RMS values of 7 pixels (.42
as) in X and 12 pixels (0.72 as) in Y. Its worth noting that these sizes are much larger
than the measurement errors, which means this measurement of the distortion is quite
statistically significant. This fit is done twice, with a single round of 3.5 σ clipping on the
model residuals in X and Y. The σ used for this clipping is iteratively computed with 5
iterations of clipping, and all points that fall outside of the accepted range in either X or Y
are eliminated from the fit. For the zenith position data, the RMS scatter in the residuals
is 181 nm in X and 114 nm in Y. Figure 4.10 show that there is significant patterning in
the residuals, which is currently unexplained.
We repeat the procedure above for the observations taken with the telescope pointed at
± 1 hour in right ascension. The resulting differences in the distortion solution are < 2 σ
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Figure 4.9 Top:Plot of the the Allan and RMS variance versus the number of measurements
used in the average for the 30 images taken with the telescope at zenith. The behavior of the
X allan variance is most puzzling, as it suggests there is systematic errors causing images
separated on longer time scales to have much larger variation. Left: The average change in
the positions and flux are shown plotted against the frame number with the average value
subtracted. There appears to be a large trend in the Y positions, which was most likely
caused by actual motion of the mask at the ∼50 micron level.. This is the second pass
averaging, so the first frame is actually the first pass average. Bottom: Linear terms for the
polynomial transformations of each frame number. The clearest trend is in the Y scale.
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Table 4.1. Differences in Distortion Models
Telescope Positions X RMS (nm)r2700 Y RMS (nm) X RMS (nm)r2300 Y RMS (nm) X Model Res Y Model Res
Zenith - -1 hour 65 120 38 111 110 108
Zenith - +1 hour 65 138 51 121 109 127
-1 hour - +1 hour 103 143 76 127 110 126
different from each other, where sigma is the size of the model residual (Table 4.1). This
puts an upper limit on the amount of distortion variation, and means that we need a more
accurate calibration unit to estimate the changes in distortion due to the repointing the
telescope.
4.5.4 Conclusions
This experiment estimated the optical distortion over a 5.25′ × 5.25′ with an accuracy of
181 nm. This does not meet the desired goal of knowing the distortion to better than 1
milli-arcsecond (141 nm), however, it does suggest that that goal is achievable with small
improvements to the approach. This experiment utilized a static mask with only a coarse
tip/tilt and focus alignment to get the object into the entrance focal plane. Additionally,
the stability analysis suggests that the mount was not entirely stable.
This crude test demonstrated a few things. Firstly, it is possible to measure the optical
distortion with an accuracy consistent with the measurement errors. There are factors this
test does not address, such as the fact that the telescope focal plane is curved, while this
mask is not, which means that there is focus variation in the output image. Additionally,
there is strong evidence for additional noise due to a more subtle detector effect as shown
in Figure 4.10, which would need to be addressed before this approach could be successful
with this approach.
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Figure 4.10 Top:Measured deviations from a perfect square grid as a function of the
measured positions at the zenith position, based on the 4th order Legendre Polynomial
fit. The linear terms are removed in this plot. Center :Residuals to the distortion model
plotted against the measured pixel location where each pixel of the STA detector is 9 µm.
The source of the circular residuals is unknown, it could be due to high spatial frequency
defects in the detector or on one of the other optics. Bottom:Measured errors on the mean
from the stacked positions. There is a clear circular pattern in the x axis, which does not
seem to obviously match to the residuals in the fit.
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