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Asynchronous Output-Feedback Stabilization of Discrete-Time
Markovian Jump Linear Systems
Zhan Shu, Junlin Xiong, and James Lam
Abstract— Various constraints on signal processing and
transmission in practice have posed a big issue to perfect syn-
chronous switching control for Markovian jump linear systems
(MJLSs), and thus designing a controller partially or totally
independent of the plant switching becomes significant. In this
paper, we propose an approach to synthesizing asynchronous
switching control laws for discrete-time MJLSs. By utilizing
a separation technique, a necessary and sufficient condition
for asynchronous static output-feedback stabilizability is estab-
lished in terms of a set of matrix inequality with a special
structure for computation. Then, an iterative algorithm is
employed to solve the condition. Appropriate optimization on
initial values may improve the solvability. Numerical examples
are provided to illustrate the effectiveness of the proposed
approach.
I. INTRODUCTION
The past decades have witnessed the tremendous advances
in the theory of Markovian jump linear systems and its
widespread applications in power systems, manufacturing
processes, fault detection, etc. A great number of results on
MJLSs have been obtained. Stability issues have been treated
thoroughly in [1], [2]. The early study of linear quadratic
control and its recent advances are available in [3], [4]. The
problems of H2 and/or H∞ control have been discussed
in [5], [6], and the results on the filtering problem can be
found in [7], [8], [9], [10], [11]. Stability and stabilization
of Markovian jump systems with stochastic noises have been
investigated thoroughly in [12], [13]. As for the applications
of MJLSs in robot manipulations, networked control, multi-
agent control, and power systems, we refer readers to [14],
[15], [16], [17] and references therein.
Most existing controller/filter design approaches for
MJLSs are based on the assumptions that the mode informa-
tion is fully accessible, and the switching of controller/filter
is synchronous with that of plant. In many practical situ-
ations, however, these assumptions may not be true, and
this motivates the recent study on controller/filter synthesis
with constrained mode information. In [18], a controller with
delayed mode information is proposed for networked control.
Mode-independent filter design has been discussed in [19]
and [20].
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In this paper, we consider the problem of designing a
static output-feedback controller whose switching is asyn-
chronous with that of plant. Both feedback gains and tran-
sition probability matrices are needed to be determined. By
employing a separation technique, a necessary and sufficient
condition for asynchronous output-feedback stabilizability
is established in terms of matrix inequalities, which has
a special structure for linearized computation. An iterative
algorithm is then proposed to solve the condition. Several
approaches are proposed to generate desired initial values for
iterative computation. Two numerical examples are employed
to illustrate the effectiveness of the proposed approach.
Notation: For real symmetric matrices X ,Y ∈ Rn×n, the
notation X > Y means that the matrix X −Y is positive
definite. For a matrix A∈Rn×n, Sym(A) = A+AT and ρ (A)
represents the spectral radius of A. The symbol ⊗ denotes
the Kronecker product. E{·} stands for the mathematical
expectation with some underlying probability measure Pr(·).
Associated with a discrete-time Markov chain taking values
in a finite set S with transition rate matrix Π= [pi i j], i, j ∈ S,
Ei (P),∑ j∈Spi i jPj,
for a set of matrices Pj, j∈ S. The asterisk ∗ is used to denote
a matrix which will not be used in the development, and # is
used to denote a matrix which can be inferred by symmetry.
Matrices, if their dimensions are not explicitly stated, are
assumed to have compatible dimensions for algebraic oper-
ations.
II. PRELIMINARIES AND PROBLEM FORMULATION
Consider the following class of DMJLSs:{
x(t+1) = Ar(t)x(t)+Br(t)u(t) ,
y(t) = Cr(t)x(t),
(1)
where x(t) ∈ Rn, u(t) ∈ Rnu , and y(t) ∈ Rny are the system
state, the control input and the measured output, respectively,
and Ar(t), Br(t), Cr(t) are the system matrices of the stochastic
jumping process {r(t), t ≥ 0}; the parameter r (t) represents
a discrete-time, discrete-state Markov chain taking values
in a finite set Sr = {1,2, . . . ,nr} with one-step transition
probability matrix Λr = [pi j], where pi j ≥ 0, and for any
i ∈ S, ∑nrj=1 pi j = 1.
Definition 1: For λ ≥ 1, the system in (1) is said to be λ -
exponentially stable if, when u(t) ≡ 0, there exists a scalar
ε > 0 such that, for any x(0) = x0, r (0) = r0,
E
{
‖x(t)‖2 | x0,r0
}
≤ σ (λ + ε)−t ‖x0‖2 ,
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where λ + ε and σ are called decay rate and decay coeffi-
cient, respectively.
If a system is λ -exponentially stable, then the system has
a decay rate larger than λ . Similar concept has been used
to treat stabilization and control of noise-driven stochastic
systems in [21], [22]. The following lemma gives an LMI
characterization for λ -exponential stability.
Lemma 1: The system in (1) is λ -exponentially stable if
and only if there exist real matrices Pi > 0, i ∈ S, such that
λATi Ei (P)Ai−Pi < 0. (2)
This lemma can be proved by following a similar line as
used in [23], and thus omitted here. The asynchronous static
output-feedback (ASOF) controller under consideration is of
the form
u(t) = Ks(t)y(t). (3)
Connecting controller (3) to system (1) yields the following
closed-loop system:
x(t+1) =
(
Ar(t)+Br(t)Ks(t)Cr(t)
)
x(t). (4)
In previous controller synthesis for MJLSs, it is often
assumed that all the mode information is accessible and
the switching of controller is completely synchronous with
the plant, that is, r (t) ≡ s(t), whereas, in practice, these
assumptions may not always be reasonable or feasible due to
various constraints in mode detection and/or inevitable delays
in signal processing and transmission. For these scenarios,
constructing a control law with an asynchronous Markovian
switching could be a possible solution, that is, s(t) being a
Markov process independent of r (t) (see Fig. 1). To tell in
details, assume that s(t) is a Markov chain taking values in
Ss = {1,2, . . . ,ns} with one-step transition probability matrix
Λs = [qi j]. Then, the task is to design both Ks(t) and Λs
such that the closed-loop system in (4) is λ -exponentially
stable. To this end, one may define θ (k) as a joint Markov
process (r (t) ,s(t)) taking values in an augmented mode
space Sθ = Sr×Ss with one-step transition probability matrix
Λθ = [pi i j]. Here, it is assumed that the krth mode in Sr and
the ksth mode in Ss form the [(kr−1)nr + ks]th mode in Sθ .
With this setting, it is easy to show that closed-loop system
(4) is a new DMJLS with Markovian jumping parameter
θ(t). The following lemma gives an important relationship
among Λr, Λs, and Λθ .
Lemma 2: For the joint Markov process θ(t) aforemen-
tioned,
Λθ = Λr⊗Λs. (5)
Proof: It follows from the independence of
r (k) and s(k) that Pr(θ (k+1) = (r j,s j) |θ (k) = (ri,si)) =
Pr(r (k+1) = r j|r (k) = ri)Pr(s(k+1) = s j|s(k) = si), and
thus one can obtain via some simple manipulations that (5)
holds.
Remark 1: In this paper, ns is given and does not consti-
tute a design parameter, while a better design is to treat ns
as a quantity to be synthesized. This, however, beyond the
scope of the present study, and may consist of an interesting
and significant problem for further investigation.
Fig. 1. Asynchronous Control Scheme.
This section is ended by defining Sθk , {l1, l2, . . . , lν}, li ∈
Sθ as the subset of Sθ satisfying that pikli 6= 0.
III. MAIN RESULTS
A. Asynchronous Output-Feedback Stabilizability
Theorem 1: For the asynchronous control scheme men-
tioned previously, the following statements are equivalent:
1) System (4) is λ -exponentially stable.
2) There exist matrices P1k, P2k, Qkl , G1k, G2k, H1k, H2k,
and S j > 0 such that, for all possible combinations of
i ∈ Sr, j ∈ Ss, k ∈ Sθ , and l ∈ Sθk,
Pk > 0 (6a)Φ11k # #Φ21k Φ22k #
0
[
XP+QkXpik 0
] −4Qk
< 0 (6b)
where
Φ11k = Sym(HkAk +SkAk)−λ−1ET PkE,
Φ21k = GkAk−HTk ,
Φ22k =−Sym(Gk)+diag(0,P2k) ,
XP =
[
P1l1 P1l2 · · · P1lν
]T
,
Xpik =
[
pikl1 I pikl2 I · · · piklν I
]T
,
Qk = diag
(
Qkl1 ,Qkl2 , . . . ,Qklν
)
,
and
Pk =
[
P1k 0
0 P2k
]
, Ak =
[
Ai Bi
K jCi −I
]
,
Gk =
[
G1k 0
G2k S j
]
, Hk =
[
H1k 0
H2k 0
]
,
Rk =
[
0 0
0 Rk
]
, Sk =
[
0 −CTi KTj S j
0 S j
]
,
E =
[
I 0
0 0
]
.
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Proof: 2) ⇒ 1) Pre- and post-mutiplying (6b) by[
I 0 0
0 I 0.5XTpik
]
and its transpose yield that[
Φ11k #
Φ21k Φ22k +diag
( 1
2 Sym
(
XTpikXP
)
,0
)]
=
[
Φ11k #
Φ21k −Sym(Gk)+ Pˆk
]
< 0, (7)
where Pˆk = diag(Ek (P1) ,P2k). Pre- and post-multiplying (7)
by
[
I ATk
]
and its transpose further give that
ATk PˆkAk−λ−1ET PkE+Sym(SkAk)< 0 (8)
Noting that the left side of (8) can be factorized as
ATk PˆkAk−λ−1ET PkE+Sym(SkAk)
=
[
I −CTi KTj
0 I
]
×
ATckEk (P1)Ack−λ−1P1k #
BTi Ek (P1)Ack
(
BTi Ek (P1)Bi
+P2k−2S j
)
×
[
I 0
−K jCi I
]
(9)
where Ack = Ai + BiK jCi, one has that ATckEk (P1)Ack −
λ−1P1k < 0, which implies 1) by Lemma 1.
1)⇒ 2) According to Lemma 1, one has that there exist
P1k > 0, k ∈ Sθ , such that λ−1P1k−ATckEk (P1)Ack > 0. Let
Pk =
[
P1k 0
0 S j
]
> 0, where S j is a sufficiently “large” matrix,
that is, S j > cI, where c> 0 is a sufficiently large scalar, such
that
BTi Ek (P1)Ack
(
λ−1P1k−ATckEk (P1)Ack
)−1
i
ATckEk (P1)Bi
+BTi Ek (P1)Bi−S j < 0
for all possible combinations of i, j, and k. It follows from
(9) that
ATk PˆkAk−λ−1ET PkE+Sym(SkAk)< 0.
With this and Schur complement equivalence, one further
has that [
Φ11k #
Φ21k −Sym(Gk)+ Pˆk
]
< 0 (10)
holds for Hk = 0 and Gk = diag(Ek (P1) ,S j). Now, define
Qkl = P1lpi−1kl , k ∈ Sθ , l ∈ Sθk.
Then, one can verify that
Ek (P1) =
1
2
Sym
(
XTpikXP
)
+
1
2
(
XTP −XTpikQk
)
(2Qk)−1 (XP−QkXpik)
=
(
XTP +X
T
pikQk
)
(4Qk)−1 (XP+QkXpik) .
Substituting this into (10), and using Schur complement
equivalence, one obtains that (6b) holds. This completes the
proof.
Remark 2: It is emphasized here that in Theorem 1 the
Lyapunov matrices P1k are separated from the variables to
be designed, that is, K j and pikl . This avoids imposing any
constraint on P1k when K j or pikl needs to be parametrized.
In addition, the parametrization matrices S j > 0 can be
set to be structural, e.g., diagonal, positive, or block. This
feature allows one to impose additional constraints on the
controller matrix without loss of generality, and thus many
other synthesis problems, such as structural controller design
or decentralized control, can be treated readily under the
same framework.
Based on Theorem 1, a design condition is established as
follows.
Theorem 2: The system in (1) is ASOF λ -exponentially
stabilizable by a controller in (3) if and only if there exist
matrices P1k > 0, P2k > 0, S j > 0, L j, Qkl , Yk > 0, Mk,
G1k, G2k, H1k, H2k, and qvw ≥ 0, ∑nsw=1 qvw = 1, v,w ∈
{1,2, . . . ,ns}, such that the following equalities/inequalities
hold for all possible combinations of i ∈ Sr, j ∈ Ss, k ∈ Sθ ,
and l ∈ Sθk:
λ−1P1k ≥ Yk (11a)
Ω11k # # # #
Ω21k Ω22k # # #
Ω31k Ω32k Ω33k # #
Ω41k Ω42k −G2k Ω44k #
0 0 Ω53k 0 −4Qk
 < 0 (11b)
where Λθ , Λr, Λs, and Qk are defined as above, and
Ω11k = Sym(H1kAi)−Yk +2MTk S jMk−2Sym
(
MTk L jCi
)
,
Ω21k = H2kAi+BTi H
T
1k +2L jCi,
Ω22k = Sym
(
BTi H
T
2k
)−2S j,
Ω31k = G1kAi−HT1k,
Ω32k = G1kBi−HT2k,
Ω33k = −Sym(G1k)
Ω41k = G2kAi+L jCi,
Ω42k = G2kBi−S j,
Ω44k = −2S j +P2k,
Ω53k =
[
P1l1 +pikl1Qkl1 P1l2 +pikl2Qkl2
· · · Plτ +piklν Qklν
]T
.
Under the conditions, an ASOF control law can be obtained
as K j = S−1j L j with corresponding transition matrix Λs =
[qvw].
Proof: (Sufficiency) By letting K j = S−1j L j, one has
that L j =K jS j. Substituting this into (11b), and noting (11a)
and
−CTi KTj S jK jCi ≤MTk S jMk−Sym
(
MTk L jCi
)
,
one has that (6b) holds. The sufficiency follows immediately
from Theorem 1.
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(Necessity) Let Yk = λ−1P1k and Mk = K jCi. Then,
one can verify readily that −CTi KTj S jK jCi = MTk S jMk −
Sym
(
MTk L jCi
)
. From this and Theorem 1, it follows that
(11b) holds. This completes the proof.
B. Computational Approach
If one can seek a λ > 1 such that the conditions in
Theorem 2 are satisfied, then an ASOF stabilizing controller
can be constructed. In view of this, consider the following
optimization problem:
Problem 1: Minimize τ , λ−1 subject to the conditions
in Theorem 2.
This is a nonlinear optimization problem, and is difficult to
handle in general. However, if Mk and Qkl are fixed, then the
problem becomes, as verified by the following proposition,
a standard generalized eigenvalue problem (GEVP), which
can be treated readily by many efficient algorithms ([24]).
Proposition 1: If Mk and Qkl are fixed, and τ is sufficient-
ly large, then there always exist P1k > 0, P2k > 0, S j > 0, L j,
Qkl , Yk > 0, Mk, and qvw ≥ 0, such that (11a)-(11b) hold.
Proof: Set Yk = λ−1P1k and qvw ≥ 0 be any scalars
satisfying ∑nsw=1 qvw = 1. Then it suffices to prove that there
exist variables such that (11b) holds. Define
Wk ,
1
4
ν
∑
s=1
(P1lν −piklν Qklν )T Q−1kls (P1lν −piklν Qklν ) ,
Vk , 2
(
Mk−S−1j L jCi
)T
S j
(
Mk−S−1j L jCi
)
,
A¯ck , Ai+BiS−1j L jCi.
Set H1k = 0, H2k = 0, G2k = 0, G1k = Ek (P1) +Wk, and
P2k = S j. From Schur complement equivalence, it follows
that (11b) holds if and only if
−τP1k−2CTi LTj S−1j L jCi+Vk # # #
2L jCi −2S j # #
G1kAi G1kBi −G1k #
L jCi −S j 0 −S j
< 0.
Applying Schur complement equivalence again yields that
the above inequality holds if and only if[−τP1k−2CTi LTj S−1j L jCi+Vk #
2L jCi −2S j
]
+
[
Ai Bi
S−1j L jCi −I
]T [
G1k 0
0 S j
][
Ai Bi
S−1j L jCi −I
]
=
[
I −CTi LTj S−1j
0 I
]
×
[
ATckG1kAck +Vk− τP1k #
BTi G1kAck
(
BTi G1kBi−S j
)]
×
[
I 0
−S−1j L jCi I
]
< 0.
Choose S j such that BTi G1kBi−S j < 0. Since τ is sufficiently
large, it is obvious that the above inequality holds.
Moreover, the following proposition lays a foundation for
further optimization.
Proposition 2: Let τ∗ (Mk,Qkl), L j, S j, P1l , and pikl denote
the optimal τ and corresponding optimal decision variables
to Problem 1 with Mk and Qkl being fixed. Then
τ∗
(
S−1j L jCi,P1lpi
−1
kl
)
≤ τ∗ (Mk,Qkl) .
The proposition is an immediate result from the proofs of
Theorems 1 and 2. Based on this, an iterative algorithm is
constructed as follows to solve the conditions in Theorem 2.
Algorithm 1:
1) (Initialization) Set κ = 1. Choose initial M(κ)k and Q
(κ)
kl
(details on this will be discussed later). Set τ(κ)∗ > 1 to
be a large number.
2) (Iteration) For fixed M(κ)k and Q
(κ)
kl , solve Problem 1.
Denote τ(κ+1)∗ , P
(κ)
1k , S
(κ)
j , L
(κ)
j , and q
(κ)
vw as the obtained
optimal values of τ , P1k, S j, L j, and qvw.
3) (Criterion) If τ(κ+1)∗ < 1, then an ASOF control law can
be obtained as K j =
(
S(κ)j
)−1
L(κ)j with corresponding
transition matrix Λs =
[
q(κ)vw
]
, and the closed-loop
system is 1/τ(κ+1)∗ -exponentially stable. STOP.
Else if
∣∣∣τ(κ)∗ − τ(κ+1)∗ ∣∣∣ < ε , where ε is a prescribed
tolerance, or κ >N, where N is the prescribed maximal
iteration number, then go to next step.
Otherwise, update M(κ)k and Q
(κ)
kl as
M(κ)k =
(
S(κ)j
)−1
L(κ)j Ci
Q(κ)kl = P
(κ)
1l
(
pi(κ)kl
)−1
and set κ = κ+1, then go to Step 2.
4) (Termination) There may not exist a solution. STOP.
(or generate another set of initial conditions, and run
the algorithm again)
Remark 3: During each iteration, it is possible that the
obtained q(κ)vw is almostly zero, and thus the update in Step
3 will generate a quite “large” Q(κ)kl , which may cause some
numerical problems. If this is the case, one may modify Sθk
correspondingly, that is, removing the element l from Sθk.
Remark 4: It follows from Proposition 2 that τ(κ)∗ is
monotonic decreasing function, and therefore the conver-
gence of the algorithm is guaranteed (the converged point
may not be an optimal solution).
Remark 5: Since each iteration involves a GEVP problem
and the iteration number is finite, the computational com-
plexity of the algorithm is the same order as that of GEVP
problem.
C. Discussion on Initial Values
Algorithm 1 can be viewed as a convex relaxation ap-
proach to Problem 1, and thus the initial values are critical
to seeking an optimal solution. In this subsection, two
approaches are proposed for generating appropriate initial
values for Algorithm 1.
It follows from Proposition 2 that a desired initial Mk is
nothing but a state-feedback stabilizing controller. According
to Theorem 3 in [25], if there exist matrices Pk > 0, k ∈ Sθ
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such that, ∀v,k ∈ Sθ and all possible combinations of i and
k,
(Ai+BiMk)
T Pv (Ai+BiMk)−Pk < 0 (12)
then for all possible transition probability matrices
the closed-loop system x(t+1) = (Ai+BiMk)x(t) is 1-
exponentially stable. Therefore, a two-step approach can be
constructed as follows.
Algorithm 2:
1) Solve the following LMIs:[ −Xk #
AiXk +BiNk −Xv
]
< 0, (13)
for any v,k ∈ Sθ and possible combinations of i and k.
Set NkX−1k as the initial Mk.
2) Choose an arbitrary stochastic matrix Λs, and construct
Λθ as in Lemma 2. Set X−1l pi
−1
kl , k ∈ Sθ and l ∈ Sθk,
as the initial Qkl .
The LMIs in (13) may not have a solution. If this is the
case, the above algorithm can be modified as follows.
Algorithm 3:
1) Find a set of 0 < q j j ≤ 1 such that the inequalities[ −Xk #
AiXk +BiNk − 1pikk Xk
]
< 0, (14)
have a solution for k ∈ Sθ and all possible combina-
tions of i and k (pikk is constructed according Lemma
2. Set NkX−1k as the initial Mk.
2) For the obtained Xk, Mk, and pikk, solve the
optimization problem: Minimize c subject
to (Ai+BiMk)
T pikkX−1k (Ai+BiMk) − X−1k +
∑k 6=vpikvX−1v < cI to determine pikv. Then, set
X−1l pi
−1
kl , k ∈ Sθ and l ∈ Sθk, as the initial Qkl .
In fact, (14) is a necessary condition to the problem
of ASOF stabilization, and seeking a desired pikk can be
transformed to a GEVP, which is relatively easy to solve
as mentioned previously.
The other approach to seeking initial values is based on
the following proposition.
Proposition 3: If ‖Λθ‖‖Ack‖< λ−1 < 1 for k∈ Sθ , where
Ack = Ai +BiK jCi, then the closed-loop system in (4) is λ -
exponentially stable.
Proof: By following a similar line as used in the proof
of Theorem 1 in [23], one can show that the closed-loop sys-
tem is λ -exponentially stable if and only if the spectral radius
of M , (Λθ ⊗ I)diag
(
Ac1⊗Ac1,Ac2⊗Ac2, . . . ,Acnθ ⊗Acnθ
)
is less than λ−1, where nθ = nsnr. Since
ρ (M ) ≤ ‖M ‖
≤
√
λmax
((
ΛTθΛθ
)⊗ I)
×maxk
{√
λmax
((
ATckAck
)⊗ (ATckAck))}
=
√
λmax
(
ΛTθΛθ
)
maxk
{
λmax
(
ATckAck
)}
= ‖Λθ‖maxk
{
‖Ack‖2
}
the result follows immediately.
i 1 2 3 4
ai 0.2 0.2 −1 0.3
bi 1 1.1 1.2 1.5
ci 1 1.2 0.5 0.6
TABLE I
PARAMETERS IN EXAMPLE 1
Therefore, the following computational procedures can be
employed to generate initial values.
Algorithm 4:
1) Solve the following optimization problem:
Minimize c1+ c2 subject to[−c1I #
Λθ I
]
< 0,
[ −c1I #
Ai+BiMk I
]
< 0
Set the obtained Mk as the initial value.
2) For the obtained Mk and Λθ , solve the problem: Min-
imize c3 subject to (Ai+BiMk)
T E (P)(Ai+BiMk)−
Pk < c3I. Set Plpi−1kl , k ∈ Sθ and l ∈ Sθk, as the initial
Qkl .
IV. NUMERICAL EXAMPLES
Example 1: Consider a 4-mode DMJLS with the follow-
ing system matrices
Ai =
[−1 ai
0.3 1.2
]
, Bi =
[
1
bi
]
, Ci =
[
ci −1
]
,
where ai, bi, and ci are given in Table I. The transition
probability matrix is
Λr =

0.2 0.3 0.1 0.4
0.3 0.2 0.3 0.2
0.3 0.3 0.3 0.1
0.5 0.3 0.1 0.1
 .
It is easy to verify that the open-loop system is unstable. For
ns = 3, apply Algorithm 2 to generate initial values. Then,
using Algorithm 1 yields a τ(3)∗ = 0.8933 after two iterations,
and the corresponding control law is given as
K1 = 0.5712, K2 = 0.2861, K3 = 0.1751
Λs =
0.2085 0.6599 0.13170.2710 0.5009 0.2281
0.0883 0.1484 0.7633
 .
It can be verified that spectral radius of M is 0.7754 < τ(3)∗ ,
which means that the closed-loop system is indeed 1/τ(3)∗ -
exponentially stable.
Example 2: Consider a 2-mode DMJLS with the follow-
ing system matrices:
A1 =
 1.5 0 21 0 0.35
0 0.2 −0.6
 , B1 =
1 00 1.2
1 0.2
 ,
A2 =
 1.8 0.5 2−0.2 0.5 1
0.1 −0.3 −0.1
 , B2 =
 0.1 0.9−0.2 0.8
0.8 0.2
 ,
C1 =
[
1 0.5 1
]
, C2 =
[
1 1 −0.5 ] .
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The transition probability matrix is Λr =
[
0.5 0.5
0.8 0.2
]
. It is
expected to design a mode-independent controller for the
system. To this end, set ns = 1, and apply Algorithm 3 to
generate the initial values. Then, using Algorithm 1 yields
a τ(3)∗ = 0.8769 after two iterations, and the corresponding
control law is K =
[−0.2473
−0.5699
]
.
V. CONCLUSIONS
The problem of asynchronous output-feedback stabiliza-
tion for DMJLs has been studied. A necessary and sufficient
condition for asynchronous output-feedback stabilizability
has been established in terms of matrix inequalities with
separated Lyapunov matrices from matrix variables to be
designed. Based on this, an iterative algorithm has been
proposed to solve the condition, and several optimization
procedures have been provided to generate desirable initial
values. Numerical examples have been used to illustrate the
effectiveness of the proposed approach.
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