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Artiﬁcial neural networks (ANN) have been extensively used as global approximation tools in the context of approx-
imate optimization. ANN traditionally minimizes the absolute diﬀerence between target outputs and approximate outputs,
thereby resulting in approximate optimal solutions being sometimes actually infeasible when it is used as a meta-model for
inequality constraint functions. The paper explores the development of the modiﬁed back-propagation neural network
(BPN) based meta-model that ensures the constraint feasibility of approximate optimal solution. The BPN architecture
is optimized via genetic algorithm (GA) to determine integer/continuous decision parameters such as the number of hidden
layers, the number of neurons in a hidden layer, and interconnection weights between layers in the network. The veriﬁca-
tion of the proposed approach is examined by adopting a number of standard structural problems and an optical disk drive
(ODD) suspension problem. Finally, GA based approximate optimization of suspension with optical ﬂying head (OFH) is
conducted to enhance the shock resistance capability in addition to dynamic characteristics.
 2007 Elsevier Ltd. All rights reserved.
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Genetic algorithm (GA) and its enhanced versions have been recognized as one of the most widely used
optimization tools since they can handle a mixture of continuous, integer and discrete design variables
(Lee, 1996; Le Riche and Haftka, 1993; Windhorst et al., 2004), and also have a higher probability of locating
global optimum without any derivative information (Hajela and Lee, 1995a; Saxena, 2005; Vigdergauz, 2001).
However, the drawback on the use of GA in design optimization is such that it requires a large amount of
computational costs, and consequently an appropriate meta-model is necessary to replace the expensive
CAE based engineering analysis.
Artiﬁcial neural networks (ANN) have been capable of expressing a variety of nonlinear response surfaces
using a number of input–output training patterns that are selected from the entire design space in a global0020-7683/$ - see front matter  2007 Elsevier Ltd. All rights reserved.
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J. Lee, S. Kang / International Journal of Solids and Structures 44 (2007) 5980–5993 5981manner (Hajela and Lee, 1995b; Hornik et al., 1990). For example, it is possible for the multi-layer feed-for-
ward network to represent highly nonlinear decision surfaces using interconnection weights between neurons
of adjacent layers and proper activation functions in a neuron. There has been recent attention in the global
approximate optimization, where GA is used as a global optimizer and back-propagation neural network
(BPN) is a tool for global approximations (Kim, 2005; Kim et al., 2002; Lee and Hajela, 1996).
However, a special care should be taken when BPN is used as global function approximation tools in the
inequality-constrained optimization problems. Given a number of known input–output training patterns, a
trained BPN is traditionally obtained using the gradient descent method that minimizes the absolute diﬀerence
between target outputs and approximate outputs, normally formulated in terms of mean square error. The
well-trained network shows its approximation capability such that a target output may be larger or smaller
than an approximate value due to the implementation of ‘absolute diﬀerence’ or ‘mean square error’ between
them.
In approximate optimization problems, objective function and equality/inequality constraints would be
expressed using BPN based meta-models. A conventional version of BPN can be simply applied to the mod-
eling of objective function without any modiﬁcation since the minimized or maximized solution would be
obtained according to the extent of its modeling accuracy. However, for nonlinear inequality constraints,
when the optimal design by approximate optimization is located on the active constraint boundary, such
design is sometimes actually infeasible. The advantage of employing meta-models in the approximate optimi-
zation is to obtain the actually feasible design solutions in addition to savings in computational resource
requirements. One can easily expect that the meta-models have an ability to replace the expensive engineering
analysis, but its approximate optimal solutions may not be accepted if they are actually infeasible. It should be
noted that the design solution should be at least satisﬁed with design constraint rather than minimizing or
maximizing the objective function value only.
The common expression for the nonlinear inequality constraint can be typically written as follows:gLowerj 6 gj 6 g
Upper
j ð1Þwhere, gLowerj and g
Upper
j are problem parameters, normally constant values that limit lower and upper bounds
on constraint, respectively. The discrepancy between actual and approximate constraint values in Eq. (1) can
be shown in Fig. 1(a), and the violation of constraint feasibility would be detected at some approximate opti-
mal design, xa as shown in Fig. 1(b).
The present study focuses on how eﬃciently usable and feasible design solutions are found in the BPN
based approximate optimization problems. The paper explores GA based BPN learning in the context of
global approximate optimization. GA is beneﬁcial to learn neural network topologies. When evolving neural
network topologies for function approximation, this includes the problem of specifying how many hidden
layers a neural network should have and how the nodes are connected (Whitley, 1995). The paper discusses
the formulation and procedure of GA based learning. The proposed BPN method is applied to typical test-
bed problems to verify their approximation capabilities. Finally, the CAE based analysis for information stor-
age device models such as optical disk drive (ODD) suspension and optical ﬂying head (OFH) suspension is
explored in the context of BPN based meta-modeling of inequality constraints for use in approximate
optimization.
2. Inequality constraint function
Consider the following inequality constraint functions which are special cases of Eq. (1):gj 6 gUpperj ð2Þ
gLowerj 6 gj ð3ÞFor Eq. (2), BPN based meta-model can be stated as a following constrained optimization problem:Minimize
1
2
XN
k
ðtk  nkÞ2 ð4Þ
Fig. 1. (a) Constraint violation of approximate points. (b) An approximate optimal design xa that is actually infeasible.
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where, tk and nk are actual/target and approximate outputs from a total of N training data, respectively. The
present study introduces an additional condition, Eq. (5) such that approximate outputs nk should be greater
than or equal to target outputs tk, implying that the feasibility of a target output could be guaranteed in a case
where an approximate output is the same as the upper limit of gupperj . That is, when the approximate optimal
solution is obtained on the constraint boundary (i.e., the constraint is active), its corresponding actual design
is always less than or equal to the upper limit, resulting in the constraint feasibility. This approach is said to be
a conservative approximation in terms of actual/target outputs and approximate outputs; a modiﬁed formu-
lation implicitly pushes the allowable region of approximation (i.e., inside of dotted area in Fig. 1) into the
feasible region. When Eq. (3) is applied to a constrained optimization problem, Eq. (5) can be slightly changed
as follows:subject to nk  tk 6 0 k ¼ 1; . . . ;N ð6Þ
Eq. (6) also means that a target output is actually feasible even though an approximate output is the same as
the lower limit, glowerj . Such BPN process requires a constrained optimization algorithm in order to combine
Eqs. (5) and/or (6) with Eq. (4).
3. GA based BPN learning
In training of BPN architecture, the approximation accuracy is determined by the number of hidden layers,
the number of neurons in a hidden layer, interconnection weights between layers in the network, sigmoid func-
tion parameter, learning rate, momentum parameters, etc. BPN is traditionally trained via gradient decent
algorithm. However, when aforementioned integer type parameters such as the number of hidden layers
and the number of neurons in a hidden layer are considered in the training process, the derivative information
is not available. The present study employs genetic algorithm (GA) in order to accommodate the mixture of
integer and continuous design variables and ensure its global search characteristics.
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of Eqs. (5) or (6). The constrained optimization for GA based BPN learning is stated as follows:Minimize
1
2
XN
k
ðtk  nkÞ2 þ R 
XN
k¼1
maxðtk  nk; 0Þ2 ð7ÞorMinimize
1
2
XN
k
ðtk  nkÞ2 þ R 
XN
k¼1
maxðnk  tk; 0Þ2 ð8Þwhere, R is a penalty function parameter. In the present approach, GA eventually determines the optimal level
of the number of hidden layers, the number of neurons in a hidden layer and interconnection weights between
layers in the network. Such parameters are represented by a number of binary-coded chromosome-like string
structures in the population as shown in Fig. 2. GA based evolution identiﬁes the elitist chromosome that is
the most accurate in the BPN learning (Kang, 2005).
4. Illustrative examples
4.1. Four-bar truss
Consider the optimization problem such that the total weight of a structure is to be minimized with a con-
straint on tip displacement at node A as follows (Haftka and Gurdal, 1993):Minimize W ðx1; x2Þ
subject to dA ¼ 0:6x1 þ
0:3464
x2
6 0:1 ð9Þ
xloweri 6 xi 6 x
upper
iwhere, x1 and x2 are sectional areas of a truss member which are design variables as shown in Fig. 3. The
above example problem includes an inequality constraint of Type Eq. (2). When the BPN meta-model is to
be used in the context of approximate optimization, the procedure of Eqs. (4) and (5) is required.
GA based learning optimizes the BPN architecture that turns out to be a total of two neurons for each of
two hidden layers with two neurons (x1 and x2) in the input layer and one neuron (d) in the output layerFig. 2. Binary representation in GA based BPN learning.
Fig. 3. Four-bar planar truss.
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ditional BPN result is also presented. A traditional BPN meta-model generates positive and negative errors
between target and approximate outputs, while the proposed approach shows that approximate outputs are
always larger than target outputs. As mentioned earlier, when the approximate output is the same as the upper
limit of a constraint (i.e., gUpperj ¼ 0:1 in this problem) during the approximate optimization process, such
result is eﬀective since its actual output is less than or equal to the upper limit, at least guaranteeing the con-
straint feasibility.Table 1
Generalization of four-bar truss
dA (in.) BPN (in.) Error (%) GA-BPN (in.) Error (%)
1 0.1117 0.1124 0.60 0.1132 1.37
2 0.1277 0.1289 0.94 0.1300 1.82
3 0.0663 0.0660 0.58 0.0668 0.68
4 0.0854 0.0852 0.23 0.0861 0.87
5 0.0838 0.0836 0.23 0.0846 1.00
6 0.1097 0.1094 0.26 0.1109 1.15
7 0.0839 0.0841 0.32 0.0853 1.76
8 0.0750 0.0750 0.06 0.0759 1.26
9 0.0806 0.0812 0.82 0.0824 2.30
10 0.0725 0.0719 0.76 0.0727 0.31
11 0.0742 0.0739 0.40 0.0746 0.47
12 0.1104 0.1102 0.20 0.1121 1.50
13 0.0856 0.0856 0.08 0.0868 1.47
14 0.0793 0.0797 0.45 0.0802 1.18
15 0.0910 0.0913 0.32 0.0927 1.88
16 0.1034 0.1034 0.02 0.1048 1.29
17 0.0870 0.0875 0.53 0.0881 1.28
18 0.0984 0.0987 0.22 0.0998 1.35
19 0.0926 0.0930 0.41 0.0939 1.33
20 0.1018 0.1024 0.51 0.1033 1.44
21 0.0852 0.0856 0.41 0.0863 1.26
22 0.0714 0.0708 0.86 0.0715 0.20
23 0.1148 0.1142 0.52 0.1158 0.90
24 0.0719 0.0720 0.18 0.0726 1.01
25 0.0994 0.0998 0.41 0.1009 1.43
26 0.1024 0.1028 0.39 0.1037 1.27
27 0.0737 0.0740 0.54 0.0746 1.25
28 0.1063 0.1069 0.59 0.1078 1.46
29 0.0698 0.0691 0.97 0.0698 0.11
30 0.0949 0.0949 0.03 0.0962 1.37
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As the second example, the ten-bar truss problem in Fig. 4 is also explored. The design objective is to ﬁnd
sectional areas of truss members by minimizing the total weight of a structure with stress constraints (Haftka
and Gurdal, 1993). The optimization statement is written as follows:Table
Genera
1
2
3
4
5
Table
Genera
1
2
3
4
5Minimize W ðxiÞ ð10Þ
subject to rj 6 bUpperj
xloweri 6 xi 6 x
upper
iThis problem has inequality constraints of Type Eq. (2) as well. After GA based learning, the optimized BPN
architecture for metal-model of rj 6 bUpperj composes of one hidden layer with a total of 4 neurons. As gen-
eralization results, the paper typically presents approximations of r1 and r7 in Tables 2 and 3, respectively.
Most of results are similar to those in four-bar truss problem. However, there detects a case of negative error
(underlined) in r7. It is interpreted that its error level is less than e = 0.1% and is small enough to consider that
it is almost numerically zero.Fig. 4. Ten-bar planar truss.
3
lization of ten-bar truss for r7
r7 (kpsi) BPN (kpsi) Error (%) GA-BPN (kspi) Error (%)
35.25 35.21 0.11 35.34 0.24
29.06 29.05 0.03 29.08 0.07
29.53 29.47 0.20 29.63 0.34
35.98 36.09 0.31 35.96 0.07
30.79 30.78 0.03 30.81 0.08
2
lization of ten-bar truss for r1
r1 (kpsi) BPN (kpsi) Error (%) GA-BPN (kpsi) Error (%)
40.06 40.03 0.07 40.09 0.07
35.34 35.41 0.20 35.35 0.03
34.86 34.67 0.55 34.93 0.19
39.65 39.72 0.17 39.72 0.17
33.87 33.95 0.24 33.93 0.18
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Near ﬁeld recording (NFR) is an advanced optical recoding technology in areas of extremely small beam
spot sized suspension systems (Kim, 2002b). The ODD suspension system used in the present study is com-
posed of a suspension, ﬂexure, slider, base plate and PZT as shown in Fig. 5. The suspension is designed
to give a degree of freedom of normal direction motion and to protect vibration of lateral direction. PZT
enables gap between base plate and suspension to move slightly. Flexure is very ﬂexible structure locates
between load and slider to give degree of freedom on pitch and roll motion. Generally, the most critical mode
is sway mode and 2nd torsion mode in the process of reading and writing data in ODD suspension. The ODD
suspension design problem selects a total of 4 design variables such as length of load-beam, length of bending
region, length of ﬂexure and height if rib as shown in Fig. 5. Now, the optimization problem is stated as
follows:Minimize F ¼
X4
i¼1
ðxi  xinitiali Þ2 ð11Þ
subject to x1st bending 6 1:12xinitial1st bending ð12Þ
x2nd torsion 6 1:20xinitial2nd torsion ð13Þ
xsway 6 1:20xinitialsway ð14Þwhere, xi are 4 design variables representing length of load-beam, length of bending region, length of ﬂexure,
and height of rib and xinitial1stbending, x
initial
2ndtorsion
and xinitialsway are 92, 8072 and 12,506 Hz, respectively. This design prob-
lem implies that dynamic characteristic associated with cantilever, 2nd torsion and sway modes be improved
with the minimal or marginal change in size of the initial ODD suspension. A number of ﬁnite element
computations are conducted to obtain training data for use in BPN meta-models. To verify the proposed
approach, the BPN meta-models are constructed for inequality constraints of Eqs. (12)–(14).
Above expression are Type Eq. (2), and GA based BPN learning is performed using 50 ﬁnite element anal-
ysis (FEA) data (Vanderplaats, 2002) determined from both central composite designs and full factorial
designs in the context of design of experiment (DOE). The generalization results for each of three natural fre-
quencies are shown in Table 4, wherein the considerable comparison ability is presented in terms of proximity
between target outputs and approximate outputs.
6. Design of OFH suspension
The optical systems using probe and solid immersion lens (SIL) have been developed as the technology to
embody NFR. Most of such systems use the ﬂying head mechanism to accomplish a large capacity, a high data
transfer rate and a high anti-shock resistance. The rotary actuator with OFH has better dynamic performances
than common pick-up due to its rigid body structure and small weight of a moving part (Kim, 2002a; Son,
2002).
To achieve a higher track density, oﬀ-track errors of the ﬂying head using the rotary actuator should be
attenuated since they evoke the read/write errors especially in case of a narrower track pitch. Sources of such
oﬀ-track errors are mechanical resonance, spindle run-out, external vibration, servo track writer (STW) error,
and so on. It is obvious that a higher bandwidth servo system can easily correct these errors, and enhanceFig. 5. Shape of ODD suspension and design variables.
Table 4
Generalization of ODD suspension
1st bending FEA 2nd torsion FEA Sway FEA
(a) FEA testing data
1 94.14 1 8319.15 1 14025.30
2 69.13 2 6040.99 2 10419.97
3 98.30 3 8571.93 3 14033.66
4 109.87 4 10037.66 4 14399.28
5 95.44 5 8311.06 5 13673.67
1st bending BPN Error (%) 2nd torsion BPN Error (%) Sway BPN Error (%)
(b) Traditional BPN results
1 91.88 2.40 1 8260.24 0.71 1 13,742.73 2.01
2 63.79 7.72 2 5823.90 3.59 2 10,445.72 0.25
3 92.00 6.41 3 8471.24 1.17 3 13,199.00 5.95
4 109.3 0.52 4 9975.60 0.62 4 14,997.30 4.15
5 90.91 4.75 5 8363.15 0.63 5 13,073.31 4.39
1st bending GA-BPN Error (%) 2nd torsion GA-BPN Error (%) Sway GA-BPN Error (%)
(c) GA based constrained BPN results
1 99.23 5.40 1 8875.44 6.68 1 14,646.80 2.56
2 71.82 3.89 2 6190.32 2.47 2 10,652.10 0.24
3 100.02 1.74 3 8938.85 4.28 3 14,555.20 1.79
4 110.63 0.69 4 10,036.40 0.01 4 14,737.60 1.25
5 97.11 1.75 5 8732.82 5.07 5 14,295.50 2.34
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have higher resonant frequencies in the access direction, that is, the radial in-plane direction (Watanabe et al.,
1997). On the other hand, the ﬂexure part of the suspension has better resilience to carry read/write signals
ﬂexibly. For these reasons, the cantilever mode is considered as the compliance mode that has an eﬀect on
resilience of the ﬂying head. In particular, the increase of ﬂexibility generally reduces the ﬂying height mod-
ulation in the operating condition, and helps the ﬂying stability of OFH remain on disk surface. Then, it is
very diﬃcult to design a more ﬂexible ﬂexure without decreasing high resonant frequencies such as sway
and 2nd torsion.
A better understanding of dynamic characteristics of OFH is essential. In addition, ‘‘head slap’’ due to
shock loading becomes an increasingly important issue for using ﬂying head system. The eﬀective mass is a
measure which determines the ‘‘disk-head separation acceleration’’ as a value for shock resistance about
the head-suspension of OFH with gram load. That is, shock resistance becomes a greater problem in small
form factor (SFF) optical storage devices. Generally, the external shock acceleration that causes head-disk
interface (HDI) failures is related to the acceleration that causes the head-disk separation (Jen et al., 1997;
Ohwe et al., 1996).
The relationships between slider mass, suspension equivalent mass, head-disk separation acceleration (as),
and load force on the slider (F). The eﬀective mass (Meﬀ) is composed by the sum of slider mass and equivalent
mass. Here, the suspension equivalent mass is the eﬀective mass to determine the spring rate of the suspension
as follows:as ¼ FM eff ð15ÞThis equation means that the smaller suspension equivalent mass and slider mass, and larger load force are
proper parameters to achieve higher external shock resistance in the head suspension assembly. However,
the larger load force reduces the HDI durability against friction and wear between the disk and slider during
contact start stop (CSS). The present study considers a ﬁx value of the external force to 3gf and reduces the
eﬀective mass to increase the head-disk separation acceleration.
The shape of the suspension and initially selected 15 design parameters considered in the study are shown in
Fig. 6. It is an integrated type that dose not interrupt an optical path. The length between the center of pivot
Fig. 6. Shape of OFH suspension and design parameters.
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of an actuator suitable to 1.0 in. disk drive. The bound of suspension’s thickness is determined from 0.4 to
1.0 mm in order to satisfy the fabrication and dynamic performance. The bent angle with an initial value
of 16 is changed by the computing the vertical stiﬀness each design step.
The sensitivity analysis is performed to select mostly eﬀective design variables from 15 design parameters.
Using design of experiment (DOE) technique, the 2-level orthogonal array based analysis of means (ANOM)
concluded that 5 design parameters comparatively give weak inﬂuence on eﬀective mass, and cantilever, 2nd
torsion and sway modes. Therefore, the present study employs a total of 10 design variables out of 15
parameters.
The problem formulation for the optimization is suggested to improve the dynamic compliance of OFH
and to shift the resonant frequencies caused tracking errors to high frequency domain. Also, the minimization
of the eﬀective suspension mass is taken into consideration. The suspension, including the ﬂying head, must
have higher resonant frequencies in the access direction, i.e. the radial in-plane direction. And also it must
have better resilience. The initial model has one compliance mode, which is the cantilever mode. The present
study designates the 2nd torsion and sway to the resonant frequencies that have to shift toward high frequency
domain to avoid the tracking errors. Mode shapes of cantilever, sway and 2nd torsion are shown in Fig. 7. The
formulation for the optimization is composed to increase the mode frequencies of sway and 2nd torsion and
keep the mode frequency for cantilever under an appropriate range. The mathematical formulation of the
optimization of OFH suspension problem is states as follows (Kim et al., 2005):Minimize mass ð16Þ
subject to xcantilever 6 200 Hz ð17Þ
x2nd torsion P 10; 000 Hz ð18Þ
xsway P 10; 000 Hz ð19Þ
Fig. 7. Initial mode shapes for OFH suspension.
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while the dynamic performance of OFH suspension is maintained as well.
Using the above statement, the approximate optimization is conducted. It should be noted that the ﬁrst
constraint of Eq. (17) is Type Eq. (2), while Eqs. (18) and (19) are Type of Eq. (3). GA based BPN learningTable 5
FEA testing data
1st bending FEA 2nd torsion FEA Sway FEA
1 584.3307 1 17169.65 1 10909.03
2 341.2583 2 15844.4 2 11228.76
3 278.103 3 13152.13 3 9842.784
4 286.1256 4 12035.47 4 10069.92
5 581.235 5 20273.65 5 11704.23
6 450.7336 6 18682.42 6 12385.79
7 192.9407 7 10512.59 7 7714.829
8 191.7296 8 9702.539 8 8286.45
9 423.1797 9 16682.23 9 11414.64
10 510.0004 10 16599.26 10 12567.83
11 538.1141 11 21162.88 11 12476.29
12 472.3577 12 14120.47 12 11217.7
13 544.0776 13 19073.39 13 12972.47
14 377.1945 14 15176.43 14 11307.18
15 430.9656 15 14814.85 15 10410.34
16 349.1857 16 12676.91 16 10417.99
17 327.525 17 13363.69 17 11375.15
18 423.5323 18 16360.48 18 9822.451
19 360.6819 19 14620.81 19 10758.29
20 588.412 20 17750.34 20 12172.43
21 338.3763 21 14126.24 21 11440.07
22 361.5175 22 15106.9 22 11450.82
23 214.1054 23 10549.68 23 8584.118
24 313.2974 24 13536.21 24 9834.596
25 223.8431 25 9448.931 25 8541.031
26 232.6215 26 9794.535 26 8521.097
27 367.3722 27 16384.12 27 11835.24
28 363.1036 28 14336.7 28 9967.926
29 207.0289 29 10556.91 29 8888.762
30 217.5711 30 10920.84 30 8751.947
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ural frequencies. The optimized BPN architecture turns out to be two hidden layers with seven neurons for the
ﬁrst hidden layer and four neurons for the second hidden layer, i.e., 10*7*4*3. Generalization results of each of
three natural frequencies are summarized in Tables 5–7. For the cantilever mode, most of values in diﬀerence
are greater than zero, while there are a number of negative values when they are deem to be numerically zero.
For 2nd torsion and sway modes, their values are mostly negative since they use inequality constraints with
lower limit. A positive value in diﬀerence is detected only when e is less than 0.1%.
Subsequently, the approximate optimization of OFH suspension is explored using such GA based BPN
meta-models. GA is also used as a global optimizer to determine optimal values of design variables. The
approximate optimal designs are represented in Table 8, wherein the optimal solutions obtained from the
direct optimization (non-approximate optimization) is also compared. For the performance comparison as
shown in Table 8, both approximate optimal solution and direct optimal solution result in all the feasible
designs; cantilever frequencies are less than 200 Hz, while 2nd torsion and sway frequencies are close to or
larger than 10,000 Hz. Using approximate optimal solution, a single execution of FE analysis is performed
to validate the proposed approach as shown in Table 8 as well. Actual values of three natural frequencies
are all satisﬁed with constraint limits, even though the optimal objective functional value is increased. As
results, three modes shapes from approximate optimization are shown in Fig. 8.7. Closing remarks
The paper discusses the implementation of BPN based meta-model that ensures the constraint feasibility in
the context of global approximate optimization. In the present study, a traditional version of BPN learning isTable 6
Traditional BPN results
1st bending BPN Error (%) 2nd torsion BPN Error (%) Sway BPN Error (%)
1 588.38 0.69 1 17,218.80 0.29 1 10,887.70 0.20
2 339.62 0.48 2 15,721.80 0.77 2 11,215.10 0.12
3 270.33 2.80 3 13,164.00 0.09 3 9761.49 0.83
4 277.52 3.01 4 12,302.10 2.22 4 10,040.90 0.29
5 583.24 0.34 5 20,109.50 0.81 5 11,642.80 0.52
6 438.92 2.62 6 18,721.20 0.21 6 12,212.10 1.40
7 189.02 2.03 7 10,411.20 0.96 7 7735.46 0.27
8 191.73 0.00 8 9819.10 1.20 8 8227.79 0.71
9 410.69 2.95 9 16,619.50 0.38 9 11,366.30 0.42
10 519.74 1.91 10 16,304.10 1.78 10 12,488.60 0.63
11 543.35 0.97 11 20,694.20 2.21 11 12,487.90 0.09
12 466.85 1.17 12 13,988.30 0.94 12 11,259.00 0.37
13 537.14 1.27 13 19,173.20 0.52 13 12,893.20 0.61
14 373.13 1.08 14 15014.30 1.07 14 11269.40 0.33
15 425.19 1.34 15 15,189.10 2.53 15 10,426.60 0.16
16 348.29 0.26 16 12,680.50 0.03 16 10,524.70 1.02
17 328.58 0.32 17 13,386.40 0.17 17 11,346.80 0.25
18 414.18 2.21 18 16173.70 1.14 18 9738.35 0.86
19 349.76 3.03 19 14,652.00 0.21 19 10,812.40 0.50
20 590.41 0.34 20 17,676.60 0.42 20 12,074.20 0.81
21 335.70 0.79 21 14,324.10 1.40 21 11,433.60 0.06
22 356.72 1.33 22 15,200.20 0.62 22 11,430.00 0.18
23 215.29 0.55 23 10,487.30 0.59 23 8622.85 0.45
24 304.99 2.65 24 13,643.10 0.79 24 9782.37 0.53
25 218.68 2.31 25 9681.24 2.46 25 8489.88 0.60
26 231.87 0.33 26 9978.35 1.88 26 8481.17 0.47
27 366.81 0.15 27 16,338.00 0.28 27 11770.70 0.55
28 362.59 0.14 28 14,403.90 0.47 28 10,059.30 0.92
29 202.62 2.13 29 10,509.00 0.45 29 8991.46 1.16
30 214.43 1.44 30 10,838.20 0.76 30 8798.23 0.53
Table 7
GA based constrained BPN results
1st bending GA-BPN Error (%) 2nd torsion GA-BPN Error (%) Sway GA-BPN Error (%)
1 587.63 0.57 1 16,761.80 2.38 1 10,727.10 1.67
2 342.63 0.40 2 15,368.20 3.01 2 11,156.80 0.64
3 279.59 0.54 3 12,805.50 2.64 3 9602.69 2.44
4 286.06 0.02 4 11,717.80 2.64 4 9985.75 0.84
5 587.69 1.11 5 20,249.70 0.12 5 11,528.30 1.50
6 452.48 0.39 6 18,146.90 2.87 6 12,256.40 1.04
7 193.09 0.08 7 10,135.80 3.58 7 7717.67 0.04
8 192.51 0.40 8 9696.43 0.06 8 8058.06 2.76
9 424.12 0.22 9 16,257.40 2.55 9 11,225.50 1.66
10 518.33 1.63 10 16,206.90 2.36 10 12,371.70 1.56
11 547.75 1.79 11 20,755.00 1.93 11 12,372.30 0.83
12 477.65 1.12 12 13,835.50 2.02 12 11,124.50 0.83
13 543.98 0.02 13 18,311.50 3.99 13 12,836.50 1.05
14 377.93 0.19 14 14,735.20 2.91 14 11,180.10 1.12
15 432.93 0.45 15 14,614.00 1.36 15 10,352.80 0.55
16 352.56 0.96 16 12,342.90 2.63 16 10,356.00 0.59
17 333.35 1.78 17 13,239.90 0.93 17 11,287.60 0.77
18 423.81 0.06 18 15,564.90 4.86 18 9645.71 1.80
19 360.72 0.01 19 14,256.90 2.49 19 10,708.30 0.46
20 592.57 0.71 20 17,432.20 1.79 20 11,960.50 1.74
21 341.06 0.79 21 13,774.60 2.49 21 11,380.00 0.53
22 362.91 0.38 22 14,724.10 2.53 22 11,328.90 1.06
23 215.63 0.71 23 10,420.30 1.23 23 8579.43 0.05
24 314.81 0.48 24 13,414.50 0.90 24 9677.55 1.60
25 226.67 1.26 25 9305.01 1.52 25 8302.31 2.79
26 232.55 0.03 26 9701.70 0.95 26 8469.24 0.61
27 367.19 0.05 27 16,019.20 2.23 27 11,680.80 1.30
28 364.98 0.52 28 14,312.60 0.17 28 9895.75 0.72
29 207.37 0.16 29 10,215.30 3.24 29 8806.53 0.93
30 217.98 0.19 30 10516.20 3.71 30 8742.92 0.10
Table 8
Comparison of design solutions
Design variables (mm) Initial design Direct optimization Approximate optimization
(a) Optimization result
Thickness 0.04 0.05 0.05
Bend_Length 1.50 1.50 1.29
Bend_Width 1.30 0.85 0.92
Bend_Rad 0.40 0.10 0.19
H 0.60 0.50 0.50
Hole_Width 0.50 0.42 0.44
Width 1.00 1.20 1.28
Rib_Height 0.30 0.50 0.53
Radius 4.00 2.84 2.93
Rib_Hole_Width 1.00 1.09 0.7
Cantilever (Hz) 2nd torsion (Hz) Sway (Hz) Mass (mg)
(b) Constraints and objective function values
Initial design 105 6920 7880 20.57
Direct optimization 195 10,356 10,000 25.79
Approximate optimization 195 10,070 10,001 27.00
FEA result 192 10,621 10,143 27.08
(Upper or lower limit) 200 10,000 10,000
J. Lee, S. Kang / International Journal of Solids and Structures 44 (2007) 5980–5993 5991modiﬁed to accommodate some cases of inequality constraint functions by adding the simple relation between
target outputs and approximate outputs. It is emphasized that optimal designs obtained from approximate
optimization strategies may not be accepted if they are actually infeasible. The proposes approach employs
Fig. 8. Optimal mode shape for OFH suspension (approximate optimization).
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J. Lee, S. Kang / International Journal of Solids and Structures 44 (2007) 5980–5993 5993genetic algorithm to optimize the BPN architecture; the beneﬁt of genetic algorithm is to take into account for
not only interconnection weights between neurons of adjacent layers but also the number of hidden layers and
the number of neurons in a layer as decision parameters in BPN learning. The present study considers only the
meta-modeling of inequality constraint function that is bounded by either lower or upper limit. As further
research in this context, the BPN based meta-modeling of inequality constraint function that is bounded by
both lower and upper limits together is being developed.
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