Abstract-In optimization problems, a typical assumption is that the objective function is cheap to evaluate. However, many problems are not conform to this assumption. When the objective function is expensive to evaluate, Bayesian optimization is a powerful strategy to estimate the optimum of the objective function. Typically, Bayesian optimization utilizes Gaussian process with an exponential kernel for the approximation of the objective function. However, the training time of Gaussian process scales cubically and prediction and memory requirement quadratically. This poses limitations on the number of utilized data points for the training of the Gaussian process. To potentially overcome this drawback, this paper analyzes the use of the histogram intersection kernel with approximation methods, which has been shown to scale linearly, as covariance function for the Gaussian process. The resulting algorithm is compared to the EGO optimization algorithm, which utilizes an exponential kernel, and random sampling on common optimization problems. The results show that the linear approximation of the histogram intersection kernel does not accurately approximate the error surface and introduces false minima which can prevent the algorithm to identify the global minimum of a function. However, the implemented algorithm performs better than random sampling and its potential for fast evaluation might make it attractive for time-limited optimization tasks.
I. INTRODUCTION
Nonconvex optimization problems arise in many research fields and are often solved using black box optimization algorithms. These algorithms typically do not rely on the computation of a gradient and are applicable to any optimization problem. The cost of optimizing such a problem is dominated by the number of objective function evaluations required to reach an acceptable solution. Difficulties in employing black box optimization algorithms arise when the optimization function is time intensive to evaluate.
A possibility to improve the search is to utilize the already evaluated solutions to build a model that approximates the function that is to be optimized. This approximation is then optimized instead of the true optimization function. Afterwards, the estimated solution of this model is estimated on the true cost function. This can often reduce the computation time in order to find an acceptable solution. Such models are also referred to as surrogates for the original objective function. However, a prerequisite for using such models is that the expense of model construction and prediction is lower than evaluating the true optimization function. An approach that aims at finding the global optimum with a small number of objective function evaluations is Bayesian optimization [1] - [3] . Typically, Bayesian optimization approximates the true objective function with a Gaussian process (GP) and estimates the next location to evaluate the true objective function using an acquisition function. An acquisition function balances between exploration and exploiting by considering the expected value of the surrogate function and the variance. Considering the uncertainty in the expected costs allows to search in so far unexplored areas. Research on Bayesian optimization dates back to Kushner (1964) and Mockus (1978) but subsided shortly after. New interest arose, when it was realized that Bayesian optimization provides a tool to estimate the hyperparameters of machine learning algorithms [6] - [8] . Hyperparameter estimation tends to be multi modal and expensive to evaluate functions, where Bayesian optimization has been used to successfully reduce the computational demand.
Although the Gaussian process can model a variety of functions and produce reasonable predictions, training time of the model scales cubically and memory usage quadratically with increasing data samples. This severely limits the sample size that can be used for function approximation. Sparse approximations can often provide a solution for this problem where only a subset of the data is used to alleviate the computational burden [9] - [11] . The utilized subset for the training of the model can consist of real training examples or pseudo inputs [12] . Another possibility is the distributed Gaussian process [13] where the computational and the memory load is distributed to many independent computational units. Each unit operates on a subset of the data and the results are recombined for an overall result. An alternative to these methods in order to reduce the memory and computational burden, that will be analyzed in this paper, is the use of Gaussian process with a histogram intersection kernel (HIK). This particular kernel has been utilized for computer vision due to its fast learning, classification and linear memory requirements [14] , [15] , [16] . Initially used as a kernel for support vector machines, it can also be used for the Gaussian process. Although the kernel only provides a piecewise linear approximation of the true function, its capability for large large-scale Gaussian process [17] , [18] inference appears attractive for the use as surrogate function. The lower time and memory requirements could be beneficial for usage of mobile devices or when the optimization task poses limitations on the available time for optimization. Since the histogram intersection kernel has not been used in the context of optimization so far, we explore and analyze the use of this kernel in the context of surrogate function for Bayesian optimization. We compare the resulting Bayesian optimization algorithm with the EGO optimization algorithm [2] that utilizes an exponential kernel and has been shown to estimate the global optima quickly. Furthermore, we show the potential of parallelization of the estimation of the Gaussian process with HIK for additional speedup.
II. METHOD

A. Gaussian Process Regression
For the approximation of the true cost function, we consider the regression problem
In this function, it is assumed that the observed data is generated by an unknown function , and potentially corrupted by additional independent noise . A Gaussian process [19] defines a prior over functions that could have created the observed data with mean 0 and covariance given by . The covariance matrix is built by the kernel function κ which describes the similarity among samples. For the prediction of new data points, the posterior predictive distribution of the new data sample is calculated by marginalizing over all possible functions. The posterior predictive distribution of the corresponding function value is a Gaussian with mean and variance given by, ,
,
where , , and . For the Gaussian process regression, all these computations can be executed in closed form. However, the creation of the N×N kernel matrix requires space and inversion of this matrix time. These requirements practically limit the use of Gaussian process to data sets of size . The most widely used kernel in machine learning might be the squared exponential kernel (SEK) that is given by (4) where the free parameter γ is called a hyperparameter that influences the fit of the Gaussian process to the data. Usually, the hyperparameters are inferred from the data by optimizing the likelihood of the Gaussian process given the data.
B. Histogram Intersection Kernel
To reduce the computational effort of the Gaussian process, the histogram intersection kernel is utilized. The histogram intersection kernel is defined as, .
It has been shown that properties of this kernel allow to speed up model learning and prediction of new data samples [14] , [15] , [16] . The multiplication of the kernel matrix K by an arbitrary vector v can be done without explicitly creating the kernel matrix, which enables sub quadratical calculation of the matrix-vector product. This alleviates computational and memory storage cost during the training of the model. Furthermore, the prediction of new data samples scales sublinear, which improves prediction time respectively. However, these considerations only apply when each dimension of the kernel matrix is sorted. For illustration of these properties, we first consider the prediction of a new data sample given the matrix and ,
For each dimension, the summation can be separated into two parts. The first part consists of the samples whose values are smaller than the value of the new sample to predict . For the calculation of this term, the values of have to be multiplied by the values of and are summed up. The second term consists of all samples where is smaller than or equal to . For this part of the kernel matrix , all values will be equal to . This allows to sum the remaining values of alpha and multiply the result by the value of Similar observations apply to the multiplication of the kernel matrix K with an arbitrary vector . The following equation illustrates the calculation of one value of the kernel vector product for one dimension,
For the calculation of each value of the matrix-vector product, the kernel value will be for all samples smaller than and for all remaining values. This allows the efficient multiplication of the kernel matrix with an arbitrary vector when the samples are sorted for each dimension. Therefore the kernel matrix has not to be stored, which reduces the memory requirements from to assuming the matrix with the sort indices is stored for later use.
The definition of the histogram intersection kernel can be further generalized to increase its flexibility. Boughorbel et al. (2005) have shown that any positive valued function g(⋅) can be applied to the data and the kernel remains positive definite. This allows transformation of the data and is often referred to as the generalized histogram intersection kernel: (8) As transformation function, we utilize the exponential transformation:
.
This transformation retains the order of the samples and therefore the fast evaluation of the kernel vector product can International Journal of Modeling and Optimization, Vol. 7, No. 6, December 2017 still be applied. For each dimension, a different parameter η(d) is used in order to individually weight each dimension. Furthermore, we apply a positive shift to the data for each individual dimension. This allows to approximate functions that are also defined for negative values and circumvents that the prediction of the HIK at the origin will be zero
C. Bayesian Optimization
For the optimization of a function that is to be minimized on some domain , we wish to find .
Typically, we aim to find the global optimum of a potential multi-modal function. Commonly, for the optimization of some function, assumptions are made such as non-linearity or in contrast smoothness. Bayesian optimization, although not strictly required, assumes a Gaussian process prior on the function f: p(f)=GP(f;μ;K). Given observations of the function, the Gaussian process is conditioned on the data. The Gaussian process then approximates the underlying function and can be used to estimate an x that might provide a better solution. A function that estimates the next best location to evaluate is called an acquisition function. The simplest acquisition function would be to use the minimum of the conditioned Gaussian process. But this procedure can easily lead to a local minimum because the acquisition function does not consider the uncertainty about the surface. Therefore, this acquisition function would focus on exploitation rather than balancing the trade-off between exploration and exploitation. Exploration represents a global search in order to identify further minima and exploitation emphasis on the local search for refining a solution.
There are a variety of acquisition functions [1] that consider the trade-off between exploration and exploitation such as the probability of improvement [4] , expected improvement, entropy search, and upper confidence bound [21] . In the following, the expected improvement and upper confidence bound acquisition function are introduced because these will be utilized for optimization.
For the calculation of the expected improvement, first the lowest observed function value so far is needed. To estimate if the evaluation of the function at a new point y might be beneficial, the prediction of the mean and variance of the Gaussian process are required next. This prediction is considered as a random variable Y and the improvement is defined as . This again represents a random variable and the expected value of this variable is estimated to obtain the expected improvement:
The expected improvement (EI) acquisition function can be evaluated analytically [2] : ,
where (⋅) and Φ(⋅) denote the PDF and CDF of the standard normal distribution respectively. Another acquisition function that considers the mean and the weighted variance is the upper confidence bound (UCB) [21] . New sample points are selected based on . Where the choice of the weight parameter is left to the user. An example of Bayesian optimization for the squared exponential and generalized histogram intersection kernel is shown in Fig. 1 . Different points from an unknown cost function are estimated and fitted using the Gaussian process. By optimizing the acquisition function, in this case, the expected improvement, the next point that is to be evaluated on the true cost function is identified. 
D. Utilized Approximations
The implementation of the Gaussian process with HIK mostly follows the implementation described in Rodner et al. (2016) . For the prediction of the mean value of new samples, the vector is required. The values are estimated using conjugate gradient descent, which allows to avoid estimation and inversion of kernel matrix estimated from the data. In the absence of round-off errors, this would allow to obtain the exact solution after N iterations. In practice, however, the algorithm can be stopped significantly earlier when the norm of the residual drops below a predefined threshold.
For the estimation of the sample variance, which is required for the acquisition function of the Gaussian process, the inverse of the matrix is needed. However, to reduce the computational demand, the variance can be approximated with a fewer number of eigenvectors. For the estimation of the eigenvalues, the Lanczos algorithm [22] with full reorthogonalization is used. To estimate the eigenvalues from the resulting tridiagonal matrix, the strum sequences are estimated and bounded by bisection. The corresponding eigenvectors are estimated using inverse iteration. Although this requires inversion of the kernel matrix, this is achieved by applying the conjugate gradient descent again. The determinant of the kernel matrix, likelihood, and prediction variance are approximated using the approach presented in Rodner et al. (2016) . The implementation of the Gaussian processes with the described approximations for the HIK is implemented as an R [23] package, to provide other researchers an easy access to the package for their own research.
The Bayesian optimization algorithm is implemented in R using the implemented package of the Gaussian process. For the optimization of the acquisition function, the genoud [24] package is used, which is a combination of a genetic algorithm for the global and quasi-Newton method for the local optimization. The hyperparameters that are required for the exponential transformation and shift of the data are estimated by maximizing the likelihood of the Gaussian process. The likelihood is optimized using the downhill simplex algorithm [25] , which is a gradient-free optimization algorithm. This circumvents estimation of the gradient, which would also require an inversion of the kernel matrix. An example of the resulting approximation of the variance with a varying number of eigenvalues is displayed in Fig. 2 . From the unknown cost function, 30 points were randomly sampled. The Gaussian process with HIK is fitted to the data and the standard deviation as well as their approximation with the largest eigenvector and largest five largest eigenvectors are plotted for comparison. 
III. RESULTS
To analyze and visualize the fitting capabilities of the HIK, we consider a 1-D case of the Rastrigin function and 2-D case of the Branin function for optimization. Afterwards, we will compare the results with the EGO algorithm because it uses a non linear approximation of the error function and has been shown to find global optima surprisingly quick. Finally, we will conclude with the speedup that is provided by a parallel implementation of the fast kernel matrix-vector multiplication. Therefore, we will analyze the use the expected improvement, but will also consider the use of the UCB acquisition function for reasons that will become apparent later. For the Rastrigin function to be optimized, we assume the function range [-10, 10]. Since the HIK can only be used for positive numbers, the data is shifted into the positive range. As stated in the previous section, any transformation can be applied to the data while the kernel still remains positive definite. Additionally, the exponential transformation is used to increase the fitting capabilities and an additional positive shift of the data because otherwise, the HIK will always predict a value of 0 for an x-position of 0. The magnitude of the additional shift to the data is estimated from the data as additional hyperparameter.
A. Visual Analysis
For the optimization of the Rastrigin function, initially, six equally spaced points are chosen to start the Bayesian optimization. The number of utilized eigenvectors influences the quality of the predicted variance. Since the estimation of the eigenvectors is considered time intensive, we divide the number of samples by four and round up this value and estimate this amount of eigenvectors for the variance approximation. This appears to provide a good appropriation to the true variance especially in areas with only a few samples. However, in areas with many samples, the approximation loses accuracy, which can be hindering during the exploitation phase.
The initial approximation with the six estimated function values is shown in Fig. 3 . The HIK can approximate the overall shape of the function and also the variance appears to capture the overall uncertainty of the Rastrigin function. Furthermore, the expected improvement signals where to estimate the next true function value and also indicates the correct location of the global minimum. The acquisition function is optimized to estimate the point with the highest expected improvement and estimated as next point on the true cost function. 
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Fig . 4 shows the status of the Bayesian optimization algorithm with 20 estimated true function values (including the six initial estimations). The algorithm was not able to locate the global minimum and got stuck in two local optima while underestimating the variance. This too small variance effectively prevents the algorithm to search near the area of the global optimum. This results in a flattened expected improvement function, which suggests that the optimal solution might already be found and prevents further search. The EI apparently underestimates the variance and stagnates in a local minimum. To counter this shortcoming, we apply the UCB acquisition function, which potentially emphasizes more on exploration. The UCB function requires a parameter β which is a factor that weights the standard deviation. It effectively balances the trade-off between exploration and exploitation. The choice of this parameter might require domain knowledge, and no clear recommendations can be given. However, for the following analysis of the Rastrigin function, a parameter of is chosen to upscale the influence of the variance. Fig . 5 shows the initial estimates of the UCB acquisition function. In this Figure, the acquisition function is represented by the mean value plus times 2.5 the predicted standard deviation. This emphasizes the uncertainty because it could be noticed from the previous analyzes, that the HIK kernel appears to underestimate the variance. In contrast to the expected improvement plot, the representation of the acquisition function is inverted to provide better visibility. Therefore, we wish to estimate the solution with the lowest UCB value as next point on the true function. Fig. 6 shows the status of the Bayesian optimization after 20 function evaluations using the UCB acquisition function. Although the UCB acquisition function was not able to estimate the global optimum either, it can be noticed that in contrast to the expected improvement function, the local optimum can still be estimated due to the remaining uncertainty.
After this visual analysis of the one dimensional case, we move on to the two dimensional case. For the two dimensional case, the 2-D Branin function in an interval [0, 1] is considered. For the optimization of the Branin function, an initial grid of nine sample points is utilized and the resulting approximation of the HIK is displayed in Fig. 7 . It can be noticed that the approximation is quite poor and does not reflect the true function and that the sampled points are not represented accurately. Fig. 8 illustrates the optimization results after a total of 28 function evaluations. It can be seen that the sampled points are all sampled in the area of the HIK approximation falsely introduced minima. Additionally, the variance of the HIK approximation is considerably low, which prevents the algorithm from searching in areas with a lower error. The considerably low variance could be explained with the assumptions of the linear kernel, which reflects the assumption made on the true cost function. It assumes that unknown values are within a linear range of two known values. This leads to underestimation of the variance which effectively prevents the algorithm from exploring the optimal regions. Based on these observations, we assume that using the EI acquisition function does not allow to move away from the falsely introduced minima. Therefore the UCB acquisition function is applied in the following analysis. Fig. 9 . Results of the optimization of the Branin function using the UCB acquisition function. Estimated points are shown in blue, next point to evaluate is shown in red. Fig. 9 shows that the UCB acquisition function explores the error surface better than the EI acquisition function. Apparently, the search focuses around two of the tree available minima. A further observation that can be made from the 2-D case is that the HIK kernel is not able to fit abrupt increase in the cost function. It accordingly fails to approximate the true cost function and even the true measurement values. To alleviate the problem of rapidly increasing values, we apply the log-transformation to the problem. Results of this transformation for the UCB function are shown in Fig. 10 . Applying the log-transformation allows the HIK to provide a more accurate fit of the surface and enables the Bayesian optimization algorithm to further reduce the error.
Although the HIK appears to approximate the function to some degree, it still assumes very large values around the third minima as shown in Fig. 11 , which prevents discovery of this minima. 
A. Comparison of Optimization Results
After the visual analysis of the fitting capabilities of the HIK for Bayesian optimization, we compare the algorithm to the EGO algorithm [2] . Therefore, we analyze the same test functions as presented in the paper of Jones et al. (1998) as well as their archived optimization results.
For further comparison, the results of a Bayesian optimization with a squared experimental kernel applying the same settings as the HIK implementation are provided. To emphasize the exploration and avoid underestimation of the variance, a is chosen for the UCB acquisition function. For all problems, we use one-fourth of the eigenvectors for variance approximation. Table I shows the results on the test problems for the EGO, the Bayesian optimization with HIK and SEK utilizing the UCB acquisition function, and a reference measure where the same amount of samples is taken randomly from the search space. Since the implementation of the Bayesian optimizations does not provide deterministic results, due to the non-deterministic optimization of the acquisition function, the function was optimized 50 times and the mean and standard deviation are provided. The same applies for the reference measure of randomly taken samples.
B. Time Requirements and Parallelization
Finally, we analyze the improvement in each iteration and runtime of an implementation of the EGO algorithm and the implemented Bayesian optimization using the HIK. For the estimation of the runtime and error of the EGO algorithm, the DiceOptim [26] package for R is used. This package provides an implementation of the EGO optimization algorithm. However, in contrast to the original EGO algorithm presented in the paper by Jones at al. (1998) , that utilizes a bound on the expected improvement function for their optimization, the DiceOptim package relies on the genoud package for the optimization of the acquisition function. In order to make both algorithms comparable, the same settings for the genoud package have been used in both algorithms. The population size was set to 20 and the number of generations was set to 12. The generation size of 12 is the default setting utilized in the DiceOptim package and a population size of 20 has been utilized in the example, provided in the package documentation, for the optimization of the Branin function. However, it might be argued that these settings are quite low for higher dimensional problems. Since both algorithms will not provide deterministic outcomes, the optimization was repeated 50 times. The results for the log-transformed Hartman3 optimization function are shown Fig. 12 . For the comparison on the log-transformed Hartman3 function, it appears that the Bayesian optimization with the HIK does not reduce the error as much as the EGO algorithm within the same amount of true objective function evaluations. The execution time of the EGO algorithm was on average 2.40 seconds with a standard deviation of 0.18 seconds. The average execution time of the Bayesian optimization implementation with HIK was 1.66 seconds with a standard deviation of 0.15 seconds.
The comparison of both algorithms for the logtransformed Hartman6 problem is shown in Fig. 13 . In the early iterations it appears that the EGO algorithm emphasis more on exploring than the HIK. With increasing iterations, the EGO algorithm can improve more than the HIK implementation and also yields an overall better optimization result, which is also indicated by the larger variance of the error. Surprisingly, the average of execution time for the HIK was longer than the execution time of the EGO algorithm. The EGO implementation required on average 8.61 seconds with a standard deviation of 0.45 seconds. In comparison, the HIK implementation required on average 17.43 seconds with a standard deviation of 1.58 seconds. This might be due to the increasing number of eigenvectors that are to be estimated for the six-dimensional Hartman6 function. The influence of the number of estimated eigenvectors on the runtime is discussed next as well as a possibility to reduce this runtime. The required execution time to estimate the Gaussian process utilizing the HIK can be reduced, by recognizing that the fast vector kernel multiplication is independent in each dimension. Therefore, the multiplication of the histogram intersection kernel matrix with an arbitrary vector can be parallelized. To analyze this potential speed improvement 1000 data points with 100 dimensions were randomly sampled from the Rastrigin function. Then the Gaussian process with HIK with an increasing number of eigenvectors was estimated. This has been repeated 25 times and the results for sequential matrix-vector and parallel matrix-vector multiplication are shown Fig. 14 . For the parallel estimation of the Gaussian process, 8 threads were used. It can be noticed that the runtime quadratically increases with the number of estimated eigenvectors. This complexity increase might mostly be due to the utilized Lanczos algorithm for the estimation of the eigenvalues. Furthermore, a large variance in the estimation time can be noticed. This is due to the varying convergence speed of the individual parts of the implementation. The convergence speed of the utilized conjugate gradient descent depends on the starting vector. Therefore, the algorithm requires more or fewer iterations till convergence. The same applies for the inverse iteration method for estimation of the eigenvectors, which also utilizes the conjugate gradient descent function. Depending on the starting vector it requires more or fewer iterations until the vector has the desired accuracy. However, parallelization of the fast vector-matrix multiplication can speed up the estimation of the Gaussian process for an increasing number of estimated eigenvectors.
IV. DISCUSSION
The implemented Bayesian optimization algorithm with HIK for the approximation of the true cost function does not provide solutions that are comparable to the EGO algorithm, which utilizes a squared exponential kernel for function approximation. Furthermore, the analyses presented in this paper, show that the piecewise linear approximation of the HIK cannot accurately approximate the true cost function. The underestimation of the variance and inability to represent observed data points, as shown in the visual analysis, leads to the introduction of false minima. This suggests that poor approximation models can lead to large approximation errors and introduce false minima, which has already been shown in the case of genetic algorithms with surrogate function [27] . The same problem appears to apply here for the optimization with Bayesian optimization and the HIK. In conclusion, this emphasizes the role of the covariance function as assumptions that are made on the cost function to be optimized. Although the use of a logtransformation to the problem, to smooth out steep increases in the cost function, improves the performance of the algorithm, the problems remain.
This analysis further suggests that the fitting capability of the HIK appears to decrease with an increase in dimensions. Where the illustration of the one-dimensional problem indicates a sufficient fit of the surface, in the twodimensional case, the fitting capabilities greatly suffers. This is also suggested by the results of the comparison of different optimization problems. Where the difference between the remaining error of the HIK and the random sample decreases with an increase in dimension. However, it appears that the HIK can greatly benefit from a logtransformation of the objective function, and is then able to perform better than random sampling. The effect of introducing false minima and underestimation of the variance might be specifically apparent in the cause of the Goldstein-price optimization function. The Goldstein-price optimization function has 3 minima where one of them is the global minimum. Apparently, the optimization using the HIK focuses around one local minimum and the lack of approximation capabilities prevents the algorithm to explore the global optimum similar. This effect might be identical the one illustrated for the log-transformed Branin function.
Although the implemented Bayesian optimization with the HIK has linear memory requirements, the estimation of the eigenvectors scales quadratically in terms of runtime for the utilized approximations. However, a higher number of eigenvalues is only required for a more accurate approximation of the sample variance. A lower number of eigenvalues might be sufficient for the envisioned optimization problem and the runtime for an increasing number of eigenvectors can be reduced utilizing parallelization.
V. CONCLUSION
In this paper, the use of Bayesian optimization with HIK was analyzed and compared to the results of the EGO optimization algorithm. The HIK can provide linear runtime and memory requirements, which makes it attractive for large problems. However, estimation of the eigenvectors that are required for prediction of the sample variance is computationally expensive. To improve the speed and memory requirements, approximations for the prediction variance and log-likelihood for hyperparameter estimation are utilized. Despite the benefits, the HIK posses limitations and only provides a piecewise linear approximation of the true function. Although the definition of the kernel can be generalized to improve its fitting capabilities, it appears unsuited for the use as the surrogate function in optimization.
The visual inspection and comparison with the EGO algorithm show that a poor fitting surrogate function can be hindering for optimization purposes. Although the HIK kernel can provide better results in image recognition tasks than other traditional kernels, potentially due to generalizing well among multiple dimensions, this generalizability is not suited for optimization tasks, where an accurate fit of the surrogate function is preferable.
When applying approximations for the predictive variance, the amount of the eigenvalues has an influence on the performance in the context of Bayesian optimization. Although the estimation of fewer eigenvalues is beneficial in terms of runtime and memory requirement, the approximated variance can significantly differ from the variance estimated with all eigenvalues in areas with many samples. This mainly influences the exploitation phase, where the Bayesian optimization refines the solutions around a currently estimated minimum. Therefore, the choice of the numbers of eigenvalues influences the performance of the algorithm. Also, the choice of the β parameter when applying the UCB acquisition function influences the behavior and performance of the Bayesian optimization.
It appears that a well-fitting model that adequately represents the data and the variance is necessary in order to steer search into promising areas and to allow an efficient exploitation to enable good results.
