This paper describes two-dimensional computer simulations of granular flow in plane hoppers. The simulations can reproduce an experimentally observed asymmetric unsteadiness for monodispersed particle sizes, but also could eliminate it by adding a small amount of polydispersity. This appears to be a result of the strong packings that may be formed by monodispersed particles and is thus a noncontinuum effect. The internal stress state was also sampled, which among other things, allows an evaluation of common assumptions made in granular material models. These showed that the internal friction coefficient is far from a constant, which is in contradiction to common models based on plasticity theory which assume that the material is always at the point of imminent yield. Furthermore, it is demonstrated that rapid granular flow theory, another common modeling technique, is inapplicable to this problem even near the exit where the flow is moving its fastest.
I. INTRODUCTION
Granular materials processing is a major part of the mining, chemical, agricultural, and other industries and for many centuries now, hoppers have been the most common device for the storage and discharge of granular materials. Starting with the pioneering work by Jassen 1 published in 1895, many studies have been performed with an eye toward improving the design of the hoppers. Most modern day theories of hopper flow are continuum models developed from Coulomb's law, 2 which predicts that the granular material yields at points where shear stress first reaches a value related to the normal stress N by:
where the internal angle of friction and the cohesion C are characteristics of the material ͑the cohesion C is usually set to be zero for granular materials with large grain sizes͒. It is generally assumed that the material is shearing on planes where ͑1͒ is satisfied at every point within a slowly moving granular material. In the field of soil mechanics, this criterion was originally stated by Coulomb, 2 and put into the context of plasticity theory by Drucker and Prager. 3 It was first employed to analyze the flows in hoppers by Jenike and Shield 4 and by many others since. [5] [6] [7] [8] [9] [10] A review of this type of continuum approach to the slow motion of granular materials can be found in Jackson 7 and in Nedderman. 8 Many experiments have been performed to verify these theories and to further understand the characteristics of hopper flow. Usually, the data obtained are very limited and often yield little more than gross characteristics such as flow rate measurements. In the best of experiments, these data may include the velocity field inside the hopper ͑which is usually determined by some sort of tracer technique͒ or the stresses on the walls. From this information, it is impossible to check the validity of the assumptions of the hopper flow theories, in particular the assumption that the material is yielding at every point according to Coulomb's law ͑1͒. Very little can be done also to determine appropriate boundary conditions to be applied near the exit; this is a very practical concern since these conditions determine the hopper discharge rate. 7 Some of the most interesting experiments [11] [12] [13] [14] [15] [16] examined the interior flow in two-dimensional hoppers by the use of x rays. The earliest of these studies, by Athey et al., 11 noticed distinct low density rupture zones that roughly followed stress characteristics and remained in the hopper at the termination of flow. 7 ͑Although none of these studies gave a quantitative measure of the density in the rupture zones, it is clear that the ''low'' density is actually quite large as they were able to support the static weight of an overburden of material after the flow has been brought to a halt. Thus, the density in the rupture zone could not differ by more than a few percent from that in the surrounding material.͒ Later, Lee et al. 14 were able to show that the internal flow was unsteady and alternately flowed from either side of the hopper, even though the rate of material exiting the hopper orifice appeared to be steady. This unsteadiness was attributed to periodic stress fluctuations measured by BlairFish and Bransby. 13 ͑Langston and Tüzün 17 observed a similar unsteadiness in their funnel-flow computer simulations.͒ The unsteady flow was associated with the lower density rupture zones [11] [12] [13] [14] although they gave no quantitative measurement of the magnitude of the velocity fluctuations. By itself, the unsteadiness seems to contradict the general assumption that the material is simultaneously yielding at every internal point and the density changes seem to contradict the general assumption of incompressibility and critical state behavior. [3] [4] [5] [6] [7] [8] [9] [10] This paper will examine ͑i͒ the sources of experimentally observed unsteadiness and ͑ii͒ try and evaluate the physical assumptions that underlay common models of granular flows in hoppers. Large scale discrete particle computer simulations will be used for this task. A preliminary report of this work appears elsewhere. 
II. DESCRIPTION OF THE MODEL
Unlike laboratory experiments where the accessible data on detailed particle behavior is very limited, computer simulation can provide almost any desired information about the simulated experiments including individual particles positions, velocities, stresses, and so on. The simulated situation considered in this paper is a two-dimensional hopper/bin shown schematically in Fig. 1 . The particles inside the hopper are simulated as disks in order to simulate large systems with as few particles as possible. The technique used here is a common two-dimensional soft-particle simulation using particle interactions modeled as linear springs and linear dashpots ͑see a review of this class of the model in Campbell 19 ͒. This simplified model is appropriate for our purposes since we are searching for qualitative information about the general behavior of hoppers; furthermore, the simple interaction model will prove to be useful as it has a well-defined binary contact time. At contact these disks do not actually deform but are allowed to overlap slightly and produce a repulsive force proportional to the overlap distance. The repulsive force acts in the direction along a line connecting the centers of the impacting particles ͑which we will refer to as the normal direction͒, and is proportional to the overlap with coefficient K e . In addition, the particle inelasticity is modeled as a viscous force which is proportional to the relative velocities in the normal direction with coefficient K v . It is easy to see that the restitution coefficient e for a binary collision of such particles is independent of the impact velocity and depends only on the particle mass, K e , and K v . In addition to the repulsive force, a tangential frictional force acts in the direction perpendicular to the line connecting the centers of the disks. Until the frictional limit is reached, the tangential force is elastic and proportional to relative tangential displacement of the particle surfaces with the coefficient K e . Once the tangential force exceeds ͉F n ͉ ͑where is friction coefficient and F n is normal force on the contact͒, the particle surfaces are allowed to slip with force equal to ͉F n ͉ and preservation of its direction before yielding. Besides interacting with other particles, particles also interact with the walls of the system; these contacts are handled in the same way as a contact between particles. A gravity force oriented vertically downward with acceleration g also acts through the center of mass of every particle.
The term hopper will be used to refer to a situation such as that shown in Fig. 1 . ͑Occasionally, the term hopper is used to refer to the converging section only, while the vertical section is referred to as the ''bin'' and the entire device is referred to as ''silo.''͒ Each simulation will be described by a set of parameters which includes the width of the hopper L 0 , the width of the exit L 1 , the hopper angle ␣, the friction coefficient , the particle density , the mean particle radius R, the dashpot coefficient K v , the contact stiffness K e , and the gravitational acceleration g. In all these simulations, about 20 000 particles were used with either uniform particle radii or sizes that were evenly distributed between 0.8R and 1.2R about the mean radius R. The particle surface friction coefficient was chosen as ϭ0.3. Three hopper angles: ␣ϭ45°, 60°, and 65°were used. The rest of the parameters, L 0 , L 1 , g, , R, K v , and K e , have three independent dimensions, so that four dimensionless combinations can be
ϭ 0.035 74, and K e /(gL 0 )ϭ1000 ͑which corresponds to a binary restitution coefficient eϭ0.8͒. The first two parameters are chosen to correspond approximately to the experiment of Lee et al. 14 The last is chosen just to be high enough to avoid large overlaps of the particles; the typical maximum overlap of the particles inside the hopper was about 10
Ϫ5

R.
At the beginning of all simulations, the hopper exit is closed; the particles are then positioned randomly but with wide separation within the silo boundaries and then allowed to settle under the action of gravity before the hopper is opened. To achieve a statistically stationary flow, the particles in the hopper are recycled back to the top of the hopper after they are discharged. To assure that no artifact of the initial state remained at the time that data was sampled, the simulations were typically run until every particle has passed through the hopper before sampling was begun.
Data are collected by dividing the interior of the hopper into cells and averaging the particle properties to yield a corresponding continuum property. First the hopper is divided into a square grid, each section of which, for most of the simulations presented here, has a size of L 0 /8. Such a division is shown in Fig. 2 . In some cases ͑e.g., instantaneous velocity measurements͒, this average is simply an area average over the cell, while for others ͑e.g., stress measurements͒ the data are also averaged over time. The timeaveraged data were taken over a period of about 1.5 times the time it takes for every particle to pass through the system ͑this is about 45 times the period of the large scale oscillations discussed below͒. This averaging process may be thought of as an ''experiment'' performed on the simulated system. These were extremely lengthy simulations. The longest, which was performed to measure the stresses with a very fine resolution, consumed well over a month of CPU time on a HP 9000/735 computer. Consequently, very few of these simulations were performed and no attempt was made to make an exhaustive investigation of parameter space.
III. RESULTS OF THE SIMULATION. UNSTEADY HOPPER FLOWS
As reported above, studies on two-dimensional hoppers 13, 14 show that the flow of granular material in a twodimensional hopper occurs in an unsteady manner, first flowing down one side of the hopper then down the other. In addition, these and other studies [11] [12] [13] [14] show the presence of asymmetric rupture surfaces, within which the solid fraction of the material falls below its average value ͑although no quantitative density measurements were made͒. These rupture surfaces are apparently formed as a by-product of the asymmetric unsteadiness in the flow.
To simulate these phenomena, simulations were performed for a 65°hopper, the same angle used by Blair-Fish and Bransby. 13 Some results for the particle displacement and velocities are shown in Fig. 3 . To show the particle displacement, layers of particles are ''dyed'' black which marks the particle motion in a manner similar to the x-ray shadows left by the lead dust marker used in previous experiments. 13, 14 In this case the dyed lines are inserted at the beginning of the hopper flow, just as was done in the experiments. The corresponding instantaneous velocities are indicated by lines which originate at the center of the averaging cell and have a length and direction indicative of the average velocity vector, averaged over all of the particles within the cell at the time of interest. The asymmetric unsteadiness in the velocities and displacements is clearly seen in Fig. 3 . Furthermore the observed displacements follow the same patterns as those seen previously. 13, 14 We spent some time in unsuccessfully trying to understand the source of this phenomena in terms of continuum properties ͑e.g., rotation of the principal stresses and the like͒. However, the answer should have been already apparent from some test simulations run at the beginning of these studies. Instead of using a uniformly sized ͑monodispersed͒ particle, those preliminary simulations were run with a uni- . The displacement is shown by ''dyeing'' layers of particles. Right-hand side: the instantaneous particle velocities; here the length of the lines propagate from the centers of the averaging volume and they point in the direction of the local velocity. One can see that movement in the hopper occurs initially from one side and then from the other-exactly as experimentally observed ͑Refs. 13 and 14͒.
form distribution of particle size between 0.8R and 1.2R. On reexamining that data, we noticed that there was no unsteadiness in the flow. This is clear in the corresponding displacements and instantaneous velocities for the polydispersed material shown in Fig. 4 . Thus, it appears that the unsteadiness observed in these simulations is a by-product of using particles of identical size. Figure 5 shows close ups near a corner between the bin and converging sections of the hopper and gives an indication of the source of the unsteady behavior. Figure 5͑a͒ shows an example from a monodispersed simulation while Fig. 5͑b͒ shows a similar case from a polydispersed simulation. Following the raining process by which particles are initially inserted into the hopper, the particles are arranged in a somewhat disorganized manner. However, after one passage through and complete refilling of the hopper, the monodispersed particles organize themselves nearly perfectly into a hexagonal close pack. This can be seen in Fig. 5͑a͒ , but no such structures appear in the polydispersed simulation shown in Fig. 5͑b͒ . However, such a close pack cannot conform itself to the converging walls of the hopper. Consequently dislocations, clearly apparent in Fig. 5͑a͒ , propagate from near the corner as the close pack realigns itself along the hopper wall. These dislocations appeared in an unsteady roughly periodic manner from opposite sides of the hopper following the side-to-side flow. Notice that the dislocation starts off from the corner roughly following the crystalline structure of the hexagonal close pack and then curves over until it is roughly horizontal. While this is not identical to the shape of the lower density rupture zones seen experimentally [11] [12] [13] [14] ͑which follow stress characteristics in the material 11, 12, 16 ͒ it is as close as it can be and still follows the crystalline structure of the hexagonal close pack.
No similar dislocations can be seen in the polydispersed simulation shown in Fig. 5͑b͒ which also exhibits steady flow ͑as is evident in Fig. 4͒ . Thus it is reasonable to explore the possibility that these dislocations are linked in a fundamental way to the unsteady behavior. Now, a hexagonal close pack is, of course, the densest possible packing of disks and is very difficult to deform. Deformation requires large local stresses and explains why the dislocation roughly follows a stress characteristic. Such stress characteristics 13, 17 are not symmetric about the hopper centerline so that when the material yields along them, the material is likely to ex- hibit asymmetric behavior. But also, as is apparent in these results, it must first undergo dilatation such as is apparent within the dislocations. Being that the material is at its closest packing, it is difficult to find the extra space to allow the material to dilitate and it is certainly easier to find room to accommodate the dislocation on one side at a time. This is especially true in the hopper section where the converging walls work to push the particles together and progressively limit the freedom of motion as the outlet is approached. A polydispersed system with a wide enough size distribution will not fall into such a rigid crystalline arrangement and will not be so difficult to deform. Consequently, such systems do not exhibit the unsteadiness observed in monodispersed systems. In other words, it appears that the unsteady behavior results from the ability of the material to lock together into strong structures.
This idea of a linkage between the unsteady behavior and structure formation is indirectly supported by experimental evidence going back to the earliest observations of the rupture zones. 12 There it was noted that ''••• a granular material rather than a spherical powder gave better contrast in the density patterns.'' As these were x-ray studies, ''better contrast'' implies a larger density change. ͑Unfortunately, none of the results from using spherical powders was presented.͒ Thus it appears that using angular particles, which are known to interlock more readily than spherical particles, promotes the formation of rupture zones. In a later work, 13 the same group added oil to their particles to increase the cohesiveness and further strengthen the particle interlocking. ͑Later studies 14, 15 have all used untreated angular sands.͒ Thus it appears that any mechanism that leads to the creation of strong granular structures be it angular particles, cohesive particles, or the monodispersed two-dimensional particles used in these simulations all lead to the same result. This is somewhat comforting as the experimental studies used particles that, while tightly sieved, had at least as large a size distribution as in the polydispersed simulation shown in Fig.  4 yet still exhibited unsteady behavior. Coupled with the extra degree of freedom of motion into the third dimensions, it appears that the angular nature of these materials is the dominant cause of the particle interlocking. ͑Although unrelated to the current investigations, Behringer and Baxter 15 also found the strength of density waves to be enhanced in angular materials.͒
IV. INTERNAL STRESSES
The stress tensor characterizes the rate at which momentum is transferred through the media. One definition of the stress tensor i j is the force of the direction designated by a basis unit vector x i acting on a surface of unit area with a normal unit vector parallel to the basis unit vector x j . That force reflects internal momentum transport by the random motion of the particles and the forces exerted across interparticle contacts. The first of these produces the streaming stress tensor which is identical to the Reynold's stress tensor in turbulent flow:
where is solid fraction of the material, is the solid density, and ͗u i u j ͘ is the average of the product of the components of the fluctuating velocity vector. The second, or contact stress tensor, has the following appearance 20, 21 :
where f i is a component of the contact force in the x i direction and l j is component of the contact vector parallel to the unit basis vector x j ͑in the case of circular particles, the contact vector is just the vector connecting the centers of the contacting particles͒. Figures 6͑a͒ and 6͑b͒ show the principle stresses generated by the contact and streaming modes, respectively, for a 60°hopper filled with a polydispersed material. In Figs. 6͑a͒ and 6͑b͒, a cross goes through each averaging point; the length of each line reflects the magnitude of the principle stresses and the orientation reflects the direction. A scale for the lengths of the lines is shown at the FIG. 6. Principal stresses generated by the contact mode ͑a͒ and by the streaming mode ͑b͒ for a polydispersed 60°hopper. The streaming stresses are orders of magnitude smaller than the contact stresses everywhere within and even near the exit of the hopper. ͓Note that the scale differs by a factor of 100 between ͑a͒ and ͑b͒.͔ upper right-hand side of Figs. 6͑a͒ and 6͑b͒. The streaming mode stresses are virtually zero everywhere in the hopper; they only reach noticeable values very close to the exit when the particles are approaching a free-fall situation. But even in that region, they are about 100 times smaller than those generated by the contact mode. ͓Note that the scale of Fig. 6͑a͒ is 100 times that of Fig. 6͑b͒ .͔ Thus we shall consider from here on only the contact contributions to the stresses and neglect the streaming contributions.
The principal stresses generated by the contact mode gradually increase from the top of the bin, reach their maximum values at the corners, and then slowly decrease as the exit is approached. This is consistent with the experimental evidence 22 of a ''dynamic arch'' located near the junction between the bin and converging sections of the hopper. Note that throughout most of the hopper, the two principle stresses have nearly the same magnitude. But as the exit is approached the stresses begin to align themselves in the radial and azimuthal directions. Very near the exit the radial stresses disappear faster than the azimuthal stresses. This seems to support the common boundary condition applied in continuum models that the radial stresses disappear near the hopper exit. However, as neither stress has disappeared completely at the exit, there is no ''free-fall'' arch within the hopper. Apparently, the particles reach a free-fall state beyond the exit.
The contact stresses for the 45°and 60°monodispersed and polydispersed hoppers are shown in Fig. 7 . There is very little difference between any of these figures despite the change in size distribution and hopper angle. But a very close examination shows that almost everywhere in the hopper the differences ͑ max Ϫ min ͒ between the values of two principal stresses is slightly larger for the monodispersed cases than the same principal stress differences observed for the polydispersed cases. Now, the difference in principle stresses is related to the internal friction coefficient f , which may be thought of as the maximum value of the ratio between the shear and normal stresses found on any plane passing through the point of interest. The friction coefficient is related to the principal stresses by
where max and min are the maximum and minimum principal stresses. As mentioned in Sec. I, it has been common practice to model the flow in hoppers as a plastic material continually undergoing yield. If yield is determined by a Mohr-Coulomb relationship ͑1͒ in the absence of cohesion, then f should be constant throughout the hopper and equal to the tangent of the internal angle of friction. However, it is very difficult to check this assumption by viewing the principle stress plots shown in Fig. 6 . Toward this end, Figs. 8-10 show contour maps of the internal stress components. Figure 8 shows the pressure pϭ͑ max ϩ min ͒/2 and Fig. 9 shows the maximum shear stress max ϭ͑ max Ϫ min ͒/2. The friction coefficient f is shown in Fig. 10 . All show the results for mono-and polydispersed 45°and 60°hoppers. The ab- solute maximum and minimum values are shown at the base of the figure and their locations internal to the hopper are also indicated. For all the cases considered, the pressure ͑Fig. 8͒ gradually increases going downward through the bin, reaches its maximum values near the corners, and then begins to decrease within the hopper section as the exit is approached. This is consistent with the idea that the pressure is distributed nearly hydrostatically within the bin but then must decrease within the hopper as the flow accelerates toward the exit. No significant qualitative difference could be seen here between the monodispersed and polydispersed systems; the major difference is that, as discussed above, the magnitude of the pressure is larger for the polydispersed cases, indicating that more of the weight of the particle bed is being supported by the interparticle pressures and less by friction along the bins sidewalls.
The plot of the internal friction coefficient f shown in Fig. 10 is even more complicated. First, note the large variations of f throughout the hopper for all cases considered. This variation seems to contradict the common practice of assuming that the material is yielding at every point within the hopper according to Coulomb's law with constant internal friction. It has been reported 23 that the Von Mises yield rule works better for the case of conical hopper flows and gives a better description of the hopper velocity field. However, for two-dimensional cases, the Coulomb and Von Mises rules are nearly identical for any values of max /p which do not approach unity ͑which is true for the cases observed here͒. For the polydispersed case the largest value of the friction coefficient is about 0.3, which is approximately the value of the interparticle friction coefficient . For the monodispersed case, the effective internal friction coefficient is much larger and can reach values of about 2, and in fact, the minimum of this coefficient is very close to , indicating that the particle surface friction has little to do with the internal friction for monodispersed systems. Such large values of f could also be accounted for by the hexagonal packing of the particles, which is extremely resistant to shear. Finally, note that the maximum of f occurs near the center of the hopper for the polydispersed case, but is situated near the corner for the monodispersed case. The reason for this behavior is still unclear.
The above indicates that the hopper flows studied here cannot be modeled by plasticity models, at least in the manner in which they are generally employed to study granular flows. The only other mature technique for describing granular flows is the rapid flow model, 24 which considers the particles in a granular flow as the equivalent of molecules in the kinetic theory of gases; like molecules, the particles in a rapid flow have thermal-like random velocities induced by rapidly shearing portions of the flow, whose associated energy is referred to as the ''granular temperature.'' A fundamental assumption of these models is that all of the internal momentum transport is carried by particle inertia and is exchanged in instantaneous binary collisions. Any momentum transported elastically across interparticle contacts that exist for longer than a binary collision time is not accounted for with these techniques and technically makes the flow nonrapid. Now, hopper flows are very slow and thus cannot be considered rapid flows in any sense, but it is possible that the flow very near the hopper outlet is a rapid flow and may control the choking of the flow that ultimately determines the flow rate from the hopper. For that reason, we examined whether any portion of the flow could be considered to be rapid. To do that requires coming up with a definition of the limits of rapid flow behavior. Remember from the above description that a rapid flow requires that momentum be transported by particle inertia and transferred in binary collisions. One advantage of the simple spring/dashpot interaction model used in this simulation is that it has a well-defined binary collision time, t bc :
Here, m r ϭm 1 m 2 /(m 1 ϩm 2 ) is the reduced mass of the two particles involved.
A strict rapid granular flow should have no contacts that exist for more than the appropriate binary collision time. The only way that a contact can exist for more than t bc is if more than two particles have simultaneous contact. This might occur if, for example, during a binary collision another particle contacted one of the two particles involved, forcing them back together and lengthening the collision. In the hopper flow case, it is more likely that particles simply rest on one another and are held in contact by the combined actions of gravity and the pressures exerted by neighboring particles. In either case, there will be momentum transport across elastic contacts which is independent of the particle inertia, a situation prohibited for rapid flows. Consequently, in a rapid flow, the majority of the pressure forces must be exerted by binary collisions. Thus, an indicator of rapid flow behavior would be the percentage of the pressure force that is accomplished by binary contacts. To be conservative, let p bc be the local pressure force that is exerted by contacts that lasted less than two binary collision times and also includes all of the streaming stresses; thus any rapid flow pressures must be accounted for within p bc . Any flow for which the ratio p bc /p is less than 0.5 ͑meaning that less than half of the pressure is exerted by collisions lasting less than twice the binary collision time͒ certainly cannot be considered to be rapid. Figure  11 shows a contour plot of p bc /p. Obviously, anything even approaching rapid flow behavior is confined to the neighborhood of the outlet and only that portion of the hopper is shown. To show any details at all, a much finer sampling grid had to be used here which required a much longer simulation ͑about 1 month of CPU time͒ to obtain accurate results. However, nowhere, not even in the near free-fall region at the hopper exit, did p bc /p exceed 0.5 ͑the maximum ratio was 0.455͒. In fact, for the majority of the hopper, p bc ϭ0, indicating that all stresses are exerted by enduring contacts. Thus we can confidently say that these hopper flows are in no way a rapid granular flow. 
V. CONCLUSIONS
This paper has presented the results of large scale twodimensional computer simulations of hopper flows. The goal of these studies was first to try and understand the source of an asymmetric unsteadiness that has been experimentally observed and then to try and evaluate the physical assumptions underlying the various methods used to model hopper flows.
The simulations demonstrated the asymmetric unsteadiness that was observed experimentally for monodispersed systems. However, the effect disappeared if polydispersed materials were used. The unsteadiness was attributed to the development of strong internal structures within the granular solid that must be broken as the material moves through the converging section of the hopper. This process requires a large local dilation of the material to make the material capable of performing the necessary deformation. ͑Such dilitated regions appear as dislocations in the simulations presented here and account for the low density regions apparent in x-ray photographs. [11] [12] [13] [14] ͒ In this case, monodispersed twodimensional particles tend to form into near-crystalline hexagonal close packs that are difficult to break. A small amount of polydispersity breaks up the near-crystalline arrangements and allows the structures to be more easily broken. This explains experimental observations that associate the unsteady behavior with angular particles 11 or cohesive particles 12 -both of which enhance the tendency of particles to lock together into strong structures; these indicate that it is the ability of the particles to lock together and not necessarily monodispersity that is the source of the unsteadiness.
In order to evaluate the physical underpinnings of common models for hopper flows, we measured the stresses generated inside the hopper. In many ways, these corroborated the speculations about monodispersed systems in that large shear stresses and friction coefficients appear near corners where the hexagonal structures are forced to break down. But the most important observation was that the friction coefficient is not constant in the region where the material is deforming. Consequently, the many hopper flow models that employ plasticity models under the assumption that the material is always yielding are not valid. Furthermore, we have shown that such flows cannot be modeled as rapid granular flows.
Unfortunately, the results of these simulations are negative in tone. The implication of the observations in the last paragraph is that no currently available modeling techniques are applicable to hopper flows. Hoppers appear to operate in an intermediate regime between quasistatic yield and rapid flow that has been little explored. Furthermore, from the observations of flow unsteadiness, it is likely that the flow behavior is influenced by noncontinuum effects such as the local packings of particles. Consequently, the major conclusion has to be that the relatively simplified models that have FIG. 10 . A contour map for the effective internal friction coefficient according to Coulomb's law ͑3.2.3͒. Note the wide variation of the friction coefficients in the hopper which makes questionable the assumption that the flow can be modeled as a constantly yielding plastic material and a uniform internal stress coefficient. The values of the effective friction are much larger for the monodispersed systems relative to the polydispersed systems which is probably a result of the strong hexagonal packings into which the monodispersed systems fall: ͑a͒ 45°monodispersed hopper, ͑b͒ 45°polydispersed hopper, ͑c͒ 60°monodis-persed hopper, and ͑d͒ 60°polydispersed hopper.
so far been applied are inadequate to model hoppers. This is an especially troubling problem as hoppers are the granular systems with the largest industrial importance. 
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