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Abstract
We study the elastic Herglotz wave functions, which are entire solutions of the spectral
Navier equation appearing in the linearized elasticity theory with L2−far-field patterns. We
characterize in three-dimensions the set of these functions W , as a close subspace of a Hilbert
space H of vector valued functions such that they and their spherical gradients belong to a
certain weighted L2 space. This allows us to prove thatW is a reproducing kernel Hilbert space
and to calculate the reproducing kernel. Finally, we outline the proof for the two-dimensional
case and give the corresponding reproducing kernel.
1 Introduction and statement of results
The Navier equation of the dynamic linearized elasticity in a three-dimensional homogeneous and
isotropic medium is given by
µ∆xU(x, t) + (λ+ µ)∇x (∇x ·U(x, t)) = ρ ∂
2
∂t2
U(x, t), (1)
where U(x, t) : R3 × R −→ C3 is the time-dependent displacement field, ρ > 0 is the constant
mass density of the medium, and λ, µ are the so called Lame´ constants. Here ∆xU(x, t) denotes
the vector Laplacian of U(x, t) with respect to the spatial variable x, that is, the vector whose
components are the Laplacian with respect to the variable x of the components of the vectorU(x, t).
0 For time-harmonic solutions of equation (1), that is, for solutions of the formU(x, t) = u(x)e−iωt,
with ω > 0, we obtain the homogeneous spectral Navier equation
∆∗u(x) + ρ ω2 u(x) = 0, (2)
where
∆∗u(x) = µ∆u(x) + (λ+ µ)∇(∇ · u)(x).
∗Departamento de Ana´lisis Matema´tico y Matema´tica Aplicada, Facultad de Matema´ticas, Universidad Com-
plutense de Madrid. E-mail: t.luque@ucm.es.
†Departamento de Matema´tica e Informa´tica aplicadas a las Ingenier´ıas Civil y Naval, Universidad Polite´cnica de
Madrid. E-mais: maricruz.vilela@upm.es.
Funding: The first author was supported by Spanish Grant MTM2017-82160-C2-1-P, and the second by Spanish
Grant MTM2014-57769-C3-1-P and MTM2017-85934-C3-3-P.
1
Throughout this paper we will assume that the Lame´ constants satisfy µ > 0 and 2µ + λ > 0, so
that ∆∗ is a strongly elliptic operator and, we will denote by kp and ks the speed of propagation
of the longitudinal and transverse waves respectively, which are given by
k2p =
ω2ρ
2µ + λ
, k2s =
ω2ρ
µ
.
We remark that in longitudinal waves, the oscillations occur in the longitudinal direction or the
direction of the wave propagation. Since the compressional forces are active on these waves, they
are also called compressional waves. If instead we look for a transverse or share wave, the particles
oscillate at a right angle or perpendicular to the direction of propagation. If we use the Helmholtz
decomposition, we can write any solution u of (2) as the sum
u = up + us, (3)
where up and us are called the compressional part and the shear part of u respectively and are
given by
up =
1
k2p
∇(∇ · u), us = 1
k2s
∇× (∇× u). (4)
Observe that up and us trivially satisfy
∇× up = 0, ∇ · us = 0;
as well as they are solutions of the following vectorial homogeneous Helmholtz equations
∆up + k
2
pup = 0, (5)
∆us + k
2
sus = 0. (6)
Moreover, the wave potential f = ∇·u is a solution of the scalar homogeneous Helmholtz equation
with wave number kp, and ∇ × u is a solution of the vectorial homogeneous Helmholtz equation
with wave number ks.
In order to define the three dimensional elastic Herglotz wave functions we introduce the spaces
L2(S2) := [L2(S2)]3 with S2 = {ξ ∈ R3 : |ξ| = 1}, and
L2p(S
2) := {g ∈ L2(S2) : ξ × g(ξ) = 0},
L2s(S
2) := {g ∈ L2(S2) : ξ · g(ξ) = 0}.
Observe that L2(S2) = L2p(S
2)⊕ L2s(S2), where ⊕ denotes a direct sum.
Definition 1.1. We define a three-dimensional elastic Herglotz wave function as an entire (defined
on the whole of R3) solution u of the spectral Navier equation (2) such that
u(x) =
∫
S2
(
eikpx·ξg1(ξ) + e
iksx·ξg2(ξ)
)
dσ(ξ), (7)
where dσ is the associated measure of S2, g1 ∈ L2p(S2) is the longitudinal far-field pattern of u, and
g2 ∈ L2s(S2) is the transverse one.
From this definition, we obtain by the above remarks that every elastic Herglotz wave function can
be represented as
u(x) =
∫
S2
(
eikpx·ξgp(ξ) ξ + e
iksx·ξ ξ × gs(ξ)
)
dσ(ξ),
2
where gp ∈ L2(S2) is the far-field pattern of the wave potential f = ∇ · u, and gs ∈ L2(S2) is the
far-field pattern of ∇× u.
In the early sixties, Hartman and Wilcox [18] introduced for the first time the concept of Herglotz
wave function. They were defined as the entire solutions u of the homogeneous Helmholtz equation
∆u+ k2u = 0, k > 0, such that
‖u‖2A := lim sup
R→∞
1
R
∫
|x|<R
|u(x)|2 dx <∞. (8)
Moreover, in [18, Theorem 4], they characterize the Herglotz wave functions as the entire solutions
u of the homogeneous Helmholtz equation with far-field pattern in L2(Sn−1); that is, the functions
u that can be written as
u(x) =
∫
Sn−1
eikx·ξg(ξ) dσ(ξ), (9)
where g ∈ L2(Sn−1). With this definition, they extended and completed previous studies by
Herglotz in 1945, about asymptotic properties and boundedness conditions for solutions of the
Helmholtz equation, and by Mu¨ller [20] in 1952, about properties of entire solutions of the wave
equation.
Since then, different characterizations of these functions have been given and they have been studied
in many different contexts. For example, in the language of Harmonic Analysis, Herglotz wave
functions are related to the Fourier extension operator and this connection has been explored in
[2], [5] and [24]. Specifically, in this last paper, the authors characterize the Herglotz wave functions
as the entire solutions u of the homogeneous Helmholtz equation such that
‖u‖2H(Rn) :=
∫
|x|>1
(
|u(x)|2 +
∣∣∣∣∂u∂r (x)
∣∣∣∣+ ∣∣∣∣∂u∂θ (x)
∣∣∣∣) dx <∞, (10)
where (r, θ) are the polar coordinates in Rn, n > 2. The proof can be found in [24, Theorem 4] and
the case n = 2 was first proved in [2].
From the point of view of applications, Herglotz wave functions play an important role in the
study of wave scattering problems, specially in the development of the multiple scattering theory
of acoustic and electromagnetic waves. They have also become a necessary ingredient in certain
reconstruction methods for inverse scattering problems known as linear sampling methods. For
more details on this subject see [3] and also the monograph [13, pp.56-59 and pp.217-220].
In the 1990s, Dassios and Rigou [14] extended the Herglotz wave function concept to the context
of elasticity. They defined the three-dimensional elastic Herglotz wave functions as entire solutions
u of the spectral Navier equation satisfying the so called Herglotz condition given by
‖u‖2A := lim sup
R→∞
1
R
∫
|x|<R
|u(x)|2 dx <∞. (11)
In [14, Theorem4], they proved a one-to-one correspondence between elastic Herglotz wave functions
and their far-field patterns. Indeed, they prove that this definition of elastic herglotz wave function
is equivalent to Definition 1.1 and
‖u‖2A ∼ ‖g1‖2L2(S2) + ‖g2‖2L2(S2) ∼ ‖up‖2A + ‖us‖2A. (12)
The two-dimensional case was treated later by Sevroglou and Pelekanos in [23], extending the
results by Dassios and Rigou to dimension two.
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Later on, in [7], Barcelo´ et al. characterized the two-dimensional elastic Herglotz wave functions
u, in terms of a weighted L2 norm involving u and its angular derivative ∂ϕu (see Theorem 1.1 of
[7]1). More precisely, given u = (u1, u2), they defined its angular derivative as
∂ϕu(x) := (x
⊥ · ∇u1(x),x⊥ · ∇u2(x)) (13)
with x⊥ denoting the vector x rotated anti-clockwise by π/2.With this notation, they characterized
the two-dimensional elastic Herglotz wave functions as entire solutions u, of the two-dimensional
spectral Navier equation such that
‖u‖2H(R2) :=
∫
R2
(|u(x)|2 + |∂ϕu(x)|2) dx〈x〉3 <∞, (14)
where 〈x〉 := (1 + |x|2)1/2.
In this paper, we extend this result to the three-dimensional case. In order to do that, it is
convenient to rewrite (13) using the polar coordinates (r, ϕ), with r and ϕ denoting the radial and
angular coordinates respectively.
With this notation, the gradient operator can be written as
∇ = r̂ ∂
∂r
+
ϕ̂
r
∂
∂ϕ
, (15)
where r̂ and ϕ̂ are the unit vectors in the radial and angular direction respectively, which are given
by
r̂ =
x
|x| = (cosϕ, sinϕ) and ϕ̂ =
x⊥
|x| = (− sinϕ, cosϕ),
and therefore
∂ϕu =
(
∂u1
∂ϕ
,
∂u2
∂ϕ
)
.
Writing u = ur r̂+ uϕ ϕ̂, we have that
u1 = cosϕur − sinϕuϕ and u2 = sinϕur + cosϕuϕ,
and thus
|∂ϕu|2 =
∣∣∣∣∂uϕ∂ϕ + ur
∣∣∣∣2 + ∣∣∣∣∂ur∂ϕ − uϕ
∣∣∣∣2 .
Now we introduce the second order tensor ∇ϕ, defined by
∇ϕu = ϕ̂ ∂
∂ϕ
⊗ u :=
(
∂ur
∂ϕ
− uϕ
)
ϕ̂⊗ r̂+
(
∂uϕ
∂ϕ
+ ur
)
ϕ̂⊗ ϕ̂. (16)
With this notation, we have that
|∂ϕu| = |∇ϕu|. (17)
Here, given two second-order tensors A = Aij ei ⊗ ej, B = Bij ei ⊗ ej , where we are using Einstein
notation and {e1, e2, e3} is an orthonormal basis, we introduce the double inner product of these
two tensors, given by A : B = AijBij, and the norm of A which is given by
|A| =
√
A : A. (18)
1We have found a misprint on identity (6) of [7]. There, the factor |x| have to be removed.
4
In the three-dimensional case we use spherical coordinates (r, θ, ϕ), such that
x = (r sin θ cosϕ, r sin θ sinϕ, r cos θ), r > 0, 0 < θ < π, 0 < ϕ < 2π. (19)
With this notation, the gradient operator can be written as
∇ = r̂ ∂
∂r
+
1
r
(
θ̂
∂
∂θ
+
ϕ̂
sin θ
∂
∂ϕ
)
,
where r̂, θ̂ and ϕ̂ are the unit vectors in the radial and angular directions respectively.
Now we introduce the second-order tensor ∇S, similar to the one given in (16), defined by
∇Su =
(
θ̂
∂
∂θ
+
ϕ̂
sin θ
∂
∂ϕ
)
⊗ u
:=
(
∂ur
∂θ
− uθ
)
θ̂ ⊗ r̂+
(
∂uθ
∂θ
+ ur
)
θ̂ ⊗ θ̂ + ∂u
ϕ
∂θ
θ̂ ⊗ ϕ̂
+
(
1
sin θ
∂ur
∂ϕ
− uϕ
)
ϕ̂⊗ r̂+
(
1
sin θ
∂uθ
∂ϕ
− uϕ cot θ
)
ϕ̂⊗ θ̂
+
(
1
sin θ
∂uϕ
∂ϕ
+ ur + uθ cot θ
)
ϕ̂⊗ ϕ̂. (20)
We will refer to ∇Su as the spherical gradient of u.
We introduce the main result of this paper.
Theorem 1.2. An entire solution u of the spectral Navier equation is a three-dimensional elastic
Herglotz wave function if and only if
‖u‖2H(R3) :=
∫
R3
(
|u(x)|2 + |∇Su(x)|2
) dx
〈x〉3 <∞, (21)
where 〈x〉 := (1 + |x|2)1/2, ∇Su is given by (20) and its norm by (18).
Moreover,
‖u‖H(R3) ∼ ‖g1‖L2(S2) + ‖g2‖L2(S2) ∼ ‖up‖H(R3) + ‖us‖H(R3),
where g1 and g2, given in (7), are the longitudinal and transverse far-field patterns of u respectively.
Throughout this paper, for non-negative quantities a and b we use a . b (a & b) to denote the
existence of a positive numerical constant c such that a ≤ c b (a ≥ c b). We write a ∼ b if both
a ≤ c b and a ≥ c b.
We notice that this theorem is an extension of [7, Theorem 1.1] to the three dimensional context.
However, this extension involves important technical difficulties that require different arguments
and tools. Since the interesting results in elasticity concern only dimensions 2 and 3, we have not
addressed higher dimensions, which will certainly entail greater technical difficulties.
The interest of the characterization given in Theorem 1.2 is that it provides a structure of a Hilbert
space with reproducing kernel to the space of elastic Herglotz wave functions. Roughly speaking,
this means that we will be able to construct a second-order tensor, the so called reproducing kernel,
that reproduces in some way every elastic Herglotz wave function.
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The study of reproducing kernels started at the beginning of the last century with Zaremba [28]-
[29] in the context of boundary value problems for harmonic functions, and with Mercer [19] in
the context of integral equations. Later on, Bergman [9] observed in his thesis the reproducing
property of kernels built from orthogonal systems of harmonic and analytic functions in one and
several variables. In the next years, a lot of important results were achieved by the use of these
kernels and was Aronszajn [4] who systematically established a general theory. One of the main
points of his work was to show the one to one correspondence between the class of reproducing
kernels and the class of positive definite functions.
The reproducing kernel Hilbert spaces have many applications and recently there has been a new
interest for them in different frameworks, like quantum mechanics, signal processing, probability
theory and statistical learning theory. We refer the reader to [11], [21] and the references there in
for a complete account of it.
In the context of Herglotz wave functions, A´lvarez et al. characterized in [2] the space of these
functions in dimension two by certain Hilbert space, and proved that it is a reproducing kernel
Hilbert space, calculating the reproducing kernel. Recently, Pe´rez-Esteva and Valenzuela Dı´az
extended this result to higher dimensions in [24].
Following their ideas, we introduce the space H(R3) as the completion of the vector fields in
C∞c (R
3;C3) with respect to the norm ‖ ·‖H(R3) given in (21). This is a Hilbert space with the inner
product associated given by
〈u,v〉H(R3) :=
∫
R3
(
u(x) · v(x) +∇Su(x) : ∇Sv(x)
) dx
〈x〉3 . (22)
Note that using polar coordinates we can rewrite
〈u,v〉H(R3) =
∫ ∞
0
(〈u,v〉L2(S2) + 〈∇Su,∇Sv〉L2(S2)) r2 dr〈r〉3 , (23)
where
〈u,v〉L2(S2) =
∫
S2
u(rξ) · v(rξ) dσ(ξ) (24)
with dσ denoting the measure induced by the Lebesgue measure over the unit sphere S2.
It is important to observe that from Theorem 1.2, the set of all three-dimensional elastic Herglotz
wave functions, that from now on we will denote byW(R3), is a closed subspace ofH(R3).Moreover,
we have the following result.
Theorem 1.3. The set of all three-dimensional elastic Herglotz wave functions, W(R3), is a re-
producing kernel Hilbert space with respect to the inner product given in (22).
The analogous result to Theorem 1.2 for dimension 2, given in [7, Theorem 1.1 ], will allows us to
prove the analogous to Theorem 1.3 for the two-dimensional case.
In order to do that, we introduce the spaces H(R2) and W(R2), in the same way as we did for the
three-dimensional case. From (17), the inner product associated to he norm ‖ · ‖H(R2) given in (14)
can be written as
〈u,v〉H(R2) :=
∫
R2
(
u(x) · v(x) +∇ϕu(x) : ∇ϕv(x)
) dx
〈x〉3 , (25)
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where ∇ϕ is given by (16).
We have that H(R2) is a Hilbert space with this inner product and W(R2) is a closed subspace of
H(R2).
Theorem 1.4. The set of all two-dimensional elastic Herglotz wave functions, W(R2), is a repro-
ducing kernel Hilbert space with respect to the inner product given in (25).
For shortness, throughout this paper we will write 〈·, ·〉H to denote both, 〈·, ·〉H(R2) and 〈·, ·〉H(R3),
and we will use ‖ · ‖H for the associated norms. The context will avoid any confusion.
The rest of the paper is organized as follows. The second section is devoted to the proof of the
Theorem 1.2, and the third one to the proofs of the Theorems 1.3 and 1.4. Finally, the fourth
section contains some technical lemmas needed in the previous sections.
2 Characterization of W(R3)
This section is devoted to the proof of Theorem 1.2. We split it into two subsections. The first one
contains the proof itself and certain auxiliary results. One of them (see Proposition 2.4 below) is
the key point in the proof of the theorem. Since this proposition is quite technical, and requires of
several complementary lemmas, we postpone its proof to the second subsection.
2.1 Proof of Theorem 1.2
As we said in (3), any solution u of the spectral Navier equation (2) can be written as the sum of
its compressional part up and its shear part us, which are given in (4).
On the other hand, the solenoidal character of the three-dimensional vector field us implies the
existence of two scalar fields g and h such that
us(x) = ∇× (xg(x)) +∇× (∇× (xh(x))). (26)
Moreover, the wave potentials g and h are solutions of the scalar homogeneous Helmholtz equation
with wave number ks.
Combining (3),(4) and (26) we have the following representation for the time-independent displace-
ment field:
u(x) = ∇f(x) +∇× (xg(x)) +∇× (∇× (xh(x))), (27)
where the wave potentials f, g and h satisfy the scalar Helmholtz equations
∆f + k2pf = 0,
∆g + k2sg = 0,
∆h+ k2sh = 0.
It is well known (see [27, Chapter IV]) that every entire solution v of the scalar Helmholtz equation
∆v + k2v = 0 with wave number k > 0 in dimension three, can be expanded as
v(x) =
∞∑
ℓ=0
ℓ∑
m=−ℓ
aℓ,m F
m
ℓ,k(x), (28)
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where aℓ,m are certain constants and, using the spherical coordinates given in (19),
Fmℓ,k(x) = jℓ(k r)Y
m
ℓ (θ, ϕ), (29)
with jℓ denoting the spherical Bessel function of the first kind and Y
m
ℓ is the spherical harmonic
function of degree ℓ and order m.
Motivated by the expansion (28) and the decomposition given in (27), we introduce the so called
Navier eigenvectors or Hansen vectors (see [17] or [8]) given by
Lmℓ (x) := ∇(Fmℓ,kp(x)), (30)
Mmℓ (x) := ∇× (xFmℓ,ks(x)), (31)
Nmℓ (x) := ∇× (∇× (xFmℓ,ks(x))). (32)
For convenience, we introduce the corresponding unitary vectors with respect to the norm given in
(21), that is,
Lmℓ (x) :=
Lmℓ (x)
‖Lmℓ ‖H
, Mmℓ (x) :=
Mmℓ (x)
‖Mmℓ ‖H
, Nmℓ (x) :=
Nmℓ (x)
‖Nmℓ ‖H
. (33)
With this notation, we have that
u(x) =
∞∑
ℓ=0
ℓ∑
m=−ℓ
(aℓ,mL
m
ℓ (x) + bℓ,mM
m
ℓ (x) + cℓ,mN
m
ℓ (x)) , (34)
for certain constants aℓ,m, bℓ,m, cℓ,m. Moreover, we have that the compressional and the shear parts
of u can be written as
up(x) =
∞∑
ℓ=0
ℓ∑
m=−ℓ
aℓ,mL
m
ℓ (x), (35)
us(x) =
∞∑
ℓ=0
ℓ∑
m=−ℓ
(bℓ,mM
m
ℓ (x) + cℓ,mN
m
ℓ (x)) . (36)
The following lemma will help us to derive some convergence results for the series given in (28),(34)–
(36).
Lemma 2.1. Let Fmℓ,k be the function defined in (29). The series
∞∑
ℓ=0
ℓ∑
m=−ℓ
|Fmℓ,k(x)|2 (37)
converges absolutely and uniformly on compact subsets of R3.
Moreover, the result holds if we replace in (37) the function Fmℓ,k(x) by any derivative of any order
of the function.
Proof. From (29), using the addition theorem for spherical harmonics that states
ℓ∑
m=−ℓ
|Y mℓ (θ, ϕ)|2 =
2ℓ+ 1
4π
, (38)
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one can see that to prove the convergence of (37), it is enough to prove that the series
∞∑
ℓ=0
ℓ (jℓ(r))
2 (39)
converges absolutely and uniformly on compact subsets of (0,∞). This can be proved, using the
well known identity
jℓ(r) =
√
π
2r
Jℓ+ 1
2
(r), (40)
where Jµ denotes the ordinary Bessel functions of the first kind and order µ, and the following
asymptotic expansion of Jµ (see 9.3.1 in [1])
Jµ(r) ∼ 1
µ
1
2
(
e r
2µ
)µ
, r > 0, µ→∞. (41)
To prove the result for first order derivatives of Fmℓ,k(x), if we use the spherical coordinates given
in (19) and the gradient operator defined in (15) we have that
∇Fmℓ,k(x) = r̂ kj′ℓ(kr)Y mℓ (θ, ϕ) + θ̂
jℓ(kr)
r
∂Y mℓ
∂θ
(θ, ϕ) + ϕ̂ jℓ(kr)
∂Ym
ℓ
∂ϕ (θ, ϕ)
sin θ
. (42)
Then using the identities
j′ℓ(r) =
ℓ jℓ−1(r)− (ℓ+ 1) jℓ+1(r)
2ℓ+ 1
, (43)
jℓ(kr)
r
=
jℓ−1(r) + jℓ+1(r)
2ℓ+ 1
, (44)
∂Y mℓ
∂θ
(θ, ϕ) = m cot θ Y mℓ (θ, ϕ) +
√
(ℓ−m)(ℓ+m+ 1)e−iϕY mℓ (θ, ϕ),
∂Y mℓ
∂ϕ
(θ, ϕ) = imY mℓ (θ, ϕ),
and (38) in (42), one gets the result from the convergence of the series given in (39).
Arguing as before, we get the result for second order derivatives of Fmℓ,k(x), and so on.
Remark 2.2. Let v be a Herglotz wave function, then the series given in (28) converges absolutely
and uniformly on compact subsets of R3. Moreover, we can differentiate it repeatedly term by term
with absolute and uniform convergence in compact subsets of R3.
This is due to the Cauchy-Schwarz inequality, the fact that
∞∑
ℓ=0
ℓ∑
m=−ℓ
|aℓ,m|2 <∞,
and Lemma 2.1.
Remark 2.3. Let u be a elastic Herglotz wave function, then the series given in (34)–(36) converge
absolutely and uniformly on compact subsets of R3. Moreover, they can be differentiated term by
term, with absolute and uniform convergence in compact subsets of R3.
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Using the triangle inequality, the Cauchy-Schwarz inequality, and the fact that
∞∑
ℓ=0
ℓ∑
m=−ℓ
|aℓ,m|2 <∞,
∞∑
ℓ=0
ℓ∑
m=−ℓ
|bℓ,m|2 <∞,
∞∑
ℓ=0
ℓ∑
m=−ℓ
|cℓ,m|2 <∞,
it is enough to prove the result for the following series:
∞∑
ℓ=0
ℓ∑
m=−ℓ
|Lmℓ (x)|2,
∞∑
ℓ=0
ℓ∑
m=−ℓ
|Mmℓ (x)|2,
∞∑
ℓ=0
ℓ∑
m=−ℓ
|Nmℓ (x)|2. (45)
Actually, we can replace in (45) the unitary Hansen vectors by the Hansen vectors defined in
(30)–(32), because, as we will prove later on (see Proposition 2.4 bellow), we have that
‖Lmℓ ‖H = O(1), ‖Nmℓ ‖H = ‖Mmℓ ‖H = O(ℓ). (46)
Since the definition of the Hansen vectors are given in terms of derivatives of the function Fmℓ,k
defined in (29), the convergence result is a consequence of Lemma 2.1.
The key point to prove Theorem 1.2 is the almost orthogonality property of the family {Lmℓ ,Mmℓ ,Nmℓ }ℓ,m
with respect to the inner product (22). The following proposition shows such property.
Proposition 2.4. Let ℓ, ℓ′,m,m′ ∈ Z such that ℓ, ℓ′ ≥ 0, m ∈ [−ℓ, ℓ] and m′ ∈ [−ℓ′, ℓ′]. The Navier
eigenvectors defined by (30)–(32) satisfy that
〈Lmℓ ,Lm
′
ℓ′ 〉H = O(1)δmm′δℓℓ′ , ℓ→∞,
〈Mmℓ ,Mm
′
ℓ′ 〉H = O(ℓ2)δmm′δℓℓ′ , ℓ→∞,
〈Nmℓ ,Nm
′
ℓ′ 〉H = O(ℓ2)δmm′δℓℓ′ , ℓ→∞,
〈Lmℓ ,Mm
′
ℓ′ 〉H = 〈Mmℓ ,Nm
′
ℓ′ 〉H = 0, ℓ→∞,
〈Lmℓ ,Nm
′
ℓ′ 〉H = o(1) δℓℓ′δmm′ , ℓ→∞, (47)
where δ denotes the Kronecker delta and 〈·, ·〉H is the inner product defined in (22).
Proof of Theorem 1.2. We first prove the necessary condition. Since u ∈ W, from (11), we have that
‖u‖A <∞. Moreover, using (12), it follows that ‖up‖A, ‖us‖A <∞, where up and us are defined
in (4). Since up and us are solutions of the vectorial Helmholtz equations (5) and (6) respectively,
we have from (8) that its components are Herglotz wave functions. Using the characterization of
the Herglotz wave functions given in (10), we have that ‖up‖H, ‖us‖H < ∞. From here, since
u = up + us, we get ‖u‖H <∞.
For the sufficient condition, we consider that ‖u‖H <∞. Taking the expansion (34), the definition
of the inner product (22) and the orthogonality properties in Proposition 2.4 we have that
‖u‖2H ≥
∞∑
ℓ=0
ℓ∑
m=−ℓ
(
|aℓ,m|2 + |bℓ,m|2 + |cℓ,m|2
)
−
∞∑
ℓ=0
ℓ∑
m=−ℓ
|aℓ,m||cℓ,m|〈Lmℓ ,Nmℓ 〉H|. (48)
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We notice that, on one hand, (46) and (47) assures that there exists ℓ0 ∈ N such that
|〈Lmℓ ,Nmℓ 〉H| <
1
2
, ∀ℓ > ℓ0, m ∈ Z ∩ [−ℓ, ℓ]. (49)
On the other hand, observe that
|〈Lmℓ ,Nmℓ 〉H| 6= 1, ∀ℓ ∈ Z+, m ∈ Z ∩ [−ℓ, ℓ], (50)
since in other case Nmℓ = cL
m
ℓ and using (33), (30) and (32) we would conclude that ∆F
m
ℓ,kp
= 0,
which is false. Then from here, we have that there exists 0 < c < 1 such that
|〈Lmℓ ,Nmℓ 〉H| < c, ∀ℓ ≤ ℓ0, m ∈ Z ∩ [−ℓ, ℓ]. (51)
Then using Cauchy-Schwarz, (49) and (51), we have that
∞∑
ℓ=0
ℓ∑
m=−ℓ
|aℓ,m||cℓ,m||〈Lmℓ ,Nmℓ 〉H| ≤ c
∑
ℓ≤ℓ0
ℓ∑
m=−ℓ
|aℓ,m|2
 12 ∑
ℓ≤ℓ0
ℓ∑
m=−ℓ
|cℓ,m|2
 12
+
1
2
∑
ℓ>ℓ0
ℓ∑
m=−ℓ
|aℓ,m|2
 12 ∑
ℓ>ℓ0
ℓ∑
m=−ℓ
|cℓ,m|2
 12
<
1
2
∞∑
ℓ=0
ℓ∑
m=−ℓ
(|aℓ,m|2 + |cℓ,m|2), (52)
where in the last inequality we have used the fact that 2ab ≤ (a2 + b2). Then using (52) in (48)
together with identities (33), (35),(36) and Proposition 2.4, we obtain
‖u‖2H & ‖up‖2H + ‖us‖2H.
Then by hypothesis, we can assure that ‖up‖H, ‖us‖H <∞. Because up and us are solutions of the
vectorial Helmholtz equations (5) and (6) respectively, using the characterization of the Herglotz
wave functions given in (10), we have that its components are Herglotz wave functions. Therefore,
by (8), we have that ‖up‖A, ‖us‖A <∞ and then, (12) implies the required conclusion. 
2.2 Proof of Proposition 2.4
To prove Proposition 2.4 we need the following technical lemmas
Lemma 2.5. ([8, pp.60 ])Let ℓ, ℓ′,m,m′ ∈ Z such that ℓ, ℓ′ ≥ 0, m ∈ [−ℓ, ℓ] and m′ ∈ [−ℓ′, ℓ′]. The
Navier eigenvectors defined by (30)–(32) satisfy the following identities.
〈Lmℓ ,Lm
′
ℓ′ 〉L2(S2) =
k2p
2ℓ+ 1
(
ℓ|jℓ−1(kp r)|2 + (ℓ+ 1)|jℓ+1(kp r)|2
)
δmm′δℓℓ′ ,
〈Mmℓ ,Mm
′
ℓ′ 〉L2(S2) = ℓ(ℓ+ 1)|jℓ(ks r)|2 δmm′δℓℓ′ ,
〈Nmℓ ,Nm
′
ℓ′ 〉L2(S2) =
k2sℓ(ℓ+ 1)
2ℓ+ 1
(
(ℓ+ 1)|jℓ−1(ks r)|2 + ℓ|jℓ+1(ks r)|2
)
δmm′δℓℓ′ ,
〈Lmℓ ,Mm
′
ℓ′ 〉L2(S2) = 〈Mmℓ ,Nm
′
ℓ′ 〉L2(S2) = 0,
〈Lmℓ ,Nm
′
ℓ′ 〉L2(S2) =
kp ks ℓ(ℓ+ 1)
2ℓ+ 1
(
jℓ−1(kp r)jℓ−1(ks r)
− jℓ+1(kp r)jℓ+1(ks r)
)
δmm′δℓℓ′ ,
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where δ denotes the Kronecker delta and 〈·, ·〉L2(S2) is the inner product defined in (24).
Lemma 2.6. Let ℓ, ℓ′,m,m′ ∈ Z such that ℓ, ℓ′ ≥ 0, m ∈ [−ℓ, ℓ] and m′ ∈ [−ℓ′, ℓ′]. The Navier
eigenvectors defined by (30)–(32) satisfy the following identities.
〈∇SLmℓ ,∇SLm
′
ℓ′ 〉L2(S2) =
k2p
2ℓ+ 1
(
ℓ2(ℓ− 1)|jℓ−1(kp r)|2
+ (ℓ+ 1)2(ℓ+ 2)|jℓ+1(kp r)|2
)
δmm′δℓℓ′ ,
〈∇SMmℓ ,∇SMm
′
ℓ′ 〉L2(S2) = ℓ2(ℓ+ 1)2|jℓ(ks r)|2 δmm′δℓℓ′ ,
〈∇SNmℓ ,∇SNm
′
ℓ′ 〉L2(S2) =
k2s ℓ
2(ℓ+ 1)2
2ℓ+ 1
(
(ℓ− 1)|jℓ−1(ks r)|2
+ (ℓ+ 2)|jℓ+1(ks r)|2
)
δmm′δℓℓ′ ,
〈∇SLmℓ ,∇SMm
′
ℓ′ 〉L2(S2) = 〈∇SMmℓ ,∇SNm
′
ℓ′ 〉L2(S2) = 0,
〈∇SLmℓ ,∇SNm
′
ℓ′ 〉L2(S2) =
kp ks ℓ(ℓ+ 1)
2ℓ+ 1
(
ℓ(ℓ− 1) jℓ−1(kp r)jℓ−1(ks r)
− (ℓ+ 2)(ℓ+ 1)jℓ+1(kp r)jℓ+1(ks r)
)
δmm′δℓℓ′ ,
where δ denotes the Kronecker delta, ∇S is the spherical gradient introduced in (20), and 〈·, ·〉L2(S2)
is the inner product defined in (24).
Lemma 2.7. Let a, b > 0 and a 6= b. For 〈r〉 := (1 + r2)1/2, the following identities hold.∫ ∞
0
|jℓ(r)|2 r2 dr〈r〉3 = O(ℓ
−2), ℓ→∞. (53)
∣∣∣∣∫ ∞
0
jℓ(ar)jℓ(br) r
2 dr
〈r〉3
∣∣∣∣ = O(δℓ ℓ− 32 ), ℓ→∞, (54)
with δ = min
(
a
b ,
b
a
)
.
The proof of (53) is a consequence of the asymptotics in [6, pp.661] and the proof can be found in
(6) of [26], taking p = 2 and α = −1. The proof of (54) is detailed at the end of the subsection.
Proof of Proposition 2.4. Using the expression of the inner product given in (23), the proof follows
directly from the previous Lemma 2.5, Lemma 2.6 and Lemma 2.7. 
It remains to prove Lemma 2.6 and (54). To prove the lemma, we rewrite the Navier eigenvectors
Lmℓ , M
m
ℓ and N
m
ℓ separating the radial and the spherical parts. Since the spherical harmonic Y
m
ℓ
is given by
Y mℓ (θ, ϕ) =
1√
Ωℓm
P
|m|
ℓ (cosθ)e
imϕ,
where Pmℓ is the associated Legendre function and
Ωℓm =
4π
2ℓ+ 1
(ℓ+ |m|)!
(ℓ− |m|)! (55)
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is a normalizing constant, using identities (29) and (42), it is not difficult to see that we can
represent the Navier eigenvectors (30)–(32) as
Lmℓ (x) =
(
kpj
′
ℓ(kp r)P
m
ℓ (θ, ϕ) +
(
ℓ(ℓ+ 1)
)1/2 jℓ(kp r)
r
Bmℓ (θ, ϕ)
)
, (56)
Mmℓ (x) =
(
ℓ(ℓ+ 1)
)1/2
jℓ(ks r)C
m
ℓ (θ, ϕ), (57)
Nmℓ (x) = ℓ(ℓ+ 1)
jℓ(ks r)
r
Pmℓ (θ, ϕ) +
(
ℓ(ℓ+ 1)
)1/2 (
ksj
′
ℓ(ksr)
+
jℓ(ksr)
r
)
Bmℓ (θ, ϕ), (58)
with
Pmℓ (θ, ϕ) := Ω
− 1
2
ℓm e
imϕP
|m|
ℓ (cos θ)rˆ, (59)
Bmℓ (θ, ϕ) :=
Ω
− 1
2
ℓm e
imϕ
[ℓ(ℓ+ 1)]
1
2
(
− sin θ(P |m|ℓ )′(cos θ)θˆ +
im
sin θ
P
|m|
ℓ (cos θ)ϕˆ
)
, (60)
and
Cmℓ (θ, ϕ) :=
Ω
− 1
2
ℓm e
imϕ
[ℓ(ℓ+ 1)]
1
2
(
im
sin θ
P
|m|
ℓ (cos θ)θˆ + sin θ(P
|m|
ℓ )
′(cos θ)ϕˆ
)
. (61)
Vectors (59)–(61) are known as Hansen harmonics (see [17] and [8, pp.54] for more details on this
definition). They verify the following orthogonal properties that are required in the proof of Lemma
2.6.
Lemma 2.8. Let ℓ, ℓ′,m,m′ ∈ Z such that ℓ, ℓ′ ≥ 0, m ∈ [−ℓ, ℓ] and m′ ∈ [−ℓ′, ℓ′]. For the
functions Pmℓ , B
m
ℓ and C
m
ℓ , defined by (59), (60) and (61) respectively, we have that
〈∇SPmℓ ,∇SPm
′
ℓ′ 〉L2(S2) =
(
ℓ(ℓ+ 1) + 2
)
δmm′ δℓℓ′ , (62)
〈∇SBmℓ ,∇SBm
′
ℓ′ 〉L2(S2) = 〈∇SCmℓ ,∇SCm
′
ℓ′ 〉L2(S2) = ℓ(ℓ+ 1) δmm′ δℓℓ′ , (63)
〈∇SPmℓ ,∇SCm
′
ℓ′ 〉L2(S2) = 〈∇SBmℓ ,∇SCm
′
ℓ′ 〉L2(S2) = 0, (64)
〈∇SPmℓ ,∇SBm
′
ℓ′ 〉L2(S2) = −2
(
ℓ(ℓ+ 1)
)1/2
δmm′ δℓℓ′ , (65)
where ∇S is the spherical gradient introduced in (20) and δ denotes the Kronecker delta.
Proof of Lemma 2.6. Using the expressions for the Navier eigenvectors (56)–(58), the proof can be
derived directly from Lemma 2.8 together with the relations for the Bessel functions introduced in
(43) and (44). 
We give the proof of Lemma 2.8 that it is quite tecnical.
Proof of Lemma 2.8. We will prove the identities one by one and for m ≥ 0. The case m < 0 is
analogous.
Proof of (62). From the definitions of Pmℓ and ∇S given in (59) and (20) respectively, we obtain
that
∇SPmℓ (θ, ϕ) =Ω
− 1
2
ℓm e
imϕ
[
− sin θ(Pmℓ )′(cos θ)θˆ ⊗ rˆ+ Pmℓ (cos θ)θˆ ⊗ θˆ
+
im
sin θ
Pmℓ (cos θ)ϕˆ⊗ rˆ+ Pmℓ (cos θ)ϕˆ⊗ ϕˆ
]
. (66)
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From here, we parameterize the sphere and make the change of variable cos θ = x, to get
〈∇SPmℓ ,∇SPm
′
ℓ′ 〉L2(S2) =
∫ π
0
(∫ 2π
0
∇SPmℓ : ∇SPm′ℓ′ dϕ
)
sin θ dθ
=Ω δmm′
[∫ 1
−1
(1− x2)(Pmℓ )′(x)(Pmℓ′ )′(x) dx
+
∫ 1
−1
(
2 +
m2
(1− x2)
)
Pmℓ (x)P
m
ℓ′ (x) dx
]
(67)
where
Ω := Ω(ℓ, ℓ′,m) = 2πΩ
− 1
2
ℓmΩ
− 1
2
ℓ′m, (68)
with Ωℓm defined in (55).
We notice that the integrals appearing in (67) are definite integrals for any m, since
Pmℓ (x) = (−1)m(1− x2)m/2
dmPℓ
dxm
(x), m ≥ 0, (69)
(Pmℓ )
′(±1) <∞, m 6= 1, (70)
(P 1ℓ )
′(x) =
xP ′ℓ(x)
(1− x2)1/2 + o((1− x
2)1/2), x→ ±1, (71)
where Pℓ is the Legendre polynomial of degree ℓ.
Since the associated Legendre polynomials are the canonical solutions of the general Legendre
equation (
(1− x2)(Pmℓ )′
)′
+
[
ℓ(ℓ+ 1)− m
2
1− x2
]
Pmℓ = 0, (72)
multiplying (72) by Pmℓ′ , we obtain(
(1− x2)(Pmℓ )′Pmℓ′
)′
+
[
ℓ(ℓ+ 1)− m
2
1− x2
]
Pmℓ P
m
ℓ′ = (1− x2)(Pmℓ )′(Pmℓ′ )′.
Estimate (62) follows from here using this identity in (67) and the orthogonality property of the
associated Legendre functions, that is,∫ 1
−1
Pmℓ P
m
ℓ′ dx =
Ωℓm
2π
δℓℓ′ , 0 ≤ m ≤ ℓ. (73)
Notice that in case |m| = 1 we have used the fact that
Pmℓ (1) = P
m
ℓ (−1) = 0, m > 0. (74)
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Proof of (63). Arguing as before, we compute
∇SBmℓ (θ, ϕ) =
Ω
− 1
2
ℓm e
imϕ
[ℓ(ℓ+ 1)]
1
2
[
sin θ(Pmℓ )
′(cos θ)θˆ ⊗ rˆ
+
(
sin2 θ(Pmℓ )
′′(cos θ)− cos θ(Pmℓ )′(cos θ)
)
θˆ ⊗ θˆ
− im
(
(Pmℓ )
′(cos θ) +
cos θ
sin2 θ
Pmℓ (cos θ)
)
θˆ ⊗ ϕˆ
− im
sin θ
Pmℓ (cos θ)ϕˆ⊗ rˆ
− im
(
(Pmℓ )
′(cos θ) +
cos θ
sin2 θ
Pmℓ (cos θ)
)
ϕˆ⊗ θˆ
−
(
m2
sin2 θ
Pmℓ (cos θ) + cos θ(P
m
ℓ )
′(cos θ)
)
ϕˆ⊗ ϕˆ
]
, (75)
and
∇SCmℓ (θ, ϕ) =
Ω
− 1
2
ℓm e
imϕ
[ℓ(ℓ+ 1)]
1
2
[
− im
sin θ
Pmℓ (cos θ)θˆ ⊗ rˆ
− im
(
(Pmℓ )
′(cos θ) +
cos θ
sin2 θ
Pmℓ (cos θ)
)
θˆ ⊗ θˆ
+
(
cos θ(Pmℓ )
′(cos θ)− sin2 θ(Pmℓ )′′(cos θ)
)
θˆ ⊗ ϕˆ
− sin θ(Pmℓ )′(cos θ)ϕˆ⊗ rˆ
−
(
m2
sin2 θ
Pmℓ (cos θ) + cos θ(P
m
ℓ )
′(cos θ)
)
ϕˆ⊗ θˆ
+ im
(
(Pmℓ )
′(cos θ) +
cos θ
sin2 θ
Pmℓ (cos θ)
)
ϕˆ⊗ ϕˆ
]
, (76)
and thus
T := 〈∇SBmℓ ,∇SBm
′
ℓ′ 〉L2(S2) = 〈∇SCmℓ ,∇SCm
′
ℓ′ 〉L2(S2) =
= Ω δmm′ [ℓ(ℓ+ 1)]
− 1
2 [ℓ′(ℓ′ + 1)]−
1
2 (I1 + I2 + I3 + I4 + I5), (77)
with Ω given in (68),
I1 =
∫ 1
−1
(1− x2)2 (Pmℓ )′′(x)(Pmℓ′ )′′(x) dx,
I2 =
∫ 1
−1
(1− x2)x
(
(Pmℓ )
′(Pmℓ′ )
′
)′
(x) dx,
I3 =
∫ 1
−1
3m2x
(1− x2)
(
Pmℓ P
m
ℓ′
)′
(x) dx,
I4 =
∫ 1
−1
(1 + x2 + 2m2)(Pmℓ )
′(x)(Pmℓ′ )
′(x) dx, (78)
I5 =
∫ 1
−1
(m2 +m2x2 +m4)
(1− x2)2 P
m
ℓ (x)P
m
ℓ′ (x) dx.
15
We notice that while the previous integrals are definite integrals if m 6= 1, they improper integrals
if m = 1. This is due to (69), (70), (71),
(Pmℓ )
′′(±1) <∞, m 6= 1, (79)
(P 1ℓ )
′′(x) =
x2P ′ℓ(x)
(1− x2)3/2 + o((1− x
2)−1/2. (80)
First of all, we will prove the result for the case m 6= 1.
Integrating by parts, we have that
I2 =
∫ 1
−1
(1− 3x2)(Pmℓ )′(x)(Pmℓ′ )′(x) dx, (81)
I3 + I5 =
∫ 1
−1
2m2x
(1− x2)
(
Pmℓ P
m
ℓ′
)′
(x) dx+
∫ 1
−1
m4
(1− x2)2P
m
ℓ (x)P
m
ℓ′ (x) dx. (82)
Notice that the border terms appearing in the integration by parts of the identity (82) are equal
zero due to (74) (in the case m = 0, I3 + I5 = 0).
Integrating again by parts and using equation (72) but rewritten as
(1− x2)(Pmℓ )′′ − 2x(Pmℓ )′ +
[
ℓ(ℓ+ 1)− m
2
1− x2
]
Pmℓ = 0, (83)
we obtain that
I1 =
∫ 1
−1
[
(ℓ(ℓ+ 1)− 2) (1− x2)−m2] (Pmℓ )′(x)(Pmℓ′ )′(x) dx
−
∫ 1
−1
m2x
(1− x2)
(
Pmℓ P
m
ℓ′
)′
(x) dx.
By symmetry we can change the role of ℓ and ℓ′ to get
I1 =
∫ 1
−1
[(
ℓ(ℓ+ 1) + ℓ′(ℓ′ + 1)
2
− 2
)
(1− x2)−m2
]
(Pmℓ )
′(x)(Pmℓ′ )
′(x) dx
−
∫ 1
−1
m2x
(1− x2)
(
Pmℓ P
m
ℓ′
)′
(x) dx. (84)
Using (78), (81),(82) and (84) in (77) we have that
I := I1 + I2 + I3 + I4 + I5
=
∫ 1
−1
(
ℓ(ℓ+ 1) + ℓ′(ℓ′ + 1)
2
(1− x2) +m2
)
(Pmℓ )
′(x)(Pmℓ′ )
′(x) dx
+
∫ 1
−1
m2x
(1− x2)
(
Pmℓ P
m
ℓ′
)′
(x) dx+
∫ 1
−1
m4
(1− x2)2P
m
ℓ (x)P
m
ℓ′ (x) dx. (85)
Integrating by parts, using (83) and the symmetry, we obtain that∫ 1
−1
m2(Pmℓ )
′(x)(Pmℓ′ )
′(x) dx =
∫ 1
−1
m2[ℓ(ℓ+ 1) + ℓ′(ℓ′ + 1)]
2(1 − x2) P
m
ℓ (x)P
m
ℓ′ (x) dx
−
∫ 1
−1
m2x
(1− x2)
(
Pmℓ P
m
ℓ′
)′
(x) dx
−
∫ 1
−1
m4
(1− x2)2P
m
ℓ (x)P
m
ℓ′ (x) dx. (86)
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As before, the border terms appearing in the integration by parts of the identity (86) equal zero
due to (74) (in the case m = 0, the integral on the left hand side of (86) is zero).
On the other hand, using (72), the symmetry and (73), we get∫ 1
−1
(1− x2)(Pmℓ )′(x)(Pmℓ′ )′(x) dx =
[ℓ(ℓ+ 1) + ℓ′(ℓ′ + 1)]Ωℓm
4π
δℓℓ′
−
∫ 1
−1
m2
1− x2P
m
ℓ (x)P
m
ℓ′ (x) dx. (87)
Estimate (63) follows from (77), (85), (86) and (87).
In case m = 1, we are dealing with improper integrals, but the strategy used for the case m 6= 1
is still valid if we replace the limits of integration −1 and 1 by a and b, and then make a tends to
−1 and b tends to 1. In this procedure, we get border terms depending on a and b which cancel
before taking the limits, and therefore, we get the same result as before. We leave the details for
the reader.
Proof of (64). From (66) and (76), arguing as before and using (74), we obtain that
〈∇SPmℓ ,∇SCm
′
ℓ′ 〉L2(S2) = −imΩ[ℓ′(ℓ′ + 1)]−
1
2 δmm′
∫ 1
−1
(
Pmℓ P
m
ℓ′
)′
(x) dx = 0,
where Ω is given in (68).
For the second inner product in (64), we use (75) and (76) to write
〈∇SBmℓ ,∇SCm
′
ℓ′ 〉L2(S2) = imΩ δmm′ [ℓ(ℓ+ 1)]−
1
2 [ℓ′(ℓ′ + 1)]−
1
2 (S1 + S2 + S3 + S4), (88)
with Ω given in (68),
S1 =
∫ 1
−1
(
1 +
m2
1− x2
)(
Pmℓ P
m
ℓ′
)′
(x) dx,
S2 =
∫ 1
−1
(1− x2)
(
(Pmℓ )
′(Pmℓ′ )
′
)′
(x) dx,
S3 =
∫ 1
−1
x
[
(Pmℓ )
′′Pmℓ′ + P
m
ℓ (P
m
ℓ′ )
′′
]
(x) dx,
S4 =
∫ 1
−1
2m2
(1− x2)2P
m
ℓ (x)P
m
ℓ′ (x) dx. (89)
We notice that the previous integrals are definite integrals if m 6= 1, but are improper integrals if
m = 1. This is due to (69), (70), (71), (70), (79) and (80). First of all, we will prove the result for
m 6= 1 and 0. The case m = 0 is trivial.
Using (74), (69), (70), (74) and integrating by parts we obtain that
S1 = −
∫ 1
−1
2m2
(1− x2)2P
m
ℓ (x)P
m
ℓ′ (x) dx, (90)
S2 = −
∫ 1
−1
2x (Pmℓ )
′(x)(Pmℓ′ )
′(x) dx = −S3. (91)
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The result follows form (88), (89), (90) and (91).
The case m = 1, as it happens in the proof of (63), some border terms appear when integration
by parts is used, but they tend to zero when taking the limits. Actually, using (69) and (71), the
reader can check, after a few computations, that the border terms obtained are the following:
(1− b2)P ′ℓ(b)− (1− a2)P ′ℓ(a) + o((1− b2)) + o((1 − a2)).
Proof of (65). From (66) and (75), we obtain that
〈∇SPmℓ ,∇SBm
′
ℓ′ 〉L2(S2) = Ω δmm′ [ℓ′(ℓ′ + 1)]−
1
2 (F1 + F2 + F3 − S4),
with Ω and S4 given in (68) and (89) respectively,
F1 = −
∫ 1
−1
(1− x2) (Pmℓ )′(x)(Pmℓ′ )′(x) dx,
F2 =
∫ 1
−1
(1− x2)Pmℓ (x)(Pmℓ′ )′′(x) dx,
F3 =
∫ 1
−1
2xPmℓ (x)(P
m
ℓ′ )
′(x) dx.
The result follows integrating by parts F2, and using (74), (70), (71) and (73). 
We finish the section with the proof of (54) in Lemma 2.7.
Proof of Lemma 2.7. To prove (54), we only detail the case 0 < a < b, since the case 0 < b < a is
similar. First of all, we use the relationship between the spherical Bessel functions and the Bessel
functions given in (40) to write
I =
∫ ∞
0
jℓ(ar)jℓ(br) r
2 dr
〈r〉3 ∼
∫ ∞
0
Jℓ+ 1
2
(ar)Jℓ+ 1
2
(br) r
dr
〈r〉3 . (92)
We split the last integral in (92) into two, to write
I ∼ I1 + I2, (93)
with
I1 =
∫ 1
0
Jℓ+ 1
2
(ar)Jℓ+ 1
2
(br) r
dr
〈r〉3 , I2 =
∫ ∞
1
Jℓ+ 1
2
(ar)Jℓ+ 1
2
(br) r
dr
〈r〉3 .
Using (41), we have that
I1 ∼
∫ 1
0
Jℓ+ 1
2
(ar)Jℓ+ 1
2
(br)r dr ∼ 1(
ℓ+ 12
)2(ℓ+ 3
2
)
e2ℓ
22ℓ
aℓ+
1
2 bℓ+
1
2 . (94)
On the other hand,
I2 ∼
∫ ∞
1
Jℓ+ 1
2
(ar)Jℓ+ 1
2
(br)
dr
r2
= I3 − I4, (95)
with
I3 =
∫ ∞
0
Jℓ+ 1
2
(ar)Jℓ+ 1
2
(br)
dr
r2
, I4 =
∫ 1
0
Jℓ+ 1
2
(ar)Jℓ+ 1
2
(br)
dr
r2
.
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Arguing as we did to get (94), we obtain that
|I4| ∼
∫ 1
0
Jℓ+ 1
2
(ar)Jℓ+ 1
2
(br) dr ∼ I1 (96)
In order to estimate I3, we observe that it is a Weber-Schafheitlin type integral. In [1] (see 11.4.34
on page 487) we can find the following identity for this type of integrals: whenever 0 < a < b,
ℜλ > −1 and ℜ(µ+ ν − λ+ 1) > 0,
∫ ∞
0
Jµ(ar)Jν(br)
dr
rλ
=
2F1
(
µ+ν−λ+1
2 ,
µ−ν−λ+1
2 ;µ+ 1;
a2
b2
)
aµΓ
(
µ+ν−λ+1
2
)
2λbµ−λ+1Γ(µ+ 1)Γ
(
ν−µ+λ+1
2
) ,
where 2F1 is a Gauss hypergeometric series defined by (see 15.1.1 on page 556 of [1])
2F1(a, b; c; z) =
Γ(c)
Γ(a)Γ(b)
∞∑
n=0
Γ(a+ n)Γ(b+ n)zn
Γ(c+ n)n!
,
which is absolutely convergent for |z| ≤ 1 and ℜ(c− a− b) > 0.
From here, we obtain for any ℓ > 0,
I3 ∼ a
ℓ
bℓΓ
(−12)
∞∑
k=0
Γ(ℓ+ k)Γ
(−12 + k) a2k
Γ
(
ℓ+ 32 + k
)
k!b2k
.
Using now the well known recurrence formula for the Gamma function
Γ(z + 1) = zΓ(z),
and the duplication formula (see 6.1.18 on page 256 of [1])
Γ(2z) = (2π)−
1
222z−
1
2Γ(z)Γ
(
z +
1
2
)
,
we get
I3 ∼
(a
b
)ℓ
22ℓ
∞∑
k=0
(Γ(ℓ+ k))2 22kΓ
(−12 + k) a2k
(ℓ+ k)Γ (2ℓ+ 2k) Γ
(−12) k!b2k .
Using the identity (see 6.1.22 on page 256 of [1])
Γ(z + k)
Γ(z)
= z(z + 1) . . . (z + k − 1),
we have that
I3 ∼
(a
b
)ℓ
22ℓ
∞∑
k=0
(Γ(ℓ+ k))2 22ka2k
(ℓ+ k)Γ (2ℓ+ 2k) b2k
.
Since Γ(n) = (n− 1)!, using the Stirling formula given by
n! ∼ nn+ 12 e−n, n ∈ N, n→∞, (97)
we obtain that
I3 ∼
(a
b
)ℓ ∞∑
k=0
1
(ℓ+ k)
3
2
(a
b
)2k
,
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and therefore, since 0 < a < b, we have that
I3 ∼
(a
b
)ℓ
ℓ−
3
2 . (98)
The result follows from (94)-(98), because we have that
I ∼
(a
b
)ℓ
ℓ−
3
2
(
1 +
(
b e
a 2 ℓ
)2ℓ 1
ℓ
3
2
)
and the second term inside the parentheses is 0 for ℓ large enough. 
3 Reproducing kernel of W(R3) and W(R2)
In this section we will construct the reproducing kernel for W(R3) as a subspace of the Hilbert
space H(R3). The construction of the reproducing kernel for W(R2) is similar to the previous one
but easier, so we just sketch it.
We start introducing the definition of a complex-vector-valued reproducing kernel Hilbert space.
For a complete study about this topic, we refer the reader to [22], [25] and [12].
Definition 3.1. Let H be a Hilbert space of complex-vector-valued functions u : X −→ Cd,
d ∈ N, with inner product 〈·, ·〉H . We say that H is a reproducing kernel Hilbert space if there
exists a complex-valued second-order tensor Γ(x, y), with (x, y) ∈ X ×X satisfying that
(i) For all x ∈ X and z ∈ Cd,
Γ(x, y)z ∈ H.
(ii) For all u ∈ H, x ∈ X and z ∈ Cd,
u(x) · z = 〈u,Γ(x, ·)z〉H .
The tensor Γ(x, y) is called the reproducing kernel of H.
Remark 3.2. Notice that H coincides with the closure of the span of the set
{Γ(x, ·)z : x ∈ X, z ∈ Cd}.
Proof of Theorem 1.3. From the identities (33) and (34), and Proposition 2.4,{Lmℓ , Mmℓ ,Nmℓ }ℓ,m
is an almost orthonormal basis of W(R3). We can get an orthonormal basis by replacing Nmℓ by
N˜mℓ with
N˜mℓ = N
m
ℓ − 〈Nmℓ ,Lmℓ 〉HLmℓ . (99)
Notice that from (50),
‖N˜mℓ ‖2H = 1− |〈Nmℓ ,Lmℓ 〉H|2 6= 0. (100)
Then, since {Lmℓ ,Mmℓ , N˜mℓ /‖N˜mℓ ‖H}ℓ,m is an orthonormal basis of W(R3), the orthogonal pro-
jection P of H(R3) onto W(R3) is given for any u ∈ H(R3) by
Pu =
∞∑
ℓ=0
ℓ∑
m=−ℓ
(
〈u,Lmℓ 〉HLmℓ + 〈u,Mmℓ 〉HMmℓ +
〈u, N˜mℓ 〉H
‖N˜mℓ ‖2H
N˜mℓ
)
,
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with convergence in W(R3) and also pointwise.
In particular, if u ∈ W(R3), formally, for any x ∈ R3 and z ∈ C3 we can write that
u(x) · z = Pu(x) · z = 〈u,Γ(x, ·)z〉H, (101)
where
Γ(x,y)z :=
∞∑
ℓ=0
ℓ∑
m=−ℓ
Γmℓ (x,y)z, (102)
with
Γmℓ (x,y)z = L
m
ℓ (x) · zLmℓ (y) +Mmℓ (x) · zMmℓ (y) +
N˜mℓ (x) · z
‖N˜mℓ ‖2H
N˜mℓ (y).
For convenience, we will write Γmℓ (x,y) as the following second order tensor
Γmℓ (x,y) := L
m
ℓ (y)⊗Lmℓ (x) +Mmℓ (y)⊗Mmℓ (x) +
N˜mℓ (y)⊗ N˜mℓ (x)
‖N˜mℓ ‖2H
.
In order to make (101) rigorous we have to prove that the series given in (102) converges absolutely
and uniformly on compact subsets of R3 × R3.
In order to do that, we use (99) and (100) to write
Γmℓ (x,y) =
1
‖N˜mℓ ‖2H
(
Lmℓ (y)⊗Lmℓ (x) +Nmℓ (y)⊗Nmℓ (x)
)
− 1
‖N˜mℓ ‖2H
〈Nmℓ ,Lmℓ 〉HLmℓ (y)⊗Nmℓ (x)
− 1
‖N˜mℓ ‖2H
〈Nmℓ ,Lmℓ 〉HNmℓ (y)⊗Lmℓ (x)
+Mmℓ (y)⊗Mmℓ (x) (103)
From (100), (33), (47) and (46), we have that
‖N˜mℓ ‖H = O(1) and 〈Nmℓ ,Lmℓ 〉H = O(ℓ−2). (104)
From (103), using the triangle inequality, the Cauchy-Schwarz inequality and (104), one can see
that it is enough to prove that the series given in (45) converges absolutely and uniformly on
compact subsets of R3. This was done in Remark 2.3.
To finish, we have to prove that for any x ∈ R3 and z ∈ C3 the series
Γ(x, ·)z =
∞∑
ℓ=0
ℓ∑
m=−ℓ
Γmℓ (x, ·)z
converges in W(R3).
In order to do this, it is enough to prove that
∞∑
ℓ=0
ℓ∑
m=−ℓ
‖Γmℓ (x, ·)z‖H <∞.
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Actually, from the definition of Γmℓ given in (103), using the triangle inequality and (104), one can
see that it is enough to prove that the series
∞∑
ℓ=0
ℓ∑
m=−ℓ
|Lmℓ (x)|,
∞∑
ℓ=0
ℓ∑
m=−ℓ
|Mmℓ (x)|,
∞∑
ℓ=0
ℓ∑
m=−ℓ
|Nmℓ (x)|
converge for any x ∈ R3 fixed.
Moreover, arguing as in Remark 2.1, it is enough to prove that
∞∑
ℓ=0
ℓ |jl(r)| <∞.
This can be done using (40) and (41). 
Remark 3.3. The reproducing kernel of W(R3) as a subspace of the Hilbert space H(R3) is the
complex-valued second-order tensor Γ(x,y) defined by (102) and (103).
Notice that for any x,y ∈ R3, z ∈ C3, we have that
Γ(y,x) = Γ(x,y) and z · Γ(x,x)z ≥ 0.
Moreover, for any z1,z2 ∈ C3, we have that
Γ(x,y)z1 · z2 = 〈Γ(x, ·)z1,Γ(y, ·)z2〉 = 〈Γ(y, ·)z2,Γ(x, ·)z1〉 = z1 · Γ(y,x)z2.
We finish this section sketching the proof of Theorem 1.3.
Before doing that, following [7, p. 5], for n ∈ Z, we introduce the functions
Fn,k(x) = Fn,k(r cos θ, r sin θ) := Jn(rk) e
inθ, r > 0, θ ∈ [0, 2π)
and
en :=
∇Fn,kp
‖∇Fn,kp‖H
, fn :=
∇⊥Fn,ks
‖∇⊥Fn,ks‖H
.
We can write any entire solution of the homogeneous spectral Navier equation in dimension two u
as
u(x) =
∑
n∈Z
(anen(x) + bnfn(x)) , (105)
for certain constants an, bn.
As in the three-dimensional case, one can prove that the series given in (105) converges absolutely
and uniformly on compact subsets of R2. Moreover, we can differentiate it repeatedly term by term
with absolute and uniform convergence in compact subsets of R2.
Sketch of the proof of Theorem 1.3. From Proposition 2.1 of [7], {en, fn}n∈Z is an almost orthonormal
basis of W(R2), and therefore, arguing as in the proof of Theorem 1.3, we can get an orthonormal
basis by replacing fn by
f˜n = fn − 〈fn, en〉H en.
Thus the orthogonal projection P of H(R2) onto W(R2) is given by
Pu =
∑
n∈Z
(
〈u, en〉H en + 〈u, f˜n〉H‖f˜n‖2H
f˜n
)
, u ∈ H(R2),
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with convergence in W(R2) and also pointwise.
In particular, if u ∈ W(R2), formally, for any x ∈ R2 and z ∈ C2 we get
u(x) · z = Pu(x) · z = 〈u,Γ(x, ·)z〉H,
with
Γ(x,y)z :=
∑
n∈Z
Γn(x,y)z, (106)
and
Γn(x,y) := en(y)⊗ en(x) + f˜n(y)⊗ f˜n(x)‖f˜n‖2H
.
To prove that the series given in (106) converges absolutely and uniformly on compact subsets of
R
2 × R2 we write
Γn(x,y) =
1
‖f˜n‖2H
(
en(y)⊗ en(x) + fn(y)⊗ fn(x)
)
− 1
‖f˜n‖2H
〈fn, en〉H en(y)⊗ fn(x)
− 1
‖f˜n‖2H
〈fn, en〉H fn(y)⊗ en(x). (107)
Following the proof of Proposition 2.1 of [7] one can get that
‖∇Fn,kp‖H = ‖∇⊥Fn,ks‖H = O(1). (108)
Besides, from the identity (26) of Proposition 2.1 of [7], we have that
〈fn, en〉H = o(1) and ‖f˜n‖H = O(1). (109)
From (107), (108) and (109) one can see that, to prove the convergence result for the series in (106)
it is enough to prove that the series ∑
n∈Z
(Jn(r))
2
converges absolutely and uniformly on compact subsets of (0,∞). This can be proved using (41).
Finally, for any x ∈ R2 and z ∈ C2, to prove the convergence of the series
Γ(x, ·)z =
∑
n∈Z
Γn(x, ·)z
in W(R2) it is enough to prove the convergence of the series∑
n∈Z
|Jn(r)| .
Again, this is can be proved using (41). 
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