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Abstract
Invariant generation plays a central role in the verification
of programs and hybrid systems. In this paper, we propose
an approach to synthesize basic semialgebraic invariants us-
ing semidefinite programming (SDP) that combine advan-
tages of both symbolic constraint solving and numeric con-
straint solving. The advantages of our approach is threefold:
first, it is powerful enough to be applied to arbitrary tem-
plates as symbolic computation based techniques; second, it
uses semidefinite programming instead of time-consuming
symbolic subroutines and is therefore efficient enough as
other numeric computation based techniques; lastly, there are
some (although weaker) theoretical guarantees of complete-
ness of it, which previously can only be provided by sym-
bolic computation based techniques. In addition, we discuss
how to generalize our approach to the case when templates
are semialgebraic and the case when non-polynomial func-
tions such as trigonometric functions, logarithmic functions,
exponential functions, rational functions are present in pro-
grams.
1 Introduction
The dominant approach to program verification is the so-
called Floyd-Hoare-Naur’s inductive assertion method [17,
22, 40], which is based on Hoare Logic [22]. The hardest
parts thereof are invariant generation and termination anal-
ysis. Powerful as this approach may be in theory, it has only
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limited success in the early stage [21, 27, 28, 49] as in prac-
tice it depends on what kind of invariants can be generated,
and back then automatic generating only gives some special
linear invariants. In the past two decades, safety-critical sys-
tems has become important part of our daily life, a thorough
validation and verification is necessary to enhance the qual-
ity of software used in these systems, and in particular, to
fulfill the quality criteria mandated by the relevant standards.
This motivates many theories and computation approaches
to synthesize better invariants, which have been successfully
applied in the verification of programs and hybrid systems,
e.g., the techniques based on abstract interpretation [3, 10,
41], the techniques based on interpolation [18, 36], the tech-
niques based on machine learning [16, 19, 20, 34, 46], the
techniques based on polynomial theories or linear recurrence
solving [23, 24, 29, 38, 39, 42, 43], the techniques based on
constraint solving [8, 26, 44], and so on.
As the constraint solving techniques advance rapidly in re-
cent years, approaches based on constraint solving become
more and more relevant and promising. Compared with other
approaches, the greatest advantage of them is their general-
ity and (potential) completeness. Unlike techniques based on
polynomial theories or matrix computation, they can synthe-
size general nonlinear polynomial inequality (semialgebraic)
invariants instead of only polynomial equality (algebraic) in-
variants or linear invariants. Besides, when symbolic com-
putations are used to solve constraints, those techniques can
usually be proved to be (relatively) complete (which means
that if the algorithm fails to find an invariant, then there are
no invariants can fit in the template), a theoretical guarantee
most other approaches fail to provide.
1
Conference’17, July 2017, Washington, DC, USA Wang et al.
The basic idea of template-based invariant synthesis is to
first define a parameterized invariant skeleton (template), then
derive constraints on the parameters according to the condi-
tions on a formula being an inductive invariant, and solve the
resulting constraints. If a valid solution of the constraints is
found, then an invariant can be obtained by using it to instan-
tiate the template.
Obviously, two major challenges in the above process ex-
ist: how to solve the constraints extracted from a given tem-
plate and how to define a template according to the prop-
erty to be verified. To address the former, we generally have
to make a tradeoff between the expressiveness of templates
and the efficiency of constraint solvers, and therefore we can
classify all existing template-based approaches to invariant
synthesis into two categories:
The first category consists of those methods based on sym-
bolic computation. Given a polynomial (semialgebraic) in-
variant template, constraints on parameters can be transformed
exactly to either quantifier elimination problem (if the tem-
plate is a general parameterized polynomial formula) [26],
or polynomial membership problem (if the template is a pa-
rameterized polynomial equality) [44], or whether a set of
linear inequalities is unsatisfiable (if the template is linear)
[8]. For each case, respectively quantifier elimination [47],
Gröbner basis [7] or Farkas’ lemma [45] can be used to solve
those constraints. A valid solution can therefore be obtained
by applying computer algebra tools (e.g. Redlog [15] or
QEPCAD [6]) or SMT solvers (e.g. Z3 [13]). Since the trans-
formation is exact, those methods usually can be proved to
be relatively complete in the sense that they can eventually
discover valid invariants (with regard to the given template)
whenever such invariants exist. However, since these meth-
ods relies heavily on time-consuming subroutines such as
quantifier elimination or Gröbner basis computation, they
can only be used on very small programs in practice and
scale poorly on larger ones.
The second category consists of those methods based on
numeric computation. Instead of relying on symbolic com-
putation, one can transform invariant synthesis problem to
optimization problem. However, the transform in this case is
no longer exact and the invariant conditionsmust be strength-
ened in some ways to fit in the numeric computation scheme.
Depending on different degree of strengthening, the invari-
ant conditions can be transform to the problem of solving
LMI (Linear Matrix Inequalities) [1] or BMI (Bilinear Ma-
trix Inequalities) [9]. In a word, less strengthening leads to
more difficulties in solving the constraints. Constraints can
be solved rather efficiently using semidefinite programming
when transformed to LMI, but the strengthened conditions
often proved to be too strong to obtain meaningful invari-
ants [1]; on the other hand, BMI solving is itself a difficulty
in numeric computation community and is far less efficient.
Unlike the first category, the presence of strengthening of in-
variant conditions means there is no theoretical guarantee in
these methods.
It is a long-standing challenge to find an approach that
can combine the advantages of symbolic computation based
methods and numeric computation based methods as well as
avoid their disadvantages. In this paper, we address this is-
sue and propose an approach to synthesize polynomial (and
basic semialgebraic) invariants using semidefinite program-
ming, which is complete in the sense that when some non-
degenerate assumptions are satisfied, it can always find an
invariant with regard to the given template. The basic idea of
our solution can be sketched as: Given a template I (a,x), we
denote by RI the set of all parameter assignmentsa0 such that
I (a0,x) is an inductive invariant. First, by Lasserre’s results
in [31, 32], we prove that there is a particular representing
function ϕ such that RI = {a | ϕ(a) ≤ 0 }; then we show
that this representing function is upper-semicontinuous, and
can be approximated from above using polynomials by solv-
ing a hierarchy of semidefinite programmings. That amounts
to underapproximate RI from inside with increasing preci-
sion; finally, we prove that, under some non-degenerate con-
ditions such as the set of potential solutions being compact,
the underapproximations obtained by solving those semidefi-
nite programmings converge to the valid set RI with regard to
Lebesgue measure. This directly implies that when the valid
set RI has positive Lebesgue measure (such as when RI has
an inner point), our algorithm will definitely find an invari-
ant.
In addition, we further discuss how to extend the above
approach to the case when the template is semialgebraic (in-
stead of polynomial) and the case when programs contain
non-polynomial continuous functions such as trigonometric
functions, logarithmic functions, exponential functions, ra-
tional functions, etc.
The rest of this paper is organized as follows: In Section 2,
we introduce some basic notions and theories that will be
used later, programmodel of interest, and define the problem
to be solved. Section 3 is devoted to underapproximating the
valid set of parameter assignments for a given program and
a given invariant template. Section 4 presents an algorithmic
implementation of the above procedure. The approach is il-
lustrated by some examples in Section 5. Section 6 discusses
how to extend our approach to deal with more general pro-
grams with more expressive templates. We conclude this pa-
per and discuss future work in Section 7.
2 Preliminaries
In this section we introduce the invariant synthesis problem
of interest as well as basics of sum-of-squares programming,
which is the main tool for synthesizing invariants in this pa-
per.
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2.1 Basic Notions
The following basic notations will be used throughout the
rest of this paper: R, R+ and N respectively stands for the
set of real numbers, the set of positive real numbers and the
set of non-negative integers; R[·] denotes the ring of polyno-
mials in variables given by the argument, Rd [·] denotes the
set of polynomials of degree less than or equal to d in vari-
ables given by the argument, d ∈ N;similarly, Σ[·] and Σd [·]
denotes the set of sum-of-squares polynomials and sum-of-
squares polynomials of degree less than or equal to d , respec-
tively. Vectors are denoted by boldface letters. ϕ[E/x] stands
for a function in which x is replaced by E. For convenience
we do not explicit distinguish a polynomial p ∈ R[x] and the
function it introduces.
A basic semialgebraic set A is of the form {x | p1(x) ⊲ 0
∧ . . .∧ pn(x) ⊲ 0}, where pi (x) ∈ R[x], ⊲ ∈ {≥, >}. The set
M(p1,p2, . . . ,pn) := {σ0 + Σ
n
i=1σipi | σ0,σi ∈ Σ[x]}
is called the quadratic module generated by p1,p2, . . . ,pn .
The quadratic module M is called Archimedean, or satisfies
Archimedean condition, if C − ‖x ‖2 ∈ M for some large
enough C > 0. We abuse the term a little bit and call a
base semialgebraic set A Archimedean if its defining poly-
nomials pi are clear from context and the quadratic mod-
ule generated by pi is Archimedean. Note that if a bound
C of A such that ∀x ∈ A. ‖x ‖2 ≤ C is known, we can
make A Archimedean simply by adding the (dummy) con-
straint C − ‖x ‖2 ≥ 0. A semialgebraic set is of the form⋃n
i=1Si , where Si are basic semialgebraic sets. A function
f : X 7→ R ∪ {−∞} is upper-semicontinuous at x0 if and
only if lim sup
x→x0
f (x) ≤ f (x0) (note that it is “limit superior”,
not “limit of superiors”). That is to say, for every ϵ > 0,
there exists δϵ such that its neighborhoodU (x0, δϵ ) satisfies
f (x) ≤ f (x0)+ϵ for all x ∈ U (x0, δϵ ) when f (x0) > −∞ and
f (x) tends to −∞ as x tends towards x0 when f (x0) = −∞. A
function f is upper-semicontinuous on C ⊆ X if f is upper-
semicontinuous at each x ∈ C.
2.2 ProgramsModel
To clarify the idea of our algorithm, we focus on the fol-
lowing simple loops, whose loop body consists of specific
guarded commands [14], thereof all expressions are polyno-
mials1.
In the program model presented in Fig. 1:
1. x ∈ Rn denotes the vector of program variables;
2. Pre(x), Post(x),ci (x), fi (x) are polynomial vector func-
tions.
• The goal here is to check the validity of the Hoare
triple, that is, to verify that the value x ′0 of the program
1Notice that the approach presented in this paper can be applied to more
general programs, e.g., nested loops, general recursions and so on, without
any substantial change.
{Pre(x) ≤ 0}
DO c1(x) ≤ 0 −→ x ≔ f1(x);
‖ c2(x) ≤ 0 −→ x ≔ f2(x);
.
.
.
‖ ck−1(x) ≤ 0 −→ x ≔ fk−1(x);
‖ ck (x) ≤ 0 −→ x ≔ fk (x);
OD,
{Post(x) ≤ 0}
Figure 1. Program Model
variables satisfies Post(x ′0) ≤ 0 whenever the loop ter-
minates with an initial state x0 satisfying Pre(x0) ≤ 0.
• Informally, the meaning of the program in Fig. 1 is that
given an input x , whenever some constraints ci (x) ≤ 0
are satisfied, one of them is non-deterministically cho-
sen and the corresponding branch is taken, then the
procedure is repeated until none of the guards holds.
• Obviously, if ci (x) ≤ 0 ∧ c j (x) ≤ 0 has no real so-
lution for all i , j, then the choice among these up-
dates becomes deterministic. This means that condi-
tional and while statements widely used in imperative
programming languages can be embedded in the pro-
gram model in Fig. 1. For example:
IF c(x) ≤ 0 THEN x := A1(x) ELSE x := A2(x),
can be defined as
IF c(x) ≤ 0 −→ x := A1(x)
‖ c(x) > 0 −→ x := A2(x) FI.
• We assume during the entire run of the program the
program state x stays in some known compact set Cx .
This is without lose of generality since real-world com-
puters can only represent finite numbers in a known
range. Furthermore, it often appears in practice that
there is a natural (and smaller) bound on variables which
we can make use of.
1 { x2 + y2 ≤ 4 }
2 while (x <= 4){
3 x := x + 0.25 * y * y + 1;
4 y := 0.5 * y;
5 }
6 { x ≤ 7 }
Figure 2. An Example of Program
Example 1. Fig. 2 presents a program with two variables.
The variables x and y take initial values from a ball with
center the origin and radius 2, then they enter the while loop
and update their values repeatedly until the current value of
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the variable x is larger than 4. The goal here is to prove that
the value of x is less than 7 when the while loop terminates.
This program can be modeled by our program model in
Fig. 1 by letting k = 1, c1(x ,y) = x − 4, f1 = { f1, f2} where
f11(x ,y) = x + 0.25y + 1 and f12(x ,y) = 0.5y. The resulting
model is presented in Fig. 3.
{x2 + y2 ≤ 4}
DO x ≤ 4 → {x ≔ x + 0.25y2 + 1;
y ≔ 0.5y; }
OD,
{x ≤ 7}
Figure 3.Model for Program in Fig. 2
Now we give a formal definition of (inductive) invariants.
Definition 1 (Invariaint). Inv ⊆ Rn is called an invariant of
program in Fig. 1 if it satisfies the following conditions:
1. (Pre(x) ≤ 0) =⇒ (x ∈ Inv);
2. (ci (x) ≤ 0 ∧ x ∈ Inv) =⇒ (fi (x) ∈ Inv),
i = 1, . . . ,n;
3. (
∧k
i=1(ci (x) ≥ 0) ∧ x ∈ Inv) =⇒ (Post(x) ≤ 0)
Remark 1. Strictly speaking, in the last condition of Defini-
tion 1, it should be ci (x) > 0 instead of ci (x) ≥ 0. However,
since we will be using numeric methods to do the follow-
ing computations, it would be unnecessary and unrealistic
to distinguish “strictly greater than” such as ci (x) > 0 from
“greater than” such as ci (x) ≥ 0. Therefore we relaxed it
to ci (x) ≥ 0 in Definition 1. Note that if the third condition
holds for ci (x) ≥ 0, it will also holds for ci (x) > 0.
Clearly, the existence of an invariant implies the validity
of the Hoare triple2.
2.3 Sum-of-squares Programming
In this subsection, we give a brief introduction to the use of
sum-of-squares decomposition for multivariate polynomials
to deal with polynomial optimization problems of the form
(1).
min
u = (u1, . . . ,ur )
cTu
s.t.
a10(x) + a11(x)u1 + · · · + a1r (x)ur > 0 ∀x ∈ K1
· · ·
as0(x) + as1(x)u1 + · · · + asr (x)ur > 0 ∀x ∈ Ks
(1)
where
Ki = {x ∈ R
n | дi1(x) ≤ 0, . . . ,дimi (x) ≤ 0}, i = 1, . . . , s,
and ai j are known polynomials.
2Here, we only consider the partial correctness of Hoare triples [22].
The optimization (1) is a polynomial optimizationwith lin-
ear objective functions over decision variables ui and some
constraints on certain polynomials. Such a constraint demands
that when ui are used as the coefficients of certain polyno-
mials, the resulted polynomials are positive on some basic
semialgebraic set Ki .
By exploiting the relation between non-negative polyno-
mials and sum-of-squares (sum of squares of polynomials),
some efficient methods have been proposed to solve this type
of optimization problems. In particular, based on Putinar’s
Positivstellensatz, Lasserre [30] showed that we can use a
hierarchy of sum-of-squares (SOS) programmings
min
u=(u1, ...,ur )
cTu
s.t.
a10(x) +
r∑
j=1
a1j (x)uj = σ10(x) +
m1∑
j=1
σ1j (x)д1j (x)
· · ·
as0(x) +
r∑
j=1
as j (x)uj = σs0(x) +
ms∑
j=1
σs j (x)дs j (x)
σi j ∈ Σ
2d [x], i = 1, . . . , s ; j = 1, . . . ,mi
(2)
to approximate the optimal solution when a constraint of
the form ‖x ‖2 − Mi ≤ 0 is included in Ki , i = 1, . . . , s.
The sum-of-squares programming (2) can then be reduced
to a semidefinite programming and be solved efficiently (e.g.
by interior-point methods) in polynomial time, given the nu-
meric error bound ϵ .
2.4 Template-based Invariant Generation
In this subsection we introduce the template-based invariant
generation problem of interest in this paper. Before present-
ing the problem, we give the definition of polynomial tem-
plates.
Definition 2 (Polynomial Template). A polynomial template
I (a,x) : Ca × R
n 7→ R is a polynomial in R[a,x], where Ca
is a compact subset of Rm satisfying Archimedean condition.
We refer a = (a1,a2, . . . ,am) ∈ Ca in I (a,x) as parameters
of I (a,x).
In the following, we give the definition of valid set. Our
invariant synthesis algorithm builds on underapproximating
this set.
Definition 3 (Valid Set). Given a program of the form in
Fig. 1 and a polynomial template I (a,x) ∈ R[a,x], a pa-
rameter assignment a0 ∈ Ca is valid if its instantiation {x |
I (a0,x) ≤ 0} is an invariant of this program. The valid set,
denoted as RI , is the set of all valid parameter assignments
for the polynomial template I (a,x).
Remark 2. In Definition 2 we require the parameter a to be
taken from a compact set Ca . This is without loss of general-
ity if the template polynomial I (a,x) is homogeneous in a (in
that case if a0 is a valid parameter assignment then a0/c is
also a valid parameter assignment for any non-zero constant
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c). This happens e.g. when the template is taken as Σαaαx
α
which includes all monomials xα under a certain degree d
(called a full template).
Given a polynomial template I (a,x), the invariant synthe-
sis problem is reduced to the search of a valid parameter
assignment a0 such that the set {x | I (a0,x) ≤ 0} is an in-
variant. We illustrate the template-based invariant synthesis
framework using the program in Example 1.
Example 2. For the program presented in Fig. 2, we choose
an invariant template I (a, x ,y) = y2 + x + a, where a is the
parameter.
By Definition 1, a parameter assignment a0 ∈ [−8,−4] is
valid if and only if the following formulas are satisfied for all
x and y.
(x2 + y2 ≤ 4) =⇒ (y2 + x + a0 ≤ 0)
(x ≤ 4) ∧ (y2 + x + a0 ≤ 0) =⇒ (
1
2
y2 + x + 1 + a0 ≤ 0)
(x ≥ 4) ∧ (y2 + x + a0 ≤ 0) =⇒ (x ≤ 7)
(3)
If such a valid a0 is found, then it can be substituted back
to the template to obtain an invariant {(x ,y) | y2 + x + a0 ≤ 0}.
However, directly applying symbolic constraint solving
methods, such as SMT solving, to find valid parameter as-
signment a0 using those formulas is impractical for general
nonlinear program due to their extremely high computational
complexity (up to double exponential [12]). In this paper we
address this problem in the semidefinite programming frame-
work and show that the special form of such formulas en-
ables us to underapproximate the valid set RI by solving a
hierarchy of semidefinite programmings. Each of these pro-
gramming can then be solved (e.g. by using interior-point
methods) in polynomial time for a given numeric error bound
ϵ .
3 Underapproximating Valid Set
Definition 1 and Definition 3 indicate that if we can find a
concrete element of RI , a corresponding invariant can be ob-
tained by simply substituting it back to the template. The
main difficulty here is that the conditions on parameters a
may involve nonlinear arithmetics, which makes satisfiable
assignments hard to find using symbolic methods. We show,
on the other hand, that the special form of those conditional
formulas enables us to construct underapproximations of RI
defined by conjunctions of polynomial inequalities using semi-
definite programming. A concrete element of such an under-
approximation (and also an element of RI ) can then be ex-
tracted by numeric optimization methods. We further prove
that the constructed underapproximations {R
(k)
I
} converge to
the valid set RI with respect to Lebesgue measure, provided
that some non-degenerate conditions are satisfied. That is to
say, almost all valid parameter assignments are included in
those underapproximations.
3.1 Underapproximating RI by Intersections
In order to better underapproximate RI , first we observe that
the conditions in Definition 1 can be treated separately. This
corresponds to write RI as the intersection of some simpler
set RI (i). Underapproximation of RI can then be obtained
by underapproximating each RI (i) and take their intersec-
tions. Performing underapproximations on RI (i) rather than
RI helps to reduce the numeric computation burden andmakes
the convergence of underapproximations faster.
Definition 1 indicates that the valid set RI can be written
as the intersections of some RI (i) and each RI (i) corresponds
to the i-th condition in Definition 1. More specifically, if we
define RI (i) as follows:
RI (0) = {a ∈ Ca |∀x ∈ Cx . (Pre(x) ≤ 0)
=⇒ (I (a,x) ≤ 0)}
RI (i) = {a ∈ Ca |∀x ∈ Cx . ((ci (x) ≤ 0) ∧ (I (a,x) ≤ 0))
=⇒ I (a, fi (x)) ≤ 0)}
for i = 1, 2, . . . ,k
RI (k + 1) = {a ∈ Ca |∀x ∈ Cx . (∧
k
i=1(ci (x) ≥ 0)
∧ (I (a,x) ≤ 0)) =⇒ Post(x) ≤ 0}
(4)
Then it can be verified by Definition 1 that
RI =
k+1⋂
i=0
RI (i)
Therefore, to underapproximate RI , we only need to un-
derapproximate each RI (i) and take their intersections.
3.2 Representing Functions
Approximations of RI (i) can be obtained by approximating
their representing functions. Representing functions of set
RI (i) are functions whose sub-level sets are equal to RI (i).
The formal definition is given as follows:
Definition 4. A representing function ϕ : Ca 7→ R of a set
R ⊆ Ca is a function such that R = {a ∈ Ca | ϕ(a) ≤ 0}.
Representing functions are not unique for a given set R,
but there always exists a representing function for a given
set R. For example, the function ϕ(a) =
{
0, a ∈ R
1 a ∈ Ca \ R
is a
representing function of the set R according to Definition 4.
Letϕi be a representing function ofRI (i), i ∈ {0, . . . ,k+1}.
It’s easy to see that a function дi : Ca 7→ R such that дi (a) ≥
ϕi (a) for a ∈ Ca defines an underapproximation Rд(i) of
RI (i), where Rд(i) = {a ∈ Ca | дi (a) ≤ 0}. Intuitively, the
better дi approximates ϕi , the less conservatively Rд(i) un-
derapproximates RI (i).
However, certain properties are required if we want to ob-
tain tight underapproximationsofRI (i) using numeric solvers.
More specifically, an appropriate representing function should
1. be continuous enough so that numerically computed
approximations may converge to it;
5
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2. assign most elements of RI (i) to strictly negative val-
ues so that some numeric errors can be tolerated;
3. have clear properties which can be used in numeric
computations.
With respect to the above requirements, we choose the fol-
lowing ϕi : Ca 7→ R as the representing functions of RI (i):
ϕi (a) =
{
−M if Ki (a) = ∅,
max(−M, supx ∈Ki (a) li (a,x)) otherwise,
(5)
where i = 0, . . . ,k + 1, M > 0 and li ∈ R[a,x], Ki (a) are
defined as:
l0(a,x) = I (a,x),
li (a,x) = I (a, fi (x)), i = 1, . . . ,k,
lk+1(a,x) = Post(x)
(6)
and
K0(a) = {x ∈ Cx | Pre(x) ≤ 0}
Ki (a) = {x ∈ Cx | (ci (x) ≤ 0) ∧ (I (a,x) ≤ 0)}
i = 1, . . . ,k
Kk+1(a) = {x ∈ Cx |
k∧
i=1
(ci (x) ≥ 0) ∧ (I (a,x) ≤ 0)}
(7)
The following theorem states that ϕi are indeed representing
functions of RI (i).
Theorem 1. ϕi in (5) is a representing function of the set
RI (i), i.e.
RI (i) = {a ∈ Ca | ϕi (a) ≤ 0},
where i = 0, . . . ,k.
Proof. Check the definition of ϕi in (5) against the definition
of RI (i) in (4). 
The representing function in (5) is upper-semicontinuous.
Theorem 2 (Upper-semicontinuity). ϕi : Ca 7→ R in (5) is
upper-semicontinuous, i = 0, . . . ,k + 1.
Proof. First we observe that ϕi can be seen as the maximum
of two functions ϕ ′i and ϕ
′′
i , where
ϕ′i (a) = −M,
ϕ′′i (a) =
{
−∞ Ki (a) = ∅
supx ∈Ki (a) li (a,x) otherwise
Since the maximum of two upper-semicontinuous func-
tions is still upper-semicontinuous and ϕ ′i is obviously upper-
semicontinuous,we only need to prove thatϕ ′′i is upper-semicontinuous.
Consider an arbitrary chosen a∗ ∈ Ca . For the case that
Ki (a
∗) , ∅, according to [32, Lemma 1], we obtain that ϕ ′′i
is upper-semicontinuous at a∗ ∈ Ca .
Now assume Ki (a
∗) = ∅. Let Ki = {(a,x) ∈ Ca × Cx |
x ∈ Ki (a)}. It can be easily checked thatKi is compact from
(7). Suppose {aj }j∈N with aj ∈ Ca is a sequence such that
limj→∞ aj = a
∗, we show that Ki (aj ) would be empty when
j is large enough.
If it is not the case, then no matter how large N ∈ N we
chose, there always exists a j > N such that Ki (aj ) is not
empty. Without loss of generality we assume that for all j,
Ki (aj ) is not empty (this can be done by taking subsequence
of the original sequence). Since Ki (aj ) is not empty, there
exists at least one x j such that (aj ,x j ) ∈ Ki . Ki is a compact
set, therefore {(aj ,x j )}j∈N is a bounded sequence. Accord-
ing to Bolzano-Weierstrass theorem, there is a subsequence
{(ajs ,x js )}js ∈N that converges to (a
∗
,x∗) for some x∗. More-
over, we have (a∗,x∗) ∈ Ki since Ki is compact. But that
means x∗ ∈ Ki (a
∗), which contradicts the assumption that
Ki (a
∗) is empty.
As a∗ ∈ Ca can be chosen arbitrarily, we conclude that ϕ
′′
i
is upper-semicontinuous in Ca . 
Since every ϕi in (5) is upper-semicontinuous according
to Theorem 2, they can be approximated by polynomial func-
tions from above in L1 norm:
Corollary 1. For each ϕi in (5), i = 0, . . . ,k, there exists a
sequence of polynomials {pi j }j∈N with pi j ≥ ϕi overCa such
that
lim
j→∞
∫
Ca
pi j (a) − ϕi (a)dµ(a) = 0. (8)
where µ is the Lebesgue measure on Ca .
Proof. It is clear that ϕi ≥ −M for 0 ≤ i ≤ k + 1. Moreover,
according to Theorem 2, ϕi are upper-semicontinuous on a
compact set Ca , which implies that they are bounded from
above as well. According to [32, Theorem 1], we know that
there exists a sequence of polynomials {pi j }j∈N satisfying (8)
for 0 ≤ i ≤ k + 1. 
3.3 Semidefinite Programming Implementation
In this subsection we present a semidefinite programming
based method for synthesizing an underapproximation of the
valid set RI based on representing functions. Moreover, we
show that the semidefinite programming can provide a se-
quence of underapproximationswhich converges to the valid
set RI with respect to Lebesgue measure under appropriate
assumptions.
Let’s start with the following polynomial optimization prob-
lem:
inf
piα
∑
α
γα p
i
α
s.t.
pi (a) − li (a,x) ≥ 0,∀(a,x) ∈ (Ca × Ki (a)),
pi (a) +M ≥ 0,∀(a,x) ∈ (Ca ×Cx ),
(9)
where pi (a) ∈ R[a], p
i
α denotes the coefficient of the mono-
mial of degree α in polynomialpi (i.e. pi (a) = Σαp
i
αa
α ), and
γα denotes the moment of the monomial of degree α , i.e.
γα =
∫
Ca
aα dµ(a)
where µ is the Lebesgue measure on Ca .
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Remark 3. M in (9) guarantees that the program (9) has
bounded objective values (i.e.
∑
α γαp
i
α does not tends to
−∞).
We can construct an underapproximation of the valid set
Ri by addressing (9).
Theorem 3 (Soundness). Let pi (a) ∈ R[a] be a feasible so-
lution to (9). Then the intersection of its zero sub-level set
R(i) and the setCa is an underapproximation of the valid set
RI (i), i.e., R(i) ⊆ RI (i), where
R(i) = {a ∈ Ca | pi (a) ≤ 0}. (10)
Proof. Assume a0 ∈ R(i). Since pi is a feasible solution to
(9), we have
li (a0,x) ≤ pi (a0) ≤ 0 ∀(a,x) ∈ (Ca ,Ki (a))
which immediately implies that a0 ∈ RI (i) according to (4),
(7) and (6). Therefore, R(i) ⊆ RI (i). 
In the following we prove that the optimization (9) can
provide a convergent sequence of underapproximations to
the valid set Ri with respect to Lebesgue measure under As-
sumption 1.
Assumption 1. For i = 0, . . . ,k + 1, the zero level set of ϕi ,
i.e.
RrI (i) = {a ∈ Ca | ϕi (a) = 0}
has Lebesgue measure zero.
Remark 4. Assumption 1 basically states that the zero level
set of ϕi should be negligible. Note that the zero level set
of ϕi actually equals to the zero points of ϕ
′′
i defined in the
proof of Theorem 2, and ϕ ′′i can be proved to be a semialge-
braic function in the following Lemma 1. Therefore, Rr
I
(i) is
actually the zero level set of a semialgebraic function ϕ ′′i .
By [5, Lemma 2.5.2], there exists a nonzero polynomial
h ∈ R[a,y] such that h(a,ϕ ′′i (a)) = 0 for every a ∈ Ca . The
zero level set of ϕ ′′i (a) is therefore contained in the zero level
set of h(a, 0).
Note that h(a, 0) is a polynomial. If Assumption 1 were
to be violated, h(a, 0) must be constant zero. In other words,
h(a,y) containsy as a factor, which is generally not the case
in practice.
Lemma 1 (Semialgebraic functions). Let A ⊆ B ⊆ Rm+n
be two semialgebraic sets. Let ψ : B → R be a polynomial
function. Then θ (a) = sup(a,x )∈Aψ (a,x) is a semialgebraic
function. In particular, ϕ ′′i are semialgebraic functions.
Proof. By definition of semialgebraic function, we only need
to show the graph of θ is a semialgebraic set (see e.g. [5,
Definition 2.2.5]). The graph of the function θ (a) is
{(a,y) ∈ Rm+1 | (∀x . (a,x) ∈ A =⇒ ψ (a,x) ≤ y)∧
(∀ϵ ∈ R+,∃x .(a,x) ∈ A ∧ψ (a,x) + ϵ > y)},
which is a semialgebraic set in Rm+1 by Tarski-Seidenberg
principle (see e.g. [5, Definition 2.2.3, Proposition 2.2.4]).
Applying this result to ϕ ′′i with A = {(a,x) ∈ Ca × Cx |
x ∈ Ki (a)}, B = R
m+n and ψ = li , it follows that ϕ
′′
i s are
semialgebraic functions. 
Theorem 4 (Optimality). There exists a series of feasible
solutions p∗i j (a) to (9) such that the objective values of p
∗
i j
tend to v∗, i.e.
lim
j→∞
∑
α
γαp
i j∗
α = v
∗
,
where v∗ =
∫
Ca
ϕi (a)dµ(a) and p
∗
i j (a) = Σαp
i j∗
α a
α . Further-
more, the zero sub-level set of p∗i j
R(j)(i) = {a ∈ Ca | p
∗
i j (a) ≤ 0} (11)
satisfies
lim
j→∞
µ(RI (i) \ R
(j)(i)) = 0, (12)
if Assumption 1 is satisfied. Here µ denotes Lebesgue mea-
sure.
Proof. According to (5) and (9), we have that if pi (a) is a
feasible solution to (9), pi (a) ≥ ϕi (a) over a ∈ Ca .
According to Corollary 1, there exists a sequence {pi j }j∈N
with pi j ≥ ϕi on Ca such that
lim
j→∞
∫
Ca
pi j (a) − ϕi (a)dµ(a) = 0 (13)
holds.
Also, according to (5), we have
pi j (a) ≥
{
li (a,x) ∀(a,x) ∈ (Ca × Ki (a)),
−M ∀a ∈ Ca .
That is, pi j in (13) are feasible solutions to (9).
On the other hand, since pi j ≥ ϕi overCa , we have∫
Ca
pi j (a) − ϕi (a)dµ(a) =∑
α
γα p
i j
α −
∫
Ca
ϕi (a)dµ(a) ≥ 0.
This means that the series pi j in (13) can be used as the
required p∗i j .
The proof of (12) is similar to the one in [32, Theorem
3]. 
ALasserre hierarchy of sum-of-squares programmings can
be built to approximate (9) in the standard way. The degree
d relaxationMd (i) of (9) can be written as follows:
Md (i) : min
piα ∈R,
σiσ
K
ir
σ a
ir
σ x
ir
σ ′
i
σ ′K
ir
σ ′a
ir
σ ′x
ir
∈Σ2d [a,x ]
∑
α
γαp
i
α
pi (a) − li (a,x) = σi (a,x) −
mi∑
r=1
σKir (a,x)дir (a,x)
−
sa∑
r=1
σair (a,x)h
a
r (a) −
sx∑
r=1
σxir (a,x)h
x
r (x),
pi (a) +M = σ
′
i (a,x) −
sa∑
r=1
σ ′air (a,x)h
a
r (a)
−
sx∑
r=1
σ ′xir (a,x)h
x
r (x),
(14)
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where дir (a,x), h
a
r (a) and h
x
r (x) are chosen such that
Ca = {a |
sa∧
r=1
har (a) ≤ 0}
Cx = {x |
sx∧
r=1
hxr (x) ≤ 0}
Ki (a) = {x ∈ Cx |
mi∧
r=1
дir (a,x) ≤ 0}
and σi ,σ
K
ir ,σ
a
ir ,σ
x
ir ,σ
′
i ,σ
′K
ir ,σ
′a
ir ,σ
′x
ir ∈ Σ[a,x]
2d .
In [32, Theorem 5], it has been shown that if the feasible
region of (9) satisfies Archimedean condition and contains
an interior point, then the SOS problem (14) has no dual
gap with its dual moment problem (see formulas (17) (18) in
[32]) and a sequence of optimal solutions p∗i j (a) to the SOS
problems (14) converges to v∗ and satisfies (13). Moreover,
as shown in [25, Theorem 1], we can also avoid to check the
existence of an interior point by adding the (dummy) con-
straints ‖x ‖2 ≤ Mx , ‖a‖
2 ≤ Ma to (14), which will also guar-
antee that the SOS problem (14) has no dual gap with its the
dual problem and its optimal solution p∗i j (a) converges to v
∗.
For numerical stability of solving the SOS problem (14), we
also prefer to scale all variables to the unit sphere or rescale
the moments to γα =
1
µ (Ca )
∫
Ca
aαdµ(a).
We also noted that it helps to obtain tighter underapprox-
imations by partitioning Ca into smaller sets and solve the
sum-of-squares programmings for each partition.
4 Algorithm
In this section we elucidate our algorithm based on solving
(9) for synthesizing invariants for the program in Fig. 1. The
algorithm mainly consists of two steps: the first one is to
synthesize a non-empty underapproximation of the valid set
RI by solving (14); the second step is to extract a valid as-
signment in the synthesized underapproximation to form an
invariant. The algorithm is formally presented as Algorithm
1.
Algorithm 1 Invariant Synthesis Algorithm
Input: I (a,x) and a program of the form in Fig. 1
Output: a valid parameter assignment a0
1: d ← 1
2: while True do
3: for i = 0, 1, . . . ,k + 1 do
4: Md (i) ← Lasserre relaxation of (9) of degree d
5: p∗
id
← solutions ofMd (i) ⊲ SDP solving
6: R(d )(i) ← {a ∈ Ca | p
∗
id
(a) ≤ 0}
7: end for
8: if a0 ∈
k+1⋂
i=0
R(d )(i) is found then ⊲ numeric methods
9: return a0 ⊲ {x | I (a0,x) ≤ 0} is an invariant.
10: else
11: d ← d + 1 ⊲ increase degree d iteratively
12: end if
13: end while
Algorithm 1 takes a polynomial template I (a,x) as input
and attempts to find a valid valuation a0 such that the set
{x | I (a0,x) ≤ 0} is an invariant of the program in Fig. 1.
In order to find an invariant, we first assign d = 1 in (14)
and obtain the corresponding semidefinite programmingsMd (i),
i = 1, 2, . . . ,k+1. The polynomial obtained by solvingMd (i)
using a SDP solver is used to form an underapproximation
R(d )(i) of RI (i), as shown in Line 6.
After R(d )(i) are computed, numeric methods for polyno-
mial optimization are used to search for an a0 such that a0 ∈⋂k+1
i=0 R
(d )(i). If a valid assignment a0 is found, then a0 ∈ RI
and therefore {x | I (a0,x) ≤ 0} is an invariant. On the other
hand, if no such a0 can be found, either due to
⋂k+1
i=0 R
(d )(i) =
∅ or incompleteness of numeric methods for polynomial op-
timization, we increase the relaxation degree d as shown in
Line 11 and repeat the above process to compute less con-
servative underapproximations, in which a valid parameter
assignment a0 is more likely to be found.
Example 3. Let’s continue Example 2. In order to synthesize
an invariant with the template I (a, x ,y) = y2 + x + a, we
need to underapproximate the following sets RI (0), RI (1) and
RI (2), where
RI (0) = {a ∈ [−8,−4] | ∀x,y.(x
2
+ y2 ≤ 4) =⇒ (y2 + x + a ≤ 0)}
RI (1) = {a ∈ [−8,−4] | ∀x,y.(y
2
+ x + a ≤ 0) =⇒
(
1
2
y2 + x + 1 + a ≤ 0)}
RI (2) = {a ∈ [−8,−4] | ∀x,y.(y
2
+ x + a ≤ 0) =⇒ (x − 7 ≤ 0)}
The first iteration of Algorithm 1 produces the following
underapproximations:
R(1)(1) = {a ∈ [−8,−4] | 1.00000071a + 6.0000032 ≤ 0}
R(1)(2) = {a ∈ [−8,−4] | 0.66161197a + 3.8232235 ≤ 0}
R(1)(3) = {a ∈ [−8,−4] | −0.9999999a − 6.9999999 ≤ 0}
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a0 = −6.5 is found from R
(1)(1) ∩R(1)(2) ∩R(1)(3) and thus
a valid invariant {(x ,y) | y2 + x − 6.5 ≤ 0} is obtained. The
SMT solverZ3 further verifies that {(x ,y) | y2 + x − 6.5 ≤ 0}
is indeed an invariant of the example program in Fig. 2.
Next we show that Algorithm 1 can always provide an in-
variant under appropriate assumptions.
Theorem 5 (Weak Completeness). Under Assumption 1, if
the valid set RI has positive Lebesgue measure, Algorithm
1 can always return an invariant provided that the numeric
methods used in Line 8 are able to find a valid a0 when⋂k+1
i=0 R
(d )(i) has positive Lebesgue measure.
Proof. According to [25, Theorem 1], the sum-of-squares
problemming (14) has no dual gap with its the dual moment
problem (see formulas (17) (18) in [32]) and (14) has an op-
timal solution p∗
id
(a) satisfying (13).
Just as in the proof of (12) in Theorem 4, we can prove
lim
d→∞
µ(RI (i) \ R
(d )(i)) = 0,∀i ∈ 0, 1, . . . ,k + 1. (15)
under Assumption 1.
Let R(d ) =
⋂k+1
i=0 R
(d )(i). Since RI =
⋂k+1
i=0 RI (i) has posi-
tive Lebesgue measure, (15) indicates that
lim
d→∞
µ(RI \ R
(d )) = 0,
which further implies that R(d ) has positive Lebesgue mea-
sure when d is large enough. Therefore, Algorithm 1 can find
an invariant if the condition on the numeric methods for find-
ing a a0 in Algorithm 1 is satisfied. 
5 Experiments
The following experiments are performed on a PC with AMD
Ryzen 2200G CPU and 16GB RAM running Manjaro Linux
18.0 x86_64.
We used SumOfSquares.jl package[35] of Julia[4]
to invoke the SDP solver of Mosek[2] to solve the resulted
semidefinite programmings. For comparison, we also use Z3
version 4.8.0 and Redlog version 3258 to do nonlinear
real SMT solving and nonlinear real quantifier elimination.
1 { x = A − 1 ∧ y = 1 ∧ z = 1/2 }
2 while (2 * x * z >= epsilon) {
3 if (- 2 * x + 2 * y + z <= 0) {
4 x := 2 * x - 2 * y - z;
5 y := y + z;
6 z := z / 2;
7 } else {
8 x := 2 * x;
9 y := y;
10 z := z / 2;
11 }
12 }
13 { y2 ≤ A ≤ y2 + ϵ }
Code 1. A square root program
5.1 A Square Root Program
Our first example is a program which computes the approx-
imate square root of a number A with respect to maximal
tolerant error ϵ . The program is given in Code 1.
To prove the postcondition y2 ≤ A ≤ y2 + ϵ , we need to
combine several invariants. The most crucial invariant isy2+
2xz = A (which in our current framework, must be proved
separately as two inequalities). Due to the length limit we
only show here the most non-trivial part.
Suppose we have already synthesized the trivial invariants
x ≥ 0, y ≥ 0 and z ≥ 0 (which can be done using a linear
template). We now try to find a quadratic invariant which
can enable us to prove the right side of postcondition, i.e.
A ≤ y2 + ϵ .
The quadratic template is chosen to be I (a,b, x ,y, z,A, ϵ) =
−y2 − axz + b +A with respect to terms appeared in the pro-
gram and the postcondition. In computation, The range of
variable x ,y, z,A, ϵ is set to [−100, 100] and the range of pa-
rameter a is set to [1.9, 2.1], the range of b is set to [−0.1, 0.1].
Our algorithm returns an assignment a = 1.999689, b =
0.008131, which gives the invariant:
Inv = −y2 − 1.999689xz +A + 0.008631 ≤ 0
Unfortunately, this invariant is a little weaker than the de-
sired one (specifically, "0.008631 weaker") and Z3 does as-
sert Inv defined above (when used together which the loop
exit condition 2xz ≤ ϵ) does not imply A ≤ y2 + ϵ . The lit-
tle difference here (namely, 0.008631) is mainly due to error
accumulated during numeric computation.
However, the numeric pattern of Inv strongly indicates that
we should check
Inv
′
= −y2 − 2xz +A ≤ 0
instead, which can be proved by Z3 to be indeed an invari-
ant.
Thus, the right side of postcondition, i.e.A ≤ y2+ϵ can be
proved using Inv ′ together with the trivial invariants x ≥ 0,
y ≥ 0 and z ≥ 0.
The left side of postcondition can be proved using an al-
most completely symmetric process. The only difference is
that the template is chosen to be I (a,b, x ,y, z,A, ϵ) = y2 +
axz + b − A. Note that the synthesized invariant also needs
some adjustments to counter the effect of numeric error.
5.2 A Fully Nonlinear Example
The assignments of the square root program are linear. Be-
sides, the invariant is in fact an equality (which is y2 + 2xz =
A, thoughwe prove it as two inequalities). There are some ex-
isting works that can synthesize this kind of invariants (rela-
tively) effectively [23, 24], and indeed they can deal with the
square root program. In this section, we give a fully nonlinear
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example in the sense that it has nonlinear assignments, pre-
conditions, postconditions and loop guards, with only poly-
nomial inequality as invariants.
It should be noticed that though this example seems to
be simple, most existing approaches failed to synthesize in-
variants for it. The nonlinear nature rules out many exist-
ing works [8, 23], and methods based on BMI [9] solving
failed due to strengthening of invariant conditions. Further-
more, methods based on linear recurrence solving [29] failed
because no non-trivial closed form solution can be found.
Therefore, we only show the comparison between our algo-
rithm and those based on SMT solving and quantifier elimi-
nation.
The program to be concerned is given in Code 2. This pro-
gram is taken from [11].
1 { x2 + y2 ≤ 1 }
2 while (x^2 + y^2 <= 3) {
3 x := x^2 + y - 1;
4 y := x*y + y + 1;
5 }
6 { x2 − 2y2 ≤ 4 }
Code 2. A nonlinear program
We use the following polynomial template
I (a,b,x,y) = x2 + ay2 + b,
and set the range of variables x ,y to [−100, 100] and range
of parameters a,b to [−2, 2] during computation.
According to Definition 1, the conditions on a,b for the
set {(x ,y) | I (a,b, x ,y) ≤ 0} to be an invariant can be written
as the following first-order formulas:
cond1 = ∀x .∀y.((x
2
+ y2 ≤ 1) =⇒ (x2 + ay2 + b ≤ 0))
cond2 = ∀x .∀y.((x
2
+ y2 ≤ 3) ∧ (x2 + ay2 + b ≤ 0)
=⇒ (ax4y2 + 2ax2y3 + ay4+
x4 + 2ax2y + 2x2y + 2ay2−
2x2 + y2 − 2y + a + b + 1))
cond3 = ∀x .∀y.((x
2
+ y2 ≥ 3) ∧ (x2 + ay2 + b ≤ 0)
=⇒ (x2 − 2y2 ≤ 4)).
The problem of synthesizing invariants can then be re-
duced to findinga andb such that the formula cond = cond1∧
cond2∧cond3 is satisfied, which can be done by modern SMT
solvers or quantifier eliminators theoretically.
However, it’s difficult for symbolic solvers to find satisfi-
able assignments due to the complicated form of cond. Z3
and Redlog both failed in finding a satisfying assignment
for cond in 12 hours. The main reason here is the extremely
high complexity (up to double exponential [12]) of the algo-
rithms they used.
On the other hand, our algorithm treats this example very
well. We use three different polynomials p1, p2 and p3 to rep-
resent the three conditions of Definition 1 respectively. In
particular, we have:
(p1(a,b) ≤ 0) =⇒ cond1
(p2(a,b) ≤ 0) =⇒ cond2
(p3(a,b) ≤ 0) =⇒ cond3
where condi is defined above and pi are solutions to the sum-
of-squares programming (9).
Solving Lasserre hierarchy of (9) gives us a series of poly-
nomials p
(j)
i . In this particular example, relaxation of (9) of
degree 4 results in a semidefinite programming of only sev-
eral hundreds of constraints, and can be solved by Mosek
SDP solver in seconds. The synthesized p ′is are:
p ′1(a,b) = 0.140637a
2
+ 0.187482a + 0.999999b + 1.062482
p ′2(a,b) = −1.239529a
2 − 2.410281ab − 0.677983b2
+ 0.059746a − 4.313426b + 7.464047
p ′3(a,b) = 0.999999b − 3.999999
Using polynomial optimization algorithms provided by Mosek,
we can obtain an assignment a = −1.95, b = −1.95 such that
(p1(a,b) ≤ 0)∧(p2(a,b) ≤ 0)∧(p3(a,b) ≤ 0). The correspond-
ing invariant is
Inv = {(x,y) | x2 − 1.95y2 − 1.95 ≤ 0},
which can be verified by Z3 to be a valid invariant of the
program.
5.3 A Small Benchmark
We hand-crafted several nonlinear programs with nonlinear
(inequality) invariants and test our algorithm on them. Simi-
larly to the last example, existing works failed to synthesize
invariants for all of them.
In all these cases, the range of variable is set to [−100, 100]
and range of template parameter is set to [−5, 5] during com-
putation.
Table 1 summarises the experiment results. Our algorithm
succeed in synthesizing invariants for all of them in the mag-
nitude of seconds.
Table 1. Test Results
Nx Na Nc Dx DI T (s)
L1 2 2 1 3 2 24.457
L2 2 2 2 2 2 33.224
L3 2 2 1 3 2 34.068
L4 2 3 1 3 2 135.682
In Table 1, Nx represents the number of variables in the
program,Na represents the number of parameters in the tem-
plate we use,Nc represents the number of conditional branches
in the programs,Dx represents the maximal degree of the ex-
pressions of the program (as polynomials),DI represents the
degree of the template we use (and the degree of the synthe-
sized invariant) andT represents the time spent in synthesiz-
ing invariants (in seconds).
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6 Extensions
6.1 Semialgebraic Template
In this subsection we briefly introduce the extension of our
approach to invariant synthesis using semialgebraic templates.
First, we observe that the techniques introduced in this paper
can be applied to the case when templates are basic semi-
algebraic (instead of only polynomial) with no substantial
change. After that we show that our algorithm can also be
applied to the cases when templates are semialgebraic (i.e.
disjunction of basic semialgebraic ones) using a lifting pro-
cess.
The basic semialgebraic template is formally defined as
follows:
Definition 5. A basic semialgebraic template Invb (a,x) is a
finite collection of polynomials Ir (a,x) ∈ R[a,x], where a
are referred as parameters. Given a parameter assignment
a0 ∈ R
m , the instantiation of Invb with regard to a0 is the set
{x |
∧
r Ir (a0,x) ≤ 0}.
A brief review of techniques presented in this paper indi-
cates that our algorithm can be extended to basic semialge-
braic case with no substantial change. In particular, the def-
inition of Ki (a) and li (a,x) should be changed to a slightly
generalized version given as follows:
l0(a,x) = max
r
Ir (a,x)
li (a,x) = max
r
Ir (a, fi (x)) i = 1, . . . ,k
lk+1(a,x) = Post(x)
(16)
and:
K0(a) = {x ∈ Cx | Pre(x) ≤ 0}
Ki (a) = {x ∈ Cx | (ci (x) ≤ 0)
∧ (
∧
r
Ir (a,x) ≤ 0)} i = 1, . . . ,k
Kk+1(a) = {x ∈ Cx | (∧
k
i=1ci (x) ≥ 0) ∧ (
∧
r
Ir (a,x) ≤ 0)}
(17)
Then all other results can be derived similarly.
Furthermore, we show that the semialgebraic templates
can be reduced to basic semialgebraic templates by lifting.
This shows a theoretical possibility to use our algorithm to
synthesize semialgebraic invariants. First we give formal def-
inition of semialgebraic templates as follows:
Definition 6. A (general) semialgebraic template Invд(a,x)
is a finite collection of polynomials Ir t (a,x) ∈ R[a,x], where
a are referred as parameters. Given a parameter assignment
a0 ∈ R
m , the instantiation of Invд with regard to a0 is the set
{x |
∨
r
∧
t Ir t (a0,x) ≤ 0}.
The key observation here is that a general semialgebraic
template can be reduced to a basic semialgebraic template
by lifting to higher dimensions. The underlying reason for
this is the fact that every semialgebraic set is the projection
of a closed basic semialgebraic set [5]. The following lemma
details the lifting we needed and can be easily proven as e.g.
a corollary of [33, Lemma 14.3].
Lemma 2. Let C ⊂ Rd be a compact basic semialgebraic
set defined as C = {x ∈ Rd | дv (x) ≤ 0,v = 1, . . . ,m}
and ∀x ∈ C .M − ‖x ‖ ≥ 0 for some known M > 0. For any
semialgebraic set S = {x ∈ C |
∨n
i=1
∧m
j=1 fi j (x) ≤ 0} where
fi j ∈ R[x], there exists a basic semialgebraic lifting. In par-
ticular, there exists p, s ∈ N and polynomialsh1,h2, . . . ,hs ∈
R[x ,y1,y2, . . . ,yp ] such that:
S = {x ∈ C | ∃y. (
s∧
k=1
hk (x,y) ≤ 0) ∧ (yp ≤ 0)}.
Based on Lemma 2, we show that the general semialge-
braic cases can be treated by lifting to basic semialgebraic
cases and a two-step approximation. First observe that the
set
{(a,x) ∈ Ca ×Cx |
∨
r
∧
t
Ir t (a,x) ≤ 0}
has a basic semialgebraic lifting. To be specific, it equals to:
{(a,x) ∈ Ca ×Cx | ∃y. (
s∧
k=1
hk (a,x,y) ≤ 0) ∧ (yp ≤ 0)}
As both a and x have known bounds (respectively,Ca and
Cx ), it can be proved that y lies in some known compact
set Cy . Therefore, the ∃y. (
∧s
k=1 hk (a,x ,y) ≤ 0) ∧ (yp ≤ 0)
part can be approximated by conjunctions of some polyno-
mial inequalities pk (a,x) ≤ 0 using techniques presented in
[32]. The conjunctions pk (a,x) ≤ 0 can now be treated as a
basic semialgebraic template on which our algorithm can be
applied.
Therefore, our algorithm can be used to synthesize general
semialgebraic invariants by lifting the semialgebraic template
to a basic semialgebraic template. Regarding how to com-
pute such a lifting, readers may refer to [33]. Unfortunately,
(some form of) completeness results such as Theorem 5 are
difficult to obtain and would need stronger assumptions.
However, our algorithm proves to be less efficient for gen-
eral semialgebraic cases compared to polynomial and basic
semialgebraic cases in practice. The main reason lies in the
lifting process: applying lifting dramatically increases either
the degree of defining polynomials or the number of param-
eters, sometimes even both. The sets of valid parameter as-
signments of lifted templates also tend to have more com-
plex boundaries, which means higher relaxation degree d is
needed.
6.2 Non-polynomial Functions
When the program of interest contains non-polynomial con-
tinuous functions (such as exponential, logarithmic or trigono-
metric functions) in conditions or assignments, it’s not possi-
ble to directly use Algorithm 1 to synthesize invariants, even
if the template itself is polynomial. The main difficulty lies
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in the solving of (now a non-polynomial) optimization prob-
lem (9). In our approach, (9) is first relaxed to a hierarchy
of sum-of-squares programmings, then those sum-of-squares
programmings are cast to semidefinite programmings and
solved by SDP solvers. However, when non-polynomial func-
tions are involved, both the relaxation and the solving would
be problematic: Positivstellensatz for non-polynomial func-
tions [33] require strong conditions and are hard to use; even
in cases when a hierarchy of sum-of-squares relaxation can
be built, such a programming can no longer be easily cast as
a semidefinite programming since non-polynomial functions
are involved.
However, that does not mean that there is nothing we can
do when non-polynomial functions are present in programs.
A common way of treating them is symbolic abstraction [37,
48]. The basic idea is to use a formula in the abstract domain
(in our case, the conjunctions of polynomial inequalities) to
best overapproximate the “real meaning” of the original for-
mula.
In this subsection, we briefly explain how to combine our
approach with symbolic abstraction to synthesize invariants
for programswhere non-polynomial continuous functions are
present. In the following, the precondition Pre(x), the post-
condition Post(x), the guards ci (x) and the assignments fi (x)
in program model presented in Fig. 1 are assumed to contain
terms built by non-polynomial continuous functions.
Let ti be the collection of all variables and non-polynomial
terms resulted from the first application of a non-polynomial
function to a specific term, e.g., sin(x + y), but not sin(x) +
sin(y). The abstract mapping abt can be defined from bottom
up as follows:
abt(c) = c, c ∈ R
abt(aj ) = aj
abt(ti ) = zi
abt(u ≤ 0) = abt(u) ≤ 0
abt(u1 + u2) = abt(u1) + abt(u2)
abt(u1 ∗ u2) = abt(u1) ∗ abt(u2)
abt(w1 ∧w2) = abt(w1) ∧ abt(w2)
where c is a constant, u denotes a term and w denotes a for-
mula. Note that the result of abt is conjunctions of polyno-
mial inequalities as all non-polynomial terms are abstracted
as new variables. abt should be applied to a formula recur-
sively from the inner-most. Since all the non-polynomial func-
tions used in program are assumed to be continuous and vari-
ables x are taken from a compact set Cx satisfying ∀x ∈
Cx . ‖x ‖
2 ≤ Mx , the abstracted variables z also fall in a com-
pact set Cz satisfying ∀z ∈ Cz . ‖z‖
2 ≤ Mz for someMz > 0.
We also define strengthening of abstraction of formula w
as follows:
Definition 7. A strengthening abt(w) of an abstraction abt(w)
is a formula consists of conjunctions of polynomial inequal-
ities (just as abt(w)) satisfying w =⇒ abt(w) as well as
abt(w) =⇒ abt(w).
The best (strongest) strengthening of an abstraction abt(w)
is difficult to find, sometimes even does not exist. One usu-
ally needs to resort to heuristics regarding the specific non-
polynomial functions being abstracted to obtain a good strength-
ening procedure.We do not expand further on this. Interested
readers may refer to e.g., [29, 48] for some examples. We as-
sume in the following that a strengthening procedure is avail-
able.
As in Section 3, we write RI as the intersection of RI (i).
Using abstraction mapping abt, we can define the following
abstracted valid set Ra(0) and Ra(k + 1) as:
Ra (0) = {a ∈ Ca |∀z ∈ Cz .
abt(Pre(x) ≤ 0) =⇒ abt(I (a,x) ≤ 0)}
Ra (k + 1) = {a ∈ Ca |∀z ∈ Cz .
abt(
k∧
i=1
(ci (x) ≥ 0) ∧ (I (a,x) ≤ 0))
=⇒ abt(Post(x) ≤ 0)}
It can be verified that Ra(0) ⊆ RI (0) and Ra(k + 1) ⊆
RI (k + 1). In order to deal with the remaining RI (i), we need
to keep two sets of fresh variables {zi } and {z
′
i }, representing
the abstraction of program states before and after the loop ex-
ecutes respectively. The abstracted valid set Ra (i) can then be
defined as:
Ra (i) = {a ∈ Ca | ∀z ∈ Cz∀z
′ ∈ Cz .
abt((ci (x) ≤ 0) ∧ (I (a,x) ≤ 0))
∧ abt(x ′ = fi (x)) =⇒ abt(I (a,x
′) ≤ 0)}
for i = 1, . . . ,k.
It can be verified that Ra(i) ⊆ RI (i). Note that Ra(i) no
longer contain non-polynomial functions and can be under-
approximated using our algorithm. If a valid parameter as-
signment a0 was found in Ra(i), an invariant can be obtained
by substituting it back to the template. It should be noted
though that weak completeness does not hold due to infor-
mation lost in the abstraction process.
Example 4. Consider the program given in Code 3.
1 { x + y + sin(x) ≤ 0 }
2 while (x <= 0)
3 {
4 y := y + sin(x);
5 x := x + 2 * π;
6 y := y - 2 * π;
7 y := y - sin(x);
8 }
9 { x + y + sin(x) ≤ 2 }
Code 3. A non-polynomial program
To synthesize invariants for this program, we use the tem-
plate I (a, x ,y) = x +y+a ≤ 0. Apply the abstraction process
presented above and let z1 = x , z2 = y and z3 = sin(x), we
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can build the abstracted valid set as:
Ra(0) = {a ∈ Ca |∀z ∈ Cz . ((z1 + z2 + z3 ≤ 0)
∧ (z3 ≥ −1)) =⇒ (z1 + z2 + a ≤ 0)}
Ra(1) = {a ∈ Ca |∀z ∈ Cz∀z
′ ∈ Cz ((z1 ≤ 0)
∧ (z ′1 = z1 + 2π ) ∧ (z1 + z2 + a ≤ 0)
∧ (z ′2 = z2 − 2π + z3 − z
′
3) ∧ (z3 = z
′
3))
=⇒ (z ′1 + z
′
2 + a ≤ 0)}
Ra(2) = {a ∈ Ca |∀z ∈ Cz . ((z1 ≥ 0) ∧ (z1 + z2 + a ≤ 0))
∧ (z3 ≤ 1) =⇒ (z1 + z2 + z3 ≤ 2)}
note that the additional formulas z3 ≥ −1. z3 ≤ 1 and z3 =
z′3 introduced by the strengthening procedure.
The abstracted valid set Ra(i) can then be underapproxi-
mated by the techniques presented in this paper. A valid pa-
rameter assignment a = −1 can be extracted from it, which
gives us the invariant {(x ,y) | x + y − 1 ≤ 0}. Obviously it is
indeed an invariant and can be used to prove the validity of
the Hoare triple.
7 Conclusion
In this paper, we presented a new way of synthesizing ba-
sic semialgebraic invariants with regards to a template using
semidefinite programming (SDP) based on Lasserre’s results
in [31, 32]. Unlike symbolic methods such as SMT solv-
ing or quantifier elimination, our approach admits the effi-
ciency brought by SDP solving (which can be done in poly-
nomial time for a given numeric error ϵ) and outperforms
them greatly (as the decision process they used have dou-
ble exponential complexity [12]); on the other hand, we also
proved a weak completeness result stating that when some
non-degenerate conditions are satisfied, our algorithm guar-
antees to find an invariant with regard to the given template,
which is previously only guaranteed by symbolic methods.
Some illustrative examples were given to show that our al-
gorithm can synthesize invariants when existing approaches
failed (either due to incompleteness or time out). We also
briefly discussed the extension of our approach to the case
when templates are semialgebraic instead of basic semialge-
braic, and the case when non-polynomial continuous func-
tions are presented in programs.
As future work, we are interested in finding a better method
to deal with general semialgebraic templates. Moreover, we
plan to extend the techniques presented in this paper to invari-
ant synthesis for polynomial dynamical systems and hybrid
systems. We also would like to investigate the possible use of
moments in invariant synthesis for stochastic dynamical sys-
tems. Finally, we plan to analyse further the numeric error
introduced by SDP in our algorithm and see whether it can
be bounded so that the invariant returned by it can be guaran-
teed to be an actual invariant without the need of verification
by SMT solvers.
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