We derive a feedback control law for the control of the downstream flow in a 1-D open channel by manipulating the water flow at an upstream location. We use backstepping for controller design and Lyapunov techniques for stability analysis. Finally, the controller is verified with simulations.
equations consist of two equations: mass conservation and momentum conservation [3] . The equations are as follows:
(1)
where A(x, t) is the wetted cross-sectional area (m 2 ), Q(x, t) is the discharge (m 3 /s) across A, Y (x, t) is the water depth (m), S f is the friction slope (m/m), S b is the bed slope (m/m), and g is the gravitational acceleration (m/s 2 ). For the purposes of this report, we make further approximation about the geometry of the problem. We assume a rectangular cross-section and a weir structure positioned downstream at x = L to arrive at the following relations:
A(x, t) = B 0 Y (x, t) (3)
Q(x, t) = V (x, t)A(x, t)
where B 0 is the bed width (m), Z is the absolute water elevation (m), and V (x, t) is the mean water velocity (m/s) across section A. We also assume that the weir structure can be modeled by the static relation Q(L, t) = W (Z(L, t)), where W (·) is an analytical function.
We apply the above relations and linearize the system to arrive at the Hayami model which requires less knowledge of the geometry of the system. The dynamics for x ∈ [0, L] are modeled by
where q(x, t) and z(x, t) are the deviations from the nominal flow Q 0 and the reference elevation Z 0 , respectively, and C 0 and D 0 are the nominal celerity and diffusivity, respectively, which depend on Q 0 . A detailed derivation is given in Appendix A of [4] . We also assume the relation between the flow and water height at the weir structure can be linearized and thus find the boundary condition
where b is the linearization constant (m 2 /s). This is the system treated in [1] , with the control u(t) = q(0, t) and zero initial conditions. A diagram of the system is shown in Figure 1 . Our objective is to derive a control which stabilizes the system to the open-loop equilibrium given any (smooth) initial condition. This is equivalent to driving q(x, t) to zero so that Q(x, t) = Q 0 + q(x, t) → Q 0 over time. We achieve this using backstepping design, but to do so we first map the Hayami model to a system in the form of a PDE-ODE interconnection.
The PDE-ODE interconnection
We study the system approximated by the Hayami model, with the control input µ(t) actuated at the boundary x = 0. We do not use initial conditions in the derivation of the control law, thus the control is general to any (smooth) initial condition. We will make a series of variable changes to make the backstepping design easier. We start by flipping the spatial coordinates so that the input is at x = 1 and the output is at x = 0. Applying the variable change x = L−x L and renaming the dummy variables, the system (6)-(8) is mapped to
with the control input
We set the control law µ(t) = e C 0 2D 0
x U (t) and define the change of variables q(x, t) = u(x, t)e C 0 2D 0
x and
x . Taking the time and spatial derivatives and substituting into (9)-(13), we have the following system
Now define X(t) := B 0 v(0, t). We can then rewrite the (v, u) system in the form of a PDE-ODE interconnection (X, u). We are concerned with the stabilization of the (X, u) system.
We differentiate X(t) with respect to time to arrive at the new equation for (14) and plug in the variable change to get the new equation for (16). The (X, u) interconnection iṡ
Controller design
We design a boundary controller for the PDE-ODE system (18)-(21) using backstepping design.
Coordinate transformation
Consider the transformation
where γ, k, and the control law U are chosen such that (18)- (21) is mapped to the following target systeṁ
where λ is some positive constant.
We first derive the kernels k and γ. The time derivative of the transformation is
We want to get rid of the u t term in the integral in order to cancel terms later. Using the PDE on u and integrating by parts twice we get
Thus the time derivative is
The spatial derivatives are
We then plug the relevant equations into (19) and set the coefficients of unwanted terms to zero to arrive at(24). We find that k(x, y) must satisfy the following
which is satisfied by
We also find that γ(x) must satisfy the following condition:
Plugging (22) and (30) into (18) and (20), we find the following boundary conditions on γ(x):
Using the kernel equation (35), we can rewrite this system as a second-order ODE for γ(x). The system is
The explicit solution for γ will be derived later in the simulation section as it is not needed for proving stability.
Using the backstepping transformation to map the boundary conditions of u to w at x = 1, we find that the control law is
Inverse transformation
To show stability of the system we will require the inverse transformation. In this section we prove that it exists and find the form of the kernel equations. Let us consider an inverse transformation of the form
Proceeding in the same fashion as before we take the time and spatial derivatives, plug into the (X, w) system, and set unwanted coefficients to zero to map to the (X, u) system. The derivatives are
We find that the kernel l(x, y) must satisfy
This is of the same form as the conditions on k(x, y), thus a solution to l(x, y) is
The kernel δ(x) satisfies the following ODE
As this is a second-order linear, homogeneous ODE with constant coefficients, we know that a solution for δ(x) exists, and thus the inverse transformation exists. Hence, the backstepping transformation is invertible.
Stability analysis
We now prove exponential stability of the system. Consider the Lyapunov function
where · denotes the L 2 -norm of a function of x. That is,
Taking the derivative along the system (23)-(26)
Applying Young's inequality twice,
Setting c 1 < 1 2 and c 2 = 2D 0 λc 1 , we findV
where
Thus the Lyapunov function satisfies
Next we will show exponential stability of u. Consider the following norms,
Taking the norm of the backstepping transformation,
Applying the Cauchy-Schwarz inequality and using the fact that γ(x) and k(x, y) are bounded,
Similarly, using (30) and solving for k(x, x) with (35) and (38), we get
Similarly, using (43), (45), and (50) we can show the following
Thus we have
Since the kernel equations are all continuous along the domain x ∈ [0, 1], they are bounded as long as they are nice at the boundaries. Then the constants m 1 and m 2 are finite.
Next we will prove the following inequalities,
For the first inequality,
For the second inequality,
Hence using (60), (82), (83), (78), and (79) we have
Since Γ 2 is a norm of the (X, u) system, we have shown that the system is indeed exponentially stable. This means u(x, t) → 0 and
we have that q(x, t) → 0 and z(0, t) → 0.
Simulations
We verify our controller by simulations. To do this we first solving the (X, u) system, then map u back to the physical flow q with the variable change u(x, t) = q(x, t)e 
The control law requires the explicit solutions of the kernel equations for implementation. Earlier we found the equation for the kernel k(x, y) in terms of the kernel γ(x). Solving the second-order ODE (36)- (38) we find
Note that λ was not determined by the backstepping transformation. It remains an arbitrary positive constant which we can tune. Furthermore, the value of λ affects γ(x) and thus affects the value of the control law U (t). Since the control law is one of the boundary conditions, we choose λ so that the control law starts at a value equal to that of the initial condition at the boundary x = 1, as it should physically. This is done by incrementing λ and checking the validity of the control. We consider two arbitrary initial conditions. These are plotted in Figures 2 and 3 below along with the initial conditions in which the boundary value at the input is computed from the control law. Note the initial conditions are smooth. The x-axis is the spatial coordinate in the physical system, that is x ∈ [0, 1000]. To solve the PDE-ODE system, we approximate the time derivative u t andẊ with a forward difference and u xx with a second-order central difference. We use left-hand rectangle method to discretize the integral when computing u(1, t). This integration method was chosen since it does not require u(1, t) to compute the integral.
To deal with the Neumann interconnection, we approximate u x (0, t) with a forward difference so that we can substitute the boundary condition at x = 0 and arrive at an ODE in terms of only X(t). At each time step n, the algorithm is as follows 1. Solve for u n i except at the boundaries i = 0 and i = end.
2. Using u n 1 solve for X n .
3. Compute u n 0 and u n end using X n and γ.
The discrete equations are:
Select time frames of both simulations are show below in Figures 4 and 5 . Animations are linked in the Appendix. We see that the control is able to drive the flow deviation q(x, t) to zero, and thus drive the flow to the open-loop equilibrium, even when q(x, t) is non-constant and whether it is initially positive or negative. Since X(t) = 1 B0 z(0, t), where x = 0 is the flipped spatial coordinate. In the physical system this gives us the deviation of the water height from the reference Z 0 at the weir structure. This is plotted below in Figures 4  and 5 . We see that the controller also drives z(x, t) to zero. 
Conclusions
The controller designed in this report is able to drive any nice initial flow profile to the constant nominal flow Q 0 . With this feedback control we can build upon the feedforward control designed in [1] , which works only for specific initial conditions, to derive a control law which allows tracking of a desired flow trajectory under any initial condition. However, it remains to show that the channel will not overflow,that is z(x, t) remains bounded. This can be done by integrating (14) in time and using the exponential stability of u to show that v is bounded and thus z(x, t) = v(x, t)e C 0 2D 0 x is also bounded.
Appendix
The animations for the time evolution of the flow profile can be found at the following links: http://youtu.be/IslywMrgmMY and http://youtu.be/1vFvfBFVp74.
