A "triaxial velocity sensor" consists of three uniaxial velocity sensors, which are nominally identical, orthogonally oriented among themselves, and co-centered at one point in space. A triaxial velocity sensor measures the acoustic particle velocity vector, by its three Cartesian components, individually component-by-component, thereby offering azimuth-elevation two-dimensional spatial directivity, despite the physical compactness that comes with the collocation of its three components. This sensing system's azimuth-elevation beam-pattern has been much analyzed in the open literature, but only for an idealized case of the three uniaxial velocity sensors being exactly identical in gain. If this nominal identity is violated among the three uniaxial velocity sensors, as may occur in practical hardware, what would happen to the corresponding "spatial matched filter" beam-pattern's peak direction? How would this effective peak direction deviate from the nominal "look direction"? This paper, by modeling each uniaxial velocity sensor's gain as stochastic, derives this deviation's statistical mean and variance, analytically in closed mathematical forms. This analytical derivation is verified by Monte Carlo simulations.
I. INTRODUCTION
Underlying the acoustic pressure is the particle velocity vector. The latter is the spatial gradient of the former. The 3 Â 1 particle velocity vector may be measured by a "triaxial velocity sensor," which is also called an "acoustic vector sensor," a "vector hydrophone," or a "velocity sensor triad." This triaxial velocity sensor's every axis consists of an identical uniaxial velocity sensor, but with the three axes cocentered and perpendicular.
To read surveys on the triaxial velocity sensor-its' hardware implementation, its underwater/air testing its algorithms for direction finding, its algorithms for source tracking-please refer to Refs. 1-3.
Data-independent beamforming on the triaxial velocitysensor has been theoretically analyzed in the open literature, but always under an idealistic presumption (not made in this present work) of all axes having exactly identical gain: Directivity or "array gain" [but not any "spatial matched filter" (SMF) beam-pattern] is analyzed in Refs. 4-11 for the triaxial velocity-sensor. Data-independent beamforming, though not the SMF beamforming of this present investigation, has been investigated in Refs. 12-14 for the triaxial velocity-sensor. The SMF beam-pattern of any velocitysensor has been analyzed in only Refs. [15] [16] [17] , and there only for the perfectly ideal case where the all axes' gain responses are exactly identical. The gain-uncertainty situation has been analyzed for the triaxial velocity-sensor in Refs. 1, 18, and 19 but only for direction finding or for data-dependent beamforming, not for data-independent beamforming. For calibration algorithms of a triaxial velocity-sensor's gainuncertainty, please refer to Ref. 20 and its bibliography. This paper is thus first among all aforementioned papers to consider the effects of gain-uncertainty on data-independent beamforming with velocity-sensors.
A. The triaxial velocity sensor's ideal array manifold
This triaxial velocity sensor's measurement model is mathematically described by its 3 Â 1 array manifold: 21, 22 aðh; /Þ :¼ sinðhÞ cosð/Þ sinðhÞ sinð/Þ cosðhÞ 
where h 2 ½0; pÞ symbolizes the impinging emitter's polar angle measured from the positive z axis, and / 2 ½0; 2pÞ denotes the corresponding azimuth angle measured from the positive x axis. The first, second, and third components of aðh; /Þ refer, respectively, to the uniaxial velocity sensors oriented along the x, y, and z axis, giving the three Cartesian direction cosines of the incident emitter's direction of arrival. Quintessentially, the triaxial velocity sensor's array manifold is independent of frequency and of the emitter/sensor distance. That is, the measurement here would remain the same, a) Electronic mail: ktwong@ieee.org regardless of how the incident signal's power is distributed over the frequency spectrum. As a result, the frequency coordinate here is uncoupled from the azimuth-elevation direction-of-arrival coordinates. This is a consequential advantage in acoustics, as most acoustic events have a high ratio between its highest frequency and its lowest frequency. This uncoupling (exceptional and advantageous as it is) arises, because the three constituent uniaxial velocity sensors are collocated, thereby incurring no spatial phase factor among them.
B. The array manifold of a triaxial velocity sensor under gain uncertainties Any real-world sensor's gain response may deviate from its nominal value, because of manufacturing imperfection and/or deployment complications. This possible deviation in any uniaxial velocity sensor's gain is modeled in this paper as stochastic, with a unity mean and with a variance that is small (because a well-built sensor could deviate only a little from its nominal specification). Moreover, different uniaxial velocity sensors' gains are modeled as statistically independent. Therefore, a triaxial velocity sensor's actual array manifold equals aðh; /Þ :¼ where g x (g y , g z ) symbolizes the stochastic gain of the uniaxial velocity sensor oriented along the x axis (y axis, z axis), and is modeled as real-value, jointly (real value) Gaussian distributed, with a common variance of r 2 g (as the uniaxial velocity sensors would be manufactured as a lot to within the same preset statistical precision). Also, above denotes an element-wise vector product (also known as the Hadamard product, the Schur product, or a pointwise product).
C. SMF beamforming on a triaxial velocity sensor
In SMF beamforming 23 (also known as "fixed beamforming" or "conventional beamforming"), the beamformer weight vector w is matched to the nominal steering vector of a preset desired "look direction" ðh L ; / L Þ. That is, w ¼ aðh L ; / L Þ. Thereby, the SMF beamformer is "fixed" because these beamforming weights in w are preset a priori, hence independent of the data received. This beamforming method is "conventional," in that it pre-dates more sophisticated beamforming algorithms that adapts to the signal/interference/noise information embedded in the received data.
The SMF beamformer's magnitude response equals
where the superscript T denotes the transposition. This output's signal-to-noise ratio is maximum relative to any other beamformer's output, if the interference and the additive noise together are statistically (a) zero mean, (b) spatially uncorrelated, and (c) uncorrelated with the desired signal.
For a survey of the beamforming literature related to the triaxial velocity sensor, please see Ref. 24 . That literature, however, presumes the three constituent uniaxial velocity sensors of identical gains. If this idealization is violated, as it generally would be in the real world, any beamforming would be degraded. This degradation is analyzed in the present work for the SMF beamformer.
II. THE ACTUAL LOOK DIRECTION FOR EACH STOCHASTIC REALIZATION OF THE UNCERTAIN GAINS
The SMF beam pattern, at any stochastic realization of ½g x ; g y ; g z T , is described by
The corresponding peak polar-azimuth direction equals
The last equality holds, because the denominator (after the "max" operation) is independent of ðh; /Þ. To solve the above "arg max" problem, first differentiate Eq. (3) with respect to /, giving
The above partial derivative equals zero, if and only if at least one condition below holds:
Of Eq. (6), / P 1 depends on g y =g x through an arctangent function; hence, / P 1 is non-Gaussian distributed with a non-unity mean. Furthermore, / P 1 also depends on the "look" azimuthdirection / L in also a highly nonlinear manner through the above mentioned arctangent, even though / P 1 is independent of the look elevation-direction h L . Therefore, it would be difficult to derive the exact statistics of / P 1 explicitly in a closed form. Next, differentiate Eq. (3) with respect to h, giving
Setting this above partial derivative to zero
This gives h P implicitly as
The above h P 2 depends on g x =g z and g y =g z , through another arctangent function of an even more complicated form. This h P 2 depends on the look azimuth-elevation direction ð/ L ; h L Þ in a very nonlinear way. Therefore, it would be also difficult to derive the exact statistics of h P 2 explicitly in a closed form.
III. THE STATISTICS OF THE PEAK POLAR-AZIMUTH DIRECTION, ðh P 2 ; / P 1 Þ
As fg x ; g y ; g z g are modeled as stochastic scalars, / P 1 and h P 2 are stochastic. Their expectations and variances are difficult to derive analytically in any exact form, because they each depend (via some arctangent functions) on the three stochastic entities of g x =g z ; g y =g z , and g y =g x , which themselves are non-Gaussian but cross-correlated. These three fractions are non-Gaussian distributed, even though g x , g y , g z are each Gaussian. These three fractions are cross-correlated, even though g x ; g y ; g z are statistically independent.
A. The approximate statistics of the peak azimuth direction / P 1 Here, the peak azimuth direction, / P 1 of Eq. (6), will have its bias and variance approximated below, by employing a second-order Taylor's expansion to g y =g x and by another second-order Taylor's expansion of tan À1 ðÁÞ in Eq. (6). First, approximate ðg y =g x Þ À 1 by a second-order Taylor's series around g x ¼ 1 and g y ¼ 1, to give
For the derivation details, please refer to Appendix A.
Given the statistics assumed of ½g x ; g y ; g z T in Sec. I B, 
For details of how Eq. (8) is derived, please refer to Appendix B. Hence,
Therefore, the peak azimuth direction / P 1 has a statistical mean deviation (i.e., bias) from the nominal look direction / L of
This nonzero bias might appear strange, as the gain uncertainties (modeled here as symmetrically distributed) might be expected (mistakenly) to average out (statistically over different realizations) to have zero mean effect on the peak pointing direction. The above thinking has mistaken the effects of the gain uncertainties as additive, such that the equally likely realizations of g x to 1 þ 0.01 ¼ 1.01 and to 1 À 0.01 ¼ 0.99 would cancel each other out in their effects on the peak pointing direction. Such canceling does not occur in the present investigation, because g x (also g y and g z ) nonlinearly affects the peak pointing direction.
Moreover, as the estimate / P 1 is functionally independent of h L , the beamformer's mis-pointing bias in Eq. (9) is also functionally independent of h L .
The above Eq. (9) is plotted in Fig. 1 . The following qualitative observations may be made:
On the periodicity along the / L coordinate: In Eq. (9), both the sinð2/ L Þ multiplicative factor and the square-bracketed term have a period of p along the
On the symmetry/anti-symmetry along the / L coordinate: In Eq. (9), over the range of / L 2 ½0; 180 with respect to / L ¼ 90 ; sinð2/ L Þ is antisymmetric but the square-bracketed term is symmetric; hence, the bias is antisymmetric. (iii) As r g ! 0, the bias approaches zero, as would be expected. (iv) For the nonzero but small r g with r r g % 0; 8r ! 4, the bias in Eq. (9) can be further approximated as
which has a period of p, the local (signed) maxima at / L ¼ p=8 þ pðp=2Þ for p ¼ 0, 1, 2, 3, and the local
The local (signed) maxima would lie around / L ¼ ð2p=3Þ; ð5p=3Þ, this can be seen from Fig. 1 , where sinð2/ L Þ sin 2 ð/ L Þ minimized. As r g increases, the weight of the second term related to the square bracket will also be increased; hence causing the minima and maxima to drift in location as r g changes.
As for the variance of the azimuth pointing error, the two earlier Taylor's expansions give
As the estimate / P 1 is functionally independent of h L , the beamformer's mispointing variance in Eq. (10) is also functionally independent of h L . The above Eq. (10) is plotted in Fig. 2 . The following qualitative observations may be made: 
(ix) At small r g Þ sin 4 ð/ L Þ would dominate all other terms inside the square brackets; hence, the locations of the maxima and minima would be largely determined by sin 2 ð2/ L Þ sin 2 ð/ L Þ, which has local maxima at / L ¼ pðp=3Þ for p ¼ 1, 2, 4, 5, and local minima at / L ¼ pðp=2Þ for p ¼ 0, 1, 2, 3.
B. The approximate statistics of peak polar direction h P 2 Here, the peak polar direction, h P 2 of Eq. (7), will have its bias and variance approximated below, also by employing Taylor's expansions.
First, approximate the square bracketed term in Eq. (7) via first-order Taylor's expansions of sinðÁÞ and cosðÁÞ around / L , to give
The above has implicitly assumed that / P 1 % / L . For details of how Eq. (12) is derived, please refer to Appendix B.
The first order is used in this expansion, because a higher order would lead to excessively complicated expressions and intractable mathematics. For example, a secondorder Taylor's expansion would substantially complicate Eq. (13) 
with an even more complicated mean of
These expressions, made greatly more complicated by the inclusion of the second-order term, would defeat the objective of extracting qualitative insights on the pointing bias. Second, the last expression above is further approximated via a second-order Taylor's expansion with respect to g x =g z around g
where G z;x and G z;y are defined similarly as G x;y . Given the statistics assumed of ½g x ; g y ; g z T in Sec. I B,
Third, approximate tan À1 ðÁÞ in Eq. (7) by its first-order Taylor's series around at p o ¼ tanðh L Þ;
where
The above gives the "bias" of the peak polar direction h P 2 from the nominal polar look direction h L as
which varies with r g as well as with h L and / L . The first order is used in this expansion, because a higher order would lead to excessively complicated expressions and intractable mathematics. For example, the inclusion of the second-order term in the Taylor's expansion would complicate Eq. (14) to become
giving to a much more complicated counterpart of Eq. (16) 
As discussed earlier in Sec. III A, this nonzero bias is not unreasonable, given that g x (also g y and g z ) nonlinearly affects the peak pointing direction.
The above Eq. (16) is plotted in Fig. 3 . The following qualitative observations may be made:
(xi) As r g ! 0, the bias approaches zero, as would be expected. (xii) Periodicity along the / L coordinate: In Eq. (16) 
The above Eq. (17) is plotted in Fig. 4 (xix) When r g is small with r r g % 0 for r ! 4, the second factor is approximated at 8r
(xx) For large r g , the second factor is dominated by ð750r C. Monte Carlo verification of analytically derived biases/variances in the peak azimuth-polar direction ðh P 2 ; / P 1 Þ
To verify the peak azimuth-polar direction's bias expressions analytically derived in Eqs. (9) and (16) In Fig. 5 , the solid curve plots peak azimuth direction bias derived analytically in Eq. (9), whereas the two dashed curves plot the bias 6 one standard deviation [that is available through analytically derived variance in Eq. (10)]. 
