ABSTRACT Personality is an important psychological construct accounting for individual differences in people. To reliably, validly, and efficiently recognize an individual's personality is a worthwhile goal; however, the traditional ways of personality assessment through self-report inventories or interviews conducted by psychologists are costly and less practical in social media domains, since they need the subjects to take active actions to cooperate. This paper proposes a method of big five personality recognition (PR) from microblog in Chinese language environments with a new machine learning paradigm named label distribution learning (LDL), which has never been previously reported to be used in PR. One hundred and thirteen features are extracted from 994 active Sina Weibo users' profiles and micro-blogs. Eight LDL algorithms and nine non-trivial conventional machine learning algorithms are adopted to train the big five personality traits prediction models. Experimental results show that two of the proposed LDL approaches outperform the others in predictive ability, and the most predictive one also achieves relatively higher running efficiency among all the algorithms.
I. INTRODUCTION
Personality is a psychological construct aimed at explaining the wide variety of human behaviors in terms of a few, stable and measurable individual characteristics [1] . It not only reflects an individual's consistent patterns of behavior, thought and interpersonal communication [2] , but also influences important life aspects, including happiness, motivations, preferences, emotion, mental and physical health [3] . The study of personality is of central importance in psychology, and personality recognition [4] can also benefit many other applications, such as social network analysis [5] , recommendation systems [6] , deception detection [7] , authorship attribution [8] , sentiment analysis/opinion mining [9] and so on [10] . To reliably, validly, and efficiently recognize an individual's personality is a worthwhile goal; however, the traditional ways of personality assessment through self-report inventories or interviews conducted by psychologists are costly and less practical in social media domains [11] , since they need the subjects to take active actions to cooperate. Fortunately, with the development of various social media, enlisting modern computer science has real potential for advancing that endeavor [12] . The rich digital traces and selfdisclosed personal information on social networking platforms render it possible to analyze the users' behaviors and infer their personality traits on the web [13] , which have attracted much attention from different disciplines [14] - [16] .
To date, various studies have been done to automatically recognize an individual's personality traits from publicly available information on social media (see section II for a review of these works). However, the achievements of the existing methodologies are not satisfactory, and there is much room for improvement. Specifically speaking, for one thing, the majority of the work used classification approaches, especially binary classification, to address the personality recognition problem, which simply split subjects into classes (e.g. above and below median with respect to a certain trait). This is not meaningful from a psychological point of view and is not useful for practical purposes. Because it can hardly provide convincing argument when emphasizing comparisons among individuals, which is exactly what people love to do. Therefore, representing the predicted traits in terms of continuous numerical scores would be more suitable and psychologically meaningful. For another, the bulk of the work has modeled each personality trait in isolation since the traits are supposed to be uncorrelated and independent for simplicity. In fact, psychological research has proved that there are correlations between the basic traits in Big Five model, and jointly modeling the traits might have better performance [1] .
Given the above-mentioned limitations, we present a novel methodology of personality recognition based on a new machine learning paradigm named label distribution learning (LDL) [17] , which assigns a label distribution rather than a single label or a relevant label set to each instance. LDL can deal with not only multiple labels of one instance, but also the different proportions that these labels account for in a full description of the instance. To the best of our knowledge, this kind of learning method has never been previously reported to be used in personality recognition.
Our study is carried out on Sina Weibo, the most popular microblogging website in mainland China [18] . Nine hundred and ninety-four active Sina Weibo users have been involved in our experiments, whose personality scores (i.e. the gold standard labels for objective evaluation) were obtained through tests of the Big Five personality model [19] . Big Five personality model is the dominant paradigm in personality psychology as well as the widely accepted model in computing oriented personality research [1] , which embraces five basic traits: openness to experience (O), conscientiousness (C), extraversion (E), agreeableness (A) and neuroticism (N) [20] . We transformed the Big Five personality recognition problem into a label distribution learning task, and adopted eight LDL algorithms to train the Big Five personality traits prediction models. Besides, nine non-trivial conventional algorithms were applied to train the baseline models based on Weka, 1 a popular machine learning workbench. Experimental results show that the most predictive models were trained by two LDL algorithms named LD-SVR and SA-IIS. Besides, LD-SVR, which achieves the lowest prediction error, also occupies the preferable running efficiency when building prediction models.
The rest of the paper is organized as follows. Related work is discussed in Section II. In section III, we describe the proposed methodology of personality recognition in details, including description of the data set, feature extraction process and the process of utilizing LDL algorithms to automatically recognize an individual's Big Five personality traits. Experimental evaluation is presented in Section IV, followed by the conclusion and future work in section V.
II. RELATED WORK
Personality Recognition (PR) concerns the automatic inference of an individual's personality traits from various sources, 1 http://www.cs.waikato.ac.nz/ml/weka/ which can be compared against gold standard labels obtained by means of personality tests [20] .
The earliest efforts mainly focused on PR from written text. The first pioneering work was done by Shlomo et al. [21] about 10 years ago, which extracted word categories and relative frequency of function words from 2236 written essays of 1200 students as the input of Support Vector Machines (SVM) to discriminate between students at the opposite extremes of Extraversion and Neuroticism. The same data set and approach were used by Mairesse et al [22] to recognize individuals in the upper and lower half of the observed scores for all Big Five traits. They studied the effectiveness of different sets of textual features extracted from psychologically oriented text analysis tools (e.g. LIWC 2 ) or psycholinguistic dictionary (e.g. MRC 3 ), and found that the openness trait yields the best accuracy using SVM. The state of the art of PR from witten essays should be the approach proposed by Majumder et al [59] , which adopted the Convolution Neural Network (CNN) to extract features and model document to solve the PR problem. The accuracy of this approach outperformed others for all Big Five personality traits.
Along with the popularization of online blogging platforms, attempts at PR tend to focus on blogs [23] , [24] , since blogs incline to concentrate on personal matters and experiences which may leave traces of the writer's personality [25] . In [23] and [24] , Naive Bayes classifiers and SVM were applied to classify high and low scoring bloggers for Big Five traits by extracting the frequencies of N-grams (i.e. N-long word sequences) in the blogs as patterns, which is a bottomup pattern extraction method other than a lexical approach adopted in [21] and [22] .
In more recent years, driven by the explosive increase of mobile and intelligent terminals and the penetration of social media, research on PR has evolved in two directions: PR via mobile and wearable devices and PR on social media. Scientists have carried out various PR studies from behavioral cues in face to face interactions, speeches, or videos collected by cameras, microphones [26] - [30] , wearable sensors [31] , [32] , and mobile phones [33] - [35] . As for PR on social media, it is gaining increased research attention due to the rich self-disclosed personal information and emotional contents on social media, the proven high correlation between personality traits and users' digital traces of online activities [14] , [36] - [42] , as well as its potential in many computational applications [43] .
Taking advantages of corpora obtained from social media, such as Twitter, Facebook, Sina Weibo, a variety of work has been done to explore optimal feature space and test machine learning algorithms for PR [25] , [44] - [48] . One of the earliest work was reported in 2011 by Golbeck et al [25] , which exploited 77 features related to users' egocentric network, personal information, language usage, preferences and activities. They carried out regression analysis with M5' Rules and Gaussian Processes over 167 Facebook users assessed by the Big Five, and continued to apply a similar approach over 279 Twitter users in the same year [44] . Quercia et al [45] analyzed the relationship between personality and different types of Twitter users, and adopted M5 algorithm to recognize 335 users' Big Five traits simply based on three publicly available counts: follower, following and listed counts (i.e. the number of people that include the user in their reading list). They found that neuroticism is the hardest trait to predict. Alam et al [47] performed PR of Big Five traits by using myPersonality 4 corpus collected from Facebook by Celli et al [10] . They studied different classification methods, namely Sequential Minimal Optimization (SMO) for SVM, Bayesian Logistic Regression (BLR) and Multinomial Naive Bayes (MNB) sparse modeling, and found that MNB performed better than BLR and SMO for PR. Considering the difficulty in annotating the massive amounts of data generated in social media, Lima and De Castro [60] proposed a semi-supervised learning approach and developed a unique system to recognize users' personlity traits based on groups of tweets, which promised the real possibility of working effectively with large dataset. The above-mentioned efforts were made on a single social networking site, however, Skowron et al [48] carried out PR experiments based on text, image, and users' meta data collected from two popular social networking sites, i.e., Twitter and Instagram, and reported that such joint analysis contributed to the decrease of the prediction error.
Besides the English corpora, PR has also been carried out in Chinese language environments [49] - [53] , by gathering the demographic information, usage statics and emotional states of 209 users on a Chinese social networking platform named RenRen, Bai et al applied C4.5 decision trees to recognize subjects in the low, middle or high of observed scores. Li et al [52] performed PR experiments over 547 Chinese active users of Sina Weibo. They extracted not only static features from users' profiles, privacy setting, self-expression and interpersonal behaviors but also dynamic features consisting of micro-blogging updates, @ mentions, use of apps and recordable browsing. Peng et al [53] performed experiments over 222 Chinese Facebook users to classify personality traits with SVM. They used a Chinese text segmentation tool named Jieba as the tokenizer, and found that the performance could be improved with the help of text segmentation and utilization of side information such as the number of friends.
Considering that almost all the scholars who worked in PR adopted different technology road maps, and standard datasets or common benchmarks are unavailable, Celli et al organized Workshop on Computational Personality Recognition (Shared Task) in 2013 [10] and 2014 [20] to define the state-of-the-art and provide corpora and tools for future standard evaluation of PR approaches. Besides, another shared task of personality recognition was organized under the umbrella of Author Profiling task at PAN 2015 [54] . 4 http://mypersonality.org Overall, most of the past work in PR tended to propose classification approaches to address the personality recognition problem and modeled each personality trait in isolation. Although there were a few PR approaches testing the conventional multi-label machine learning algorithms, the reported differences between univariate and multivariate models were not significant [43] . In this paper, we introduce a new machine learning paradigm named Label Distribution Learning, which could deal with not only multiple labels of one instance, but also the different proportions that these labels account for in a full description of the instance. In addition, our approach can assign continuous scores to the subjects with respect to each personality trait of each user. Detailed methodology is presented in section III.
III. METHODOLOGY A. DATA SET
With over 297 million monthly active users and 132 million daily active users [55] , Sina Weibo is one of the most popular microblogging website in mainland China [18] . Large quantities of users publicly report their statuses, share their experiences, and interact with others in daily life, and hundreds of millions of messages are posted each day on it [56] . It provides an ideal online platform for personality research and related applications, thus, our study is carried out on it.
To construct the dataset, we first recruited volunteers by sending invitation messages to active Sina Weibo users. About 1% of them responded to our invitation and participated in the questionnaire investigation through an online application named ''XinLiDiTu'', which was developed by Computational Cyber-Psychology Lab (CCPL), 5 Institute of Psychology, Chinese Academy of Sciences. The volenteers' profiles and status updates were crawled through Sina Weibo APIs, and their personality scores were tested by the popular Chinese-version Big Five Inventory (BFI), which contains 44 questions and was originally developed by Oliver John. Finally, we constructed a dataset involving 994 effectively labelled Sina Weibo users, whose total number of microblogs is greater than 532 and average count of micro-blogs updates per day is higher than 2.84.
The scale of BFI tested scores, mean value and standard deviation of the Sina Weibo users' personality scores are presented in Table 1 . The Pearson correlation coefficient among personality scores are presented in Table 2 , indicating that the Big Five traits are positively correlated with each other except the neuroticism dimension, which is negatively correlated with the other four personality traits. With a coefficient of −0.4817, the correlation relationship between neuroticism (N) and conscientiousness (C) is strongest in all, while the weakest relationship is between agreeableness (A) and extraversion (E). The distribution of personality scores are shown in Fig. 1 , from which we can conculde that the personality scores of Sina Weibo users conform to normal distribution. 
B. FEATURE EXTRACTION
It is noteworthy that this paper mainly focused on finding a better machine learning algorithm to solve the PR problem, rather than exploring the optimal feature set. Thus, the features should be the commonly accepted and relatively useful ones, while the feature extraction process we adopted tended to be the lightweight one.
We extract three categories of features from users' profiles and their posted micro-blogs, namely profile-based static features, profile-based dynamic features and content-based micro-blogs features. The profile-based static features specifically refer to those that may experience little changes over time, such as gender, address, nickname, while the profilebased dynamic features are those that may suffer obvious changes over time, such as the number of followers or followings. These profile-based features are directly obtained from users' public profiles. The content-based micro-blogs features refer to those extracted from the raw data of users' posted micro-blogs, including linguistic features, psychological features, and so on. For each user, we combined all the micro-blogs he/she has posted as a single document, and extracted the content-based micro-blogs features by utilizing TextMind [57] , a Chinese language psychological analysis system developed by CCPL. In total, 113 dimensions of features are obtained, please see Table 5 in APPENDIX for details.
After the feature extraction, we normalize the feature space by min-max normalization as Eq. (1) to rescale the range of all variables so that all of them belong to the same range,
where f * and f are respectively the normalized and the original value of a certain dimension of feature for a user, Min and Max are respectively the minimum and maximum value of the corresponding dimension of feature for all users.
C. PERSONALITY RECOGNITION
To address the problem of PR, we adopt a new machine learning paradigm named label distribution learning (LDL) [17] , which was recently proposed and has never been previously reported to be used in personality recognition. Each instance in LDL is associated with a label distribution (i.e. a realvalued vector) that covers a certain number of labels. The real-valued elements in the label distribution are defined as the description degrees of the labels, representing the degree to which each label describes the instance. Formally, let x i denotes the i-th instance, y j denotes the j-th label, then the description degree of the label y j to the instance x i can be represented by d y j
x i , and the label distribution of x i can be denoted
y c
x i , where c represents the total number of possible labels [17] . The above analysis implies that LDL can deal with not only multiple labels of one instance but also the different proportions that these labels account for in a fully description of the instance, while in multi-label learning (MLL), each label just equally describes the instance. Thus, LDL can annotate the instance in a more natural way and is a more general learning framework, which includes MLL as a special case [17] .
In our research, we consider that individuals' personality could be regarded as the mixtures of basic personality traits and allows different intensities in each trait, which implies that LDL may be helpful to the PR problem. However, it is noteworthy that the description degree in LDL needs to satisfy two constraints, that is d x i = 1, which means that using the labels involved in the label distribution could always fully describe the instance [58] . Given the fact that the existing personality model (e.g. Big Five Model) has already been widely recognized as powerful enough in describing one's personality, we do have reason to believe that using the basic personality traits could fully describe an individual's personality, or at least certain aspects of one's personality. This exactly means that the description degrees of the basic personality traits could satisfy the constraint that y d y x = 1, provided a normalization of personality scores is carried out. Therefore, it is possible for us to transform the PR problem into a label distribution learning task, so as to achieve the goal of predicting the personality traits as continuous scores and improve the performance of PR. The process of utilizing LDL algorithms to automatically recognize an individual's personality traits can be divided into three steps: 1) Generating label distribution, 2) Constructing label distribution prediction model, 3) Calculating personality scores. x i , would exactly be the label distribution associated with the instance x i . Then, the original data set could be transformed into a new format, which could be denoted by
2) CONSTRUCTING LABEL DISTRIBUTION PREDICTION MODEL
Since the PR problem has been transformed into a LDL task, we further construct the prediction model of the description degrees corresponding to Big Five personality traits with LDL algorithms. Specifically, given the processed training set T , we adopt all eight existing LDL algorithms to learn a mapping from x ∈ R m to D = R c . The adopted algorithms include PT-Bayes, PT-SVM, AA-kNN, AA-BP, LD-SVR, SA-IIS, SA-BFGS and CPNN. A brief introduction of the adopted algorithms is as follows, and details can be found in [17] , [58] , and [61] .
PT-Bayes and PT-SVM are respectively developed from the existing popular x i , where i = 1, . . . , n and j = 1, . . . , c. The training set is then resampled to a standard single-label training set including c × n examples, and the SLL algorithms (i.e. Bayes classifier and SVM) can be applied to the training set. As for the output, the confidence/probability calculated by the learner for each label y j is regarded as the description degree of the corresponding label, i.e., d y j x = P y j |x [17] . AA-kNN, AA-BP and LD-SVR are obtained by extending the existing popular learning algorithms k-NN, Back Propagation (BP) neural network and standard SVR, respectively. For AA-kNN, given a new instance x, the k nearest neighbors of x are firstly found in the training set. Then, the mean of the label distributions of all the k nearest neighbors is calculated as the label distribution of x. As to AA-BP, it is a neural network that has m (the dimensionality of x) input units which receive x, and c (the number of different labels) output units each of which outputs the description degree of a label y j . The target of the algorithm is to minimize the sumsquared error of the output of the neural network compared with the real label distributions. Besides, the softmax activation function is used in each output unit to make sure the output of the neural network z = [z 1 , z 2 , . . . , z c ] satisfies that z j ∈ [0, 1] for j = 1, 2, . . . , c and j z j = 1 [17] . With regard to LD-SVR, its basic idea is to fit a sigmoid function to each component of the label distribution simultaneously by a multi-output support vector machine, so that it could solve the multivariate output problem and probability output problem simultaneously, rather than one by one [58] . Please refer to [58] for detailed analysis and derivation.
SA-IIS, SA-BFGS and CPNN are specially designed for the LDL problem. Since label distribution shares the same constraints with probability distribution (i.e. . Suppose P(y|x) is a parametric model P(y|x; θ), where θ is the parameter vector. Given the training set T , the goal of LDL is to find the θ that can generate a distribution similar to D i given the instance x i . In order to directly solve this optimization problem, SA-IIS and SA-BFGS both assume the parametric model P(y|x; θ ) to be the maximum entropy model, and SA-IIS uses a strategy similar to Improved Iterative Scaling (IIS) to maximize the likelihood of the maximum entropy model, while SA-BFGS takes a quasi-Newton method BFGS as its optimization algorithm [17] . As to CPNN (conditional probability neural network), it models P(y|x) by a three layer neural network, whose input includes both x and y, and output is a single value that is expected to be P(y|x) [61] .
3) CALCULATING PERSONALITY SCORES
Utilizing the model trained by LDL algorithms, we can predict the label distribution of the unseen users' personality traits. Then the target personality scores of a certain instance x i could be obtained through Eq. to instance x i .
AproxSum is the approximate sum of all the traits involved in LDL algorithm for each instance x i , which could be computed as the median, mode or mean value of each training instances' sum of personality scores. Eq. (4) 
IV. EXPERIMENTS
We conducted experimental evaluations in both predictive ability and running efficiency of the PR approaches based on Sina Weibo dataset. By using the whole 113-dimension feature space, all eight LDL algorithms were employed to build personality recognition models with the aid of a toolkit named LDLPackage_v1.2. 6 Note that, to identify the impact of parameter AproxSum, each LDL algorithm was applied three times with varied AproxSum. Further considering that the personality scores of users follow the normal distribution, thus, we only test the arithmetic mean, median and mode value of each training instances' sum of personality scores. Besides, nine non-trivial conventional algorithms, which have been widely adopted in previous PR research, were applied in our evaluation experiments as baselines based on Weka, a popular machine-learning workbench. Specifically, they are M'5 Rules, ZeroR, Random Forest, Random Tree, Gaussian Processes, Linear Regression, Simple Linear Regression, Support Vector Regression (SVR), and Multilayer Perceptron (MLP) neural network. All the experiments were carried out with 10-fold cross validation, and each time a single fold was used for testing while the other 9 folds were used for training.
A. EVALUATION OF PREDICTIVE ABILITY
In our experiments, the predictive ability of the personality recognition approaches was evaluated by MAE (Mean Absolute Error), a frequently used measure of differences between the predicted score and the observed score tested by Big Five Inventory in PR research. It can be calculated using Eq. (5), where n denotes the number of unseen instances, s y j x i * the predicted value for trait y j , and s y j x i the observed one. Since MAE is a measure of error, thus, the lower, the better. We carried out the model training and testing experiments and calculated the MAE of each model. The average results over a 10-fold cross validation achieved by different algorithms are presented in Table 3 .
As we can see from Table 3 , the LDL algorithm named LD-SVR performs the best among all the algorithms, since all three PR approaches that adopted LD-SVR algorithm achieve lower prediction errors than the others, including the baselines and other LDL approaches. Among the top three PR approaches, the LD-SVR approach which adopted the median value of each training instances' sum of personality scores as AproxSum (i.e., the LD-SVR.median approach indicated in Table 3 ) achieves the lowest prediction error in all the Big Five traits except extraversion (E), and takes the first place with an average MAE of 4.26. The other LD-SVR approach which adopted mean value as AproxSum (i.e., LD-SVR.mean) comes off second best with a minor disadvantage in average MAE compared with LDL-SVR.median. The standard Support Vector Regression algorithm performs much worse than LD-SVR, which proves the advantages of the LD-SVR algorithm specially designed for the label distribution learning task.
Another LDL algorithm named SA-IIS ranks second only to LD-SVR, and outperforms the best baseline in all dimensions of personality traits except the openness to experience (O) one. All three SA-IIS approaches achieve relatively good prediction accuracy, whose average MAEs are no larger than 4.388, and the best performance is achieved by the one whose AproxSum was set to the median.
Ranking after the LD-SVR and SA-IIS approaches with an average MAE of 4.438, Random Forest becomes the most accurate prediction model among all the baselines. However, the LDL approaches named CPNN, including CPNN.mean, CPNN.median and CPNN.mode, still outperform the Random Forest approach in the personality dimension of conscientiousness (C) with average MAEs no larger than 4.606, while the LDL approach named SA-BFGS.median achieves lower prediction errors than Random Forest in the extraversion (E) dimension. Even so, the performances of CPNN and SA-BFGS seem to be not that satisfactory compared with LD-SVR. The reason might be two-fold. For one thing, while CPNN and SA-BFGS seek to directly minimize the distance between the predicted and ground truth distributions, LD-SVR takes advantage of the large margin regression by a support vector machine. For another, application of the kernel trick renders it possible for LD-SVR to solve the problem in a higher-dimensional thus more discriminative feature space without loss of computational feasibility.
The predictive performances of AA-BP and AA-kNN approaches are fair, while the PT-SVM and PT-Bayes approaches unfortunately underperform the baselines with larger MAEs. In fact, these four LDL algorithms' underperformance could be explained by their straightforward design strategies. Specifically speaking, PT-SVM and PT-Bayes are exactly the SVM and Bayes algorithms which are applied to solve the LDL problem by simply transforming it into a single label learning problem (i.e., change the training examples into weighted single-label examples), while the AA-kNN and AA-BP are designed by simply extending existing kNN and backpropagation (BP) neural network without too many essential improvements. In other words, these four LDL algorithms, by nature, take little correlations between the labels of the training instance. From this aspect, their poor performance is understandable.
As for the impact of parameter AproxSum, if we disregard the performance differences among different LDL approaches, and only focus on the MAEs of the approaches with same LDL algorithm but varied AproxSums, we may find that the approaches that adopted median value as AproxSum seems to be a little more effective when calculating the ultimate personality scores from the predicted label distribution, according to the results presented in Table 3 . However, given that the users' personality scores follow the normal distributions as we mentioned above, the differences among the arithmetic mean, mode and median values of each training instance's sum of personality scores are not significant, resulting in similar MAEs among the approaches which adopted same LDL algorithm but varied AproxSum. Therefore, we may conclude that, what value (i.e., mean, median or mode) to be set as the AproxSum, in fact, has little effect on the prediction accuracy of LDL approaches.
B. EVALUATION OF EFFICIENCY
Besides effectiveness, the running efficiency of PR approach is also significant since high-efficiency ones could be more adaptive for various application scenarios. To evaluate the efficiency of the proposed approach, we record the time taken to build personality recognition models by different LDL algorithms as well as the baselines. Runtimes are averaged over a 10-fold cross validation, and details are presented in Table 4 .
It is noteworthy that LDL algorithms are able to predict all the Big Five traits of a given user at once, while the baselines need to build five independent prediction models, one for each trait. Therefore, the average runtime of the baselines presented in Table 4 is the sum of the average time taken to build all the five prediction models.
As we can see from Table 4 , the approaches which adopt the same LDL algorithm but different AproxSum achieve similar running efficiency. This is easily accountable since their computation complexity of building the label distribution models are the same, and the running time of computing the mean, median or mode value actually won't make a big difference. The LD-SVR algorithm, which outperforms all the other algorithms in predictive ability, achieves relatively higher running efficiency. It is much more efficient than the SA-IIS algorithm, which ranks second in predictive accuracy. ZeroR, a baseline algorithm that performs not so good in MAE, achieves the shortest overall runtime, i.e. 0.02 seconds, while the most predictive baseline algorithm, Random Forest, needs 5 seconds to build five prediction models for all the five personality traits.
V. CONCLUSIONS AND FUTURE WORK
Personality recognition on social media is an emerging research field that consists of the automatic inference of users' personality traits from publicly available information on online social platform. In this paper, we introduce a new machine learning paradigm named label distribution learning into this field, and propose a method of Big Five personality recognition from microblog in Chinese language environments with label distribution learning. One hundred and thirteen content features are extracted from 994 active Sina Weibo users' profiles, and eight LDL algorithms are adopted to train the Big Five personality prediction models. Experimental results show that the LDL algorithms, especially the ones named LD-SVR and SA-IIS, perform better than the traditional regression methods and the most predictive LD-SVR also achieves higher running efficiency. In the future, we plan to explore optimal feature space by applying deep learning techniques on larger data sets so as to further improve the prediction accuracy of the LDL approaches in personality recognition. 
