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de la funcio´n de distribucio´n del tiempo operacional acumulativo en un per´ıodo de
tiempo [0, t] es realizado mediante la disponibilidad del tiempo en una misio´n (WMA por
sus siglas en ingle´s work-mission-availability) y ecuaciones integrales tipo convolucio´n.
Mediante un modelo semimarkoviano, se estudia nume´ricamente un sistema en serie de
dos unidades, en el modelo se plantea y desarrolla el sistema de ecuaciones integrales para
la disponibilidad de dicho sistema; adema´s, se utiliza un me´todo nume´rico espec´ıfico para
resolver el sistema de ecuaciones integrales.
Abstract: This study takes into account a reparable system in which two states:
up (the system works) and down (the system does not work) are considered. The
modeling function of the distribution of the accumulative operational time in a length
of time [0, t] is carried out by means of the availability of time in a mission (WMA,
work-mission-availability) and integral equations convolution type. Using a semi-Markov
model, it is possible to study, numerically a serial system of two units, as shown on the
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mentioned system. Besides, an specific numeric method is used to solve the system of
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Introduccio´n
En muchos estudios las variables aleatorias se han trabajado de tal manera que las
caracter´ısticas aleatorias del feno´meno permanecen constantes a trave´s del tiempo. Al
incluir en el estudio la presencia de la variable determin´ıstica tiempo se esta´ considerando
que, de alguna forma, la variable aleatoria depende del tiempo. En otras palabras, la
variable aleatoria dependera´ del feno´meno probabil´ıstico y del tiempo. En consecuencia,
cualquier funcio´n que se establezca en te´rminos de la variable aleatoria, como lo son
la funcio´n de distribucio´n o la funcio´n de densidad, sera´n tambie´n dependientes del tiempo.
Algunos ejemplos de variable alatorias observadas puede ser: econo´mica (´ındice de
precios al consumidor, demanda de un producto, existencias en un determinado almace´n),
f´ısica (temperatura de un proceso, velocidad del viento en una central eo´lica, concen-
tracio´n en la atmo´sfera de un contaminante) o social (nu´mero de nacimientos, votos de
un determinado partido), entre otros. Se supone que los datos se obtienen en intervalos
regulares de tiempo (horas, d´ıas, an˜os) con el fin preveer su evolucio´n futura. As´ı, una
serie temporal sera´ una sucesio´n de valores de una variable obtenidos de manera secuencial
durante el tiempo. Por tanto, para cada instante t tendremos una variable aleatoria
distinta representada por Xt, con lo que un proceso estoca´stico puede interpretarse como
una coleccio´n de variables aleatorias cuyas caracter´ısticas pueden variar a lo largo del
tiempo.
Un caso puntual de la aplicacio´n de los procesos estoca´sticos en ingenier´ıa, se en-
cuentra en el campo de fiabilidad ma´s exactamente en sistemas reparables (se dice que
un sistema es reparable, si el sistema al momento de fallar puede ser reparado y ser
puesto nuevamente en funcionamiento). Los sistemas reparables han sido motivo de
muchas investigaciones, y una de sus tema´ticas es el estudio de la estimacio´n de las
caracter´ısticas del tiempo operativo del sistema; por ejemplo, la funcio´n de distribucio´n
(cdf) del tiempo operacional acumulativo en un intervalo finito [0, t] es representado en
te´rminos de disponibilidad de trabajo.
Antecedentes de la teor´ıa de disponibilidad
El concepto de disponibilidad se desarrollo´ originalmente para sistemas reparables
que requer´ıan operar continuamente, y que en cualquier instante o estaban operando
o estaban fuera de operacio´n debido a una falla sobre la cual se esta´ trabajando para
restaurar la operacio´n en un tiempo mı´nimo. La disponibilidad es una medida importante
y u´til, es el porcentaje de tiempo que un sistema se encuentra disponible para realizar sus
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funciones correctamente. La disponibilidad esta´ basada u´nicamente en la distribucio´n de
fallas y la distribucio´n de tiempo de reparacio´n.
Muchos autores han hecho un aporte cient´ıfico al concepto de disponibilidad, entre
muchos investigadores se puede mencionar los de: Donaticllo y Lyer [9], muestran una
solucio´n de forma cerrada para la distribucio´n de la disponibilidad del sistema; Rubino
y Sericola [11], exponen sus ideas sobre el intervalo de ca´lculo de distribucio´n de la
disponibilidad; Csenki [5] da a conocer su trabajo titulado disponibilidad conjunta de
los sistemas modelados por procesos semimarkovianos finitos y posteriormente presenta
sus trabajos: disponibilidad de misio´n de sistemas de Markov semi-reparable [6], ana´lisis
transitorio de la disponibilidad de intervalo para sistemas reparables modelados por
procesos semimarkovianos finitos [7] y una nueva aproximacio´n del tiempo operacional
acumulativo para modelos de sistemas reparables [8].
Aportes recientes sobre disponibilidad, son hechos por Bednara [1] que muestra
una forma expl´ıcita para funciones de disponibilidad cuando el comportamiento de per-
manencia en cada uno de los estados pertenenece a una clase restringida de distribuciones
Gamma, Calvache [4] comparte su trabajo aproximaciones de las funciones de renovacio´n
y de disponibilidad, con aplicaciones en el a´rea administrativa.
Objetivos
El objetivo central de esta trabajo de maestr´ıa es plantear y solucionar un siste-
ma de ecuaciones integrales que modelan la disponibilidad de un sistema reparable en serie.
Este objetivo puede ser desglosado en los siguientes objetivos secundarios:
1. Revisar y demostrar conceptos de procesos markovianos en particular (Cadenas de
Markov y procesos semimarkovianos).
2. Modelar la disponibilidad de un sistema reparable en serie de dos unidades mediante
un sistema de ecuaciones integrales.
3. Resolver nume´ricamente el sistema de ecuaciones integrales para la disponibilidad del
tiempo en una misio´n.
Organizacio´n de la tesis
La tesis esta´ estructurada de la siguiente manera:
• En el Cap´ıtulo 1 se presentan conceptos ba´sicos de las tema´ticas sobre cadenas de
Markov y procesos semimarkovianos.
• En el Cap´ıtulo 2 se realiza un ana´lisis detallado de las ecuaciones integrales para la
disponibilidad del tiempo en una misio´n.
• En el Cap´ıtulo 3 se expone el modelo a trabajar con sus respectivos supuestos, se
hace la deduccio´n de las probabilidades de transicio´n del proceso Y = {Y (t), t ≥ 0}
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y se plantea el sistema de ecuaciones integrales para la disponibilidad de un sistema
en serie reparable con dos unidades.
• En el Cap´ıtulo 5 se presentan los resultados de la funcio´n de distribucio´n del tiempo
operacional acumulativo para un sistema reparable en serie con dos unidades para
diferentes tiempos de misio´n.
Una vez realizada la exposicio´n de todos los cap´ıtulos se presentara´n unas conclusiones
finales de los mismos. Se dedicara´ un apartado a presentar una futura investigacio´n a la
que puede dar este trabajo. Por u´ltimo, se relaciona la bibliograf´ıa que se consulto´ para el
desarrollo de este trabajo.
Espero que la mencionada informacio´n sea del agrado del lector y, en un futuro, sea
u´til de alguna manera, para la academia y sectores en los que se aplique los conceptos de
procesos industriales ma´s espec´ıficamente en disponibilidad de un sistema.
VII
CAPI´TULO 1
Procesos markovianos
En el presente cap´ıtulo se abordan conceptos de procesos estoca´sticos markovianos:
un primer concepto es Cadenas de Markov, se exponen conceptos de probabilidades de
transicio´n, Cadenas de Markov homoge´neas, ecuaciones de Chapman-Kolmogorov, entre
otros; y un segundo concepto es Procesos semimarkovianos, se presentan los conceptos
de tiempo de espera en un estado, tiempo de retencio´n, distribucio´n de probabilidad del
tiempo de retencio´n, nu´cleo de un proceso semimarkoviano, entre otros. Estos conceptos
se pueden encontrar en Liliana et al. [2] y Howard [10].
1.1. Cadenas de Markov
Un tipo especial de proceso estoca´stico es el que posee la propiedad que “dado el pre-
sente, el futuro es independiente del pasado”. Un caso particular de procesos estoca´sticos
que poseen esta propiedad es el que tiene espacio de estado discreto y espacio de para´metro
discreto, llamado “Cadena de Markov”.
Definicio´n 1. Un proceso estoca´stico {Xn;n ∈ N} con espacio de estados S discreto, es
una Cadena de Markov si:
P (Xn = xn | X0 = x0, · · · ,Xn−1 = xn−1) = P (Xn = xn | Xn−1 = xn−1),
para todo x1, · · · , xn ∈ S y para todo n ∈ N.
1.1.1. Probabilidades de Transicio´n
Definicio´n 2. Sea {Xn;n ∈ N} una Cadena de Markov, la probabilidad de transicio´n en
el tiempo n, simbolizada por pij(n), representa la probabilidad que el sistema se encuentre
en el estado j en el tiempo n+ 1, dado que se encontraba en el estado i en el tiempo n.
pij(n) = P (Xn+1 = j | Xn = i), para todo i, j ∈ S.
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Definicio´n 3. Una Cadena de Markov {Xn;n ∈ N} es homoge´nea si la probabilidad de
transicio´n pij(n) es independiente de n, es decir:
pij(n) = P (Xn+1 = j | Xn = i) = P (Xn+m+1 = j | Xn+m = i) = pij(n+m),
para todo i, j ∈ S, para todo m,n ∈ N. En tal caso se escribe pij en lugar de pij(n).
Definicio´n 4. Sean {Xn;n ∈ N} una cadena homoge´nea de Markov y m ∈ N, la probabi-
lidad de transicio´n en m pasos simbolizada por p
(m)
ij , representa la probabilidad de cambio
del estado i al estado j en m pasos, esto es,
p
(m)
ij = P (Xm = j | X0 = i), para todo i, j ∈ S.
Note´se que p
(1)
ij = pij .
Definicio´n 5. La matriz de transicio´n (en un paso) de una cadena homoge´nea de Markov
{Xn;n ∈ N} es:
P = (pij)i,j∈S.
Observacio´n 1. Las probabilidades de transicio´n cumplen las siguientes propiedades:
1. 0 ≤ pij ≤ 1, para cada i, j ∈ S y cada t ≥ 0, debido a los axiomas de probabilidad.
2.
∑
j∈S pij = 1; en efecto: ∑
j∈S
pij =
∑
j∈S
P (X1 = j | X0 = i)
= P

X1 ∈ ⋃
j∈S
j | X0 = i


=
P (X1 ∈ S,X0 = i)
P (X0 = i)
=
P (X0 = i)
P (X0 = i)
= 1.
Definicio´n 6. La matriz de transicio´n en m pasos de una cadena homoge´nea de Markov
{Xn;n ∈ N} es:
P (m) = (p
(m)
ij )i,j∈S .
1.1.2. Ecuaciones de Chapman-Kolmogorov
Teorema 1. Sea {Xn;n ∈ N} una cadena de Markov homoge´nea, entonces para todo
i, j ∈ S se tiene que:
p
(m+n)
ij =
∑
k∈S
p
(m)
ik p
(n)
kj , para todo m,n ∈ N. (1.1)
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Demostracio´n.
Sean i, j ∈ S, y m,n ∈ N, entonces:
p
(m+n)
ij = P{Xm+n = j | X0 = i}
=
∑
k∈S
P{Xm+n = j,Xm = k | X0 = i}
=
∑
k∈S
P{X0 = i,Xm = k,Xm+n = j}
P{X0 = i}
=
∑
k∈S
P{Xm+n = j | Xm = k,X0 = i}P{Xm = k | X0 = i}P{X0 = i}
P{X0 = i}
=
∑
k∈S
P{Xm+n = j | Xm = k,X0 = i}P{Xm = k | X0 = i} (1.2)
Como el proceso {Xn;n ∈ N} es una cadena de Markov homoge´nea, entonces:
P{Xm+n = j | Xm = k,X0 = i} = P{X(m + n) = j | Xm = k}
= P{X(n) = j | X0 = k} = p
(n)
kj .
Reemplazando la expresio´n anterior en (1.2) se tiene que:
p
(m+n)
ij =
∑
k∈S
p
(n)
kj p
(m)
ik =
∑
k∈S
p
(m)
ik p
(n)
kj .
Las ecuaciones (1.1) son llamadas “Ecuaciones de Chapman-Kolmogorov”, y en forma
matricial se pueden escribir como:
P (n+m) = P (n)P (m) = P (m)P (n), para todo m,n ∈ N.
Adema´s, se observa que P (m) = Pm, para todo m ∈ N.
1.2. Procesos semimarkovianos
Definicio´n 7. Tiempo de espera en un estado i. Sea {Yt; t ≥ 0} un proceso estoca´stico
con espacio de estado S discreto. El tiempo de espera o permanencia del proceso en un
estado i ∈ S, es un tiempo aleatorio τi, que corresponde al tiempo en que el proceso
{Yt, t ≥ 0} permanece en el estado i. Es decir, para algu´n t0 ≥ 0, Y (t
−
0 ) 6= i, Y (t) = i,
para t ∈ [t0, t0 + τi) y Y (t0 + τi) 6= i.
Definicio´n 8. Proceso semimarkoviano. Sea {Xn, n ∈ N} una cadena homoge´nea de
Markov con espacio de estados S y con matriz de transicio´n P . Sea {Yt, t ≥ 0} un proceso
estoca´stico con espacio de estados S. Se dice que el proceso {Yt; t ≥ 0} es semimarkoviano
si es homoge´neo y
P [Y (t0 + τi) = j | Y (t
−
0 ) 6= i, Y (t) = i para t ∈ [t0, t0 + τi)] = pij, (1.3)
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para todo i, j ∈ S, i 6= j. Como el proceso {Yt; t ≥ 0} es homoge´neo, (1.3) se puede escribir
como:
P [Y (τi) = j | Y (t) = i para t ∈ [0, τi)] = pij, para todo i, j ∈ S, i 6= j.
Definicio´n 9. Tiempo de retencio´n. El tiempo de retencio´n de un estado i a un estado
j del proceso semimarkoviano {Yt; t ≥ 0} es una variable aleatoria denotada por τij, que
corresponde al tiempo en que una vez el proceso {Yt; t ≥ 0} alcanza el estado i, permanece
all´ı hasta que cambia al estado j.
Definicio´n 10. Dado un proceso semimarkoviano {Yt; t ≥ 0} la distribucio´n de probabi-
lidad de τij , se define por:
Fij(t) = P (τij ≤ t) para todo i, j ∈ S. (1.4)
1.2.1. Nu´cleo de un proceso semimarkoviano
Teorema 2. Sea {Yt; t ≥ 0} un proceso semimarkoviano proveniente de una cadena de
Markov {Xn, n ∈ N}, con matriz de transicio´n P = (pij) con i, j ∈ S, entonces la funcio´n
de distribucio´n de la variable aleatoria τi con i ∈ S, satisface:
P (τi ≤ t) =
∑
j∈S
j 6=i
Fij(t) pij (1.5)
Demostracio´n.
P (τi ≤ t) = P (τi ≤ t;X0 = i)
= P (τi ≤ t;X0 = i;X1 6= i)
=
∑
j∈S
j 6=i
P (τij ≤ t;X0 = i;X1 = j)
=
∑
j∈S
j 6=i
P (τij ≤ t)P (X1 = j | X0 = i)
=
∑
j∈S
j 6=i
P (τij ≤ t)pij
=
∑
j∈S
j 6=i
Fij(t) pij .
Teorema 3. El nu´cleo de la matriz del proceso semimarkoviano {Yt; t ≥ 0} es definido
como Q(t) =
(
qij(t)
)
i,j∈S
, para t ≥ 0, donde:
qij(t) =
{
P (τi ≤ t, Y (τi) = j), si i 6= j,
0, si i = j.
(1.6)
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En este caso obse´rvese que:
qij(t) = P (τij ≤ t) pij = pij Fij(t), con t > 0.
Demostracio´n.
P (τi ≤ t, Y (τi) = j) = P (τi ≤ t |Y (τi) = j)P (Y (τi) = j)
= P (τij ≤ t)P (Xn+1 = j |Xn = i)
= Fij(t) pij
= pij Fij(t).
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Disponibilidad del tiempo en una misio´n
Cuando un sistema es puesto en funcionamiento esta´ sujeto a que la utilidad del sistema
se vea afectada por causas externas al sistema; es decir, a fallas (fallas que pueden ser
reparadas y el sistema vuelve a su funcionamiento). Una medida para evaluar el sistema
en cuanto a su rendimiento es mediante el modelado de la disponibilidad del sistema, ya
que la disponibilidad de un sistema se ve afectada por la distribucio´n del tiempo de vida
u´til y de la capacidad de recuperacio´n del sistema.
2.1. Preliminaries
1. 0, I y 1 son la matriz nula, la matriz identidad y el vector columna de unos, respec-
tivamente.
2. Y = {Yt | t ≥ 0} es la evolucio´n temporal del sistema. Y se asume como un proceso
semimarkoviano proveniente de una cadena de Markov con matriz de transicio´n P ,
en donde pii = 0 para toda i ∈ S.
3. S = U ∪D es el espacio de estados del proceso Y , donde U y D indican el conjunto
de estados de trabajo del sistema (funciona) y el conjunto de estados de reparacio´n
del sistema (no funciona), respectivamente.
4. El tiempo de acumulacio´n operativo Ct es el tiempo total en el cual el proceso Y
permanece en uno de los estados que funciona (trabaja) U , durante el intervalo
de tiempo [0, t]. Esto es, si denotamos {Y ∈ U} = {t ≥ 0 | Yt ∈ U}, entonces
Ct =
∫ t
0 I{Y ∈U}(v) dv, donde IA representa la funcio´n caracter´ıstica sobre el evento
A. Tambie´n, C = {Ct | t ≥ 0} es el proceso de tiempo de acumulacio´n operativo.
5. Mv = ı´nf{t ∈ [0,∞) | Ct ≥ v} es el tiempo de la misio´n, que es, el menor tiempo
requerido para que el tiempo de acumulacio´n operativo, alcance un tiempo predeter-
minado v. En este contexto Mv es el menor tiempo en el que una misio´n que requiere
v unidades de tiempo de operacio´n acumulativo se complete, si el sistema es iniciado
en el tiempo 0, v es llamada la duracio´n de la misio´n. Tambie´n, M = {Mv | v ≥ 0}
es el proceso del tiempo de la misio´n.
6. Mv − v es el tiempo total en reparacio´n asociado con una duracio´n de misio´n v.
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7. La relacio´n entre C y M . Para t, v ≥ 0:
Ct ≥ v ⇐⇒ Mv ≤ t. (2.1)
A continuacio´n se analiza la anterior expresio´n:
⇒ Supo´ngase que Ct ≥ v.
Sea A = {w ∈ [0,∞)/Cw ≥ v} y Mv = mı´nA como t ∈ A entonces Mv ≤ t.
⇐ Supo´ngase que Mv ≤ t.
Sea A = {w ∈ [0,∞)/Cw ≥ v}, por hipo´tesis Mv ≤ t y por ser C un proceso no
decreciente se tiene que:
CMv ≤ Ct. (2.2)
Pero, Mv = mı´nA luego Mv ∈ A por lo tanto
CMv ≥ v. (2.3)
por transitividad de 2.2 y 2.3 se tiene v ≤ Ct.
8. La disponibilidad del tiempo en una misio´n (WMA), denotada por W (t1, t2) es la
probabilidad que en total, no haya ma´s de t2 unidades de tiempo total en reparacio´n
asociada con una duracio´n de misio´n t1.
W (t1, t2) = P (Mt1 − t1 ≤ t2). (2.4)
Note que si 0 ≤ t2 ≤ t1 <∞,
W (t2, t1 − t2) = P (Mt2 − t2 ≤ t1 − t2)
= P (Mt2 ≤ t1)
= P (Ct1 ≥ t2).
(2.5)
9. La funcio´n de distribucio´n acumulativa de Ct1 es definida por:
P (Ct1 ≤ t2) =
{
1−W (t2, t1 − t2), si 0 ≤ t2 ≤ t1,
1, si 0 ≤ t1 ≤ t2.
(2.6)
10. La notacio´n con sub´ındices en matrices, se usa para denotar sub-matrices o sub-
vectores, por ejemplo, QD,U(t) = (qd,u)d∈D,u∈U .
11. La notacio´n con sub´ındices en probabilidades, se usa para denotar probabilidades
con una condicio´n inical de la siguiente manera:
Ps(A) = P (A | Y (0) = s), para todo s ∈ S y para todo evento A.
Por ejemplo, Ws(t1, t2) = P (Mt1 − t1 ≤ t2 | Y (0) = s).
12. W(t1, t2) es el vector (Ws(t1, t2))s∈S .
13. Si B = U o´ B = D, τB es el primer tiempo de permanencia de Y en B, esto es el
tiempo gastado por Y en B durante esta primera visita a B. As´ı que, si Y (0) ∈ U
7
Cap´ıtulo 2. Disponibilidad del tiempo en una misio´n
entonces τU es el lapso del primer per´ıodo de trabajo, y si Y (0) ∈ D, entonces τD es
el lapso del primer per´ıodo de reparacio´n.
14. Si b ∈ B, donde B = U o B = D, los eventos E(b) se definen por:
E(b) =
{
La primera entrada de Y a B es a trave´s de b, Y comienza cuando t = 0
en S −B
}
=
{
YτS−B = b, Y (0) ∈ S −B
}
.
Se va a asumir que los caminos muestrales de Y son continuos por derecha, E(b)
puede ser pensado como el evento “el primer arribo de Y a B es b” y Y (0) /∈ B.
15. Si u ∈ U , d ∈ D, se define:
ku,d(t) = Pu(τU ≤ t ∩ E(d)) (2.7)
= P (τU ≤ t ∩ E(d) | Y (0) = u),
y,
kd,u(t) = Pd(τD ≤ t ∩ E(u)) (2.8)
= P (τD ≤ t ∩ E(u) | Y (0) = d).
As´ı, ku,d(t) es la probabilidad de que si el proceso inicia en el estado u, el tiempo de
permanencia de Y en U es menor o igual que t y la primera entrada a D es a trave´s
de d. Similarmente kd,u(t) es interpretada.
2.2. Ecuaciones integrales para la disponibilidad del tiempo
en una misio´n
Ahora, el principal resultado para determinar la disponibilidad del tiempo en una
misio´n, el cual sera´ usado en nuestra aplicacio´n es presentado a continuacio´n:
Teorema 4. La matriz de valores de las funciones KUD y KDU sobre [0,∞) son respec-
tivamente definidas como las soluciones de:
KUD(t) = QUD(t) +
∫ t
0
QUU(dw)KUD(t− w), (2.9)
KDU(t) = QDU (t) +
∫ t
0
QDD(dw)KDU (t− w). (2.10)
Si WU (t1, t2) y WD(t1, t2) son vectores cuyas componentes son las disponibilidades de
tiempo para una misio´n cuando el sistema inicia en los diferentes estados de U y D
respectivamente, entonces estos satisfacen las ecuaciones integrales:
WU (t1, t2) = 1−KUD(t1) · 1
+
∫ t1
0
∫ t2
0
GUU (dw1, dw2)WU (t1 −w1, t2 − w2), (2.11)
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WD(t1, t2) = KDU (t2) · 1−GDD(t1, t2) · 1
+
∫ t1
0
∫ t2
0
GDD(dw1, dw2)WD(t1 −w1, t2 − w2). (2.12)
donde los valores de la matriz de las funciones GUU y GDD sobre [0,∞)
2 son definidas
por:
GUU (t1, t2) = KUD(t1)KDU (t2),
GDD(t1, t2) = KDU (t2)KUD(t1).
(2.13)
Adema´s, los dos subvectores WU y WD del vector WMA se pueden expresar uno te´rminos
del otro como:
WU (t1, t2) = 1−KUD(t1) · 1
+
∫ t1
0
KUD(dw)WD(t1 − w, t2), (2.14)
WD(t1, t2) =
∫ t2
0
KDU (dw)WU (t1, t2 − w). (2.15)
Demostracio´n. La matriz (kud)u∈U, d∈D, donde kud es definida como en (2.7), es una solu-
cio´n de la ecuacio´n integral (2.9), de hecho:
Sea X = {Xn | n = 0, 1, . . .} presenta la cadena de Markov incorporada de Y ; las
entradas fuera de la diagonal de la matriz de probabilidad de transicio´n son ps,s′, s, s
′ ∈ S,
y s 6= s′. Para u ∈ U , d ∈ D y t ≥ 0 lo siguente se sostiene por los argumentos de
renovacio´n.
kud = Pu ({τU ≤ t} ∩ E(d))
= P ({τU ≤ t} ∩ E(d) | X0 = u)
=
P ({τU ≤ t} ∩ E(d),X0 = u)
P (X0 = u)
=
∑
s∈S,s 6=u
P ({τU ≤ t} ∩ E(d),X0 = u,X1 = s)
P (X0 = u)
=
∑
s∈S,s 6=u
P ({τU ≤ t} ∩ E(d) | X0 = u,X1 = s) P (X1 = s | X0 = u)
=
∑
s∈U,s 6=u
P ({τU ≤ t} ∩ E(d) | X0 = u,X1 = s) pu,s
+ P ({τU ≤ t} ∩ E(d) | X0 = u,X1 = d) pu,d
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=
∑
s∈U,s 6=u
pu,s
∫ t
0
Ps ({τ ≤ t− w} ∩ E(d)) Fu,s(dw) + Fu,d(t) pu,d
=
∑
s∈U,s 6=u
∫ t
0
ks,d(t−w)
[
pu,s Fu,s(dw)
]
+ Fu,d(t) pu,d
=
∑
s∈U,s 6=u
∫ t
0
ks,d(t−w) qu,s (dw) + qu,d(t).
Por lo tanto, se ha demostrado que (kud)u∈U, d∈D satisfacen (2.9). Similarmente esto puede
ser provado que (kdu)d∈D, u∈U satisface (2.10).
Ahora, si w1, w2 ≥ 0, u ∈ U , haciendo v2 = w1 y v1 = w1 + w2 se obtiene:
Wu(w1, w2) =Wu(v2, v1 − v2)
= Pu (Cv1 ≥ v2) , by (2.5)
= Pu (Cw1+w2 ≥ w1)
= Pu (Cw1+w2 ≥ w1, τU ≤ w1) + Pu (Cw1+w2 ≥ w1, τU > w1) .
(2.16)
Pero,
Pu (Cw1+w2 ≥ w1, τU ≤ w1)
=
∑
d∈D
Pu
({
Cw1+w2 ≥ w1, τU ≤ w1
}
∩ E(d)
)
=
∑
d∈D
∫ w1
0
Pd
(
{Cw1+w2−w ≥ w1 −w,
)
Pu
({
τU ≤ dw
}
∩ E(d)
)
(2.1)
=
∑
d∈D
∫ w1
0
Pd
(
Mw1−w ≤ w1 +w2 − w,
)
ku,d(dw)
=
∑
d∈D
∫ w1
0
Pd
(
Mw1−w − (w1 − w) ≤ w2,
)
ku,d(dw)
=
∑
d∈D
∫ w1
0
Wd(w1 − w,w2) ku,d(dw).
(2.17)
Tambie´n,
Pu (Cw1+w2 ≥ w1, τU > w1) = Pu (τU > w1)
= 1− Pu (τU ≤ w1)
= 1−
∑
d∈D
ku,d(w1).
(2.18)
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Reemplazando (2.17) y (2.18) en (2.16), se obtiene que para todo u ∈ U y d ∈ D:
Wu(w1, w2) = 1−
∑
d∈D
ku,d(w1) +
∑
d∈D
∫ w1
0
Wd(w1 − w,w2) ku,d(dw),
as´ı, se ha obtenido (2.14). Ahora,
Wd(v1, v2) = Pd
(
Mv1 − v1 ≤ v2
)
(by (2.4))
=
∑
u∈U
Pd
({
Mv1 − v1 ≤ v2, τD ≤ v2
}
∩ E(u)
)
=
∑
u∈U
∫ v2
0
Pd
({
τD ≤ dw
}
∩E(u)
)
Pu
(
Mv1 − v1 ≤ v2 − w
)
=
∑
u∈U
∫ v2
0
kd,u(dw)Wu(v1, v2 − w).
(2.19)
De este modo se ha demostrado (2.15). Ahora, sustituyendo (2.15) en (2.14), entonces:
WU (t1, t2) = 1−KUD(t1) · 1+
∫ t1
0
KUD(dw1)WD(t1 − w1, t2)
= 1−KUD(t1) · 1+
∫ t1
0
KUD(dw1)
∫ t2
0
KDU (dw2)WU (t1 −w1, t2 − w2)
= 1−KUD(t1) · 1+
∫ t1
0
∫ t2
0
KUD(dw1)KDU (dw2)WU (t1 − w1, t2 − w2)
= 1−KUD(t1) · 1+
∫ t1
0
∫ t2
0
KUD(dw1)KDU (dw2)WU (t1 − w1, t2 − w2)
= 1−KUD(t1) · 1+
∫ t1
0
∫ t2
0
GUU (dw1, dw2)WU (t1 − w1, t2 − w2),
quedando as´ı demostrado (2.11). Similarmente se puede probar (2.12).
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CAPI´TULO 3
Disponibilidad en un sistema en serie
3.1. Introduccio´n
En los procesos industriales es muy comu´n encontrar sistemas en serie; y es de gran
intere´s aquellos sistemas que son reparables (se presentan fallas, estas se corrigen y vuelve
el sistema a entrar en funcionamiento). La disponibilidad da una medida del tiempo que
el sistema se encuentra disponible para que cumpla su misio´n. En el presente Cap´ıtulo se
estudia un sistema en serie reparable con dos unidades, a este sistema se le describe: su
modelo, espacio de estados, supuestos, probablidades de transicio´n y se plantea el sistema
de ecuaciones integrales para la disponibilidad del tiempo en una misio´n.
3.2. Modelo
Un sistema en serie de dos unidades (ver Figura 3.1) es aquel sistema en donde
las componentes se conectan una tras otra, en el cual existe so´lo una trayectoria para
completar una misio´n; para el funcionamiento del sistema las dos componentes deben
funcionar correctamente y dichas unidades funcionan de manera independiente una de la
otra.
Figura 3.1. Sistema en serie con dos unidades.
3.2.1. Descripcio´n del modelo
Se considera un sistema en serie cuyas componentes son dos unidades A y B, que
en general presentan diferentes caracter´ısticas te´cnicas. Se asume que cuando una de las
unidades falla la otra unidad no falla e inmediatamente entra a reparacio´n; igualmente,
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cuando transcurra un tiempo especificado sin que ninguna unidad falle se hara´ un man-
tenimiento preventivo, de manera alternativa: inicialmente se realiza sobre una unidad,
la siguiente ocasio´n se hara´ sobre la otra unidad; y as´ı sucesivamente. Una vez se haga
reparacio´n o mantenimiento preventivo a una unidad, e´sta se considera “en excelentes
condiciones para realizar su trabajo”. Pero si una unidad fue reparada u´ltimamente, el
siguiente mantenimiento preventivo se hara´ sobre la otra unidad.
Para cada una de las unidades se manejan tres tiempos: de vida, reparacio´n y man-
tenimiento. Cada uno de ellos es independiente con los otros y con comportamiento ex-
ponencial. En la Tabla 3.1 se muestra la notacio´n y la distribucio´n de cada uno de estos
tiempos.
Unidad Tiempo de vida Tiempo de reparacio´n Tiempo de mantenimiento
A VA ∼ exp(λA) RA ∼ exp(ψA) MA ∼ exp(αA)
B VB ∼ exp(λB) RB ∼ exp(ψB) MB ∼ exp(αB)
Tabla 3.1. Distribucio´n de tiempos de vida, de reparacio´n y de mantenimiento utilizados en el
modelo para un sistema en serie reparable.
As´ı el modelo a estudiar en este cap´ıtulo, sera´ el proceso que describe si el sistema
esta´ o no funcionando en un tiempo t, despue´s de haber sido puesto en funcionamiento.
Este es denota por Y = {Y (t), t ≥ 0} y es semimarkoviano.
3.2.2. Espacio de estados
En concordancia con la descripcio´n del modelo descrito en la seccio´n 3.2.1, y teniendo
en cuenta que cada una de las unidades del sistema puede estar funcionando o, en caso
contrario, estar siendo reparada o estar en mantenimiento preventivo entonces, el espacio
de estados S del proceso Y constara´ de seis elementos. As´ı, S = {1, 2, . . . , 6} y el significado
de cada uno de estados es el siguiente:
• Los estados 1 y 3 representan aquellos estados en que tanto la unidad A como la
unidad B esta´n funcionando. Al estado 1 se accede en el caso en que en el estado
anterior del proceso, la unidad A no este´ funcionando y la unidad B no presenta
falla; mientras que al estado 3 se accede en caso en que en el estado anterior la
unidad A funciona y la unidad B no este´ funcionando.
• El estado 2 representa aquel en que la unidad A funciona y la unidad B entra a
mantenimiento preventivo.
• El estado 4 representa aquel en que la unidad A entra a mantenimiento preventivo
y la unidad B funciona.
• El estado 5 representa aquel en que la unidad A esta´ en reparacio´n y la unidad B
funciona.
• El estado 6 representa aquel en que la unidad A funciona y la unidad B esta´ en
reparacio´n.
Estos estados pueden subdividirsen en:
U = {1, 3} y D = {2, 4, 5, 6},
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donde cada uno de los estados del conjunto U , indican que el sistema esta´ funcionando-
trabajando y los estados del conjunto D, indica que el sistema no esta´ funcionanando-no
trabaja.
3.2.3. Supuestos
1. Bajo la no ocurrencia de fallas los estados 1, 2, 3 y 4 son visitados en este orden
c´ıclico.
2. La primera unidad en entrar a mantenimiento preventivo es la unidad B, despue´s
de estar en funcionamiento el sistema durante un tiempo CB . Si despue´s de haber
sido reparada la unidad B o´ despue´s de habe´rsele hecho mantenimiento preventivo,
el sistema no falla durante un tiempo CA; se realiza mantenimiento preventivo a
la unidad A y de esta manera alternativa se realizan los siguientes mantenimientos
preventivos.
3. El modelo no contempla el caso en que las dos unidades fallen simulta´neamente,
debido a que la probabilidad que las dos unidades fallen al mismo tiempo es cero.
4. Este sistema solo cuenta con un espacio para matenimiento o arreglo de una unidad.
3.2.4. Probabilidades de transicio´n del modelo
Dado que el proceso Y es semi-markoviano, entonces todos los resultados del Cap´ıtulo 3
son va´lidos para el modelo a plantearse; en particular el proceso tiene matriz de transicio´n
Q(t) la cual se calcula segu´n (1.6), mediante:
qij(t) =
{
P (τi ≤ t, Y (τi) = j), si i 6= j,
0, si i = j.
Teniendo en cuenta que si Z es una variable aleatoria continua, sus funciones de distribu-
cio´n y densidad se representan por Fz y fz respectivamente, a continuacio´n se presentan
las probabilidades del sistema a modelar dado por la Figura 3.2.
q12(t) = P (τ1 ≤ t, Y (τ1) = 2),
=
{
P (VA ≥ CB;VB ≥ CB), t ≥ CB ,
0, t < CB ,
=
{
P (VA ≥ CB)P (VB ≥ CB), t ≥ CB ,
0, t < CB ,
=
{
e−(λACB)e−(λBCB), t ≥ CB ,
0, t < CB ,
=
{
e−(λA+λB)CB , t ≥ CB,
0, t < CB.
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Figura 3.2. Transiciones del proceso Y = {Y (t), t ≥ 0}; donde A y B son las unidades, T hace
referencia que la unidad trabaja, MP hace referencia que la unidad entra a mante-
nimiento preventivo y NT hace referencia que la unidad esta´ en reparacio´n porque
ha presentado alguna falla.
q23(t) = P (τ2 ≤ t, Y (τ2) = 3) = P (MB ≤ t) = 1− e
−αB t, t ≥ 0.
q34(t) = P (τ3 ≤ t, Y (τ3) = 4)
=
{
P (VA ≥ CA;VB ≥ CA), t ≥ CA,
0, t < CA,
=
{
P (VA ≥ CA)P (VB ≥ CA), t ≥ CA,
0, t < CA,
=
{
e−(λACA)e−(λBCA), t ≥ CA,
0, t < CA,
=
{
e−(λA+λB)CA , t ≥ CA,
0, t < CA.
q41(t) = P (τ4 ≤ t, Y (τ4) = 1) = P (MA ≤ t) = 1− e
−αA t, t ≥ 0.
q51(t) = P (τ5 ≤ t, Y (τ5) = 1) = P (RA ≤ t) = 1− e
−ψA t, t ≥ 0.
q63(t) = P (τ6 ≤ t, Y (τ6) = 3) = P (RB ≤ t) = 1− e
−ψB t, t ≥ 0.
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q15(t) = q35(t) = P (τ1 ≤ t, Y (τ1) = 5)
= P (VA < t, VB > VA)
=
t∫
0
l´ım
dz→0+
(P (VB > z, z ≤ VA < z + dz))
=
t∫
0
P (VB > z)
[
l´ım
dz→0+
P (z ≤ VA < z + dz)
]
=
t∫
0
P (VB > z)
[
l´ım
dz→0+
FVA(z + dz)− FVA(z)
dz
]
dz
=
t∫
0
P (VB > z) F
′
VA
(z)dz
=
t∫
0
P (VB > z) fVA(z)dz
=
t∫
0
e−(λB z)λAe
−(λA z)dz
=
λA
λA + λB
(1− e−(λA+λB)t), t ≥ 0.
q16(t) = q36(t) = P (τ1 ≤ t, Y (τ1) = 6)
= P (VB < t, VA > VB)
=
t∫
0
l´ım
dz→0+
(P (VA > z, z ≤ VB < z + dz))
=
t∫
0
P (VA > z)
[
l´ım
dz→0+
P (z ≤ VB < z + dz)
]
=
t∫
0
P (VA > z)
[
l´ım
dz→0+
FVB (z + dz)− FVB (z)
dz
]
dz
=
t∫
0
P (VA > z) F
′
VB
(z)dz
=
t∫
0
P (VA > z) fVB(z)dz
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=
t∫
0
e−(λA z)λBe
−(λB z)dz
=
λB
λA + λB
(1− e−(λA+λB)t), t ≥ 0.
El nu´cleo de la matriz del proceso semi-Markov para nuestro proceso es:
Q(t) =


0 q12(t) 0 0 q15(t) q16(t)
0 0 q23(t) 0 0 0
0 0 0 q34(t) q35(t) q36(t)
q41(t) 0 0 0 0 0
q51(t) 0 0 0 0 0
0 0 q63(t) 0 0 0


No´tese que las matrices QUU (t), QDD(t) son matrices nulas, mientras que:
QDU(t) =


0 q23(t)
q41(t) 0
q51(t) 0
0 q63(t)

 ,
la matriz QUD tiene tres formas en el presente modelo, a continuacio´n se muestran:
• Si t < CB
QUD(t) =
[
0 0 q15(t) q16(t)
0 0 q35(t) q36(t)
]
• Si CB ≤ t < CA
QUD(t) =
[
q12(t) 0 q15(t) q16(t)
0 0 q35(t) q36(t)
]
• Si t > CA
QUD(t) =
[
q12(t) 0 q15(t) q16(t)
0 q34(t) q35(t) q36(t)
]
.
Recordando (2.9) y (2.10)
KUD(t) = QUD(t) +
∫ t
0
QUU(dw)KUD(t− w).
KDU(t) = QDU (t) +
∫ t
0
QDD(dw)KDU (t− w).
Con los resultados anteriormente obtenidos se concluye que:
KUD(t) = QUD(t).
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KDU(t) = QDU (t).
Ahora, mediante la expresio´n (2.13) se obtienen las matrices GUU (t1, t2) y GDD(t1, t2):
GUU (t1, t2) = KUD(t1)KDU (t2).
Para las tres situaciones se tienen las componentes de la matriz GUU (t1, t2):
• Si t1 < CB y t2 ≥ 0,
g1 1(t1, t2) =
λA
λA + λB
(e−(λA+λB)t1 − 1)(e−ψA t2 − 1),
g1 3(t1, t2) =
λB
λA + λB
(e−(λA+λB)t1 − 1)(e−ψB t2 − 1),
g3 1(t1, t2) =
λA
λA + λB
(e−(λA+λB)t1 − 1)(e−ψA t2 − 1),
g3 3(t1, t2) =
λB
λA + λB
(e−(λA+λB)t1 − 1)(e−ψB t2 − 1).
• Si CB ≤ t1 < CA y t2 ≥ 0,
g1 1(t1, t2) =
λA
λA + λB
(e−(λA+λB)t1 − 1)(e−ψA t2 − 1),
g1 3(t1, t2) =
λB
λA + λB
(e−(λA+λB)t1 − 1)(e−ψB t2 − 1)− e−(λA+λB)CB (e−αB t2 − 1),
g3 1(t1, t2) =
λA
λA + λB
(e−(λA+λB)t1 − 1)(e−ψA t2 − 1),
g3 3(t1, t2) =
λB
λA + λB
(e−(λA+λB)t1 − 1)(e−ψB t2 − 1).
• Si t1 > CA y t2 ≥ 0,
g1 1(t1, t2) =
λA
λA + λB
(e−(λA+λB)t1 − 1)(e−ψA t2 − 1),
g1 3(t1, t2) =
λB
λA + λB
(e−(λA+λB)t1 − 1)(e−ψB t2 − 1)− e−(λA+λB)CB (e−αB t2 − 1),
g3 1(t1, t2) =
λA
λA + λB
(e−(λA+λB)t1 − 1)(e−ψA t2 − 1)− e−(λA+λB)CA(e−αA t2 − 1),
g3 3(t1, t2) =
λB
λA + λB
(e−(λA+λB)t1 − 1)(e−ψB t2 − 1).
Por tanto, si t1, t2 ≥ 0 entonces:
∂2GUU (t1, t2)
∂t1 ∂t2
=
[
λA ψA e
−(λA+λB)t1+ψA t2 λB ψB e
−(λA+λB)t1+ψB t2
λA ψA e
−(λA+λB)t1+ψA t2 λB ψB e
−(λA+λB)t1+ψB t2
]
.
Para encontrar WU (t1, t2) del anterior modelo nos apoyamos en la ecuacio´n integral dada
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en (2.11), y conociendo que la funcio´n exponencial es derivable, dicha ecuacio´n se puede
expresar como:
WU (t1, t2) = 1−KUD(t1) · 1
+
∫ t1
0
∫ t2
0
WU (t1 − w1, t2 −w2)
∂2GUU (w1, w2)dw2 dw1
∂w1 ∂w2
.
Las componentes de WU (t1, t2) para el modelo se presenta en tres casos:
• Caso 1. Si t1 < CB y t2 ≥ 0,
W1(t1, t2) = 1−
[
λA
λA + λB
(1− e−(λA+λB)t1) +
λB
λA + λB
(1− e−(λA+λB)t1)
]
+
∫ t1
0
∫ t2
0
λA ψA e
−[(λA+λB)w1+ψA w2]W1(t1 − w1, t2 − w2)
+ λB ψB e
−[(λA+λB)w1+ψB w2]W3(t1 − w1, t2 − w2)dw2 dw1, (3.1)
W3(t1, t2) = 1−
[
λA
λA + λB
(1− e−(λA+λB)t1) +
λB
λA + λB
(1− e−(λA+λB)t1)
]
+
∫ t1
0
∫ t2
0
λA ψA e
−[(λA+λB)w1+ψA w2]W1(t1 − w1, t2 − w2)
+ λB ψB e
−[(λA+λB)w1+ψB w2]W3(t1 − w1, t2 − w2)dw2 dw1. (3.2)
• Caso 2. Si CB ≤ t1 < CA y t2 ≥ 0,
W1(t1, t2) = 1− [e
−(λA+λB)CB +
λA
λA + λB
(1− e−(λA+λB)t1)
+
λB
λA + λB
(1− e−(λA+λB)t1)]
+
∫ t1
0
∫ t2
0
λA ψA e
−[(λA+λB)w1+ψA w2]W1(t1 − w1, t2 − w2)
+ λB ψB e
−[(λA+λB)w1+ψB w2]W3(t1 − w1, t2 − w2)dw2 dw1, (3.3)
W3(t1, t2) = 1−
[
λA
λA + λB
(1− e−(λA+λB)t1) +
λB
λA + λB
(1− e−(λA+λB)t1)
]
+
∫ t1
0
∫ t2
0
λA ψA e
−[(λA+λB)w1+ψA w2]W1(t1 − w1, t2 − w2)
+ λB ψB e
−[(λA+λB)w1+ψB w2]W3(t1 − w1, t2 − w2)dw2 dw1. (3.4)
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• Caso 3. Si t1 > CA y t2 ≥ 0,
W1(t1, t2) = 1− [e
−(λA+λB)CB +
λA
λA + λB
(1− e−(λA+λB)t1)
+
λB
λA + λB
(1− e−(λA+λB)t1)]
+
∫ t1
0
∫ t2
0
λA ψA e
−[(λA+λB)w1+ψA w2]W1(t1 − w1, t2 − w2)
+ λB ψB e
−[(λA+λB)w1+ψB w2]W3(t1 − w1, t2 − w2)dw2 dw1, (3.5)
W3(t1, t2) = 1− [e
−(λA+λB)CA +
λA
λA + λB
(1− e−(λA+λB)t1)
+
λB
λA + λB
(1− e−(λA+λB)t1)]
+
∫ t1
0
∫ t2
0
λA ψA e
−[(λA+λB)w1+ψA w2]W1(t1 − w1, t2 − w2)
+ λB ψB e
−[(λA+λB)w1+ψB w2]W3(t1 − w1, t2 − w2)dw2 dw1. (3.6)
Los sistemas de ecuaciones integrales (3.1)-(3.2), (3.3)-(3.4) y (3.5)-(3.6) son casos parti-
culares del sistema:
H(t) =
∫
[0,t1]×[0,t2]
J(dw)H(t-w)+V(t), (3.7)
donde:
H(t) = H(t1, t2) =
[
W1(t1, t2)
W3(t1, t2)
]
, J(w) =
[
G11(w1, w2)
G33(w1, w2)
]
,
H(t−w) =
[
W1(t1 − w1, t2 − w2)
W3(t1 − w1, t2 − w2)
]
, V (t) =
[
1−K1D(t1)
1−K3D(t1)
]
,
los vectores V (t), J(dw) son conocidos y H es desconocido.
Boehme [3] presenta un me´todo para encontrar una aproximacio´n nume´rica a (3.7),
Csenki [8] retoma esta solucio´n y lo aplica a los sistemas de ecuaciones integrales dados
por (3.1)-(3.2), (3.3)-(3.4) y (3.5)-(3.6). Para poder resolver nume´ricamente este sistema,
es necesario tomar casos particulares de este modelo y aplicarle este me´todo; en la
siguiente seccio´n se planteara´n algunos ejercicios da´ndoles su respectiva solucio´n.
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Ejemplo nume´rico
Un proceso industrial es comprendido como todo desarrollo sistema´tico que implica
una serie de pasos ordenados y organizados, que suceden de forma alternativa o si-
multa´nea, los cuales se encuentran estrechamente relacionados entre s´ı y cuyo propo´sito
es llegar a un resultado preciso. Una forma de medir este proceso es mediante la funcio´n
de distribucio´n acumulativa (Cdf) del tiempo operacional acumulativo en un intervalo de
tiempo finito [0, t], que se representa en te´rminos de disponibilidad.
Recordando que la disponibilidad del tiempo en una misio´n (WMA), denotada por
W (t1; t2) y dada por (2.4) es la probabilidad que en total, no haya ma´s de t2 unidades de
tiempo total en reparacio´n asociada con una duracio´n de misio´n t1, es:
W (t1, t2) = P (Mt1 − t1 ≤ t2).
Ahora, fijando un tiempo t1 y variando un tiempo t2 se encuentran los sistemas
de ecuaciones integrales indicadas por (3.1)-(3.2), (3.3)-(3.4) y (3.5)-(3.6), la solucio´n
es dada por (3.7), por medio de e´sta se halla las aproximaciones para H(t1, t2) =
[W1(t1, t2),W3(t1, t2)]
T . El objetivo es encontrar la funcio´n de distribucio´n de Ct1 , en
el caso que el sistema empiece en el estado 1, es decir si Y = 1 y para esto se utilizan los
resultados de W1(t1, t2) mediante:
P1(Ct1 ≤ t2) =
{
1−W1(t1, t2), si 0 ≤ t2 ≤ t1,
1, si 0 ≤ t1 ≤ t2.
El ejemplo que a continuacio´n se presenta cuenta con dos unidades A y B, se asume
que las dos unidades no presentan ninguna falla al iniciar el proceso. Los valores supuestos
de los para´metros del modelo para la unidad A son de la siguiente manera: λA =
1
100h ,
ψA =
1
5h , αA =
1
10h , el tiempo de funcionamiento antes de entrar a mantenimiento
preventivo es CA = 90h; para la unidad B son: λB =
1
120h , ψ =
1
3h , α =
1
15h , el
tiempo de funcionamiento antes de entrar a mantenimiento preventivo es CB = 65h
y un tiempo de misio´n del sistema tm = 120. En la Tabla 4.1 se muestran los valo-
res asumidos por el modelo dados en horas, tanto para la unidad A como para la unidad B.
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E[VA] E[VB ] E[RA] E[RB ] E[MA] E[MB ] CA CB tm
100 120 5 3 10 15 90 65 120
Tabla 4.1. Valores asumidos por el modelo para un sistema en serie reparable con dos unidades.
Los valores de la Cdf del tiempo operacional acumulativo para el sistema reparable
en serie con dos unidades son mostrados en la Tabla 4.2 y Figura 4.1.
t2 Pr(C120 < t2) t2 Pr(C120 < t2) t2 Pr(C120 < t2)
0 0.0000 44 0.0000 88 0.0729
4 0.0000 48 0.0000 92 0.1087
8 0.0000 52 0.0000 96 0.1631
12 0.0000 56 0.0000 100 0.2444
16 0.0000 60 0.0001 104 0.3626
20 0.0000 64 0.0001 108 0.5269
24 0.0000 68 0.0102 112 0.7391
28 0.0000 72 0.0148 116 0.9808
32 0.0000 76 0.0215 120 1.0000
36 0.0000 80 0.0314
40 0.0000 84 0.0463
Tabla 4.2. Valores de la funcio´n de distribucio´n del tiempo operacional acumulativo, cuando el
tiempo de misio´n es de 120 horas.
0 20 40 60 80 100 120
0
0.2
0.4
0.6
0.8
1
Tiempo − horas
P(
C t1
<
=
t 2
)
 
 
t
m
 = 120 h
Figura 4.1. Funcio´n de distribucio´n del tiempo operacional acumulativo para un tiempo de misio´n
igual a 120 horas.
Con las especificaciones que se dieron para el sistema en serie con dos unidades se
pueden hacer los siguientes comentarios: las probabilidades bajas indican que es poco
probable que el tiempo acumulado del sistema funcione menos de t2 horas; la probabilidad
que el tiempo acumulado de funcionamiento del proceso sea menor a 92 horas es de
0.1087; la probabilidad que el tiempo acumulado de funcionamiento del proceso sea menor
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a 108 horas es de 0.5269.
En la Tabla 4.3 se presentan tres ejemplos, en cada uno de ellos se asumen dos uni-
dades A y B que se encuentran en perfectas condiciones. Los tiempos esperados de vida,
reparacio´n, mantenimiento se mantienen fijos, se var´ıa el tiempo de funcionamiento de
cada unidad antes de entrar a mantenimiento preventivo y el tiempo de misio´n.
E[VA] E[VB ] E[RA] E[RB ] E[MA] E[MB ] CA CB tm
100 120 5 3 10 15 70 50 80
100 120 5 3 10 15 60 30 100
100 120 5 3 10 15 50 35 60
Tabla 4.3. Valores asumidos por el modelo para tres situaciones de un sistema en serie reparable
con dos unidades.
.
Los valores de la funcio´n de distribucio´n acumulativa (Cdf) del tiempo operacional
acumulativo para un tiempo de misio´n de 80, 100 y 60 horas son presentados en la Tabla
4.4 y la Figura 4.2).
t2 Pr(C80 < t2) t2 Pr(C100 < t2) t2 Pr(C60 < t2)
0 0.0000 0 0.0000 0 0.0000
4 0.0000 5 0.0000 3 0.0000
8 0.0000 10 0.0000 6 0.0000
12 0.0000 15 0.0000 9 0.0000
16 0.0000 20 0.0000 12 0.0000
20 0.0000 25 0.0000 15 0.0000
24 0.0000 30 0.0057 18 0.0001
28 0.0000 35 0.0088 21 0.0002
32 0.0001 40 0.0136 24 0.0004
36 0.0003 45 0.0209 27 0.0009
40 0.0006 50 0.0321 30 0.0019
44 0.0015 55 0.0493 33 0.0039
48 0.0035 60 0.0766 36 0.1171
52 0.0724 65 0.1215 39 0.1559
56 0.1082 70 0.1909 42 0.2087
60 0.1635 75 0.2945 45 0.2806
64 0.2486 80 0.4447 48 0.3783
68 0.3781 85 0.6528 51 0.5125
72 0.5710 90 0.9488 54 0.6935
76 0.8406 95 1.0000 57 0.9235
80 1.0000 100 1.0000 60 1.0000
Tabla 4.4. Valores de la funcio´n de distribucio´n del tiempo operacional acumulativo para tres
tiempos de misio´n 80, 100 y 60 horas.
De los tres tiempos de misio´n se pueden hacer los siguientes comentarios: para
un tm = 100 h se observa que con una probabilidad de 1, el tiempo acumulado de
funcionamiento del proceso se termina en menos de 95 horas; para un tm = 80 h la
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Figura 4.2. Funcio´n de distribucio´n del tiempo operacional acumulativo, cuando el tiempo de
misio´n es igual a 80, 100 y 60 horas.
probabililidad que el tiempo acumulado de funcionamiento del proceso sea menor a 76
horas es de 0.8406 y para un tm = 60 h la probabililidad que el tiempo acumulado de
funcionamiento del proceso sea menor a 57 horas es de 0.9235.
En un tm = 60 h se observa que entre los tiempos t2 = 33 y t2 = 36 horas el sis-
tema puede presentar alguna alteracio´n; dicha anomal´ıa se puede ver por el valor de las
probabilidades de 0.0039 pasa a 0.1171; para el tm = 100 h el sistema puede presentar
anomal´ıa entre los tiempos t2 = 65 y t2 = 70 horas se observa que de 0.1215 pasa a 0.1909
y para un tm = 80 h el sistema puede presentar anomal´ıa entre los tiempos t2 = 56 y
t2 = 60 horas se observa que de 0.1082 pasa a 0.1635.
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Conclusio´n
El desarrollo de este trabajo permite deduce:
• La funcio´n de disponibilidad de un sistema en serie reparable con dos unidades,
se puede modelar a trave´s de un sistema de ecuaciones integrales. Esta funcio´n de
disponibilidad esta´ enlazada con la funcio´n de distribucio´n del tiempo de acumulacio´n
operativo, a partir de un tiempo de misio´n del sistema.
• La solucio´n del sistema de ecuaciones integrales se puede aproximar, por medio de
un me´todo nume´rico espec´ıfico para este tipo de sistemas, el cual se realiza siguiendo
un proceso reiterativo, a partir de una aproximacio´n inicial.
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Trabajo futuro
Una vez estudiado el problema de modelamiento de un proceso de disponibilidad en un
sistema en serie con dos unidades de funcionamiento, es natural preguntar que´ sucede si hay
ma´s de dos unidades en los que solamente haya un sitio para reparacio´n o mantenimiento?.
Esta pregunta sugiere un desarrollo similar y un trabajo para continuar en esta misma
l´ınea en el futuro.
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