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ABSTRACT
Distributed optimization often consists of two updating phases: local optimization and inter-node
communication. Conventional approaches require working nodes to communicate with the server
every one or few iterations to guarantee convergence. In this paper, we establish a completely
different conclusion that each node can perform an arbitrary number of local optimization steps
before communication. Moreover, we show that the more local updating can reduce the overall
communication, even for an infinity number of steps where each node is free to update its local
model to near-optimality before exchanging information. The extra assumption we make is that
the optimal sets of local loss functions have a non-empty intersection, which is inspired by the
over-paramterization phenomenon in large-scale optimization and deep learning. Our theoretical
findings are confirmed by both distributed convex optimization and deep learning experiments.
1 Introduction
Distributed optimization [1] aims to optimize a global objective formed by a sum of functions:
f(x) = 1m
m∑
i=1
fi(x) f, fi : Rd → R, (1)
where m is the number of computational nodes and each fi is called a local loss function. Each fi may possibly be
derived from the ith batch of data, and hence may differ for each node i. Optimization of (1) usually consists of two
phases: local optimization like gradient descent and inter-node communication like model averaging. Conventional
distributed optimization algorithms, such as the “Parameter-Server” model [2, 3, 4], usually require immediate inter-
node communication after performing local gradient descent to simulate centralized learning and guarantee convergence
for the overall model. In practice, the rapid expanding size of machine learning models, some with tens of millions
of trainable parameters, often renders the communication step an increasingly significant bottleneck. This issue is
further compounded by concerns on privacy and security, bandwidth requirement, power consumption and information
delay [5, 6], where it is favorable to reduce the communication cost and only exchange information when necessary.
Among the possible solutions to alleviate the communication overhead, one practical method is using compressed
models or gradients in communication. For example, studies on quantized gradients [7, 8, 9] and sparsified models [10,
11, 12, 13] allow each node to pass low bit gradients or models to the server instead of the raw data. However, extra
noise is introduced in quantization or sparsification and communication is still required at every iteration. Another
possible approach [14, 15] in reducing the communication cost is to update the local models by performing Ti > 1
iterations of local GD before sending the model to the server. Two fundamental questions in this scenario are:
• Question 1: Does the algorithm still converge with an arbitrary choice of Ti?
• Question 2: Does more local updating Ti definitely lead to less communication?
ar
X
iv
:1
90
6.
06
20
5v
1 
 [c
s.D
C]
  1
4 J
un
 20
19
A PREPRINT - JUNE 17, 2019
From a general distributed optimization perspective, the answers are negative. Conventional studies [16, 17, 18, 19, 20]
show that although it may not be necessary to communicate after each local GD, frequent communication after Ti steps
is still needed. Moreover, to ensure convergence a decaying learning rate is required or alternatively, the loss bound
has a finite term that may grow with increasing Ti [19, 20]. More importantly, these prior results also indicate that in
general, a bigger Ti leads to poorer optimization performance and may not necessarily reduce the communication cost
to obtain the same overall precision.
However, in this paper, we draw completely different conclusions from the previous results and show the answers can
be positive in certain scenarios. We provide a series of theoretical analysis for convex cases and show that convergence
holds for an arbitrary choice of Ti, and even for Ti = ∞ where each node updates its local model to optimality.
Moreover, our results also provide answers for the second question by showing that more local updating can reduce the
overall need for communication. Beyond convex cases, we show that similar conclusions may still hold by providing
theoretical analysis on simple non-convex settings whose optimal sets are affine subspaces and also provide a series of
experimental evidences for deep learning. These different conclusions rest upon the following intersection assumption
we make throughout the paper:
Assumption 1 Denoting Si := {x ∈ Rd : fi(x) ≤ fi(y) holds for ∀y ∈ Rd} as the optimal set of fi, the set
S := ∩mi=1Si is non-empty.
This assumption is inspired by both the new phenomenon in modern machine learning named “over-
parameterization” [21, 22] and a classical mathematical problem named “convex feasibility problem” [23]. Modern
machine learning models, especially deep learning models, often consist of huge amounts of parameters that far
exceed the instance numbers [24, 25, 26, 27]. This over-parameterization phenomenon leads significant communication
challenges to distributed optimization as it requires enormous bandwidth to transport local models. But in this paper,
we show that this phenomenon also brings new hopes that allow each node to reduce the communication frequency
arbitrarily by updating its local model to (sub)optimality before sending information to server. The underlying reason
is that the training loss for over-parameterized models can often easily approach 0 due to the degeneracy of the
over-parameterized functions [21, 28, 27], indicating that there exists a common x∗ such that all local losses fi(x∗) are
all 0 when data are distributed to multiple nodes and the above intersection assumption holds naturally.
Our work also bridges connections of the over-parameterized machine learning models with the classical convex
feasibility problem [23] in mathematics, which assumes the intersection of m convex closed subsets Si of a Hilbert
space is non-empty and uses sequential projections [29, 30, 31] to find a feasible point x∗ ∈ ∩mi=1Si. This non-empty
intersection assumption resembles Assumption 1, but the classical approach of direct projections in convex feasible
problem can often be challenging for most machine learning tasks since we cannot easily characterize local feasible
sets. In this paper, we show that this projection step can be replaced by continuous local GD and convergence can still
be obtained.
Notation: Throughout this paper, we denote by ‖ · ‖ the Euclidean norm. If the argument is a matrix, it is the induced
2-norm. For a closed convex set S, we denote by PS(x) the projection of x onto S. The shortest distance between a
point x and a set S is denoted by d(x, S).
2 Convex Cases
To start, we first focus on the convex scenarios. Each function fi in (1) is assumed to be convex and Li-smooth
(i.e. ∇fi is Lipschitz with constant Li), and therefore the overall loss function f is also convex and L-smooth, with
L = 1m
∑m
i=1 Li. We consider the classical algorithm as seen in Alg 1, where each node i is allowed to update Ti local
GD steps with step size ηi before interacting with the server.
Denoting the point after the n-th communication as xn, the following lemma establishes a useful bound on the evolution
of the distance between xn and the common optimal set S.
Lemma 1 Consider algorithm in Alg 1 and assume each fi is convex and Li-smooth. Then,
d(xn+1, S)
2 ≤ d(xn, S)2 − 1m
m∑
i=1
Ti−1∑
t=0
αi‖∇fi(xi,tn )‖2,
where αi = ηi( 2Li − ηi).
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Algorithm 1 Model Averaging for Distributed Optimization
Worker i = 1, · · · ,m:
1: pull xn from server and initialize xi,0n = xn
2: for t = 0, · · · , Ti − 1 do
3: update xi,t+1n = x
i,t
n − ηi∇fi(xi,tn )
4: end for
5: push xi,Tin to server
Server:
1: average model: xn+1 = 1m
∑m
i=1 x
i,Ti
n
Proof: For any point x∗ ∈ S,
‖xn+1 − x∗‖2 = ‖ 1m
m∑
i=1
xi,Tin − x∗‖2 ≤ 1m
m∑
i=1
‖xi,Tin − x∗‖2 (2)
For each node, we have
‖xi,t+1n − x∗‖2
=‖xi,tn − x∗ − ηi∇fi(xi,tn )‖2
=‖xi,tn − x∗‖2 − 2ηi〈xi,tn − x∗,∇fi(xi,tn )〉+ (ηi)2‖∇fi(xi,tn )‖2
≤‖xi,tn − x∗‖2 − αi‖∇fi(xi,tn )‖2,
where in the last step we used the co-coercivity of convex and Li-smooth functions and the fact that x∗ is also in each
Si due to Assumption 1. Summing the above from t = 0 to t = Ti − 1 and noticing xi,0n = xn, we have
‖xi,Tin − x∗‖2 ≤ ‖xn − x∗‖2 − αi
Ti−1∑
t=0
‖∇fi(xi,tn )‖2.
Combining this with Eq. (2), we obtain
‖xn+1 − x∗‖2 ≤ ‖xn − x∗‖2 − 1m
m∑
i=1
Ti−1∑
t=0
αi‖∇fi(xi,tn )‖2.
Setting x∗ = PS(xn) and noticing that d(xn+1, S) ≤ d(xn+1, x∗), we conclude the proof. 
Remark: For the general convex cases, Lemma 1 already provides answers to these two questions raised in Sec 1.
(1) To see the gradient norm converges for arbitrary Ti, we first notice {d(xn, S)2} is a positive non-increasing sequence
for αi > 0. Therefore, for any δ, there exists a sufficiently large n such that
1
m
m∑
i=1
Ti−1∑
t=0
αi‖∇fi(xi,tn )‖2 ≤ d(xn, S)2 − d(xn+1, S)2 ≤ δ.
The above inequality implies there exists a constant C such that ‖∇fi(xi,tn )‖2 ≤ Cδ holds for all i ∈ [1, · · · ,m] and
t ∈ [0, · · · , Ti]. Selecting t = 0 and noticing xi,0n = xn, we obtain
‖∇f(xn)‖2 = ‖ 1
m
m∑
i=1
∇fi(xn)‖2 ≤ 1
m
m∑
i=1
‖∇fi(xn)‖2 ≤ Cδ.
Since Cδ can be arbitrarily small, we conclude the gradient residuals ‖∇f(xn)‖2 vanish regardless of the choice of Ti.
(2) To answer question 2, we notice larger Ti decreases d(xn, S) more aggressively in Lemma 1. Namely, more local
updating Ti lead to less communication round n to reach the same distance.
(3) The above analysis does not rely on a specific choice of learning rate ηi. Specifically, a constant learning rate ηi can
be used in local GD, and this is in contrast to studies like [18, 19, 20] where algorithm relies on a diminishing stepsize
to obtain convergence. With a constant learning stepsize, the local learning on each node i can be potentially faster,
especially for the restricted strongly convex cases considered in Sec 2.2.
The above analysis provides qualitatively answers for the questions in Sec 1, and we shall restate these results with
more concrete theorems in the following result.
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2.1 Sublinear Convergence Rate for General Convex Case
Theorem 2 Suppose fi is convex and Li-smooth, αi > 0, and 1 ≤ Ti ≤ ∞ for all i = 1, . . . ,m. Then,
(i) lim infn→∞ n‖∇f(xn)‖2 = 0,
(ii) lim infn→∞ n
1
2 [f(xn)−miny∈Rd f(y)] = 0.
Proof: Eq. (1) implies the sequence {d(xn, S)2 : n ≥ 0} is non-increasing, and its limit exists. Define zn :=
1
m
∑m
i=1
∑Ti−1
t=0 αi‖∇fi(xi,tn )‖2 ≥ 0. Summing Eq. (1) and taking limit, we get
lim
n→∞
n−1∑
k=0
zk ≤ d(x0, S)2 − lim
n→∞ d(xn, S)
2 <∞,
which then implies lim infn→∞ nzn → 0. Since Ti ≥ 1, we have
zn ≥ mini αim
m∑
i=1
‖∇f(xi,0n )‖2 ≥ min
i
αi‖∇f(xn)‖2.
Hence lim infn→∞ n‖∇f(xn)‖2 → 0. This proves (i). To show (ii), observe that for any x∗ ∈ S, by convexity we
have
f(x∗) ≥ f(xn) + 〈∇f(xn), x∗ − xn〉,
and so f(xn)− f(x∗) ≤ ‖∇f(xn)‖d(x0, S) and (ii) follows. 
Remark: (1) Theorem 2 shows that if we are working with convex functions with Lipschitz gradients, then the
intersection assumption 1 is enough to guarantee the convergence of Alg 1 as the overall gradient norms ‖∇f(xn)‖2
vanish, and moreover that a subsequence does so at a rate O(1/n); If further that the gradient norms form a monotone
sequence, then this rate holds for the whole sequence. (2) Theorem 2 indicates that the algorithm converges for arbitrary
choices of the number of local updates, including Ti = ∞, which represents the idealized situation where the local
gradient descent problem is solved to completion before each communication step. This is attractive in practice, as it
allows for each node to perform computation independently from other nodes for long times before having to exchange
information.
2.2 Linear Convergence Rate for Restricted Strongly Convex Case
The convergence rate bound in Theorem 2 is far from fast. In the following, we show that if some additional assumptions
are adopted, then convergence can be shown to be linear in the number of communication steps.
Assumption 2 Each fi satisfies restricted strong convexity, i.e. there exists constants µi > 0 such that
‖∇fi(x)‖ ≥ µid(x, Si),
Assumption 3 The optimum sets {Si} satisfy a separation property: there exists a constant c > 1 such that
d(x, S) ≤ c · 1m
m∑
i=1
d(x, Si).
Assumption 2 is a relaxed version of strong convexity, and coincides with it if Si is a singleton. Basically, this says that
outside of the minimum set, the functions fi behave like strongly convex functions lower-bounded by some quadratic
function. Assumption 3 is an interesting geometric property, which roughly translates to the statement that that the
“angle of separation” between the optimal sets is bounded from below. The fact that convergence properties depend on
geometric properties of minimum sets also highlights the difference with classical distributed optimization.
Theorem 3 Let assumptions 2 and 3 be satisfied. Then, for any 1 ≤ Ti ≤ ∞ we have
d(xn, S) ≤ ρnd(x0, S),
where ρ =
√
1− c−1mini{αiµ2i } and αi is such that αiµ2i ≤ 1.
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Proof: From Eq. (1) and assumptions 2 and 3, we have for any Ti ≥ 1
d(xn+1, S)
2 ≤d(xn, S)2 − 1m
m∑
i=1
αi‖∇fi(xn)‖2
≤d(xn, S)2 − 1m
m∑
i=1
αiµ
2
i d(xn, Si)
2
≤d(xn, S)2 −min
i
{αiµ2i } 1m
m∑
i=1
d(xn, Si)
2
≤[1− c−1min
i
{αiµ2i }]d(xn, S)2,
where c > 1. Now, observe that αi ≤ 1/L2i and µi ≤ Li, and so κ−1 := mini(αiµ2i ) ∈ (0, 1]. In fact, κ can be
understood as an effective condition number for f . Thus ρ =
√
1− (cκ)−1 ∈ (0, 1) and the claim follows. 
Theorem 3 shows that if each local function fi satisfies the restricted strong convexity assumption and the geometric
assumption also holds, a linear convergence rate can be obtained. Similar to Theorem 2, any Ti including infinity
guarantees convergence, which does not hold for scenarios without the intersection assumption.
2.3 Convex Experiments
2.3.1 General Convex Case
We first validate the general convex cases where Theorem 2 implies the gradient residuals ‖∇f(xn)‖2 vanish with a
speed approximately of order 1/n. The example we consider is an synthetic case from [32], as the xn can approach
the optimal point x∗ with an arbitrary slow speed. Specifically, the loss functions on two nodes are defined as
f1(x, y) = max
2
(√
x2 + (y − 1)2 − 1, 0
)
and f2(x, y) = max2 (y, 0) so that the feasible set S1 only intersects with
S2 at the point (0, 0). Heuristically, consider a point x around the boundary of S1 so that d(x, S1) ≈ 0. In this case,
d(x, S)
1
m
∑m
i=1 d(x, Si)
≈ d(x, S)1
2d(x, S2)
=
2
sin θ
.
If θ → 0, the left hand side goes to infinity and therefore the separation condition 3 does not hold for this case.
Figure 1: Synthetic experiment. The separation condition is not satisfied.
A start point x0 is randomly selected and each node performs Ti = 10 gradient descent steps independently before
combining the parameters. Fig 2(a) reports how the gradient residuals ‖∇f(xn)‖2 and the function values f(xn)
vanish after each combination. To enhance visualization, we plot an auxiliary function fˆ with a specified gradient
vanishing speed ‖∇fˆ‖22 = C/n as a reference (black line). The similar trend of the gradient residuals ‖∇f(xn)‖2 to
our reference line validates our previous conclusion in Theorem 2 that the gradient residuals ‖∇f(xn)‖2 vanish with
an approximate speed of O(1/n).
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(a) Experimental results on synthetic dataset with Ti = 10.
The black line is a reference function with ‖∇fˆ‖2 = C/n.
Gradient residual ‖∇f(xn)‖2 can be observed to vanish
with a speed similar to 1/n.
0 200 400 600 800 1000
Communication N mber
−2.5
−2.0
−1.5
−1.0
−0.5
0.0
0.5
Lo
g 
Gr
ad
ie
nt
 S
q 
ar
es
Threshold
Ti=1
Ti=10
Ti=100
(b) Mean-square regression on Cancer dataset with various
Ti. The threshold ‖∇fi‖2 ≤ 10−8 is set to simulate Ti =
∞. Linear convergence rates can be observed for all Ti.
Figure 2: Convex experiments. The x-axis on the left denotes log(n) and the x-axis on the right denotes n, and the
y-axis represents the gradient residuals ‖∇f(xn)‖2.
2.3.2 Linear Convergence Case
To validate the linear convergence rate in Theorem 3, we perform mean-square regression on the colon-cancer
dataset [33] from LIBSVM data repository1, which consists of 62 tumor and normal colon tissue samples with 2000
features. Data are evenly distributed to m = 2 nodes, and models on each node are all over-parameterized since feature
numbers far exceed instance numbers. Similar to previous experiment, each node is required to perform Ti rounds
of GD before communication. The infinity case Ti = ∞ is simulated by performing continuous GD until the local
gradient norm is sufficiently small ‖∇fi‖2 ≤ 10−8.
The restricted strong convex assumption and separation assumption are all satisfied in this case, and the experimental
results in Fig 2(b) are consistent with conclusions derived in Theorem 3: (1) all Ti leads to linear convergence rates,
including the infinity case; (2) more local updating Ti decreases the overall gradient residuals ‖∇f(xn)‖2 faster,
indicating sufficient local updating can reduce the overall communication cost for over-parameterized cases.
3 Beyond Convexity
Having established some basic convergence properties in the convex case, a natural question is whether these results
hold beyond the convexity assumption. Instead of the fully general case, we first consider the following simple extension
out of the convex realm, under which some convergence results can be obtained.
3.1 Quasi-Convex Case
Among all the non-convex scenarios, we shall first focus on the analysis of quasi-convex cases with the following
assumption:
Assumption 4 Each fi is differentiable and quasi-convex, i.e. have convex sub-level-sets. Equivalently, for any
x, y ∈ Rd, fi(λx+ (1− λ)y) ≤ max{fi(x), fi(y)} for λ ∈ [0, 1].
Assumption 5 Each Si is an affine subspace, i.e. there exist x∗i ∈ Rd and subspaces Ui ⊆ Rd such that
Si = {x∗i }+ Ui ≡ {x∗i + u : u ∈ Ui}.
Assumption 4 is a relaxation of convexity; every convex function is quasi-convex, but the converse does not hold. For
example, the sigmoid and tanh functions are quasi-convex, but not convex. Assumption 5 says that the optimal set of
local functions are affine subspaces. This is quite a strong assumption, but it greatly simplifies the analysis. Although it
1https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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is unlikely to hold in general situations, it does have some heuristic connections to neural networks, which we will
subsequently discuss.
Lemma 4 Let fi : Rd → R satisfy assumptions 4 and 5 above. Then, for every x ∈ Rd we have
fi(x+ u) = fi(x)
for all u ∈ Ui.
Proof: Without loss of generality, we may assume miny fi(y) = 0. Let x ∈ Rd. If fi(x) = 0 then we are done.
Suppose instead that fi(x) = c > 0, we first show that fi(x + u) ≤ c for all u ∈ Ui. Suppose for the sake of
contradiction that there exists u ∈ Ui with fi(x + u) = c + δ, δ > 0. Then, by continuity there exists a λ ∈ (0, 1)
such that fi(λ(x+ u) + (1− λ)x∗i ) = c+ δ/2. Set y := λ(x+ u) + (1− λ)x∗i and z := (y − λx)/(1− λ), then by
quasi-convexity we have
fi(y) ≤ max{fi(x), fi(z)}.
But, by construction, z = x∗i +
λ
1−λu ∈ Si, and thus fi(z) = 0, and so the above gives
c < c+ δ/2 = fi(y) ≤ max{c, 0} = c
which leads to a contradiction. Hence, we must have fi(x+ u) ≤ fi(x) for all u ∈ Ui, but by replacing u with −u we
also have the reverse inequality, and so we must have fi(x+ u) = fi(x) for all u ∈ Ui. 
Lemma 5 For every x ∈ Rd, we have 〈u,∇fi(x)〉 = 0 for all u ∈ Ui. In particular, if {xi,t : t ≥ 0, xi,0 = x}
is a sequence of convergent gradient descent iterates under loss fi, then for each t ∈ [0,∞], x − xi,t ⊥ Ui and
xi,∞ = PSi(x).
Proof: Since fi is differentiable, we have 〈u, fi(x)〉 = lim→0 1 [fi(x+ u)−fi(x)] = 0. Now, take any u ∈ Ui. We
have 〈u, xi,t+1 − xi,t〉 = −ηi〈u,∇fi(x)〉 = 0. Summing, we have 〈u, (xi,t − x)〉 = 0. If gradient descent converges,
we can take the limit t→∞ to obtain 〈u, xi,∞ − x〉 = 0. But xi,∞ ∈ Si which is closed since fi is continuous, and so
by uniqueness of orthogonal projection, xi,∞ = PSi(x). 
Recall from Sec 2.2 that to ensure linear convergence, a geometrical assumption on the optimal sets were required. We
show in the following result that in the current setting where optimal sets are affine subspaces, this separation condition
is automatically satisfied.
Lemma 6 Let Si, i = 1, . . . ,m be a collection of affine subspaces with non-empty intersection S = ∩mi=1Si. Then,
1
m
m∑
i=1
d(x, Si) ≤ d(x, S) ≤ cm
m∑
i=1
d(x, Si), x ∈ Rd,
for some constant c ≥ 1 with equality if and only if Si = S for all i.
Proof: The lower bound is immediate since S ⊆ Si and so d(x, Si) ≤ d(x, S). We now prove the upper bound. By
a translation we can consider without loss of generality that S1, . . . , Sm and S are subspaces. Thus, for each i there
exists a matrix Ai whose rows are a orthonormal basis for S⊥i and ker(Ai) = Si. The projection operator onto Si is
then Pi = I −A†iAi (where † denotes the Moore-Penrose pseudo-inverse) and the projection onto S⊥i is P⊥i = A†iAi.
In particular, for each x ∈ Rd, we have d(x, Si) = ‖P⊥i x‖ = ‖A†iAix‖.
Now, we show that the projection P onto S is P = I − Q†Q, where Q = I − 1m
∑m
i=1 Pi =
1
m
∑m
i=1A
†
iAi, and
consequently P⊥ = Q†Q. To show this it is enough to show that S = ker( 1m
∑m
i=1A
†
iAi). The forward inclusion is
trivial, and the reverse inclusion follows from the fact that for any x ∈ ker( 1m
∑m
i=1A
†
iAi), we have
‖x‖ = ‖ 1m
m∑
i=1
Pix‖ ≤ 1m
m∑
i=1
‖Pix‖ ≤ 1m
m∑
i=1
‖x‖ = ‖x‖,
with equality if and only if Pix = x for all i, i.e. x ∈ S.
7
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Now, we have
d(x, S) =‖P⊥x‖ = ‖Q†Qx‖
≤‖Q†‖‖Qx‖
≤σmin(Q)−1‖ 1m
m∑
i=1
A†Ax‖
≤σmin(Q)−1 1m
m∑
i=1
‖A†Ax‖
≤σmin(Q)−1 1m
m∑
i=1
d(x, Si),
where σmin(Q) denotes the smallest (non-zero) singular value of Q. Note that since the rows of Ai are orthonormal,
σmin(Q) ≤ 1m
∑m
i=1 ‖A†iAi‖ = 1 with equality if and only if all A†iA are multiples of each other (hence identical, by
the orthonormal constraint), which implies Si = S for all i. Moreover, if σmin(Q) = 0, then Q = 0 and since each
A†iAi is positive semi-definite, then A
i = 0 and Si = Rd for all i, in which case any c > 0 suffices. Thus, we can
assume c <∞. 
With the separation condition, we can now establish the convergence rate for the current setting.
Theorem 7 Let Assumption 4 and 5 hold. Take Ti = ∞ for all i and suppose that each local gradient descent
converges. Then,
d(xn, S) ≤ (1− c−2)
n
2 d(x0, S).
Proof: Applying Lemma 6, we have
d(xn, S)
2 ≤ c2m
m∑
i=1
d(xn, Si)
2 = c
2
m
m∑
i=1
‖xn − PSi(xn)‖2.
By Corollary 5, xi,∞n = PSi(xn), thus
‖xn − xi,Tin ‖2 ≤‖xn − PS(xn)‖2 − ‖xi,Tin − PS(xn)‖2
and so,
d(xn, S)
2 ≤c2d(xn, S)2 − c2m
m∑
i=1
‖PSi(xn)− PS(xn)‖2
≤c2d(xn, S)2 − c2‖ 1m
m∑
i=1
PSi(xn)− PS(xn)‖2
≤c2d(xn, S)2 − c2d(xn+1, S)2.
Rearranging, we have
d(xn+1, S) ≤
√
1− c−2d(xn, S).

Remark: Gradient descent for quasi-convex function can be arbitrary slow and therefore selecting a small Ti may
also lead to arbitrary slow convergence rate. In the above theorem, we set Ti =∞ to make sure the local model get
sufficient updates and hence the overall convergence is guaranteed.
8
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(a) Gradient residual ‖∇f(xn)‖2 for the Non-Intersected
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Figure 3: 1 Layer Neural Network on MNIST dataset. Ti = 100 for all cases.
3.2 Deep Learning
As alluded to earlier, although Assumption 5 is quite restrictive, it represents an interesting class of problems where
gradient descent and projections are intimately connected. Moreover, deep learning models typically consist of nested
affine transformations and nonlinear activations. In the over-parameterized setting where hidden node numbers are
large, the affine transformations create degeneracies exactly in the form of affine subspaces.
Of course, in general the optimal sets of deep learning loss functions may be unions of affine subspaces, and furthermore
the loss functions need not be quasi-convex, and hence the result above does not directly apply to deep neural networks.
But we still get some motivations that in deep learning scenarios, the answers for these two questions in Sec 1 may be
more similar to over-parameterized convex cases instead of the conventional distributed studies [4, 19, 20] that require
Ti to be sufficiently small to guarantee convergence. On the contrary, updating local models more precisely (with large
or even infinite Ti) can indeed reduce the overall communication cost, as the optimal sets of these local models are
likely to intersect.
3.2.1 Necessity of the Intersection Assumption
Before further numerical validation, we first highlight the necessity of the intersection assumption 1 that distinguishes
our work from previous studies.
We select the first 500 training samples from MNIST dataset [34] and construct two 1-layer neural networks: (1) the
first is to directly transform the 28 · 28 image into 10 categories by an affine transformation followed by softmax
cross-entropy loss, which we name as the “Intersected Case” since the parameters exceed the instance numbers; (2) the
second is to perform two continuous max-pooling twice with a (2, 2) window before the final prediction, which we
name as the “Non-Intersected Case” since the total parameters number is 490 and the intersection assumption is not
satisfied.
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(a) LeNet for MNIST dataset. The threshold is set as
‖∇fi‖22 ≤ 10−4.
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(b) ResNet for CIFAR 10 dataset. The threshold is set as
‖∇fi‖22 ≤ 10−2.
Figure 4: Deep learning experiments. The x-axis denotes the communication round n and the y-axis denotes the log(f).
Figure 3 shows the results of centralized training only on the server (denoted as “1 Node”) and distributed training on 10
nodes. Without the intersection condition being satisfied, the gradient residuals ‖∇f(xn)‖2 may not even vanish on the
“Non-Intersected case” in Fig 3(a) and the distributed training loss f(xn) can also be different from centralized learning
in Fig 3(b). On the contrary, both the gradient residuals and the loss on 10 learning nodes perform in a similar way to
centralized learning for the “Intersected case” in Fig 3(c) and 3(d). These different results validate the importance of
the intersection assumption we made in the previous part.
3.2.2 LeNet and ResNet
In practice, most deep learning models are highly over-parameterized, and the intersection assumption is likely to hold.
In these scenarios, we numerically test the performance of Alg 1 on non-convex objectives and explore whether large or
even “infinite” Ti leads to less communication requirement. To do so, we select two classical benchmarks for deep
learning: LeNet [34] on MNIST dataset and ResNet-18 [35] on CIFAR-10 dataset [36]. To accelerate experiments,
we only select the first 1000 training samples from these two dataset (although we also provide experiments on the
complete dataset in appendix), and evenly distribute these instances to multiple learning nodes. Similar to our previous
convex experiments, each node is required to perform Ti iterations of GD before sending models to server, and the
Ti =∞ is simulated by continuous gradient descents until local gradient residual ‖∇fi‖2 is sufficiently small.
Figure 4 shows the experimental results on these benchmarks. The result is consistent with our previous convex
experiments that choices for Ti is no longer limited as the conventional studies, and larger Ti decreases the total loss
more aggressively. In other words, updating local model more precisely can reduces communication cost for these two
deep learning models. Note that for ResNet-18, we intentionally set the local gradient norm threshold to a relatively
small number 10−2, and hence the “Threshold” method requires thousands of epochs to reach this borderline in the
beginning but only need a few epochs after 40 iterations, which explains why it first outperforms Ti = 100 but then is
inferior to it.
4 A Quantitative Analysis of the Trade-off between Communication and Optimization
In previous sections we have focused on convergence properties. Recall that we proved in the convex case, essentially
any frequency of local updates is sufficient for convergence. This effect then brings into relevance the following
important practical question: given a degenerate distributed optimization problem, can we decide how many steps Ti to
take locally before a combination, in order to optimize performance or minimize some notion of computational cost?
Note that this question is not well-posed unless convergence is guaranteed for any (or at least a large range of) Ti, as we
have established in Sec 3 by relying on the degeneracy assumption.
Building on the results earlier, we now show that in our setting, this question can be answered quantitatively and this
gives guidance to designing efficient distributed algorithms. From Lemma 1, it is clear that the decrement of d(xn, S)
come from two sources, one from the frequency of applying the outer iteration in n (communication), and the other
from the size of
∑Ti−1
t=0 αi‖∇fi(xi,tn )‖2, which relies on Ti and also the rate of convergence of local gradient descent
steps (optimization). It is well-known that for general smooth convex functions, the upper-bound for the decay of
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gradient norms is O(t−1). However, depending on the loss function at hand, different convergence rates can occur,
ranging from linear convergence to sub-linear convergence in the form of power-laws. Therefore, to make headway
one has to assume some decay rate of local gradient descent. To this end, let us assume that the local gradient descent
decreases the gradient norm according to
‖∇fi(xi,tn )‖2 ≥ hi(t)‖∇fi(xi,0n )‖2 (3)
where hi(t) is a positive, monotone decreasing function with hi(0) = 1.
Let  > 0 be fixed and define
n∗ = inf{k ≥ 0, ‖∇f(xk)‖2 ≤ }. (4)
From Lemma 1 and Eq. (3) we have
d(xn+1, S)
2 ≤ d(xn, S)2 − 1m
m∑
i=1
Ti−1∑
t=0
αihi(t)‖∇fi(xn)‖2.
Assume for simplicity Ti = T for all i. we have for each n ≤ n∗ − 1,
d(xn+1, S)
2 ≤ d(xn, S)2 −
T−1∑
t=0
αh(t),
where α := mini αi and h(t) := mini hi(t). Hence,
n∗ ≤ d(x0,S)2
α
∑T−1
t=0 h(t)
. (5)
This expression concretely links the number of steps required to reach an error tolerance to the local optimization steps.
Now, we need to define some notion of cost in order to analyze how to pick T . In arbitrary units, suppose each
communication step has associated cost Cc per node and each local gradient descent step has cost Cg. Then, the total
cost for first achieving ‖∇f(xn)‖2 ≤  is
Ctotal = (Ccm+ CgmT )n
∗
= Ccm(1 + rT )n
∗
≤ Ccmd(x0, S)2(α)−1 (1+rT )∑T−1
t=0 h(t)
,
where we have defined r := Cg/Cc. We are mostly interested in the regime where r is small, i.e. communication cost
dominates gradient descent cost.
The key question we would like to answer is: for a fixed and small cost ratio r, how many gradient descent steps should
we take for every communication and combination step in order to minimize the total cost? It is clear that the answer
to this question depend on the behavior of the sum
∑T−1
t=0 h(t) as T varies. Below, let us consider two representative
forms of h(t), which gives very different optimal solutions.
Linearly Convergent Case. We first consider the linearly convergent case where h(t) = βT and β ∈ (0, 1). This is
the situation if for example, each fi is strongly convex (in the restricted sense, see Assumption 2). Then, we have
T−1∑
t=0
h(t) = 1−β
T
1−β ,
and so Ctotal ≤ Ccmd(x0, S)2(1− β)(α)−1 1+rT1−βT .
The upper bound is minimized at T = T ∗, with
T ∗ = 1log β
[
1 +W−(−e−1β 1r )
]
− 1r ,
where W− is the negative real branch of the Lambert’s W function, i.e. W−(xex) = x for x ∈ [−1/e, 0). For small x,
W− has the asymptotic form W− = log(−x) + log(− log(−x)) + o(1). Hence, for r  1 we have
T ∗ = log
(
1 + log(β
−1)
r
)
+ o(1).
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Figure 5: Cancer dataset with quartic loss function. The threshold is set as ‖∇fi‖22 ≤ 10−8.
Sub-linearly Convergent Case. Let us suppose instead that h(t) = 1/(1 + at)β for some a > 0, β > 1. This is a
case with sub-linear (power-law) convergence rate, and is often seen when the local objectives are not strongly convex,
e.g. x2l where l is a positive integer greater than 1. For instance, in this case one can show that for small learning rates,
h(t) is approximately of this form with a = 2l − 2 and β = (2l − 1)/(2l − 2)
By integral comparison estimates we have∫ T
0
h(s)ds ≤
T−1∑
t=0
h(t) ≤ 1 +
∫ T−1
0
h(s)ds.
Therefore,
1−(1+aT )1−β
a(β−1) ≤
T−1∑
t=0
h(t) ≤ 1 + 1−(1+a(T−1))1−βa(β−1) .
Thus, we have
Ctotal ≤ Ccmd(x0, S)2a(β − 1)(α)−1 1+rT1−(1+aT )1−β .
The minimizing T ∗ is the unique positive solution of the algebraic equation
r
(
(1 + aT ∗)β − 1)− a(β + βrT ∗ − 1) = 0, (6)
whose asymptotic form for r  1 is
T ∗ = 1a
([
a(β−1)
r
] 1
β − 1
)
+ o(r
− 1β ).
From the explicit calculations above, we can see that the number of local gradient descent steps that minimizes the
upper-bound total cost depends in a non-trivial manner on the speed of local gradient descent. If the latter is fast (linear
convergence case), then the number of local steps to take is small T ∗ ∼ log(1/r), whereas if local gradient descent is
slow (sub-linear convergence case), one should take more local steps and T ∗ ∼ 1/r1/β . Besides theoretical interest,
these estimates can be used in practice to tune the number of local descent steps: one may detect the order of local
convergence on the fly, then use these estimates as a guideline to adjust T . This gives a principled way to balance
optimization and communication, and is potentially useful for solving practical large-scale problems.
Experiment. For comparison, we replace the quadratic loss in Fig 2(b) with quartic loss and obtain Fig 5. Gradient
for quadratic loss starts with a large initial value but vanishes exponentially, and Ti = 100 already coincide with
threshold case in 2(b). Or equivalently, each node only need to maintain a relatively small Ti and then refill gradient
through combination. In contrary, gradient for quartic loss begins with a smaller value and decreases as a sub-linear
case. Therefore, a sufficient large Ti is required to reduce total communication rounds.
12
A PREPRINT - JUNE 17, 2019
5 Conclusion
In this paper, we analyzed the dynamics of distributed gradient descent on degenerate loss functions where the optimal
sets of local functions intersect. The motivation for this assumption comes from over-parameterized learning that is
becoming increasingly relevant in modern machine learning. We showed that under convexity and Lipschitz assumptions,
distributed gradient descent converges for arbitrary number of local updates before combination. Moreover, we show
that the convergence rate can be linear under the restricted convexity assumption, and that the convexity conditions can
be relaxed if the optimal sets are affine subspaces – an assumption connected in spirit to the degeneracies that arises in
deep learning. Lastly, we analyzed quantitatively the trade-off between optimization and communication, and obtained
practical guidelines for balancing the two in a principled manner.
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A Supplementary Experiments
A.1 LeNet Experiments with Various Node Numbers
We select the first 1000 instances from MNIST dataset and train LeNet with various node numbers m = 2, 5. Results in
Fig 6 are consistent with with m = 10, namely a sufficiently large Ti is required to obtain good training performance.
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(c) Loss for 5 nodes.
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Figure 6: LeNet on MNIST dataset with various node numbers.
We then study how the node number m affects the convergence rate by fixing Ti = 100. Results in Fig 7 indicate that
more node numbers decrease the convergence rate.
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Figure 7: LeNet on MNIST dataset with various node numbers. Ti = 100 for all cases.
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A.2 LeNet Experiments with Generalization Performance
For completeness of our results, we also conduct experiments on the full dataset of MNIST. Results in Fig 8 are consistent
with previous results, namely larger local updating Ti decreases the training loss faster. Similarly, generalization
performance is also better with larger Ti.
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(a) Training loss with various Ti, m = 5.
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(b) Test loss with various Ti, m = 5.
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(c) Training loss with various Ti, m = 10.
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(d) Test loss with various Ti, m = 10.
Figure 8: LeNet on full MNIST dataset.
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