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 i 
Abstract 
Mobile mixed-reality experiences mix physical and digital spaces, enabling 
participants to simultaneously inhabit a shared environment online and on the 
streets. These experiences take the form of games, educational applications and 
new forms of performance and art, and engender new opportunities for 
interaction, collaboration and play. As mobile mixed-reality experiences move 
out of the laboratory and into more public settings they raise new challenges 
concerning how to support these experiences in the wild.  
This thesis argues that mobile mixed-reality experiences in which artists retain 
creative control over the content and operation of each experience, particularly 
those that are deployed as theatrical performances, require dedicated support 
for content authoring and reactive orchestration tools and paradigms in order to 
be successfully and robustly operated in public settings. These requirements 
are examined in detail, drawing on the experience of supporting four publicly 
toured mobile mixed-reality experiences; Can You See Me Now?, Uncle Roy 
All Around You, I Like Frank in Adelaide and Savannah, which have provided 
a platform to practically develop, refine and evaluate new solutions to answer 
these challenges in the face of presenting the experiences to many thousands of 
participants over a four year period.  
This thesis presents two significant supporting frameworks. The ColourMaps 
system enables designers to author location-based content by directly colouring 
over maps; providing a simple, familiar and yet highly flexible approach to 
matching location-triggers to complex physical spaces. It provides support for 
multiple and specialised content layers, and the ability to configure and manage 
other aspects of an experience, including filtering inaccurate position data and 
underpinning orchestration tools. Second, the Orchestration framework 
supports the day-to-day operation of public experiences; providing dedicated 
control-room tools for monitoring that reveal the content landscape and 
historical events, intervention and improvisation techniques for steering and 
shaping HDFK SDUWLFLSDQW¶V H[SHULHQFH DV LW XQIROGV ERWK SK\VLFDOO\ DQG
virtually, and processes to manage a constant flow of participants.  
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 1 
1 Introduction 
1.1 Introduction 
Mobile technologies are more widespread than ever before. The last decade has 
seen the rise of the mobile phone to near ubiquity, alongside high-speed 
wireless internet access for other mobile devices and laptops, and location-
sensing systems that are affordably available to the general public. Comput ing 
is no longer limited to the desktop, with researchers, the commercial sector and 
the general public embracing the ability to be connected to everyone, 
everywhere. Mobile phones have moved from being a medium that was used 
only to speak urgently with someone (de Souza e Silva, 2004) to being far 
more than this; with the advent and widespread adoption of text messaging, 
mobile internet browsing and multimedia messaging transforming urban 
environments into spaces where connectivity is the norm, rather than the 
exception. 
These new connected spaces allow the convergence of physical and digital 
environments, and importantly these spaces are no longer solely the domain of 
the researcher. Artists, game designers, service providers and educators are all 
beginning to explore how to create mobile mixed-reality experiences, where 
people inhabit, communicate and play in both a physical space and a digital 
space simultaneously using mobile devices. However, as an emerging and 
uncharted new medium this raises the question of what new concepts, tools and 
practices are required to support practitioners as they create new experiences in 
the wild. The overall goal of this thesis is to examine the practical challenges 
of creating real-world mobile mixed-reality experiences, in an attempt to 
answer this question and top provide new frameworks, tools and platforms to 
support future mobile mixed-reality experiences. 
This chapter begins by defining mobile mixed-reality experiences and 
describes their role within the research community and in wider society, before 
highlighting the background, context and methodology of this research.  
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This chapter then introduces the particular research focus of this thesis, before 
summarising its research goals and giving an overview of its structure with a 
brief summary of each chapter.  
1.2 Mobile Mixed-Reality Experiences 
While mobile technologies such as wireless communication and position 
sensing are continually evolving, their recent mass accessibility and 
affordability to the wider population means that there is a shift towards 
investigating how to use these technologies to support new and novel 
applications. Adoption of mobile technologies is already high, with the 
majority of mobile phones now supporting mobile internet access, basic 
location-sensing and in some cases built in GPS receivers allowing reporting of 
position. Wireless internet connections for laptops and PDAs, increas ingly 
available in urban spaces, allow users to roam without being disconnected from 
their online lives. Similarly, standalone GPS receivers are cheaply available for 
hobbyists and outdoor pursuit enthusiasts. As a result, practitioners are able to 
both extend the online and digital world into the physical environment, as 
described by (Weiser, 1999) when stating how ubiquitous computing is moving 
away from the current desktop personal computing era , and also begin to 
consider completely new applications for the digitally enabled mobile domain.  
Many developers are beginning to explore mobile technology for novel uses 
above and beyond simply moving existing desktop practices and applications 
into a mobile environment. Location-based services are growing as 
telecommunications operators seek new sources of revenue and new uses for 
increasingly sophisticated phones, for example by providing mobile maps and 
GLUHFWLRQV IURP D XVHU¶V FXUUHQW ORFDWLRQ (Google, 2007), and targeted 
directories of places of interest. Game developers, while primarily focusing on 
providing ports of existing desktop and console games for mobile phones, are 
also beginning to consider pervasive games (IPerG, 2007), or how digital 
games can be given a physical aspect using location (Its Alive!, 2000). 
Researchers have been developing mobile applications for enhancing museums 
and the tourism industry, providing location-based tours and exhibit 
information to visitors equipped with location-sensitive devices (Cheverst et 
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al., 2000). These applications are targeted for use by the general public, using 
consumer- level rather than bleeding-edge technologies. 
Significantly, artists are attracted to exploring this new mobile space, and are at 
the forefront of creating radical new kinds of experiences. (Popper, 1993) 
describes communication art as being interesting for artists as it has six main 
characteristics; it stages physical presence at a distance, it telescopes the 
immediate and the delayed, it focuses on the playfulness of interactivity, it 
combines memory and real time, it promotes planetary communication, and it 
encourages a detailed study of human social groupings. Mobile technologies 
provide an opportunity for artists to explore a new form of communication art 
in a setting that mixes the rich communication of the digital environment with 
the physicality of thHUHDOZRUOGTXHVWLRQLQJDSHUVRQ¶V  assumptions about this 
hybrid space and raising issues of trust, presence and acceptable behaviour. 
Most importantly for this thesis, mixing the physical and the digital allows 
artists to engage with researchers in order to create new kinds of artistic 
performance, while also providing a real-world platform for researchers to 
practically drive forward new ideas and publicly demonstrate results. 
Ultimately, these artistic projects can form the basis for, or feed into, more 
mainstream applications. 
This thesis investigates a particular facet of the convergence of physical and 
digital environments; mobile mixed-reality experiences. (Milgram and Kishino, 
1994) define a mixed-reality as anywhere between the extrema of the virtuality 
continuum, which extends from the physical environment through to the 
completely virtual, or digital, environment. Consequently, mobile mixed-
reality experiences allow participants to inhabit both physical and virtual 
environments simultaneously, and where actions in one environment affect the 
presence of the participant in the other. Mobile participants, using devices 
enabled with position-sensing and wireless communication technologies, use 
their location in the physical environment to move within the virtual 
environment and to receive digital content accordingly, as shown in figure 1-1, 
a scene from the experience Can You See Me Now?. Conversely, other 
participants can primarily inhabit the virtual, digital environment online, 
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communicating with and accompanying their mobile counterparts as they move 
through a physical, urban space. 
 
Figure 1-1: A mobile player and online players in Can You See Me Now? 
Mobile mixed-reality experiences encompass a wide variety of operating 
paradigms, as will be highlighted in the next chapter, including those that are 
instigated and regulated by their participants, or involve community-driven 
participant generated content. However, this thesis examines experiences that 
encompass elements of artistic performance and theatre, in particular those that 
involve a third role alongside the virtual and mobile; that of the artist in 
shaping each experience as it is developed and as it unfolds. This third role 
becomes most important when considering mobile mixed-reality experiences in 
which the creator retains artistic control over the content and operation of each 
experience through authoring and orchestration, particularly those that are 
deployed as theatrical public performances. Consequently, this thesis explores 
how to support practitioners in this new hybrid mobile space through the 
creation of new tools and processes, particularly focusing on authoring for and 
orchestrating mobile mixed-reality experiences with a strong artistic element. 
1.3 Methodology 
This research has been largely conducted as part of the Equator project, an 
interdisciplinary research collaboration that aimed to understand how digital 
and physica l activities not only coexist but cooperate (Equator IRC, 2007) 
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through a series of experience projects and investigations into new devices, 
software architectures and design and evaluation methods. The Equator 
experience project Citywide Performance involved a long-term collaboration 
with the artists group Blast Theory (Blast Theory, 2007), resulting in a series of 
highly public mobile mixed-reality experiences over a four year period; Can 
You See Me Now?, Uncle Roy All Around You and I Like Frank. As will be 
described in a later chapter, these three Citywide experiences have been 
developed for, and shown at, a variety of public art venues and new media 
festivals including the Institute of Contemporary Arts in London, the Adelaide 
Fringe Festival and the Dutch Electronic Arts Festival. This provided a unique 
motivation and opportunity for this thesis in that their development, together 
with a further educational experience, Savannah, required an iterative cycle of 
discovering the challenges involved and creating solutions in the field, 
pragmatically responding to their needs as they occurred.  
Each experience emerged from a series of exploratory workshops with the 
artists and the construction of technology prototypes, which were used to 
define and test the feasibility of the core mechanics of the experience. This led 
to the first deployment of the experience, a process that involved close 
collaboration with the artists in order to both implement the supporting systems 
and to deploy the first versions of the tools that were neeGHGWRSXWWKHDUWLVWV¶
ideas into practice, particularly highlighting the need for dedicated tools for 
authoring. Early deployments of the experiences highlighted the need for the 
artists to be able to shape an ongoing experience to provide the best experience 
for its participants, similarly highlighting the need for dedicated orchestration 
tools. The touring nature of the experiences meant that the iterative cycle was 
two-fold, with rapid iteration of supporting tools and technologies occurring 
with the artists in the lead-up to each deployment, and also a longer period of 
reflection, evaluation and refinement occurring afterwards, giving the 
opportunity to implement more substantial changes.  
The methodology employed by this thesis, then, is to consider the lessons 
learnt from this real-world deployment of mobile mixed-reality experiences. It 
presents the culmination of four years of working closely with Blast Theory, 
listening to their requirements and accordingly developing solutions with 
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constant and immediate feedback, while providing an evolving platform for 
exploration and investigation, a process that Equator has characterised as 
ZRUNLQJ ³LQ WKH ZLOG .´ This has allowed the tools and concepts presented in 
this thesis to be tested, refined and most importantly experienced by end-users, 
as part of the challenge of presenting these experiences to many thousands of 
participants, in a public setting on numerous occasions. This engagement with 
Blast Theory and with the general public has been described by the EPSRC¶V 
final review of the Equator project as a pre-eminent example of its kind 
anywhere in the world, especially folding practice-based work back into 
theory, policy and regulation (Blackwell et al., 2007), has led to a large 
number of publications and related literature  ± listed in full in chapter 8, and 
gained wider recognition in the form of three BAFTA nominations and the 
Golden Nica for Interactive Art at Prix Ars Electronica.  
The tools and concepts presented in this thesis have been subject to continuous 
HYDOXDWLRQDVSDUWRI WKHSUDFWLFDO LWHUDWLYHGHYHORSPHQWF\FOH WKDWZRUNLQJ ³LQ
WKHZLOG ´HQWDLOV This research is backed up by substantial ethnographic study 
in which the author has played a significant role, and the results o f this 
evaluation have then been fed back into the iterative process. As a 
collaborative effort these studies are not included in this thesis, but are listed in 
full in chapter 8. It should be noted at this stage that, while the creation and 
deployment of the four experiences has also been a collaborative effort 
involving artists, developers and ethnographers, the solutions, tools and 
systems described in this thesis are solely the original work and contributions 
of the author, who was the primary software developer and systems architect of 
the experiences. 
1.4 Motivation and Focus 
The preceding sections have described the rise in interest in the use of mobile 
technologies to explore the interaction of physical and digital spaces, and 
particularly how this has led to the construction of a number of mobile mixed-
reality experiences that have been presented to the public as artistic 
performances. However, as this thesis will show, these experiences raise new 
challenges that only become apparent when experiences move out of the 
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laboratory and into such real-world scenarios; including the need to support 
artists and authors in realising their visions through intuitive design and 
authoring processes, and careful management of public participants, both 
during day-to-day operation and when mobile technology is not the seamless 
enabler it is sometimes perceived to be.  
With this in mind, the specific goal and research focus of this thesis can be 
defined as follows: 
To develop a framework for supporting the design and 
public deployment of artist-led mobile mixed-reality 
experiences, and to create tools, techniques and guidelines to 
support experience authors in instantiating, populating and 
running such experiences with regard to factors unique to 
mobile technologies. 
The term framework refers to an analysis and classification of the requirements 
and challenges of deploying a mobile mixed-reality experience in practice, to 
highlight areas that critically require support from dedicated tools.  
The term public deployment of artist-led mobile mixed-rea lity experiences 
refers to an experience that is presented to the public as an artistic or theatrical 
performance, is undertaken by mobile participants exploring the physical 
environment using mobile, connected devices, and involves interaction and 
collaboration with online, virtual participants, particularly focusing on the four 
experiences highlighted in the previous section, and particularly focusing on 
those experiences in which a group of artists take a lead creative role.  
The term experience authors refers to domain experts who wish to explore the 
mobile mixed-reality experiences as an extension of their normal practices; for 
example artists and educators, particularly drawing on the experience of 
collaborating with the artists group Blast Theory. 
The terms tools, techniques and guidelines refers to new ways of supporting 
mobile mixed-reality experiences through the construction and real-world use 
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and evaluation of software and operating processes and paradigms, which can 
in turn provide general strategies that are applicable to the wider field.  
Factors unique to mobile technologies refers to understanding how mobile 
technologies operate in practice on the ground, and importantly how 
participants react to and make use of them. 
This thesis addresses the following specific issues: 
z Understanding the key requirements of mobile mixed-reality 
experiences: 
c Identifying a framework that highlights the common requirements 
of recent mobile mixed-reality experiences from a general point of 
view. 
c Using this framework to demonstrate how key requirements should 
be investigated in order to successfully support a mobile mixed-
reality experience. 
z Supporting authoring and orchestration: 
c Identify the needs of authors in creating complex location-based 
content for mobile mixed-reality experiences as they are deployed 
in new locations. 
c Identify the need for the real-time orchestration and management of 
mobile mixed-reality experiences in the face of large numbers of 
members of the public using everyday mobile technologies. 
z Demonstrating Solutions: 
c Show how the key requirements of the framework can be supported 
through the construction of dedicated authoring tools and a 
framework of orchestration tools and functions.  
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c Demonstrate how the tools and processes suggested by the 
IUDPHZRUN KDYHEHHQ VXFFHVVIXOO\ XVHG DQG HYDOXDWHG ³LQ VLWX  ´ to 
support a number of real-world mobile mixed-reality experiences. 
By achieving these research goals it is intended that the foundations are laid for 
easing the process of creating a successful mobile mixed-reality experience by 
appreciating the key practical challenges of the task. By constructing a 
supporting framework and creating tools specifically for the mobile 
environment, it is hoped that artists and authors can continue to explore mobile 
mixed-reality experiences as large-scale, public events, with the framework in 
place to support the technological and practical challenges of implementing 
and operating them. 
1.5 Thesis Structure 
This chapter has presented a brief introduction to mobile mixed-reality 
experiences and to the general context of this thesis. It has introduced the 
motivation for and the focus of the research, and has outlined how the research 
is the culmination of a four-year process of deploying experiences in a real-
world setting. 
The overall structure of this thesis is comprised of three sections. First, it 
explores the current state of the art of mobile mixed-reality experiences and 
other related applications both in research and commercial endeavours, 
including the four experiences developed as part of this research. This leads on 
to an analysis of the general requirements of mobile mixed-reality experiences, 
which argues that the need for dedicated authoring tools and orchestration 
practices raises a critical challenge for practically supporting an experience. 
Finally, the thesis examines how to support each of these authoring and 
orchestration tasks in detail, drawing on the four experiences to demonstrate 
the key contributions of the research and the solutions it provides, before 
describing how the experiences are practically implemented.  
Chapter 2 reviews a selection of mobile mixed-reality experiences and related 
works that have been developed within this rapidly growing area in order to 
place this research in a wider context. It includes a brief description of each 
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experience or application, its key requirements, functions and mechanics, and 
any other notable features. It concludes by defining a collection of common 
requirements drawn from these works, which also provides an introduction to 
the terminology used throughout this thesis.  
Chapter 3 describes in detail the four specific mobile mixed-reality experiences 
that have been co-developed by the author and that form the basis of this 
research; Can You See Me Now?, Uncle Roy All Around You, I Like Frank 
and Savannah. It describes the end-user experience of each for both mobile and 
online participants, and gives a historical overview of the development and 
public deployment of the experiences. These descriptions are drawn upon 
throughout the remainder of this thesis to show how the experiences are 
supported by this research. Finally, the chapter concludes with a summary of 
the requirements of the experiences in the same vein as chapter 2.  
Chapter 4 defines a framework for supporting mobile mixed-reality 
experiences. This is achieved by reflecting on the requirements of the four 
experiences described in chapter 3, and the related works reviewed in chapter 
2, in order to show that supporting mobile mixed-reality experiences requires a 
combination of dedicated authoring tools and live orchestration. It argues that 
mobile mixed-reality experiences can be located on a spectrum of varying 
forms of participation, ranging from performance to game-play and in turn 
drawing on aspects of computer games, role-playing, street theatre and 
conventional theatre. It argues that a second dimension is required to 
encompass the authoring tasks that occur before an experience can begin, and 
improvisation tasks that occur during an experience. This in turn highlights 
new challenges for authoring and orchestration tools.  
Chapter 5 drills down into how to support experiences through authoring, by 
focusing on a new tool to create location-based content in relation to the 
physical environment. It describes the development of the ColourMaps system, 
a tool that allows authors to create location-based content by colouring an 
image, and which facilitates the construction of complex narrative routes 
through a city environment, configuration of key positions for players and clear 
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GPS filtering. It goes on to show how the ColourMaps system has been used to 
support the central content-based game mechanics in the four experiences.  
Chapter 6 explores how to support experiences with live orchestration, by 
demonstrating the need for, development and use of an orchestration 
framework that supports the various elements of a public experience in 
functioning together as a coherent performance. It shows how orchestration is 
necessary to manage the flow of participants through an experience from 
beginning to end through the use of dedicated control room tools and behind-
the-scenes work practices. It also shows how pre-authored content can be 
usefully built upon and supplemented with live, improvised content.  
Chapter 7 describes the implementation of the four experiences, to show how 
the tools presented in chapter 5 and chapter 6 are implemented within a larger 
supporting system. It examines the differing requirements of online and mobile 
clients, and how judicious system design can support the orchestration task 
with disconnected operation. 
Chapter 8 concludes this thesis by summarising the major contributions and 
achievements of the research. It reflects on the implications of the research, its 
contributions to and dissemination and impact within the research and wider 
community, and avenues for possible future work. 
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2 A Review of Mobile Mixed-Reality 
Experiences 
2.1 Introduction 
This chapter presents a review of background work in order to set this research 
in the wider context. The next section reviews nineteen mobile mixed-reality 
experiences, mobile applications and related works that span a wide range of 
genres, offering differing motivations and functionality. The experiences range 
from those created by the research community to investigate a specific issue to 
those developed and deployed commercially, encompassing a variety of 
application domains from re-workings of classic computer games, tourist guide 
applications, wide-spread games and artist- led performances. They form only a 
subset of a rapidly growing domain, and as such there are many experiences 
that are not reviewed, although those presented are believed to represent the 
most notable. 
The experiences in this chapter are examined to help to highlight common 
themes, requirements and challenges for supporting mobile mixed-reality 
experiences in general. For each experience a brief description is given, 
alongside a review of notable features and supporting requirements.  
This chapter concludes with a summary of the functional requirements 
highlighted by the reviewed experiences. The next chapter will provide a 
similar review and summary of the four experiences that the author was 
involved in the development of, enabling chapter 4 to formulate a framework 
for supporting mobile mixed-reality experiences. 
2.2 Related Work 
2.2.1 Pirates! 
Pirates! (Björk et al., 2001) is an indoor, multi-player, location-based game. 
The game involves up to eight players each playing the role of the captain of a 
ship sailing in a virtual fantasy archipelago. The objective of the game is to 
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complete a number of missions, to trade goods between the islands in the 
DUFKLSHODJRDQGWRILJKWZLWKRWKHUSOD\HUV¶VKLSVLQEDWWOHV  
Pirates! is a location-based game in which the physical indoor game 
environment is loosely coupled with the space of the virtual archipelago. 
Players visit islands within the archipelago by walking to a certain position 
within the physical game area, and meet other players to battle by walking to 
the same position as them, thus mapping the virtual space to the physical space. 
The virtual islands are indicated with physical landmarks in the physical space. 
 
Figure 2-1: Pirates! interface 
Players are equipped with a handheld computer that runs a game client 
application. Each handheld computer is connected to a wireless network and is 
equipped with a radio frequency based proximity sensor and beacon. The static 
islands are also equipped with a similar sensor and beacon. Each beacon 
regularly transmits a unique identifier that can be detected only at short range. 
8VLQJ WKHVH VHQVRUV WKH JDPH FOLHQW FDQ GHWHUPLQH WKH SOD\HU¶V SRVLWLRQ
relative to the other game artefacts, islands and other players, and triggers the 
relevant game mechanic accordingly, for example arrival at an is land. This is 
shown in figure 2-1. 
The game client is a dumb graphics rendering terminal, with all game logic 
being performed by a central game server written in Prolog, allowing dynamic 
updates to game logic and providing a basic form of game management. 
Importantly, this enables the game authors to respond on the fly to any 
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unexpected issues that may arise over the course of the game. The game server 
also provides player login functions and a high score board.  
The authors note that the decision to use relative positioning was deliberate, as 
it allowed rapid reconfiguration of the game space simply by moving the 
artefacts and sensors representing the islands, hence allowing greater 
portability. However, they note that the reliability of the proximity sensors was 
variable, and as a result players were given the choice of whether to accept 
each location-based decision made by the system, for example to land at an 
island or to ignore it. 
2.2.2 ARQuake 
ARQuake (Piekarski and Thomas, 2002) is an experimental single-player, 
indoor and outdoor augmented reality game. The aim of the game is to allow 
the player to play the first-person-shooter game Quake in a physical 
environment. The original game involves moving around a virtual 
environment, collecting objects and power-ups and shooting monsters that 
attempt to attack the player. 
  
Figure 2-2: ARQuake hardware (left) and in-game view (right) 
In ARQuake a representation of a physical space is modelled as a virtual 
Quake level. The player is equipped with a wearable computer platform, a 
haptic gun interface, and head mounted display, as shown in figure 2-2. The 
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V\VWHPRYHUOD\VD YLHZRIWKH4XDNH OHYHO IURPWKHSOD\HU¶VSK\VLFDOSRLQWRI
view onto the display, with the walls of the level rendered transparent to allow 
the user to see the equivalent physical walls. The virtual walls occlude other 
virtual artefacts such as objects and monsters to create the impression that the 
artefacts inhabit the physical space, as is also shown in figure 2-2. 
The player is placed in the virtual space using tracking data from a 
combination of a GPS receiver, digital compass and a fiducial tracking system 
using glyphs. The authors state that when a player was outdoors and more than 
50m away from any buildings GPS and compass tracking provided satisfactory 
accuracy in that any errors were not immediately visible due to the distance. 
When close to a building or inside, however, these errors were very apparent 
and so the system instead had to rely on a large number of fiducial markers 
attached to the physical space to perform vision based tracking to overcome 
them. 
ARQuake is implemented as a modification, or mod, to the original Quake 
platform, allowing much of the original game logic to be retained. However, 
the authors describe initial experiments with a multi-player version, having one 
player playing a conventional desktop version of the game collaboratively with 
the augmented player. They note the differing requirements of both players in 
the form of different renderings of the same shared space, for example the 
augmented player requiring walls to be rendered invisibly, and in textured form 
for the online desktop player. 
As the authors note, coincidence of the physical and virtual spaces is essential 
for the game to maintain the fiction of elements of the virtual space appearing 
in the physical space. To this extent the space had to be modelled from detailed 
and accurate architectural drawings for each location that the game is played 
in.  
2.2.3 Human Pacman 
Human Pacman (Cheok et al., 2004) is a multiplayer mobile mixed-reality 
game that has many similarities with ARQuake. This time, Human Pacman 
extends the classic arcade game Pacman. Players must collect cookies and 
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other artefacts in the virtual environment while avoiding the ghosts, who can 
kill them. 
In Human Pacman, as with ARQuake, players inhabit both a physical space 
and matching virtual space using tracked, wearable computer systems and head 
mounted augmented displays, shown in figure 2-3. As they move through the 
physical space, they also move through the virtual Pacman space. Some game 
artefacts, such as cookies, exist solely in the virtual space and players must 
reach the same location to collect them. Others, such as power-ups, also exist 
within the physical space in the form of small embedded devices that the player 
must physically collect. 
 
Figure 2-3: Human Pac-Man player and view, with online helper 
Players either take the role of Pacman or of a ghost. The game also adds a third 
group of players to the original game, known as helpers, who occupy the 
virtual space and play the game using a desktop interface. The helpers have 
access to additional information, such as the location of game artefacts that 
they may have seen while exploring the game space, which they may pass onto 
the augmented players using text messages. Helpers may also collaborate 
between one another online to achieve a goal.  
Augmented mobile players connect to a central game server using a wireless 
network. The authors note that disconnections in communication often 
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interrupted the flow of the game, and that outdoor conditions often resulted in 
poor bandwidth and a high rate of errors on the wireless network. To minimise 
this, a small amount of system functionality was retained on the mobile 
SOD\HU¶VGHYLFH WRUHGXFHWKHHIIHFWRIVPDOO QHWZRUN LQWHUUXSWLRQVPDLQO\WKH
functionality for viewing the static parts of the virtual environment.  
The augmentation of the mobile players required very accurate position and 
orientation tracking. The authors attempted to overcome the tracking errors 
noted in the discussion of ARQuake by using a fusion of GPS and inertial 
sensor data to calculate the positions of other players and game artefacts 
relative to the player. This was necessary to provide a satisfactory augmented 
experience, which the authors see as being preferable to so-called primitive 2D 
handheld computer based interfaces, although despite this the augmented 
reality overlay was considered to be unbearable to play for more than a few 
minutes, enforcing a short game length.  
The virtual space was authored, as in ARQuake, to coincide closely with the 
physical space. Also, to maximise the availability of the wireless network 
connection, the game area was carefully selected to be in an area of known, 
good, network connectivity. 
2.2.4 Treasure 
Treasure (Barkhuus et al., 2005) is a multi-player location-based game. Players 
must collect virtual coins that are scattered within an urban area by getting to 
that position, and place them in a virtual treasure chest. Players may also 
pickpocket other players to steal their coins before they have been placed in the 
treasure chest. 
Each player is equipped with a handheld computer and a GPS receiver. The 
handheld computer displays a map of the game area with the position of the 
player as reported by the GPS receiver, and also the positions of the virtual 
coins. The handheld computer is connected to a wireless network that 
deliberately only provides partial coverage of the game area. As the player 
moves around the game area the network coverage of areas that they have 
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explored is rendered on the map, as either being disconnected, weakly 
connected or strongly connected, as shown in figure 2-4. 
Coins are scattered randomly throughout the virtual game area. Players may 
collect coins while disconnected, but they may only be secured in the treasure 
chest while connected to the network. Similarly, players may only pickpocket 
other players while connected. The greater the strength of the network 
connection, the better chance a player has of successfully executing one of 
these actions. Two players can secure their coins at the same time to gain more 
points. 
   
Figure 2-4: Treasure interface showing network coverage (left) and coins (right) 
Treasure uses the partial wireless network coverage of the game area directly 
as a form of game play, and coins are automatically placed both in areas with 
coverage and those without. In this way the game is authored dynamically by 
the natural arrangement of the wireless network, although the authors made 
sure that the game area consisted of areas both with and without coverage. This 
can be said to be analogous to the physical authoring performed by the authors 
of Pirates! in that the authors may manipulate the placement of wireless access 
points in order to provide the desired spread of network coverage and non-
networked areas. 
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The authors describe Treasure as a seamful game, in that it deliberately 
acknowledges and exploits the seams within the wireless network, meaning the 
boundaries between connected and disconnected areas, as a form of game play. 
This contrasts with other experiences where such seams are treated as flaws 
that need to be overcome. 
The authors ran several trials of the game giving players the chance to play 
multiple games. They describe how players were observed to develop 
strategies and tactics over the course of the games to cope with inconsistencies 
in the technology, including lag in GPS updates delaying the virtual 
UHSUHVHQWDWLRQRIDSOD\HU¶VSRVLWLRQDQGLQFRQVLVWHQFLHVEHWZeen the on-screen 
GLVSOD\ DQG D SOD\HU¶V DFWXDO UHODWLRQVKLS WRRWKHU SOD\HUV:LWK WLPH SOD\HUV
became skilled at noticing these inconsistencies and modifying their game play 
with different movements and teamwork in order to capitalise upon it.  
2.2.5 Pac-Manhattan 
Pac-Manhattan (PacManhattan, 2004) is a multi-player mobile mixed-reality 
experience again based on the classic Pac-Man game. As with the original 
game, a player must collect all of the pills in the virtual game space, while 
avoiding four ghosts that also inhabit the space.  
In Pac-Manhattan, players inhabit a large area of Manhattan and a matching 
virtual game area simultaneously. Pills are distributed evenly throughout the 
virtual game area, and the player, playing the role of Pac-Man, collects them by 
getting to the equivalent physical location in the real city. Similarly, the role of 
the ghosts is taken by four other players, also playing in the real city, who must 
get to the same location as the Pac-Man player in order to catch them. The 
virtual game space is broadcast over the internet for online spectators.  
Pac-Manhattan uses basic technology to enable the mobile aspects of the game. 
Players are not directly tracked. Instead, each player is assigned a controller 
ZKR PHGLDWHV WKDW SOD\HU¶V LQWHUDFWLRQ ZLWK WKH YLUWXDO VSDFH $V WKH SOD\HU
runs through the physical space, he or she informs the controller of his current 
location via a voice-call on a mobile phone, shown in figure 2-5, and the 
controller then updates the position in the virtual game space from a central 
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control room. Conversely, the controller informs the player of the current state 
of the virtual space. The virtual game area is a modified version of the original 
Pac-Man game board, matching the grid structure of a portion of the city to the 
horizontal and vertical movement of the original game, as is also shown in 
figure 2-5. 
The authors state that they did not use GPS for tracking the players in the 
physical space as it did not work sufficiently well in the urban environment, 
being susceptible to multi-path errors. They also did not use a wireless network 
to serve data to the players, as they could not find an area of the city with 
consistent coverage over a large enough, area and lacked the resources to set up 
their own. 
  
Figure 2-5: A Pac-Manhattan mobile player (left) and virtual game board (right) 
The five player FRQWUROOHUVDUHPHPEHUVRI WKHJDPH¶VSURGXFWLRQ WHDP7KH\
PHGLDWHJDPHSOD\ LQWKHDEVHQFHRIWUDFNLQJWHFKQRORJ\E\MXGJLQJDSOD\HU¶V
position and ensuring concurrency between the virtual game state and the 
SOD\HU¶VYLHZRIWKHJDPH  
2.2.6 Riot! 1831 
Riot! 1831 (Reid et al., 2004) is a single-player location-based audio 
experience. The experience is an interactive historical play based on events that 
took place in a public square, and was presented to members of the public. As 
players move around the physical space where these events took place, they 
hear sounds designed to recreate the experience of these events from different 
locations within the square. 
 21 
In Riot! 1831, each player is equipped with a handheld computer, a pair of 
headphones and a GPS receiver. The GPS receiver positions the player on a 
map of the square in an application running on the handheld computer. The 
DSSOLFDWLRQWKHQSOD\VVRXQGVEDVHGRQWKHSOD\HU¶VORFDWLRQWRWKHSODyer using 
the headphones, creating a personal audio experience. The authors define this 
application as a mediascape, a mobile client that delivers digital media in 
response to contextual clues such as GPS location.  
   
Figure 2-6: A Riot! 1831 player (left) and mediascape authoring tool (right) 
Authoring Riot! 1831 involved assigning sound samples to specific physical 
locations using a tool developed by the authors, also called Mediascapes and 
part of the Mobile Bristol application framework, which is shown in figure 2-6. 
As a non- linear experience, the player is free to move throughout the space by 
his or her own route, with the audio content playing accordingly, sometimes for 
over an hour. The authors note that as the number of other people in the area 
changed, or the weather changed, people would either move randomly through 
the space or take a number of commonly used paths, and as such the 
mediascape had to be authored to support both non-linear and pseudo- linear 
content arrangements to some extent.  
Members of the public took part in Riot! 1831 without intervention from the 
production team, meaning that once set up the authors did not play a direct role 
LQ GLUHFWLQJ D SOD\HU¶V H[SHULHQFH +RZHYHU WKH DXWKRUs hint at problems 
encountered with using GPS for location tracking. High buildings and trees 
obstructed the GPS signal leading to poor accuracy, and therefore incorrect 
audio samples being played, or a lack of consistency between co- located 
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players who would hear different samples. On these occasions the game 
operators would intervene and ask the players to abandon the work and to 
return to play again at a later time when conditions were more favourable.  
2.2.7 CitiTag 
CitiTag (Vogiazou et al., 2005) is a multi-player location-based game. It is a 
team game played in a large area of a city. The game is a simple tag game; 
when a player gets close enough to a member of the opposing team they can 
tag them, trapping them virtually in their current location. Players can be 
untagged by a member of their team when in the same location. The game is 
won when all players of the opposing team have been tagged.  
Each player is equipped with a handheld computer connected to a wireless 
network and a GPS receiver. An application running on the handheld computer 
UHOD\VWKHSOD\HU¶VFXUUHQWORFDWLRQDVUHSRUWHGE\WKH*36UHFHLYHUWRDFHQWUDO
game server over the wireless network. The game server judges whether there 
are any other players within a given distance that can be tagged or untagged 
depending on which team they are a member of, and returns this data to the 
SOD\HU¶V GHYLFH ZKHUH LW WULJJHUV WKH UHOHYDQW LQWHUIDFH)LJXUH-7 shows the 
three interfaces; the default screen, being tagged and looking for a tagged 
member of the same team. 
 
Figure 2-7: CitiTag handheld computer interface 
The CitiTag system implements some simple functions to handle situations 
where a playHU¶V*36RUZLUHOHVV QHWZRUNFRQQHFWLRQ IDLOV LQVRPHZD\,IWKH
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GPS receiver does not have a valid fix, in that it cannot report its current 
location, then the application reports this fact and the game server flags the 
player as unavailable to be tagged. Upon disconnection from the wireless 
network, whether with a clean disconnection or due to lack of updates from the 
application, the game server again flags the player as unavailable. On 
disconnection the player is presented with a login screen forcing the player to 
manually attempt to reconnect to the game. Players cannot play while 
disconnected; on reconnection the current state of the game is sent to the 
application to update it and to continue playing.  
The CitiTag system provides an administration client. This connects directly to 
the central game server and provides general orchestration functions for the 
game authors, including starting, pausing and ending a game, sending a text 
PHVVDJH WR DOO RI WKH SOD\HUV¶ GHYLFHV PRGLI\LQJ WKH WDJJLQJ UDGLXV DQG 
displaying statistics regarding the current game state.  
2.2.8 CatchBob! 
CatchBob! (Nova et al., 2005) is an experimental location-based multi-player 
collaborative game. The game design is basic; three players must catch a 
fictitious virtual player known as Bob by positioning themselves in a triangular 
formation around him. Each player is equipped with a handheld computer that 
shows the current location of all three players on a map, and also allows the 
player to annotate the map with a suggestion of the direction that another 
player should take. These annotations are distributed to all of the other players. 
Figure 2-8 shows the handheld computer interface.  
CatchBob! uses a wireless network to provide both connectivity and 
positioning for the handheld computer. Position is determined by triangulating 
wireless network signal strength based on the known positions of the network 
base-stations. This was used rather than GPS so that the system would provide 
positioning indoors, and the author states that the system provided position 
readings accurate to between 5 and 20 metres. To configure the game for each 
physical location the author had to survey the area, identifying and locating 
existing wireless network base stations on the map. The virtual position of Bob 
also had to be configured. 
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The system provided a logging function which enabled the author to study the 
results of the game after the event. The author notes that during the 
introduction of the players to the game and equipment, if the equipment was 
not demonstrated with absolute confidence then the players would not have 
absolute confidence in it either, and would be more likely to suspect it of 
failing - indicating that the author had to take the role of a performer to ensure 
the smooth running of the game from the outset.  
 
Figure 2-8: CatchBob! interface showing user annotations and network connectivity monitor 
Problems occurred when playing CatchBob! as players had the pre-conception 
that it provided very precise position data, and therefore were disturbed when 
their reported position on the map, or their reported proximity to Bob changed 
even when they were standing still. There was nothing on the interface to 
indicate that the position was not accurate. Regarding the wireless network 
connection, the author seems surprised at how, even when the network was 
also being used to provide positioning, the connection was not strong enough 
to send and receive data. Players also commented on this fact, and at some 
points commented that the application was broken as it did not reflect the state 
of the connection. The author responded by adding a network connectivity 
indicator to the interface. 
 25 
2.2.9 Botfighters 
Botfighters (Its Alive!, 2000) is a commercial multi-player location-based 
mobile phone game. The game involves shooting other players by sending a 
text message with a mobile phone. If the other player is within range, that is if 
WKHWZRSOD\HUV¶SKRQHVDUHZLWKLQ D certain distance of one another, then a hit 
is scored. Botfighters also implements an online interface, shown in figure 2-9, 
where players can log on and configure or upgrade their characters. The 
specifics of a character, such as which weapon they are ca rrying, adjusts the 
likelihood of success when attacking another player.  
  
Figure 2-9: Botfighters online configuration interface (left) and mobile phone interface (right) 
Botfighters uses the ID of the mobile phone cell to which a player is connected 
to determine the distance between players. The first version of the game used 
SMS messages for all aspects of game communication. Players send a message 
to request information about other players in the vicinity, and so indicated their 
entrance to the game. They then sent a further message to shoot at a selected 
player. The use of SMS messages as a transport was at times susceptible to 
message delivery delay, effectively stopping the player from taking part in the 
game. 
The second version of Botfighters attempted to rectify the problem of SMS 
message delay by introducing a game application that was installed on a 
SOD\HU¶V SKRQH 7KH DSSOLFDWLRQ QRZ FRPPXQLFDWHG ZLWK WKH FHQWUDO JDPH
server using a GPRS connection, and introduced some of the configurable 
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content that was previously available on the website to the mobile phone 
application. Some criticisms of Botfighters, however, are that the latency of the 
connection is still noticeable when playing with players in close proximity and 
also that in this situation the positioning system is not accurate enough.  
Botfighters does not require any location-based authoring as game play 
depends on the density and relative positions of players. Players are free to play 
whenever they wish. 
2.2.10 Mogi 
Mogi (Licoppe and Guillot, 2006) is a commercial mobile mixed-reality game. 
The game involves finding virtual artefacts within a large physical city area, 
then trading them with other players. The goal of the game is to complete 
collections of items through a combination of collection and trading. Players 
can communicate with one another via a global buddy system and instant text 
message. 
   
Figure 2-10: Mogi mobile phone interface (left) and online interface (right) 
The JDPH LV SOD\HG LQ7RN\RZKHUH DQ DSSOLFDWLRQ UXQQLQJRQ HDFKSOD\HU¶V
phone shows a stylised grid map of their current area, other players and where 
there are items to collect. The position of the player is reported either by cell 
positioning as described in Botfighters, when only a crude position or 
RULHQWDWLRQ LVUHTXLUHGRUE\ WKHPRELOHSKRQH¶VEXLOW LQ*36UHFHLYHUZKHQ D
player is trying to collect a specific item. 
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Mogi provides an online interface for players to use, shown in figure 2-10. 
However, unlike Botfighters, the Mogi online interface provides additional 
functionality that is not provided by the mobile phone application. This takes 
the form of a larger, more detailed map. Rather than being just an interface for 
DFFHVVLQJ D SOD\HU¶V SHUVRQDO Gata, the online interface also allows 
communication with all other players within the game, providing a shared 
mixed-reality environment. 
The extended online interface allows online players and mobile players on the 
street to collaborate in completing their collections. Team play can then be 
facilitated with more dedicated players playing online, orchestrating a group of 
mobile players based on their wider knowledge of the game, enabling player-
led micro-management. 
As a long-term, publicly accessible game, Mogi players are able to play 
whenever they wish, and as such are largely responsible for managing their 
own play. 
2.2.11 Urban Tapestries 
Urban Tapestries (Lane, 2003) is a technological framework for creating 
mobile experiences. The framework aims to provide a system for the publicly 
creating, publishing and experiencing location-based content. Urban Tapestries 
also aims to be dynamically interactive, allowing its users to supplement 
existing content as they experience it, and to annotate the paths that people take 
through a city area. 
During the development of the system the authors initiated what they describe 
as bodystorming experiences. These involved taking a map of a city area, and 
having users annotate the map with drawings and post- it-notes indicating areas 
of interest and regularly journeyed paths. This technique was used to gain ideas 
about what users might create with the framework, and how they reacted to the 
content created by others, without interference from any technological 
problems that may arise from a prototype. Users came up with a wide variety 
of users for the system, from trails defining the mood of the creator as they 
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walked to a description of a route traditionally taken by sheep drovers through 
the city. 
Urban Tapestries ultimately aims to be technologically agnostic, in that its 
principles should be usable by a wide variety of different technologies. 
However, in the initial prototype users were equipped with a handheld 
computer with a wireless network connection and a GPS receiver to provide 
positioning. The handheld computer ran a custom application written in Flash 
to provide an interface. The authors state that future versions would use 
Bluetooth and GPRS or 3G to access content in areas not covered by the 
wireless network, indicating that almost half of the targeted city area was not 
covered; leaving large gaps between connected areas where the framework 
would not work. 
  
Figure 2-11: Urban Tapestries mobile interface (left) and online map showing trails (right) 
The framework allows a user to select a theme of content to follow, for 
example social threads linking a number of locations, as shown in figure 2-11. 
They then receive a map on their mobile device indicating the locations 
associated with it, generated from a GIS map-data repository. They may either 
follow a previous trail through the map or receive alerts when they reach a 
specific location, and see the associated multimedia content.  
Urban Tapestries allows the user to upload their own path through the city, add 
extra locations by tagging their current location or up load new media to the 
system, although it is unclear how this is handled in areas without network 
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connectivity. This mechanism allows both individual application authors and 
subsequent users to author for the system as they play.  
The framework provides an online, web-based interface that allows users to 
edit and share trails or location-based content that they have created. In this 
way, an online user could orchestrate or specify an experience for a mobile 
user. However, the onus is on individual application authors to specify and 
arrange this. 
2.2.12 GeoTracing 
GeoTracing (GeoTracing, 2005) is an application framework for creating 
location-based multimedia experiences. GeoTracing has similarities to the 
Urban Tapestries framework described above, and can be described as an 
instance of Urban Tapestries built using a different technology infrastructure. 
Experiences may be for single or multiple users, and are again based on a 
XVHU¶V PRYHPHQW WKURXJK D SK\VLFDO ODQGVFDSH ZLWK ORFDWLRQ-based media 
annotations. 
 
Figure 2-12: GeoTracing online interface showing trails and location-based media 
Several applications have been developed using GeoTracing to date. 
(GeoSkating, 2005) involves skaters uploading photographs and information 
about the quality of road surface along a given route. (GeoSailing, 2005) and 
(GeoBiking, 2005) are two more applications with the same theme, but 
different modes of transport. Sense of the City (Broecke, 2006), as with Urban 
Tapestries, involves users annotating their everyday routes through a city.  
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The GeoTracing framework consists of a MobiTracer, which is a mobile phone 
with a GPS receiver. The mobile phone uploads position data and routes using 
a GPRS connection to a central server. There are two online components to the 
system. The WebEditor is a web interface that also allows the uploading of 
routes collected offline from standalone GPS receivers, and annotation using a 
map interface. The WebViewer is a web interface that displays maps with 
routes and annotations, and also allows live tracking of active mobile users, in 
a read-only mode. 
Finally, the framework provides location-based content serving to mobile users 
based on existing annotations. When a user gets close enough to an annotated 
site, the relevant annotation or media is displayed. However, the system 
assumes that the user is connected to the central server constantly to access this 
functionality, and it is not discussed what happens if this is not possible or 
fails, and what support is given to users when the system fails. Several routes 
from the Sense of the City application, viewed with the WebViewer, appear to 
exhibit GPS errors, with one spurious update causing a route to deviate by a 
substantial distance. Unfortunately, it is not described if or how this affected 
users following the routes. 
As with Urban Tapestries, GeoTracing allows both authors and users to author 
for different applications in the same way, by annotating physical space while 
using the application itself. Also, GeoTracing would allow the use of its online 
interfaces for game management and orchestration. However, this functionality 
was not inherently designed into the system as it does not directly support 
communication between users, or authors and users.  
2.2.13 Real Tournament 
Real Tournament (Mitchell et al., 2003) is a prototype location-based multi-
player game. The authors describe the game as an augmented reality game, 
although it has a large amount in common with other location-based projects. 
Players inhabit a large, open, physical space. The aim of the game is to work 
with other players to shoot virtual monsters that inhabit a connected virtual 
space that corresponds to the same area. Some of the monsters require 
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collaboration between players to kill, by requiring several shots from different 
players. 
 Each player is equipped with a handheld computer housed in a large plastic 
gun casing, shown in figure 2-13. The gun is equipped with a GPS receiver and 
D GLJLWDO FRPSDVV WR REWDLQ WKH SOD\HU¶V ORFDWLRQ WR SODFH WKHP ZLWKLQ WKH
virtual space. The handheld computer shows a map of the virtual space centred 
RQ WKH SOD\HU¶V UHSRUWHG SRVLWLRQ ZLWK JHRJUDSKLFDO VXUURXQGLQJV YLUWXDO
monsters and the reported positions of other players. Players shoot monsters by 
facing in the appropriate direction and pulling the trigger on the gun. 
   
Figure 2-13: Real Tournament gun interface (left) and map (right) 
The gun connects to the game using a wireless network connection. If Wi-Fi is 
available in the particular area that the player is in then it is used, failing that 
the gun seamlessly switches to a slower, but hopefully more widespread, GPRS 
connection. The game replicates the state of all monsters and players within the 
game to all of the connected guns using a peer-to-peer system to maintain 
consistency. 
The focus of Real Tournament is primarily on how to develop an application to 
use the new IPv6 infrastructure allowing transitions between different 
connectivity infrastructures, in this case Wi-Fi and GPRS, and the authors do 
not reflect on the issues raised by some of the other experiences, such as how 
the relationship between the game world and the physical world was authored, 
or how players responded to disconnections and subsequent network switching.  
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2.2.14 GUIDE 
GUIDE (Cheverst, Davies et al., 2000) is a location-based electronic tourist 
guide application. The experience provides a context aware guide for tourists 
as they move around a city, giving location specific information on a variety of 
tourist attractions, in the form of web pages, text and images viewed on a 
handheld computer, as shown in figure 2-14. 
Each user is equipped with a handheld computer, which connects to a wireless 
network. The network consists of a number of uniquely identifiable Wi-Fi base 
stations, which an application running on the handheld computer uses to 
provide coarse location awareness, for example reporting that the user is at a 
key area or building within the city. 
 
Figure 2-14: GUIDE interface showing map override function 
GUIDE highlights some important design considerations regarding content 
delivery and connectivity. In terms of content, the range of possible 
applications and variety of content within these applications is large. Some of 
the content may need to be dynamic and change over time, or be interactive. 
Furthermore, the system is may be used by up to one hundred users at any one 
time. 
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Regarding connectivity, the authors of GUIDE were aware that there would be 
occasions when a user of the application moved into a location where there was 
little or no wireless network coverage. As GUIDE uses the wireless network to 
provide position reporting, the application would also not know where the user 
was, or be able to serve him or her connected content. Most interestingly, this 
issue was noted by the authors during the design phase of the prototype, rather 
than during deployment and being dismissed as a future prob lem to be 
overcome. Rather than stating that they required a better network connection 
and better positioning, the application was re-designed with these issues in 
mind, namely with the authors adding a function to enable the user to override 
the applicatiRQ¶VVHQVHGORFDWLRQZLWKDUHSRUWPDGHXVLQJDQRQ-screen map in 
the case of loss of connection.  
2.2.15 Mobile Experience Engine 
The Mobile Experience Engine (Biswas et al., 2006a) is a framework for 
developing location-based new media experiences. It is a software toolkit that 
attempts to support the iterative development of context aware mobile 
multimedia applications. The authors focus, however, on both development of 
software by technologists and creative development by artists and designers, 
and supporting an iterative development cycle involving both. They note that 
the requirements of both parties will change during the development of an 
application and so the framework needs to allow for this, without one par ty 
holding up the workflow of the other.  
The framework consists of a prototype generator and a mechanism for 
producing intermediate prototype visualisations for use by the application 
designer or artist. The software requirements of the application are formally 
described using the MEE content description language, which is then used to 
automatically generate source code and library templates. If the source code 
cannot be generated, or is unsuitable for the application, then it is written by a 
software engineer and added to the available code base of the prototype 
generator. While this is happening, the artist or designer of the application may 
work with the visualisation component. This also uses the formal description of 
the application, but produces a low fidelity prototype using scalable vector 
 34 
graphics that can be used to test and refine the applications functions as a 
whole. 
   
Figure 2-15: Trickster mobile interface 
Applications are described, or authored, using the MEE content description 
ODQJXDJHZKLFK LV XVHG WRGHVFULEHDQDSSOLFDWLRQ¶V IXQFWLRQXVLQJ;0/$Q
application consists of a number of contexts, and each of these is defined by 
transitions and resulting actions within the XML definition. For example, 
transitions, or entry into a particular context, may be driven by readings from 
position sensors, and the resulting action may be displaying a media clip.  
The authors describe two example applications that have been created using the 
Mobile Experience Engine. The Trickster game (Biswas et al., 2006b) is a 
single player game that involves the player taking the role of different animals 
within a park, shown in figure 2-15. The player is equipped with an 
accelerometer to detect gestures, which is linked to a handheld computer 
running the application created using the framework. The application presents 
a number of contexts that involve the player carrying out various activities 
within their animal role, with transitions being triggered by the player making 
the correct animal gesture. The second example is Situated Editor (Donaldson 
and Gauthier, 2006), an application that allows a designer to create multimedia 
clips, annotate them with location data, and then add them to a central server. 
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The resulting location-based media environment can then be downloaded onto 
a location-aware mobile device to be experienced by a user. Both the authoring 
system and the location-based runtime triggering system are described and 
implemented using the MEE content description language. 
These two examples are interesting as, unlike many other applications and 
frameworks; they highlight the rapid prototyping of mobile experiences whilst 
allowing for input from the designer in the iterative development process. 
However, the focus of the framework is still very much on the software 
engineering process, and it is unclear to what extent the needs of the designer 
are provided for during the deployment of the experience.  
2.2.16 Desert Rain 
Desert Rain is a multi-player mixed reality performance (Koleva et al., 2001). 
While it is not location-based, it is notable as a touring, heavily orchestrated 
piece mixed-reality application that requires the direct involvement of its 
authors to operate. Desert Rain is a new-media piece which is played by six 
players at a time in a game that lasts for twenty minutes. Players embark on a 
mission to find six targets within a virtual environment and then find an exit 
within the twenty minute experience. The virtual environment is projected onto 
six water curtains, one in front of each player.  
  
Figure 2-16: Desert Rain virtual environment (left) and rain curtain (right) 
When a player finds his or her target, a performer steps through the water 
curtain and hands the player a swipe card. Once all players have found their 
targets, or their allowed time has elapsed, the players move through a corridor 
filled with sand to a recreation of a motel room. The room contains a swipe 
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card reader and a television; using their swipe card each player can view a 
video clip of an interview with their target.  
Each player is embodied in a collaborative virtual environment, with their 
viewpoint projected onto the rain curtain, shown in figure 2-16. Players control 
their viewpoint within the virtual environment by standing on a footpad which 
acts as a joystick. Players can communicate with one another with an audio 
system that is spatially attenuated with distance in the virtual environment.  
While Desert Rain is a touring piece of work, the content remains static, and as 
such does not require modifications for a new location. However, Desert Rain 
is not just a standalone computer system; the system and its use are embedded 
within a rehearsed performance piece. The authors note that it critically relies 
on a production team of both actors and unseen helpers to support the 
experience, through interventions, monitoring and encouraging players to help 
one another. 
To support this, the Desert Rain system provides a number of integrated 
PDQDJHPHQW WRROV (DFK SOD\HU¶V YLHZSRLQW LV UHSOLFDWHG RQ D VFUHHQ LQ D
control room for monitoring. An audio mixing desk allows performers to listen, 
FRQQHFW SOD\HUV DQG MRLQ LQ WR D SOD\HU¶V FRQYersation. Players can also be 
monitored visually from behind the water curtain.  
2.2.17 Feeding Yoshi 
Feeding Yoshi (Bell et al., 2006) is a multi-player location-based seamful 
game. In Feeding Yoshi, players are divided into teams of four. Each team 
must collect as many points as possible by feeding a Yoshi the fruit it desires. 
Players collect a seed of a certain type of fruit from a Yoshi by visiting a 
certain location, and then sow it in a plantation which will start to generate the 
fruit. The fruit can then be taken back to the Yoshi in exchange for points. 
Yoshi is played intermittently over a relatively long period of time, for 
example over the course of a week. 
Yoshis and plantations are automatically generated from the identity of existing 
wireless networks scattered throughout the city. Each player is equipped with a 
handheld computer that scans for these wireless networks. The handheld 
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computer displays a map, and when a network is discovered the player can pin 
either the Yoshi or the plantation to its discovered location on the map. Finally, 
players upload their scores to a central game website, where they may also 
view the score of their and other teams.  
Feeding Yoshi does not provide any explicit authoring functionality, as the 
game content is automatically generated from existing wireless networks. Once 
the teams and game were organised, players played independently and without 
intervention, except in situations where the application or handheld computer 
failed, in which cases the authors provided remote phone support.  
    
Figure 2-17: Feeding Yoshi mobile interface showing a plantation (left) and a Yoshi (right) 
2.2.18 Big Urban Games 
There have been several large scale location-based city games that are usually 
mentioned in the context of mobile mixed-reality experiences. Big Urban 
Games are usually team based, and are location-based in that they involve 
players exploring, or operating in, a large city area. However, there is no 
overlapping virtual environment, and usually the position of the players does 
not form a fundamental part of the game. 
The Go Game (Wink Back, 2000) is an example of a Big Urban Game. It is a 
team game, where each team is equipped with a web-enabled mobile phone 
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and a digital camera. The game lasts for a few hours, during which the teams 
receive challenges on their mobile phones. Challenges consist of finding clues 
hidden in the city to solve a puzzle, interacting with planted actors, or 
performing some kind of stunt often including a passer-by and then capturing 
and uploading the event with the camera. Finally, the teams gather to review 
the results of the game and to vote for a winner, based on who produced the 
most original or amusing results.  
There are several variations of the Go Game in operation. Navigate the Streets 
(Shore, 2003) involves teams solving clues and taking photographs of the 
solutions, aided by being able to conduct research online using mobile devices. 
Conqwest (Lantz, 2003) involves several large teams manoeuvring large 
inflatable totems through the streets, while taking and uploading photographs 
of Semacodes (Woodside, 2003) containing unique URLs to declare their 
positions and capture territory using mobile phones.  
   
Figure 2-18: Conqwest players (left) and the Go Game (right) 
The emphasis of these games is not, however, on technology or location 
sensing, but rather on encouraging the players to work as a team. Despite being 
promoted as making heavy use of wireless networking or location-based 
technology these games often focus on team building exercises, using a small 
amount of consumer technology, for example mobile phones or cameras.  
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The Go Game and its counterparts are organised on a per-game basis for its 
players, with the authors tailoring clues, actors and challenges to the location or 
specific requirements of their clients. While not being reliant on constant 
connectivity or position tracking, all of these games involve a central point of 
organisation, which in turn involves authoring and setting up the game for each 
location it is played in, and directly orchestrating and operating it while it is 
being played. 
2.2.19 GeoCaching 
GeoCaching (GeoCaching, 2000) is a large-scale multi-player location-based 
game. Fundamentally a treasure hunt game, mobile players place a cache 
anywhere in the world, which is a container containing a logbook and a number 
of small items. The location of the cache is posted on a central website in the 
form of a set of GPS coordinates and optionally a set of clues. Other players 
take the coordinates from the website and, using a GPS unit, attempt to find the 
cache. Upon finding the cache they note their visit in the logbook and exchange 
some of the items for some of their own, as shown in figure 2-20. 
   
Figure 2-19: A GeoCaching cache (left) and players using a GPS receiver (right) 
GeoCaching consists of a large community of players with GPS receivers, and 
a central online forum and database for sharing cache locations. Some players 
supplement their equipment with a handheld computer showing the location of 
the cache on a map, updated using the GPS receiver.  
In GeoCaching, players are authors, creating caches for other players to find, as 
well as playing and managing their own game-play. It is not centrally managed 
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in that, as with other long-term games that have been mentioned, players play 
whenever they wish. It has a very large user-base consisting of many thousands 
of players. 
2.3 Associated Work 
2.3.1 Alternate Reality Games 
Alternate Reality Games are commonly associated with mobile mixed-reality 
experiences and games. These are cross-media games that primarily involve 
online resources such as websites, and many involve real world artefacts and 
locations. Alternate Reality Games such as Perplex City (Mind Candy, 2005) 
or I Love Bees (42 Entertainment, 2004) are considered to be outside the scope 
of this literature review as while many of these involve mobile technologies or 
elements of performance, the main focus of the genre is significantly removed 
from mobile mixed-reality experiences. 
2.3.2 Indoor Augmented Reality Games 
There have been several notable augmented reality tabletop applications that 
attempt to merge physical and virtual game play. For example, RV-Border 
Guards (Ohshima et al., 1999) involves three players surrounding a physical 
game board equipped with head mounted displays, showing an overlay of 
invaders within a matching virtual environment and requiring the players to 
shoot the virtual invaders using a physical interface. Similarly, the STARS 
framework (Magerkurth et al., 2003) for developing pervasive applications 
provides enhancements to traditional tabletop board games or new tabletop 
games using a combination of handheld computers and augmented reality.  
However, these applications are considered to be outside the scope of this 
literature review for a number of reasons. While introducing elements of 
mixed-reality, they are not mobile and so are subject to different constraints 
and technological issues. Secondly, these applications are generally deployed 
as laboratory technology demonstrators rather than primarily as playable 
works.  
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2.4 Summary of Requirements 
This section concludes by presenting fifteen requirements that have been 
highlighted by the mobile mixed-reality experiences and applications reviewed 
in this chapter. These requirements also serve to provide terminology for 
referring to common supporting elements, and also to begin to consider which 
requirements are most critical for supporting an experience.  
Players can participate in an experience in a variety of different ways:  
 All of the experiences involve mobile players. This refers to a primary 
group of players who occupy a physical space, whose physical location 
is reported to and affects the experience, and who predominantly play 
using a handheld computer.  
 Several of the experiences involve online players. These are players 
that inhabit an equivalent online, virtual space using a PC, and are not 
mobile. 
 Several of the experiences are based around a mixed reality 
environment. Specifically, this refers to both online and mobile players 
inhabiting a shared representation of the same space, both physical and 
virtual. 
 The majority of the experiences are multiplayer, in that they primarily 
involve interacting with other players to progress, as opposed to being 
single-player, where it is possible for a single player to complete the 
experience without interacting with other players.  
 The majority of the experiences are connected. This means that players 
are connected to a central server, either through wired or wireless 
network connections. Some experiences that are not multiplayer may 
still require this to support centralised game mechanics and 
management. 
Mobile players can use a range of interfaces to interact with an experience: 
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 Two of the experiences support a 3d overlay as a primary display 
mechanism for mobile players. Mobile players see a representation of a 
virtual environment overlaid on their viewpoint using augmented reality 
techniques; usually using a head mounted display and associated 
tracking technologies.  
 A number of the experiences support a mediascape as a primary 
display mechanism, for example Riot! 1831 and Urban Tapestries. 
Mobile players receive media including images and sound effects based 
on their changing position in the physical environment.  
 The majority of the experiences support a 2d map as a primary display 
mechanism. Mobile player see a representation of a mixed-reality 
environment presented as a map on a handheld mobile device, which 
commonly also shows their embodiment within the environment and is 
FHQWUHGRQWKHSOD\HU¶s current location. 
An experience may revolve around a variety of forms of content: 
 The majority of the experiences involve location-based content. This 
is any content such as text, images or sound that is triggered by a 
PRELOHSOD\HU¶VDEVROXWHSRVLWLRQZithin the physical game space. 
 Leading on from this, many of the experiences involve terrain-based 
content. This is location-based content that takes into account the 
physical features of the surrounding environment, for example the roads 
and building shown on a map or aerial photograph. 
 Conversely, a minority of the experiences involve relative position 
based content 7KLV LV WULJJHUHGEDVHGRQ D PRELOH SOD\HU¶V SRVLWLRQ
relative to another player or artefact, regardless of where they both are 
in the physical or virtual space. 
 A minority of the experiences involve user geo-annotation. This 
involves mobile players creating their own location-based content 
within an experience by marking specific locations or annotating them 
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with fragments of media, which can then be distributed to and 
experienced by future players.  
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Pirates! X   X X   X   X   X  
ARQuake X X X X X X   X X    X  
Human Pac-Man X X X X X X   X X    X  
Treasure X   X X   X X X    X  
Pac-Manhattan X X  X    X X X   X X  
Riot! 1831 X      X  X X   X X  
CitiTag X   X X         X  
CatchBob X   X X   X X X    X  
Botfighters X   X X   X   X  X  X 
Mogi X X X X X   X X X   X  X 
Urban Tapestries X X X  X   X X X  X X X X 
GeoTracing X X X  X   X X X  X X X X 
Real Tournament X   X X   X   X   X  
GUIDE X    X  X   X X  X X  
MEE X      X  X  X X  X  
Desert Rain X  X X X        X X  
Yoshi X   X X   X   X  X  X 
Big Urban Games X   X      X   X X  
GeoCaching X X       X   X X  X 
Table 2-1: Summary of experiences and their requirements 
Participation in an experience can be managed in a variety of ways: 
 Several of the experiences have been publicly deployed, in that 
PHPEHUV RI WKH SXEOLF FDQ SDUWLFLSDWH ³LQ WKH ZLOG ´ 7KLV LV DQ
important distinction as many experiences are developed as 
experimental research projects that are not accessible outside of the 
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laboratory. For example, this is a key distinction between ARQuake and 
Botfighters. 
 Several of the experiences require managed participation, and involve 
continuous management by their creators. This is usually a requirement 
for experiences that are operated as short- lived events, and where 
creators directly orchestrate the actions of players as a core part of the 
experience, for example with the use of performers in Desert Rain.  
 Conversely, a minority of the experiences involve free participation, 
and where an experience can operate autonomously without direct input 
from its creators. An example of this is an experience that players may 
dip in and out of at times of their choosing, usually with their own 
apparatus, as seen in GeoCaching. 
Table 2-1 shows how these requirements relate to each of the experiences 
reviewed in the previous sections.  
2.5 Conclusions 
This chapter has reviewed a selection of experiences that represent the state of 
the art of mobile mixed-reality experiences, location-based mobile applications 
and games, in order to set this research in the wider context. This chapter has 
shown that these experiences span a broad range of application areas, from 
laboratory demonstrations to mass-participation street games, encompassing a 
variety of interaction methods, displays, content and participation.  
In light of this, however, this chapter has highlighted fifteen general 
requirements that are fundamental to the operation of many of these 
experiences. The next chapter describes the mobile mixed-reality experiences 
that have been developed by the author as part of this thesis.  
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3 Four Foundation Experiences 
3.1 Introduction 
This chapter introduces the four mobile mixed-reality experiences that have 
been supported by, and led to, the research presented in this thesis. Later 
chapters will focus on the key challenges and solutions arising from directly 
supporting these experiences; this chapter describes the end-user experience of 
each, giving a brief historical overview of the public deployment of the 
experiences. These experiences are heavily drawn upon in later chapters to 
provide concrete examples of the use and viability of the research to support 
mobile mixed-reality experiences in the wild. 
This chapter describes four mobile mixed-reality experiences that have been 
co-developed by the author between 2001 and 2004. Can You See Me Now?, 
Uncle Roy All Around You and I Like Frank form a series of artistic 
performances that has resulted from a collaboration with the artists group Blast 
Theory as part of the Equator Citywide Performance project. Savannah is an 
exploratory educational experience for school children. It should be noted at 
this stage that the design and construction of the online interface components in 
Can You See Me Now?, Uncle Roy All Around You and I Like Frank were the 
result of a collaboration with Nick Tandavanitj of Blast Theory, and the mobile 
interface in Uncle Roy All Around You with Jon Sutton of BT Exact.  
Throughout this chapter participants in the experiences are referred to as online 
players; if they take part in an experience primarily online, through a virtual 
environment, or mobile players; if they take part in an experience primarily in 
the physical environment using a mobile device. 
This chapter concludes by giving a summary of the functional requirements 
highlighted by the four experiences, using the same categorisation as the 
previous chapter. 
3.2 Can You See Me Now? 
The first mobile mixed-reality experience in the series of artistic performances 
is a chase game called Can You See Me Now?. Up to twenty online players 
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inhabit a virtual model of a real city, through which three mobile players in the 
real city chase them. Both groups of players can communicate with one another 
via this mixed-reality environment. When a mobile player reaches a physical 
location in the real city that an online player occupies in the virtual city, then 
that online player has been µseen¶ and leaves the game. The mobile players are 
professional performers, and the main objective of the experience is to engage 
DQG H[FLWH WKHRQOLQHSOD\HUV E\ JLYLQJ WKHPD ULFK VHQVHRI WKHSHUIRUPHUV¶
experience of the city as they run through it, and to reveal how movements 
online affect their physical actions.  
Can You See Me Now? was first exhibited in Sheffield, UK in 2001. Since 
then it has been refined cosmetically, but the underlying game design has 
remained the same. 
3.2.1 Online Experience 
The experience is typically run for two to three hour long performances, twice 
a day for up to a week. To participate, online players visit a website at 
www.canyouseemenow.co.uk where they can find out more information about 
the experience, the schedule of performances and join the experience if it is 
running. Online players participate using a Shockwave client embedded in a 
web-page, which is designed to be useable over a dial-up internet connection as 
well as broadband. The client asks the online player to enter their name, and 
also the name of a person that they have not seen for a long time, yet they still 
think of. The client then attempts to join the experience; if the experience 
already has twenty active online players, then the player is held in a queue until 
WKHUHLVDVSDFHDYDLODEOH7KHFOLHQWGLVSOD\VWKHSOD\HU¶VSRsition in the queue 
as an indicator of how long they will have to wait before a space becomes 
available. 
The online experience consists of four main components; the virtual city, 
communication between players, game play and an offline archive. 
Virtual City: On joining the experience the online player is dropped at a 
random position in a virtual model of the real city in which the game is hosted. 
The game is played in a relatively central area of the city, in a space of up to 
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one square kilometre that often consists of both open spaces and narrow streets 
lined with tall buildings. The virtual city is a 1:1 representation of this space, 
containing key features such as large trees, buildings and roads. In the first 
version of Can You See Me Now? the virtual city was presented as a two-
dimensional schematic, with players represented by square icons, as shown in 
figure 3-1. Later versions replaced this with a more sophisticated three-
dimensional model of the space, with players now represented by animated, 
walking avatars with an optional zoomed out view, as shown in figures 3-2 and 
3-3. Mobile players appear as either orange icons, or later as black avatars 
highlighted in red. 
 
Figure 3-1: Early Can You See Me Now? online interface 
Online players use the arrow keys to move their icon or avatar through the 
virtual city, at a speed equivalent to a slow jog within the real city. The features 
of the model prevent players from entering buildings, or crossing bo undaries 
that are impassable in the real city.  
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Figure 3-2: Escaping from a mobile player 
 
Figure 3-3: Zoomed-out view of the virtual city 
Online 
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Communication: The online interface provides a text input field, which allows 
players to send text messages to one another. All text messages are globally 
readable; all other players currently within the game, regardless of their 
location, receive whatever an online player sends, including mobile players. 
Online players hear a live audio stream from the mobile players in the city. 
Combined with the ability to send text messages, online players can engage in 
two-way communication with each other and with mobile players.  
Online players exchange text messages to chat about tactics of how to avoid 
being seen by mobile players and where they currently are, while also taunting 
and goading the mobile players as they are heard chasing players across busy 
roads and up hills. 
 
Figure 3-4: An online player is seen 
Game play: When an online player enters the game, they are given a thirty 
second grace period in which to get their bearings and to familiarise themselves 
with the interfaFH GXULQJ ZKLFK WLPH WKH\ DUH LPPXQH WR EHLQJ ³VHHQ´ E\
mobile players. They are then chased down by mobile players, whose avatars 
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can be seen running towards the player as they run through the real city streets. 
When a mobile player gets to within five metres of the position of the online 
player, the player is µseen¶ and the game is over. The camera in the virtual city 
zooms in and dramatically circles the online and mobile players, as shown in 
figure 3-4. They remain within the virtual city for twenty seconds, unable to 
move, while the mobile player announces over the live audio stream that they 
have seen the person that the online player named before joining, and have 
taken a photograph of them. The online player is then removed from the 
experience, freeing up a space for a new player waiting in the queue to join. 
Online players may play as many times as they wish while the experience is 
running, however once they have been seen or have left the experience of their 
own accord, they must rejoin the queue to re-enter. A typical experience for an 
online player lasts from between a few minutes to over an hour.  
 
Figure 3-5: Sightings archive 
Offline archive: After each game session, a photograph of each sighting of an 
RQOLQHSOD\HUPDGHE\WKHPRELOHSOD\HUV LV XSORDGHGWRWKHH[SHULHQFH¶VZHE-
 51 
site, as shown in figure 3-5. Returning online players can search for the names 
of the people that they have not seen for a long time, and view photographs 
taken by the mobile players on the streets of the real city at the locations at 
which they were seen. 
Finally, a scoreboard page on the web-site lists the three online players that 
have remained in the experience for the longest period of time without being 
seen. Some online players play repeatedly in order to try to obtain the top spot 
on the scoreboard. 
3.2.2 Mobile Experience 
 
Figure 3-6: A mobile player runs with equipment 
Mobile players in Can You See Me Now? are professional performers, and 
inhabit the physical environment in order to catch online players. Each player 
carries a mobile device ± a PDA which is connected using a wireless network, 
a walkie-talkie, a GPS receiver and a digital camera. The PDA is housed in a 
rugged, waterproof case, while the walkie-talkie and GPS receiver are mounted 
RQ WKHSOD\HU¶VVKRXOGHU WRDLGUHFHSWLRQDV VKRZQ LQ ILJXUH-6. The walkie-
 52 
talkie is fitted with a hands-free earpiece and microphone to allow ease of use 
on the move. 
The GPS receiver reports the position of the mobile player once a second via 
the PDA and wireless network, placing the mobile player in the virtual city. 
The walkie-talkie is tuned to a specific channel that is shared by all of the 
mobile players, allowing them to communicate with one another. This channel 
is also streamed to the online players.  
The PDA runs a software client that presents the mobile player with a live view 
of the virtual city, as shown in figure 3-7. Mirroring the online client, it shows 
a two-dimensional top-down schematic map view of the city and major roads, 
obstacles and features. Online players and their names are shown in red, while 
other mobile players are shown in blue. The three most recent text messages 
sent by online players are displayed at the bottom of the interface. 
  
Figure 3-7: Mobile interface, left, an online Player is Seen, right 
The map can be viewed in two modes, which the mobile player toggles 
between by tapping the screen. The zoomed-out mode shows the whole of the 
game area, allowing the mobile player to see where his or her colleagues are, 
and groups of online players if there are none in the immediate vicinity. The 
zoomed-in mode shows the immediate area that the player is in, with the map 
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FRQWLQXDOO\ XSGDWLQJ ZLWK WKH PRELOH SOD\HU¶V FXUUHQW UHSRUWHGSRVLWLRQ LQ WKH
centre of the screen. This allows the mobile player to determine how to move 
in order to reach nearby online players.  
The interface also indicates the reported accuracy of the GPS device, whether 
the device is currently connected to the wireless network and the rest of the 
experience, and how many online players are currently taking part in the 
experience. 
When the mobile player¶s reported position is within five metres of that of an 
online player, the interface displays an alert message, as shown in figure 3-7. 
The message indicates that an online player has been caught, what their name 
is, what the name of the person that they have not seen for a long time is and 
the current time. It then instructs the mobile player to take a photograph of 
their immediate location with their digital camera. These photographs are 
usually taken of the floor, or any interesting landmarks, people or features in 
the surrounding area. Finally, the mobile player must tap the screen to clear the 
alert to be able to return to the experience, ensuring that they do not miss any 
sightings. 
Mobile players perform for up to an hour before stopping for a break. There 
may be up to four or five performers on rotation, with three on the streets of the 
city at any one time. Part of the script that the performers adhere to is to 
continually describe their situation and environment over the walkie-talkie, to 
provide a rich experience for the online p layers. This includes describing 
frustrations with not being able to catch a particular player or the technology, 
responding to taunts or text messages, talking specifically to an online player, 
or simply describing the physical environment and the physical exertion of the 
performer. 7KLV LV GHVLJQHG WR HQULFK WKH RQOLQH SOD\HUV¶ SHUFHSWLRQ RI WKH
physical environment, heightening their engagement in the mixed-reality 
environment. 
3.2.3 Touring History 
Can You See Me Now? premiered in Sheffield in 2001 at the b.tv festival, 
before becoming a regularly touring performance, with each performance 
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involving over one thousand online plays. To date it has been shown in the 
following cities: 
 Dutch Electronic Arts Festival, Rotterdam, 2003 
 Edith Russ Site for Media Art, Oldenburg, 2003 
 International Festival for Dance, Media and Performance, Köln, 2004  
 Gardner Arts Centre, Brighton, 2004 
 ArtFutura, Barcelona, 2004 
 InterCommunication Centre, Tokyo, 2005 
 The Junction, Cambridge, 2005 
 Festival of Creative Technology, Cardiff, 2005 
 Interactive Screen at the Banff Centre, Canada, 2006 
 Museum of Contemporary Art, Chicago, 2006 
 We Are Here 2.0, Dublin, 2007 
 Donau Festival, Austria, 2007 
 In Certain Places, Preston, 2007 
 PICNIC, Amsterdam, 2007 
 Machine-RAUM festival, Denmark, 2007 
Can You See Me Now was winner of the Golden Nica for Interactive Art at the 
Prix Ars Electronica, Austria in 2003. It was also nominated for an Interactive 
Arts BAFTA award in 2002. 
3.3 Uncle Roy All Around You 
The second mobile mixed-reality experience in the series of artistic 
performances is Uncle Roy All Around You. It is significantly different from 
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Can You See Me Now? in that it places members of the public on the streets as 
mobile players, as well as online. 
Mobile players undertake a journey through the streets of a real city, in search 
of an elusive character called Uncle Roy, while online players explore a 
parallel three-dimensional virtual city, again inhabiting a shared mixed-reality 
environment. Online players follow the progress of individual mobile players, 
communicating and collaborating with them, and choosing to help or hinder 
WKHP 7KH PDLQREMHFWLYHRI WKH H[SHULHQFH LV WR TXHVWLRQ D PRELOH SOD\HU¶V
trust in strangers and the anonymity of the digital world, whether they be 
online players, the mysterious figure of Uncle Roy or chance encounters with 
people on the streets of the real city.  
Uncle Roy All Around You premiered at the Institute of Contemporary Arts, 
London in 2003. The experience was open to the public for ten days, for eight 
hours a day. During that time approximately 300 mobile players and 450 online 
players participated in the experience. Since then, the experience has been 
shown at The Cornerhouse, Manchester in May 2004, and The Public, West 
Bromwich in June 2004. 
Uncle Roy All Around You was nominated for two BAFTA awards in the 
categories of Interactive Arts, and Technical and Social Innovation in 2004. It 
was also nominated for a Net Art Award at the Webby Awards, 2004.  
3.3.1 Mobile Experience 
Mobile players purchase a ticket for the experience, which lasts for a maximum 
of one hour, with up to twelve players participating at any one time.  On arrival 
at the venue they hand over all of their personal possessions including bags, 
wallets, mobile phones and keys, in exchange for a mobile device ± again a 
PDA, a ritual that is intended to increase their sense of anticipation, 
vulnerability, isolation and disconnection from the everyday experience of 
being in the city. It is also to increase their dependence on the voice of the 
game, Uncle Roy. Players have their photograph taken while a performer briefs 
them that their mission is to find Uncle Roy and explains how to use the 
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mobile device. They are then led out into the city and enter a nearby park, as 
shown in figure 3-8. 
 
Figure 3-8: A mobile player explores the park 
The mobile experience then consists of four main components; the clue trail, 
collaboration with online players, the office and the limousine.  
Clue trail: The device displays a map RI WKH DUHD ZLWK WKH PRELOH SOD\HU¶V
ORFDWLRQ LQGLFDWHG E\ DQ LFRQ ODEHOOHG ³PH ´ The first task is to find a red 
marker on this map, and to get to the physical location that it indicates. Once 
the player is there, they declare their position to Uncle Roy by using the stylus 
WRGUDJWKH ³PH ´ LFRQWRWKHLUFXUUHQW ORFDWLRQRQ WKHPDSDQGSUHVVLQJWKH ³,
DPKHUH ´EXWWRQDVVKRZQLQILJXUH3-9. 
Whenever a mobile player declares their position in this way, they receive a 
short text message from Uncle Roy, the voice of the experience, which 
responds with a text clue as to where to go next. In this way mobile players 
undertake a journey through the city, following a trail of clues that lead them 
through the park and onto the city streets in search of Uncle Roy¶VRIILFH 
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Figure 3-9: Map interface and red marker, left, a message from Uncle Roy, right 
  
Figure 3-10: A message from an online player, left, recording a reply, right 
A key feature of the experience is that the clues received from Uncle Roy are 
deliberately designed to be ambiguous. Some are direct and useful, while 
others are misleading to the point of being mischievous, encouraging mobile 
players to follow diversions, drawing on the history of the local environment, 
implicating passers-by in the experience, heightening the sense of being 
watched and also casting doubt on the intent and personality of Uncle Roy, 
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especially the extent to which he can be trusted. The majority of clues are 
location-specific, in that they make the most sense if the mobile player is in the 
location that they refer to. All of the clues remind the mobile player that they 
have a limited amount of time to find Uncle Roy and that this time is 
decreasing, as shown in figure 3-9. If a mobile player fails to find the office in 
the allotted time, then their device instructs them that their experience is over, 
and that they should return to the venue.  
Online players: Once they have reached the red marker in the park, mobile 
players are able to see online players moving in the virtual city. They are 
indicated as icons on the map shown on the device. Online players can send 
text messages to a mobile player, which appear on the PDA as shown in figure 
3-10. In return, mobile players can record and upload seven second audio 
messages for the online players to listen to. In this way a two-way 
communication channel between mobile players and online players is 
established, and the mobile player may attempt to enlist the help of an online 
SOD\HU LQ ILQGLQJ8QFOH5R\¶VRIILFH LI WKHRQOLQHSOD\HUNQRZVZKHUH LW LV LQ
the city. 
The Office: Eventually the clues and text messages lead mobile players to 
8QFOH 5R\¶V RIILFHZKLFK LV a dressed set at the centre of the game area. At 
this point, the mobile device gives the mobile player a timed slideshow of 
instructions. They are asked to press a buzzer by the door to the office, and 
when this opens, are told to step into the deserted office and asked to look 
DURXQG2QDWDEOH LQWKHRIILFH LVDSRVWFDUGZLWK WKHTXHVWLRQ ³ZKHQFDQ\RX
begin to trust a stranger? ´ SULQWHG RQ LW 7KH mobile player is instructed to 
answer this question by writing on the postcard, then to sit in the nearby chair 
and to look up at a nearby camera and picture a stranger in their mind.  
The limousine: After a few minutes the mobile player is asked to leave the 
building and, taking their completed postcard with them, to wait in the nearest 
phone box outside. After a few minutes the phone rings, and on answering it 
the mobile player hears a voice instructing them to walk around the corner and 
to get into a waiting limousine, shown in figure 3-11. 
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Figure 3-11: A mobile player approaches the limousine 
A performer enters the limousine beside the player and the car pulls away to 
begin a circuit that will terminate close to the venue where the experience 
started. During the ride, the performer asks the mobile player a series of 
questions about trust in strangers, and tells them that somewhere else in the 
game another player is answering these same questions. The performer asks if 
the mobile player is willing to enter a year long contract to help this other 
player if ever called upon. If they agree, they are asked for their address and 
phone number. Finally, the car pulls up by a public post-box and the player is 
asked to post their postcard to seal the contract, or not, if they are unsure.  
3.3.2 Online Experience 
As in Can You See Me Now? online players participate in Uncle Roy All 
Around You through a three-dimensional virtual model of the same city area 
that mobile players are exploring. Online players visit a web site located at 
www.uncleroyallaroundyou.co.uk where they can find out more information 
and join the experience. Unlike mobile players, online players may play freely 
whenever they wish while the experience is running. As before, the online 
experience is limited to twenty players at any one time, and again if the virtual 
city is full then online players are held in a queue until a space becomes 
available. 
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The online experience consists of five main components; the virtual city, 
searching for the office, collaboration with mobile players, inside the office 
and an offline archive of commitments.  
Virtual City: As in Can You See Me Now?, online players are dropped 
randomly into a three-dimensional model of the real city, through which they 
can navigate a walking avatar using their arrow keys. Again, they can chat with 
other online players by sending global text messages. 
Searching for the Office: The first mission for online players is to find Uncle 
5R\¶VRIILFH LQ WKHYLUWXDOFLW\7KHHQYLURQPHQW LVSRSXODWHGZLWKSKRWRJUDSK
objects, which when approached display a photograph taken in the real city at 
the same location as the photograph object in the virtual city, as shown in 
figure 3-12. Players search these objects until they find one that is labelled as 
8QFOH5R\¶VRIILFHZKLFKUHYHDOVDSKRWRJUDSKRIWKHGRRUWRWKHRIILFH2QFH
found, online players are instructed that they should remember this location, as 
shown in figure 3-13, as this information may be useful.  
 
Figure 3-12: Searching photographs of the city 
Collaboration with Mobile Players: The online interface reveals a set of 
cards that give details of the mobile players currently in the experience, 
including their name, gender and the photograph that was taken at the start of 
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the experience. By selecting a card an online player can send pr ivate text 
messages to an individual mobile player, and listen to their most recently 
uploaded audio message, enabling two-way communication. 
 
Figure 3-13: Finding Uncle Roy's office online 
 
Figure 3-14: Directing a mobile player 
$VDPRELOHSOD\HUPRYHV WKH ³PH ´ LFRQRQ WKHPRELOHGHYLFHWKLVHVWLPDWHG
position is revealed as a pulsing red sphere in the virtual city, to indicate to 
online players where the mobile player is. Whenever a mobile player uses the 
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³,DPKHUH ´EXWWRQWKLVUHGVSKHUHUHSUHVHQWDWLRQ LVGUDPDWLFDOO\HQKDQFHG ± a 
large red sphere becomes visible and gradually shrinks down to the new 
position, and a sound is played. In later deployments of the experience, this 
was replaced by a walking black avatar illuminated in a red column of light, as 
shown in figure 3-14. 
Using their knowledge of where the office is, and by following mobile players 
through the virtual city, online players can assist a  mobile player in finding the 
door in the real city. However, they may also choose to deliberately mislead 
the mobile player, or the directions that they give may contradict the route that 
8QFOH5R\¶VFOXHVRQWKHPRELOHGHYLFHDUHLQGLFDWLQJ  
 
Figure 3-15: Making a commitment in the office 
Inside the Office: :KHQ D PRELOH SOD\HU VXFFHVVIXOO\ UHDFKHV 8QFOH 5R\¶V
office, any online players that have located the office in the virtual city, and are 
in the immediate vicinity of the door are invited to join them. At this point the 
virtual city is hidden, and replaced by a live web-camera feed of the inside of 
the real office, enabling the online player to see the mobile player they have 
been assisting for the first time, as shown in figure 3-15. The online player is 
asked the same questions that the mobile player will be asked in the limousine 
via a series of dialogue boxes in the client. This includes the question of 
whether the player is willing to commit to help a stranger for the next year, in 
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which case they enter their personal contact details. After they have done this, 
the online player is given the choice of leaving the game, or returning to the 
virtual city to help another mobile player  
Offline Archive: Having completed the experience, mobile players and online 
players who made the commitment to help one another are paired up and sent 
HDFKRWKHU¶V FRQWDFW GHWDLOV7KHSRVWFDUGV ILOOHG LQE\ PRELOH SOD\HUV LQ WKH
RIILFHDUHPDGHDYDLODEOHRQWKHH[SHULHQFH¶Vweb-site, for both mobile players 
and online players to browse, as shown in figure 3-16. 
 
Figure 3-16: Viewing a completed postcard online 
3.4 I Like Frank in Adelaide 
The third and final mobile mixed-reality experience in the series of artistic 
performances is I Like Frank in Adelaide. Again, it places members of the 
public on the streets as mobile players and online. Drawing parallels with 
Uncle Roy All Around You, players are searching for a fictional characte r 
called Frank. The main objective of the experience is to engender interaction 
between the players, and artistically it draws upon themes of loss and absence, 
as Frank is never found; he is permanently missing.  
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I Like Frank in Adelaide was developed for and premiered at the Adelaide 
Fringe Festival, in March 2004, as part of the Adelaide Thinkers in Residence 
Programme. It was shown for ten days, during which the experience was 
available for eight hours a day. Approximately 250 mobile players and 1000 
online players took part in the experience.  
3.4.1 Mobile Experience 
Up to fifteen mobile players can participate in I Like Frank at any one time. As 
with Uncle Roy All Around You, mobile players purchase a ticket for the 
experience, which lasts for up to an hour. On arrival at the venue they again 
hand over all of their personal possessions, but this time in exchange for a 3G 
mobile phone. A performer briefs the mobile player that their goal is to find 
Frank, and explains how to use the phone. They are then led out of the 
building, and the performer indicates the correct direction to head off in.  
The mobile experience then consists of three main components; the clue-trail, 
finding postcards for online players and a final performance. 
    
Figure 3-17: Mobile phone interface, left, 3G phone, right 
Clue-trail: As in Uncle Roy All Around You, the mobile phone displays a map 
of the surrounding area, with cross-KDLUV VKRZLQJ WKH PRELOH SOD\HU¶V ODVW
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reported position. As the SOD\HUZDONV WKH\ DUH LQVWUXFWHG WR XVH WKHSKRQH¶V
joystick to move the cross-hairs to represent their movements, and on releasing 
the joystick the map repositions itself to indicate their new position with the 
player once again at the centre, as shown in figure 3-17. A menu allows the 
player to zoom in or out of the map to see a wider area, and to declare their 
SRVLWLRQWRWKHV\VWHPZLWKDQ³,DPKHUH ´EXWWRQ  
The first task for the mobile player is to find a red marker on the map, and to 
get to the physical location that it indicates. The red marker is on the edge of a 
university campus, leading into the centre of the city. As the player walks 
through the campus, they receive timed, introductory text messages from the 
voice of the experience, which is not identified, describing a relationship with 
Frank and how they need help from the mobile player in finding him: 
 ³:HOFRPHWR$GHODLGH,
PKDSS\WKDW\RXFRXOGPDNHLW,ZDQW\RXWR
KHOSPHILQG)UDQN+HZDVKHUHDWRQHWLPHZLWKPH´ 
Having reached the red marker, the mobile player receives text clues as they 
declare their position, indicating where to go next. As in Uncle Roy All 
Around You, the mobile player undertakes a journey following a trail of 
location-based clues through the back streets of the city. Each time the player 
declares their position, they receive a new clue. Again, the clues are designed 
to be ambiguous, and open to a range of interpretations, describing the memory 
of a similar journey undertaken with Frank: 
 ³)UDQNQHYHUWRRNHGXFDWLRQVHULRXVO\*HWRIIWKHFDPSXV´ 
³:HWRXUHGWKH*UDQG/RGJHWU\LQJWKHKDQGOHVRIORFNHGURRPV´ 
Finding postcards for online players: Once the mobile player reaches the red 
marker, online players are revealed in the city as icons on the map, which move 
as the online players explore the virtual city, and the mobile player is revealed 
in the virtual city. Once within one hundred metres of one another, a mobile 
player and an online player can communicate using text messages and short 
audio recordings. When a text message is received from an online player, it 
appears as an alert on the mobile phone. The mobile player can ignore it or 
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reply with an audio message, which causes the phone to make a call to a voice 
mail message, allowing the player to leave a fifteen second recording before 
hanging up and returning to the map. 
 
Figure 3-18: A performer, right, makes a video call to a mobile player, left 
Online players approach the mobile player to enlist his or her help in obtaining 
a physical postcard that is hidden somewhere in the real city. The mobile 
player can choose to help in this task, but this may appear to be at odds with 
their task to find Frank as the clues may lead in a different direction, and they 
only have a limited amount of time. If the mobile player agrees to help an 
online player, the online player directs them to where they think a postcard is 
hidden ± one of four locations; behind the bar in a pub, in a pool hall, in the 
saddlebags of two bikes chained at the end of an alleyway and outside a post 
office. Having found a postcard, the online player gives the mobile player their 
postal address, which the mobile player then writes on the postcard. The 
mobile player is now free to continue the search for Frank, carrying the 
postcard. 
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Final performance: The clue-trail eventually leads the mobile player south 
through the city, on a route that avoids the main thoroughfare and is peppered 
with memories of Frank. The clues lead toward a particular area of town; a 
VHFOXGHG RIILFH FRPSOH[ FDOOHG ³)XWXUHODQGV ´ If the player does not reach 
Futurelands in the allotted time then an alert informs them that the experience 
is over, and that they should return to the venue. However, if the mobile player 
does reach Futurelands in time, they receive a video call on the mobile phone 
as they approach. Answering the phone the player can see themselves on the 
screen, filmed by somebody they cannot see, hidden on the other side of the 
road in Futurelands, as shown in figure 3-18. This video call is made by a 
performer, who instructs the mobile player to enter Futurelands, showing them 
where to go by pointing the camera on the calling mobile phone towards the 
entrance. 
Still using the video call, the mobile player is instructed to sit down on a bench 
in a leafy, paved courtyard. Once there, the performer asks them to answer the 
question written on their postcard, or, if they did not collect a postcard during 
their journey, the question is asked personally. The question is one of the 
following: 
³,VWKHUHVRPHRQHZKR\RXVDZEULHIO\ZKR\RX¶YHQHYHUIRUJRWWHQ"´ 
³:KRGR\RXWKLQNRIZKHQ\RXDUHDORQH"´ 
Having completed this interaction, the performer reads a script describing his 
last meeting with Frank, informing the mobile player that the performer is not 
Frank, but in fact the voice of the experience that has been sending clues. They 
are then asked to leave their postcard on the bench, and to return to the venue 
to return their mobile phone, as the experience has been completed.  
3.4.2 Online Experience 
Online players play in a virtual model of the city of Adelaide. As with previous 
experiences, this is a three-dimensional model of the city accessed via a web-
page, this time at www.ilikefrank.com. Again, entry is controlled using a 
queuing system, and the number of online players that can play concurrently is 
restricted to around twenty. 
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The online experience consists of three main components; searching the virtual 
city, collaborating with mobile players to find a postcard and a virtual 
Futurelands sequence. 
Searching the city: As in Can You See Me Now and Uncle Roy All Around 
You, online players navigate a walking avatar through the virtual city using 
their arrow keys. As before, online players can communicate with one another 
using text messages. Upon joining the experience, online players receive a 
timed set of text messages, analogous to the messages received by the mobile 
player at the beginning of their experience. These messages again explain that 
the online player should assist in the search for Frank; although this time the 
messages indicate that the online player should find a photograph in the virtual 
city that marks an important place to Frank, and to find a mobile player to help 
them find something at this location in the real city. 
 
Figure 3-19: Searching for a postcard online 
As in Uncle Roy All Around You, the virtual city is populated with photo 
objects, which the online player must search through as they explore the space. 
Entering one of these objects triggers the display of a photograph from the real 
city streets, taken at the same location as the object in the virtual city, as shown 
in figure 3-19. The online player must search through these photographs 
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looking for the photograph of the important location, which is randomly 
selected from the four pre-defined postcard locations. When this has been 
found, the online player is informed that this photograph shows a location in 
which a physical postcard is hidden in. Next, the player is instructed to find a 
mobile player to retrieve the postcard.  
 
Figure 3-20: Recruiting a mobile player to help find a postcard 
 
Figure 3-21: Guiding a mobile player to a postcard 
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Collaborating with mobile players: As in Uncle Roy All Around You, 
mobile players are revealed in the virtual city as walking avatars, which move 
when the mobile player updates their current position using the mobile phone 
interface. As before, cards displayed on the online interface provide 
information about mobile players currently taking part in the experience, and 
allow the online player to select one to communicate with. As mentioned 
previously, the online player has to be within sight of a mobile player to be 
able to send them a text message. 
Having found their postcard in the virtual city, online players attempt to 
collaborate with a mobile player to find its physical equivalent in the real city. 
They do this by leading the mobile player to the correct location through their 
PRYHPHQWV ZKLFK DUH PLUURUHG RQ WKH PRELOH SOD\HU¶V PDS DQG E\ JLYLQJ
directions with text messages, as shown in figures 3-20 and 3-21. At the correct 
location, the online player describes the scene shown in the photograph, 
enabling the mobile player to retrieve the postcard. Once found the online 
player gives the mobile player their address to write on the postcard, which 
they ZLOO ODWHUUHFHLYH LQWKHSRVWFRPSOHWHZLWKWKHPRELOHSOD\HU¶VDnswer to 
the question written on it.  
Virtual Futurelands: Having found a postcard, online players are free to 
attempt to find another postcard in a different location, or to help the mobile 
player that they have been collaborating with in their search for Frank, by 
offering advice and directions gleaned from the other photographs embedded in 
the virtual city. 
When the mobile player reaches the end of their experience, their avatar leaves 
the virtual city, and the following online player is given the opportunity to 
enter a virtual equivalent of Futurelands, as shown in figure 3-22. Here they 
listen to a pre-recorded audio message that mirrors the text that the mobile 
player is hearing live from the performer, before leaving the experience.  
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Figure 3-22: Finding Futurelands online 
3.5 Savannah 
The final mobile mixed-reality experience is Savannah, an educational game 
for school children. The broad objective of the experience is to enable players 
to learn about lion behaviour by appreciating the various requirements and 
priorities that lions have for their day-to-day survival on a real savannah, 
including decisions regarding territory, shelter, food and water, hazards and 
changing seasonal conditions.  
As with the previous experiences, mobile players inhabit a mixed-reality 
environment, exploring a virtual savannah area which is mapped to a real 
school playing field. However, Savannah explores the concept of an online 
player as a performer, analogous to Can You See Me Now?, in which play was 
directed by performers as mobile players. In Savannah, there is one online 
player, a school teacher who leads the mobile players through the experience 
from the classroom, with two specific missions interspersed with reflection 
periods in which players return to the classroom to review their earlier actions. 
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Savannah was developed in collaboration with Future Lab, the BBC Natural 
History Unit and Mobile Bristol. It was presented to a selected group of school 
children in Bristol, 2003. 
3.5.1 Mobile Experience 
Groups of six school children take part in Savannah at a time as mobile 
players. The experience takes place on an open rectangular area of 
approximately 100 by 400 metres in size, with no physical obstacles or 
markings. The boundaries of the game area, the four corners, are indicated with 
flags. 
The mobile experience consists of three main components; inhabiting the 
savannah, an exploratory mission and a survival mission.  
  
Figure 3-23: Savannah PDA interface 
Inhabiting the savannah: Each child is equipped with a mobile device ± a 
PDA that is connected to a wireless network, headphones to listen to audio 
media and a GPS receiver to track their movements within the game area. As 
players move within the physical environment, they also move within a virtual 
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savannah environment that replaces the virtual city from the previous 
experiences.  
The virtual savannah is divided up into different spatial regions that reflect the 
different kinds of environment that may be found in a real savannah; grass, 
marsh, rocks or a river, together with hazards, and animals that could be prey 
for lions. As mobile players explore these regions, location-based content is 
displayed on their devices, representing a lioQ¶V VHQVH RI VRXQG VLJKW DQG
smell. Sounds are played through the headphones to represent the sense of 
sound, and images are displayed to represent sights and smells, as shown in 
figure 3-23. The device also displays the health of the lion, text messages 
received from the online performer, and a function key that allows the lion to 
scent mark or perform an attack. 
Exploratory mission: The first mission is one of exploration and territory 
marking. The mobile players begin with no knowledge of the layout of the 
virtual savannah, and have ten minutes as a group to explore as much of the 
game area as possible, moving across the field and receiving content 
accordingly. During this mission, players are able to µscent mark¶ each new 
area of content they encounter using the function key on the device.  
Hunting mission: The second mission focuses on hunting and survival, with 
the mobile players collaborating to act as a pack of lions rather than as 
individuals. As they pass through the areas of content discovered in the 
previous mission, they encounter new content to indicate that different animals 
are now present, including a carcass, a young wildebeest, an old buffalo and an 
elephant. The function key on the device now allows the mobile player to 
attempt to µattack¶ the animal that they have encountered.  
An attack on these animals may or may not be successful. Carcasses or small 
animals only require one mobile player to eat, whereas larger animals require 
several of the players to attack at the same time to kill, and some animals or 
hazards may not be affected by any number of attacking players. After each 
attack, the mobile players involved receive a text message informing them of 
the result of the attack, and whether they have been successful.  
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The goal of this mission is to keep the OLRQ¶V health level as high as possible, as 
indicated by the device. A successful attack results in the lion being able to 
feed, and their health is increased accordingly. An unsuccessful attack, or 
venturing into an area that contains a hazard, results in the lion losing health. In 
this way, mobile players are encouraged to collaborate and plan their attacks to 
make sure that they are successful, as well as thinking about their environment.  
3.5.2 Classroom Experience 
In Savannah, a common online interface functions as both a tool for the teacher 
WR GLUHFWO\ PDQLSXODWH WKH PRELOH SOD\HUV¶ H[SHULHQFH DQG DV DQ LQWHUIDFH IRU
reflection by the mobile players when they return to the classroom after each 
mission. 
 
Figure 3-24: Manipulation using the Den interface 
Online manipulation: while the mobile players are out on the field, the 
teacher guides the players through the experience. Unlike previous 
experiences, this one online player is not embodied in the virtual savannah; 
instead they observe the virtual environment using an interface known as the 
Den interface, which is displayed on a large interactive white-board. As shown 
in figure 3-24 the Den interface reveals the current location of the mobile 
Mobile 
Players 
Content 
Regions Health 
Text 
Messages 
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players in the virtual savannah, gives a history of text messages players have 
received and indicates the current health of each player.  
The Den interface indicates when a mobile player has used the function key on 
their device, and provides a list of possible messages with which to respond to 
one, several or all of the mobile players. The online player can also construct a 
new message, which is then added to the list of available messages for future 
re-use. Finally, the interface allows the online player to manually adjust the 
health of a mobile player, in response to their actions.  
 
Figure 3-25: Reflection using the Den interface 
The online player uses the Den interface to construct scenarios for the mobile 
players out on the field, and to shape their experiences. This includes reducing 
the health of the lions and sending text messages to indicate that the lions are 
thirsty and need to find an area with water, rewarding the lions for successfully 
attacking a feasible prey with an increase in health, or punishing them for 
straying into the hazardous areas at the edge of the savannah with a reduction 
in health and an appropriate text message.  
 76 
Classroom Reflection: After each mission, the mobile players return from the 
playing field for a period of reflection on their actions, led by the teacher. This 
LVDJDLQIDFLOLWDWHGE\WKH'HQLQWHUIDFHZKLFKQRZUHYHDOVWKHSOD\HUV¶DFWLRQV
in the previous mission, as shown in figure 3-25.  
The Den interface shows historical trails of how the mobile players moved 
through the virtual savannah, indicating which content areas were visited. It 
also indicates key events; scent marking and attacking, and the mobile players 
are encouraged to rationalise their actions and how they believed they related 
to actual lion behaviour ± for example why attacking a young wildebeest was 
realistic and therefore successful, and why attacking an elephant was 
unrealistic and consequently failed.  
3.6 Summary of Requirements 
Table 3-1 gives a summary of the key requirements of the four experiences 
described in this chapter, according to the fifteen categories presented in 
chapter 2. 
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CYSMN? X X X X X   X X X X  X X  
Uncle Roy X X X X X   X X X   X X  
I Like Frank X X X X X   X X X   X X  
Savannah X X X X X  X X X X X   X  
Table 3-1 Summary of the four experiences and their requirements 
3.7 Conclusions 
This chapter has introduced the four mobile mixed-reality experiences that 
have been supported by the research presented in this thesis; Can You See Me 
Now?, Uncle Roy All Around You, I Like Frank in Adelaide and Savannah. 
For each experience, this chapter has described the end-user experience for 
both mobile and online players, and concluded with a summary of the 
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functional requirements of the experiences for comparison with those described 
in chapter 2. 
At this stage it is apparent that supporting the four experiences raises 
significant challenges; both in terms of authoring and serving the location-
based content required for each experience, and orchestrating the experiences 
in light of the emergent behaviour that can arise from engendering 
collaboration and interaction between the two groups of players, and their use 
of mobile technology out in the wild.  
The next chapter continues with this theme in order to further consider how to 
best support mobile mixed-reality experiences in general. Later chapters will 
describe how supporting of these four experiences raises particular challenges 
that require the deployment of a number of dedicated tools and solutions. 
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4 A Framework for Supporting Mobile Mixed-
Reality Experiences 
4.1 Introduction 
This chapter defines a framework for supporting mobile mixed-reality 
experiences. Previous chapters have reviewed a representative sample of 
mobile mixed-reality experiences, including four that have been developed by 
the author, and this chapter now uses this to draw out common requirements 
for supporting these experiences.  
This chapter begins by classifying the reviewed mobile mixed-reality 
experiences by genre, showing how each can be classified along a dimension 
of participation that mixes performance and game play on the streets of a city, 
and contrasts them with more conventional forms of performance and play.  
Next, this chapter defines an orthogonal, second dimension of supporting tasks 
± the activities required to support such experiences ± that considers how 
experiences are authored before they begin, and how they are improvised while 
they are running. These two dimensions of participation and supporting tasks 
define a framework that highlights how mobile mixed-reality experiences draw 
in elements of street theatre, conventional theatre, computer games and role-
playing, and in turn show how this suggests that experiences require particular 
support from new authoring and orchestration tools.  
The next two chapters will examine these new challenges in detail, describing 
how supporting the deployment of the four experiences described in chapter 3 
has led to the development of significant new tools and solutions to support 
authoring and orchestration. Chapter 7 describes the implementation of the four 
experiences, showing practically how support for authoring and orchestration 
fits into the wider system. 
4.2 Forms of Participation 
(Montola, 2005) considers how pervasive games attempt to break out of the 
traditional magic circle that specifies that games are played within a specified 
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space and time and a strict social setting (Salen and Zimmerman, 2003). He 
argues that pervasive games break these boundaries by being spatially 
expansive ± where a game is played in a city where the player may be unaware 
of which locations constitute the game area, temporally expansive ± where a 
game is played episodically or as part of everyday life, or socially expansive ± 
where bystanders and spectators may make a difference to or be unknowingly 
involved in game play. 
Genre Experiences 
Classic Games  
ARQuake, Botfighters, Catch Bob!, CitiTag, Human Pac-
Man, Mogi, Pac-Manhattan, Pirates, Real Tournament, 
Savannah 
Big Urban Games  Conqwest, Go Game, Navigate the Streets, GeoCaching 
Urban Explorations GeoTracing, GUIDE, MEE, Urban Tapestries, Riot! 1831  
Seamful Games  Treasure, Yoshi  
Artistic 
Performances  
Can You See Me Now?, Desert Rain, I Like Frank, Uncle 
Roy All Around You  
Table 4-1: Defining experiences by genre 
Mobile mixed-reality experiences fit into this classification by expanding onto 
the streets of the city in a number of ways, and creating new forms of 
participation. As demonstrated by Can You See Me Now?, Uncle Roy All 
Around You and I Like Frank, artists are exploring games as performance, 
which mix elements of mobile game-play with conventional performance and 
new-media art. Experiences also combine game-play with live role-playing to 
support free-play (Mandryk and Inkpen, 2001), giving players a wide agency to 
define their own actions on the streets, and blurring the boundaries between a 
fictional game and real life. By moving onto the streets of the city, the very 
nature of participation is changed, as players are thrust into a public setting, 
unwittingly performing for any spectators or bystanders, and potentially 
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crossing the boundaries of normal behaviour in a public setting (Benford et al., 
2006). 
For the purposes of this thesis, we consider mobile mixed-reality experiences 
can be grouped according to a few broad genres, as shown in table 4-1: 
 Classic Games: These are experiences that recreate the game-play of 
an established computer game on the streets, as seen, for example, in 
ARQuake and Human PacMan, or traditional playground games, as 
seen in CitiTag and CatchBob!. These experiences involve mapping a 
virtual game area to an area of the physical environment, which is then 
inhabited simultaneously by multiple players, mediated by way of a 
two-dimensional map or by a three-dimensional augmented reality 
overlay. Participation in these experiences is highly influenced by the 
game-play of the original game and by its adaptation to a physical 
environment, typically relating movement in the physical environment 
to movement in the original game, or mixing role-play with 
technologically mediated game mechanics.  
 Big Urban Games: These experiences are cross-media games that 
focus on player improvisation and performance in order to provoke 
interesting game-play which is orchestrated and judged by the 
organisers. Participation in Big Urban Games is often highly socially 
expansive and involves elements of performance, often requiring 
players to interact with bystanders to complete a task, as seen in the Go 
Game, or involving highly visible activity in the city, as seen in 
Conqwest with players dragging large inflatable totems through the 
city. 
 Urban Explorations: These experiences focus on providing a single-
player experience for a mobile player moving through a city. These 
experiences are largely driven by position-based game mechanics in 
that they are based around the exploration of pre-authored digital 
FRQWHQW EDVHG RQ WKH SOD\HU¶V SRVLWLRQ LQ WKH SK\VLFDO HQYLURQment. 
Participation in these experiences focuses on a player interacting with 
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static content rather than with other players, as seen in the walking tour 
provided by the GUIDE system, or the media-rich environment of 
Urban Tapestries. 
 Seamful Games: These experiences involve game-play that directly 
exploits the seams in mobile infrastructures, notably wireless 
networking in experiences such as Treasure and Yoshi. Seamful games 
are more spatially expansive than classic games as, while the game 
areas may be selected for having a rich and varied infrastructure 
landscape, they can potentially be played anywhere, with natural 
variations in the infrastructure providing the main dynamic of the game 
as players move through the city.  
 Artistic Performances: These experiences are primarily artistically 
drive, primarily taking the form of events and performances in order to 
be accessible to members of the public as engaging works of art. These 
experiences combine many aspects of the other genres. In Uncle Roy 
All Around You and I Like Frank, players explore the city as in urban 
explorations, but this is also combined with elements of game-play such 
as searching, collaborating or chasing, as seen in Can You See Me 
Now?, and performance elements in the form of professional 
performers on the streets, interaction with bystanders and static sets 
VXFK DV 8QFOH 5R\¶V RIILFH RU WKRVH VHHQ LQ'HVHUW 5DLQ$V D UHVXOW
participation in these experiences is a hybrid mixture of pre-scripted 
game-play, and live, improvised performance.  
Figure 4-1 shows how these genres and the experiences described in chapter 3 
FDQEHORFDWHGDORQJWKHGLPHQVLRQRIµIRUPVRISDUWLFLSDWLRQ¶DQGSODFHVWKHP
alongside more traditional forms for comparison. This dimension ranges from 
µSOD\HG¶ ± experiences WKDW DUH KLJKO\GULYHQE\ JDPHSOD\ WR µSHUIRUPHG¶ ± 
experiences that fundamentally revolve around performance.  
0RYLQJIURPµSOD\HG¶WRµSHUIRUPHG¶FRQYHQWLRQDOFRPSXWHUJDPHVDUHSODFHG
at the played extreme of the dimension, as participation is fundamentally based 
on game-play, usually in a private setting. They do not involve performance, 
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and game-play is usually strictly limited to a prescribed and supported set of 
actions. Next, role-playing games are placed in the primarily played region of 
the participation dimension, but begin to introduce elements of performance; 
they primarily involve interacting with game-mechanics, but also involve 
players performing to one another to enhance a particular scenario, with some 
role-playing events spilling out onto the streets of the city, as seen in (Jonsson 
et al., 2006). Street theatre is placed in the primarily performed region of the 
participation dimension, as it is performed in a setting that is deliberately 
public, involving bystanders and passers-by, and dynamically negotiating 
participation with an ad hoc audience. Finally, conventional theatre is placed at 
the performed extreme of the participation dimension, as it rarely involves 
game-play for participants, and generally taking place in a highly prescribed, 
pre-scripted and deliberately and carefully framed manner, analogous to the 
well defined game-play of conventional computer games.  
Figure 4-1 shows how the reviewed genres and the four experiences similarly 
occupy the dimension of forms of participation. Classic games, seamful games 
and urban exploration experiences are all placed in the played region of the 
participation dimension, as they are based upon strong game-play elements and 
interactions. Conversely, big urban games are placed towards the performed 
region of the dimension, as they are largely based upon the spectacle of 
performing unusual or unconventional acts in a public setting.  
Artistic performances, particularly Can You See Me Now?, Uncle Roy All 
Around You and I Like Frank, have spanned the breadth of this dimension, as 
participation encompasses strong elements of both game-play and rich 
performance. For example, Can You See Me Now? is both played, mirroring 
the chasing game-play of a conventional computer game, and performed  ± 
professional actors drive the experience using their movements and vocal 
performance over the live audio stream. Similarly, Uncle Roy All Around You 
and I Like Frank are both played; requiring interaction and cooperation 
between players to search for and achieve common goals, and stretch further 
into the performed end of this dimension; professional actors perform rich, 
carefully framed interactions with individual players alongside dedicated sets 
and props, such as the office and the limousine.  
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Figure 4-1: Highlighting forms of participation 
Finally, in the centre of the participation dimension, artistic performances often 
use the ambiguous and volatile mixture of play and performance on the streets 
as a game dynamic in itself; for example by falsely implicating bystanders as 
performers or by having performers apparently appear out of nowhere. This has 
players questioning the exact nature of their participation in a performance, in 
turn creating heightened game-play for players by pushing the boundaries of 
their own behaviour in public ± taking postcards, approaching strangers and 
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entering buildings they had no reason to be in, in the case of Uncle Roy All 
Around You. 
4.3 Supporting Tasks 
The previous section suggests that participation in mobile mixed-reality 
experiences fundamentally comprises of a variety of forms of play and 
performance, with artistic performances such as Can You See Me Now?, Uncle 
Roy All Around You and I Like Frank broadly spanning this dimension. 
However, in order to now consider how to support these various forms of 
participation our framework must now be extended to include a second 
dimension of tasks that must occur pr ior to a mobile mixed-reality experience 
taking place and those that must occur during a mobile mixed-reality 
experience. 
4.3.1 Authoring and Improvisation Tasks 
 
Figure 4-2: Supporting tasks 
The orthogonal second dimension of the framework defines the tasks involved 
in creating and operating a mobile mixed-reality experience. This dimension 
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UDQJHV IURP WDVNV WKDW LQYROYH µDXWKRULQJ SULRU WR DQ H[SHULHQFH¶ ± which 
involves authoring content and framing the various components before it 
EHJLQV WR µLPSURYLVHG GXULQJ DQ H[SHULHQFH¶ ± which involves using 
improvisation as a means to react to events in an ongoing and dynamic 
experience. Figure 4-2 summarises how viewing this new dimension of tasks 
against the dimension of forms of participation suggests a matrix of four 
overlapping areas that require attention, and are each influenced by one of the 
four traditional forms highlighted earlier.  
Before an experience can begin, its creators must consider two authoring tasks; 
preparing the performance elements of the experience, and authoring the game-
play elements: 
 Authoring Play: The first task is for experience creators to consider 
how to author the game-play elements of the experience. This involves 
authoring any location-based content that players interact with as they 
move through the city, for each physical space that the experience is 
deployed in. This content may create a sophisticated narrative for 
players to engage with, and also steers the movements and interactions 
of players as the experience unfolds, as, for example, seen in the trail of 
clues of Uncle Roy All Around You and I Like Frank. Finally, this task 
involves designing, implementing and configuring the underlying game 
mechanics of the experience, taking inspiration from conventional 
computer games. This involves defining how players interact with pre-
authored content and how it is delivered to them, how players 
communicate and interact with one another; for example the chasing 
and catching mechanics of Can You See Me Now?, and how they 
inhabit the mixed-reality environment using a variety of devices and 
platforms; for example creating maps and virtual models of the physical 
space. This task both takes into account and is integrated with any 
theatrical performance elements of the experience.  
 Preparing Performance: Next, the creators of a mobile mixed-reality 
experience must consider the performance elements of the experience, 
as influenced by conventional theatre. This includes scripting 
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performances by actors, for example the climactic interaction between a 
performer and a player in the limousine in Uncle Roy All Around You 
and at Futurelands in I Like Frank. It also includes constructing the 
supporting sets and props for these performances, for example Uncle 
5R\¶V RIILFH DQG GHILQLQJ WKH SURFHVVHV WKDW DOORZ SOD\HUV WR
participate and move through them to a sustained and manageable 
schedule. Finally, this task involves defining and scripting how players 
are inducted into the experience at the beginning, to carefully frame the 
experience in the appropriate manner.  
During an experience, its creators must consider the role of improvisation in 
shaping the experience as it unfolds, again by considering two tasks; the role of 
improvised performance and the role of improvised game-play: 
 Improvising Performance: This task draws on street-theatre, allowing 
the creators of an experience to manipulate it by improvising elements 
of performance, in order to both heighten the experience for players and 
WRUHVSRQGWR DQ\XQH[SHFWHGRFFXUUHQFHVWKDWPD\WKUHDWHQDSOD\HU¶V
engagement. Improvised performance on the streets may form a 
substantial creative element of an experience, as seen in Can You See 
Me Now?; where mobile performers continually improvise audio 
performance in response to the actions of online players and their 
experience of the changing physical environment. Conversely, and most 
importantly, improvisation allows performance around failure; 
intervening in a plD\HU¶V H[SHULHQFH LQ WKH HYHQW RI WKHSOD\HU RU WKH
technology doing something unexpected. If a player becomes lost, or 
the mobile technology that they are using fails, or if they interpret pre-
authored content in an unexpected manner, then performers can use 
improvisation as a tool to react to this, injecting new content and using 
live performance on-the-fly to get the player back on track. This is 
especially important in experiences such as Uncle Roy All Around You 
and I Like Frank that place players on the streets in an environment that 
is rich with ambiguity and choice ± to adhere to a strict schedule of pre-
authored performances and to keep players safe and engaged with pre-
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authored content, performers must make constant use of improvisation 
to orchestrate the experience. 
 Improvising Play: The final task is how improvisation is used as a 
mechanic to introduce dynamic game-play into an experience both by 
players and performers, and particularly how this is influenced by 
conventional role-playing games. A significant use for improvised 
game-SOD\ LVDVDFUHDWLYHWRRO LQ WKHKDQGVRIDQH[SHULHQFH¶VFUHDWRU
in much the same way as a games-master in a conventional role-playing 
game can take a basic scenario and improvise a rich and immersive 
experience from it. Improvised game-play provides a mechanism for 
creators to explore new game-mechanics as an immediate response to 
the unfolding actions of players, as seen in Savannah; where the teacher 
improvised high- level scenarios that built upon the basic functionality 
of sending messages, receiving location-based content and a simple 
health scale. This may be part of a strategy to rapidly prototype game-
play before it is finally implemented in code, as part of an iterative 
development process. Conversely, players in an experience role-play to 
DFHUWDLQH[WHQWDQGWKLVLVUHYHDOHGLQDQLQGLYLGXDO¶VSDUWLFXODUSOD\LQJ
style. In Uncle Roy All Around You, online players can choose whether 
to play the role of a helper, and direct mobile players to achieve their 
goals, while others deliberately hinder. Others take it upon themselves 
to act as self-DSSRLQWHG µexperts¶ who explain how the experience 
works to new players. Mobile players are free to interpret content in a 
variety of ways,  In Can You See Me Now?, online players form their 
own strategies, either revelling in the thrill of the chase and only 
surviving in the experience for a short time before being seen, or 
strategically moving through the city to obtain the highest score. This 
emergent and improvised play has implications for other tasks, 
particularly aiding or complicating the performance task during the 
experience and adding extra considerations for authoring.  
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4.3.2 Challenges Raised by the Framework 
The framework of participation and supporting tasks shows that mobile mixed-
reality experiences, particularly artistic performances, draw on elements of the 
four areas of pre-authored theatrical performance and game-play prior to an 
experience, and improvised live performance and dynamic game-play during 
an experience, as can be seen in each of the four experiences that underpin this 
thesis. 
 
Figure 4-3: Challenges raised by the framework 
Figure 4-3 summarises how this framework raises particular challenges for 
supporting mobile mixed-reality experiences with authoring and orchestration: 
 Authoring location-based content and configuration: Chapter 2 
showed that many mobile mixed-reality experiences involve location-
based content that is triggered by the movement of mobile players 
through the city. This raises a significant challenge for authors, as they 
must support an experience with large amounts of location-based 
content that is then delivered to players, and configure the experience 
Forms of participation 
Performed Played 
Supporting 
Tasks 
Improvised 
During an 
Experience 
Authored 
Prior to an 
Experience Authoring 
Location-Based 
Content and 
Configuration 
Scripting 
Performance and 
Managing 
Induction 
Supporting 
Monitoring and 
Intervention on 
the streets 
Supporting Role-
Play and 
Improvised Game 
Mechanics 
 89 
for each physical space in which it takes place. This not only forms the 
basis of a suitable engaging and complex experience, but must also be 
structured to inherently steer the actions of players to complement the 
scripted performance in the experience.  
 Scripting performance and managing induction: Experiences that 
are presented to the public as performances raise challenges for both 
authoring and orchestration. Performance must be scripted and 
managed in such a way that it can be integrated with the other content 
or technological elements of an experience, particularly when players 
are inducted into it. A particular challenge for orchestration is to create 
tools and processes that allow the flow of players through an experience 
to be managed, especially at critical performance junctures, to ensure 
that everything is working correctly and that everything is in place to 
receive a new player. 
 Supporting monitoring and intervention on the streets: A significant 
challenge for orchestrating a mobile mixed-reality experience is to be 
able to improvise performance in response to events and possible 
failures on the streets and online. This requires the construction of tools 
and strategies to covertly monitor not only what players are doing, but 
also what they have been doing and what they are likely to do, 
particularly when players are moving in the physical environment and 
only a partial picture of unfolding events is available. Consequently, 
this requires supporting tools that are able to manipulate an individual 
SOD\HU¶V H[SHrience and to intervene in a manner that minimises the 
possibility of the player losing engagement.  
 Supporting role-play and improvised game mechanics: Finally, a 
challenge for orchestration is to support emergent game-play through 
improvisation and role-play. Again, this involves supporting tools to 
PRQLWRU DQG VWHHU D SOD\HU¶V H[SHULHQFH LQ GLUHFW UHVSRQVH WR WKHLU
actions, but also to create a framework that allows experience creators 
to manually operate the game mechanics of an experience, in order to 
explore and rapidly prototype new experience scenarios.  
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While the distinction between authoring and orchestration may be blurred by 
making use of iterative authoring and participatory design processes during the 
development of an experience, by addressing these four challenges through the 
creation of tools to support authoring and orchestration for use both before and 
during an experience, experience creators should be able to create a rich, 
engaging and, most importantly, sustainable and robust mobile mixed-reality 
experience for all players.  
4.4 Conclusions 
This chapter has presented a framework for supporting mobile mixed-reality 
experiences, based on the experiences and related applications described in the 
previous two chapters. 
By classifying experiences by genre, it has argued that mobile mixed-reality 
experience comprise a wide spectrum of forms of participation, including 
elements of both performance and game-play on the streets of the city, and 
placed these alongside more conventional forms such as street theatre, 
conventional theatre, role-playing and computer games. 
Next, this chapter has defined an orthogonal dimension that comprises of the 
supporting tasks inherent in mobile mixed-reality experiences, particularly 
authoring tasks that occur before an experience and improvisational tasks that 
enable orchestration during an experience. This has allowed it to highlight 
particular challenges for supporting mobile mixed-reality experiences with 
authoring and orchestration; how to support the authoring of location-based 
content, how to integrate scripted performance, how to monitor and intervene 
on the streets, and how to support improvisation as a core game mechanic.  
The next two chapters will describe the processes and tools for supporting the 
authoring and orchestration of mobile mixed-reality experiences in detail, and 
how the construction of our four experiences has led to the development of 
general solutions for each area. A final chapter describes the implementation of 
the four experiences, showing practically how authoring and orchestration fits 
in with, or imposes additional requirements on, the rest of each experience.  
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5 Tools to Support Authoring 
5.1 Introduction 
Chapter 4 argued that content authoring plays a significant role in creating a 
mobile mixed-reality experience. This chapter now focuses on how to support 
the challenge of associating different kinds of complex, location-based triggers 
with areas of the physical environment, and quickly configuring an experience 
for each new location in which it is deployed. Drilling down into this area, it 
demonstrates the development and use of a new solution to this challenge, 
before drawing out a set of general principles and common guidelines for 
authoring. 
This chapter begins by reviewing existing authoring tools that support location-
based content authoring; both those designed for mobile mixed-reality 
experiences and those from related areas, such as conventional computer game 
level and map design, and location-based services, in order to highlight their 
particular strengths and weaknesses.  
In response to this, this chapter presents the ColourMaps system, a new tool for 
authoring and configuring location-based mobile mixed-reality experiences 
that has been developed to support the four experiences described in chapter 3. 
It examines the key innovations of the ColourMaps system, and shows how it 
supports the authoring challenges raised during the development of the four 
experiences and by other mobile mixed-reality experiences that revolve around 
location-based content. 
Finally, this chapter summarises the design features, limitations and possible 
extensions of the ColourMaps system, and reflect on how the innovations it 
contributes fit can fit into a broader scope.  
5.2 A Review of Existing Authoring Tools 
As mobile mixed-reality experiences continue to grow in number, popularity 
and sophistication, there is arguably an equivalent increase in the need for 
more powerful dedicated tools to support their authoring and configuration. 
However, these tools should consider how to support complex narrative-based 
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experiences and a range of associated configuration requirements, rather than 
just location-based content. 
Conventional computer game development tools are widely used to create 
complex experiences for desktops and consoles, mainly focusing on 3D games 
and addressing issues such as animation and modelling, artificial intelligence, 
scripting and level design. These tools are generally developed in conjunction 
with a specific platform or engine with its associated strengths and weaknesses 
in mind. Some mobile mixed-reality experience developers have, as seen in 
chapter 2, attempted to adopt these tools, for example by using level editors in 
order to configure their experiences. Similarly, there is widespread use of 
Geographic Information Systems to design, collate and use location-based data 
for mobile applications, although again these may not necessarily have been 
designed for the purpose of supporting mobile mixed-reality experiences. 
While tools to support the authoring of mobile mixed-reality experiences may 
draw upon elements of the tools described above, they should be developed 
from the ground up to deal with support for these experiences; for example by 
not just focusing on creating location-based content, but also supporting rapid 
configuration, artist- led development and operation, and particular mobile 
traits. It is with this in mind that this section now examines a range of relevant 
authoring tools and solutions. 
5.2.1 Geographic Information Systems 
Geographic Information Systems (GIS) are primarily designed to manage data 
that is spatially or geographically referenced to the earth. They allow users to 
create, annotate, manage and present large amounts of data for use within many 
different fields. In the mobile field, GIS are commonly used in large-scale 
deployments of location-based services by mobile telephone operators. In 
terms of content provision to users, GIS provide access to a large amount of 
location-based data, for example satellite imagery and roads, combined with 
information such as street names, or the locations of amenities. This data is 
referenced geo-spatially, allowing a user to query the system with their current 
location and gain access to the relevant information, usually presented in a 
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lightweight format that can be displayed on a mobile device or within a web-
browser. 
The use of GIS in this area is becoming more widespread with the increase of 
sophisticated mobile devices and high-speed mobile networks, with many 
mobile operators providing services that allow their users to access useful 
information based on the automatically reported position of their mobile phone. 
Similarly, web-service providers such as Google support access to their online 
GIS suite from mobile browsers, providing map data combined with business 
and street directories and geo-coding functionality through Google Local 
(Google, 2007). 
 
Figure 5-1: ArcGIS desktop authoring 
For content or data authors, GIS provide suites of dedicated and powerful tools 
for inputting and manipulating the large amounts of data involved. ESRI, one 
of the more established commercial GIS developers, have produced the 
ArcGIS (ESRI, 2000) suite of tools that support data authoring and 
manipulation, as well as geo-statistical and topological analysis. As with many 
GIS, data may take the form of raster images such as maps or aerial 
photographs, or vector geometries representing roads or other boundaries, as 
shown in figure 5-1. GIS authoring systems aim to ease the time-consuming 
task of preparing data from a large number of sources for use within the 
application. 
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GIS are often developed around a geo-database, which presents vector or 
numerical data to an application in response to a spatial query for both 
authoring and runtime uses. For example, a spatially enabled database such as 
PostgreSQL (PostgreSQL, 1996) with PostGIS extensions (Refractions 
Research, 2005) may be queried for environmental data for a given location, 
which can then be rendered as part of an authoring or analysis application, or 
for an end-XVHU¶V PRELOH GHYLFH+LJK-end GIS such as ArcGIS server allow 
developers to extend the functionality of authoring tools programmatically in 
order to create new applications.  
The fundamental functional requirements of a GIS have been categorised by 
(Rhind et al., 1988) as being data input and encoding, data manipulation and 
data management; and supporting retrieval, analysis, representation and 
presentation. However, while many GIS provide powerful support for these 
requirements, their complex nature is targeted specifically at the provision of 
location-based information. While the introduction of simple developer 
interfaces has allowed experience developers to make use of publicly 
accessible systems such as Google Earth and Google Maps in applications such 
as GeoTracing, GIS systems do not inherently support the more complex 
narrative structures of many mobile mixed-reality experiences, of which 
location-based content is just one part. GIS may form part of future suites of 
authoring tools, but they do not constitute tools for authoring mixed-reality 
experiences in and of themselves.  
5.2.2 Game Engine Authoring Tools 
Typically creating a computer game involves creating a game-engine, which 
delivers the experience to the player, and the subsequent population of the 
engine with supporting assets which describe the environment that the player 
inhabits, any artefacts that they may interact with and scripts that define the 
narrative of the game. 
Early computer games involved much of this asset creation, or content 
authoring, being undertaken E\ WKH JDPH¶VSURJUDPPer. However, as games 
have grown in size and complexity game development companies have taken 
to creating dedicated tools to allow dedicated asset authors to populate a game 
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with terrain, models, animations, sound and scripts. As with GIS, it is 
interesting to review game authoring tools to see if there are any features or 
requirements that are relevant to mobile mixed-reality experiences. 
 
Figure 5-2: Editing a level in Valve Hammer 
Half-Life 2 is one of several first-person-shooter (FPS) games built using the 
modern Source game engine (Valve Corporation, 2004). The creators of Half-
Life 2 and Source released an editing package, Valve Hammer to allow the 
games community to construct their own levels for the standard game, and also 
WRFUHDWHQHZJDPHVE\PDNLQJPRGLILFDWLRQVRU³PRGV´7KHHGLWLQJSDFNDJH
allows users to create new levels by using a 3D level editor, as shown in figure 
5-2, allowing the construction and texturing of the polygonal structures that 
define the terrain, placement of in-game objects and associated scripting to 
define how the objects behave. Valve Hammer follows a trend of game 
developers to release their in-house tools ± ARQuake, described in the 
literature review, was a modification to the Quake engine (id Software, 1999), 
with a level created in Quake Radiant, the Quake equivalent of Valve Hammer. 
Such game engines also allow other assets such as character models and 
animations to be created using dedicated three-dimensional content authoring 
packages, for example 3ds Max (Autodesk, 2007), Maya (Autodesk, 2006), 
and Sketchup (@Last, 2000). 
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It takes a large amount of technical skill and knowledge to author an 
environment or game level using a tool as described above, with the interface 
taking time to understand and to become fluently used. Authors must 
understand the capabilities, strengths and weaknesses of the game engine that 
they are designing for in order to create a functioning and polished level; for 
example, by understanding that many complex structures, or some advanced 
game logic, may be beyond WKHHQJLQH¶VFDSDELOLWLHV  
Attempting to appropriate these tools for authoring content for a mixed-reality 
experience may not be the most pragmatic choice. While the online component 
of a mixed-reality experience may draw many parallels with an FPS in terms of 
appearance, the mobile component has very different requirements. ARQuake 
was able to use Quake Radiant as the experience itself was based on the Quake 
engine, and was primarily visual in nature, taking full advantage of the existing 
engine. However, an experience that is fundamentally based on text narratives 
or other structures than a visual environment requires that these be the focus of 
the authoring tool ± something that is a supporting aspect of a game engine 
rather than the core paradigm. Similarly, game engine tools are not designed to 
support the physicality of a mobile mixed-reality experience, including the 
irregular nature of physical terrain, and the need to rapidly and easily create 
QHZµlevels¶ for new locations. 
In contrast, many of the mobile mixed-reality experiences that were reviewed 
in chapter 2 consider the playing environment to be a two-dimensional space, 
ZLWK PRVW EHLQJ SOD\HG LQ DQ RXWGRRU VSDFH WKDW GRHV QRW XVH WKH SOD\HU¶V
elevation as a degree of freedom. For this reason, it is interesting to consider 
older, two-dimensional computer game level design tools for their spatial 
authoring capabilities ± in some respects these can be viewed as being the 
opposite of high-powered GIS tools as they provide simple, easy to use and 
lightweight authoring functionality. Secondly, some of the experiences 
described previously are recreations of classic, two-dimensional arcade games. 
Classic tile-based games are often released with their own editing tools, or use 
simple, readable, text-based level formats that allow players to directly 
manipulate levels and rapidly review the results in the game. 
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Figure 5-3: XPilot, left, editing a level with Notepad, right 
Figure 5-3 shows XPilot (Stabell and Schouten, 1991), an example of a tile-
based game. The player controls a space-VKLS¶V IOLJKW DURXQG D WZR-
dimensional terrain built from tiles. Levels are saved in a readable text format, 
and as such can be viewed ± and more importantly created and edited ± using a 
plain-text editing application such as Notepad. Different text characters 
represent different tiles within the game, and the spatial layout of the characters 
in the file represents the spatial layout of the level itself. The text file also 
contains meta- information that is loaded with the level, such as the number of 
enemies that will also be present in the level.  
  
Figure 5-4: Repton, left, painting a new level, right 
Figure 5-4 shows Repton 3 (Superior Software, 1985), another early tile based 
game, that this time is distributed with a built in level editing application. All 
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tiles are the same size, representing the player, monsters, walls and other 
objects. The application allows the user to draw regions of tiles as with a brush 
in a paint package, although they are limited in the complexity of structures 
that can be built as all tiles have the same fixed dimension.  
As with GIS tools, it can be seen that game-engine design tools are not suitable 
as the sole authoring tool for a mixed-reality experience. However some 
techniques, particularly the simple authoring techniques from two-dimensional 
tile based games, may prove useful in a mobile mixed-reality authoring tool. 
5.2.3 Context Aware Systems 
As described in chapter 2, there are several experiences that can be defined as 
making use of context aware systems, for example those that were developed 
using the Mobile Experience Engine framework. Context aware computing 
devices react to their changing environment in an intelligent way so as to 
enhance the computing environment of the user (Schilit et al., 1994). These 
systems are often used to support mobile experiences, although do not 
necessarily focus directly on the challenges of providing complex location-
based content to users. 
The Stick-e Note Architecture (Pascoe, 1997) allows users to leave electronic 
post-it notes tied to a certain location, the display of which is triggered when a 
user returns to that area within a given context, for example depending on what 
time it is, who they are with or what they are deemed to be doing. The 
architecture allows a variety of media to be associated with a note, including 
text and richer media such as video.  
Authors create Stick-e Note applications using a hierarchical editor that defines 
individual notes as objects which are then linked graphically with other objects 
that represent trigger conditions, such as an object that checks who the 
triggering user is with. The authors describe an example application that 
displays relevant information as a user moves around a theme park, which 
operates by defining rectangular region objects and having the system trigger a 
SLHFH RI FRQWHQW ZKHQ WKH XVHU¶V ORFDWLRQ LV UHSRUWHG DV EHLQJ ZLWKLQ WKH
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rectangle. If the author wishes, the interface can be extended programmatically 
to allow these rectangles to be authored in a more practical manner.  
 
Figure 5-5: The iCAP editor 
iCAP (Sohn and Dey, 2003) is a similar system that supports the rapid 
prototyping of context aware applications. The focus of the system is to 
support authors in creating applications without having to write code to support 
mobile devices and input sensors, instead using an editor to author the actions 
of the application. Figure 5-5 shows the iCAP editor. Using a sketching 
paradigm, authors instantiate input and output devices, and link them with 
simple interaction rules. Inputs are identified as being of one of four context 
types; activity, identity, location and time; whereas outputs may be a discrete 
binary or a continuous display. 
Notably, iCAP provides a testing mode that simulates the output of real sensors 
within the editor, allowing the author to test rules and displays. While the 
sensor simulation may not truly reflect the potentially very variable output of 
real sensors, it allows the author to rapidly assess whether their construction is 
feasible or operating in approximately the correct manner.  
5.2.4 Topiary 
Topiary (Li et al., 2004) is a tool for prototyping location-based experiences. 
The authors state that it currently requires a high level of technical expertise to 
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build location-based experiences, in turn making it hard to prototype and test 
new designs. 
 
Figure 5-6: Topiary authoring map 
Topiary provides a map interface that shows the location of tracked players and 
other artefacts, shown in figure 5-6. Authors then annotate the map to create 
location-contexts, for example a user being in a certain location with another 
user. These scenarios trigger other storyboarded content that can be d isplayed 
on a mobile device. Finally, as with iCAP, an application can be tested within 
Topiary using the testing interface which displays both the content that would 
be seen on the mobile device and a Wizard of Oz overview of the environment 
that allows the author to fake sensor input, such as position data.  
5.2.5 Mediascapes 
Mediascapes (Hull et al., 2004) is a framework for creating media-oriented, 
location-based mobile applications. Mediascapes provides a visual authoring 
environment for defining location-based media triggers supported by an 
extensible scripting language, and a run-time client. As described in chapter 2, 
the Mediascapes framework was used to create the Riot! 1831 experience.  
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Figure 5-7: Authoring regions in Mediascapes 
Figure 5-7 shows the Mediascapes authoring environment, which allows an 
author to define primitive regions that trigger media on a mobile client. 
Authors can specifically define the behaviour of how media is triggered on a 
mobile device as a player moves in and out of these regions. The Mediascape is 
exported as an XML file and can then be loaded by the run-time application on 
a mobile device ± although the authors suggest that the file can be used by any 
application that can read the Mediascapes format.  
The Mediascapes authoring environment imports a map image, which is used 
as a background for authoring against using vector shapes. The tool supports 
primitive shapes as trigger regions; circles, rectangles and freehand polygons 
may all be drawn, scaled and rotated, and shapes may overlap to allow two 
triggers to operate concurrently. However, it does not support more fine-
grained raster authoring. Authors then use the scripting language to define how 
the trigger regions respond to position events generated by a player; the 
scripting language allows complex language to be embedded within a trigger 
and to call application-specific logic within the mobile client if it has been 
extended by the author. The authoring environment provides functionality that 
allows the author to test their work as they design it, by triggering regions as if 
with real position data. 
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Notably, a simplified version of the Mediascapes framework has been publicly 
released for non-commercial use to allow more users to create their own 
location-based experiences. The release consists of the authoring package and 
the basic mobile run-time application. Create-a-Scape (Futurelab, 2007) has 
been set up to encourage the education sector to make use of the system as part 
of learning experiences. 
5.2.6 Activity Zones 
Activity Zones (Koile et al., 2003) is a toolkit that has some similarities to the 
Mediascapes framework. Again, it is a toolkit for creating location-based 
experiences, based on marking physical regions within an environment. An 
Activity Zone is described as an area of specific activity, for example a room, 
arrangement of furniture or doorway, and the system is primarily focused on 
supporting domestic applications regarding these areas. These areas are 
identified using video analysis techniques on collected footage.  
The Activity Zones tool requires the author to label and aggregate the reported 
regions by creating an encompassing primitive vector shape, as in 
Mediascapes. These shapes are saved as a set of coordinates within an XML 
file. Next, the author defines a set of context rules, using a simple pseudo-code 
language, that define how a set of output devices react to where users are 
within the environment and in relation to the regions; to this extent the system 
is similar to the other context aware systems described earlier.  
5.2.7 Summary of Existing Tools 
To summarise this section, the authoring tools and systems described each have 
their own associated strengths and weaknesses for use within a mixed-reality 
experience. 
GIS are powerful, industry standard systems for managing large amounts of 
location-based data. Their ability to combine raster and vector modes is 
important for selecting the most appropriate format for a given data type. 
However, their primary focus is data management ± there is little support for 
how this data can be used in a complex narrative experience.  
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Similarly, game engine design tools are specifically geared towards providing a 
rich, visual experience for the game player. While some game engines may be 
adapted by mixed-reality experience authors, this may not be the most 
appropriate solution. Two-dimensional or tile-based games, however, strongly 
support simple, intuitive, visual formats that can be readily used by players in 
creating their own game levels.  
A common factor between context-aware and other mobile experience 
frameworks such as Activity Zones, Topiary and Mediascapes is how they seek 
to support authoring through defining spatial regions, or zones, and then 
associate content or media triggers with them. Experiences created with these 
tools historically appear to be relatively simple, small-scale or one-off 
installations. A possible criticism is that they have not yet been used to 
construct complex narrative experiences by non-developers ± although the 
Mediascapes framework is moving in this direction. This potentially raises 
additional requirements in terms of the pragmatic usability and simplicity of 
the tools for mobile mixed-reality experience authors, rather than developers.  
5.3 ColourMaps 
This chapter presents the ColourMaps system, an authoring tool that aims to 
support the authoring and location-based content provision requirements of 
mobile mixed-reality experiences discussed in chapter 4. The ColourMaps 
system was developed and tested iteratively alongside our four experiences, 
and supports a critical element of each experience. It is a significant departure 
from other approaches as it aims to pragmatically support content authoring 
through the use of familiar, simple and flexible means.  
This section will describe the key innovations of the ColourMaps system, and 
for each one describe how it successfully supported one or more experiences. 
The next section will then generalise these innovations and the lessons learnt.  
5.3.1 Principles of ColourMaps 
During the initial prototyping phases of the early experiences, location-based 
content was configured and served to players by defining simple circular 
triggers generated from a single position and an associated radius stored in a 
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text file. On entering a trigger, an associated piece of content was given to the 
player. While this functionality had the benefit of being implemented quickly, 
it became apparent that the artists had difficulty configuring content that 
accurately reflected their vision for the experience, particularly the inability to 
configure content triggers that encompassed more complex spaces, for example 
a street corner or a narrow alleyway, the inability to get a sense or overview of 
the configured content ± as the definitions merely consisted of a list of GPS 
coordinates, and the inability to easily move content that was potentially placed 
incorrectly. 
As the name suggests, the principle of ColourMaps is that a designer creates 
and configures a location-based experience by colouring over a map. This 
concept was inspired by the model of creating levels through painting as 
described for tile-based games in a previous section. This approach was 
originally chosen for the following reasons, highlighted during early 
prototypes: 
 Simplicity: the need to provide experience authors with a 
straightforward approach to creating content that could be easily 
understood and applied by a non-developer. 
 Familiar skills and tools: the need for designers, in our case 
specifically professional performance artists, to be able to employ their 
existing skills and to work with familiar and preferred tools, for 
example standard image editing packages such as Photoshop (Adobe 
Systems, 2007b). 
 Flexibility: the need to enable maximum flexibility in terms of defining 
different kinds of content, and precisely matching this content to 
complex urban spaces, without restricting the author to preset shapes or 
levels of detail. 
A ColourMap is an image where the colour of each pixel represents the identity 
of a piece of content to be used in a location-based experience. The image is 
geo-referenced so that pixels represent location, as on a map. Authors map 
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colours to content using a simple meta-data format, or make use of pre-
programmed functionality within the system. 
A ColourMap can be created using any paint package, and saved using a loss-
less compression format, for example GIF or PNG, to preserve the original 
colours and shape definition. This gives the author direct control over the 
spatial layout of content within the system. ColourMaps allow the author to use 
a paint package with an intuitive paradigm that is familiar to them; the results 
of which can be fed directly into the system supporting the experience.  
Once created, a ColourMap is loaded into the system supporting a mobile 
mixed-reality experience where it is used to directly serve content to players. 
As a player moves in the physical environment they also move in the 
ColourMap landscape. The ColourMap is then sampled to find the colour of 
the pixel at WKHSOD\HU¶VORFDWLRQLQDSURFHVVDQDORJRXVWRWKHH\H-dropper tool 
in Photoshop, retrieving a unique RGB value to be used as an index into lists of 
text or other media content to be triggered. The ColourMap system can also 
perform movement operations depending on the sample colour ± it may search 
for the nearest pixel that is the same colour as the one it has found, or search 
for the nearest different colour. The location of this pixel can then be used as a 
content index as before. 
As described in the previous section, many existing location-based or mobile 
authoring tools are based around the creation of vector primitives, whereas a 
standard image editing or drawing package allows the mixing of raster and 
vector functions when creating shapes, or in this case content regions. GIS, on 
the other hand, allow the combination of raster and vector authoring ± as noted 
by (Winter, 1998) who argues that this combination enhances integration and 
data fusion. This is powerful, as vector shapes can be drawn and edited rapidly, 
while raster shapes allow the fine tuning of individual pixels. This latter feature 
is particularly important. When authoring game levels, it is common to draw 
polygonal, regular or predefined structures whereas freehand drawing is 
unusual. However, while some cities have a regular grid structure, the majority 
do not. Supporting freehand drawn raster shapes for triggers enables an author 
to precisely match content to the physical form of a game area, accurately 
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filling areas and avoiding problems with using regular shapes that do not 
properly tessellate or fit the features of the physical space.  
Furthermore, when a vector shape or a trigger is created in a conventional map, 
it becomes a unique object in the system. By using a colour map it is possible 
to have disjoint areas representing the same piece of content by colouring the 
separated zones in the same colour. The pixels do not inherently form a group 
or an object unless the system is made to specifically look for adjacent pixels 
and process them accordingly. 
Using a high colour depth gives the designer the opportunity for several million 
uniquely coloured pixels and thus an equivalent number of content regions. 
However, by using a smaller number of distinct colours it is possible to easily 
see the changes between different regions on the map. It may be hard for an 
author to visualize a list of numerical positions representing the positions of 
content regions without creating a dedicated visualization of where they lie. 
With a ColourMap, the visualization and the definition of the content are the 
same, and as such may be used for authoring, content provision at run-time, 
and orchestration tools. 
5.3.2 Start Positions 
A key requirement of mobile mixed-reality experiences is the rapid 
configuration of discrete positions in the game area. These can be used by the 
game engine to configure where objects, players or key positions are in relation 
to the physical space. These start positions are loaded from a ColourMap when 
the game engine is started. 
Start positions are drawn on a physical map of the game area in a specific 
colour, as shown in figure 5-8, and all start positions on a given ColourMap 
represent the same feature within the system; for example positions where 
online players enter the virtual space are all coloured in blue. The system 
searches for all pixels that are this colour on the ColourMap and stores their 
coordinates. When a start position is requested the system selects one of these 
positions at random to be the starting position for that player.  
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Locations can be weighted to increase their probability of selection simply by 
colouring in a larger number of pixels in that area. If a start position turns out 
to be in a bad position, for example too far away from the main game area, it 
can be removed by erasing the relevant coloured pixels. This is significantly 
easier for the author to use than entering a list of coordinates as the distribution 
of positions can be immediately viewed. As only pixels of a certain colour are 
registered, the remainder of the map can remain intact as a visual reference for 
the author. 
 
Figure 5-8: Authoring start positions 
Start position ColourMaps are used to configure starting positions for online 
players in Can You See Me Now?, Uncle Roy All Around You and I Like 
Frank. They are also used to configure the positions of the µred markers¶ in 
Uncle Roy. This feature has proved especially valuable in Can You See Me 
Now?, where online player start positions must be reconfigured for each new 
location, and potentially during the experience to achieve the desired spatial 
balance of new players. 
5.3.3 GPS Filtering 
ColourMaps provide a mechanism for filtering GPS position updates to remove 
invalid reports by finding the nearest pixel of a certain colour to a given 
position. 
Start 
Positions 
 108 
The author creates a layer of colour over the map of the physical game area to 
indicate areas where a GPS unit would not theoretically be able to report a 
valid position, for example inside buildings or on areas covered by water. 
When a position update is sent from a mobile device to the system, it looks up 
the colour of the pixel at that position on a ColourMap. If the colour is black 
(the default colour for an inaccessible region) then the system will select the 
nearest pixel that is any other colour. This new position is assumed to be a 
more valid position for the GPS unit to be in; as such it is reported to the rest of 
the game engine. Figure 5-9 shows an incorrectly reported position inside a 
building with the filtered, more plausible, location.  
 
Figure 5-9: A GPS filtering ColourMap 
This GPS ColourMap is produced by vector tracing an aerial photograph of the 
game area to include obstructing features and landmarks such as buildings, 
roads and water. Photoshop is then used to colour invalid GPS areas in black 
before the ColourMap is converted to a raster image and saved. The author 
may also fine tune the raster image to accurately map boundaries. Again, the 
ColourMap system in this case only registers black pixels meaning that the 
original map may remain intact on the final image, allowing faultfinding and 
further alterations. 
Original Map 
Image 
Reported 
Position 
Filtered 
Position 
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ColourMaps are used heavily to filter GPS data in Can You See Me Now?. In 
this case, the GPS receiver provides a position update for the mobile player 
once a second. The avatar that represents the mobile player in the online city 
moves continuously between the positions reported by these updates, with an 
appropriate running animation. Invalid GPS data due to poor or reflected 
signals would cause the avatar to appear to run through solid buildings or 
across areas of water, breaking the fiction of the game for any online players 
that may view the event. The ColourMap provides a means to hide these 
problems from the online player, while both the original and filtered positions 
are revealed to the mobile player; allowing them to alter their movement 
accordingly, knowing that it is the filtered position that matters when catching 
an online player during a successful game.  
Finally, as with start positions, the ColourMap can be quickly authored for 
each new location that Can You See Me Now? visits, and may be rapidly 
updated to exclude areas that provide poor GPS reception and should be 
FRQVLGHUHG³RXWRIERXQGV´E\WKHV\VWHP  
5.3.4 Clue Trails 
A core feature of the ColourMaps system is its ability to serve location-based 
content to mobile players in mobile mixed-reality experiences that involve non-
linear narratives. 
Mobile players report their positions using GPS as in Can You See Me Now? 
and Savannah, or self- reported positioning as in Uncle Roy All Around You 
and I Like Frank. In return each receives one of a number of pieces of content, 
either a text clue or the filename of a piece of media to be displayed. A major 
requirement of our mobile mixed-reality experiences is that an author is able to 
configure a specific and detailed clue trail, or set of text clues or media, for 
each city that the experience is deployed in. This requirement is fulfilled using 
ColourMaps. 
A ColourMap is used to define a non- linear set of clues which are served to a 
mobile player based on his or her location. The clues are defined in a simple 
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XML format, with each clue consisting of several potential text strings and tags 
defining the RGB value of the colour that will trigger it.  
 
Figure 5-10: Serving clues with a ColourMap 
As a mobile player moves their position is reported to the system which in turn 
places them appropriately on the ColourMap. As with the GPS filtering 
ColourMap, the system samples the colour of the pixel on the ColourMap 
corresponding to this reported position. This value is then used as a key to 
retrieve the set of clues defined for that particular colour region, and the correct 
FOXH LVGLVSOD\HGRQWKHPRELOHSOD\HU¶VGHYLFH,IDFRORXU LVQRW IRXQGWKHQD
A Mobile Player reports 
their position 
The corresponding ColourMap 
pixel is sampled 
The clue is sent to 
WKHSOD\HU¶VGHYLFH 
A clue is retrieved using the 
SL[HO¶VFRORXU 
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sufficiently generic default clue is returned implying that the player is in an 
unknown area: 
³,FDQQRWJXLGH\RXRXWKHUH<RXKDYHJRWORVW*REDFNWKH
ZD\\RXFDPH´ 
This process of triggering a trail of clues is shown in figure 5-10. In this way, 
the mobile player follows a trail of clues through the game area.  
As with a normal map, a ColourMap can be based on an arbitrary 
transformation to the physical space it represents - it may represent a space a 
few hundred metres across or a few hundred kilometres across. Can You See 
Me Now?, Uncle Roy All Around You and I Like Frank use ColourMaps that 
are built on top of an aerial photograph where one pixel of the image represents 
one square metre of real space, and so there is an obvious mapping between the 
ColourMap space and physical space. However, Savannah is played on a 
school playing field with few physical landmarks. In this case, the supporting 
ColourMaps are designed with unit dimensions, and then a transform is applied 
to scale and rotate this to map to an arbitrary rectangular shape on the playing 
field, which is marked using flags. In this sense, ColourMaps can be created 
either using a physical map as a template for laying out the clues, or the 
physical space can be marked to represent the space that the ColourMap 
defines. 
The following sections will describe how these concepts have been extended to 
create a more sophisticated system, and how authors use ColourMaps in this 
manner to create a mixed-reality experience. 
5.3.5 Authoring Layers and Ideal Routes 
When authoring the clue content for a new mixed-reality experience, or the 
redeployment of an existing system, the beginnings of the clues are written as 
the author walks the game area, based on their immediate impressions and 
thoughts. An initial version of the content is authored based on these walks, 
before being tested and refined as an iterative authoring process. The 
ColourMaps system was extended to support this process of first annotating the 
planned game area before beginning to author content against it.  
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The author begins to create the content system using a physical map of the 
game area as a base. 7KH\PDUNLGHDOVWDUWDQGHQGSRLQWVIRUDPRELOHSOD\HU¶V
experience based on the location of the hosting venue; where mobile players 
EHJLQ DQG WKH HQGRI WKH JDPH IRU H[DPSOH ³8QFOH 5R\¶V RIILFH ´ 7KH QH[W
task is to draw several ideal routes through the city linking these points in an 
interesting manner. Ideally these routes will be separated to keep players apart 
from one another for the majority of the experience. Ideal routes and key po ints 
within the game area are drawn onto the map of the game area in Photoshop, 
with each new section of content added as a new layer.  
 
Figure 5-11: Game area and start positions, top left, ideal routes, top right, adding regions, bottom 
left, finished ColourMap, bottom right 
The author can now work on painting the areas with colour that will trigger 
each clue. As each new colour is defined and used, they associate it with a clue 
in the XML file. The ideal route is painted with the colour of a clue that will 
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move the mobile player further along the route, with adjoining areas coloured 
to push the player back onto the route should they stray. Again, layers and 
transparency within Photoshop or a similar package allow the author to see 
other relevant content, such as the underlying map of the physical game area 
and the ideal routes. 
Concentric rings of clues and colour are constructed towards the edges of the 
game area; as the mobile player moves further away from the desired area of 
play the clues are structured to become more forceful in driving the player back 
in the right direction: 
³You have come the wrong way. Head towards Pall Mall.´ 
³The police officer was firm but polite: Not this way, today.  ´
Figure 5-11 shows the various layers being used during the construction of the 
ColourMap, in order to show as much useful data as possible. When the author 
has produced the ColourMap, the guide layers of the map, such as the ideal 
routes and physical map, are rendered invisible, leaving only the final colours 
visible. As described previously, Uncle Roy All Around You combined both a 
start position and a clue trail ColourMap. The start positions in this case 
defined key content points within the game, such as red-spot markers to be 
shown to the mobile player. The start positions are authored and stored in the 
same Photoshop working file as the clue trail ColourMap, but are exported as a 
separate image just containing the start positions and underlying map layer. 
This LVWRDYRLGOHDYLQJ³GHDGVSRWV ´RQWKHFOXHWUDLO&RORXU0DSZKHUHDSL[HO
is taken up by a start position. 
The ColourMap is then exported as a GIF file for integration into the game 
system, as shown in figure 5-12 ± a ColourMap that was created for Uncle Roy 
All Around You staged in London. The ColourMap and associated XML file 
are then transferred onto the handheld computer, or reside on the central game 
engine. On running the system, the files are loaded and validated. The author 
can now take the device out into the city and try out the first cut of the new 
experience. 
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Figure 5-12: A clue trail ColourMap 
During the creation of Uncle Roy All Around You and I Like Frank for 
different cities, it was seen that the construction of a clue trail ColourMap 
requires up to fifteen iteration, starting with large scale alterations of the shape 
of the game area and basic clue structure and finishing with the fine tuning of 
the wording of the clues and their punctuation, and fine alteration of the 
ColourMap pixels. Test participants are often invited to take part in the 
experience just before it opens to the public, and their feedback on specific 
clues or areas results in further changes. Finally, changes are even made on a 
day-to-day basis during the time that members of the public were taking part in 
the experience. 
The ColourMap system proved valuable during these periods of rapid content 
iteration. Once the author had a first version of a ColourMap created it could 
be tweaked, exported and loaded onto a test device within a few minutes as 
they were already very familiar with the tool used to create it, Photoshop.  
5.3.6 Edges and Levels 
This section describes how the basic functionality of the ColourMap system 
described above is extended to enable the creation of more sophisticated 
Out-of-bounds 
Clues 
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mixed-reality experiences by extending how a player occupies a ColourMap 
space and triggers content. 
Edges define the behaviour of the system if a mobile player reports that their 
position is outside the borders of the ColourMap image. A number of different 
behaviours may operate in this situation; the position can be interpreted as 
undefined, in which case the default clue is returned; the mobile player is 
moved onto an adjacent ColourMap that has been defined as being next to the 
current one, allowing large areas to be tiled with multiple ColourMaps; the 
position can be snapped to the defined edge of the ColourMap, in which case 
the nearest valid pixel defines the clue that is received thus giving the 
impression that the borders stretch indefinitely in all directions. This edge 
snapping behaviour was used in Savannah, where thin colour borders on the 
edges of the ColourMap represented hazards that extended outwards and that 
would harm the mobile players ± encouraging players to stay within the central 
game area. 
ColourMap levels introduce the concept of a player inhabiting one of several 
ColourMaps, with each one representing a stage, or level, within the mobile 
mixed-reality experience. A mobile player can move to the next level by 
reaching a certain position or by achieving some other experience-specific 
goal, allowing two mobile players to be in the same physical position but to 
receive different content or clues as they are at different stages in the 
experience. This multi- level structure is conceptually based on the idea of a 
three-dimensional ColourMap space consisting of plateaux, each one 
representing a level, and each one constructed using the now familiar two 
dimensional ColourMap. The mobile player can be thought of as starting on 
level one, the uppermost level in the three-dimensional space. As they move 
around the levelWKHFOXHVGULYHWKHPWRZDUGVµholes¶ or specific target areas, 
which the player falls down to achieve the next level.  
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Figure 5-13: A multi-level ColourMap 
Levels are used to give I Like Frank three levels, each with its own ColourMap 
and clue trail, as shown in figure 5-13. The first level is a training level, with 
the ColourMap consisting of straightforward clues to introduce the mobile 
player to the basic concepts of the game as they move through the relatively 
safe environments of a university campus. If they reach the target red spot, they 
fall through the hole onto the next level, whereas if they move too far into the 
city, the clues attempt to steer them back on track. The second level takes up 
WKHPDMRULW\RI WKHSOD\HU¶V WLPH LQWKHJDPH LQYROYLQJ DPRUHFRPSOH[FOXH
trail, as in Uncle Roy All Around You. The third and final level contains one 
colour that triggers simple clues to keep the player waiting at a specific 
location while the end-game performance is prepared. 
Multiple ColourMap levels may be occupied concurrently to provide different 
content-triggering functionality. In Can You See Me Now? a ColourMap was 
used to provide start positions for online players while a second ColourMap 
was used to provide GPS filtering. In Savannah, however, each mobile player 
inhabits three ColourMaps simultaneously, with each one representing one of 
0RELOH3OD\HU¶V
Progress 
Holding Level 
Main Clue Trail 
Level 
Introductory 
Level 
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the senses of sight, sound and smell and triggering the appropriate media 
accordingly. These three ColourMaps are shown in figure 5-14, showing how, 
IRU LQVWDQFH D PRELOH SOD\HU FDQ ³VPHOO´ DQG ³KHDU ´ DQ HOHSKDQW RQ WKH
savannah before they can see it.  
 
Figure 5-14: Occupying sight, sound and smell ColourMaps in Savannah 
5.3.7 Latching and Digging 
The final functional extension to the system defines how a mobiOH SOD\HU¶V
movement between coloured regions on the ColourMap triggers a variety of 
content and clues. 
Latching requires that a player leave their current region on the ColourMap and 
re-enter it before that region is triggered again, namely by moving into a region 
of a different colour. This behaviour is especially useful when position updates 
are sent regularly by a GPS receiver, to avoid the same content region being re-
Hazardous Infinite Edges Concurrent Inhabitation 
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triggered on each update. For this reason latching was used in the Savannah 
experience, which also used GPS receivers for positioning mobile players.  
 
Figure 5-15: Digging in a ColourMap 
Digging in ColourMaps introduces the concept that a ColourMap, rather than 
being a flat-two dimensional image, can be imagined as having a certain 
thickness, and that multiple clues or content can be associated with each 
coloured region, which in turn has a certain depth ± with each stratum of colour 
linking to a specific clue. 
When a mobile player requests a clue in a coloured region, the system serves 
the uppermost clue in the stack, and then removes that clue so it is no longer 
available. When the mobile player next requests a clue in this particular region, 
they dig deep into the colour strata to find the next clue, as shown in figure 5-
15. The last clue can be thought of as bedrock that can not be removed ± 
instead this clue is repeated while the player remains in the region. Once a 
player has dug down, they can either remain at their current depth when they 
move into an adjacent colour region, or begin to dig from the topmost layer 
again. 
Depth 
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Digging dow n 
then up 
Ambiguous 
Clues 
Digging dow n 
then across 
 
 119 
There are multiple reasons for digging. One concern about Uncle Roy All 
Around You and I Like Frank was that the voice of the game, or the text clues 
received, were obviously automated. One of the reasons for this was repetition 
of clues when a region was revisited. Digging allows authors to create 
significantly more content for each coloured region.  Most notably, digging 
allows authors to vary the difficulty or ambiguity of clues according to their 
depth in the ColourMap. 
The topmost clue in the stack was often quite ambiguous; encouraging players 
to follow diversions, drawing on the history of the local environment: 
³:DLW IRU VRPHRQH FRPLQJ LQ the opposite direction.  Gently 
WXUQDQGIROORZWKHP  ´
Whereas if a player repeatedly requests clues in the same colour region they 
dig past the more obtuse clues and into clues that become more precise and 
geographically specific in an attempt to help them to move on: 
³/HDYH WKH ODNH EHKLQG WKH\ ZHQW 1RUWK WRZDUGV WKH 0DOO
&URVVRYHUWKHURDGDQGORRNIRUVRPHVWHSV´ 
In Uncle Roy All Around You each colour region typically had four or five 
clues associated with it, with the bottommost clue being very specific, although 
it was unlikely that the majority of mobile players would dig this far down.  
5.3.8 Preparation and Validation Mechanisms 
The process of creating ColourMaps involves some stages of preparation and 
validation as well as authoring. 
While the creation of content within Photoshop was quickly realised by the 
authors, there were early problems with using ColourMaps in an experience. 
The initial implementation of the software required a particular colour depth of 
image to be loaded on the device, 8 bits. If the ColourMap had not been created 
with this colour depth, then the number of colours had to be reduced before 
export. Without a predefined palette, a significant number of colours would be 
slightly changed. There was no tolerance in the system for ranges of colours, 
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each clue being identified with a specific RGB value, so a slight variation 
would result in the clue lookup failing, and a default clue returned. A similar 
problem occurred when a soft brush was used in Photoshop to define an area, 
as shown in figure 5-16. While not immediately visible to the author, the edge 
of the region, or areas within the region during painting, would have subtle 
variations in colour. In this case the majority of the area would trigger the 
correct clue, with small regions triggering the default clue. 
 
Figure 5-16: ColourMap JPEG artefacts, top, and effects of a soft brush, bottom 
Secondly, the concept of loss-less compression had to be impressed on the 
authors. During the creation process, the ColourMap was exported as a JPEG 
file, introducing pixels of an incorrect colour as the compression algorithm 
blurred the edges of regions, again as shown in figure 5-16. These minor 
problems are one of the disadvantages of using non-dedicated tools, although 
were overcome after discussions with the authors.  
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Figure 5-17: Validating a ColourMap 
A second issue was in creating the XML file containing clues. This required 
the author to understand the concept of XML, and to define it by hand. The 
ColourMap was intended to avoid the designer having to learn and use extra 
packages of languages, but XML was considered to be the easiest way of 
adding structured extra data to the ColourMap. It was discovered that the artists 
knew of no simple way of creating XML on a Macintosh computer ± their text 
editor of choice. Microsoft Word would add hidden or operating system 
specific characters to the text. A stage of validation using Internet ExploreU¶V
XML parser therefore had to be introduced to check the file.  
Initially these problems were identified and the authors made aware of how to 
avoid them, with the errors discovered by trial and error during the testing of 
the clue trail. However, it soon became apparent that a set of processes to 
validate the ColourMap and associated content would make the overall process 
easier. 
The validation tool, shown in figure 5-17 emulates the loading of a ColourMap 
and associated clue XML file with the addition of extended debug output to 
identify the location of errors which would be difficult to find once the files 
Identifying stray 
pixels 
Validating Clues 
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were loaded onto a mobile device. The XML file containing the clues was 
validated by attempting parse it, and illegal characters and missing tags were 
identified with locations of the errors within the file. The ColourMap is 
searched for unique colours, and solitary pixels. Each colour is cross 
referenced with the XML file for the existence of a clue, the colour and 
location of unassigned pixels is displayed, allowing quick repair, as these 
pixels are likely to have been created in error.  
Finally, a palette of around one hundred colours was created based on a 
previous ColourMap after a suggestion by one of the authors. When the 
ColourMap was initially defined, this palette was applied to it, with two 
advantages. Firstly, the designer did not have to define unique colours; they 
can just select the next one to use from the palette. Secondly, if the colour 
depth of the image has to be changed, Photoshop can be forced to maintain this 
palette rather than arbitrarily modifying colours in the image.  
5.4 Summary of ColourMap Features 
This section now presents a summary of the key design features and 
innovations of the ColourMaps system, combining the lessons learnt from its 
integration and use in supporting our four experiences.  
The ColourMap system supports the core requirements of the authoring process 
of a mobile mixed-reality experience, run-time content provision and aspects of 
the operation and orchestration process, as shown in figure 5-18. Familiar and 
generic image colouring packages are combined with text content, and used to 
create ColourMaps and associated data files to be loaded into the system. 
Validation tools, such as those mentioned earlier, are used to debug and 
validate the ColourMaps. Finally, ColourMaps are loaded into a run-time 
system for testing and to serve content to both mobile and online players in the 
mobile mixed reality experience, while also providing a visual overview of 
content for orchestration interfaces. 
 123 
 
Figure 5-18: ColourMaps in context 
Figure 5-19 summarises the key components of the ColourMaps system. An 
experience consists of multiple levels; several ColourMaps that are linked 
logically within the mobile mixed-reality experience to create a content space. 
Levels are accessed sequentially, as in I Like Frank, or concurrently to serve a 
variety of content, as in Savannah. The construction of each level involves 
multiple layers, each of which supports a different function: 
Physical map: this layer is a geographical map or aerial photograph of the 
physical area in which the experience will be played. It is used as a guide when 
drawing content regions, although as demonstrated in Savannah may not be 
required. It is not used in the run-time system, though may be left on the image 
for use in orchestration interfaces and reviewing the content without interfering 
with other functions. 
Start positions: this layer contains individual pixels that determine where 
specific entities are placed in the experience, for example where online players 
enter the game, or markers for mobile players. Assuming that start positions are 
selected randomly, an area can be weighted to become more likely by adding 
more pixels. This layer is exported to the run-time system. 
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Figure 5-19: Elements of the ColourMaps system 
Ideal routes: this layer is a visual guide used by the author to determine the 
best route through the physical space, for example several trails through the 
city in Uncle Roy All Around You and I Like Frank. Surrounding coloured 
regions should drive the player towards one of these routes. These are not 
exported to the runtime system, but may usefully be revealed on an image used 
for orchestration purposes, which will be discussed in the next chapter.  
Filtering regions: the coloured regions in this layer are used for filtering 
positional data, for example correcting GPS readings in Can You See Me 
Now?. They are drawn over the physical map colouring in buildings and areas 
of water that mobile players cannot enter. This layer is exported to the run-time 
system which applies a position correction algorithm, for example mapping 
any point within a forbidden region to the nearest point outside of it.  
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Content regions: the coloured regions in this layer define the core content of 
the experience, that is the text (Uncle Roy All Around You and I Like Frank), 
images and sounds (Savannah) and possibly other content that is associated 
with different locations. If levels are occupied concurrently, then several 
content layers can be active at the same time, triggering different media, as we 
saw in Savannah. 
The content layer defines behaviours that define how a mobile player triggers 
content while moving through the ColourMap space: 
 Edge behaviour: A rule that defines how the ColourMaps system 
reacts when a player moves outside the defined game area. Their 
position can be snapped to the edge of the map, as seen in Savannah, 
moved to a different level if one exists, or considered to be undefined 
and return a default clue. 
 Latching behaviour: A rule that defines what happens when a player 
moves between adjacent colour regions or remains in the same region. 
They can either trigger the region for each update, or the region can be 
latched until they move to a different region and back again.  
 Digging behaviour: A rule that defines the content triggered when a 
mobile player repeatedly requests content for the same colour region 
when latching is disabled. The author may choose between digging 
down then stopping at the bottommost content, or digging down and 
returning to the top when the player moves to an adjacent colour region. 
Authors define the associated content to become simpler as the player 
digs down to help them move on. 
The content region layer consists of a set of clues that are associated with the 
coloured content regions of the ColourMap. Clues consist of: 
 Colour keys: Each clue contains an RGB value that links it to a 
particular colour of pixel on the ColourMap image.  
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 Content strings: The content to be triggered in the form of text, or 
media filename. There may be several if digging is to be used.  
 Default clue: The content region layer may have a default clue that is 
triggered if no content is associated with the colour region the mobile 
player occupies, or if they move outside of the defined game area.  
5.5 Discussion 
ColourMaps have proved to be a useful tool for authors in creating and 
configuring content for mixed-reality experiences. We have seen how the 
ColourMaps system has been successfully deployed as the core content support 
system for our four experiences over the course of numerous iterations and 
public deployments. 
5.5.1 Feedback 
As described in chapter 1, the ColourMaps system is the result of an intensive 
DQGLWHUDWLYHGHYHORSPHQWSURFHVV³LQWKHZLOG ´RUDGDSWLQJWKHV\VWHPWRPHHW
the real-time requirements of creating our four experiences through constant 
testing, rapid feedback and incremental changes. The ColourMaps system was 
designed from experience, rather than the conventional software engineering 
process of design then implementation. As such, the ColourMaps system has 
been continuously evaluated during the construction of the four experiences, 
with this chapter describing the most recent iteration of the tool. This 
continuous evaluation has taken place over the course of several years and a 
total of approximately fifteen public outings of the four experiences. However, 
feedback from some of the authors who used the system is interesting to 
examine as it highlights some of the early problems they had with it, leading to 
a number of the design innovations described: 
³, IRXQG PDNLQJ WKH FRORXUPDSV IRU 6DYDQQDK TXLWH straight 
forward. I used Adobe Illustrator to make them, then exported 
with anti-aliasing turned off (I didn't at first - that's the graphic 
designer in me - until I realised that different hues of the colours 
was a bad thing - GXK´ 
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In the feedback above two authors describe one of the problems described 
previously that led to the creation of the validation tool.  
³, WKLQN FRORXUPDSVDUHD YHU\SUDFWLFDO DQG HDV\PHFKDQLVP
for creating content. They're logical and anybody can 
understand them - which means that everybody can be involved 
in their  development. I'm not sure the process could be much 
easier for me than it was - perhaps a predefined palette of 
colours within Illustrator specifica lly optimised for colourmap 
XVH´ 
³- a comprehensive checker: are RGB values correct? is XML 
correct? The ultimate checker would have a search type facility: 
VKRZPHDQ\FRORXUWKDWKDVOHVVWKDQWZRFOXHVHWF´ 
Similarly, this feedback led to the creation of a pre-defined palette of colours to 
make the process of creating ColourMaps less prone to errors. A different 
author describes how they understood the system to work: 
³,Q8QFOH5R\$OO$URXQG<RXZHXVHGFRORXUPDSVWRJULGWKH
map of the chosen area (West Bromwich). To create segments, 
dividing up the larger area into smaller  sections. A clue trail for 
the game area was created alongside the colourmap, where the 
two work hand in hand. The clues are given colour codes 
SRVLWLRQLQJWKHPWRWKHLUH[DFWSRVLWLRQRQWKHPDS´ 
And also the process of making and testing revisions, and initial problems: 
³$ERXW  UHYLVLRQV DV LW ZDV WHVWHG UHSHDWHGO\ DQG
DPHQGPHQWV ZHUH DOZD\V QHHGHG >«@ 2YHUODS RI FRORXUV
whereby clues would blurred or be missing. We had errors 
where we had used the same colour twice resulting in mixed 
messages to the participants. How could the process be made 
easier? Understanding its importance and difficulties (or  
problems that may arise when creating a colourmap) so that 
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when in the process you can try and avoid making the mistakes 
that results in morHDPHQGPHQWVWRWKHPDS´  
Finally, an author describes their process of constructing the clue trail using 
ideal routes and concentric rings of clues: 
³7KHILUVWVWHSZDVWRZDONWKURXJKWKHJDPHDUHDZLWKDSDSHU
map dividing the area into small sections in pencil.  I marked 
the key decision points that anyone navigating through the area 
would use such as junctions and turnings.  Then I sized areas 
according to their  relative importance and the speed with which 
we intended players to travel through them.  Larger areas were 
of less importance.  As players neared their destination the 
areas become increasingly small to give more and more precise 
clues to allow them to find a specific location in the city.  Then I 
filled in a reas in between the important areas to ensure that 
wherever a player clicked in the game area they would receive a 
clue.  Finally I bounded the game area with two concentric 
rings: one to give a warning that a player was heading in the 
wrong direction, the second to instruct a player  to turn around 
DQGKHDGEDFNLQWRWKHJDPH]RQH´ 
However, the same author found the process of creating the XML file difficult 
and the most time consuming part of the process: 
³7KH UHODWLRQVKLSEHWZHHQ WKH;0/ ILOH DQGWKH FRORXUPDS LV
too remote. I had to have them side by side and cross refer very 
often. But because their primary function is to allow artists 
and/or non technical people to use them then a clean, intuitive 
interface that takes you through each stage would transform the 
WHFKQLTXH´ 
5.5.2 Limitations 
The most obvious criticism of the system is that the ColourMap image and the 
associated XML definitions of the content are too far removed, in that while 
the authoring paradigm of painting content proved to be very powerful, the 
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authors struggled somewhat with creating the relevant linkage to the XML file. 
A useful addition, therefore, would be to create a plug- in for an image editing 
package such as Photoshop that automated this file generation, for example 
generating the colour keys automatically from the pa lette of colours used 
within the image. 
In our four experiences there was a one-to-one mapping between colours and 
the content triggered. A more subtly created image could support more 
sophisticated or fuzzy triggering by, for example, averaging the colour  values 
in a given area to produce a weighted trigger. This would be useful if a 
ColourMap dynamically depicted changing environmental conditions, such as 
variations in GPS or wireless network coverage ± environmental features that 
are sometimes visually displayed on a map in other applications ± for example 
contour maps built from large set of spatially distributed scalar data, often 
found in GIS. 
Finally, the two modes currently implemented allow digging through repeated 
triggering of the same region, and latching so that nothing occurs until a 
different region is entered. It may be useful to adopt a more generic event 
model for triggering the content, for example by including enter, exit and time-
based events when travelling through a region, as suggested  by the 
Mediascapes tool. 
5.5.3 Broader Reflections 
As the core authoring and content system for our four experiences, the 
ColourMaps system has enabled their deployment to large numbers of 
members of the public in a variety of cities. By working directly with a  number 
of authors, it has been shown that the approach is sufficiently simple and 
familiar, and yet flexible and powerful enough to be able to support these 
experiences, and this has helped to refine and generalise the approach. There 
are some important lessons to be learnt from the development of the 
ColourMaps system, and this section concludes by identifying some common 
solutions that can be applied to tools with similar requirements.  
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Raster AND Vector: Many conventional game-engine design tools focus on 
vector-based authoring, for example supporting the placement and Boolean 
modelling of regular three-dimensional shapes in a modelling package, or the 
placement of tiles. GIS support storage of both raster and vector data, yet the 
majority of authoring is concerned with vector visualisations of data sets. By 
using a drawing package such as Photoshop, rapid prototyping can be first 
done using vectors, or primitive shapes, and then converted to a raster layer for 
fine tuning of shapes to fit specific terrain, for example using raster brush tools. 
Mixed-reality experiences are often deployed in complex urban spaces, and 
should therefore support arbitrary content region shapes without resorting to 
complex modelling. 
Design for authors, not technicians: Any tool for designing content needs to 
be easily used by the end user, the artists and authors. In experiences such as 
Uncle Roy All Around You, I Like Frank and Savannah, the narrative and flow 
of the experience is entirely dependent on the nuances of the content. It is 
important to be able to cut out the technical team and allow the author to work 
directly with the content, using a tool that they are confident with. It has been 
an important feature of creating our four experiences that the authors can use 
tools that, to them, are readily available and familiar.  
Human Readable Formats: It is accepted that there is scope for further 
implementation work in automating more of the authoring process of 
ColourMaps, such as creating the XML data file; however, it is clea r that a 
visual medium such as painting maps provides a rich paradigm when laying out 
location-based content in this way. While a three-dimensional format might 
give more scope for elaborate and sophisticated triggers, choosing a medium 
that can be rapidly viewed and internalised by the author is important, 
especially considering the fact that the author may not be a computer scientist. 
Rapid Configuration and Loading: The content should be easily deployable 
within the system to allow for iterative development and testing by the author, 
rather than by the technical team. As has been shown, designing a mixed-
reality experience from scratch requires many iterations and refinements; over 
 131 
a limited timescale it is vital that the author can begin work as soon and as 
efficiently as possible. 
Flexibility for multiple uses: we have seen that the ColourMaps system has 
been used for a wide variety of purposes within our four experiences; defining 
location-based content triggers for different media, GPS filtering, and setting 
start positions. Ultimately, this flexibility requires generalising ColourMaps to 
include a multi- level, multi- layered structure where different layers can be 
associated with different design choices (e.g., digging, latching and edge 
handling mechanisms). At the same time, it is important to maintain conceptual 
simplicity; otherwise the original purpose will be lost. The intention is that 
basic single-level and single- layer ColourMaps can be used for creating simple 
experiences, while appropriate metaphors such as levels, layers and digging 
gradually introduce more complex functionality in a way that is consistent with 
the overall approach. 
5.6 Conclusions 
This chapter has investigated how to support the authoring and content 
requirements of mobile mixed-reality experiences as suggested in chapter 4, 
and has shown how these challenges have been overcome during the 
development of our four mixed-reality experiences. 
This chapter has reviewed a selection of other related tools, from commercial 
GIS and game-engine design tools, to research-based context-aware systems 
and tools to support mobile and location-based applications, highlighting the 
strengths, weaknesses and novel features of each.  
In response to this it has described the development of the ColourMaps system, 
a tool designed specifically to support the authoring and content requirements 
of mobile mixed-reality experiences, and giving examples of how each key 
feature of the ColourMaps system has been successfully used to support a 
critical aspect within our four experiences. It has shown how the ColourMaps 
system has supported collaborating artists in creating a rich narrative landscape 
for players to explore. 
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Finally, this chapter has summarised the unique innovations of ColourMaps, 
giving an overview of the complete system. It has reflected on how the 
DXWKRULQJ WRROV VKRXOG H[SORLW DQ DXWKRU¶V NQRZOHGJHRI IDPLOLDU WRROV WR FXW
out the technical team, and introduce support for rapid configuration and 
loading to increase productivity, alongside flexibility to support a wide range 
of functionality and types of content.  
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6 Tools to Support Orchestration 
6.1 Introduction 
Chapter 4 argued that orchestration is an essential aspect of mobile mixed-
reality experiences in that it provides the ability to mix pre-authored content 
with dynamic improvisation, and live performance with interactive play, and 
that this requires a general solution. This chapter argues that it is not sufficient 
to merely allow players to take part in an experience, and that support for 
orchestration should be a primary concern for experience creators. It 
demonstrates the development and use of a general orchestration framework 
that allows the various elements of an experience to function together as a 
coherent production. 
This chapter begins by examining elements of orchestration from a number of 
previous projects, in order to show how the orchestration of an experience by 
authors, performers, and sometimes participants themselves plays a critical role 
in its smooth and ongoing operation. It highlights key requirements, techniques 
and practices, but this also raises the question of what tools are required to 
orchestrate a mobile mixed-reality experience. 
In response to this, this chapter presents a framework of tools dedicated to 
supporting the orchestration of mobile mixed-reality experiences, based on the 
practical, real-world deployment of the four experiences described in chapter 3. 
These tools demonstrate the large number of orchestration functions that need 
to be supported in the day-to-day operation of an experience. 
Finally, this chapter summarises the key functions of the orchestration 
framework, and reflects on how it can influence future mobile mixed-reality 
experiences. 
6.2 Fundamentals of Orchestration 
(Laurel, 1991) proposes that computers should be considered to be a form of 
theatre, rather than tools for a particular application. She also argues that the 
focus of design should be on engaging users with content, rather than 
technology, and that behind-the-scenes activities are required, as in theatrical 
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SURGXFWLRQV WR PDQDJH DQG PDLQWDLQ SDUWLFLSDQWV¶ HQJDJHPHQW ZLWK DQ
experience. We can define orchestration as the art of guiding and shaping an 
experience as it unfolds, to ensure smooth operation and enjoyable, engaging 
and constant participation. 
With this in mind, this section describes how orchestration plays a key role in 
experiences and activities within a wide range of disciplines, from the 
dedicated monitoring of automated systems and behind-the-scenes 
management of performances, to player-managed orchestration in role-playing 
games through improvisation. The common factor in all of these examples is 
that orchestration needs to shape participation to adapt to shifting or 
unexpected needs, or to mould it on a case-by-case basis to ensure the most 
engaging experience. Orchestration may take a variety of forms; perhaps 
playing a fundamental role in the experience through improvisation or 
interpretation of a loose set of rules; ensuring that time critical events occur on 
time through monitoring and marshalling; moderation of a public environment 
through responding to shifting player behaviour and unexpected events. 
6.2.1 Role-Playing and Improvisation 
Improvisation is a fundamental aspect of many varieties of role-playing game ± 
table-top, face-to-face and to some extent modern online variations ± in order 
for players to shape their own participation to allow for greater engagement.  
Traditional table-top role-playing games, involving cards, figures or purely 
vocal in nature, involve a game master who orchestrates the game by 
describing the events that happen within the narrative of the game, based on the 
actions of each player. (Fine, 2002) describes the game master as follows: He 
is God in that he creates the world in which his players must survive; he 
maintains ultimate interpretive authority. The game master interprets the game 
rules, and acts as an arbitrator between the rules and the players. Importantly, 
the game rules only form the basis of the experience for the players, which are 
then interpreted and extended by the game master in order to create the 
experience proper; they improvise descriptions of what is happening to the 
players within the space loosely defined by the rules. In a table-top role-
playing game, this improvisation and operation is performed vocally by the 
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game master ± while in other disciplines it may be a behind-the-scenes action 
that is made visible in a different manner.  
Live-action role-playing, or LARP, involves players acting out their actions 
within the game in the physical realm, and is now often the focus of mobile 
mixed-reality experiences (Jonsson, Montola et al., 2006). Role-playing in this 
form can be thought of as being similar to improvisational theatre ± players act 
out their characters vocally and physically in response to a loosely defined 
script. As with conventional role-playing, a game master enables the game 
through the improvised interpretation of a narrative and basic rule-set, however 
players themselves are encouraged to remain in character as much as possible 
for a prolonged period of time, sometimes up to several days. During this time 
players continually interpret and improvise their own roles, acting out many 
concurrent scenes as part of a distributed narrative, in order to maximise all 
SOD\HUV¶HQJDJHPHQWZLWKWKHJDPH  
6.2.2 MUDs and MMORPGs 
MUDs, or Multi-User Dungeons, Domains or Dimensions, are network-
accessible, multi-pa rticipant, user -extensible virtual rea lities whose user 
interface is entirely textual (Curtis, 1997). MUDs combine elements of role-
playing and social chat in a shared environment of rooms, objects and none-
player-characters. MUDs are largely automated, with descriptions and events 
being generated for players based on an underlying system of rules and content 
database. As such, responses to actions such as arriving in a new room, or 
using an object, are determined by the system ± in this case the system acts as 
the game master. 
MUDs allow certain users to be raised to a privileged administrator role, 
known as a wizard or an immortal. Wizards are responsible for the 
management or orchestration of the system, administrating by creating and 
enforcing rules through moderation and potentially punishment. Wizards can 
manipulate the database and system that the MUD operates on, by creating new 
rooms, objects and behaviours, and placing them in the game for players to 
interact with. They can also add new system capabilities and rules, and make 
bug fixes. A newer variation of the MUD is the MOO, or MUD Object 
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Orientated, in which wizards perform object-orientated programming on the 
server itself whilst in-game, in order to add new functionality or content.  
Wizards in a MUD also have the power to monitor and manipulate game-play 
at the player level ± they can change the scores and attributes of individual 
players, and destroy or banish players from the system completely. Monitoring 
powers allow wizards to see what players type and what they see, as well a s to 
become invisible to normal players. As (Muramatsu and Ackerman, 1998) 
note, normal players are free to act and interact as they please, but only within 
the bounds specified by the wizards and the system.  
More recent online role-playing games such as World of Warcraft (Blizzard 
Entertainment, 2004), commonly known as MMORPGs or Massively 
Multiplayer Online Role-Playing Games, similarly employ a number of 
privileged game masters to monitor and moderate player behaviour. These 
game masters have access to a historical record of player chat, and again can 
make themselves visible or invisible in order to discreetly monitor player 
actions. Game masters monitor the game for signs of cheating or griefing ± 
deliberately disrupting the game for other players (Foo and Koivisto, 2004) ± 
and can respond by muting or restricting players. They can also manipulate 
certain aspects of the game as necessary, for example the giving or removing of 
objects, although they cannot add completely new content, as with MUDs.  
6.2.3 Static Mixed-Reality Performances 
Public performances and static mixed-reality installations often rely on 
dedicated behind-the-scenes production crews to manage and orchestrate an 
event. This approach is directly derived from more traditional media such as 
television and theatre, in which the crew are directly responsible for operating, 
monitoring and subsequent intervention in the production.  
Out of this World (Greenhalgh et al., 1999) was a performance in which 
professional actors and members of the public took part in a game-show within 
a virtual environment, which was then broadcast live to an audience in a 
theatre. The authors describe the key technical innovation of Out of this World 
to be the development of dedicated orchestration tools for the productio n, 
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which allowed the control of various aspects of the virtual environment, 
including scene and avatar changes, and the control of the virtual cameras that 
created the view seen by the audience. The tools were used by behind-the-
scenes staff to forcibly move participants to key positions in the virtual 
environment, to ensure that the show followed a tightly defined schedule.  
 
Figure 6-1: Orchestrating Avatar Farm 
Avatar Farm (Drozd et al., 2001) was a similar example of a mixed-reality 
performance, that this time was constructed around an improvised drama 
within a virtual environment and then broadcast, live, onto the web; involving 
four members of the public, seven professional actors and an extensive behind-
the-scenes production crew. The virtual environment was made up of four 
distinct, concurrently running virtual worlds inhabited by the players, who 
engaged in a partially scripted, partially improvised story that lasted for two 
hours. The story made extensive use of props and objects placed in the virtual 
environment as part of its narrative, and pre-recorded scenes were injected into 
the environment in a relatively complex temporal structure. The resulting story 
was then filmed from within the virtual environment by multiple virtual 
cameras, mixed and broadcast to the spectators viewing on the web.  
Director 
Stage-hands 
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As with Out of this World, Avatar Farm employed a number of behind-the-
scenes orchestration tools to allow the production team to act as stage-hands by 
manipulating the virtual environment in order to create aspects of the 
performance, shown in figure 6-1. Invisible to the viewing public, the 
production team opened and closed portals between worlds and arranged props 
and other in-game entities into the correct positions in response to instructions 
from the director, rather than relying on a large amount of pre-scripted content 
or automated behaviours. Other members of the production team controlled the 
invisible virtual cameras that are mixed into the live feed.  
The production of Avatar Farm was heavily socially rather than technologically 
mediated, in that the production crew and the director used their orchestration 
tools to create the unfolding narrative, which as an improvised story was not 
automatically maintained. Similarly, the professional performers in the virtual 
environment used improvised narrative in the context of the game, and in 
character, to explain away errors and mistakes on the part of the stage-hands, 
or unexpected occurrences. The performers also used these techniques to 
shepherd players into particular places for the ongoing story by using delaying 
or hurrying tactics, to which the production crew also had to respond. This 
required both the production crew and the performers to quickly react to 
unplanned or novel events in the performance, while still maintaining the 
engagement of the players and viewers. To this end, the supporting 
orchestration tools were required to not be restrictive; instead allowing scope 
for wide agency and improvisation. 
Desert Rain was a touring mixed-reality performance and installation that 
mixed a virtual environment with live performers (Koleva, Taylor et al., 2001). 
Six public players spent twenty minutes searching for human targets in the 
virtual environment - played by performers that step through a water curtain 
upon which the virtual environment was projected on in order to interact with 
the players. At the end of the twenty minutes, the players moved to a final 
physical room where the identities of their targets were revealed. As with Out 
of this World and Avatar Farm, Desert Rain relied on a behind-the-scenes 
production crew, as well as front-of-house performers, to manage the 
performance as much as it relied upon a complex technical architecture. A 
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steady throughput of players through the experience was maintained by making 
significant use of orchestration tools and efficient and constant management.  
 
Figure 6-2: Orchestrating Desert Rain behind-the-scenes 
Desert Rain highlights a number of key instances in which interaction with 
players was meticulously pre-planned and rehearsed, in order to be able to set 
and maintain expectations of what was happening during the performance ± the 
initial introduction to the experience, face-to- face interactions with performers 
through the water curtain, and being marshalled into the final room. Each of 
these instances was carefully managed to build a back-story to the 
performance, and to ensure that the correct timing of each aspect of the 
performance was met. 
Figure 6-2 shows the Desert Rain control room which, as with the previous 
performances, consisted of a number of dedicated orchestration tools. Players 
were monitored constantly; both through their actions in the physical space via 
video cameras and their movements and communication in the virtual 
environment. The production team had a number of strategies with which to 
respond to situations in which a player was not progressing through the 
experience or having difficulties ± interventions that were performed in such a 
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way as to maintain engagement. Players were given direct instructions via an 
audio link; invisible interventions involved a stage-hand overriding a pOD\HU¶V
movements without their knowledge if they were stuck; face-to-face 
interactions were used as a last resort to give practical advice to players. 
Expected problems and strategies to resolve them were planned and rehearsed 
by the production team beforehand. 
6.2.4 Control Rooms 
As a final note, control rooms provide many examples of practical 
orchestration, and form a central part of the operation of many disciplines in 
the way they support operators in monitoring and day-to-day work activities, as 
well as responding to unexpected occurrences. As we have seen, live mixed-
reality performances as well as more conventional television and theatre 
productions use behind-the-scenes control room technologies to manipulate the 
stage according to unfolding events or to  a pre-defined schedule. Control 
rooms are found in tube systems, traffic monitoring systems, air traffic control 
and the handling of emergency calls, amongst others. Although the specific 
details and requirements of these control rooms vary greatly depend ing on the 
particular application, they all support centralised orchestration systems for 
monitoring, intervention and trouble-shooting. 
Control rooms have often been studied in an attempt to understand the 
collaborative nature of human-computer interaction and computer supported 
cooperative work. However, studies have revealed that control rooms are only 
one part of a wider division of labour that includes supporting work that occurs 
outside of the control room, potentially in a mobile situation ± (Luff and Heath, 
1998) assert that understanding this mobility is critical to understanding 
collaboration in work. Similarly, (Suchman, 1995) proposes that while control 
rooms play a key role in the operation and orchestration of systems, there is 
also a need to develop a decentralised perspective that takes into account the 
perspective of mobile members of the team, and that the control room should 
not necessarily be considered to be the authoritative point of view.  
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6.2.5 Summary 
To summarise, this section has reviewed a number of projects that highlight 
fundamental principles of orchestration, and described how they are used and 
often required in order to operate particular applications. 
Examining role-playing, we have seen how improvisation plays a key role in 
keeping an experience engaging and interesting, by allowing the real- time 
interpretation and extension of a set of game rules by both the game-master and 
players themselves. The rules of the game are not rigidly enforced; instead they 
provide a framework that participants may use and adapt as they wish.  
MUDs and other online role-SOD\LQJ HQYLURQPHQWV VXJJHVW WKDW SOD\HUV¶
abilities need to be tempered ± that they should not be given complete freedom 
to be able to do what they want in the environment, and to completely define 
their own game. This is enforced by administrators who invisibly monitor and 
moderate the game, while also extending and refining it.  
Static mixed-reality performances rely on an extensive behind-the-scenes 
production effort, as with conventional television and theatre. Dedicated tools 
allow the production crew to manipulate the unfolding action as it happens, and 
this practice may form a substantial part of the experience. This is combined 
with planned and rehearsed interactions in order to maintain player engagement 
and expectations throughout.  
Finally, we have seen how control rooms provide centralised orchestration in a 
variety of disciplines. However, a control room forms only one part of 
collaborative orchestration work ± orchestration should also take into account 
the needs of mobile operatives outside of the control room.  
This section has described practices from a variety of, arguably, established 
disciplines that can be thought of as orchestration ± the applications presented 
fundamentally rely on these practices as part of their day-to-day operation. 
They raise the question of how orchestration should be supported in the 
emerging discipline of mobile mixed-reality experiences, which adopts many 
aspects of these disciplines; are there any existing techniques that should be 
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transferred or adopted, and what new orchestration tools and practices are 
needed? 
6.3 A Framework of Orchestration Tools 
Chapter 4 proposed that mobile mixed-reality experiences, especially those that 
cross into the domain of public performance, are a combination of pre-authored 
and improvised content, and performance and game play. Orchestration is 
therefore required to support these dynamic aspects of experiences. Similarly, 
the previous section has shown how orchestration is an important part of many 
applications. Rather than leaving participants to fend for themselves, and 
assuming that systems are operating correctly, dedicated tools and practices are 
required to support orchestration; to both operate and troubleshoot an 
application, while also enabling rich and engaging content.  
This chapter now presents a framework of orchestration tools that specifically 
targets mobile mixed-reality experiences. It draws out a comprehensive list of 
orchestration functionality, and shows how this can be supported within an 
experience. As defined in chapter 4, the framework views orchestration as one 
of the fundamental building blocks of a mobile mixed-reality experience, rather 
than as a supporting tool or add-on ± it shows how orchestration is used within 
and alongside the automated system and pre-authored content. It treats our 
mobile mixed-reality experiences as dynamic performances that require 
continuous and extensive behind-the-scenes production effort in order to 
operate smoothly and professionally. As with the ColourMaps system 
described in the previous chapter, the orchestration framework evolved 
iteratively over through its use as a fundamental part of the production of our 
four experiences, and these are drawn upon to provide real-world examples of 
the concepts presented within it.  
The orchestration framework supports a variety of orchestration functions that 
are used by the production crew both behind-the-scenes and for face-to-face 
interactions with players, via several independent software tools and supporting 
practices. It aims to manage each player's experience from beginning to end, 
whilst aiming for maximum engagement with minimal disruption. This 
includes managing and monitoring players and core systems, responding to key 
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events that will occur during the experience both as part of its mundane, 
planned operation and otherwise, and intervening both subtly and grossly. The 
framework aims to support the following high- level orchestration functions: 
z Monitoring: allowing the production crew to review what players are 
doing, what they have been doing in the past, and what they are likely 
to be doing next. This provides confirmation that the experience is 
working correctly, and allows appropriate decisions to be made as to 
whether any action needs to be taken.  
z Intervention: dynamically manipulating a player's experience on a 
number of levels, either face-to-face or behind-the-scenes to respond to 
problems as they occur. 
z Improvisation: supplementing a player's experience with personalised 
content performed live by a member of the production crew in order to 
engage a player with rich, reactive content or to rapidly prototype a 
range of game mechanics in a new experience. 
z Induction: managing the every-day work of players entering the 
experience; ensuring that they are introduced to the mechanics and 
technology of the experience, and also allowing the production crew to 
moderate and troubleshoot the experience and associated systems as 
players begin. 
z Distributed Orchestration and Shared Awareness : allowing 
orchestration to move beyond the control room. Each core aspect of a 
mobile mixed-reality experience is supported by dedicated production 
crew members, who work collaboratively to identify the changing 
needs of players and to react accordingly, either in the control room or 
on the streets. 
This section now describes how the orchestration framework supports each of 
these requirements in turn, highlighting particular functions within each high-
level requirement and demonstrating how each one has been developed and 
consequently used within one or more of our experiences. The next section will 
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then summarise these functions and reflect on the lessons learnt, showing how 
orchestration plays a useful and necessary role in a successful mobile mixed-
reality experience. 
6.3.1 Monitoring 
The first deployment of Can You See Me Now?, as the deployment of any of 
the experiences, did not include any dedicated support for orchestration. The 
connectivity of mobile players, the state and quality of their GPS position 
reports, and their interactions with online players were largely opaque to the 
control-room operators, and this information could be gleaned only with some 
difficulty by studying the command-line output from the various server 
processes. Failures or temporary outages, such as loss of connection, GPS 
signal or software issues were therefore difficult to diagnose from generic 
VWDWHPHQWV IURPSOD\HUVVXFKDVµ:K\FDQ¶W,FDWFKWKLVRQOLQHSOD\HU"¶DQGµ,
GRQ¶WVHHPWREHPRYLQJ¶  
Consequently, the orchestration framework begins in the control room; a 
critical element of the behind-the-scenes production of an experience. The 
orchestration of each experience begins with the continual and discreet 
PRQLWRULQJRISOD\HUV¶ LQWHUDFWLRQVZLWK WKHV\VWHPSDUWLFXODUO\ WKHWKUHHFRUH
aspects of a mobile mixed-reality experience: who is currently taking part in 
the experience and how they are connected to it; where they are in the mixed-
reality environment, both physical and online; and what they are experiencing 
LQ UHJDUGV WR WKH H[SHULHQFH¶V FRQWHQW7KHSURGXFWLRQ WHDP PXVW FRQWLQXDOO\
monitor these aspects of the experience for each player, and watch for 
particular failings or events regarding each one that may adversely affect the 
H[SHULHQFH IRU RQH RU PRUH SOD\HUV SOD\HUV¶ PRELOH GHYLFHV VKRXOG EH
connected to the system, they should be moving smoothly and within the 
designed time schedule, and they should be receiving the appropriate content. 
Disconnection, lack of movement or conversely extreme or erratic movement, 
being in the wrong place at the wrong time or receiving incorrect content are 
all indications that a player may be struggling and require that the production 
crew intervene to rectify the situation. Conversely, an absence of these serves 
as confirmation that everything is likely to be working appropriately. 
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Control room activity often revolves around a central management interface, 
which provides an immediate summary view of the experience from the point 
of view of the system, and also provides mechanisms for intervention that will 
be discussed in detail in a later section. The management interface sits in the 
centre of the run-time system, and subscribes to and displays incoming data 
IURP SOD\HUV¶ FOLHQWV DQG RWKHU VXSSRUWLQJ V\VWHPV DQG WR RXWJRLQJ GDWD
published by the game engine. This allows it to monitor and manipulate the 
flow of data through the underlying system, and if necessary allows multiple 
instances to operate concurrently. The management interface is modified 
cosmetically for each experience, although all versions implement this 
common core functionality. 
 
Figure 6-3: Monitoring components 
The management interface consists of multiple components for viewing the 
state of players taking part in the experience, and also for intervention. Figure 
6-3 shows the management interface as it was used during Uncle Roy All 
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Around You with monitoring components visible; the map component, 
experience overview component, player detail component and global message 
component. 
 Map: this component includes a map of the game area to show where 
players are, with the last known positions of all players indicated with 
icons that are updated as the player moves. Current state is indicated by 
the colour of a player's icon ± online players are shown in blue, while 
mobile players for whom the system is operating correctly are shown 
in green. Mobile players who are disconnected are orange, yellow if 
they are requesting assistance  and grey if they have run out of time 
but have yet to be officially signed-out of the experience. Thus, it is 
important to show status as well as location.  
 Experience overview: this component shows a list of players currently 
taking part in the experience, giving their name, a graphical indication 
of how long they have been playing for and which stage of the 
experience they are on. The solid green bar for each player in the 
overview gives a visual representation of time remaining; allowing 
the operator to view which players may be running out of time and may 
need assistance to hurry them to the end. The list also replicates the 
coloured icons of the map component. Selecting a player from the list 
highlights the player on the map, and brings up further information 
about that player's experience to date in the player detail component. 
Players currently taking part are always shown in the list whether their 
device is active and functioning or not ± they are added to this list when 
they register, and removed when they return at the end of the 
experience. 
 Player detail: this component gives in-depth information about the 
selected player, including numerical representations of connectivity and 
position, and specific information regarding their experience progress, 
such as how many clues they have received and how much time has 
been spent on the current stage. It also shows all messages that the 
player has received. 
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 Global messages: this component displays messages that are broadcast 
to all players, including public player chat and other global system 
messages. 
The combination of these components gives the experience operator a variety 
of views of the unfolding experience. Glancing at the experience overview 
gives an immediate view of how many players are in the experience, and the 
distribution of their progress and state. If, for example, all mobile players are 
shown as orange icons then the operator can infer that there may be a global 
connectivity problem and should check on the relevant system, whereas if just 
one player is disconnected the operator should potentially assist them. 
Similarly, the map component shows the physical distribution of players and 
alerts the operator if a player is heading towards the edge of the game area, or 
the area of the final end-game performance and they should intervene or alert 
other members of the production crew. Once the operator has identified a 
player who warrants closer attention or a response, they can monitor the player 
GHWDLOFRPSRQHQW IRUDFRQVWDQWO\XSGDWHGYLHZRI WKHSOD\HU¶VDFWLRQVDVWKH\
occur. 
The monitoring elements of the management interface therefore play an 
important role in orchestrating an experience ± to this end these were used in 
each one of our four experiences. At a high level they present an overview of 
SOD\HUV¶DFWLRQVZLWKLQ WKHV\VWHPDOORZLQJWKHRSHUDWRUWR LPPHGLDWHO\ VHH LI
the experience is grossly functioning. Next, the interface highlights those 
actions or events that are detrimental to the experience; disconnection, moving 
inappropriately or irregularly, running out of time or not receiving content, 
DOORZLQJ WKHRSHUDWRU WR GULOO GRZQ LQWR WKDW SOD\HU¶V H[SHULHQFH DQG PRQLWRU
them more closely to determine what, if any, intervention is required. 
6.3.2 Revealing History 
As we have seen, a key task for the control room production crew is to 
UHPRWHO\ PRQLWRU SOD\HUV¶ DFWLRQV ZLWKLQ WKH H[SHULHQFH DQG WKLV IRUPV WKH
basis of the orchestration process. However, it is not practical to expect the 
SURGXFWLRQFUHZWRFRQVWDQWO\PRQLWRUDOO DVSHFWVRIHYHU\SOD\HU¶VH[SHULHQFH
and we have seen in the previous section how the management interface 
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highlights players for whom problems have occurred or players who have 
requested help.  
The state of the experience revealed by the management interface is the current 
view, and often an operator will be examining a player after a problem has 
occurred in order to determine what has happened and what action to take, 
which will potentially involve finding the player and intervening in some way 
to get them back on track. Early experiences of Uncle Roy All Around You 
highlighted the difficulty of diagnosing a wide range of possibly concurrent but 
unrelated problems, using an interface that only reveals the current and 
constantly changing state of the experience. 7R SURSHUO\ MXGJH WKH SOD\HU¶V
situation the operator not only needs knowledge of this current state, which 
may be incomplete as far as the management interface is concerned due to 
potential disconnection or other factors ± the player may have moved or have 
incorrectly reported their position ± but also what the player was doing up to 
the time the problem was recognised or the player requested help. 
The management interface was consequently updated to respond to this 
requirement by providing a view not only of the current state of the players 
taking part in the experience, but additionally a historical view for each 
monitoring component. While it is common for text-based displays to show 
past messages, notably each monitoring component of the management 
interface also reveals an appropriate historical view of what it displayed 
previously, interleaved with the live display.  
z Connectivity: the experience overview component, shown close  up in 
figure 6-4, displays a historical record of when mobile player have been 
disconnected. For each player the green bar that indicates time 
remaining to complete the experience is combined with a graph that 
shows periods of network disconnection, with the width of each red 
bar representing how long the player was disconnected for. Short 
periods of disconnection are a regular occurrence when moving around 
the city and the player should generally be expected to reconnect 
without incident. However longer periods, such as those represented by 
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a wide red bar, indicate that something has gone wrong and the device 
is unable to reconnect, and this player warrants further attention.  
z Message history: the player detail component, also shown in figure 6-
4, maintains a historical list of all messages and content that the 
selected player has received ordered by time, alongside the detailed 
UHSUHVHQWDWLRQRI WKHSOD\HU¶V FXUUHQW VWDWH7KLV DOORZV DQRSHUDWRU WR
determine how the player has been interacting with the experience by 
reviewing recent entries; what communication they have had with other 
players or conversely if they have failed to respond to other players and 
whether they have repeatedly received a particular piece of content 
which may indicate that they are struggling to understand it. 
z Spatial trajectory: the final historical addition is to the map 
component, which now reveals where players have been alongside 
where they currently are, as shown in figure 6-5. When a player is 
connected, their icon on the map is green, and its position is updated 
when the player moves. When the player is disconnected, their icon is 
changed to orange and remains in their last known position, rather than 
being removed from the map, providing a record of where they were. 
When a player is selected, the map component displays a trail 
FRQQHFWLQJWKHSOD\HU¶VODVWPRYHPHQWXSGDWHV , showing where they 
have been. This historical movement trail allows an operator to see 
where a player is, whether they have been there for an amount of time ± 
shown by a compact trail ± or, if they are moving an indication of their 
speed and direction, potentially indicating where they might be 
headed. 
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Figure 6-4: Connectivity history, left, message history and details, right 
 
Figure 6-5: Revealing a mobile pOD\HU¶Vspatial trajectory 
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By reviewing the historical information displayed in the monitoring 
components alongside the current live view, the production crew can begin to 
build a more accurate picture of what is happening in the experience out on the 
streets. As has been described, this is used to respond to problems as they 
occur, in order to decide how to assist a player. However, this is conversely 
also used to periodically FKHFN WKDW D SOD\HU¶V H[SHULHQFH LV SURJUHVVLQJ
smoothly; that they are receiving content, moving regularly and disconnecting 
and reconnecting as expected. In the orchestration of Uncle Roy All Around 
You and I Like Frank, these historical additions were used heavily in order to 
estimate whether a confused player was having problems and to what extent, 
and in Savannah they were extended to allow players to see where they had 
been and what actions they had performed. 
6.3.3 Revealing Content 
The first deployment of Uncle Roy All Around You revealed control-room 
operators using their anecdotal knowledge of the authored content of the 
system in order to predict the actions of mobile players, for example by 
knowing the locations of the initial red targets in the experience, an operator 
often inferred where the route that they thought a mobile player was likely to 
follow upon leaving the starting venue. Similarly, operators were occasionally 
seen attempting to steer players who were lost by considering which content 
they would receive if they were sent in a certain direction.  
The final addition, then, to the monitoring components of the management 
interface was to reveal the content landscape that players inhabit and trigger 
during their experience. This completes the proGXFWLRQ FUHZ¶V FRQWURO URRP
YLHZRIDSOD\HU¶VH[SHULHQFHE\FRQWUDVWLQJZKDWWKH\DUH OLNHO\ WRH[SHULHQFH
and where they are likely or should go next with what they have already 
experienced. It allows the production crew to immediately view whether a 
player is deviating from an ideal route through the experience, and to judge 
whether they should intervene in order to shepherd the player into a particular 
area, or how to get back on track. The management interface therefore reveals 
the content of an experience spatially and temporally on the map component 
and the experience overview component.  
 152 
 Indicating temporal milestones: As described earlier, the experience 
overview component graphically shows how much time a player has 
left to complete the experience as a green bar. In Uncle Roy All Around 
You and I Like Frank, when this time has elapsed a player should have 
reached the end-game performance As all players start the experience at 
different times and proceed through the experience at different rates, it 
is important for the production crew to be aware of players who may be 
moving slowly and need extra assistance to reach this stage in time. To 
indicate that the player should be nearing this stage with five minutes 
remaining, the bar changes colour to alert the production crew that 
potentially the player should be hurried, otherwise they may run the risk 
of running out of time. 
 Map annotations: the map component is annotated with aspects of the 
content landscape as well as the physical environment, as shown in 
figure 6-6. Chapter 5 described how the ColourMap layers used to 
define the content landscape that players inhabit can be merged and 
exported as a single image for orchestration, retaining useful 
information of how players will take part in the experience. The image 
retains the physical map of the game area, but may also include where 
content regions are, start positions for mobile and online players, 
ideal routes through the experience and the GPS filtering map if this 
is used. It also marks key physical locations, such as the location 
mobile players are registered and the end-game performance. 
Using this information the control room operator can infer details about where 
a player is likely to be and what they should be experiencing in terms of 
experience content, even if the player is disconnected and this information is 
not directly or incorrectly reported to the system. This becomes useful when 
coordinating other members of the production crew in order to find a lost 
player, or to notify performers that the player may be approaching soon. For 
example in Uncle Roy All Around You and I Like Frank, knowing that a 
player is on the clue trail and was last seen moving along an ideal route leading 
to the office, the operator can alert performers to look out for the disconnected 
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player. Similarly, knowing which starting position a player has been assigned 
as they leave the venue, and where the position is on the map, the operator can 
inform other crew members where the best locations are from which to monitor 
the new player, and which direction they are most likely to have headed in. In 
Can You See Me Now?, the production crew can view whether start positions 
or the GPS filtering map are correctly defined.  
 
Figure 6-6: Revealing map annotations 
This depiction of the content landscape plays a fundamental role in the 
orchestration of Savannah. As described in chapter 3, the Savannah Den 
interface serves a dual purpose; allowing the experience operator, in this  case a 
teacher, to monitor and manipulate the experience while it is running, and 
secondly to reflect and review on the experience with the players after the 
event. It displays the current positions of players, combined with historical 
trails of their previous movements and where they have performed actions in 
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the experience. During the exploration periods of Savannah, players move 
around the physical game area receiving automated content based on their 
positions. Higher level game-play is performed manually by the operator by 
manipulating health and sending messages. By revealing the content on the 
map the operator can quickly see where players are and what content is around 
them, in order to manipulate the experience.  
 
Figure 6-7: Revealing how content has been explored in Savannah 
During the reflection period of Savannah, players review how much of the 
game area they have explored. This is revealed by the management interface, 
which shows those content areas of the ColourMap that the players have 
visited, while hiding those that have yet to be explored, as shown in figure 6-7. 
Based on this, players then revisit the game area to explore the remaining 
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areas, once again with the operator governing the game play. Similarly, by 
viewing how players are interacting with the content the production crew can 
modify the layout of the content for the next outing of the experience, as part of 
an ongoing development process.  
Revealing the content landscape of an experience aids an operator in 
orchestrating the experience by showing the content that a player is likely to 
receive, allowing them to judge how improvised content or impromptu 
interventions should be balanced with the displayed pre-authored content. 
Moving beyond just displaying a map of where players are physically, it allows 
operators to make assumptions about where they may be going or, as we have 
seen in Savannah, allows players themselves to decide where to go next. 
Combined with monitoring current events and the historical views of past 
events described in the previous section, an indication of where a player will be 
going and what they are expected to do in the future gives the production crew 
a powerful tool to monitor players, and to make judgments of how and when to 
LQWHUYHQHLQDSOD\HU¶VH[SHULHQFH  
6.3.4 Intervention 
As we have seen, a large proportion of each of our experiences revolves around 
automation, in that the player receives content based on pre-defined game 
rules, pre-authored content and scripted events within the system. This is 
tailored to how a player is expected to progress through the experience, and 
also aims to encompass a range of situations and scenarios such as moving off 
route, or operating while disconnected. However, chapter 4 proposes that a 
mobile mixed-reality experience requires the ability to mix pre-DXWKRUHG ³RQ-
UDLOV ´FRQWHQWZLWK OLYHSHUIRUPDQFH LQRUGHUWR UHVSRQG WRXQH[SHFWHGHYHQWV
in order to dynamically orchestrate the experience for the player. This was 
especially apparent during the first deployment of Uncle Roy All Around You, 
where the operators were regularly faced with scenarios in which the pre-
authored content of the experience was not sufficient to cope with a particular 
situation, and ultimately required gross human intervention ± for example 
physically directing a lost player, or quickly manually manipulating a new 
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device to the same state as one that had failed, but in full view of the player and 
potentially disrupting their experience.  
 
Figure 6-8: Intervention and message sending components for Uncle Roy All Around You 
A requirement, therefore, for the orchestration framework was that the 
automated system be malleable ± that the production crew can intervene in 
RUGHUWRRYHUULGHPRGLI\DQGVXSSOHPHQW WKHV\VWHPWRPDQLSXODWHDSOD\HU¶V
experience; bringing it back on track or responding to unforeseen events in a 
planned and organized manner within the context of the experience. Without 
mechanisms to intervene within the system as the experience unfolds, the 
production crew can only grossly intervene when something goes wrong, 
SRWHQWLDOO\GDPDJLQJDSOD\HU¶VHQJDJHPHQWZLWKWKHH[SHULHQFH  
Modify stage 
Send additional 
red markers 
Modify time 
remaining 
Choose a 
voice 
Hand-craft a 
message 
Reuse common 
messages 
Modify global 
settings 
 157 
In response to this requirement the management interface was modified to 
provide a second set of components that, sitting alongside the monitoring 
FRPSRQHQWVDOORZDQRSHUDWRUWRPRGLI\DOODVSHFWVRIWKHSOD\HU¶VH[SHULHQFH
E\ UHPRWHO\ PDQLSXODWLQJ WKH VWDWH RI WKH SOD\HU¶V JDPH-state and by 
supplementing or replacing automated content as they see fit. In relation to 
chapter 4, this shifts the experience away from being a completely pre-authored 
game by allowing the operator to inject additional unscripted content in order 
to respond to an individual p OD\HU¶V QHHGVRUFLUFXPVWDQFHV± analogous to the 
behind-the-scenes production of static performances described earlier. The 
management interface supports this with two intervention components as 
shown in figure 6-8. 
z Control panel: this component allows the operator to remotely change 
the system state of any players within the experience. If the selected 
player is connected these changes are immediately reflected on the 
player's device, or if they are disconnected when they reconnect. The 
functions made available by the component vary due to the differing 
requirements of each experience, but in general allow the operator to 
modify any aspect of a player's state within the system. In Uncle Roy 
All Around You and I Like Frank the operator can increase or decrease 
the amount of time the player has left, perhaps adding time that they 
have lost through hardware or software failures, or giving extra time to 
reach the final performance if they are very close. They can manually 
override the stage of the experience the player is currently on, perhaps 
if they are struggling to perform a required action themselves. They can 
also manipulate the target that the player is heading for, if they are 
moving in the wrong direction and it is easier for them to achieve a 
different one, or to indicate the correct direction. In Savannah, the 
operator can increase or decrease the player's health, causing a 
corresponding change on the player's device. Finally in Can You See 
Me Now? the operator can manipulate global variables that affect all 
players, such as whether the capture function is operational, or what the 
capture radius is. 
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z Messaging: this component allows the operator to send messages to 
one or all of the players using any of the PXOWLSOH ³YRLFHV´ of the 
system, and have them displayed to the players as if they had been sent 
by the system as usual. In this way the operator can perform many 
roles within the experience; to online players as an online player 
themselves, as the voice of the game ± Frank or Uncle Roy, or to all 
players as a game master acting in an administrative capacity. Most 
importantly, this component allows the operator to hand-craft 
messages to players that need particular and personal assistance, while 
lessening the risk of the player becoming disengaged from the 
experience by having the message displayed in the usual manner.  
These two intervention components give the production crew the ability to 
intervene technologically on two levels. The control panel component gives the 
RSHUDWRU D ³KDQGRI JRG ´ LQWHUIDFH that allows gratuitous intervention (Laurel, 
1991) by overriding the normal, planned operation of the system in a way that 
may potentially be obvious to the player and lessen engagement ± they might 
suddenly have more time than they did, or their device may display an altered 
interface. This would normally be used in response to similarly disruptive 
events, for example a player's device crashing. The messaging component is a 
more subtle, hidden mechanism for weaving in additional content ± an action 
that the player would preferably not be aware of thus maintaining engagement. 
Both of these components have been used extensively in all four of our 
experiences. 
6.3.5 Improvisation and Performance 
Chapter 4 proposes that mobile mixed-reality experiences should mix 
automated, pre-authored content with dynamic, improvised content, and 
participation through play with performance. This is a common feature in role-
playing games, as described earlier, although overly rigid or pre-scripted 
H[SHULHQFHV PD\ KDPSHU D SDUWLFLSDQW¶V VHQVH RI DXWRQRP\ ZKHUHDV DQ
experience with too little direction may result in a weak storyline or with 
participants not fully knowing how to take part ± as described in (Jonsson et 
al., 2007). 
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This section describes how the monitoring and intervention functionality 
provided by the management interface can be used in conjunction with pre-
authored content to support improvisation, where high- level game mechanics 
are performed by the production crew as part of the orchestration task as the 
experience progresses. This allows the operator to rapidly explore new 
techniques and immediately respond to player actions, which can then 
potentially be implemented as automated rules in later versions of the 
experience, allowing immediate play-testing through rapid prototyping. 
z Supplementing content: experiences such as Uncle Roy All Around 
You are based around a large amount of pre-authored content, however 
as we have seen in the previous section an ongoing orchestration task 
for the production crew is to perform additional content by 
manipulating a player's experience and sending additional messages, 
in order to steer the player when the system breaks down or where the 
pre-authored content is lacking. Similarly, in Can You See Me Now? 
the mechanics of the game are implemented as pre-authored game 
rules, however the performers continuously supplement the experience 
with improvised chat over the live audio stream, performing around 
failures or idiosyncrasies in the mobile technology in order to maintain 
an engaging experience for the players.  
z Rapidly prototyping content: a second approach is to use 
improvisation and performance as an alternative rather than an 
addition to pre-authored content. This involves mixing basic pre-
authored content with game rules that are improvised on-the-fly and 
performed live by the production crew. Manually operating WKH³UXOHV
HQJLQH ´ LQ WKLV ZD\ SURYLGHV WKH RSHUDWRU ZLWK PD[LPXP IOH[LELOLW\
when exploring new experience scenarios; what happens to players 
while they inhabit the underlying content terrain, the tasks they have to 
perform and their outcomes. 7KLV ³ORZ-WHFK ´ SURWRW\SLQJ LV XVHG DV D
tool to support participatory design. 
Savannah uses improvised performance to support rapid-prototyping of the 
experience, to discover which scenarios are the most engaging before they are 
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implemented as automated game rules. As a result it does not contain any high-
level game logic. As players move around the field their devices display 
sounds and images based on location, giving a general impression of the virtual 
Savannah by representing the sights, sounds and scents of various animals and 
WKHQDWXUHRI WKH WHUUDLQ(DFKSOD\HU¶VGHYLFHDOVRGLVSOD\V WKHLU ³KHDOWK´ ± a 
value that can be changed by the experience operator but which has no 
automated effect within the experience. The game-play in the experience is 
based on improvised text messages sent to players which are displayed on their 
devices, for example telling them the outcome of an action or movement with 
perhaps a resulting change in health, or instructing them what to do next.  
The Savannah management interface again implements the control panel and 
message sending components described previously. The operator can choose to 
select a message to one or more players at a time, and messages that have been 
sent are added to a drop-down list in the messaging component where they can 
be selected and sent again if required. The map component again continually 
shows where players are, again with historical trails showing where they have 
been, and where they have performed actions such as attacking or scenting ± 
this allows the operator to immediately respond to player actions.  
During Savannah, the operator uses the management interface to improvise 
scenarios for players out on the field, and to respond to the content regions they 
occupy. For example, in Savannah the edges of the game area are seen as 
hazards that can harm the players and reduce health, so as to force the pla yers 
back towards the central playing area. This scenario is achieved by sending 
players in this area a message saying that they are in a dangerous area and if 
they remain in this area the operator decrements their health, sending them a 
message to explain why. However, if the operator believed that the player has 
accidentally strayed into this area, they may choose to be lenient and not alter 
health. Other scenarios are constructed by the operator in order to stimulate 
exploration or to pose a specific challenge; for example by informing players 
that they are thirsty and need to find water and gradually decreasing health 
until they do. The location-based content merely suggests what may occur, for 
example that the players are in an area where elephants may be ± it is up to the 
operator to create the scenario of a particular elephant, and then respond to the 
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SOD\HUV¶ SRVVLEOH DWWDFNV ZLWK GHVFULSWLYH PHVVDJHV GHWDLOLQJ WKH UHDVRQV IRU
success or failure and appropriate change in health.  
This section shows how an operator can use the management interface to act as 
a game master to improvise an experience, as in a role-playing game. It 
provides a feedback loop that allows the operator to perform a rich and reactive 
experience to players from the control room, in which players respond to the 
RSHUDWRU¶V VFHQDULRV DQG WKH RSHUDWRU UHVSRQGV WR WKH SOD\HUV¶ DFWLRQV
Although these techniques are not immediately scalable to many players, they 
provide valuable insights into the early stages of the design of the experience, 
without being hampered by having to hard-code it before being able to test it. 
They also free the operator from the constraints of a completely automated 
experience, providing a balance between pre-authored and improvised content, 
and performance and play as defined in chapter 4. 
6.3.6 Inducting Mobile Players 
So far we have been concerned with the orchestration of an ongoing experience 
± the behind-the-scenes production of the experiences that involves managing 
players as they progress. As public performances, the next challenge for 
orchestrating a mobile mixed-reality experience is managing the entry of 
mobile players into the experience for a number of reasons: 
 Tickets and timeliness: public experiences may involve a player 
purchasing a ticket to take part at a certain time, and as a result the time 
they should have to wait before beginning should be minimised. 
 Limited resources: a limited number of mobile devices, or set 
performance pieces in the experiences that ideally only involve one 
player, set an upper limit on the number of players who can take part at 
any one time. Delays in a player starting on the experience quickly 
introduce knock-on delays for future players.  
 Introductory briefing: the experience may involve players being 
briefed in how to use the technology, safety advice and an overview of 
 162 
how to play so that they can begin confidently without losing any of 
their allocated time. 
 Minimising disruption: ensuring that all aspects of the system are 
ready to receive the player, and that any failures  are noted and fixed 
quickly in order to minimise any potential loss of confidence in the 
experience. 
z Maximising engagement: the experience begins for the player even 
before they have exited the venue onto the streets with their mobile 
device. As the first point of interaction with the experience, any 
introduction has to carefully manage player expectations in order to 
maximise engagement. 
The orchestration framework responds to this requirement by introducing a 
procedure that manages mobile players up to and including the time that they 
step out onto the streets, viewing it as critical as the rest of the experience. This 
first point of interaction with the player is theatrically referred to as front of 
house. The induction process attempts to combine the system requirements of 
successfully and repeatedly registering and logging players into the experience 
with the performance requirements of introducing players to the experience, 
and providing support and monitoring as the player leaves the venue.  
The induction process is used to support the front of house process in Uncle 
Roy All Around You and I Like Frank, both of which require a steady flow of 
players through the experience. A similar approach is taken in Can You See 
Me Now? - although the experience did not involve public mobile players, the 
street performers require a rehearsed and established process to ensure that 
everything was working before the experience opens, so that the performance 
can begin on time and any technology failures are hidden from public players. 
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Figure 6-9: Induction process 
Figure 6-9 shows how the induction process is split into a number of functions: 
 Data capture : front of house staff capture two different kinds of data, 
that which is used as part of the experience such as the player's name 
and photograph, and that which can be used to aid orchestration such 
as the player's description and any special requirements that other 
members of the production crew should be aware of. The fact that a 
new player has successfully entered the experience is announced to the 
rest of the production crew. 
 Registration and login: a unique ID is created to identify the player 
within the system, which is used to connect and login the player on a 
fresh device. The control-room confirms that the device is connected 
and that it is ready for the player to use.  
 Player Induction: front-of-house staff brief the player, introducing the 
player to the experience and demonstrating how the technology is used 
using a dedicated demonstration device. The player is escorted to the 
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exit and shown which direction to head off in. They are prompted to 
perform a series of introductory tasks using the mobile device to teach 
them the basic skills that they will need to use throughout the 
experience. 
 
Figure 6-10: Capturing player data for orchestration 
A front of house performer uses a terminal with a web browser to perform the 
registration and data capture tasks. A web interface creates a new profile for 
the player in the system, and the performer uploads a photograph of the player 
and enters their name and a short description of what they are wearing and 
other distinguishing features, to be used to identify the player visually on the 
streets, as shown in figure 6-10. Once the profile has been created the player is 
active within the system, and as such can be seen on the management interface 
until the player is logged out again using the same interface at  the end of the 
experience. 
The performer next prepares the mobile device that the player will use and logs 
it into the system. The devices are all installed with an identical software 
image, allowing a device to be immediately replaced with another if it fails. On 
creating a new player profile, the registration web interface generates a five-
digit, non-sequential unique ID that is used to identify the player throughout 
the system. Non-sequential numbers are used to make it easier to distinguish 
between the numbers in any of the interfaces, and all of the generated numbers 
are wholly divisible by 91, which is used as a simple checksum to prevent 
HUURUV LQHQWHULQJ7KHSHUIRUPHUHQWHUV WKHSOD\HU¶V ,' LQWR WKHGHYLFHZKLFK
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then attempts to connect to the system. The ID associates connections from the 
particular device with the player, and if the device fails at any point the 
SOD\HU¶V ,'FDQEH HQWHUHG LQWR D VHFRQGGHYLFH DQG WKHSOD\HU FDQ FRQWLQXH
The performer and the control room operator collaborate to monitor this 
process, to ensure that the player and the device have successfully registered 
and connected and are ready to begin.  
 
Figure 6-11: Preparing the device, left, while players are briefed, right 
While registration is taking place, a second performer introduces the player to 
the experience, giving a short, rehearsed script of the main tasks in the 
experience and what the player will have to do, as shown in figure 6-11. They 
introduce the player to the fundamentals of the mobile technology using the 
demonstration device, indicating how to use the map, how to report their 
position and how to get help if things go wrong. The player has a chance to ask 
questions, although the script is designed to give them enough information that 
they can confidently begin the experience.  
Once the registration and briefing has been completed, and the control room 
KDV FRQILUPHG WKDW WKHSOD\HU¶V GHYLFH LV UHDG\ WRJR WKHGHYLFH LV KDQGHG WR
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the player. The player is escorted to the exit of the venue, and the performer 
indicates the direction to take as they begin the experience. The first stage of 
the experience for mobile players is deliberately designed to build upon the 
initial introduction at front of house, teaching each new player the basics of 
interaction with the system, during which time they are monitored by the 
production team. Indicating the direction to take initially helps the player to 
take their first steps with the device, and from then on a series of timed 
LQVWUXFWLRQV KHOSV WKH SOD\HU WR WU\ RXW WKH GHYLFH¶V IXQFWLRQV ZKLOH PRYLQJ
towards a location explicitly marked on the map ± recording an audio message, 
reading messages from the system. Once this stage is completed the experience 
properly begins; the mobile player is revealed in the online environment and 
enters the main clue trail.  
The induction process provides a structured mechanism for introducing players 
to the experience in a timely and repeatable manner, and it proved to be 
essential in the continuous operation of the experiences. It benefits the 
orchestration task by enabling a regular flow of players into the experience, 
collecting data that can be used throughout the experience and gives the 
production crew the opportunity to notice difficulties early on. 
6.3.7 Inducting Online Players 
Our mobile mixed-reality experiences require a balanced ratio of online players 
to mobile players. The number of mobile players is often limited by the number 
of devices available, or the number of performers and how many players they 
can support at any one time. Similarly, there is a minimum and maximum 
number of online players taking part to ensure the best experience for both 
groups. This is especially true if, as with our four experiences, fundamental 
elements of the experience revolve around personal interactions between 
members of both groups of players.  
The absolute maximum number of online players is obviously limited by the 
software capability and bandwidth of the system as a whole, although there is 
also an experience specific ideal maximum. The number of online players 
attempting to take part in the experience at any given time is also largely 
unpredictable and may fluctuate wildly, depending on how much publicity the 
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experience has had, and also based on the fact that players may log in from any 
part of the world and from a variety of time zones. Whilst access to the mobile 
experience can be regulated by tickets sales by the hosting venue, too few 
online players may make for an unsatisfying experience for mobile players, and 
too many online players may leave some not able to join. The next requirement 
for the orchestration framework, then, is to manage and regulate the flow of 
online players into the experience.  
The orchestration framework presents a reusable queuing system for online 
players, while to some extent mirrors the philosophy of the front-of-house 
induction process ± to allow prepare players for entry into the experience by 
supporting the following functions: 
 Accumulating players: allowing online players to accumulate before 
the experience begins while the production crew is making final 
preparations, so that when the experience does start there is a pool of 
online players for mobile players to interact with straight away.  
 Limiting numbers: maintaining the desired ratio of online to 
mobile players, while also limiting the number of online players to 
within the tolerances of the system. 
 Restricting access: providing a structured mechanism for stopping 
players from entering the experience in the case of technical problems 
while maintaining their connections, rather than refusing connections 
which would imply that the experience had suffered severe failures.  
 Moderating access: preferential access allows selected online players 
to begin the experience ahead of others. Conversely it allows fair 
access through a natural turnaround of available slots in the experience, 
so that all players in the queue are able to play.  
To join the experience, online players visit the associated website. Around 
fifteen minutes before the experience is due to begin the website is updated, 
allowing players to download and activate the browser-based online client, 
which connects to the queue. The queuing system is implemented as a server to 
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which the online client connects, and which maintains an ordered list of 
connected clients waiting to join the experience, with the first to connect being 
the next to join. Regular updates are sent to all connected clients indicating 
their place in the queue, so that each client can display an estimate of how the 
long the player will have to wait before joining.  
The server monitors data published by the game engine that indicates whether 
the experience is open or not, how many online players are currently in the 
experience and what the maximum number of players is. This data may be 
dynamically updated by the operator at any point during the experience and the 
queuing system reacts to it by allowing players to join or restricting their entry. 
Once there is a slot available in the experience, the queuing system sends the 
online client at the head of the queue the address of the main online game 
server; allowing the online player to disconnect from the queue and connect to 
the main server, thus joining the experience.  
A simple interface displays the name and IP address of connected clients, and 
DOORZVVHOHFWHGSOD\HUVWREH ³XSJUDGHG ´DQGHQWHUWKHH[SHULHQFHHYHQ LI LW LV
full or technically closed. This allows operators to test the experience before it 
is fully opened, or to allow local visitors to take part ahead of other online 
players. Conversely, the interface allows an operator to kick online players 
from the queue by dropping their connections, or even to permanently ban the 
IP addresses of online players who persistently cause problems in the 
experience ± stopping them from connecting to the experience at all. At the end 
of the experience - for example after the online player has been caught in Can 
<RX6HH0H1RZ"WKHSOD\HU¶VRQOLQHFOLHQW LVGLVFRQQHFWHG IURPWKH VHUYHU
and they are redirected WR WKH H[SHULHQFH¶V ZHE-page. They are welcome to 
play again, but must join the back of the queue as before ± ensuring a constant 
turnover of new online players.  
The queuing system has been used to regulate the many thousands of online 
players taking part in Can You See Me Now?, Uncle Roy All Around You and 
I Like Frank. In this way, the online queuing system supports the experiences 
as performances ± players to wait for the experience to begin, and how many 
players can concurrently take part is regulated in order to produce the best 
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experience for both groups of players. At the same time, it provides a 
mechanism for the production crew to orchestrate the online game as the need 
arises. 
6.3.8 Distributed Orchestration and Shared Awareness 
So far we have largely focused on applications, processes and techniques for 
the control room that support the orchestration of mobile mixed-reality 
experiences. These mechanisms allow the behind-the-scenes production crew 
to operate within the bounds of the system to orchestrate player actions through 
monitoring, intervention and improvisation. However, this only accounts for 
half of a mobile mixed-reality experience. Mobile mixed-reality experiences 
place players on the streets; the majority of their actions occur in the physical 
environment and fall outside of the controlled scope of the mobile device and 
supporting automated systems.  
Consequently, the control room remains largely unaware of what mobile 
players are actually experiencing ± has a player stopped moving because they 
are confused and do not know where to go next, or are they just waiting to 
cross a road? In Uncle Roy All Around You, the mobile device may have 
instructed a player to leave the office and head towards the limousine, but have 
they actually done so? The management interface cannot tell the operator if a 
player is disconnected but continuing with the experience while their device 
attempts to reconnect, or if it has crashed and they are standing still not 
knowing how to proceed. Similarly, the control room operator cannot remotely 
reset a device or reconnect a disconnected network connection ± they can only 
intervene within the scope of the operating system. While in an experience 
such as Can You See Me Now?, in which mobile players are professionals who 
perform for an online audience, mobile players can exploit this ambiguity to 
create a rich experience, for a public mobile player these circumstances can 
potentially be problematic. 
Based on these regularly occurring events in early experiences, the 
orchestration framework was modified to respond to this by considering the 
control room as only one part of a combined orchestration effort. Just as a 
mobile mixed-UHDOLW\H[SHULHQFHUHYROYHVDURXQGSOD\HUV¶DFWLRQVRQWKHVWUHHWV
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and simultaneously within a virtual environment, orchestration takes place 
virtually ± within the system via the control room ± and on the streets via 
members of the production crew distributed deliberately throughout the 
physical environment as street performers. The orchestration task is distributed 
between the control room and the street performers; mirroring the control room 
PDQDJHPHQW LQWHUIDFH E\ PRQLWRULQJ DQG LQWHUYHQLQJ LQ PRELOH SOD\HUV¶
experiences in the physical environment by discretely watching players and 
with face-to-face interventions if necessary. 
This distributed orchestration evolved from an informal practice to a defined 
strategy that included all members of the production crew, monitoring players 
from their respective points of view, and then broadcasting this informatio n to 
other members in order to collaborate to create a combined perspective of what 
players are actually doing, both on the streets and within the system. This 
shared awareness is then drawn upon in order to make a decision as to whether 
any action, such as intervention, is required, and if so which member of the 
crew is best situated to perform it. Distributed, collaborative orchestration work 
serves to glue the potentially disparate elements of the experiences together, 
from the initial induction of players, trouble-shooting unexpected events and 
managing players through the final performance, and general monitoring to 
make sure everything is running smoothly from all points of view.  
Practically, the orchestration framework supports distributed orchestration and 
shared awareness by implementing the following functions: 
 Constant communication: each member of the production crew 
continually listens to a shared walkie-talkie channel for information 
that may affect their particular role, and also broadcasts information 
regarding their activities or sightings of players.  
 Shared map references: each member of the production crew is 
equipped with a map showing the game area overlaid with a grid-
reference scheme, allowing them to quickly report their own position 
or that of a player, and conversely to pin-point positions reported by 
other members of the crew. 
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 Mobile street performers: the team of street performers is spread 
across key vantage points in the game area in order to both covertly 
monitor players and relay this information to the rest of the production 
crew, and to perform face-to-face interventions if necessary. 
 Shared database access: the control room, front of house and the street 
performers all have access to the database  of player descriptions and 
photographs captured during the induction process via a web- interface. 
Street performers can access the interface while on the streets using a 
PDA in order to aid in the identification of specific players . 
The use of distributed orchestration is a core task in the day-to-day work of 
operating both Uncle Roy All Around You and I Like Frank. It allows the 
production crew to directly contrast the actions of players on the streets with 
their actions within the system as viewed in the control room, in order to 
expose potential problems or just to confirm that a player is in fact progressing 
as they should. This can be seen from the following walkie-talkie dialogue 
between a street performer roaming the streets and the control room during 
Uncle Roy All Around You: 
RunQHU 2. MXVW WRZDUQ HYHU\RQHWKHUH¶V JX\V MXVW DURXQG
WKHHGJHRI&KLQD7RZQRQH¶VJRWDSRQ\WDLODQGWKH\¶UHUHDOO\
legging it to try and get to the office by the look of it. 
The controller selects the descriptions list, searching for the 
player descr ibed. He looks at photos of 2 players and selects 
one for a closer look then closes the photo. 
&RQWUROURRP2.WKDW¶V-RKQQ\DQG)UDQFLV7KH\¶YHERWKJRW
WLPHOHIW7KH\¶YHJRWOLNHPLQXWHV 
5XQQHU2K\HDKEXWWKH\¶UHUHDOO\UHDOO\VSULQWLQJ  
The above shows how the street performer recognises unusual player behaviour 
± two mobile players running. Listening in, the control room operator checks 
how long they have left and realises that further intervention is not required as 
they have plenty of time based on where they are. Notably, a street performer 
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failing to spot a mobile player in the area that they have been described as 
being in by the control room is just as important as spotting a player ± the 
runner can alert the control room that the player is missing, and the two can 
then collaborate to see if there is a problem. 
6WUHHW SHUIRUPHUV PD\ LQWHUYHQH LQ D PRELOH SOD\HU¶V H[SHULHQFH LI WKH\ DUH
either having technical difficulties that cannot be resolved remotely, or 
interpretive difficulties where they are unable to relate the pre-authored content 
of the experience to their current physical environment. In these cases the 
performer liaises with other members of the production crew to confirm the 
SOD\HU¶V LGHQWLW\ DQG WR LGHQWLI\ZKDW DVVLVWDQFH they need before intervening 
face-to-face, perhaps by resetting their device to restart the client, or just by 
pointing them in the right direction. Finally, both the performer and the control 
room confirm that the player is back on track. In the dialogue below, the 
control room operator is informing a street performer of a technical fault that a 
player is experiencing, and that their device needs to be restarted: 
&RQWURO<HVKLV3'$MXVWQHHGVUHVHWWLQJ+H¶VFRQQHFWHGEXW
LWGRHVQ¶WWKLQNLWLVVRKHFDQ¶WVHQGDXGLR+H¶VD\RXQJPDOH
KH¶VJRWVKRUWEURZQKDLUGDUNEOXHFRDWDQGEOXHMHDQV 
&DLWOLQ,VKHDWWKHSKRQHER[WKDW¶VWKHUH" 
Control: Yep. I told him to wait at the phonebox. He just needs 
the PDA resetting. 
Caitlin: Caitlin to control, can you confirm that Craig is now 
connected and in the game? 
&RQWURO ORRNV DW FRQQHFWLYLW\ LQWHUIDFH &UDLJ¶V SOD\HU LFRQ LV
highlighted orange and disconnection is visible 
&RQWURO +H¶V QRW FRQQHFWHG DW WKH PRPHQW 0DNH VXUH KH¶V
connected. 
&DLWOLQ ,¶YHMXVW SXW&UDLJEDFNLQWKHJDPH+H¶VRQWKHFOXH
trail heading for the (inaudible). 
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&RQWURO ORRNV DW &UDLJ¶V FRQQHFWLYLW\ DQG FDQ VHH WKDW KH LV
connected 
In this way the control room and the performer collaborate in order to fix the 
problem, and to make sure that the player is ready to continue before sending 
them on their way. 
As we saw earlier, front-of-house performers and the control room operator 
collaborate to ensure that each new mobile player is registered correctly, and 
their device has connected to the network in order to begin the experience. 
Using the management interface, the control room operator has a system-
centric view as to whether the device is ready to go, and this information is 
broadcast over the walkie-talkie channel. Similarly, if there are any delays in 
the induction process, they are broadcast by the front-of-house performers, and 
they and the control room will work together to resolve them. Front-of-house 
announces that a new player has left the building, and the control-room 
announces in which direction the pre-authored content will send them. This 
alerts the street performers, particularly those in the vicinity of the venue, to be 
on the look out for the new player and to watch to make sure they are heading 
confidently in the right direction, or if they look like they are struggling. A 
similar process is in place to recognise players as they approach the end of the 
experience. 
This constant, distributed orchestration of the experience enables the 
production crew to respond when things do not go according to plan; street 
based monitoring is critical if players are not to be stranded through 
technological or interpretive failings. However, it also allows the production 
team to blend face-to-face interventions into the experience by responding 
TXLFNO\ DQG FRQILGHQWO\ VR DV WR PLQLPLVH DQ\ GLVUXSWLRQ RI D SOD\HU¶V
engagement. 
6.4 Summary of Orchestration Functions and Tools 
This section now summarises the key functions and tools of the orchestration 
framework, reflecting on its role in supporting our four experiences and 
considering general lessons that can be learnt from the framework.  
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6.4.1 Functions and Tools 
The orchestration framework encompasses a set of principles that the 
production crew employ in order to operate each experience, consisting of 
supporting tools, strategies and processes rather than one monolithic 
application. Figure 6-12 shows the union of functions that are involved in 
orchestrating a particular experience, and although each experience has a 
different implementation of the orchestration framework, and not all of the 
detailed functions may be applicable or relevant to all experiences, the 
experiences all make use of each high level function.  
Monitoring the ongoing experience is a core requirement of orchestration, and 
all four of our experiences require this. The orchestration framework supports 
monitoring via a control room management interface that allows the production 
crew to monitor multiple aspects of the experience: 
 Monitoring the present: a variety of components within the 
management interface allow the operator to immediately view the 
current state of the experience, to judge whether it is functioning, if 
particular players need closer attention and the distribution of players 
across multiple aspects of the experience. A map displays each player's 
last known position in the mixed-reality environment. The experience 
overview shows a list of all players, how much time they have 
remaining, their current state, for example whether they are connected 
(Uncle Roy All Around You) or attacking (Savannah). The player 
detail view reveals more detail about the state of a specified player.  
 Revealing history: each component within the management interface 
displays a historical record of what players have been doing, to allow 
an operator to make a judgement as to whether a player is repeatedly 
having difficulties, or to reflect on exactly how players have been 
taking part in the experience. This includes where they have been via 
their spatial trajectory, when they have been disconnected and for 
how long via the connectivity graph, and what content they have been 
receiving, via the message history. 
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Figure 6-12: Summary of orchestration functions 
 Revealing content: The content landscape that players inhabit is 
revealed throughout the management interface, including key temporal 
milestones and map annotations. This allows the operator to 
Control Room 
Monitoring 
Performance 
Monitoring 
Reveal History 
Reveal Content 
Map and Positions 
Player Overview 
Player Detail 
Spatial Trajectory 
Connectivity Graph 
Message History 
Content Landscape 
Map Annotations 
Temporal Milestones 
Intervention 
Improvisation 
Distributed Orchestration 
Control Panel 
Message Creation 
Supplement Content 
Prototype Content 
Shared Map 
Face-to-face interventions 
Constant Communication 
Shared Database Access 
Mobile Induction 
Online Induction 
Registration and Checking 
Data Capture 
Demo Device and Briefing 
Introductory Tasks 
Accumulate Players 
Limit Numbers 
Moderate Access 
Induction 
 176 
potentially direct players to areas that they have yet to explore but plan 
to (Savannah), or give an indication of likely routes through the content 
that a player is likely to take (Uncle Roy All Around You and I Like 
Frank). This also allows the operator to make judgements about where a 
player is likely to have moved to if they are disconnected and this 
information is not directly available, or where a player should be at a 
given point in the experience in terms of both position and progress.  
The orchestration framework supports the production crew in intervening and 
improvising in order to perform elements of an experience, to respond to 
unexpected events, tailor it to a specific player's needs, or to add additional, 
dynamic content. Each of our four experiences involves performance as part of 
the orchestration process: 
 Intervention: The intervention components of the management 
LQWHUIDFH DOORZ WKH FRQWURO URRP RSHUDWRU WR PDQLSXODWH D SOD\HU¶V
experience, within the supported context of the system. This involves 
overriding or altering automated functionality and content using the  
control panel, for example by adding extra time or changing the stage 
of the experience a player is on, or sending additional messages using 
the messaging component DV LI IURPDQ\RI WKH H[SHULHQFH¶V YRLFHV
the automated system or other players.  
 Improvisation: The monitoring and intervention functions allow the 
operator to supplement existing content and prototype additional 
content. As a tool for rapidly prototyping game new game mechanics 
and exploring new scenarios, the operator can improvise new game-
play, rules and content on the fly before it is implemented as an 
automated system, as seen in Savannah. The operator can also respond 
to a player's actions, sending additional messages, performing around 
failures and manipulating the experience in general, as seen in Uncle 
Roy All Around You. 
 Distributed orchestration: orchestration moves out of the control 
room through the use of dedicated street performers. Constant 
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communication ensures that all members of the production crew are 
aware of where players are, what they are doing and when critical 
events occur. A shared map and player information database  allow 
performers to recognise players in the streets, and face-to-face 
interventions help to minimise loss of a player's engagement if 
something goes wrong. 
Finally, experiences that involve a constant flow of public players taking part 
require support from the orchestration framework in order to manage entry. 
This is a core requirement for mobile and online players in Uncle Roy All 
Around You and I Like Frank, and for online players in Can You See Me 
Now?: 
 Induction of mobile players: mobile players are inducted into the 
experience during a registration process that both introduce players to 
the experience and to the technology. Registration and login ensures 
that the system is operating correctly before players begin in order to 
maximise engagement and minimise delays. Data capture provides 
profile information for both the system and for future orchestration 
purposes. Demonstration ensures that players are confident in the use 
of the technology, and introductory tasks gently introduce players to 
the experience. 
 Inducting online players: online players enter the experience via a 
dedicated queuing system that allows an operator to manage the 
potentially variable flow of online players entering the experience. 
Online players accumulate in the queue before the experience begins, 
and numbers can be restricted to ensure an appropriate balance of 
online to mobile players is maintained. 
6.4.2 Broader Reflections 
The orchestration framework deliberately provides more than an interface for 
monitoring the technology of a mobile mixed-reality experience; it provides a 
variety of tools that support the combination of pre-authored content and pre-
defined game mechanics with the dynamic performance that is required to 
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RSHUDWHDQH[SHULHQFH ³LQ WKHZLOG´7KHVLJQLILFDQFHRI WKHRUFKHVWUDWLRQWDVN
and the solutions provided by the orchestration framework have been 
demonstrated through the successful deployment of our four experiences to a 
large number of members of the public, and through the variety of challenges 
that this has raised. This section now concludes by reflecting on the lessons 
that can be learnt from the orchestration framework, and identifies common 
solutions that can be used by other authors of mobile mixed-reality experiences 
and in the wider field. 
Design for performance : mobile mixed-reality experiences should combine 
pre-authored content and live performance, and orchestration should be 
carefully considered to support this from the outset. While this places 
additional demands on the production crew, if large numbers of players are to 
take part in an experience each of its elements should be repeatable and 
sustainable, including those elements in which the production crew intervene to 
manipulate the experience for a particular player.  
Perform around failures: regardless of how sophisticated pre-authored 
content may be, the production crew should, through orchestration, be able to 
adapt the experience in response to unforeseen situations, technology failures 
and a variety of player behaviours. With a large number of players, network 
disconnection, application crashes or misinterpretation of content should all be 
regarded as inevitable, and as such orchestration should allow the production 
crew to respond in the context of the experience as much as possible, so as to 
minimise loss of engagement for the player. To this end, orchestration must 
support the modification of existing content and game mechanics, and the 
seamless addition of new, improvised content.  
Reveal more than just the map: many control systems and game 
management interfaces support orchestration by displaying where players are 
using a map. However, mobile mixed-reality experiences are fundamentally 
much more than just where players are in the city - orchestration should reveal 
what players are actually doing, what they have done and what they are likely 
to do next. Orchestration should attempt to reveal the bigger picture, by 
showing where players are in relation to key content elements, how they have 
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been interacting with other players and their physical actions through direct 
observation. 
Experiences begin and end: while considerable effort may be expended in 
realising the core mechanics of an experience for an individual player, authors 
must also consider the experience as a complete production that many players 
take part in, and as such orchestration should plan how players enter and leave 
the experience ± an experience that begins as soon as players arrive at the 
venue, both mobile and online. It is important to both introduce the system and 
technology to players through briefings, demonstrations and introductory tasks, 
and to introduce the players to the system through data capture, sanity checking 
and ensuring that all systems and performers are ready to receive the new 
player. 
Players are mobile: while a large number of orchestration tasks can be 
performed from the control room, it is important to remember that mobile 
mixed-reality experiences take place on the streets of the city as well as within 
the mixed-reality environment. Events that occur outside of the immediate 
scope of the system, such as software or connectivity failures will, similarly, be 
largely outside of a control room operator's point of view. Gross physical 
actions, as well as the finer points of a player's behaviour, may be unobservable 
from this view point. Orchestration should be planned to take place in the same 
domain as the players ± on the streets through physical monitoring and face-to-
face interventions. A possible extension of this practice is to use other remote 
monitoring methods, such as CCTV, or to piggy-back on to existing web-
camera feeds, such as the office view in Uncle Roy All Around You.  
Share information: any distributed system requires communication between 
its constituent parts, and the orchestration of a mobile mixed-reality experience 
is no exception. Simple, reliable communication using walkie-talkies creates a 
collaborative awareness that allows the production crew to share a common 
picture of what is happening in all aspects of the experience; online, on the 
streets and at front-of-house, and to quickly respond if necessary in the most 
appropriate manner, which may be via technical performance or face-to-face 
interventions 
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6.5 Conclusions 
This chapter has presented a framework of tools that support the orchestration 
of mixed-reality experiences, based on the deployment of the four experiences 
described in chapter 3. It has shown how orchestration presents a significant 
challenge for the authors of experiences that are presented in a real-world 
scenario. 
It has reviewed the use of orchestration in a variety of areas, from role-playing 
games to public performances and control rooms, to show how orchestration is 
a combination of monitoring, intervention, improvisation and performance, and 
to raise the question as to how orchestration can play a useful role in mobile 
mixed-reality experiences. 
In response to this, this chapter has described a framework of orchestration 
tools and functions that allows a behind-the-scenes production crew to manage 
the operation of our four experiences, by combining dynamic performance and 
pre-authored content through the use of dedicated control room tools and work 
practices. It has shown how the orchestration framework has played a critical 
role in the day-to-day operation of the experiences as well as when things go 
wrong, as highlighted by the general framework proposed in chapter 4.  
Finally, this chapter has reflected on how the orchestration framework has 
highlighted a number of more general solutions for the orchestration of mobile 
mixed-reality experiences. 
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7 Implementation 
7.1 Introduction 
This chapter describes the implementation of our four experiences. It shows 
how the authoring and orchestration tools described in the previous two 
chapters are implemented within a larger supporting system, and in turn how 
the challenges of authoring and orchestration influence the design of this 
system. 
The chapter begins by reviewing the core technologies that have been used to 
implement our four experiences; focusing on connectivity, middleware and 
user interfaces, and describing the strengths and weaknesses of each in order to 
highlight the technical challenges that these raise for each implementation; how 
connectivity adds additional challenges for orchestration, how middleware 
should be used to implement a platform that supports orchestration, and how 
content is presented to players in a professional manner.  
The chapter then goes on to describe a component-based system architecture 
and the primary functions that each mobile mixed-reality experience supports, 
before focusing on how the architecture has been implemented, particularly the 
differing requirements of online and mobile clients, supporting remote 
orchestration and disconnected operation.  
7.2 Technologies 
This section reviews those technologies that have been used to implement our 
four experiences, and that are also often used to implement other, similar 
experiences. They can be divided into three areas; networking technologies 
used to connect mobile devices, middleware that is used to connect system 
components and applications, and multimedia authoring technologies used to 
create and deploy player- facing user- interfaces. 
7.2.1 Connectivity 
In our four experiences, players inhabit a shared, mobile mixed-reality 
environment, in which they receive location-based content and are aware of the 
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positions and actions of other players. In order to support this, the experiences 
make extensive use of wireless networks to connect mobile players' devices to 
a central server as they move through the streets, providing a real-time view of 
the shared mixed-reality environment. This wireless connectivity can be 
provided by one of a number of technologies ± often Wi-Fi, GPRS or 3G, with 
each presenting its own particular strengths and weaknesses.  
Wi-Fi, or wireless LAN, is commonly used to provide wireless connectivity 
for mobile devices over a small area, and is popularly used to support the 
majority of small scale mobile experiences, including Savannah and early 
deployments of Can You See Me Now?, due to its ease of deployment and use. 
A Wi-Fi network transparently provides the same functionality as a wired LAN 
connection in terms of network addressing and routing, combined with 
relatively low latency and high speeds when compared to other wireless 
technologies. However, the quality of a Wi-Fi connection depends on a variety 
of factors, such as radio interference from other wireless networks and 
microwave sources, the number and power of access points and obstacles 
between the access points and mobile devices, for example buildings or other 
urban obstructions. 
While there are a large number of publicly accessible Wi-Fi networks, 
coverage by one network across a large urban area is rare, and existing access 
points often may not be placed to support this explicitly, and a connection in 
any given area cannot be guaranteed to any degree. Conversely, as a 
technology readily available off-the-shelf to the consumer, it is possible for 
third parties to set up their own Wi-Fi network as required, and this has the 
advantage that the experience author has complete control of the placement of 
access points in order to provide the best coverage, and also that the network is 
not subject to any operator imposed restrictions such as port blocking or 
billing. However, the time and effort required to set up a Wi-Fi network to 
cover a reasonable urban area for a mobile mixed-reality experience is large. In 
Savannah, one access point was sufficient to reliably provide wireless 
connectivity across the school playing field, whereas to provide wireless 
connectivity across a built-up urban area of approximately one square 
kilometre in Can You See Me Now? required several roof-mounted access 
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points, with each in turn requiring power and connectivity back to a central 
network hub. Any Wi-Fi network cannot be expected to provide seamless 
coverage of the desired area; even with careful planning of access point 
locations there may be areas that are not covered or provide less coverage than 
expected due to transient interference, leading to dropped or marginal 
connections, and ultimately regular disconnection from the mixed-reality 
environment whilst mobile. 
GPRS, or General Packet Radio Service is a data service that uses the GSM 
network to provide internet access for mobile phones and other GSM 
compatible devices, for example a PDA with a suitable modem. GPRS was 
used to provide wireless connectivity for Uncle Roy All Around You and later 
versions of Can You See Me Now?. A GPRS data connection provides a speed 
similar to a conventional dial up connection with a typical latency of 500 to 
1000ms. The most significant advantage of using GPRS is its use of the near 
ubiquitous GSM network, meaning that the service may be used by a mobile 
device in most locations without the overhead of setting up a dedicated 
infrastructure as with Wi-Fi, however this use of the GSM network also leads 
to a number of disadvantages which compound the relatively slow speed of the 
connection when compared to Wi-Fi. 
The GSM network infrastructure is made up of many base stations, analogous 
to Wi-Fi access points, and each can handle a limited number of concurrent 
transmission channels. As GPRS is a packet switched system, several GPRS 
sessions may concurrently use one transmission channel of those not being 
used for regular mobile voice traffic. However, network operators often 
prioritise voice over GPRS traffic, meaning that when attached to a busy base 
station multiple GPRS clients must compete for a limited amount of the base 
station's capacity. As a result, speed and reception may be poor due to this 
contention. As with other wireless protocols, the quality of a GPRS connection 
drops logarithmically with distance from the base station that a device is 
attached to. In a densely populated area with many base stations this problem is 
less apparent, however in an area with only a few base stations the performance 
of the connection may degrade significantly based on location, especially if a 
base station is not operational. Finally, network operators often place 
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restrictions on the traffic that may flow over a GPRS connection; for example 
by employing transparent caches to heavily compress some media, or requiring 
that all traffic is routed through a gateway using Network Address Translation 
and so limiting true end-to-end connectivity, in turn introducing restrictions on 
an application using stateless network protocols. GPRS provides convenient 
and widespread wireless connectivity, however again the availability and 
quality of the connection cannot be guaranteed, potentially leading to repeated 
disconnections from the mixed-reality environment. 
3G refers to third-generation mobile phone networks, and encompasses a 
number of rival technology standards that provide fast wireless connectivity in 
comparison to 2.5G networks, a colloquialism for networks that support GPRS. 
3G was used to provide wireless connectivity to mobile players in I Like Frank, 
in which players used 3G phones to inhabit the mixed-reality environment. The 
main technological advantage of 3G over 2.5G is support for video telephony, 
and its ability to handle greater numbers of simultaneous voice and data 
customers, and data transfer at speeds that approach those of home broadband 
connections. In practice, 3G operates in a similar manner to GPRS, with video 
telephony requiring dedicated transmission channels in the same way as voice 
telephony, therefore often taking priority over data transmission. As a 
relatively new technology, 3G coverage tends to be limited to urban areas due 
to the service requiring a new infrastructure roll-out by network operators. As a 
result 3G networks tend to be hybrids that support both 3G and 2.5G standards, 
switching down in an area with little or no 3G coverage. In terms of contention, 
routing, and to a larger extent, coverage, 3G suffers from similar problems to 
GPRS in being unable to guarantee that wireless connectivity will be available 
consistently in all areas. 
For mobile players to be able to inhabit the mixed-reality environment, then, 
the supporting system for each experience must take into account the properties 
of the wireless network that it relies upon, primarily regarding temporary 
disconnection due to fluctuations in signal strength, and longer disconnections 
due to contention and lack of coverage.  
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7.2.2 Middleware 
Our four experiences make extensive use of two existing middleware platforms 
± software to connect a variety of software components - in order to simplify 
the task of creating a distributed system to support the mobile mixed-reality 
environment. Can You See Me Now?, Uncle Roy All Around You and I Like 
Frank are all built using Equip, and Savannah is built using Elvin, both of 
which provide similar data-sharing functionality. 
Equip (Greenhalgh, 2002) is a real- time middleware platform that supports 
data-sharing between distributed applications, and is designed to support the 
convergence of real and virtual worlds by allowing a diverse set of devices to 
communicate. This enables the creation of a shared mixed-reality environment 
by sharing the state of a master environment between mobile devices, online 
clients and a component-based central server. 
Equip enables data sharing through the use of a number of named 
³GDWDVSDFHV ´UHIHUHQFHGE\D85/- like naming scheme. Applications connect 
transparently to one or more of these dataspaces, either locally or over a 
network, which act as tuple spaces allowing data objects to be shared. Equip 
implements the tuple space paradigm by allowing applications to act as 
producers by adding, updating or deleting items within a dataspace, or as 
consumers by adding a template to subscribe to events regarding a particular 
data object that they are interested in. This subscription model drives data 
replication through Equip, with the dataspace informing the relevant 
application that something of interest has occurred. The replication of events 
between the potentially remote dataspace and the application- level API is 
handled internally by Equip's object serialisation protocol over either TCP or 
UDP. 
Elvin (Fitzpatrick et al., 1999) is a lightweight message based notification 
system designed to facilitate communication between distributed applications. 
Applications use Elvin in a similar manner to Equip, using the Elvin API to 
connect to one or more Elvin routers ± analogous to dataspaces - and to publish 
and subscribe to particular messages. Replication between processes is again 
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driven by subscription and templates, with applications registering their interest 
in a set of messages using wild cards or specific values.  
Equip dataspaces and Elvin routers can be used as a central data bus that forms 
the backbone of the supporting system, which can then be built from a number 
of potentially reusable, logical components, with the middleware platform 
handling the communication between these components. In some cases it may 
not be appropriate to use the internal serialisation and network communication 
protocols of the middleware system to connect remote clients ± for example 
over a high- latency GPRS network with port restrictions, or to an internet 
based online player, and in these instances a proxy application using a more 
dedicated protocol must be created to route events between the middleware 
system and the application. 
7.2.3 User Interfaces 
In our four experiences, the user interfaces that players use to access the 
mixed-reality environment and the content provided within it are created using 
industry standard interface authoring packages, for both ease of deployment 
and to allow the creation of a polished interface for players to interact with. 
Secondly, separating the core functionality of the supporting system from its 
user interfaces allows the task of constructing the interface to be farmed out to 
a specialist designer. 
Flash is a multimedia authoring system created by Macromedia (Adobe 
Systems, 2007a), which is commonly used to create games, animations and 
other interactive media content to be embedded in web pages. Flash 
applications, or movies, are authored in a dedicated IDE, and support both 
animation and scripting using Action Script. Movies are exported as byte-code 
which is run in the Flash Player virtual machine, usually embedded as a plug- in 
within a web-browser. Flash movies may be run on mobile devices and 
increasingly on mobile phones, making Flash an increasingly popular choice 
for creating interfaces for mobile experiences.  
A Flash movie can communicate in real time with a remote application over a 
network using the TCP protocol, which is exposed as an XMLSocket object 
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within Flash. However, this wrapping only exposes limited functions of the 
underlying socket, with operations limited to instructing the socket to connect 
and receiving call-backs on disconnection and data transfer. Secondly, and 
perhaps more importantly, a complex Flash movie may struggle to run at a 
reasonable speed on a resource- limited device such as a PDA, and this 
combined with limited network support means that a Flash interface is 
probably best supported on a mobile device by a native host application.  
Shockwave is a second multimedia authoring system created by Macromedia. 
While it can also be used for creating animations and interfaces, it is often used 
for creating online games. As with Flash, Shockwave movies are developed 
using the dedicated Director IDE (Adobe Systems, 2004a), which are then 
played with the Shockwave virtual machine plug- in. Shockwave provides a 
more sophisticated platform than Flash in that it supports extensible network 
connectivity, audio streaming, and provides access to hardware accelerated 3D 
graphics, allowing authors to embed rich 3D content into movies; however this 
sophistication means that it is largely limited to standard PC web-browsers, 
rather than mobile devices. The Shockwave plug- in is said to be installed on 
the computers of 59 percent of web users (Adobe Systems, 2007c), however it 
may also be downloaded and installed via a web-browser as required, making it 
an ideal platform for the deployment of the online components of a mobile 
mixed-reality experience. 
An important addition to Shockwave is the Multi-User Server Xtra (Adobe 
Systems, 2004b), which allows real-time network communication via TCP or 
UDP using a proprietary wire protocol to a remote server; functionality which 
is typically used to create multi-user applications such as chat-rooms or online 
games. The Multi-User Server communication protocol is message based, with 
clients and server sending and receiving messages that contain serialised 
collections of Lingo types ± the scripting language used within Shockwave.  
7.3 Implementation 
This section now describes the implementation of our four experiences. It 
begins by describing the common game-engine architecture that supports the 
core functions of the experiences and integrates the ColourMaps system, and 
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upon which all four experiences are based. It then describes the implementation 
of particular components to support different types of players, orchestration 
tools and especially disconnected mobile players.  
7.3.1 ColourMaps and the Game Engine 
The system architecture, shown in figure 7-1, is based on a conventional client-
server model, with a central server maintaining the state of the experience and 
to which a variety of clients connect, including player clients and supporting 
orchestration tools. A peer-to-peer architecture was not considered for the 
experiences due to their short nature, and the need to support synchronous 
communication between clients that would not usually be expected to peer over 
the course of an experience ± however, this architecture would perhaps be 
more appropriate for a longer experience that lasted for days, or weeks rather 
than just one hour, and timely message exchange was not a critical 
requirement. 
Each client publishes updates over the network to the central server regarding 
its current activities ± primarily position updates, audio and messages for 
players, and each client subscribes to data from the server regarding the 
evolving state of the mixed-reality environment and to receive content. Clients 
render the state of the environment and display content in the appropriate 
manner; as a three-dimensional model or two-dimensional map for online 
players or typically a two dimensional map for mobile players. As players 
inhabit the mixed-reality environment their clients share position, text 
messages, audio, content and other game mechanics via the game-engine, 
which sits between the nonValidated and validated dataspaces and filters and 
moderates these events:  
Position: Each player client publishes a position object into the nonValidated 
dataspace, which is updated with their current position as it becomes available, 
for example a mobile player's position as reported by GPS or self- reported 
positioning, or the position of an online player's avatar as it is moved in the 
virtual environment. Subscribing to updates to this object, the game-engine 
converts these positions into a common coordinate frame as required, updates 
its own internal state of where the player is and then publishes a corresponding 
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position object in the validated dataspace where it is available for other clients 
to subscribe to. The game-engine publishes a corresponding position object for 
each individual player, and also an aggregate object that is updated once every 
few seconds containing positions of all of the players of a particular type, for 
mobile clients that have limited bandwidth or difficulty handling large numbers 
of updates. Using this system, all clients subscribe to the positions of all other 
clients, and as a result can display the positions of players in the mixed-reality 
environment. 
 
Figure 7-1: Game-engine architecture 
Messaging: Each client publishes a messaging object into the nonValidated 
dataspace which it updates in order to pass messages to the game-engine. The 
game-engine publishes a matching message object into the validated dataspace 
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which the client subscribes to, allowing the game-engine to send messages 
specifically to that client. The game-engine also publishes its own messaging 
object, allowing it to broadcast messages to all or a subset of the connected 
clients. This architecture provides a transparent messaging framework allowing 
the clients and the game-engine to communicate which abstracts the handling 
of individual connections to clients to other parts of the system, allowing the 
game-engine to be easily extended regardless of how clients are actually 
connected. The messaging framework is used to send system notifications, text 
chat and other experience specific events to and from the game-engine. 
Text Messages: Clients use the messaging framework to send text messages to 
the game-engine, which then distributes them to other clients as is appropriate 
for the experience; public chat messages are broadcast using the game-engine's 
messaging object to all players, whereas private text messages are sent to the 
specified player using that player's own messaging object.  
Audio: Mobile players can communicate with online players using a 
continuous audio stream in Can You See Me Now?, and with short audio 
messages in Uncle Roy All Around You and I Like Frank. A dedicated audio 
process receives, encodes and broadcasts audio for online clients, and notifies 
clients through the game-engine using the messaging framework when audio is 
available to listen to. In Can You See Me Now?, mobile players communicate 
over a shared walkie-talkie channel which is captured and dynamically 
encoded as MP3, before being continuously streamed to online clients from a 
dedicated servlet. In Uncle Roy All Around You, audio is recorded locally on 
the mobile player's device and encoded using standard AMR (3GPP, 1998) to 
reduce size. The audio file is uploaded to the audio process before being re-
encoded as MP3 and made available on the web-server for clients to download 
and play. Finally, in I Like Frank the mobile player's phone makes a phone call 
to one of a dedicated array of phones in the control room which records a short 
audio clip before hanging up. Again, this audio file is re-encoded as MP3 and 
is made available on the web-server. In Can You See Me Now the audio 
process introduces a delay of approximately five seconds, and in both Uncle 
Roy All Around You and I Like Frank there is a delay of approximately ten 
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seconds from a player finishing recording a message to it being heard by online 
players. 
ColourMaps and Game Mechanics: The game-engine manages experience-
specific game mechanics, interactions between players and serving location-
based content to players. Content and other global game-state variables are 
loaded from ColourMaps, as described in chapter 5. When an online player 
connects, the game-engine assigns a random start position using a ColourMap, 
and broadcasts the event to all existing clients. In Can You See Me Now?, 
when a position update is received from a mobile player, the game-engine uses 
the GPS ColourMap to correct the position if necessary before checking to see 
if the mobile player is close enough to an online player to have caught them, 
and if so sends messages accordingly and begins a timer to disconnect the 
player. Likewise, in Uncle Roy All Around You and I Like Frank the game-
engine determines whether each mobile player is at the correct stage in the 
experience to be visible to online players, and if so whether online players are 
close enough to a mobile player to be able to send text messages to them, and it 
modifies the position and messaging objects accordingly. In Uncle Roy All 
Around You, I Like Frank and Savannah, the game-engine manages time and 
location-based content, using the translated position updates with the 
appropriate content ColourMap to send content events back to the client using 
the messaging framework. 
7.3.2 Supporting Varied Client Requirements 
As we have seen, clients connect to the central game-engine in order to inhabit 
the mixed-reality environment of an experience. Online players use a 
Shockwave client in Can You See Me Now?, Uncle Roy All Around You and I 
Like Frank, and mobile players use a hybrid native and Flash client running on 
a PDA in Can You See Me Now?, Uncle Roy All Around You and Savannah, 
and a Java Midlet running on a phone in I Like Frank.  
The online client is a self contained Shockwave movie embedded in a web-
page and hosted on the web-server, which enables deployment to a large 
number of online players without the need to install dedicated software. The 
client contains a three-dimensional model of the city that mirrors the maps and 
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ColourMaps used elsewhere in the system, and the player moves their avatar 
through the model using a matching physics model that enforces a certain 
speed and collisions with relevant physical boundaries. The client publishes the 
position of its avatar once a second, and listens for position updates for other 
players published by the game-engine; the positions of their avatars are then 
smoothly interpolated using these updates and rendered using a walking 
animation. Dynamic audio from mobile players is played using Shockwave's 
built- in streaming audio player, mixed with static sound effects that are played 
as necessary to alert the player to key events. Finally, the client listens for 
messages from the messaging framework and performs the appropriate action; 
displaying text messages in a variety of text fields, or changing to a different 
mode, for example the end-of-game scene when the player is caught in Can 
You See Me Now?, or the office scene in Uncle Roy All Around You.  
The mobile client consists of a Flash interface combined with a native C++ 
application that runs locally on the player's device. The Flash movie acts as a 
thin rendering client for displaying the map, online players and other content, 
and passes interface events, for example position reports and requests for audio 
recording in Uncle Roy All Around You, to the native application via a local 
socket connection. The native application maintains communication with the 
central game-engine, forwarding events and messages to the game-engine or 
handling them locally as appropriate, for example recording and uploading 
audio messages as requested by the Flash interface and reading and decoding 
GPS position reports if the experience requires it. It passes rendering 
instructions to the Flash interface regarding incoming messages, content or the 
positions of other players. 
As described previously, distributed middleware systems such as Equip and 
Elvin greatly simplify the task of creating a component based game-engine, 
and when using a high-speed wireless network in an open area, such as the 
playing field in Savannah, can be used to directly connect clients to the central 
server. However, when using a potentially patchy, low-bandwidth wireless 
network in an urban environment their internal communications protocols may 
not be best suited for connecting clients. Similarly, the networking capabilities 
of a user interface platform may be limited in their abilities to cope with such a 
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network ± as in the case of Flash ± or specifically designed to communicate 
with a server platform produced by the same vendor ± as in the case of 
Shockwave. For this reason connections from clients are further abstracted 
from the game-engine dataspaces using dedicated proxies which handle 
connections from particular clients in a more appropriate manner, as shown in 
figure 7-2. 
 
Figure 7-2: Dedicated proxies for online and mobile clients 
For online clients a reusable proxy provides a mechanism that allows 
Shockwave to connect to Equip dataspaces using the standard Multi-User 
Server Xtra, and is used to support both the queue and access to the game-
engine. The proxy provides both generic Equip and Multi-User Server 
functionality, by presenting an implementation of the Multi-User Server 
messaging protocol while also making use of the Equip API, enabling 
Shockwave to interact with Equip and vice-versa. The proxy is a multi-
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threaded TCP server application written in Java that runs alongside the  game-
engine, and one instance supports connections from multiple Shockwave 
clients. It implements the Shockwave protocol and basic types, allowing it to 
read and write the binary message format used by clients.  
The online proxy uses introspection to construct nested Lingo property lists 
from Equip objects so that they can be passed to Shockwave, using meta-data 
to maintain class type information as well as field names. Conversely, Lingo 
structures constructed by the Shockwave client are de-serialised using the 
stored meta-data to inform the Java class loader, enabling the client to create 
Equip objects. The proxy connects to the nonValidated and validated 
dataspaces, and Shockwave clients access Equip functionality by specifying the 
required function in the subject line of an incoming Multi-User Server 
message; adding, updating or removing a listener template to receive events 
from the validated dataspace, or adding, updating and removing an item from 
the nonValidated dataspace. By defining template Lingo structures based on 
Equip object IDL definitions and constructing the appropriate objects, the 
client can access the dataspaces as normal.  
Finally, the proxy publishes information about its current status into the 
dataspace, including how many remote clients are connected and active, 
allowing the game-engine or other orchestration tools to monitor it, or to 
control it by publishing certain control messages using the messaging 
framework. 
For mobile clients, a similar proxy provides access to the game-engine 
dataspaces using a light-weight XML protocol in order to support high- latency, 
limited bandwidth or firewalled networks ± particularly GPRS and 3G. As 
before, the mobile proxy is a multi- threaded TCP server application written in 
Java that runs alongside the game-engine, and one instance supports all of the 
mobile clients in connecting to the dataspaces. In this case, however, rather 
than providing completely generic access to the dataspaces the mobile proxy 
handles the task of subscribing to particular events and publishing and updating 
objects, to minimise complexity and network communication for clients. When 
a client connects to the proxy, the proxy creates position and messaging objects 
 195 
for the client, and subscribes to the relevant updates on the client's behalf. 
Updates and messages are marshalled as XML and sent to the relevant client, 
and similarly XML updates from clients are un-marshalled and the relevant 
Equip objects updated. 
7.3.3 Integrating Orchestration Interfaces 
As the game-engine is abstracted from the clients' connections to the two core 
dataspaces, and all data is published into the appropriate dataspace rather than 
directly sent to the game-engine and the clients respectively, orchestration 
clients can connect to the dataspaces to subscribe to and manipulate data in the 
system without the need to create separate interfaces to the game-engine and to 
clients. Figure 7-3 shows how the orchestration tools are supported in the 
system. 
The control-room orchestration interface described in chapter 6 subscribes to 
the validated and nonValidated dataspaces as an observer in order to directly 
monitor incoming updates from clients and outgoing events generated by the 
game-engine. Each of the supporting proxies publishes information regarding 
current connections into the nonValidated dataspace, which the orchestration 
interface monitors in order to display the connection status and connectivity 
history of each player. Similarly, the orchestration interface monitors the 
validated dataspace for filtered and translated positions of players, in order to 
display the map and associated spatial trajectories. It also monitors all 
messages published by the game-engine, in order to display the message and 
content history for each player.  
The orchestration interface publishes generic position and messaging objects to 
both dataspaces, which it can manipulate in the nonValidated dataspace to 
emulate any given player or system in order to insert updates to be handled by 
the game-engine, or in the validated dataspace to bypass the game-engine and 
send events directly to connected clients. While game-engine variables such as 
the capture radius and immunity time for online players in Can You See Me 
Now? are initially loaded from a configuration file, the game-engine listens for 
special control messages published by the orchestration interface, allowing 
these variables to be modified while the game-engine is running. 
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Figure 7-3: Integrating the orchestration framework 
The front-of-house orchestration interface is presented by a web-server and 
backed by a MySQL database. A set of dynamic PHP web-pages hosted on the 
web-server allow the front-of-house performers to create player records in the 
database with associated descriptions, to view currently active players and to 
log out players who have returned. These pages are also available remotely for 
street-performers. When a mobile client connects and identifies the player, the 
game-engine queries the database to check that it is a correctly registered 
player, and to retrieve the player's details and game state. Similarly, when a 
player is logged out at front-of-house the database is updated to reflect this, and 
the game-engine removes the player from its active state. 
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Finally, a logging tool connects to each of the two dataspaces and captures all 
of the events that occur within each dataspace to a file, which can be parsed at 
a later date for analysis or to completely replay an experience.  
7.3.4 Experiencing Disconnection 
One of the most significant challenges that arose during the first outings of our 
four experiences was the transient nature of mobile players' connections to the 
central game-engine, which manifested itself as patchy or intermittent 
connectivity while using wireless networking, GPRS and 3G. As a fundamental 
element of the experiences, loss of connectivity for mobile players is a serious 
concern. 
In Can You See Me Now?, as mobile players moved through the city they were 
often frequently disconnected completely from the wireless network, or the 
signal strength dropped to a level that maintaining a connection between the 
mobile client and the game-engine was difficult. This resulted in a mobile 
player being unable to take part in the game until they moved into an area with 
better wireless coverage ± the performers learnt anecdotally where good and 
bad areas were. These periods of disconnection were not critical to the 
experience as a whole, as the mobile player could perform around the outage 
using audio chat while moving and there were multiple mobile players to 
continue the chase, however online players experienced the disconnection as 
the avatars of mobile players freezing, disappearing or suddenly appearing in a 
new location upon reconnection.  
Savannah was relatively unhampered by network disconnections, as the open 
nature of the playing field upon which it was played gave direct line-of-sight 
visibility to the wireless access points. Although the experience required 
mobile players to be connected to receive content, the mobile client only 
displays new content as the player moves between regions, meaning that a 
temporary disconnection was unlikely to be observed by the player as the 
game-engine would send the correct content on reconnection and receiving the 
latest position update. 
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The first outing of Uncle Roy All Around You was by far the most susceptible 
to disconnection due to its initial software design and implementation. Each 
mobile client required a constant connection to the game-engine to receive 
content and enable communication with online players. Although GPRS 
coverage was considered to be ubiquitous across the area ± central London ± 
with numerous base-stations in the immediate vicinity, it was common for a 
client's connection to fail in a variety of ways; the TCP connection to the 
game-engine would stall for several minutes due to heavy packet loss; the TCP 
connection would fail and yet the client would not be aware of this fact due to 
long TCP time-outs; or the underlying GPRS modem connection would 
disconnect due to poor signal strength and require manual redialling and 
reconnection. I Like Frank suffered from similar connectivity issues while 
using a 3G phone. Disconnections were compounded by the 3G infrastructure, 
which required existing data connections to be completely torn down in order 
to make voice or video calls, and often failed to be able to reconnect 
afterwards, requiring the phone to be reset before the player could continue 
receiving content from the game-engine. 
The majority of mobile players in Uncle Roy All Around You and I Like Frank 
experienced network disconnection that disrupted their experiences. Analysis 
of the game-engine logs for the first outing of Uncle Roy All Around You 
showed that of the 272 mobile players that took part, over a third suffered a 
disconnection that necessitated intervention by a performer in order to restart 
the mobile client. On average one of these more serious disconnections would 
result in the mobile player spending 10 minutes disconnected from the 
experience. On average each mobile player would suffer from three or four 
disconnections that did not require intervention, but that rendered the player 
disconnected for a few minutes each time while client attempted to reconnect 
or repair the connection. 
The effect of these disconnections on a mobile player's experience was severe. 
Given that the player required a connection to the game-engine for the core 
functions of the mixed-reality environment and to receive content, 
disconnection left them stranded with no recourse; player feedback indicated 
that this was one of the most frustrating parts of the experience as affected 
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players felt that the system had failed or was subsequently viewed as unstable. 
Furthermore, the disconnections added greatly to the orchestration task in 
identifying, managing and responding to these disconnections, both for street 
performers in finding and intercepting players, and for the control room in 
bringing manipulating content for affected players to recover from the 
disconnection. 
(Kureshy, 2004), writing on how to develop a mobile application for use in a 
business environment, states that: total coverage isn't a guarantee. Users are 
going to need to use applications when their modem or network card is 
XQDYDLODEOH>«@&RQQHFWLYLW\FDQEHWKHEHVW-case scenario for an application 
but should not be required for using the application. This assertion is equally 
applicable to mobile mixed-reality experiences ± it is clear that when an 
individual player's experience critically depends on maintaining constant 
communication with the game-engine, and yet this cannot be guaranteed, that 
the implementation should be redesigned with this in mind. To this end, after 
network disconnections led to severe disruptions for many players in the first 
outing of Uncle Roy All Around You, the implementation of the experience 
was changed to explicitly support disconnected operation, to reduce the effort 
required to orchestrate the experience and to minimise disruptions for players.  
7.3.5 Supporting Disconnected Operation 
Many computer games, and for that matter the first implementations of our 
four experiences, take a centralised approach in providing a connected 
experience, by maintaining the core logic of the game within a central game-
engine to which remote clients send update requests in order to receive 
subsequent events, for reasons of concurrency and to minimise cheating by 
players. As we have seen, this approach can similarly be adopted by mobile 
mixed-reality experiences, as a thin client poses fewer demands on a resource 
limited device such as a phone or a PDA, and a central game-engine is easier to 
maintain and orchestrate. In online games, disconnection from the central 
game-engine is considered to be a rare occurrence due to comparatively 
reliable wired networks, and as such developers focus on minimising network 
traffic and delays. From our early experiences it is apparent that this view 
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should not be adopted by mobile mixed-reality experiences, and that 
disconnections from the wireless network during an experience cannot be 
treated in the same way. 
Supporting disconnected operation involved a threefold redesign of the 
implementation of Uncle Roy All Around You, in order to firstly accept 
disconnection and to design the implementation of the experience to support 
disconnected operation from the ground up, to deliberately reveal the effects of 
disconnection to players during the experience so that they could continue 
confidently, and to harden the implementation to minimise disconnection 
should it occur. 
The second implementation of Uncle Roy All Around You assumes that 
disconnection from the wireless network is a normal and anticipated aspect of 
its operation. The experience consists of two parts; a disconnected single-
player experience and a connected multi-player experience which are 
combined when the wireless network allows connectivity. The richest, and 
most desired, experience available for a mobile player requires the client to be 
connected to the game-engine, which is necessary to communicate with online 
players and to receive improvised content through the orchestration process. 
However the other fundamental parts of the experience, receiving location-
based content from Uncle Roy, navigating the clue-trail and experiencing the 
office, do not require the client to be connected. The migration of the 
ColourMaps system from the central game-engine to the mobile client allows 
the mobile player to continue with the experience, albeit in a red uced form. 
Furthermore, as the ColourMaps system and content still facilitate the 
movement of the player through the city, if a disconnection has been caused by 
poor signal strength in a particular location then the player can continue to 
move, potentially to a location where reconnection may be more forthcoming.  
Figure 7-4 shows the new architecture for the mobile client and game-engine. 
The single-player functionality of the experience that was previously 
implemented in the central game-engine is moved to the native C++ half of the 
mobile client, which is now responsible for serving location-based content and 
time-based narrative to the Flash interface using the content ColourMaps and 
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associated XML data-files, which are now hosted locally on the device. When 
the mobile player reports their position using the map interface, the position 
report is sent locally to the native client, which responds with the appropriate 
messages from Uncle Roy, including all time-based content and introductory 
red targets. The client stores the state of the player's experience locally using 
the registry, so that if the device needs to be restarted then the player can 
continue where they left off.  
 
Figure 7-4: Revised architecture to support disconnected operation 
In the original implementation, when mobile players arrived at the end of the 
experience, Uncle Roy's office, a member of the control-room staff would 
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trigger the timed slide-show sequence of instructions on the player's interface 
remotely using the orchestration interface, once the player had been positively 
identified by a performer. However, it now has to be assumed that the mobile 
client may not be connected when the player arrives, rendering such a remote 
³XSJUDGH ´LPSRVVLEOH  
To overcome this, a challenge sequence is introduced to the interface to allow a 
mobile player to upgrade themselves, allowing all aspects of the mobile 
experience to be completed whilst disconnected. The sequence, shown in figure 
7-5, is triggered when the player declares at the location of the office, and 
prompts them to choose a particular figure in a photograph, the answer to the 
challenge being physically displayed at the entrance to the office ± ensuring 
that the player cannot prematurely upgrade before they are in the correct 
location. 
The interface is modified to explicitly expose the state of the network 
connection to the mobile player, and to indicate those functions that are not 
available while disconnected, as shown in figure 7-6. A status bar indicates 
whether the client is connected, disconnected or currently attempting to 
connect. When disconnected, the button used to record an audio message is 
disabled and labelled as such, and online players are removed from the map, to 
ensure that the mobile player does not attempt to use a function that wil l fail 
due to disconnection, or to communicate with online players who may have 
moved. 
Finally, connected multi-player functionality is layered on to the single-player 
experience when available. After a period of disconnection, the game-engine's 
state is synchronized with that of the mobile client. When connected, the client 
relays its actions to the game-engine, including position updates, content as it is 
triggered and the player's progress through the experience. Similarly, remote 
orchestration tools can be used as normal to directly supplement content and to 
manipulate the player's experience.  
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Figure 7-5: Disconnected office challenge 
  
Figure 7-6: Disconnected interface, left, connected interface, right 
7.3.6 Minimising Disconnection 
The final stage of the new implementation is to minimise network 
disconnection through the architecture of the supporting software platform, as 
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inhabit the mixed-reality environment and interact with online players, and be 
available for remote orchestration.  
The mobile client implements a four- layer communications platform to enable 
connectivity with the central game-engine: 
z GPRS: The GPRS layer controls the GPRS modem in the PDA, which 
connects to the mobile phone network and obtains an IP address. It is 
controlled by the mobile client, which can request it to dial and hang-up 
the connection, and can also give the status of the GPRS connection.  
z TCP: The TCP layer creates a connection to the mobile proxy on the 
central game-engine using a TCP socket. If the underlying GPRS layer 
is not connected, then the socket creation operation will fail 
immediately due to the PDA not having an IP address. While TCP is 
often suspected to operate poorly over wireless networks (Meyer, 
1999), as described previously it is often the only protocol available for 
use over GPRS without resorting to more aggressive methods such as 
NAT punching (Ford et al., 2005). When the socket connect operation 
succeeds it is detected by both the mobile client and the remote mobile 
proxy. 
z Application: The application layer dictates which messages are sent to 
and from the mobile client over the TCP socket, using a proprietary 
XML format. This layer also identifies the mobile client to the proxy 
using its unique ID (described in chapter 6), and the state of the mobile 
player's experience, as described earlier.  
z Interface: The interface layer alerts the player as to the status of the 
connection, and modifies other features of the interface accordingly, as 
described in the previous section. 
Figure 7-7 shows how the four layers of the communications platform interact. 
Each layer can be connected, disconnected or attempting to connect. Each layer 
senses its own status and automatically attempts to repair itself if it detects a 
failure in the connection. Each layer also explicitly monitors the status of the 
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layer below it, and so the status of the connection as a whole is propagated 
towards the interface layer where it is revealed to the player.  
 
Figure 7-7: Four-Layer communications platform 
The bottom layer, GPRS, constantly attempts to maintain a connection to the 
GPRS network by directly controlling the GPRS modem. If the modem is 
connected, then the layer identifies itself as connected and merely polls the 
modem at regular intervals to confirm this, whereas if the modem is 
disconnected or an operation has failed, then the layer resets and attempts to 
reconnect the modem. Similarly, the TCP layer constantly attempts to maintain 
a socket connection with the remote mobile proxy. As mentioned above, if the 
GPRS layer is not connected, then this action will fail immediately, whereas if 
the GPRS connection is weak and the socket takes a long time to connect, then 
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aggressive time-outs abandon the socket and retry, so as to immediately notify 
higher layers of the poor connection. Secondly, aggressive time-outs force the 
layer to assume the worst case scenario if no messages have been received 
recently and indicate quickly that the connection has been broken.  
The remote mobile proxy works in conjunction with the application layer to 
maintain an accurate knowledge of the usability of the connection, by sending 
UHJXODU ³SLQJ ´ PHVVDJHV WR HDFK PRELOH FOLHnt, to which the application layer 
responds in kind. These messages inform both parties that the connection is 
still alive and functional, and also keeps the TCP layer from timing out. Failure 
to receive and respond to the ping messages causes the mobile p roxy to assume 
that the socket is experiencing packet loss and to close it to force a 
reconnection, and on the mobile client force the TCP layer to assume the same. 
Similarly, if a mobile client connects and identifies itself while the mobile 
proxy already has a connection open for the client, the original connection is 
destroyed as it can be assumed to have timed out.  
The new software implementation supported further deployments of Uncle Roy 
All Around You and Can You See Me Now?. Response to the implementation 
was positive from both players and the production crew, in that responding to 
disconnections was no longer the critical focus of orchestrating the 
experiences, and performers could now spend time assisting mobile players 
with other problems, such as navigating content, or more severe software and 
hardware failures. 
Analysis of system logs from both of these later outings of Can You See Me 
Now? and Uncle Roy All Around You showed that disconnection still occurred 
regularly, with a mobile player experiencing on average ten short 
disconnections over an hour long experience, each lasting a few seconds. It was 
also not uncommon that a player would experience a few much longer 
disconnections lasting for several minutes before the mobile client managed to 
successfully reconnect. This was especially true during Uncle Roy All Around 
You in West Bromwich, where an outage disabled one of the two mobile phone 
cells covering the game area, leaving only one cell for mobile clients to 
connect to. However, it is testament to the disconnected design strategy that 
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this did not appear to adversely affect the experience - one mobile player 
remained disconnected for 55 minutes, and yet remarked that they had a very 
enjoyable experience despite not being able to communicate with online 
players for most of the time. 
7.4 Conclusions 
This chapter has described the implementation of our four experiences, to show 
how the experiences have been constructed and how the authoring and 
orchestration tools described in the previous chapters are placed in the larger 
system in the light of the practical challenges of implementing an experience.  
This chapter has described the implementation of the game-engine that forms 
the core of our four experiences, with the use of nonValidated and validated 
dataspaces enabling it to support moderated position and message passing, 
audio communication and content distribution using ColourMaps.  It has shown 
how the experiences support the use of industry-standard multi-media 
authoring packages for user-interfaces using dedicated proxies, which are also 
tailored to the various connection requirements of online and mobile players. It 
has shown how the architecture has been designed to support the integration of 
both control-room and front-of-house orchestration interfaces. 
Finally, this chapter has discussed how wireless connectivity affects the design 
of the system, and how lack of connectivity can disrupt an experience for 
players while also complicating the orchestration task. It has shown how 
judicious placement of the ColourMaps system within the supporting 
architecture can provide a single-player, ColourMaps-based experience when 
disconnected, and how the connectivity subsystem can be made more robust in 
order to maximise the connected, multi-player experience. 
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8 Conclusion 
8.1 Introduction 
This final chapter presents a summary of the research undertaken over the 
course of this thesis. It reviews the significant contributions made to research 
into mobile mixed-reality experiences, reflects upon the work that has been 
accomplished and points to areas for future research and development, and 
concludes with a discussion of how this thesis relates to the wider community.  
This chapter begins by restating the overall research goal of the thesis, and 
summarises the work presented chapter by chapter to show how these goals 
have been achieved. 
The chapter then summarises the key research contributions and innovations of 
the work from three points of view; contributions made to the research 
community by the framework and tools presented in this thesis, the 
methodology used throughout this research in supporting our four mobile 
mixed-reality experiences, and its subsequent dissemination and impact.  
Finally, this chapter reflects on some of the limitations and implications of the 
research, including possible directions for future work. 
8.2 Summary 
This thesis has investigated how to support mobile mixed-reality experiences in 
the wild, where members of the public take part in artistic performances, 
exploring a mixed-reality environment as mobile players using connected 
devices, or interacting and collaborating as virtual, online participants. These 
experiences spanned games, educational applications and performance-based 
new-media works, and have raised new challenges and opportunities for tools 
to support their creation and operation.  
The original goal of the research is restated below: 
To develop a framework for supporting the design and 
public deployment of artist-led mobile mixed-reality 
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experiences, and to create tools, techniques and guidelines to 
support experience authors in instantiating, populating and 
running such experiences with regard to factors unique to 
mobile technologies. 
This goal has been accomplished through several steps, traceable through the 
previous chapters, and enabled by the practical experience of creating four real-
world experiences that have had many thousands of public participants. These 
steps can be broadly divided into three parts: 
 Placing the research in context by examining related work and the four 
experiences that form its foundation. 
 Formulating a framework that highlights the need for authoring and 
orchestration in artist- led mobile mixed-reality experiences, based on 
the iterative development of our four experiences. 
 Exploring the implementation and use of dedicated tools to support the 
authoring and orchestration of mobile mixed-reality experiences, 
developed iteratively alongside our four experiences.  
8.2.1 Foundation Experiences and Related Works  
The first section of the thesis began by reviewing selected related research in 
order to give the reader an overview of the field. Chapter 2 presented a 
selection of mobile mixed-reality experiences and other applications that have 
been developed in this area. It showed that many of the experiences make use 
of location-based content that is authored to match the physical environment, 
with some providing dedicated tools for authoring, or mechanisms for rapidly 
configuring an experience for each new location. Several of the authors of 
these experiences make note of the fact that unexpected occurrences regarding 
technology could be highly detrimental to a player's experience, and yet do not 
describe how this could be rectified within the context of the experience. In a 
similar vein, the majority do not discuss how to actively manage their 
participants, raising the question of how these experiences can move into a 
more public setting. The chapter concluded by summarising the key 
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requirements and functions of the experiences, highlighting the fact that, 
although they span a variety of genres and applications, many experiences 
share common features: 
 Experiences involve multiple mobile, position-tracked players. 
 Experiences involve simultaneous inhabitation of physical and virtual 
environments, presented to mobile players via a two-dimensional map. 
 Players receive location-based content as they move. 
 Experiences are generally short and event-based, and are managed 
directly by their authors. 
Chapter 2 also showed that these features are not fundamental requirements of 
all mobile mixed-reality experience ± with some involving non-spatial context 
rather than position-tracking, others based on history or trajectory, and some 
that last for longer periods of time and are largely uncontrolled by their 
authors. 
Chapter 3 continued by describing the four mobile mixed-reality experiences in 
which the author was directly involved in the conception and development of ± 
Can You See Me Now?, Uncle Roy All Around You, I Like Frank as part of an 
extensive collaboration with the artists group Blast Theory, and Savannah. The 
chapter described the key experiential components and the history of each 
experience, showing how these experiences formed an important set of staging 
posts for this research ± firstly by giving a first-hand insight into challenges as 
they arose, secondly by providing an environment in which to rapidly 
prototype and iteratively refine solutions to these challenges, and thirdly by 
providing a demanding real-world scenario that allowed new ideas to be tested 
in experiences that involved many thousands of public participants in the wild. 
As a result of these four experiences, the research presented in this thesis could 
be identified, implemented and refined in situ, responding directly and 
immediately to the needs of the experience, the participants and the 
collaborating artists. The chapter concluded by summarising the requirements 
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of the experiences, showing how they share the common features presented in 
chapter 2. 
8.2.2 Supporting Framework 
Chapter 2 showed that many mobile mixed-reality experiences share similar 
functional requirements, and chapter 3 described a series of mobile mixed-
reality experiences that provided a unique platform for investigating how to 
support these requirements. In response to this, and derived from the practical 
experience of developing the experiences described in chapter 3, chapter 4 
presented a framework for supporting mobile mixed-reality experiences that 
considers how dedicated support for authoring and orchestration tools can play 
a useful role. 
By classifying experiences by genre, it has argued that mobile mixed-reality 
H[SHULHQFH FDQ EH ORFDWHG DORQJ D GLPHQVLRQ RI YDU\LQJ µIRUPV RI
SDUWLFLSDWLRQ¶ ZKLFK UDQJHV IURP µSOD\HG¶ ± including experiences that are 
highly driven by game-SOD\ WR µSHUIRUPHG¶ ± including experiences that 
revolve around theatrical performance. This has been used to demonstrate how 
artistic performances in particular are influenced by computer games; being 
highly driven by game-play, role-playing games; involving players taking 
particular roles, street-theatre; involving performers on the streets, and 
conventional theatre; including highly theatrical, pre-scripted performances. 
Next, chapter 4 extended this framework to include an orthogonal, second 
dimension of the supporting tasks inherent in creating a mobile mixed-reality 
H[SHULHQFH7KLVGLPHQVLRQUDQJHV IURPWDVNV WKDW LQYROYH µDXWKRULQJSULRU WR
DQ H[SHULHQFH¶ ± authoring content and framing the various performance 
HOHPHQWVRIDQH[SHULHQFH WRWKRVH µLPSURYLVHGGXULQJDQH[SHULHQFH¶± using 
improvisation as a means to react to unfolding events. Consequently, the 
framework identified the following four tasks that required particular support 
during our four experiences: authoring play; creating and delivering location-
based content and associated narrative, defining game-mechanics and 
interactions between players, preparing performance; scripting performances 
and constructing props and sets, and defining schedules and induction 
processes, improvising performance; performing around failures and 
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orchestrating the experience on the streets, and improvising play; rapidly 
prototyping new game-mechanics, testing new scenarios and responding to 
particular player actions.  
The framework highlights the four challenges for supporting mobile mixed-
reality experiences with authoring and orchestration, from the development of 
the four experiences: 
 Authoring location-based content and configuration 
 Scripting performance and managing induction 
 Supporting monitoring and intervention on the streets 
 Supporting role-play and improvised game mechanics  
Chapter 4 concluded by arguing that these four challenges should be addressed 
through the creation of dedicated tools to support authoring and orchestration 
for use both before and during an experience.  
8.2.3 Supporting Tools and Implementation 
Chapters 5 and 6 examined the challenges of authoring and orchestration raised 
by the framework in detail, drawing on the development of the four 
experiences described in chapter 3 to show the supporting solutions that were 
put in place and to assess their impact on the experiences.  
Chapter 5 focused on the challenge of supporting experience authors in 
authoring location-based content and serving this content to players during an 
experience, by charting the development of a tool that supported the core 
content requirements of Uncle Roy All Around You, I Like Frank and 
Savannah, and the configuration of Can You See Me Now?. The ColourMaps 
tool allows authors to create location-based content by painting colour regions 
onto a map of the physical environment, and this image is then used to serve 
content to players based on the colour of the pixel they occupy on the map.  
The ColourMaps tool has been shown to provide flexibility for multiple uses 
within an experience; beginning with the physical map, authors mark key 
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starting positions for online and mobile players, coloured filtering regions to 
demarcate areas that are inaccessible to players for filtering incoming GPS 
data, and annotate several ideal routes to steer players through the 
environment. Layers of coloured content regions are added to provide multiple 
levels of content that is triggered by players as they move through the 
environment. By configuring edge, latching and digging behaviours to modify 
how a player interacts with these content regions, authors can construct more 
sophisticated content landscapes. 
The ColourMaps tool proved to be invaluable for supporting the authoring 
requirements of our four experiences, with authors using it to construct the 
complex narrative clue-trails of Uncle Roy All Around You and I Like Frank, 
the sight, sound and smell environments of Savannah, and configuring start 
positions for online players and GPS filtering for mobile players in Can You 
See Me Now?. These elements formed the very core of each experience, and as 
such required authoring support that was sufficiently simple and familiar, and 
yet flexible and powerful enough for authors to easily be able to realise and 
refine their designs. The ColourMaps tool evolved to support these 
requirements by allowing the use of familiar image editing packages for 
creating ColourMaps, encompassing an intuitive and easily readable graphical 
format, and rapid configuration and loading.  
Chapter 5 highlights the importance of the authoring challenges of the 
framework in supporting mobile mixed-reality experiences and the 
ColourMaps tool as a solution, demonstrating not only the need for dedicated 
tools to support the authoring task, but also tools that are designed with the 
particular needs of the authors in mind. 
Chapter 6 focused on the challenges of orchestrating mobile mixed-reality 
experiences highlighted by the framework, and described the development of a 
framework of orchestration tools that were used to support the orchestration of 
our four experiences by enabling monitoring, intervention, improvisation and 
performance by behind-the-scenes staff. This framework aimed to support the 
day-to-day operation of each experience as a whole, combined with the micro-
management of individual players both as part of normal operation and in the 
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light of unforeseen occurrences such as unexpected interpretation of content or 
technological failures. 
The orchestration framework provides a control- room interface for monitoring 
an experience. The interface reveals the current state of all players, both online 
and mobile, allowing the operator to quickly view the state of the experience 
and then to drill down to examine a particular player if necessary. Importantly, 
the monitoring interface also reveals historical information for each player, 
including their previous movements, content that has been triggered and 
connectivity history, helping the operator to better understand the context of a 
given situation. Similarly, the interface reveals the content landscape that 
players inhabit, revealing where players should be, where they are likely to be 
going and areas that they potentially should explore next.  
The orchestration framework provides support for intervention, improvisation 
and performance, which as the framework described in chapter 4 suggested, 
formed a significant part of the task of orchestrating our experiences. The 
orchestration framework allows the control room operator to override or 
modify the automated content of an experience, or to insert additional content 
on-the-fly. In conjunction with the monitoring interface, this supports 
improvisation by allowing the operator to respond to the actions of a player as 
they occur, or to reduce disruption after a technological failure by giving the 
player tailored content to get them back on track. The orchestration framework 
introduces the concept of orchestrating mobile players in situ, with a team of 
street performers identifying and monitoring players in the physical 
environment to provide a contrasting view to the control room, and to perform 
face-to-face interventions if necessary.  
Finally, the orchestration framework views mobile mixed-reality experiences 
as performances, and as such provides dedicated support for inducting online 
and mobile players into an experience. A queuing system moderates and limits 
access for online players, and mobile players are inducted in a process that both 
introduces the experience and technology to each player and ensures that the 
experience and performers are ready to receive the player, while capturing 
additional data for orchestration further down the line.  
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The orchestration framework provided critical support for the operation of our 
four experiences, with behind-the-scenes staff relying on it to ensure each 
player taking part had the a good experience. Its support for improvisation 
allowed Savannah to explore new experience scenarios through rapid 
prototyping. Its support for monitoring, and control room and face-to-face 
interventions allowed players in Uncle Roy All Around You and I Like Frank 
to explore the city on their own terms while maintaining a strict performance 
schedule, responding to the needs of players as they arose while reducing 
disruption or loss of engagement.  
Chapter 6 has demonstrated the importance of support for orchestration as 
raised by the framework described in chapter 4, and shown how the 
orchestration framework presents an integrated solution. It has shown that 
support for the orchestration of mobile mixed-reality experiences in the wild, 
as highlighted by our four experiences, is a core task that is essential for the 
successful deployment of an experience, rather than as a subsidiary task or an 
afterthought. 
Finally, chapter 7 has described the implementation of our four experiences, 
showing how the experiences have been supported technologically, and placing 
the authoring and orchestration tools described in chapters 5 and 6 in context. It 
demonstrated how our four experiences made use of a common, component-
based game-engine architecture to support position, communication, content 
distribution and remote orchestration, which also supported the use of industry-
standard multi-media authoring packages for user interfaces, and catered to the 
different connection requirements of online and mobile players using dedicated 
proxies. 
Chapter 7 discussed how the mobile players of early iterations of the 
experiences were particularly susceptible to disconnection from the wireless 
network, causing severe disruptions and complicating the orchestration task. It 
continued by describing how later versions of the experiences responded to this 
by explicitly supporting disconnected operation as an expected state of a 
mobile player's experience, placing content locally to support a single-player 
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experience when disconnected, and strengthening wireless connections when 
available to maximise connected, multi-player operation. 
8.3 Research Contributions 
This thesis shows how mobile mixed-reality experiences require dedicated 
support for authoring and orchestration, both of which present a number of 
identifiable requirements and challenges. This shifts the focus of the research 
from presenting mobile mixed-reality experiences as novel applications in and 
of themselves, to understanding these challenges in detail when supporting 
experiences in the wild. This has been shown to lead to a number of practical 
solutions, tools and guidelines that support the deployment of new experiences 
by deliberately supporting authoring and orchestration tasks. This thesis argues 
that only by embracing these issues can mobile mixed-reality experiences reach 
their full potential when deployed in the wild.  
Authoring: A major contribution of this thesis is the investigation into how to 
support the challenge of authoring content for a sophisticated mobile mixed-
reality experience. A new tool, the ColourMaps system, allows experience 
authors to create the location-based content that participants experience as they 
explore a mixed-reality environment, and configure how it is served to them 
along with other aspects of an experience that are related to the physical 
terrain. It shows how collaborating authors can maximise the potential of an 
experience by painting content directly onto a map of the physical 
environment, exploiting their knowledge of familiar tools to cut out the 
technical team and introducing support for rapid configuration and loading to 
increase productivity, alongside flexibility for multiple uses and types of 
content. 
Orchestration: Another major contribution is the investigation into how to 
support the challenge of orchestrating a mobile mixed-reality experience that is 
presented in the wild to large numbers of public players. The Orchestration 
framework combines several novel techniques for managing players in a 
variety of situations that arise during an experience. Players are routinely and 
sustainably brought into their experience using dedicated queuing and 
induction tools. Control room operators make use of a management interface 
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that reveals what players are doing, what they have done through spatial 
trajectory, connectivity and message history views, and what they are likely to 
do by revealing the content landscape and authoring annotations. Operators and 
performers are given great agency to manipulate the experience of each player 
in a minimally disruptive manner, through intervention, improvisation and 
collaborative, distributed orchestration processes. This provides the operators 
of a mobile mixed-reality experience with the means to deal with a wide range 
of potential issues should they, and as they regularly do, occur.  
8.3.1 Supporting the third role 
This thesis has focused upon how to explicitly support a third role in the 
construction of mobile mixed-reality experiences ± the role of the author 
alongside mobile and online players. The fundamental nature of the four 
experiences that have formed the foundation of this thesis, despite their 
iterative development, has been dictated primarily by the creative vision of the 
artists, and consequently this has driven the development of the supporting 
tools to a large extent. The artists retained strict creative control over each 
experience, from the core mechanics of the experience ± for example receiving 
location-based content rather than a different content-triggering mechanism ± 
to the fine details ± the precise wording of the script that was performed to 
each player during the induction process in Uncle Roy All Around You. This 
creative vision has both focused and, to some extent limited, the scope of this 
research and the choices made in a number of respects. 
The iterative development of the tools towards supporting specific types of 
mobile mixed-reality experiences has similarly been driven by the creative 
needs of the artists. The ColourMaps system focuses on authoring location-
based content due to each experience particularly revolving around location-
based content triggering. A limitation of the research is that it has not explored 
the potential of using the system to support other, not necessarily spatial, 
content authoring paradigms ± for example supporting an experience that 
involves temporally, historically or contextually driven content triggering. 
Arguably the ColourMaps system presented in this thesis did not explore these 
alternatives in detail as the artists were not creating an experience that required 
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them, not that location-based content is by definition the most appropriate 
choice for a mobile mixed-reality experience. 
Similarly, the creative vision of the artists in creating a mobile mixed-reality 
experience that, in their view, was primarily to be seen as much as a theatrical 
performance as a game or any other experience genre, led to the orchestration 
framework being developed to focus on ensuring that each player had a good 
experience theatrically, and one that was as close to the aUWLVWV¶ YLVLRQ DV
possible. As such, and similarly to the ColourMaps system, the orchestration 
framework focuses on supporting the micro-management of an experience by 
the artists, as this was their desired objective. This research consequently did 
not explore how the orchestration framework could be appropriated to support 
mobile mixed-reality experiences with different, less strict, and non-theatrical 
requirements, particularly those that are unmanaged, socially embedded, and 
last for longer periods of time. 
The role of the artists also significantly influenced how the two tools described 
in this thesis logically relate to one another. As has been described in chapters 
5 and 6, elements of the content created using the ColourMaps system are 
subsequently reused in the management interface of the orchestration 
framework, particularly in the use of annotated maps revealing the content 
landscape. However, the orchestration framework does not specifically 
complete the iterative loop by feeding information about experiences that have 
taken place, and the actions that needed to be taken to maintain them within the 
orchestration framework, back into the ColourMaps system, enabling content 
to be refined in order improve the next iteration of an experience. Arguably, 
each experience should take into account where players went, which content 
they explored too rapidly, and which content delayed them because it was too 
ambiguous, and the experience should be updated accordingly. However, once 
fundamental errors in the content had been resolved, the artists did not wish to 
further iteratively develop the content in this manner, and this is perhaps 
indicative of the creative control over the experience that they retained ± once 
the experience and associated content had been developed to sufficiently match 
their particular creative vision, reacting to VXEVHTXHQWSOD\HUV¶DFWLRQVEHFDPH
less important, or may even have been contradictory, to this vision. 
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This focus on dedicated support for the work of the author and the orchestrator 
of an experience raises the question of how it might be applied to experiences 
that specifically do not involve such roles. While certain aspects of the 
ColourMaps system and of the orchestration framework could be redeployed in 
a more autonomous system ± automatically generating ColourMaps from 
measured data, or queuing and marshalling players ± a clear limitation of this 
research is its reliance on the artist.  
8.3.2 Methodology 
One of the most significant contributions of this research has been its use in 
supporting four publicly deployed mobile mixed-reality experiences; Can You 
See Me Now? - which continues to tour several cities a year to date, Uncle Roy 
All Around You and I Like Frank, and the educational experience Savannah. 
Critically, this research has emerged from the process of developing and 
VXSSRUWLQJ WKHVH H[SHULHQFHV ³LQ WKH ZLOG ´ - collaborating with real-world 
artists and domain experts, and presenting the experiences to large numbers of 
members of the public as complete, professional performances. 
This methodology of directly supporting the public performance of mobile 
mixed-reality experiences has provided a driving force for the development of 
this research, by presenting realistic challenges for which solutions had to be 
found in the form of supporting authoring and orchestration tools and systems. 
It presented an arena in which to demonstrate, refine and prove the validity of 
the tools and framework in response to direct feedback from the collaborating 
artists while authoring, and from the wide variety of orchestration tasks that 
arise when deploying such experiences in such a real world setting. 
Importantly, it has also provided the opportunity to evaluate the tools and 
concepts presented in this thesis, both as part of the practical iterative 
development cycle that working in the wild entails and that is documented 
here, and as part of a larger, collaborative, ethnographic study of the 
experiences. It has demonstrated the successful realisation and integration of 
the tools as part of the technical implementation of a component-based game-
engine architecture that supports the four experiences. It has shown that while 
these tools are not an end in themselves, they prove provide crucial support to 
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artists and other domain experts in exploring these new avenues of mobile and 
related technologies. 
This methodology allowed the work presented in this thesis to be particularly 
successful. The Equator Citywide Performance and Savannah projects, and 
most notably the collaboration with Blast Theory, provided the opportunity for 
creating four experiences that allowed this research to flourish, and provided a 
rigorous, demanding and often stressful environment for testing and iterative 
development. Conversely, the experiences would arguably not have been as 
successful as they have been without this research, and this is born out by the 
global recognition that they have received.  
However, this methodology of rapidly prototyping tools and systems to directly 
support the four experiences is, sometimes, a double-edged sword, as was the 
fact that Can You See Me Now?, Uncle Roy All Around You and I Like Frank 
were publicly accessible performances, with all of the theatrical deadlines, 
additional requirements and public pressures that this entails. Given the 
relatively short production time allowed for the experiences, both the artistic 
design and supporting tools and technologies evolved as part of a tightly 
collaborative process between the author and Blast Theory. This was often akin 
to a shifting set of goal posts, with it sometimes being difficult to rationalise 
the needs of the artists ± whose main motivation was to create an artistically 
valid experience, with the research requirements of the parent research project 
and this thesis. However, in hindsight it is clear that these tensions and 
associated deadlines were a catalyst to focus only on what was strictly 
necessary to accommodate both, and to resist the urge to pursue other 
superfluous goals. Much of this work has been inspired by collaborating 
closely with Blast Theory, understanding their needs and sharing their 
frustrations in both understanding the intricacies and nuances of mobile 
technologies while simultaneously creating a ground-breaking performance 
with it. 
At times the demands of creating and refining the experiences and supporting 
tools, even while they were running and being used, can be frustrating due to 
the pressure of time and the knowledge that each player's experience was 
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something not to be thrown away lightly. However, while it may seem like it 
would have been ideal to have had a longer period of time to make sure 
HYHU\WKLQJ ZDV ³MXVW ULJKW´ DUJXDEO\ WKLV is greatly superseded by the unique 
opportunity to practically support experiences in such a public and demanding 
arena. It is believed that this is what makes this research a significant 
contribution to the field; crucially supporting some of the most pioneering and 
publicly visible deployments of mobile mixed-reality experiences to date, 
while also refining the approach of working in the wild by demonstrating how 
to focus on the very pragmatic needs of collaborating artists and participating 
players alike. 
8.3.3 Dissemination and Impact  
This research has contributed to the general philosophy of supporting mobile 
mixed-reality experiences in a number of ways. Primarily, and as stated 
previously, it has directly and critically supported the creation of four 
experiences that have both successfully demonstrated the use of the framework 
and tools presented here, and that have also been critically acclaimed as novel 
and ground-breaking experiences by computer science and arts communities 
alike. 
The author has been actively involved in the subsequent dissemination of this, 
and related research, through the following publications. 
Details of the ColourMaps system have been published as: 
 Flintham, M. (2005) Painting the town red: configuring location-based games by 
colouring maps . In Proceedings of the 2005 ACM SIGCHI International Conference 
on Advances in computer entertainment technology, Valencia, Spain, June 2005. 
 Benford, S., D. Rowland, M. Flintham, R. Hull, J. Reid, J. Morrison, K. Facer and B. 
Clayton (2004) S avannah: Designing a location-based game simulating lion 
behaviour. In Proceedings of the 2004 ACM SIGCHI International Conference on 
Advances in computer entertainment technology, Singapore, June 2004. 
Selected details of the Orchestration framework have been published in: 
 Benford, S., A. Crabtree, S. Reeves, J. Sheridan, A. Dix, M. Flintham and A. Drozd 
(2006) Designing for the opportunities and risks of staging digital experiences in 
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public settings . In Proceedings of the SIGCHI conference on Human Factors in 
computing systems, Montreal, Quebec, April 2006. 
The author has been directly involved in the evaluation and ethnographic study 
of this research and of the four experiences, details of which have been 
published as: 
 Crabtree, A., S. Benford, T. Rodden, C. Greenhalgh, M. Flintham, R. Anastasi, A. 
Drozd, M. Adams, J. Row-Farr and N. Tandavanitj (2004) Orchestrating a mixed 
reality game 'on the ground'. In Proceedings of the 2004 SIGCHI conference on 
Human factors in computing systems, Vienna, Austria, April 2004. 
 Benford, S., A. Crabtree, M. Flintham, D. Rowland, B. Gaver, M. Adams, J. Row-
Farr, N. Tandavanitj, A. Oldroyd and J. Sutton (2004) Provoking Reflection 
Through Artistic Games . In Proceedings of the 2004 SIGCHI Conference on Human 
Factors in Computing Systems (Workshop 19. Social Learning through Gaming), 
Vienna, Austria, April 2004. 
 Benford, S., W. Seager, M. Flintham, R. Anastasi, D. Rowland, J. Humble, D. 
Stanton, J. Bowers, N. Tandavanitj and M. Adams (2004) The Error of Our Ways: 
The Experience of Self-Reported Position in a Location-Based Game. In 
Proceedings of UbiComp 2004: Ubiquitous Computing: 6th International Conference, 
Nottingham, UK, September 2004.  
 Benford, S., D. Rowland, M. Flintham, A. Drozd, R. Hull, J. Reid, J. Morrison and K. 
Facer (2005) Life on the edge: supporting collaboration in location-based 
experiences . In Proceedings of the 2004 SIGCHI Conference on Human Factors in 
Computing Systems, Portland, Oregon, April 2005. 
 Benford, S., A. Crabtree, S. Reeves, J. Sheridan, A. Dix, M. Flintham and A. Drozd 
(2006) Designing for the opportunities and risks of staging digital experiences in 
public settings . In Proceedings of the 2006 SIGCHI conference on Human Factors in 
computing systems, Montreal, Quebec, April 2006. 
Details of the four experiences that this research has supported, with selected 
elements of this thesis, have been widely published by the author and regularly 
cited by other researchers, most notably in the following publications: 
 Flintham, M., S. Benford, R. Anastasi, T. Hemmings, A. Crabtree, C. Greenhalgh, N. 
Tandavanitj, M. Adams and J. Row-Farr (2003) Where on-line meets on the streets: 
experiences with mobile mixed reality games . In Proceedings of the 2006 ACM 
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SIGCHI Conference on Human Factors in Computing Systems, Fort Lauderdale, 
Florida, April 2003. 
 Flintham, M., R. Anastasi, S. Benford, A. Drozd, J. Mathrick, D. Rowland, N. 
Tandavanitj, M. Adams, J. Row-Farr and A. Oldroyd (2003) Uncle Roy All Around 
You: Mixing Games and Theatre on the City Streets . In Proceedings of Level Up: 
The First International Conference of the Digital Games Research Association 
(DIGRA), Utrecht, Netherlands, November 2003. 
 Benford, S., R. Anastasi, M. Flintham, C. Greenhalgh, N. Tandavanitj, M. Adams and 
J. Row-Farr (2003) Coping with uncertainty in a location-based game. In 
Pervasive Computing, IEEE 2(3): pp 34-41. 
 Benford, S., M. Flintham, A. Drozd, R. Anastasi, D. Rowland, N. Tandavanitj, M. 
Adams, J. Row-Farr, A. Oldroyd and J. Sutton (2004) Uncle Roy All Around You: 
Implicating the City in a Location-Based Performance. Proceedings of the 2004 
ACM SIGCHI International Conference on Advances in computer entertainment 
technology, Singapore, June 2004. 
 Benford, S., A. Crabtree, M. Flintham, A. Drozd, R. Anastasi, M. Paxton, N. 
Tandavanitj, M. Adams and J. Row-Farr (2006) Can you see me now? In ACM 
Transactions on Computer-Human Interaction (TOCHI) 13(1): pp 100-133. 
 Benford, S., A. Crabtree, S. Reeves, M. Flintham, A. Drozd, J. Sheridan and A. Dix 
(2006) The Frame of the Game: Blurring the Boundary between Fiction and 
Reality in Mobile Experiences . In Proceedings of the 2006 ACM SIGCHI 
Conference on Human Factors in Computing Systems, Montreal, Quebec, April 2006. 
This research has directly contributed to the Equator IRC (Equator IRC, 2007), 
and aspects of the work have been actively used and extended within IPerG 
(IPerG, 2007)- the Integrated Project on Pervasive Gaming, particularly the use 
of the ColourMaps system in supporting Day of the Figurines, a new, long 
running experience using SMS (Flintham et al., 2007). 
The author has presented elements of this research at a number of invited 
addresses to other communities, including the May You Live In Interesting 
Times Festival of Creative Technology (Flintham, 2005a), and the Screenplay 
Festival, (Flintham, 2005b). 
The author has been involved in the construction of an interactive digital 
replay-based installation of Can You See Me Now?, which has been shown at 
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the Ars Electronica, Linz, Austria, and the Edith Russ Site for Media Art, 
Oldenburg, Germany, in 2003. 
This research has been XVHG DV WKH EDVLV IRU WZR DUWLVWV¶ PDVWHU-classes in 
collaboration with Blast Theory, at the Amsterdam-Maastricht Summer 
University, Amsterdam, 2001, and at the Technology School of the Future, 
Adelaide, 2004. 
Can You See Me Now?, Uncle Roy All Around You and I Like Frank have 
received favourable critical reviews from the mainstream press, notably in the 
Metro (Murphy, 2003),  and the Guardian (Wilson, 2003). As described in 
chapter 2, Can You See Me Now was nominated for an Interactive Arts 
BAFTA award in 2002, and was winner of the Golden Nica for Interactive Art 
at the Prix Ars Electronic, Austria in 2003. Uncle Roy All Around You was 
nominated for two BAFTA awards in the categories of Interactive Arts, and 
Technical and Social Innovation in 2004 and was nominated for a Net Art 
Award at the Webby Awards, also in 2004. 
Other academics have also begun to write favourably about the four 
experiences, as revealed in the following excerpt from (Dixon, 2007), on 
participating in Uncle Roy All Around You as a mobile player: 
Go home, re-evaluate yourself, the one you once loved and lost, the 
QDWXUH RI PHPRU\ WLPH¶V ZLQJHG FKDULRW FLWLHV DQG VXUYHLOODQFH
³YLUWXDO´UHDOLWLHVWKHIDOOLELOLW\RIFRPSXWHUVWKHERXQGDULHVRIERGLHV
and space, the nature of life and its relationship to performance, the 
meaning of art. Cry like a baby. Realise, again, just how new and 
unprecedented such work is, and how timeless and humbling is the 
experience of great art. 
Finally, particularly due to the touring longevity of Can You See Me Now?, it 
is estimated that this research has supported upwards of 30,000 members of the 
public in participating in these experiences.  
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8.4 Reflections and Future Work 
This final section presents a number of reflections on both the limitations and 
implications of this research, and potential avenues for future work.  
The research presented in this thesis has largely focused on supporting the 
mobile player in a mobile mixed-reality experience, with the role of the online 
player often somewhat relegated to a secondary concern. While Can You See 
Me Now? was solely targeted at online players and supported by mobile 
performers, in Uncle Roy All Around You and I Like Frank the research 
focused on supporting the authoring of location-based content primarily for 
mobile players, and primarily supporting the orchestration of mobile players as 
they explored the physical environment. This was perhaps practically justified, 
and to some extent politically motivated. Firstly, supporting online play is a 
well established and understood field, and the nature of mobile play arguably 
requires a greater, or at least different, level of support. Secondly, online 
players can take part in the experiences at no cost to themselves and, unlike 
mobile players, they are not required to make the same level of commitment to 
an experience - purchasing a ticket and turning up at the venue on time, and it 
is perhaps then not surprising that the authoring and orchestration effort was 
dominated by the need to make sure that the mobile side of the experiences was 
safe, smoothly run and enjoyable. It would have been useful to investigate how 
these tools could have played a more substantial role in the online experience.  
Similarly, it is apparent that some of the everyday occurrences for mobile 
players, such as network disconnection, software or hardware failure or simply 
just getting lost, were detrimental to the online experience, with online players 
often failing to understand what was actually happening on the streets. It would 
have been useful to have investigated how this can be effectively revealed to 
online players, potentially through orchestration, so that they could adopt their 
own play accordingly. 
It is believed that the ColourMaps system has not yet been explored to its full 
potential. While it has been successfully used to provide the core content 
functionality for all of the experiences, the more advanced characteristics of 
digging, levels, their light-weight nature and intuitive authoring principle have 
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not been fully exploited by giving the system to a wider variety of authors. In 
the interests of further supporting the rapid prototyping of both mobile and 
mobile mixed-reality experiences, it would be interesting to provide and 
distribute a simple set-up on a single device that allowed authors to construct 
clue-driven location-based experiences using ColourMaps and self- reported 
positioning. This would provide a standalone platform for use by artists groups, 
schools, or any other groups that were interested in creating experiences in a 
variety of areas, in a similar vein to Create-a-Scape (Futurelab, 2007). 
As a highly visual medium, ColourMaps can provide a dynamic representation 
of other aspects of the mobile infrastructure, for example GPS reception or 
connectivity strength. This could be used to allow authors to create content in 
relation to both the physical environment and this mobile infrastructure that 
took into account whether a player was likely to be connected or have access to 
reliable position reports, or to even trigger content directly based on the 
measured infrastructure as it evolves. This work is currently being taken 
forward, by examining how authoring tools can benefit from an infrastructure 
visualisation layer (Oppermann et al., 2006). As described in the previous 
section, ColourMaps are not restricted to authoring spatially distributed 
content, and could be used to author content to be triggered by change in any 
two discrete inputs ± for example using time to place a player on the 
ColourMap, or data collected from a sensor. 
 A particular challenge for orchestration was to respond to the needs of players 
with minimal disruption to their experiences and subsequent loss of 
engagement. To this end, approaching a mobile player on the streets was 
considered a last resort for orchestration, and also the greatest strain on the 
resources of supporting performers in recognising and locating errant players. 
To minimise the time taken during this intervention a strategy for getting a 
player's device back on track, even if they were merely disconnected, was to 
³WXUQ LW RII DQG RQ DJDLQ´ $ SRWHQWLDO DYHQXH IRU IXWXUH UHVHDUFK LV KRZ WR
better support distributed orchestration on the ground, with the development of 
more sophisticated mobile interfaces that allow street performers to perform 
the same orchestration functionality as provided by the control room, 
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potentially remotely orchestrating globally disconnected players locally 
through short- lived peer-to-peer networks. 
The mobile mixed-reality experiences described, compared to large-scale 
commercial deployments of location-based services and games, have been 
relatively small, short- lived performances, despite their touring longevity and 
the involvement of a not insignificant number of members of the public. The 
experiences were the result of intensive periods of rapid prototyping and 
development, to meet the inherent and concrete deadlines of presenting the 
experiences to the public at the allotted time, compared with the more 
structured, longer-term roll-RXWVWKDWRQHPLJKWH[SHFW IURPDPRUHµSROLVKHG¶
product. In some senses the experiences are sophisticated prototypes, and while 
they have provided a platform to consider the research presented in this thesis 
and other areas, it is an open question as to how this research might evolve to 
support a much larger production. Similarly, it would be interesting to explore 
how this research could be applied to experiences in which an artist did not 
play such a fundamental creative role as the author and orchestrator, and that 
were less theatrical or performance-based in nature. 
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