Abstract: Manually building models of complex objects is usually very difficult. 3D scanning can provide accurate models, but the required processing of very large data sets is time-consuming and not suitable for real-time applications. This paper presents a novel method that uses a series of images to represent an object. Initially, we obtain many images by photographing in different spatial directions. Each image matches a vector of an observed direction. During real-time rendering, the image closest to the eye direction is selected and shown. We call this method of model building the image-view pairs (IVP) model. The IVP model can support dynamic shadows in addition to static shadows. This paper proposes a method based upon affine transformation and multitexturing. IVP objects also support collision detection. Experiments show that the proposed IVP objects look realistic and require less processing power and memory. Moreover, the displayed scene runs very smoothly. The proposed method can be very useful for large real-time applications.
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PUBLIC INTEREST STATEMENT
In general, it is very difficult to manually build 3D models for complex objects. 3D scanning can obtain accurate shapes, but the data are too large for real-time applications. This paper presents a new method that uses multiple images shot in different viewing directions to represent an object. This type of model can reduce the data and make a real-time 3D scene run smoothly. Model building in this method can support dynamic shadows and collision detection. This paper discusses the relevant algorithms in detail. The models in this method require less processing power and memory, allowing real-time scenes to run more smoothly, which is very useful for large real-time applications.
Introduction
3D model construction and rendering to simulate the real world is an important area of computer graphics. The most popular method is generating geometric structures of objects using vertex sets (referred to in this paper as "vertex set method based on geometric structure"). The vertices record the coordinates and the color of the surfaces of an object. 3D models are then built using 3D editing software, such as 3D Max, Maya, AutoCAD, and Solidworks.
However, manually building models of real-world objects with complex shapes is difficult, even if the best modeling software is used, and requires significant expertise and time. To overcome this problem, some people began to research the image-based modeling method. Multiple photos were used to recover the shape of a 3D object (Debevec, 1999) . Using this method, less skills of modeling worker are required. However, a lot of manual works of matching points are needed, and the total workload is still heavy. In recent years, researchers have presented many new techniques for 3D scanning, such as 3D laser scanning (Yu, Ferencz, & Malik, 2001 ), 3D scanning with structured light (Rusinkiewicz, Hall-Holt, & Real-Time, 2002; Wang & Zhang, 2014) , and 3D reconstruction based on binocular vision (Debevec, 1999; Yulan, Sohel, & Bennamoun et al., 2014) (or Kinect Tong, Zhou, Liu, Pan, & Yan, 2012 or a depth camera Cui, Schuon, & Thrun et al., 2013) . Using these automatic or semiautomatic methods, models of complex objects can be obtained more easily than before. However, the point cloud data obtained from these methods are very large and cannot be rendered using traditional ray tracing methods. Novel techniques for displaying or rendering these point clouds are currently of great interest. One technique is the use of new rendering methods instead of ray tracing. For example, EWA Splatting is very efficient and 4-10 times faster than ray tracing (Heinzle, Wolf, & Kanamori et al., 2010) . Recently, novel technologies for point cloud rendering have been applied successfully to animated films such as Toy Story, Up, and Frozen (Wu & Huang, 2015) . Fast 3D rendering can also be achieved by simplifying large point cloud data. For example, both progressive compression (Maglo, Courbet, Alliez, & Hudelot, 2012) and k-means clustering (Shi, Liang, & Liu, 2011) have been used to simplify point clouds, so that ray tracing can be used to process them. However, none of these methods have been able to acquire real-time speeds. At present, animated films produced by Pixar often require 20 h to render one frame for a complicated scene, which is unacceptable for real-time applications such as virtual reality and 3D gaming.
The techniques mentioned above are referred to as "vertex set methods based on geometric structures." However, there are other techniques for computer-based simulation of complex objects and shapes, which we will refer to as "features-based methods." The strength of these methods is their use of simple shapes and images to represent the main features of a complex object, instead of attempting to obtain an accurate drawing of the object. For example, the billboard (Behrendt, Colditz, Franzke, Kopf, & Deussen, 2005) method uses two vertical surfaces along with image textures to represent trees. Fractal technology acquires plant branches using fractal iterations to simulate plants (Magdics, 2009 ). The particle system simulates natural phenomena such as flames, fountain, and storms by generating, moving, and deleting particles (Du, Li, & Wang, 2014) . We also often use half spheres and boxes to simulate sky and clouds, sine functions to simulate waves in the sea, and dynamic surfaces and textures to simulate water splashes (Liao & Jinhui, 2011) . These methods extract the main relevant features (physical or visual) and represent them using methods that are not based on vertex sets or shape structures. This strategy is more efficient for many types of objects.
As to representing object with images, it is necessary to mention another concept and technique: image-based rendering (IBR) technology. IBR has been researched for many years. Billboard and sky box mentioned above are two of IBR technologies. The other IBR technologies include HDR (High Dynamic Range) rendering (El-Mahdy & El-Shishiny, 2010) , image sprite rendering (Cheung et al., 2015) , rendering of depth of field (Xie, Sun, & Wang, 2013) , etc. In 1990s, panorama (Wu & Huang, 2015) and light field (Jones, Nagano, & Liu et al., 2014) technology became the hot areas. To build a panorama or a light field, multiple photos need to be taken, and then stitched or combined together to display the scene. In recent years, there comes free-viewpoint video (FVV) technology (Liu, Dai, & Xu, 2010) . To produce an FVV, multiple cameras are used to collect video data. Video images are interpolates between cameras, and the viewpoint can be moved interactively, similar to real-time roaming in a 3D scene. Panorama, light field and, FVV realistically show the aspect of a 3D scene. However, they are not real 3D data actually. They cannot be integrated into a 3D data scene. HDR rendering and rendering of depth of field are technology for light, not for modeling. Billboard objects can be put into a 3D scene, but it cannot work well for all viewpoint directions, and also lacks some important features of 3D objects, such as shadow and collision detection. This paper presents research on methods for representing 3D objects using visual features to help overcome the challenge of modeling and rendering complex objects for real-time applications, which is currently difficult.
Methodology

Principle of representing 3D objects based on image-view pairs
In real-time applications, a method called "billboard" is often used to represent trees (Behrendt et al., 2005) . The billboard is composed of two faces with applied textures that intersect vertically or is a face that rotates along the observed direction. This method is often used for objects that are substantially symmetric. When a billboard face is vertical to the viewing direction, the resulting view is very realistic. However, when the face is parallel to the eye direction, such as when the top of a tree is being viewed, it appears distorted or may not be seen completely. One solution to this problem is to display different images for different eye directions. The eye direction can vary greatly in space and can be expressed by a sphere.
In the sphere (fitted with many planes) in Figure 1 , the object is placed at the center. The eye watches the center from the outside from any direction. Every direction passing through a vertex has a corresponding image that is acquired by a camera or rendered by computer. For example, when the eye observes from direction P, the screen displays the corresponding image of this direction. When the eye moves to another direction P 1 , the corresponding image of direction P 1 is displayed instead.
If the eye is close to several different directions of vertices but does not coincide with one, we can display the image of the closest vertex. For example, the vertex closest to the direction of Eye is P, and thus the image corresponding to viewing direction P is displayed. We can also interpolate and obtain a new image. For example, we can interpolate the corresponding images of P, P 1 and P 6 to obtain the required view. All of these images form a model of the object. Although this model is not a real shape, it can adjust the display according to the observed direction and maintain a realistic view. Complex operations of model building and complicated computations for rendering are not required, and thus the system is faster and has better performance.
These images may be expressed as the set given below:
In the formula above, A is the set of images. Img i is image i.K i is the direction at which the eye views the image, expressed using a vector. In this paper, we call models composed of vectors and corresponding images "Image-view Pairs Models." In a computer program, searching through such models is much faster using graph structures instead of arrays or lists. Hence, graph structures should be used to describe the set.
As shown in Figure 1 , when the sphere is fitted with triangles, every point has five (e.g., P 3 ) or six (e.g., P 1 ) adjacent nodes. When rendering in real time, the vector from the center to the eye is calculated, and the vector selection is optimized by minimizing the angle between the center-eye vector and the center-vertex vector. The corresponding image is then displayed. The following formulas may be used to compute the angle α. E denotes the position of the eye, O denotes the center of the object, and K i represents one vertex. α can then be computed using the following formula:
The aim is to find the vertex for which α is minimized. When the system initiates or renders a particular image for the first time, all vertices are compared. However, at other times, we only need to compare six adjacent vertices, since the direction of the eye must pass along one of these adjacent vertices before it moves away.
Producing
To produce a good image-view pairs model (referred to as the IVP model in the discussion below), a number of images in different directions are required. We first need to obtain these photos. A rotating platform or board is required, as shown below.
After photographing, we process the images and let them be transparent, as shown in Figure 3 .
For large objects, we may utilize the tops of buildings or high places to acquire the photographs. The photos are then processed using Photoshop to ensure that they are the same size in all different directions. The vector of the observed direction during photography or rendering is recorded.
The processed images are used as textures in the real-time program. We use an XML document to record the relationships between the center-eye vectors and the images. The program loads these images and constructs the data structure as a graph. When rendering in real time, according to formulas (1)-(3), the vector closest to the eye direction is selected, a rectangle perpendicular to it is drawn, and texture is applied onto it. Figure 2 is an example of a sculpture. We built it as an IVP model and loaded it into a 3D computer scene, and then we obtained the results shown in Figure 4 . The program was developed using C++, VegaPrime, and OpenGL. The IVP model contains 32 images. When the observer moves in real time, the images change fluently. The four pictures in Figure 4 are from four different directions. In Figure 4 (b) and (c), the edges of the rectangles are drawn. We can see that the sculpture model mixes well in the 3D scene, looks realistic, and has a shielding relationship with surrounding objects. Figure 4(d) is from the same direction as (c), but the viewpoint is far away. The image is a texture on a face. When the viewpoint is far away, the face appears small and the image (texture) on it also appears small. Thus, the IVP object appears large when observed from a nearby point and small when observed from a point far away, consistent with the features of a 3D object. IVP objects can also have other 3D object features, such as shadow and collision. We will discuss these features in Sections 2.5 and 2.6.
Instance without shadow
In this instance, the texture images of (a), (b), and (c) are the images in Figure 3. 
Strategy of dynamic loading
An IVP model consists of many images. If there are a large number of IVP models in a scene and if all images of these models are loaded, then a large amount of memory will be occupied by the model and its images. To efficiently use the memory, we can use the strategy of dynamic loading and scheduling. Images that should be displayed immediately or soon are loaded and kept in memory. Images that will not be displayed for some time are unloaded from the memory or are not loaded in the memory until they are required. The following strategy may be followed:
(1) Set a distance threshold D.
(2) Check the distance from every IVP object to the observer position (denote it as Dj). The above algorithm should be implemented using multithreading. The thread for loading and managing images should be different from the rendering thread. If the threads are the same, the system will become stuck frequently and will not run smoothly.
Shadow
The proposed IVP model can also support shadows. The support for static shadows is simple; we build a face at the bottom and apply a transparent shadow texture to it. For dynamic shadows, the process is slightly more complex. Common shadow algorithms, such as Shadow Volume and Shadow Map, must obtain an accurate model using the shape of the objects. However, IVP models contain only one plane; hence, these algorithms cannot be used to develop the shadows of IVP objects. In this paper, we present a novel method for developing IVP models that uses affine transformation and multitexture to obtain dynamic shadows. The algorithm and the steps required are described in the following sections.
A shadow is created when an object blocks light, creating a silhouette of the object on the opposite wall or floor. An IVP model has no shape but has corresponding images matching every light direction. Therefore, given the direction of the light, we can process the matching image, including resizing, binarization, and edge cleaning, to acquire the shadow image. Finally, we can apply the shadow image as a texture on the object on which the shadow appears.
Initializing the shadow image
Black-and-white and soft shadow images are required and can be acquired by processing the original images. Processing takes a considerable amount of time and therefore is performed when the program is initializing. The processing steps are as follows: The first step is color removal. The formula below is used to remove color from original images in each direction. 
Gray1(x, y) is the gray value at (x, y) acquired for the output image. R(x, y) is the red value at (x, y) in the original image, G(x, y) is the green value, and B(x, y) is the blue value.
The next step is the binarization of the grayscale images. Pixels with higher gray values in the output image generated using formula (3) are pixels of the object generating the shadow. The pixels in the shadow area have a color close to black and are described well by RGB(0.05,0.05,0.05). Setting them as pure black, i.e., RGB(0,0,0), is not advisable because many transparent image formats consider RGB(0,0,0) transparent. We use the depiction method used in OpenGL here, in which 1.0 means full and 0.0 means null. For example, RGB(1,1,1) means white. The acquired binarized images are denoted as Gray2.
After binarization, the mask color (pure black) of the image should be treated as transparent. The pixels are traversed, and when the color is black (RGB(0,0,0)), the transparency is changed to 1. The acquired transparent image is denoted as Alpha2.
The next step is blurring. The shadow acquired in the transparent image is now a hard shadow, which must be softened to appear realistic. We process the shadow using a Gaussian Blur:
Alpha3ðx; yÞ ¼ 1 ∑Cðm; nÞ m 2 ðx À R; x þ RÞ n 2 ðy À R; y þ RÞ ∑ m 2 ðx À R; x þ RÞ n 2 ðy À R; y þ RÞ Cðm; nÞAlpha2ðm; nÞ when Alpha2ðx; yÞ Þ 0 (4) In this formula, Alpha3(x, y) is the transparency at (x, y) in the output image, and Alpha2(x, y) refers to the pixels in the image Alpha2. R is the blur radius. C(m, n) is the Gaussian coefficient at location (m, n) in the input image. 
In this formula, (x, y) is the blur center. σ is its variance.
Shadows do not require high resolution for good representation. To save memory, we can reduce the size of the shadow image. Reducing the image to 32-128 pixels is sufficient.
When texture mapping is done using the shadow image, the mode GL_CLAMP should be used (more details will be presented later). To display nothing at the locations in texture, where s is not at [0,1] or t is not at [0,1], we must remove the color and transparency of all of the pixels at the four edges. We now obtain the shadow texture images. The shadow images are added to formula (1); then, the collection that includes shadow images is given below:
In this formula,K i and Img i are the same as in formula (1). Shd i are shadow images that match the direction vectors.
Select shadow image
When rendering, we must select the correct shadow image according to the direction of light. This is achieved using formula (2), but OE ! should be the vector from the center of the light source instead of from the center to the observer. That is, the model image is selected according to the center-eye vector, whereas the shadow image is selecting according to the center-light vector.
Affine transformations
When light is shone on an object, the shadow will fall on the object behind it. Texture may be applied on the object using the selected shadow image. The object on which the shadow falls may already have a different texture; hence, the shadow image should be applied as a new layer, and we must apply texture in a multilayer mode. The important questions are the following: how should the texture be applied, and what are the textural coordinates of each vertex of the plane?
First, we must calculate the Oblique Projection of the Vertex on an Image Plane in the IVP Object. Let us consider the problem shown in Figure 5 . In the parallel light condition (the unit vector of light isL), P is a point in space. What are the coordinates of its projection on the plane (P 0 , N) (note:Ñ is the normal unit vector)?
Due to limited space, we omit the derivation and provide the result directly:
Using this formula, we can obtain the coordinates of the projection on a plane of any point. For example, consider the image (the rectangle ABCD) shown in Figure 6 . When light is projected on it, it generates a shadow (the parallelogram P a P b P c P d ) in the HIJK plane. The points P a , P b , P c , and P d can be calculated using points A, B, C, and D using the formula above. The shadow image must be applied in the area P a P b P c P d to display a real-time shadow when rendering.
Second, we must calculate the texture coordinates of the vertices on the plane receiving the shadow. The texture must be applied as follows. Let P b P c be the axis s of texture mapping, P b P a be the axis t, and the texture coordinates of P b , P c , and P a be (0,0), (1,0), and (0,1), respectively. The texture mode must be set as GL_CLAMP. There are no vertices at the P a , P b , P c , and P d positions on the HIJK plane. We can control the texture coordinates at these points indirectly via the texture coordinates of vertices H, I, J, K. Therefore, we must calculate the texture coordinates of H, I, J, K such that the texture coordinates of P b , P c , and P a are (0,0), (1,0), and (0,1), respectively.
In Figure 7 , we show how to obtain the required coordinates. In Figure 7 , OXYZ represents the global coordinate system (also referred to as the world coordinate system). OXYZ can be transformed into the coordinate system P b P c P a B by applying these transformations: translate coordinate system OXYZ and let its origin become P b , resulting in coordinate system O′X′Y′Z′; then, transform O ′X′Y′Z′ by an affine transformation to generate the texture coordinate system P b P c P a B. P b P c is not necessarily perpendicular to P b P a . Furthermore, we let the third axis of the texture coordinate system be P b B, which is the reverse direction of the light and is not necessarily perpendicular to the plane. This is an affine coordinate system. The coordinate system O′X′Y′Z′ can be transformed into P b P c P a B. Omitting the derivation, a point (x, y,z) in the global system can be turned into a point in system P b P c P a B by using the following formula: 
In this formula,ũ,ṽ,w are three vectors along the affine axes, which can be written as follows:
8 < : Figure 6 . Oblique projection of a spatial object. Figure 7 . Transformation of the texture coordinate.
Using formula (8), we can obtain the texture coordinates of the vertices of the plane on which the shadow falls. We apply the shadow texture according to the texture coordinates, and the shadow can then be seen in the correct position.
Texture mapping
As stated previously, the object on which the shadow falls may have other textures as well, and thus we must add a new layer for the shadow texture using a transparent image and color mixing. Multitextures are supported in both OPENGL and Direct3D (Shreiner, Sellers, & Kessenich, 2010) .
Not all objects in a scene require the application of a shadow texture. Only the object behind the IVP object (according to the direction of the light) will be affected. We can judge this by deviation and the range of texture coordinates. Consider objects for whose vertices there are a range between the minimal horizontal texture coordinate and the maximal one containing [0, 1] and a range between the minimal vertical texture coordinate and the maximal one, also containing [0, 1] . Compare the vertices of these objects and obtain one that is on a side that is different from the ABCD face according to the direction of the light (their deviations having contrary signs) and whole absolute value of deviation from face ABCD is a minimum. The object containing this vertex is the object on which the shadow would fall. On this object, the shadow texture should be applied to the faces whose normal vectors cross the direction of the light at an obtuse angle. The conditions and steps that can be used to acquire the required face are expressed as follows: 
In this formula, F is the face set selected according to the condition inside the braces; f k is the face k in the face set; V ki is the vertex i of face k; s Vki , t Vki are the horizontal and vertical texture coordinates of V ki , which are calculated using affine transformation; G is the position of the light source, which can be a very distant position if it is a parallel light; B is the left bottom vertex in the image rectangle of the IVP object;Q is the direction vector of the image rectangle and can be calculated using the formulaQ
is the deviation from point P to face ABCD.
② In face set F, the face f is the last selection according to the formula given below:
f ¼ f j f j 2 F and existing
In this formula, f j is the face j in face set F, and V jm is the vertex m of face f j . The other variables are the same as in formula (10). f j belongs to an object; that is, the object to which the image texture should be applied.
If the scene is very complicated, it will require a long time to search using the two formulas above. If we know in advance which objects may receive shadows, the efficiency of the technique could be greatly improved. For example, the shadows of sculptures and trees are usually cast onto the ground, and thus we can specify the ground to be the shadow-receiving object for these IVP objects.
Instance with shadow
According to the methods above, an example is shown as follows:
Comparing Figure 8 (a) with Figure 4 (b), we can conclude that the model acquired using our technique appears much more realistic.
Collision detection
We can also use some common collision detection methods on IVP objects, such as the bounding box method. For example, we can set a spherical bounding box. When the distance from the eye to the object is less than the radius of the sphere, a collision occurs.
The IVP objects can also support bounding boxes that are more accurate, such as the k-DOPs bounding box (Zhang & Du, 2011) . However, these bounding boxes cannot be calculated from the object vertices. There models should be built independently and specified by a separate file (for example, an XML file). The shape given below, for example, can be encapsulated in the k-DOPs bounding box of the sculpture in Figure 9 and used to calculate collision detection.
Testing and result
We tested and compared the performances of the methods above with the sculpture in Figure 8 . The data are given below in Table 1 .
In testing, we used a computer with a dual core 3.8 GHz CPU, 8 GB memory, and 2 GB video memory. The testing program was developed using C++, VegaPrime, and OpenGL. In the table above, the "3D scanning model" was a model scanned with structured light. Of course, it could also be made by the other methods such as 3D laser scanning, binocular vision, Kinect or depth camera. The "high precision simplified 3D model" was made by recovering from multiple photos. The "low precision simplified 3D model" was made by simplifying manually the high precision simplified 3D model or building through 3DSMax manually. The images of the IVP models were 256 × 256 pixels in size and were saved in PNG format. There were two types of IVP objects. One was a highprecision model with one image (rendered from the scanning model) for every 10°in a hemisphere space of 360°in longitude and 90°in latitude. The other was a low-precision model with one image for every 22.5°in the hemisphere space. When using low-precision models, sudden visual transitions might be observed when the image is switched.
In the table, we can see the frame rates of 3D scanning model, the high precision simplified 3D model, the low precision simplified 3D model, the high precision IVP object and the low precision IVP object are 2, 42, 60, 59 and 60. Lower number of frame rate means the model requires more CPU power. The amounts of memory used by these five models are 1,7G, 120M, 15M, 55M and 12M. According to the Data above, both the frame rate and memory consumption of the IVP model are superior to those of the 3D scanning model and the high-precision simplified 3D model. Furthermore, using the methods above, we created a sculpture park, which is shown below.
In the scene in Figure 10 , there are 50 sculptures and 200 trees. The ground and the pavilions are common 3D models. The sculptures and trees are built with the different types of models shown in Tables 2 and 3 . We also compared the performances of these different models. The scene was tested for two types of cases. In one instance, there were only 50 sculptures, and no trees were placed in the scene. In the other instance, 50 sculptures and all of the trees were placed in the scene. The former instance was used to test the performance when every IVP object had its own image. The test results are given in Table 2. In the table above, in cases 9 and 10, the shadows were not calculated, whereas in cases 11-13, they were calculated and displayed. Case 13 also performed interpolation in addition to calculating the shadow. As shown in the table above, the scanning 3D models have too many faces and hence cannot run in real time. If a scan model can be simplified, it can be used to develop real-time scenes. The level of performance depends on the number of faces. The greater the number of faces, the lower the frame rate, as observed in cases 7 and 8. Comparing cases 2 and 7 reveals that when the high-precision 3D models are greater in number, the total number of faces will increase rapidly, and the frame rate will decrease exponentially. However, if the sculptures are changed to IVP models, the frame rate will decrease much more slowly in comparison (case 9), even when calculating the shadows is required (case 11). Image interpolation was also tested (case 13), and we can see that it requires significant processing power, which causes the frame rate to decrease rapidly. In addition to the case of the 50 sculptures given in Table 2 , we also tested a case of 200 trees placed in the scene together with the 50 sculptures. There were two types of trees, one of which was larger with a higher number of leaves, while the other was smaller with fewer leaves. They were built into two IVP models. It means that when the trees are represented by an IVP model, the used image sets can be the same and shared. This strategy was used to test the performance of IVP models when the image set is shared. The test results are given in Table 3 below:
In general, the more objects in the scene, the lower the frame rate. For example, comparing cases 14 and 15 with cases 7 and 8 reveals that the frame rate decreased after adding 200 objects (trees). However, if these objects were IVP objects, the frame rate decrease would only be marginal, as shown in cases 16 and 17. Cases 16 and 17 did not calculate shadows. If a shadow is calculated (such as in cases 18 and 19), then the frame rate significantly decreases. The frame rate is approximately equal to that of low-precision simplified 3D models and superior to that of high-precision simplified 3D models.
According to the above analysis, we can conclude that if there are many objects in the scene, the frame rate does not suffer when IVP models are used and is superior to the frame rate for common 3D models, especially when many IVP models share the images. Therefore, we can conclude that the IVP model is better suited for real-time applications involving a large scene or a scene with many complex objects.
Conclusion
This paper presents a method that uses IVP models to represent complex objects. In this method, many images are obtained for an object. When rendering in real time, we display the image that is in the viewing direction. Dynamic shadows can be determined and shown using affine transformations and multitextures. This method also supports complex collision detection by using a technique that separates display data and bounding box data. Tests showed that the IVP model appears realistic, as shown in the 3D scenes presented in this paper. The IVP model, panoramic video and light field technology are all based on image-based rendering technology, but only the IVP model can be integrated into a 3D scene. 3D scanning models, models recovered by multiple photos and models built manually for complex objects can be used in a 3D scene. Experiments for testing CPU power requirement and memory consumption of these models were performed. The result shows that IVP models can significantly decrease CPU power requirements and decrease memory consumption when displaying complex objects. This method allows real-time 3D applications to load and process large scenes while running more smoothly. It is valuable for real-time 3D applications.
