Abstract
Introduction
The advent of novel network technologies has leveraged recent advances in Quality of Service (QoS) in the last decade. This paper reviews the state of the art for this challenging task, i.e. QoS Architectures for Heterogeneous Networks. There have been some improvements, but there is much to do. We believe that QoS is, in fact, related to an old marketing motto: "customer is king", coined by Charles Parlin in 1911 [1] . Bearing this motto in mind, researchers" concern is how to implement and ensure that QoS is achieved in heterogeneous networks. As a consequence, this concern has promoted several conferences, forums and tutorials. The rest of this introduction explains the stimuli for this expansio n. Section 2 provides a framework for the subsequent review; Section 3 examines system design types and examples; Section 4 discusses the comparison amongst the approaches; and Section 5 concludes the paper. Currently, we are living a new age, which is called the Information Age. Due to this, a massive and complete infrastructure has been necessary in order to establish a kind of technological framework which represents the present and the future of telecommunications. This infrastructure allows people accessing the necessary information, anywhere and anytime; i.e. "multiple networks composed of different transmission media, such as fiber optic cable, coaxial cable, satellites, radio, and copper wire, will carry a broad range of telecommunications and information services and information technology applications into homes, businesses, schools, and hospitals. These networks will form the basis of evolving national and global information infrastructures, in turn creating a seamless web uniting the world in the emergent Information Age. The result will be a new information marketplace, providing opportunities and challenges for individuals, industry, and governments" [2] . A few years ago, this network arrangement was unimaginable and forms the basis of the Heterogeneous Networks, which is, in fact a network that can connect computers and/or other devices using different access technologies [3] .
Description Framework
In order to provide some groundwork for this review, we will describe several frameworks, namely, the concepts around QoS-based Networks; the factors that may affect QoS; and the approaches that 
Integrated Services (IntServ)
IntServ is a paradigm proposed to work in IP networks. Its idea is that there are two key elements in order to work properly: router and application. Each router must implement IntServ, and each application must make an individual reservation. In other words, the application indicates its service requirements to the network in the form of a reservation, and the network answer back to this request. The IntServ model relies on the Resource Reservation Protocol (RSVP) to signal and reserve the desired QoS for each flow in the network [8] . However, a problem arises here. Every router must maintain the state information for each reservation. Consequently, it will be difficult for every router deals with hundreds of thousands of flows through the network, such as the Internet; and due to this, the paradigm does not appear to be viable. So, we can conclude that the major drawback of InterServ is scalability. This main drawback made that IntServ was not much considered in the recent literature.
Differentiated Services (DiffServ)
As we have said in the last section, IntServ presents a problem of scalability, which makes it not popular amongst researchers. In order to overcome with this drawback, Internet Engineering Task Force (IETF) proposed DiffServ. In the end of 1998, its working group defined this paradigm as follows: "There is a clear need for relatively simple and coarse methods of providing differentiated classes of service for Internet traffic, to support various types of applications, and specific business requirements. The differentiated service approach to providing quality of service in networks employs a small, well-defined set of building blocks from which a variety of aggregate behaviors may be built. A small bit-pattern in each packet, in the IPv4 TOS octet or the IPv6 traffic class octet, is used to mark a packet to receive a particular forwarding treatment, or per-hop behavior, at each network node. A common understanding about the use and interpretation of this bit-pattern is required for inter-domain use, multi-vendor interoperability, and consistent reasoning about expected aggregate behaviors in a network. Thus, the working group has standardized a common layout for a six-bit field of both octets, called the DS field. RFC 2474 and RFC 2475 define the architecture, and the general use of bits within the DS field (superseding the IPv4 TOS octet definitions of RFC 1349)." [9] . Three projects sponsored by the European Union (EU) aimed to provide IP QoS within the DiffServ environment, namely, AQUILA [10] , TEQUILA [11] and CADENUS [12] . AQUILA stands for Adaptive Resource Control for QoS using an IP-based Layered Architecture. The project network architecture was DiffServ-based, as we said earlier. Its main aim was to provide dynamic control to QoS based traffic [10] - [13] . TEQUILA (Traffic Engineering for QUality of Service in the Internet, at LArge Scale) had as main purpose "to study, specify, implement and validate a set of service definition and traffic engineering tools to obtain quantitative end-to-end Quality of Service guarantees through careful planning, dimensioning and dynamic control of scalable and simple qualitative traffic management techniques within the Internet (i.e. diffserv)." [14] . And lastly, CADENUS (Creation And Deployment of EndUser Services in premium IP networks) which proposed "to develop, implement, validate and demonstrate a framework for the configuration and provisioning of end-user services with QoS guarantees in Premium IP networks (eg. for voice over IP)." [15] - [12] . There were three other projects which had employed the DiffServ architecture, that is, MESCAL (Management of End-to-end quality of ServiCe Across the Internet at Large) [16] , AGAVE (A liGhtweight Approach for Viable End-to-end IP-based QoS Services) [17] and Intermon (Advanced architecture for INTER-domain quality of service MONitoring, modelling and visualisation) [18] . In conclusion, all these projects were referred to the DiffServ paradigm. Also, all of them were focused on end-to-end QoS provision over heterogeneous networks. As we can see, DiffServ is indeed a very popular paradigm which has been used by the scientific community worldwide.
Asynchronous Transfer Mode (ATM)
ATM is a standard devised by ITU-T. It is, in fact, a technology which can provide high-speed transfer of voice, video, image and data through network. Due to the advent of fiber technology, the transmission itself was capable to handle with high bit rates, i.e. independently of bandwidth requirements. ATM has a great advantage to be completely oriented to provide QoS [3] - [19] . A number of research activities have been carried out in the last decades focusing on ATM and QoS.
Reference [20] presented two routing algorithms for ATM networks called by the authors as planned routing algorithm (PRA) and a hierarchical routing algorithm (HRA). Simulations have evaluated the algorithms" performance, and the results have shown that PRA outperformed HRA. The authors also concluded that both algorithms are suited for QoS requirements of ATM networks"routing. Another work, reported in [21] , proposed several methods in order to achieve efficient, scalable and, mainly, QoS-aware routing. The methods were Asymmetric Simple (AS), Markov Decision Process (MDP) and Competitive On-Line (COL). Simulation results demonstrated that the AS method yielded very good network deployment while significantly reducing the amount of advertised information. On the other hand, the authors inferred that MDP approach provided a systematic method of defining call admission function and yielded better network utilization than the COL approach. In [22] , it was described a priority scheme called by the authors User Priority, for providing an IP integrated service with QoS over ATM switched virtual circuits (SVCs) to obtain better performance of packet delivery. It was concluded that networks, especially those consisting of IP traffic, could be benefited when applying the proposed method. Reference [23] developed a simulation method which is suitable for designing and testing of connection admission control algorithms planned for use in ATM networks. The developed method was based on the well-known Monte Carlo simulation method and, according to the experimental examples taken in consideration, it was found that there has been an improvement in terms of simulation efficiency, when it is compared to the conventional Monte Carlo simulation. Such improvement was inversely proportional to the probability estimate. Mainwaring [24] discussed two topics, namely, QoS in IP and ATM-based networks; and the use of ATM networks for providing large-scale telephony (i.e. narrowband services). In relation to latter, he claimed that if the bandwidth is neither plentiful nor cheaper, ATM could offer cost-effective ways of supporting narrowband services and data communications. Furthermore, it was presented a number of scenarios in which ATM can be used as an infrastructure for these services (i.e. narrowband). As we have said earlier, the number of research activities regarding QoS and ATM networks is huge. Very extensive and interesting reviews can be found on [25] - [26] - [27] .
MultiProtocol Label Switching (MPLS)
MPLS is a kind of gathering (mix) of two worlds, to be exact, IP world and ATM world. The former entails open standards and simplicity; the latter, is completely QoS-oriented and utilizes traffic control techniques. In other words, it is the fusion of the best of both technologies. We agree with [3] when he states: "MPLS has a great potential to unify and implement QoS-based interworking among network portions implementing different technologies.". The reason for the term "multiprotocol" used in the acronym is due to the fact that it works with IP [28] , ATM [3] - [29] and Frame Relay (FR) [30] network protocols. Amongst many MPLS capabilities, one of them is to improve and provide traffic engineering (TE). TE has been one of the most actively studied issues. Several works have been carried out in order to address this issue. We will review some of them in the following paragraphs.
In [31] , a software tool was developed which computes the overflow likelihood on the core links of an MPLS-based network. This computation was carried out statistically, i.e. it considered some statistical properties in terms of arriving traffic and the network routing. According to the authors, the results yielded by the calculation were based on the work of [32] , and showed high degree of accuracy as well as very short processing times. Amigo et al. [33] proposed a software solution which makes part of a project called MONTE. This solution dealt with issues such as network discovering, monitoring, and congestion detection. Also, it contained a corrective algorithm, and a mechanism for signalling changes in the network. The paper presented details of the solution, its implementation, and performance tests in a live network. The researchers concluded that it was not possible to determine whether the implementation was scalable to networks which contain larger and more complicated topologies than their testbed. Another interesting work was reported by [34] . It was discussed in this paper what are the MPLS applications which can be used in TE. Also, the author highlighted some practical capabilities that make MPLS effective for TE. There is a section in the article where the author reviews some challenges and concepts about TE. Swallow [35] wrote a paper where he discusses some specific MPLS architectural characteristics like separation of control and forwarding, the label stack, and multiple control planes. These features are related to IP traffic management and all of them address network issues such as scalability, service integration simplification and integrated recovery offering. Concerned with scalability, he states: "Scalability is addressed through integrated routing enabling a natural assignment of traffic to the appropriate traffic engineering tunnels without requiring special mechanisms for loop prevention. Change is greatly reduced." (p.54). Moreover, he points out: "… service integration is simplified through a unified QoS paradigm which makes it simple for services to request QoS and have it mapped through to traffic engineering." (p.54). Yang and Mohapatra [36] proposed a novel scheme coined by them as Edge Router Multicasting (ERM). They were concerned about how explicit routing in MPLS is used in TE in order to increase the network performance, and at the same time supplying QoS. They analyzed two approaches. The first one is based on modifications carried out in existing multicast protocols. The second one applied the Steiner tree-based heuristic routing algorithm in the edge router multicasting environment. They concluded that the second approach outperformed the first, and the results have shown that ERM provided a TE friendly approach without sacrificing the benefits of native IP multicasting.
EU-QoS
EuQoS stands for "end-to-end quality of service support over heterogeneous networks". It was a research project sponsored by EU, which had as the main aim a construction of a QoS-based framework. This framework, also referred to as EuQoS system, has been developed to be used by the most usual access networks, such as xDSL, UMTS, WiFi and LAN. The system encompassed in its core the following mechanisms: Monitoring and Measurements; Admission Control; Failure Management; Signaling & Service Negotiation; Security and AAA; Charging, & TE & Resource Optimization [37] . In relation to EuQoS, three fundamental papers have been written. Masip-Bruin and his colleagues [38] described all the developed and tested mechanisms which have been used for QoS routing. They explained the methodology used to evaluate and validate all those mechanisms mentioned earlier. They pointed out that the preliminary results in terms of performance validated all the design issues for system. Reference [39] gives a detailed description of the EuQoS architecture, and shows the results obtained in test trials used over a pan-European testbed. The paper also discussed topics like system"s main strengths and questions about its deployment, taking into consideration technical and market points of view. The authors concluded that a more detailed investigation was required in order to deal with security issues, fault tolerance and NATs" conformities. The paper written by Tarasiuk and his collegues [40] explained the work carried out in terms of modeling and simulation for the EuQoS system. In fact, they developed three simulation models. The first one -the Packet Transmission Level simulator (PTL) aimed for evaluating the usefulness of the proposed QoS control mechanisms. The second one -Call Invocation Level simulator (CIL) aimed for evaluating the signaling performance for call handling. And the third one -Provisioning Level simulator (PL) evaluated the routing behavior. In addition, the paper reported the results of the performance evaluation of the devised simulators, especially those related to signaling. The authors figured out that the proposed signaling system is scalable to large-scale networks.
Y-Comm
Y-Comm is an oriented architecture for heterogeneous networks. It is aimed to provide: (i) continuous connectivity of multiple mobile networks; (ii) visible and plain support for QoS; (iii) included multi-layer security [41] - [42] . Two frameworks compose the architecture, namely, the Peripheral Framework, which runs on the mobile node and interacts with peripheral wireless networks; and the Core Framework, which runs in a distributed fashion in the core infrastructure. Additionally, there is a multi-layer security system which works with the two frameworks in order to provide an entire secure environment as well [41] .
In terms of scientific production, three white papers have been written related to Y-Comm, and deserve to be mentioned. In [42], Mapp and his colleagues introduced and proposed what we consider as the first draft of Y-Comm. The researchers described the architecture systematically, even though they recognized that a lot of work was still necessary to accomplish. One year later, Crowcroft and his partners [43] outlined some key concerns in terms of the architecture which have lead to the necessity of Y-Comm design. A succinct review was carried out in order to look at previous and current work being done in this research avenue at that time. The authors pointed out that Y-Comm could be used to build future telecommunication networks for heterogeneous networking, although there were some huge challenges to surpass. Reference [44] gives a detailed description of mechanisms which can support vertical handover using the Y-Comm architecture. Additionally, the development of a new testbed has been emphasized in order to explore these mechanisms more deeply. The authors affirmed that the adoption of such mechanisms could enhance seamless connectivity.
Ambient Networks (AN)
Ambient Networks was a cooperative industrial and academic research project, whose activity was sponsored by EU under the Sixth Framework Programme (FP6). The industrial members worked for network operators and equipment manufacturers communities. On the other hand, the academic members worked for a broad range of universities and research institutes [46] . The motivation for the project is given by [46] : "In today"s wired and wireless networks, the trends in networking technology very much point to a dominance of Internet technology in all its flavors. IP is the common "lingua franca" to enable the exchange of data across various networks. There is, however, an increasing divergence in the network control layer: different control environments are established to facilitate services like VPNs, security, mobility, QoS, NAT, multicast, etc. For a multitude of services, uniform Internet networking might still handle data, but the control of such services is becoming increasingly fragmented. Increasingly, the network as a whole therefore diverts from the pure end-to-end view of the Internet. Furthermore, applications would like to rely on enhanced and consistent support from the network for the complete delivery chain. This lack of a common control layer for joining the services (in a wide sense of service) of multiple networks represents a crucial challenge both technically and from a user perspective. Usage scenarios that should be realizable in the mid-term future include utilization of multiple devices, multiple networks and multiple access technologies in an integrated fashion." This motivation has raised the main aim of the project, which was to provide a kind of network cooperation to the users, i.e. users must be granted with the services they want independently and irrespective of their location. Consequently, the AN project have made this network cooperation a reality. Furthermore, the cooperation has been established "on the fly" [47] .
We believe that AN presents a good scientific production. In this paper [48] , Niebert and his colleagues presented many issues which could be considered as research topics for the AN project. Apart from that, they discussed the project motivation, its main features, and mostly, they pointed out that AN was capable at enabling cooperation of heterogeneous networks belonging to different operator domains. Reference [49] explains the development of an AN component called Ambient Control Space (ACS). This component made a clear separation between control space and transfer protocol. Also, ACS was responsible for the composition of different networks, forming then, with the control spaces of composing networks only a single ACS. In addition to this new component, five important innovations or control functions were introduced, such as, composition; already mentioned above, service support; mobility; and heterogeneity. In [50] , the current state of the naming and addressing functions of the AN architecture was described, focusing especially on functionalities like dynamic binding, indirection, delegation and bridging capabilities. The authors affirmed that all these functionalities worked together in order to: (i) synchronize heterogeneous connectivity; (ii) link different addressing domains; and (iii) give a uniform internetworking environment for services and applications. They also stated that all these proposed functions/mechanisms were being refined and detailed along with the architecture specification. Reference [51] explained how the modular design of mobility management functions could contribute to the one of AN features, which is mobility support for different environments such as wireless and mobile networks. Also in this paper, it was discussed how modularity can handle with distinctive types of communication endpoints, culminating though, to the design of the Mobility Control Space (MCS).
A general framework for context information dissemination called ContextWare architecture, has been proposed by [52] . The authors stated that the context information, when is transferred through the network, go along with semantic information. Moreover, this is a key notion in accomplishing true interoperability between heterogeneous system domains in mobile applications. In another paper, [53] addressed how the AN architecture could face two underlying challenges, namely, bridging across different internetworking technologies and network complexity hiding, throughout connectivity abstractions and naming mechanisms. Ahlgren and his colleagues concluded: "connectivity abstractions hide the differences of heterogeneous internetworking technologies and enable applications to operate across them. A common naming framework enables end-to-end communication across otherwise independent internetworks and supports advanced networking capabilities, such as indirection or delegation, through dynamic bindings between named entities." [53] . Campos et al. [54] focused on the interworking between Personal Area Networks (PAN) utilizing existing technologies and the new innovative concept of Network Composition. The main aspect of this example scenario, as the authors stated, is that internetworking is allowed through plug & play. They also pointed out that the proposed scenario could be viewed as an innovative solution with respect to what could be achieved using legacy technologies. In addition, they stressed out that some implementation issues such as QoS and Mobility would be analyzed and implemented in the future within the AN project. An overview of the AN architecture has been presented by [55] , focusing specially on a common control plane which is distributed across networks. One of the main purposes of this control plane is to provide an infrastructure for conflict handling, message passing, registry and connectivity abstractions. Additionally, a component of this control plane has been presented, which is, in fact, a novel architecture for multi-radio resource management. The authors affirmed that some initial results indicated the usefulness of the approach in terms of a heterogeneous and dynamically changing network environment, although some further work would be necessary specifically on control space issues such as its detailing, specification and integration. Reference [56] described some features of the AN concept, and how these features were able to supply a framework, for supporting multi-access network solutions, and mobility management as well. Furthermore, a short presentation of the so-called Ambient Control Space (ACS) has been provided, focusing on how connectivity were handled from two distinct perspectives, namely, multi-access and mobility. An experimental and practical study of the AN architecture has been presented in [57] . The main aspects such as ACS, its composition and an ambient media delivery through overlay networks have been investigated, showing the benefits of this architecture. The authors stated that a streaming service scenario has been selected in order to validate all these main aspects. In [58] , a framework, coined by the authors as Ambient Networks Heterogeneous Access Selection Architecture (ANHASA) has been explained. All the essential components of this framework and their interactions have been showed as well. In terms of explanation, ANHASA has three components: (i) generic link layer; (ii) multiradio resource management; and (iii) trigger management. Pentikousis and his colleagues pointed out that ANHASA was designed in order to be used with the ACS backend functionality, and discussed how ANHASA could be integrated with the AN information service infrastructure. They also stated that further simulations had to be explored, specifically in large-scale scenarios, in order to obtain the ANHASA benefits.
DAIDALOS
DAIDALOS stands for Designing Advanced network Interfaces for the Delivery and Administration of Location independent, Optimized personal Services and was an EU Framework Programme 6 Integrated Project [59] . This project aimed to design advanced network infrastructures and access technologies for communication services independently of their location, and for the same end-device, QoS, charging and security [60] . In other words, DAIDALOS addressed one of the central aspects of our daily lives -mobility, which has a tremendous influence in business, education and leisure [61] . So Carneiro et al. [62] wrote a paper focusing on the wireless QoS part of the DAIDALOS architecture. Two modules made part of this architecture, namely, an Abstraction Layer and the Abstraction Layer Drivers. The latter was used to apply the technology specific QoS functions, and the former was used to supply a generic interface to the upper layers and dealt with the technology independent functionality. The authors presented some DAIDALOS features: (i) scalability; (ii) complex scenarios support; (iii) functionalities integration. In [63] , the whole architecture of DAIDALOS from the operator"s point a view has been presented. The paper also pointed out some inherent concepts of the architecture such as mobility, pervasiveness and QoS which have been employed in heterogeneous wired and wireless networks, and specifically on a Mobile-IPv6-based network. De Leon and his colleagues [64] described the operational DAIDALOS Testbed infrastructure focusing on the aspects of the integration and validation efforts in order to deploy it. The authors identified some significant recommendations which have been used in the Project"s Integration Phase: (i) a steady platform should be used in order to improve the onsite integration; (ii) the test sites should hold all the integration activities; (iii) the modeling process should be linked with targeted testing in order to contribute to the integration process; (iv) people who was working in certain Working Package should confirm if the testbed deployment was appropriate to be deployed; (v) the implementation of pre-integration testbeds was necessary prior to the scheduled inter-work package integration cycles. They also highlighted some lessons which were drawn from the integration phase: (i) remote access to the testbed should be more restricted during conformance or demo tests in order to avoid disruptions; (ii) if the previous item has been completed, it resulted in more control over installed components and their versions by a partner responsible for a testbed; (iii) the consortium partners should elaborate some comprehensible control procedures. In [65] , the requirements, planning and deployment of the DAIDALOS testbed were addressed. Also, the paper showed some testbed caveats in terms of its creation and management; specifically in an environment composed by prototypes, which were under specification and fast changing requirements. In addition, the paper presented a methodology for the extraction of the testbed results and insights for the related future work. The authors pointed out that this DAIDALOS testbed was intended to be a blueprint for Next Generation Network (NGN). Reference [66] provided an extensive overview of the various activities involved in a user centric scenario methodology. Such methodology was formed by the scenario design and implementation stage; discussion of the scenario design methodology; criteria for final scenario selection, and selected scenarios. The paper also presented how this scenario-based approach has been used to put into practice and endorse new architectural advancements of the DAIDALOS project (Phase II). Taylor et al. [67] presented an outline of the research that has been undertaken in DAIDALOS project (phase II). The research topic is pervasive computing, which is, according to the authors, one of the five key project concepts. The research outline was, in fact, an overview and research motivation, the overall architecture description and finally a discussion of the core functional components. In terms of testbed infrastructure, another paper was written by [68] . The authors have shown an overview of the testbed layout and its evolution. They presented an insight of the validation aspects related to the DAIDALOS testbed by the use of a scenario driven process as well. In addition, a description of some project applications has been carried out, emphasizing those that presented the pervasive aspects of the DAIDALOS framework.
Smart
The Smart architecture has been proposed in order to allow a capable use of existing wireless access networks [69] . It was composed by four components, namely, a multi-service terminal, the basic access network for overlay signaling, the wireless access for data transfer, and the common core network for QoS provisioning [70] . In [69] we can find an overview of this architecture. In fact, the authors have explained the basic concept: "each service is delivered via the network that is most efficient to support the service. The result is that the mobile user receives the requested service at the lowest cost and that the scarce radio resources are used efficiently. The architecture solves many of the basic problems involved with wireless Internet over heterogeneous networks."
Methods Discussion & Comparison
It seems to be a good time now, after reviewing the state of the art in terms of QoS architectures, to establish some comparison amongst all these methods. Our outline will be based on [71] , where we carried out a comparison of some approaches for providing QoS in heterogeneous networks, and have drawn it in a Table. We then, extended that table (Table 1) , which depicts the whole picture for this section, listing the architectures strength points and eventual drawbacks. As we can see from Table 1 , not all architectures have the same level of technological consolidation, especially in terms of signaling and required necessities. Actually, we believe that there are some requirements for current networks, which demand types of service and operation speed. Some of these requirements are: (i) handling of different types of traffic on the same network (e.g. video, voice, and data); (ii) provision of costeffectively priced access to users; (iii) a trustworthy and adaptable communications link. And further to this, the overall tendency in terms of networks is their increasing levels of heterogeneity, which is of uttermost importance for the research community. 
Conclusion
We have presented in this paper an exhaustive state of the art survey about QoS over heterogeneous networks. As we could see, the status, and state of QoS have radically changed in the last ten years. There is a large research community working in varied conditions, which it gives us a notion of the tremendous scope that such community has been trying to address over these years. Moreover, this paper shows a great effort which has been undertaken in order to encompass QoS over heterogeneous networks. Another clear feature presented in this survey is a blossoming of ideas in terms of QoS.
