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ABSTRACT 
The fracture behavior of polymers is reviewed with emphasis on the time dependent aspects of the problem. 
Following a delineation of the history of crack propagatior. i~vestigations in linearly viscoelastic materials, the 
effects of temperature and solvent environment are examined besides the special effects arising from fatigue 
loading. These phenomena are examined for both crosslinked and uncrosslinked polymers. Some special 
consideration is given to the phenomena connected with craze formation in amorphous homopolymers as well 
as in crystalline materials as exemplified by polyethylene. Finally, status of analytical tools and formulations 
of fracture problems involving non-linearly viscoelastic material behavior is delineated by means of some 
examples. 
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INTRODUCTION 
The past decade and a half has seen a tremendous increase in the engineering use of polymers in a 
wide variety of applications. While this march of polymer applications, largely at the expense of 
the traditional engineering metals, has produced equal volumes of steel and of polymers already 
several years ago, it is projected W C ,  1981) that by the turn of the century the weight of polymers 
produced will equal or exceed that of steel. Although much of these polymers is used in wrap- 
ping of commercial products, their varied design advantages over metal applications make them 
attractive in fields outside of everyday household usage, such as in the automotive and aero-space 
industries, in civil engineering applications to gas and liquid transport and as coatings in the paint 
and electronic industries. 
The primary drivers in these usages are their generally high resistance to corrosive environ- 
ments; their ease of manufacture and processing, including exploitation of induced anisotropy for 
preferential strength orientation; their ease of recycling at costs lower than most traditional 
materials (containers); and, not least, their generally high strengwweight ratio. The latter is a real- 
istic advantage not only in the aero-space industry, but is also projected to be of cost-saving 
significance in the civil construction industry; rather than considering the material cost per se - 
which is usualIy higher than traditional construction materials - lower cost can result from reduced 
use or elimination of heavy construction equipment. 
Polymers as a class of materials exhibit a large spectrum of mechanical properties according to 
the large range of possibilities by which their molecular and supra-molecular morphology can be 
arranged. These varied molecular conformations are also responsible for a considerable range of 
failurelfracture behavior. As the synthesis oriented chemist is able to generate seemingly unlim- 
ited numbers of polymers with widely differing physical response characteristics, the problem is 
today more our inability to associate in a unique way the known features of the molecular struc- 
ture with their failurelfracture behavior. 
As outlined in figure 1, one usually distinguishes crosslinked and uncrosslinked (=linear) materi- 
als; these are also often referred to as thermosets and thermoplastics, respectively. Thermoplastics 
occur in either amorphous or in (partially) crystalline form, and those used in structural applica- 
tions are stiff enough to deserve the name solid, though in principle, depending on the use tem- 
perature, they may behave like liquids under (extremely) long time loading. Crystalline polymers 
are often a mixture of amorphous and crystalline phases, with molecule chains passing between 
both; for these materials the glass transition temperature of the amorphous phase can be below 
or above the environmental use temperature and still yield "solids" of considerable stiffness. 
Further modifications in polymers are introduced through "mixingVone or more, either physically or 
at the molecular/chemical level (co-polymers), which, depending on their thermodynamic compati- 
bility, results in microscopically multiphase, seldom or never in molecularly homogeneous 
(Thermosets) 
crvstaline crvstalline 
weight: wax. 
visc. liquids 
(PS. PVC) 
e.g. epoxies 1 
\\ Copolymers. Block // copolymers 
and blends 
Fig. 1 Polymer classification. 
materials. It is clear that with such a palette of properties available it will be not be possible to 
deal with even the most important of them in detail in this review. Thus, we shall be concerned 
primarily with reviewing the status of time dependent crack propagation in crosslinked and 
uncrosslinked polymers; for the former a distinction between rubbery and rigid polymers needs 
to be made while for the latter differences between amorphous and crystalline materials is in 
order. 
Depending on the use temperature all these materials exhibit viscoelastic characteristics to 
differing degrees. As a consequence it is generally necessary to consider, in addition to the 
environmental parameters that influence time dependent failure, the load history in the fracture 
process much more carefully than is the case with the more traditional, metallic engineering 
materials. Accordingly we shall review the influence of the time dependent loading on the failure 
process to the extent that this behavior is understood today. 
The basic question posed in connection with crack propagation in viscoelastic materials is how 
the time scale of the load application interacts with the intrinsic time (-temperature) scale of the 
material. Specifically, it is of interest to understand how the instantaneous rate of crack propa- 
gation is influenced by the history of applied loads, by the history of the crack propagation and 
by the intrinsically viscoelastic properties of the material. Often this question can be considered 
in the context of specific load histories encountered in applications, namely: how is crack propaga- 
tion influenced under loading that a) varies little or not at all for long periods of time (static 
fatigue), b) varies monotonically to specimen failure in a relatively short time (laboratory time 
scale) and c) varies cyclicly in a fatigue type loading. We shall first consider these questions in a 
somewhat historical review of fracture of crosslinked polymers and elastomers in particular. 
CRACK PROPAGATION IN CROSSLINKED POLYMERS 
Structural applications of crosslinked polymers may demand that the material possess a glass tran- 
sition temperature either above or below the use temperature. In the former case we deal with 
"rigid thermoset polymers (e.g. epoxies used as adhesives or matrix materials in composites), or 
with rubbers (e.g. automotive tires, sealants). 
Thermosets 
Thermosets are generally considered to be rather brittle when used at temperatures well below 
the glass transition. This characteristic depends, of course, on the degree of crosslinking of the 
polymer chains, but as a rule of thumb the brittle behavior is typical of these solids. As a conse- 
quence, their failure behavior is rather well described in terms of linear fracture mechanics, pro- 
vided the loading is such as to invoke short term fracture; that situation prevails, for example, 
when a test specimen or structure is subjected to monotonically increasing load in the laboratory 
until fracture ensues. This statement may not hold when loading is extended over such long periods 
of time that relaxation or creep phenomena become apparent. Under such short term loading the 
mobility of the crosslinked polymer chains in the glassy state is so limited that molecular rearrange- 
ment in the macroscopic form of material yield is normally very restricted. Accordingly, if yield 
like behavior is observed -usually at "elevated temperatures- it is definitely of the small scale type 
and thus renders failure largely amenable to analysis by the rules of linear fracture mechanics. 
Our knowledge of failure due to crack propagation under long term loading derives primarily 
from our understanding of fracture of these solids when exposed to temperatures above the glass 
transition (elastomeric behavior) and the understanding that the viscous dissipation accompanying 
crack propagation is the same as that accompanying crack propagation in elastomers. 
Elastomers 
Monotonic Loading - Constant rate of crack propagation. The time or rate dependent fracture 
behavior of these materials is probably the one best understood today of the polymers even 
though typical large deformations complicate virtually all of the analyses and interpretation of 
experiments. The reason for this understanding is basically that the complications of highly non- 
linearly viscoelastic behavior associated with yield-like phenomena are absent in rubbers, if one 
discounts the special complications introduced in some materials such as natural rubber (NR) 
and Ethylene-Propylene Rubber (EPR) due to crystallization under high strain. 
The first rational treatment of rate sensitive fracture behavior of rubber is associated with investiga- 
tions at the Natural Rubber Producers Research Association (NRPRA), Welwyn Garden, England. 
Following Rivlin and Thomas's observation (Rivlin et al., 1953) that if stress and deformation 
fields cannot be calculated the fracture behavior of a structure may still be describable in terms of 
an energy necessary to generate new fracture surface, A.G. Thomas and coworkers embarked 
on a series of experiments (Thomas, 1955) that demonstrated that such an energy was (reasonably) 
independent of the test geometry but depended on the (constant) rate of fracture propagation 
(rate dependent energy release rate). The energy release is computed on the basis of nonlinear, 
but purely elastic behavior, which relegates the rate sensitive energy dissipation to a small domain 
about the tip of the crack or tear. No explicit dependence of this fracture energy on the viscoelastic 
properties of the elastomer were involved or examined and changes in crack speed resulting from 
transient loadings were not considered in the experiments. The application of this concept to 
engineering analyses for structural life prediction required the determination of the energy release 
rate of the fracturing solid as a function of the crack geometry, from which knowledge the 
appropriate, instantaneous rate of crack propagation could then be determined; from this crack 
speed history the total failure time could then be calculated (Lake, et al., 1970). This approach to 
characterizing viscoelastic fracture in elastomers was reviewed by A.G. Thomas at the Brighton 
ICF2 in 1969. 
In order to introduce the explicit dependence of the time dependent fracture behavior on the 
viscoelastic material behavior Williams had devised an ultimate strain model for time dependent 
crack growth by discrete jumps (Williams, 1963), along lines of linearized stress analysis for the 
classical fracture problem for brittle solids. Following a similar approach (discrete jump 
propagation), but with realistic material behavior and using Irwin's energy balance analysis for 
the unloading tractions at the tip of an advancing crack, Mueller and Knauss derived a relation 
(Mueller et al., 1971 a) that explicitly displayed the interaction of the loading, the fracture 
geometry, the (linearly) viscoelastic material behavior and a postulated, rate-independent or intrin- 
sic fracture energy r (Mueller et al., 1971 b). The jump distance, assumed to be a constant 
(material property), was an essential parameter needed in the viscoelastic characterization of 
the problem. This model agreed well with experiments and explained the relation of time 
dependent loading on crack propagation speed; it explained the source of the rate dependent 
fracture energy Ta in the NRPRA studies and in particular that it depends on the ratio of the 
intrinsic fracture energy and on the creep compliance of the fracturing solid '. Its extension to crack 
growth with non-constant velocity was documented in (Knauss, 1970) and at the ICF3 in Brighton, 
England. 
This model was improved by replacing discrete jump propagation of the crack with continuous 
growth through the BarenblattJDugdale hypothesis (Barenblatt, 1962, Dugdale, 1960) and was 
reviewed at the Munich ICF3 (Knauss, 1973). Within experimental accuracy, an energy balance or 
a crack opening displacement criterion gives the same result. Briefly, the model incorporates rate- 
insensitive forces not necessarily distributed uniformly in a cohesive zone of size a (c.f. Fig. 2) 
that is adjusted so as to eliminate any singularity at the crack tip. The model is evaluated in an 
analysis allowing for general and arbitrary material representations that is exact within the 
limitations of linearly viscoelastic stress analysis (constant Poisson's ratio) for a steadily pro- 
pagating crack tip under a constant far field stress intensity factor. With D(t) denoting the uniax- 
ial creep compliance, the model yields an equation that relates the stress intensity factor, K,, the 
creep compliance and a fracture parameter such as the rate independent fracture energy, r or the 
crack opening displacement, u o  together with the magnitude of the cohesive forces 00 to the speed 
of crack propagation, ci : 
1. This interrelation was discussed at the Brighton ICF2 but the written contribution of that discussion was inexplicably 
deleted from the proceedings. 
Fig. 2 Crack tip parameters. 
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where 
and F(r), A(r) are functions arising out of the viscoelastic stress analysis (Knauss, 1973). 
For reference purposes we note that e (x) - O (x) - D (~13)  ID (-). 
Figure 3 shows the comparison of equations l a  and l b  with experiments on a polyurethane elasto- 
mer under conditions of constant crack propagation rates (constant stress intensity), when the 
stress intensity factor is expressed in terms of the strain appropriate for the experimental test 
configuration, and under the assumption of a constant cohesive stress, oo. 
It is instructive to consider briefly the interaction of loading, geometry and material behavior on 
crack propagation in this result. The parameter that determines the fracture strength is the 
intrinsic fracture energy T' = oo uo which has the same meaning as the fracture energy in the 
Griffith/Irwin energy balance concept. In the present, viscoelastic context it also has the same mean- 
ing as the threshold energy estimated in fatigue experiments on elastomers by Lake and Tho- 
mas (Lake et al., 1967). Both the loading and the geometry are represented in the far field stress 
intensity factor while the time or rate dependent material response is embodied in the functions 
O o r e ( ; D  ). 
The velocity of crack growth is determined by the viscosity of the material surrounding the crack 
tip; while this is, perhaps, self evident, it is interesting to interpret that result in terms of eq. 
l a  for the COD criterion (Recall that the energy and the COD criteria give essentially the same 
result): as the viscoelastic bulk material on the crack axis enters the cohesive zone, points just 
above (and below) the axis begin to move normal to it to form the cusp shaped boundary of the 
cohesive zone and then the crack boundaries. The amount of this crack-normal displacement 
depends on the time it takes for the material point to traverse the cohesive zone. If that time is 
short (high crack speed) the viscoelastic material will allow only a small amount of crack 
opening unless that displacement is enlarged (multiplied) by a suitably large load (large 
stress intensity factor). Conversely, if that traverse time is long (slow crack growth) then there 
is commensurately much time for the viscoelastic material bordering the cohesive zone to creep 
open and only a small load (stress intensity factor) is needed to supply the COD. 
Inasmuch as the creep behavior of the material is subject to the time-temperature trade-off principle 
(thermorheologically simple behavior) this result also highlights the reason why the 
failurelfracture behavior of elastomers follows this simple time-temperature behavior. This observa- 
tion had been made earlier in connection with simple tensile tests (Smith, 1958). 
The same model using the energy balance with constant cohesive forces had been proposed 
(independently) in 1970 by Kostrov and Nikitrin (Kostrov'et al., 1970) and in 1975 by Schapery in 
a sequence of papers (Schapery, 1975). 
Rate Dependent Fracture Enerpy. Before considering the growth of a crack under varying stress 
intensity, it is worthwhile to consider the relation of the above delineated model to the rate depen- 
dent energy considered by Thomas and coworkers at the NRPRA (Thomas, 1958). This is done 
recognizing the fact that equations la,b apply strictly speaking only to linearly viscoelastic 
solids while Thomas's work deals with rubber under large deformations at the crack tip and 
under the assumption of purely elastic material behavior. Within (linearly) elastic theory the 
energy needed to propagate a crack with constant velocity a ,  S ( a ) is given implicitly by 
(Mueller et al., 1971, Knauss, 1973) 
if constant cohesive forces are appropriate. 
We note thus that the "rate dependent" energy is essentially the product of the intrinsic energy T' 
and the function B', which clearly represents the viscoelastic material behavior, inasmuch as 
the latter is also approximately equal to the time-shifted creep compliance the energy is also 
approximately given by (Knauss, 1973) 
This form is important to recognize because it allows the determination of the intrinsic frac- 
ture energy as the lower limit of this fracture energy and thus the estimation of the threshold for 
long-time or slow crack propagation. This value has been estimated from molecular 
considerations by Lake and Thomas (Lake et al., 1967). In the case of crosslinked materials this 
lower limit may be determined by eliminating or significantly reducing viscoelastic response by 
swelling the material in an appropriate solvent (Mueller et al. 1971 b). By this means Ahagon 
and Gent have shown reasonably good agreement between the simple molecular Lakemomas 
model and measured values (Ahagon et al., 1975). 
The same fracture and energy considerations apply to the interfacial fracture of elastomeric 
adhesive bonds, whether the fracture proceeds through the adhesive or along the interface 
(Knauss, 1971). The characterization of bond strength in terns of a threshold fracture 
energy is of considerable engineering importance for establishing long-term failure limits on 
certain engineering designs. In this context the investigations of Ahagon and Gent (Ahagon et al., 
1975) are of direct interest. 
Variable Crack Propagation Rates. Because the deformation history of the material surrounding 
the moving crack tip is of prime importance it is clear that changing crack speeds in an arbitrary 
crack propagation history is also important and that this result, derived for the constant crack 
speed, is not generally applicable to arbitrarily variable histories of the stress intensity factor. 
However, it is possible to estimate the error involved when the the result for consrant crack pro- 
pagation speeds is applied to situations of varying stress intensity and crack speeds (Knauss, 
1976). The result is that when 
KO) < <  a (t) 
K (t) 2a (t) 
then the crack propagation laws la,lb are applicable to variable stress intensity histories. Physi- 
cally eq. 4 expresses the fact that constant crack speed conditions prevail approximately as long 
as the stress intensity factor does not change markedly during the time during which the crack 
propagates a distance of (two times) the cohesive zone size. With that limitation equation l a  
or l b  becomes thus an ordinary nonlinear differential equation for the crack length as a function of 
the time dependent stress intensity factor. 
As an example of the use of (4) consider the fracture of a sheet of viscoelastic material under ten- 
sion o, by a centrally growing crack. Making use of the stress intensity factor 
K ( t )  = dn a (t) . o, and the dependence of a on it one finds for a constant cohesive stress oo 
that 
should hold. This inequality is always satisfied. Accordingly, one computes from eq. l a  or l b  
(numerically) the crack growth history as a function of time. For a constant far field load this 
yields crack growth results of the type shown in Fig. 4 for the same material properties associated 
Fig. 5 Failure times as a function of 
Fig. 4 Crack length as a function of load on a cracked sheet. 
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with Fig. 3; if one considers the material sheet to have failed when the rate of crack growth 
achieves a sufficiently high rate, one can obtain the failure time of the specimen (sheet) as a 
function of load level and this is illustrated in Fig. 5 in comparison with experimental data. This 
result is thus an analytical estimate of the "static fatigue" behavior of a viscoelastic material. 
Fatigue Loading. Because of their viscoelastic behavior, polymers generate heat under cyclic 
deformation which raises the temperature if the rate of heat generation exceeds the heat flow to the 
surroundings. In view of the characteristically high temperature sensitivity of mechanical poly- 
mer properties it is clear that such hysteretic heating can have a dominant effect on the failure 
behavior under cyclic loading. This failure may run the spectrum between excessive softening of 
the bulk material and ensuing failure by deformation without fracture to the result of localized 
heating at the tip of a crack accompanied by a redistribution of the stresses and compli- 
cated failure characteristics. In the following discussion we shall not address the complications 
arising from hysteretic heating. 
For most engineering materials the failure behavior is characterized in terms of crack 
growth per cycle. Initial investigations of elastomer fatigue were, therefore, also geared to exarn- 
inations of cut growth per deformation cycle (Thomas 1958, Gent et al., 1964). This behavior 
may be appropriate as long as the temperature of the elastomer is well above the glass transition 
and deformation rates at the crack tip are "somehow small". However, when these rates are com- 
parable to those that give rise to a rate dependent expenditure of fracture energy the question 
arises whether it is the time spent at elevated stress rather than merely the number of cycles 
that determine the amount of crack growth. Inasmuch as standard fatigue analysis refers to 
crack growth as a function of the differential between maximal and minimal stress intensity factor 
during a cycle one must also ask whether such a characterization is justified for elastomeric solids. 
Work at NRPRA had shown (Thomas, 1958, Gent et al., 1964) that the tear energy could be used, 
at least approximately, as a correlator for crack growth under both monotonic or static as well as 
cyclic load histories, although the effect of cycle frequency was considered to be secondary. In 
view of the work underlying equations l a  and l b  it was then shown in (Chang, 1983) that crack 
growth in elastomers is essentially governed by the duration of crack tip load rather than merely 
the numbers of load cycles, although with sufficiently high frequencies the viscoelastically 
controlled deformations at the crack tip become increasingly important. Fig. 6 shows crack growth 
in a polyurethane elastoiner under different frequencies, which virtually collapse onto a single curve 
when plotted against the true rate velocity instead of cyclic growth rate. 
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Fig. 6 Crack growth rate in a polyurethane elastomer. a) cyclid growth at 
different frequencies. b) average velocity dZldt . 
Similar behavior is not expected when the material is below its glass transition temperature and 
when nonlinear material behavior occurs that is reminiscent of (metal) yield with significant 
irreversible deformations that influence the stress redistribution during each load cycle. 
Inasmuch as crosslinking limits the degree of molecular re-arrangement of molecules in the 
material around the crack tip one would expect that thermosets propagate fatigue cracks more 
readily than thermoplastics; that this is indeed the case has been demonstrated by Quereshi 
(Hertzberg, 1980) on hand of PMMA crosslinked to differing degrees and by Kim (Kim et al., 
1978) by means of an epoxy crosslinked to different degrees as shown in Fig. 7. There appears to 
be no data available that sheds light on the importance of cycle frequency on fatigue crack 
propagation in thermosets other than the qualitative developments that result from the hysteretic 
heating mentioned above. 
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CRACK PROPAGATION IN UNCROSSLINKED POLYMERS 
In terms of production volume uncrosslinked thermoplastic polymers outrank crosslinked ones by a 
considerable margin. The latter tend to be used as high strength or other specialty polymers 
while the former gain their advantage through the ease with which they can be formed and 
shaped economically. Uncrosslinked polymers divide into two large classes of polymers as out- 
l i e d  in the introduction, namely amorphous and (partially) crystalline materials. Typical examples 
of the former are Polymethyl methacrylate (PMMA), Polystyrene (PS), Polyvinyl Chloride (PVC)* 
and Polycarbonate (PC) while the latter are exemplified by the Nylons, the Teflons, high and low 
density polyethylene (HDPE and LDPE), polypropylene (PP), polybutene @'B) and 
polyethyleneterephthalate (PET; = Mylar in biaxially stretched form) as well as copolymers like 
eg. the Acetals Delrin (Dupont) or Celcon (Celanese). The crystalline polymers are translucent 
because the size of the crystallites is typically on the order of the wavelength of visible light. 
Since this fact makes the observation of small scale fracture processes much more difficult than 
in amorphous materials which are optically clear, it may be at least in part responsible for the 
relatively smaller body of information on the details of the fracture process in these k i d s  of 
polymers. 
It is generally accepted, however, that fracture of uncrosslinked polymers is intricately 
associated with the development of "crazed material" as a precursor to fracture (Kambour, 1965, 
1966) forming either from the bulk solid or at the tip of a crack, and that the fracture growth pro- 
cess consists of the failure of this crazed material. The craze process was studied first in con- 
nection with amorphous polymers at temperatures considerably below the glass transition. It 
refers to the development of a very thin zone of mechanically transformed material, the zone 
being oriented normal to the maximum tension and of a thickness in the tension direction that is 
on the order of (sub)microns and a lateral extent that is several orders ( about three or more) of 
magnitude larger in the direction transverse to the tension. The transformation consists of develop- 
ment of submicron sized cavities and fibrillar material oriented in the tension direction, pos- 
sessing an average density of about half that of the bulk material. 
In crystalline polymers a similar phenomenon is observed, however on a considerably larger 
scale. No doubt the size scale determined by the amorphous and crystalline regions deter- 
mine this size feature as well as the fact that the amorphous material is above or close to the glass 
transition which has a strong influence on the deformability of the material and on the insta- 
bility process associated with the void formation and growth process. It is customary to refer 
to either process as crazing, regardless of the size scale as long as a fibrillar structure is formed 
(at the crack tip). Accordingly, the fracture behavior of uncrosslinked polymers is largely studied in 
terms of craze formation, growth and disintegration. 
One should thus distinguish between the fracture processes in amorphous homopolymers, on 
the one hand, and in crystalline homopolymers and in copolymers, on the other. Certain aspects 
of the failure process are common to all of these like the development of such line- or wedge- 
like craze zones, others are not sufficiently explored today to allow a clear distinction on the 
basis of micromorphology, while still other features are clearly different as, for example, the 
response under changes in temperature and environment. In the following we shall first discuss 
those characteristics in homopolymers and crystallineblock co-polymers that deserve separate 
mention and then consider the more common elements for which clear differences are not 
yet established. 
2. Although PVC contains about 5% of a crystalline phase that is too small to be normally considered as a 
crystalline polymer. 
Crazing of Amorphous Homopolymers 
In view of the importance of crazing to the failure of (rigid) polymers much work on the behavior 
of crazes and its influence on failure has been performed. There arise several basic questions which 
we shall discuss briefly here in terms of results developed by several authors, but primarily by 
Karnbour, Kramer, Argon, Doell and J.G. Williams. 
Development of microvoids in the craze. The transformation of bulk into crazed material occurs 
apparently through a Taylor type instability associated with the unstable motion of the meniscus 
in a viscous liquid in a duct (Argon et al., 1976). This process requires the possibility of viscous 
flow which is provided in the bulk polymer at points of high stress concentrations (dust particles; 
crack tips) where the local dilatation reduces its (glassy) viscosity to a level much lower than 
the local temperature would indicate (Gent, 1970) through the strong effect of the free volume on 
polymer rheology (Emri et al., 1981, Knauss et al., 1987). This process develops what is called a 
primordial craze (Lauterwasser, et al., 1979). The voidinglinstability process allows a reduction of 
the local stress so that the front of the primordial craze is located on or near a locus of maximum 
stress (Argon et al., 1983). 
Craze Growth and Thickening. As a result of the now locally inhomogeneous stress distribution 
the primordial craze material, with microfibrils oriented molecularly to the strength of the polym- 
eric backbone chain, draws polymer from the surrounding bulk material in the direction of the 
locally maximum tension; while stretching these fibrils become more oriented and, simultaneously, 
draw more amorphous material from the bulk as they become incorporated deeper into the grow- 
ing craze. These processes are clearly time dependent, though our knowledge of the laws govem- 
ing that deformation-rate sensitivity does not go much beyond a qualitative understanding. 
Failure Process of the Craze Fibrils. This process, and particularly its time dependent aspect, is as 
poorly understood as the balance between fibril stretching and drawing from the bulk discussed 
under Craze growth and thickening. However, on the basis of continuum analyses and measure- 
ments of craze boundary profiles (Lautenvasser, et al., 1979, Ungsuwarungsri, et al., 1988) it 
appears clear that the molecular orientation in the fibrils withidandlor outside of the pri- 
mordial craze becomes so high that maximal strength is achieved, giving rise to a second peak 
in the stress distribution at the end of a propagating craze, i.e. at the crack tip. 
Effect of the Viscoelasticity of the Parent Material Surrounding the Craze. That these processes 
cannot occur independently of the (time dependent) deformation of the surrounding material is 
self evident, for it is this part of the solid which must be in local force equilibrium with the 
crazed material. In this regard it is usu?ly assumed that the bulk solid is in an elastic state 
because the relaxation or creep behavior is weak; however, it is clear that this assumption can- 
not be correct in principle, because crazes are observed to grow in a time dependent manner, 
their growth depending on the applied loading. This topic will be addressed more in a later sec- 
tion. All these questions need to be understood in the framework of the load history to which the 
failing material is subjected, i.e. essentially monotonic as opposed to fatigue type loading. 
In this context it is also of great interest to understand whether the growth of crazes, and with 
them cracks, takes place in a manner that is continuous or discontinuous on the scale typical of 
the fibrils so as to occur by (nearly) simultaneous failure of a large number of them. While in cry- 
stalline polymers both kinds of crack growth appear under monotonic or steady loading, discon- 
tinuous growth is apparently mentioned only in the context of fatigue in amorphous polymers; it is 
possible of course that the amount of discontinuous growth is so small that it evades inspection 
techniques normally used. This would be particularly relevant if discontinuous growth occurs 
under low intensity loading so that both the craze size and the growth rate are small. One 
notable exception to continuous crack growth has been reported by Hull (Hull, 1970) who noted 
that under high-speed, dynamic conditions a crack in polystyrene would propagate apparently 
discontinuously under formation of groups of crazes (craze bunches) on either side of the frac- 
ture path. However, this phenomenon appears to be of a different nature than the discontinuous 
growth resulting from fibril creep we have in mind here and which is noted under slow growth 
conditions in crystalline and blockcopolymers. In this dynamic situation the discontinuity seems 
strongly coupled with the inertial stress field exterior to the main craze in producing a whole field 
of crazes next to the crack axis. 
The crack speed of moving cracks is usually measured as a function of the stress intensity 
factor as in the case of elastomer fracture, assuming continuous crack propagation. A typical 
plot collected by Doell (Doell, 1983) from different authors for PMMA at room temperature is 
shown in Fig. 8. One notes that the range of the stress intensity (about half a decade) is small 
compared to the range of resulting velocities (which range over about 8 decades). We shall return to 
this observation in connection with modeling time dependent crack propagation with rate sen- 
sitive cohesive forces in a later section. Doell has shown successful correlation of the crack pro- 
pagation behavior of crack tip crazes by modeling the latter with the Barenblattpugdale 
model assuming that the cohesive stress is constant along *e craze but varies, as it turns out, by 
only a factor of about two over the range of crack speeds in Fig. 8 (cf Fig. 12a in Doell, 1983). 
While the dependence of this fracture behavior on molecular weight is beyond the scope of 
this written account, we nevertheless note that this topic is a very important aspect of fracture 
characterization. One of the goals of fracture mechanics is to provide a framework in which the 
similarities and the differences of various materials can be characterized. Moreover, it is impor- 
tant to understand from a polymer synthesis point of view what controls the fracture process and 
how sensitively so. In this regard Doell has provided some of the few data that speak to this 
materials related fracture issue (Doell, 1983); matters would be helped greatly, if more material 
systems could be investigated in this manner. 
The data collected in Fig. 8 derived from a variety of test geometries and under conditions of 
variable crack speed under changing stress intensity. Recall the earlier discussion on variable 
crack propagation rates in elastomers. One would argue in the present context similarly, namely, 
that the relation between crack speed and stress intensity factor is valid instantaneously and 
that, therefore, data such as presented in Fig. 8 defines the crack propagation speed as long as the 
stress intensity factor is a known function of the crack length in any given geometry. If we 
denote then the data in Fig. 8 formally by 
then eq. 6 is a (nonlinear) differential equation for the crack length a, for which the failure 
time for complete failure of a specimen may be determined just as was accomplished in connec- 
tion with Figs, 4 and 5 for elastomeric fracture. 
Fig. 8 Fracture toughness K, and crack speed in PMMA (Doell, 1983). 
Fracture of Crystalline and Copolymers 
The fracture behavior of these materials is more difficult to understand because of their multi- 
phase nature. One could also include in this discussion the effect of inert phase additions, but 
we shall limit ourselves primarily to the behavior of crystallime materials. Polymeric crystals 
undergo phase transformations at their boundary under load and under temperature changes in a 
manner not understood very well quantitatively. Therefore, some of the phenomena observed in 
their fracture behavior are not explicable in a straight forward manner. 
Of particular interest is the phenomenon of discontinuous crack growth under monotonic or 
steady loading. An example of this behavior is given in the work of N. Brown on the long 
term fracture behavior of polyethylene (Brown et al., 1988) a very widespread crystalline polymer 
in the piping industry. In following the time dependence of the COD and the crack tip position 
under the microscope Brown and his colleagues determined that the crack tip would come nearly 
to rest and then propagate in essentially a jump manner to a new rest position. Moreover, each 
one of these "jumps" is then associated with a "rest marking" or "arrest line" that, at least to date, 
appears to be indistinguishable from a striation band developed in fatigue (see discussion 
below). 
Another feature of significance for long term failure prediction is the occurrence of different 
"mechanisms" of crack growth under low and high loads. In order to study or predict long 
term failure it is, by definition, necessary to conduct accelerated tests by performing failure meas- 
urements at elevated temperatures or elevated loads or both. A continuous worry is the possibility 
that under such "acceleration procedures" the material fails by a different mechanism than that 
which would be operating under long-term, low-load conditions. Brown and coworkers have 
shown that such can be indeed the case in polyethylene in that fracture can occur in what 
is termed a "ductile" or "brittle" fashion. 
The term "brittle" is derived from the fact that the material surrounding the crack tip does not 
apparently undergo significant permanent "plasticity-like" deformation. Under appropriately low 
loading a (carefully prepared) crack tip will develop a craze. In contrast to the craze in an amor- 
phous homopolymer the craze in the crystalline material is much larger (tens of microns in the 
former as compared to hundreds of microns in the latter) and presents a much coarser internal 
structure so that it is feasable to observe it with optical microscopy. The "brittle" failure con- 
sists in the gradual destruction of this coarse craze to provide discontinuous crack propagation. A 
section through a "brittle" crack tip is shown in Fig. 9a. 
Fig. 9 Appearance of craze associated witd "brittle" (a) and "ductile" (b) 
fracture. 
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Fig. 10 Failure times as a function of load in pE, differentiated by "ductile" 
and "brittle" behavior. (Brown et al., 1988). 
When an appropriately high load is applied to the material the oriented craze material provides 
sufficient strength to elevate the bulk material adjacent to the crack tip to such stress levels that 
stress-augmented and accelerated creep occurs which results in plastically deforming the crack 
flanks ("ductile" behavior) A section through this type of craze is shown in Fig. 9b for com- 
parison with a "brittle" configuration. 
In Fig. 10 the failure times in a notched tensile specimen as a function of load is shown with the 
upper branch of the z-shaped curves corresponding to the "ductile" mode and the lower branch to 
the "brittle" one. There is a clear and systematic transition from one mode to the other. Also 
evident is that the projection of failure on the basis of the ductile mode to long times would be 
clearly non-conservative. 
This differentiated fracture behavior is the result of (nonlinear) viscoelasticity and the 
deformation history at the tip of the crack: Clearly, to reach the load levels associated with the 
"ductile" fracture the craze material at the crack tip has to pass through stress levels at which 
failure would occur in a brittle manner over long periods of time. The differentiation is then a 
competition between the rate of disintegrationlcreep of the oriented fibmar material and the non- 
linearly viscoelastic creep/relaxation process occumng in the bulk at the crack tip. It appears that 
there is no a priory knowledge as to which materials sustain such a competitive behavior, though 
crystalline materials seem good candidates for it; however, there is no reason why amorphous 
homopolymers could not exhibit similar behavior, but that information is not yet available. 
Effect of Temperature. J.G. Wiiams and his associates have studied the effect of temperature 
changes on the propagation of cracks and associated crazes in a number of polymers of dif- 
ferent morphology. As experience has well demonstrated, temperature change affects polymers 
by accelerating deformation processes, including those that control the fracture process. We have 
noted already that in the case of elastomer fracture the temperature effect is felt primarily 
through a multiplicative factor on the crack speed with a relatively minor adjustment possible in 
the load if the long term rubbery modulus is involved. 
Crack propagation tests on Polymethylmethacrylate (F'MMA) and Polycarbonate (PC) show 
clearly a crack speed increase at constant stress intensity factor with a raise in the 
environmental temperature. However, it is also clear from the example in Fig. 11 taken from the 
work of J.G. Williams (Parvin et al., 1975) that a mere multiplication of the crack speed by a 
temperature dependent function (shift function) will not allow these curves to be brought into 
superposition: Therefore, temperature must enter into the problem in more than merely the ther- 
morheologically simple manner, as it enters the elastomer fracture. 
The stress intensity factor may not be the most efficient way to characterize time and tempera- 
ture dependent fracture in these kinds of materials; instead, it appears more appropriate to 
characterize time/temperature sensitive fracture in terms of the crack opening displacement, at 
least in an approximate manner. The motivation for this thought comes from two considerations. 
First, we have seen that in the case of elastomer fracture the process can well be represented by a 
COD criterion, provided the ultimate stress is considered to be a material constant; the second, and 
perhaps more telling thought derives from the observation (Doell, 1983) that the crack opening dis- 
placement at the trailing end of the craze in a homopolymer is nearly constant (2.5 urn to 3.2 um) 
over many (about 10) decades of crack speed. See also reference (Parvin et al., 1975) Using the 
Barenblattpugdale model we find for the COD = U o  
where K depends on Poisson's ratio, p is the shear modulus and oy the yield stress. If we allow, 
for purposes of making an engineering estimate, that the shear modulus and the yield stress are 
proportional to each other as a function of temperature we find that the COD is proportional 
to (K / ~7 , )~ .  The yield stress o, (as determined in a constant strain rate experiment) decreases 
with temperature as also reported (F'arvin et al., 1975). Thus if one normalizes the stress inten- 
sity factor in Fig. l l a  by the temperature dependent yield stress one obtains a quantity that is pro- 
portional to the square root of the COD. This normalization has been accomplished in Fig. 
l l b  which shows that now the mismatch of the curves obtained at different temperatures is 
small or minor. However, that mismatch can be further improved by allowing for a small amount 
of shifting along the log ( a ) speed axis in accordance with the normal time-temperature superpo- 
sition to render the composite or master curve in Fig. l lc .  While there are certainly unknowns 
in this evaluation for the cracklcraze propagation analysis it appears that at least approxi- 
mately the COD criterion merits consideration for studying crack propagation in amorphous 
homopolymers 3. 
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It will be recalled that we discussed in the beginning that fracture on polymers may be 
accompanied by crazes and or plasticity-like shear flow. The latter is enhanced by increasing 
temperatures so that in some homopolymers an increase in toughness is experienced with ris- 
ing temperature: this increase derives from the fact that increased shear deformability enhances 
the formation of shear (flow) lips corresponding to the plane stress deformations in sheet metal. 
While this plane stress/plane strain feature is bound to develop if the temperature rises high 
enough, it appears to be particularly relevant in the initiation of crack propagation, and somewhat 
less so in the propagation problem and to be particularly prone to occur in crystalline homopo- 
lymers as well as composite polymers (Parvin et al., 1976, Mai et al., 1977). 
Fig. 11 Variation of crack speed with 
fracture toughness Kc and 
temperature. a) data from 
Parvin and Williams (parvin 
et a[., 1975). b) data nor- 
malized by the yield stress as 3 
a function of temperature 
from (parvin et al., 1975) to 
render the COD approxi- 
mately constant. c) Master 
Effect of Environment. Although polymers offer resistance to corrosive environments as one dis- 
tinct advantage over metals, there are many situations in a varied industrial environment where sol- 
vents or other chemically degrading liquids are present in a fracture sustaining configuration. Of 
particular concern in engineering applications is the effect of the environment that can transform 
a normally very ductile polymer into a nearly brittle type to fail by slow crack propagation under 
very small load levels. We shall not deal here with the coupled chemistry problem of stress 
induced reactions in a chemical environment @ona fide corrosion-augmented fracture) but con- 
sider only the effect of solvents insofar as these liquids aid the formation and disintegration of the 
craze material at the tip of a crack. 
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3. The data available for this estimate is too sketchy to allow a reasonable deduction of the appropriate shift factor. The 
data precision as determined from a journal article and the lack of a more direct howledge of the temperature depen- 
dent modulus does not seem to allow a more determined deduction given if one ignores the fact that both the modulus 
and the yield data would have to encompass viscoelasticity effect if one were to drive this development to the final 
conclusion. 
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4. A brother of the conductor Otto Klemperer. 
For craze-forming polymers residual stresses left over from the manufacturing process can be 
sufficient to generate crazes if exposed to a suitable solvent or, preferentially, its fumes. Thus 
~ l e m ~ e r e r ~  Wemperer, 1941) seems to have been the first who was concerned with the forma- 
tion of crazes on polycarbonate windshields for aircraft after cleaning with fluids containing 
alcohol. While Kambour used solvents to generate large crazes for experimental studies, J.G. Wil- 
liams and coworkers have examined the physics of diffusion into the craze and its effect on craze 
growth more intensely and examined the crazelcrack behavior in terms of fracture mechanics 
parameters. 
One result of these investigations was that under sufficiently small stresses the growth of the 
craze was a function of the initial stress intensity factor (Marshal et al., 1970, Williams et al., 
1975). Under the low stress the craze would form in a plate specimen with the faces of the plate 
remaining uncrazed because the near-surface pane stress state promoted plastic flow rather than 
dilatation induced crazing, so that the craze constituted a relatively long channel on the inside 
of the specimen plate. This result is interpreted to indicate that the flow of the solvent medium 
is set up materially by the conditions existing initially at the crack tip: They determine the 
porosity of the craze material which in turn controls the flow rate of the penetrating medium. 
Fatigue. 
Crack growth behavior under cyclic loads is a very important topic in engineering applications. 
For this reason considerable interest has been devoted to this topic and comprehensive reviews on 
it exist; one of these (Hertzberg et al., 1980) deals thoroughly with the existing knowledge of 
fatigue failure in the contexts of standard fracture mechanics parlance, while the other (Doell, 
1983) addresses the physical behavior of the craze in more depth, augmenting chapter 4 in 
(Hertzberg, et al., 1980). Four topics are of interest here; they comprise the differentiation 
between continuous and discontinuous growth, the effect of temperature changes, of frequency 
and of the loading range. 
Effect of Loading Range. Because "rigid" polymers exhibit nonlinear material response that is, 
macroscopically, similar to metal plasticity it has been found that crack propagation behavior 
can be correlated through plots of 6 K vs da/dN. As in crosslinked polymers below the glass tran- 
sition temperature these two quantities can be related, at least approximately, by a power law with 
rather high exponents. 
Frequency Dependence. In contrast to the behavior of elastomers the frequency does not have a 
strong influence on the growth rate per cycle unless it is so high that dissipative heating plays 
a role. For example, Figs. 12 a and 12b show the same data plotted against per-cycle and per-time 
propagation rate (We note that the maximum crack tip opening plotted here is proportional to the 
square of the stress intensity factor). It is clear that the crack speed on a time basis is very nearly 
proportional to the frequency. 
Discontinuous crack propagation. While this is not the placc to discuss the fatiguc crack propaga- 
tion of particular polymcric materials it is important to point out that thc crack growth behavior in 
polymers can be quite different compared to metals. In the latter, the crack propagates a certain 
distance with each cycle depending on the stress intensity range. In polymers the crack may 
not propagate for many cycles -on the order of one or several hundred- but then jump ahead by a 
given amount which depends on the size of the stress intensity (range). The fracture surfaces then 
leave a marking in the form of a band that indicates the width of the discontinuous crack advance. 
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Fig. 12 Fatigue crack propagation data for PMMA at 23' C. a) Max COD vs 
growth per cycle b) Max COD vs timerate of growth (also known 
continuous growth of the crack in top of the graph) (Doell, 1983). 
Fig. 13 Growth bands resulting from fatigue crack propagation in (Skibo, et 
al., 1977), a) PVC; b) PS c)PSF d) PC 
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Examples of this behavior are shown in Fig. 13 taken from reference (Skibo et al., 1977). On the 
other hand at higher load levels, such that the steady rate of crack propagation under mono- 
tonic loading is approached, the propagation manner changes over gradually to "growth per 
cycle". Thus the appearance of "striations" is not necessarily an indication of the rate of crack 
growth or of the magnitude of the load on the structure. Indeed, at sufficiently small load lev- 
els fatigue crack propagation can occur without any periodic markings on the fracture 
surfaces, leading to a mirror like and featureless surface as continuous crack growth would 
produce. 
NON-LINEARLY VISCOELASTIC ANALYSES 
It is clear from the foregoing that, although at times rough engineering estimates can be made 
by treating rigid polymers as elastic solids, a realistic and successful analysis requires the incor- 
poration of non-linearly viscoelastic material description. Two issues present themselves in this 
context, namely the determination of the stress and displacement field surrounding the crack tip 
and the establishing of a failure or initiationlpropagation criterion. 
A Path Inde~endent Integral: 
For hyperelastic solids the non-linear aspects of initial crack propagation have been well formulated 
in terms of the path independent J-integral, which for plastic-type dissipative behavior has been 
used successfully as an approximate criterion for fracture. Schapery has examined the conse- 
quences of a certain type of approximation for non-linearly viscoelastic behavior that leads to a 
path independent integral (Schapery, 1986, 1988).a 
Many polymers exhibit creep or relaxation behavior for linearly viscoelastic behavior that vary 
slowly on a log-log time representation in the sense that the maximum slope is less than about 
114 (d ( )ldlogt < 1 or d 2  ( ) 1 d (logr ) < 1 ) For those materials it is possible to determine the 
stress distribution resulting from step load histories (and also some monotonic load histories) 
approximately by starting with the elastic analogue problem and by simply replacing the elastic 
material constants with their viscoelastic counterparts as functions of time. Such a pro- 
cedure has become known as the "quasi-elastic" (estimation) method. 
Considering nonlinearly viscoelastic behavior of the ageing type (relaxation times change with time 
in some specified way) it is assumed that there can be found approximately a potential func- 
tion Y like that for a hyperelastic solid defined in terms of time independent strains &'jR, which 
lead to time-independent stresses 25 and time-independent displacements u:. Suppose that there 
exists a non-linearly elastic relation between the components of the stress 26 (R denotes an elastic 
solution to a reference BV problem) 
derived from elastic displacements U: such that 
which satisfy the equilibrium equations 
7 R .  = O  
'J J 
If the constitutive law is governed by a si~lgle hereditary function (e.g. Poisson's ratio is a constant 
for linearly viscoelastic behavior) the stresses for the non-linearly viscoelastic problem arc equal 
to the non-linearly elastic values, but the strains E ,  and displacements U, are then time dependent 
according to the convolutions (for this correspondence rule see Schapery, 1986) 
! 
G ,  = ER J D (t-5, t 1 d ~ t  (1oa) 
0-  
where E~ is a reference modulus, D (t - 5 ,t ) is the uniaxial creep compliance, conjugate to the 
relaxation modulus E ( t - 5 , t ) via (Schapery, 1986, 1988) 
with H(t) denoting the Heaviside step function and 5, 2 0. Analogy to nonlinearly elastic 
behavior renders then the quantity 
independent of the path C as long as the path surrounds the crack tip in the appropriate manner 
and the crack faces are traction free. Here the Ti = zij vj are the Cauchy tractions on the con- 
tour C1 having locally the outer normal v, and the U: are determined by Lhe inverse of (lob) as 
Applications of the integral (12) to crack initiation and propagation will be discussed in the 
lecture. 
Effect of non-linearly viscoelastic behavior based on free volume 
In closing we shall discuss two exploratory models of crack tip response when the rate of creep or 
relaxation of the viscoelastic material behavior is controlled by the local dilatation. We consider as 
a first problem the time dependent deformation and stress field in a sheet containing a central crack 
that has been subjected to a sudden far field stress normal to the crack axis 5. 
As a second example we consider the companion problem to that exemplified in the section on 
Elastomers in that here the cohesive forces are prescribed through a nonlinearly viscoelastic 
5. The computations for this work have been carried out by B. Moran, now at Northwestern University 
constitutive law, incorporating an at least rudimentary law for damage accumulation to failure 6 .  
The non-linearly viscoelastic material description follows the outline in reference (Emri, et al., 
1981, Knauss, 1987). The material model draws on the idea that when a polymer is dilated, 
whether by temperature, stress or solvents, its relaxation times shorten in a very sensitive manner. 
This idea also underlies Gent's observation (Gent, 1970) that the material instability leading to 
craze formation results from the development of rapid creep/relaxation at the craze initiation 
site under a locally high stress concentration (dust particle); it also accounts for the raising of the 
glass transition temperature under pressure. The model accounts for linearly viscoelastic 
behavior under sufficiently small stress: The constitutive behavior is governed by the follow- 
ing equations between the stress components T,], small strains &,] with SLJ and e, denoting deviator 
stresses and strains, respectively. One has, then 
l a eij ( t' ) 
P ( C  - C') 7 dt' 
where, p(t) and K(t )  are the shear and bulk relaxation moduli for the isotropic material, and Q, is a 
shift factor that controls the relaxation spectrum according to 
with f denoting the fractional free volume and f a reference value thereof. For illustrative pur- 
poses the thermal dilatation 
has been included in terms of a convolution of the temperature with a time dependent thermal 
volume expansion characteristic a@).  A and B and b are experimentally determined constants. 
The volume strain EM is given by the inverse of (14b) as 
6. This study has been performed by G. Losi, Graduate Student, Graduate Aeronautical Laboratories, Caltech. 
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where M(T) is the creep compliance in bulk. An example of this constitutive law for a simple 
strain history is presented in Fig. 14 (Emri, et al., 1987, Knauss et al., 1988). A particularly 
interesting feature of this constitutive behavior is the capability of the model to produce rate 
dependent strain softening in uniaxial tension, a feature that is often associated with certain How 
instabilities in rate insensitive materials. 
A Stationary Crack in a Sheet Under Sudden Load. The problem is plane-strain modeled in terms 
of finite elements on a square domain containing a central crack of a size that is l/lOO of the 
square side. The crack tip is configured as a notch of radius 1/1000 of the half crack length and the 
smallest element has dimensions about 115 of the notch radius. The radius and the finite elements 
are so small that a singularity field becomes recognizably established, yet it makes sense to con- 
sider a stress concentration as a measure for the stress intensity magnitude. 
An initial investigation using a Maxwell body for both shear and bulk in (14) and (15) (relaxation 
time for shear and bulk = 1 second, glassy uniaxial tension modulus Eo = 1 Pa and Poisson's ratio 
= 0.3) along with f , = 0.01, b = 0.05, A = 0 and B = 1.0 renders, for example, the crack- 
normal stress ahead of the crack at different times as shown in Fig. 15 when the applied stress is 
0.1% of the glassy modulus. Also shown for comparison is the line representing a square root 
singular behavior. While the model is very simple, it provides insight into the time dependence of 
the crack tip stress field: At zero time the stresses are elastic-like with a typical elastic singularity, 
but these abate quickly because the high dilatational stresses cause accelerated relaxation there. 
Since overall equilibrium must be obeyed the stress drop at the crack tip must be equilibrated 
elsewhere and a "stress hump" develops which travels away from the crack tip with a rate that 
depends on the relaxation time of the material. During this time the square root singularity gives 
way to a different field not readily characterized in standard terms except asymptotically in the 
case of a mathematically sharp crack, since for infinite dilatational stresses the crack tip 
becomes established there as a totally relaxed material (in case the material were rubbery 
elastic for large times). The "traveling stress hump" eventually moves to the edge of the sheet 
and passes out of it with the consequence of further redistribution of stresses which then produces 
a rise in the crack tip stresses again that become now higher than those encountered there initially. 
This crack tip stress history is indicated in Fig. 16 as the maximum normalized stress versus 
time. In Fig. 17 crack opening profiles are illustrated for three different times: It is clear that the 
non-linear feature produces not only acceleration in crack opening but generates considerable 
crack blunting reminiscent of the "ductile" deformation pattern observed in the Polyethylene work 
of N. Brown and collaborators (see the section on Fracture of Crystalline and Copolymers). 
Another example, this time for standard linear solid representations in shear and bulk is given in 
Fig. 18 and 19 for some time after initial loading as further evidence of the non-traditional distri- 
bution of stress at the crack tip. Fig. 18a shows the distribution of the effective stress on the size 
scale of the crack while Fig. 18b illustrates the h e r  detail close to the crack tip. We note in particu- 
lar that in Fig. 18b the effective stress is at a minimum in a lance shaped domain ahead of and 
disconnected from the crack tip. Fig. 19 shows contours of the average dilatational strain to 
develop an elongated domain which only close-in resembles contours of the typical elastic strain 
field. 
A feature worth mentioning here that arises out of these, as well as more detailed studies not docu- 
mented here, is that the strain softening exhibited by this material model does not automatically 
Fig. 14 Nonlinearity viscoelastic response in uniaxial extension according to 
the free volume model. (Knauss el al., 1987). 
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Fig. 16 Time history of the maximum 
stress at the crack tip 
Fig. 15 The crack-normal stress 
ahead of the crack for a non- 
linear Maxwell body at dif- 
ferent times (7 = relaxation 
time) 
t = 0.0 (elastic) lo*, 
Fig. 17 Crack opening profiles f o ~  
nonlinear Maxwell solid. 
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-
Fig. 18 Effective swess contours = {3/2SijSij 3 for nonlinear "standard 
solid; a) large field b) detail near crack tip "a" = half crack length 
1 
Fig. 19 Contours of average dilatation -E, a = half crack length 3 
lead to shear band instabilities although the elongated features of crack tip stresslstrain contours 
remind us of the development of craze like line features along the crack axis. It appears so far that 
the mere existence of strain softening is not sufficient for shear banding to occur but that the rate of 
softening is equally important in developing instability of the stresslstrain field as the viscos- 
ity controlled deformations progress in time or with loading. 
A Viscoelastic Craze-like Problem. The motivation for this problem arises out of considerations 
of the discussion in Crack Propagation in Crosslinked Polymers where the linearly viscoelastic 
model had been described as one for which the energy of fracture is assumed to be a material con- 
stant. In view of the discussion of the craze problem it is clear however that in general such an 
assumption may be too restrictive and that the energy required for crack propagation should be a 
function of the rate-dependent cohesive forces and deformations. It seems appropriate, 
Fig. 20 Crack tip nodel with division Fig. 21 Schematic of damage induced 
into linearly and nonlinearly stress-strain response func- 
viscoelastic domains tion 
therefore, to consider the problem in which the cohesive forces are determined as a function of 
the rate dependent deformations in the cohesive zone instead of prescribing them (arbitrarily?) in 
q a prior i manner. 
This example is best introduced with the help of Fig. 20 which depicts the tip of a crack at which 
nonlinearly viscoelastic and damage behavior occurs in a thin zone along the crack axis. The bulk 
of the material is considered to be linearly viscoelastic while the cohesive forces are modeled 
by the nonlinearly viscoelastic law in (14-17). The increasing damage accumulation encountered 
as the crack tip (trailing end of the "craze") is approached is accounted for by a nonlinear func- 
tion of strain determined experimentally for Polyvinylacetate (PVAc) (Parvin, et al., 1988). The 
linearly and nonlinearly viscoelastic properties are chosen as those of PVAc also. 
The strain dependent damage function is shown schematically in Fig. 21 and the cohesive forces 
are taken as the nonlinearly viscoelastic description of equations (14-17) multiplied by the value of 
this function corresponding to the strain across the cohesive zone. Thus the failure at the crack tip 
occurs, de facto, by a strain criterion by virtue of this approximation. However, the size of 
the cohesive zone and the distribution of the stress within the zone is self adjust in equilibrium 
with the outer viscoelastic domain. The beginning of the cohesive zone is defined as the point 
where the strain on the crack axis reaches a fixed value so as to warrant description in the cohesive 
zone in terms of nonlinear rather than linearly viscoelastic behavior. For the present illustration 
.this value was taken to be one per cent. 
The solution to the problem is formulated in terms of the superposition of linearly viscoelas- 
tic problems as illustrated in Crack Propagation in Crosslinked Polymers for the outer domain 
such that an arbitrary distribution of cohesive stresses results in the "craze zone". The cohesive 
forces follow the nonlinearly viscoelastic/damage law in uniaxial tension across the "craze" and 
are adjusted so that these strains provide displacemens that match those of the linearly viscoelas- 
tic outer bulk material along the interface between the two domains. The problem leads to a 
highly nonlinear integral equation which is solved essentially iteratively for a fixed velocity 
under the constraint that singularity stresses must vanish at the tip of the craze. Inasmuch as 
only a crack tip stress field is used with a "far-field stress intensity factor" as the prescribed load 
there is no other geometric size scale than that determined by the cohesive zone. 
Fig. 22 illustrates typical results at a single temperature (23°C; it should be noted that such a 
large range of crack velocities cannot be observed at any one temperature in real experiments; 
nor has an analysis been performed along the lines mentioned in the Effect of Temperature in 
Fracture of Crystalline and Copolymers to account for an adjustment of the stress intensity factor 
according to temperature. The cohesive stress distribution is not readily summarized in a sin- 
gle graphical form since it passes through a maximum in the cohesive zone such that the value 
of the maximum apart form the distribution does not convey any apparently new or distin- 
guishing features. However, it is clear that essentially two different kinds of fracture responses 
develop, depending on whether the crack moves in a "near-rigid polymer ( crack speed > 
lmlmin) or in a strongly viscoelastic material (crack speed < lmlmin). 
In the "near-rigid" phase the stress intensity factor tends to vary very little as observed in con- 
nection with cracwcraze propagation by Doell. The response of the crack speed to the stress 
intensity factor depends to some degree on the strain at the craze tip which determines the change 
over from linear to non-linear material description. This range of crack behavior is characterized 
by a very nearly elastic response of the bulk solid outside of the line-craze zone. Virtually all the 
time dependence of the crack propagation derives from the nonlinearly viscoelastic 
behavior that is controlled by the free volume effect. The cohesive zone size in this region is 
essentially constant or slightly decreasing with increasing' crack speed; this result is not in keep- 
ing with results from observations on crazes, and most likely the consequence of the 
simplified interaction between nonlinearly viscoelastic behavior and damage in the cohesive zone. 
For low crack speeds the fully viscoelastic response of the bulk material comes into play. This 
fact is evident through the generally low stress levels commensurate with the long term elas- 
tic (rubbery) behavior at one extreme. This behavior is also characterized by a strong variation in 
the cohesive zone size which in the limit as a +O achieves a constant value. There is clearly a 
lower limit to the stress intensity below which no crack propagation occurs which is in agreement 
with the earlier discussion of the linearly viscoelastic model. Assuming that this lower limit 
corresponds to that case there are shown also, for comparison purposes, the limit cases of the 
linearly viscoelastic crack propagation problem as indicated in the caption of the figure. 
To summarize the information gathered from this example it becomes thus clear that the time 
and rate dependent sensitivity of the cohesive material can have a strong influence on the 
dependence of the crack propagation speed on the stress intensity factor. Further investigations 
along this line need to be canied out in order to better relate the failure characteristics to the micro- 
morphology of polymers which controls the material behavior in the cohesive zone. 
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Fig. 22 Relation between stress intensity factor and crack speed for non- 
linearly viscoelastic "craze" problems (solid curve) and correspond- 
ing cohesive zone size (upper). Comparison with linearly VE model 
a) Energy or COD criterion wtih constant cohesive stress b) Energy 
criterion with constant cohesive zone size c) COD criterion with con- 
stant cohesive zone size. 
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