Holomorphic functions on the symmetrized bidisk - realization,
  interpolation and extension by Bhattacharyya, Tirthankar & Sau, Haripada
ar
X
iv
:1
51
1.
08
96
2v
5 
 [m
ath
.FA
]  
3 O
ct 
20
16
HOLOMORPHIC FUNCTIONS ON THE SYMMETRIZED BIDISK -
REALIZATION, INTERPOLATION AND EXTENSION
TIRTHANKAR BHATTACHARYYA AND HARIPADA SAU
Abstract. There are three new things in this paper about the open symmetrized
bidisk G = {(z1 + z2, z1z2) : |z1|, |z2| < 1}. They are motivated in the Introduction. In
this Abstract, we mention them in the order in which they will be proved.
(1) The Realization Theorem: A realization formula is demonstrated for every f in
the norm unit ball of H∞(G).
(2) The Interpolation Theorem: Nevanlinna-Pick interpolation theorem is proved for
data from the symmetrized bidisk and a specific formula is obtained for the inter-
polating function.
(3) The Extension Theorem: A characterization is obtained of those subsets V of the
open symmetrized bidisk G that have the property that every function f holo-
morphic in a neighbourhood of V and bounded on V has an H∞-norm preserving
extension to the whole of G.
1. Introduction
1.1. Extension. Theorem B of H. Cartan about sheaf cohomology on Stein domains
implies the following as a special case.
Theorem (H. Cartan). If V is an analytic variety in a domain of holomorphy Ω and
if f is a holomorphic function on V , then there is a holomorphic function g on Ω such
that g = f on V .
About extensions which are not just holomorphic, but also norm preserving, the no-
table success has been extension of holomorphic functions from submanifolds of Stein
manifolds with weighted L2 estimates [20]. Attempts of extension of bounded holomor-
phic functions from submanifolds, preserving H∞-norm have required stringent sufficient
conditions, see [11] and [18].
The main result of this note relates this question of extension to Hilbert space operator
theory. When Ω is the symmetrized bidisk
G = {(z1 + z2, z1z2) : |z1|, |z2| < 1}
and V is a subset of Ω, we find a property of V that is necessary and sufficient to ensure
that every function holomorphic in a neighbourhood of V and bounded on V extends
to the whole of the summetrized bidisk in such a way that the H∞-norm of the original
function on V is not increased. The symbol Hol∞(V ) stands for those bounded functions
f on V which have a holomorphic extension to a neighbourhood of V .
Let A be a subset of Hol∞(V ). We shall explain two properties of the set V below
- the A-extension property and the property of being an A-von Neumann set. The A-
extension property means that whenever f ∈ A, there is a bounded holomorphic function
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g on whole of G such that
g|V = f and sup
G
|g| = sup
V
|f |. (1.1)
Note that an extension of the form (1.1) is what we want to achieve, motivated by the
theorem of Cartan. The challenge is to decide what kind of sets V will allow us that.
The motivation for defining an A-von Neumann set comes from the 1951 paper of von
Neumann where he showed that for a contraction T on a Hilbert space and a polynomial
p, the following inequality is satisfied.
‖p(T )‖ ≤ sup
z∈D
|p(z)|.
A dozen years later, Ando came up with an elegant generalization of this inequality. If
(T1, T2) is a commuting pair of contractions, and p is a polynomial in two variables, then
‖p(T1, T2)‖ ≤ sup
z1,z2∈D
|p(z1, z2)|.
A polynomially convex compact set X ⊆ C2 is called a spectral set for a pair (T1, T2) of
commuting bounded operators if σ(T1, T2) ⊆ X and
‖p(T1, T2)‖ ≤ sup
X
|p|
for any polynomial p in two variables. Put in this way, a pair of commuting contractions
is, by Ando’s inequality, the same as a commuting pair of bounded operators which
has the closed bidisk as a spectral set. The symmetrized bidisk is a non-convex, but
polynomially convex subset of C2. Its geometry has been studied in [6] and [8]. Study of
commuting operator pairs which have the symmetrized bidisk as a spectral set has been
extensively carried out in [4], [5], [7] and [15].
Definition 1.1. A pair of commuting bounded operators (S, P ) on a Hilbert space H
having the closed symmetrized bidisk Γ as a spectral set is called a Γ-contraction. Thus
(S, P ) is a Γ-contraction if and only if ‖f(S, P )‖ ≤ supG |f | for all polynomials f in two
variables.
This terminology is due to Agler and Young. Many examples of Γ-contractions are
discussed in [15].
It is advantageous to broaden the class of functions to include holomorphic functions,
especially since a functional calculus is available. If V ⊆ C2, say that a pair of commuting
operators (T1, T2) on a Hilbert space is subordinate to V if the Taylor joint spectrum
σ(T1, T2) ⊆ V and g(T1, T2) = 0 whenever g is holomorphic in a neighbourhood of V and
g|V = 0. If f is a function on V that has a holomorphic extension in a neighbourhood
of V and (T1, T2) is subordinate to V , define f(T1, T2) by setting f(T1, T2) = g(T1, T2)
where g is any holomorphic extension of f in a neighbourhood of V . Given A as above,
V is called an A-von Neumann set if for any Γ-contraction (S, P ) subordinate to V and
any f ∈ A,
‖f(S, P )‖ ≤ sup
V
|f |.
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The main discovery of this paper is the following theorem.
Extension Theorem. Let V ⊆ G. Let A ⊆ Hol∞(V ). Then V has the A-extension
property if and only if V is an A-von Neumann set.
Note that V is not assumed to be a variety in this. An analogous theorem for the
bidisk was proved by Agler and McCarthy in [2].
1.2. Interpolation. The route to proving the Extension Theorem is through an In-
terpolation Theorem which has its own independent interest. Interpolation means the
following. Given n points λ1, λ2, . . . , λn in Ω and n points w1, w2, . . . , wn in the closed
unit disk in the plane, we want to know whether there is an H∞(Ω) function f such that
f(λi) = wi for i = 1, 2, . . . , n. Pick’s classical theorem tells us that when Ω = D, this
happens if and only if the n× n matrix((
1− wiw¯j
1− λiλ¯j
))
= (( (1− wiw¯j)k(λi, λj) )) ,
where k is the Szego kernel or the reproducing kernel of the Hardy space of the disk, is
non-negative definite. The matter is not so straightforward in, say, the bidisk. Although
there is a well-studied Hardy space whose reproducing kernel is
1
(1− z1w¯1)(1− z2w¯2)
no formulation of a criterion for interpolation in terms of this kernel alone is known.
Instead, Agler proved a criterion in terms of a family of kernels.
Definition 1.2. A scalar valued function k on Ω × Ω is called a kernel (respectively
a weak kernel) if
∑n
i,j=1 cic¯jk(zi, zj) > 0 (respectively
∑n
i,j=1 cic¯jk(zi, zj) ≥ 0 ) for any
positive integer n, any n points z1, z2, . . . , zn in Ω and any n scalars c1, c2, . . . , cn, not all
zeros. If, moreover, k is holomorphic in the first variable and anti-holomorphic in the
second variable, then it is called a holomorphic kernel (respectively a holomorphic weak
kernel).
Given a kernel k, there is a Hilbert space of functions Hk such that the family of
functions {k(·, w) : w ∈ Ω} is contained inHk, is a total set inHk and has the reproducing
property, i.e.,
f(z) = 〈f, k(·, z)〉
for an f in Hk and any z in Ω. Because of this reproducing property, the Hilbert space
Hk is called a reproducing kernel Hilbert space. If k is a holomorphic kernel, then Hk
consists of holomorphic functions.
Agler showed that there is an f in H∞(D2) with f(λi) = wi for i = 1, 2, . . . , n if and
only if
(( (1− wiw¯j)k(λi, λj) ))
n
i,j=1
is a weak kernel for every kernel k on the bidisk which has the property that the co-
ordinate multiplications are contractions on Hk. This showed the need for more than
one kernel.
A multiplier on the reproducing kernel Hilbert space Hk is a holomorphic function ϕ
defined on G such that the multiplication operator
Mϕ : f → ϕf
4 BHATTACHARYYA AND SAU
is a bounded operator on Hk. Of particular importance to us will be the following
multipliers.
(Msf)(s, p) = sf(s, p) and (Mpf)(s, p) = pf(s, p). (1.2)
Definition 1.3. A kernel k((s, p), (t, q)) on G is called admissible if the pair of multipli-
cation operators (Ms,Mp) on the reproducing kernel Hilbert space Hk is a Γ-contraction
on Hk.
The interpolation result is the following.
Interpolation Theorem. Given λ1, λ2, . . . , λn in G and w1, w2, . . . , wn in D, there is
a function f in H∞(G) with ‖f‖∞ ≤ 1 and satisfying f(λi) = wi, i = 1, 2, . . . , n if and
only if for every admissible kernel k, the matrix
(( (1− wiwj)k(λi, λj) )) (1.3)
is positive semi-definite.
There is a dual way of stating the Interpolation Theorem in terms of the parametrized
co-ordinate functions ϕ. These functions are introduced in the next sub-section and the
dual statement of the Interpolation Theorem is postponed till the Epilogue section.
1.3. Realization. The best way to prove an interpolation theorem as above is by ex-
hibiting a realization formula. This is what we do. To get a feel of what a realization
formula is all about, we mention the remarkable result that a function f is in H∞(D)
and satisfies ‖f‖∞ ≤ 1 if and only if there is a Hilbert space H and a unitary operator
U =
(
A
C
B
D
)
: C⊕H → C⊕H
such that
f(z) = A + zB(I − zD)−1C.
Agler generalized this elegantly to the bidisk in [1]. He showed that a function f is in
H∞(D2) and satisfies ‖f‖ ≤ 1 if and only if there is a graded Hilbert space H = H1⊕H2
and a unitary operator
U =
(
A
C
B
D
)
: C⊕H → C⊕H
such that writing P1 for the projection from H onto H1 and P2 for the projection from
H onto H2, we have
f(z) = A+B(z1P1 + z2P2)(I −D(z1P1 + z2P2))
−1C.
In the same tradition, the following theorem is called the Realization Theorem because
the fourth item in the list of equivalent statements realizes the function f as a concrete
formula. The intermediate steps are interesting in their own right. However, before we
state the theorem, we need to introduce a parametrized family of functions. For α ∈ D
and (s, p) ∈ G, let
ϕ(α, s, p) =
2αp− s
2− αs
which is defined for all (α, s, p) satisfying 2−αs 6= 0. Since |s| < 2 for all (s, p) ∈ G, this
function is well-defined on D×G. The notation ϕ(α, ·) will mean that for a fixed α, we
are considering it as a function on G and ϕ(·, s, p) will mean that for a fixed (s, p), we
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are considering it as a function on D. These functions will be called the parametrized
co-ordinate functions because Agler and Young proved in Theorem 2.1 of [8] that
(s, p) ∈ G if and only if ϕ(α, s, p) ∈ D (1.4)
for all α in the closed unit disk. Thus, the membership of (s, p) in G is determined by
whether the parametrized co-ordinate functions evaluated at (s, p) have modulus less
than one for every parameter α. We note that for every α ∈ D, the function ϕ(α, ·) is
in the norm unit ball of H∞(G) and for every (s, p) ∈ G, the function ϕ(·, s, p) is in
C(D). If we write λ for the pair (s, p) which we may sometimes do, for example in the
statement of the Interpolation Theorem, then we shall write ϕ(·, λ) for ϕ(·, s, p).
We shall also need to consider positive semi definite kernels ∆ : G×G → C(D)∗ where
C(D)∗ is the space of all bounded linear functionals on the Banach space C(D). These
are functions ∆((s, p), (t, q)) on G×G which satisfy the property that
N∑
i,j=1
cicj∆((si, pi), (sj, pj))
(
hihj
)
≥ 0
for any natural numberN , anyN scalars c1, c2, . . . , cN and anyN functions h1, h2, · · · , hN .
Such positive semi definite kernels have been considered in the literature, often in more
generality, see [12], [13] and [17]. If the inequality is strict, then ∆ is called a positive
definite kernel.
An example of such a positive semi definite kernel ∆ is easily obtained from a regular
Borel measure µ on D and a function δ : D×G×G which has the property that it is a
scalar valued weak kernel on G×G for every α in D and is an L1(µ) function for every
fixed (s, p) and (t, q) in G. Define ∆ by
∆ ((s, p), (t, q)) (f) =
∫
D
f(·)δ(·, (s, p), (t, q))dµ. (1.5)
We shall see a ∆ of this form in Section 3.
Realization theorem. The following are equivalent.
H: f is a function in H∞(G) with ‖f‖∞ ≤ 1.
M: (1− f(s, p)f(t, q))k((s, p), (t, q)) is a weak kernel for every admissible kernel k.
D: There is a positive semi definite kernel ∆ : G×G→ C(D)∗ such that
1− f(s, p)f(t, q) = ∆((s, p), (t, q))
(
1− ϕ(·, s, p)ϕ(·, t, q)
)
.
R: There is a Hilbert space H, a unital ∗-representation π : C(D) → B(H) and a
unitray V : C⊕H → C⊕H such that writing V as
V =
(
A B
C D
)
we have f(s, p) = A+Bπ(ϕ(·, s, p))
(
IH −Dπ(ϕ(·, s, p))
)−1
C.
An operator V as above is often called a colligation.
The logical build-up of the paper is that the Realization Theorem implies the Inter-
polation Theorem which implies the Extension Theorem. Section 2 contains a natural
example of an admissible kernel. It is called the Szego kernel and the associated Hilbert
space of holomorphic functions is called the Hardy space of the symmetrized bidisk. We
shall see that H∞(G) is the multiplier algebra of the Hardy space. Section 3 has the
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proof of the realization theorem. Section 4 proves the Nevanlinna-Pick interpolation, the
criteria for which is not in terms of the Szego kernel alone, but involves a whole family
of kernels, the admissible ones to be precise. Section 5 proves the extension theorem.
The functions ϕ will play the role of ”test functions” in the sense of [14] and [17]
for example, although we call them parametrized co-ordinate functions since they really
behave as co-oridinates in the case of the symmetrized bidisk. The idea of using a
positive semi-definite kernel taking values in the dual space of a suitable Banach space
of functions originated in [12], as far as we could see, and had been of great use in later
papers [14], [17]. The over-arching idea of using a Hahn-Banach separation argument
is due to Agler [1] and has been found useful in numerous later papers. Many of the
arguments of Sections 3 and 4 of this paper are motivated by the book [3].
2. Hardy Space
2.1. The space. The function theory on the symmetrized bidisk provides us with a
natural Hilbert space of holomorphic functions on G.
Definition 2.1. The Hardy space H2(G) of the symmetrized bidisk is the vector space
of those holomorphic functions f on G which satisfy
sup 0<r<1
∫
T×T
|f ◦ π(r eiθ1, r eiθ2)|2|J(r eiθ1 , r eiθ2)|2dθ1dθ2 <∞
where J is the complex Jacobian of the symmetrization map
π(z1, z2) = (z1 + z2, z1z2)
and dθ is the normalized Lebesgue measure on the unit circle T = {α : |α| = 1}. The
norm of f ∈ H2(G) is defined to be
‖f‖ = ‖J‖−1
{
sup0<r<1
∫
T×T
|f ◦ π(r eiθ1 , r eiθ2)|2|J(r eiθ1 , r eiθ2)|2dθ1dθ2
}1/2
,
where ‖J‖2 =
∫
T×T
|J |2dθ1dθ2.
This ensures that the norm of the constant function 1 is 1. We used exhaustion above.
It is reminiscent of the definition of the Hardy space of the bidisk H2(D2) which is the
collection of holomorphic functions on the bidisk D× D such that
‖f‖H2(D2)
def
= sup
0<r<1
(∫
T×T
|f(reiθ1, reiθ2)|2dθ1dθ2
)1/2
<∞.
The relationship between these two Hardy spaces (of the symmetrized bidisk and of the
bidisk) goes deeper because of the following lemma from [19].
Lemma 2.2. As a Hilbert space, H2(G) is isomorphic to the subspace
H2anti(D
2)
def
= {f ∈ H2(D2) : f(z1, z2) = −f(z2, z1)}
of H2(D2). The isomorphism is given by τ1(f) = J(f ◦ π).
Proof. It is straightforward by integration that τ1 preserves norm. Moreover τ1(f) is an
anti-symmetric function of z1 and z2, i.e., τ1f(z1, z2) = −τ1f(z2, z1). This is because of
J . The value of J at a point (z1, z2) is z1− z2. So the product of the symmetric function
f ◦ π and the value of the Jacobian J at (z1, z2) is anti-symmetric. Let H
2
anti(D
2) be
the closed subspace of anti-symmetric functions in the Hardy space of the bidisk, i.e.,
H2anti(D
2) is the space of those f in H2(D2) which satisfy f(z1, z2) = −f(z2, z1). Every
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anti-symmetric function g in H2(D2) is divisible by z1 − z2. Thus the function J
−1g is a
symmetric holomorphic function on D2. So there is a holomorphic function f on G such
that J−1g = f ◦π. This f is in H2(G) because g = J(f ◦π) is in H2(D2) which precisely
is the definition of an H2(G) function. So τ1(f) = g. Consequently, every anti-symmetric
function in H2(D2) is in the range of τ1. 
This identification enables us to show that H2(G) is a reproducing kernel Hilbert space
in the sense of Definition 1.2. We shall use Theorem 3.1 of [19] to note that H2anti(D
2)
has the following reproducing kernel:
(z1 − z2)((w1 − w2)
2(1− z1w¯1)(1− z1w¯2)(1− z2w¯1)(1− z2w¯2)
.
Using the isomorphism τ1 above, a straightforward computation gives the formula for
the reproducing kernel of the Hardy space of the symmetrized bidisk. It is
kS((s1, p1), (s2, p2)) =
1
(1− p1p¯2)2 − (s1 − s¯2p1)(s¯2 − s1p¯2)
.
This has the property that 〈f, kS(s, p)〉 = f(s, p) for any f ∈ H
2(G) and (s, p) ∈ G.
Definition 2.3. The kernel kS obtained above, i.e., the reproducing kernel for the Hardy
space of the symmetrized bidisk is called the Szego kernel of the symmetrized bidisk
2.2. The multipliers. A holomorphic function ϕ : G → C is called a multiplier on
H2(G) if the liner transformation Mϕ on H
2(G) defined by
(Mϕf)((s, p)) = ϕ((s, p))f((s, p)), for (s, p) ∈ G
is a bounded linear operator on H2(G). Clearly, the set of all multipliers form an algebra,
called the multiplier algebra of H2(G) and denoted by M(H2(G).
Lemma 2.4. The multiplier algebraM(H2(G) is isometrically isomorphic with H∞(G).
Proof. From general theory of reproducing kernel Hilbert spaces and multipliers on them,
it is well-known that a multiplier ϕ belongs to H∞(G), the algebra of bounded holomor-
phic functions on G. Moreover, if ‖ϕ‖∞ denotes the H
∞-norm
‖ϕ‖∞
def
= sup
(s,p)∈G
|ϕ(s, p)|
then ‖Mϕ‖ ≥ ‖ϕ‖∞, see inequality (2.33) in [3] for example. In the particular case of
the symmetrized bidisk, it is also true that H∞(G) ⊆ M(H2(G) and ‖Mϕ‖ = ‖ϕ‖∞.
Indeed, for f ∈ H2(G) and ϕ ∈ H∞(G) and r ∈ (0, 1), we have∫
T×T
|ϕ ◦ π(r eiθ1 , r eiθ2)|2|f ◦ π(r eiθ1 , r eiθ2)|2|J(r eiθ1 , r eiθ2)|2dθ1dθ2
≤ ‖ϕ‖∞
∫
T×T
|f ◦ π(r eiθ1 , r eiθ2)|2|J(r eiθ1 , r eiθ2)|2dθ1dθ2
which means that ‖Mϕf‖ ≤ ‖ϕ‖∞‖f‖. 
Multiplication by the co-ordinate functions are often special. On H2(D2), they are
Mz1 and Mz2 . On H
2(G), they are Ms and Mp.
Lemma 2.5. Szego kernel of the symmetrized bidisk is an admissible kernel.
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Proof. We shall need to show that the operator pair (Ms,Mp) onH
2(G) is a Γ-contraction.
We shall in fact show that it is a Γ-isometry by showing that it is unitarily equivalent to
a Γ-isometry.
The first thing to note is that the symmetrization of a pair of commuting isometries is
a Γ-isometry, see [15]. Thus (Mz1 +Mz2 ,Mz1Mz2) is a Γ-isometry on H
2(D2), Secondly,
the subspace H2anti(D
2) is invariant under this Γ-isometry. Restriction of a Γ-isometry to
an invariant subspace is a Γ-isometry, see [15]. Thus the commuting pair
((Mz1 +Mz2)|H2
anti
(D2), (Mz1Mz2)|H2
anti
(D2))
is a Γ-isometry. We shall show unitary equivalence of the operator pair (Ms,Mp) with
the pair
((Mz1 +Mz2)|H2
anti
(D2), (Mz1Mz2)|H2
anti
(D2)).
We note that by definition of the unitary τ1, we have that for any f ∈ H
2(G),
((τ1Ms)f)(z1, z2) = ‖J‖
−1J(z1, z2)(z1 + z2)f(π(z1, z2))
and
(Mz1+z2τ1f)(z1, z2) = (z1 + z2)‖J‖
−1J(z1, z2)f(π(z1, z2)).
Thus τ1Ms = Mz1+z2τ1. Similarly, for Mp and (Mz1Mz2)|H2
anti
(D2). That completes the
proof. 
3. Proof of the Realization Theorem
This is the largest section of this paper because the proof of the Realization Theorem
will use various concepts. The first step of (H) implying (M) is accomplished in the
following lemma. The ideas and the arguments in the proof of this lemma are adapted
from [16] where the authors proved a similar lemma for the disk algebra.
Lemma 3.1. If f is a function in H∞(G) with ‖f‖∞ ≤ 1, then
(1− f(s, p)f(t, q))k((s, p), (t, q))
is a weak kernel for every admissible kernel k.
Proof. Let n be a positive integer and let λ1 = (s1, p1), λ2 = (s2, p2), . . . , λn = (sn, pn)
be n points in G. We shall need to show that the n× n matrix(
(1− f(si, pi)f(sj, pj))k((si, pi), (sj, pj))
is a positive semi-definite for every admissible kernel k. Let wi = f(λi). Let w =
(w1, w2, . . . , wn). We define two interpolation sets. The first one is the Pick body.
D(λ) = {w : there is f ∈ H∞(G) with f(λj) = wj for 1 ≤ j ≤ n and ‖f‖∞ ≤ 1}.
The other is the interpolation set associated with the algebra A(Γ).
D = {w : for all ǫ > 0, there is f ∈ A(Γ) with f(λj) = wj for 1 ≤ j ≤ n and ‖f‖ ≤ 1+ǫ}.
Note that
D = ∩ǫ>0Aǫ,
where
Aǫ = {w : there is f ∈ A(Γ) with f(λj) = wj for 1 ≤ j ≤ n and ‖f‖ ≤ 1 + ǫ}.
The linear map L : A(Γ) → Cn sending f → (f(λ1), f(λ2), . . . , f(λn)) is a continuous
surjection and hence is an open map proving that the complement of Aǫ is open. Thus
D is closed.
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The two sets D(λ) and D are same. Indeed, if w ∈ D(λ), then there is an f ∈
H∞(G) with f(λj) = wj for 1 ≤ j ≤ n and ‖f‖∞ ≤ 1. For each r ∈ (0, 1), the
function fr(s, p) = f(rs, r
2p) is in the unit ball of the algebra A(Γ). So the points
{(f(rλ1), f(rλ2), . . . , f(rλn))}0<r<1 are all in D. Since D is closed and these points
converge to w as r → 1, we have w ∈ D.
Conversely, if w ∈ D, then for every m ≥ 1, there is a function fm in A(Γ) such that
fm(λj) = wj for 1 ≤ j ≤ n and ‖fm‖ ≤ 1 +
1
m
. Now a normal family argument implies
that there is a subsequence {mk}k≥1 such that {fmk} converges uniformly on compact
subsets and hence f = lim fmk is holomorphic in G. It has norm no greater than one.
Thus w ∈ D.
Given that there is a function f in H∞(G) with ‖f‖∞ ≤ 1 and satisfying f(λi) =
wi, i = 1, 2, . . . , n, we want to show that the n × n matrix in (1.3) is positive definite.
By what we did above, we can assume f to be in A(Γ). First suppose f is a polynomial.
The general case will be dealt with in a short while using a sequence of polynomials. Let
f(s, p) =
N∑
k,l=1
akls
kpl.
Let fˇ be another polynomial
fˇ(s, p) =
N∑
k,l=1
akls
kpl.
Let k be an admissible kernel. Then (Ms,Mp) forms a Γ-contraction on Hk. Let
λi = (si, pi) for i = 1, 2, . . . , n. Let kj be the kernel function
kj(z) = k(z, λj) for j = 1, 2, . . . , n.
Let L be the n-dimensional space spanned by k1, k2, . . . , kn. Define operators T1 and T2
on L by
T ∗1 kj = sjkj and T
∗
2 kj = pjkj.
It is straightforward that L is an invariant subspace for the Γ-contraction (M∗s ,M
∗
p ) and
M∗s |L = T
∗
1 and M
∗
p |L = T
∗
2 .
Thus (T ∗1 , T
∗
2 ) is a Γ-contraction. So ‖fˇ(T
∗
1 , T
∗
2 )‖ ≤ 1. Now, note that
fˇ(T ∗1 , T
∗
2 )kj =
N∑
k,l=1
aklsj
kpj
lkj = f(λj)kj = wjkj.
Now, a straightforward computation shows that contractivity of fˇ(T ∗1 , T
∗
2 ) is equivalent
to the matrix (1.3) being positive definite.
For a general f in A(Γ), we can get a sequence of polymonials {pm} that converges
uniformly over Γ to f by Oka-Weil theorem. What we proved above tells us that for
every m, the matrix ((
(1− pm(λi)pm(λj))k(λi, λj)
))
is positive definite. This matrix converges to the matrix in (1.3) as m tends to infinity.
Since the set of positive definite matrices is closed, we are done. 
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There is an elegant characterization of a Γ-contraction. Agler and Young showed that
a pair (S, P ) of commuting bounded operators is a Γ-contraction (Definition 1.1) if and
only if (2αP − S)(2 − αS)−1 is a contraction for every α ∈ D, see Theorem 1.5 in [7].
Applying this criterion to reproducing kernel Hilbert spaces, we get the following.
Lemma 3.2. A kernel k on G is admissible if and only if
(1− ϕ(α, s, p)ϕ(α, t, q))k
(
(s, p), (t, q)
)
is a weak kernel for every α ∈ D.
Proof. Let k be a kernel on G ×G and let Hk be the corresponding reproducing kernel
Hilbert space.
The kernel k is admissible
⇒ The operator pair (Ms,Mp) is a Γ-contraction on Hk
⇒ The operator (2αMp −Ms)(2− αMs)
−1 is a contraction for every α ∈ D (by part (v)
of Theorem 1.5 of [7])
⇒ (1− ϕ(α, s, p)ϕ(α, t, q))k
(
(s, p), (t, q)
)
is a weak kernel for every α ∈ D (by using the
fact that M∗ψk(·, (t, q)) = ψ(t, q)k(·, (t, q)) for every multiplication operator Mψ on the
space Hk).
We can extend the result to all of D because ϕ is a continuous function of α. Conversely,
if we know that (1− ϕ(α, s, p)ϕ(α, t, q))k
(
(s, p), (t, q)
)
is a weak kernel for every α ∈ D,
then by putting α = 0, we obtain that Ms is a bounded operator. By putting α = 1
and α = −1 and adding, we get that Mp is a bounded operator. Now, all the steps
in the above implications can be reversed because part (v) of Theorem 1.5 of [7] is a
characterization. 
Taking cue from the lemma above, it is now natural to make the following definition.
Definition 3.3. A weak kernel k on a subset Y of G is called admissible if (1 −
ϕ(α, s, p)ϕ(α, t, q))k
(
(s, p), (t, q)
)
is a weak kernel on Y × Y for every α ∈ D.
The following lemma decomposes 1− f(s, p)f(t, q) and hence accomplishes the step of
(M) implying (D) of the Realization Theorem.
Lemma 3.4 (Decomposition). If (1 − f(s, p)f(t, q))k((s, p), (t, q)) is a weak kernel for
every admissible kernel k, then there is a positive semi definite kernel ∆ defined on G×G
and taking values in C(D)∗ such that
1− f(s, p)f(t, q) = ∆
(
(s, p), (t, q)
)(
1− ϕ(·, s, p)ϕ(·, t, q)
)
.
Proof. 1. The family of kernels Bα The first step in this proof is the fact that for
every α in the closed unit disk D,
B
(
α, (s, p), (t, q)
)
=
1
1− ϕ(α, s, p)ϕ(α, t, q)
is a kernel on G×G.
By using the characterization (1.4) and by using the Szego kernel
(z, w)→
1
1− zw
of the open unit disk, it is obvious that B
(
α, ·, ·
)
is a kernel.
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2. The closed wedge Let Y ⊂ G be a finite set. Let the cardinality of Y be
N . Its elements are λ1, λ2, . . . , λN . We shall need to use the co-ordinates of λi. So let
λi = (si, pi). Let
TY = {∆
(
(s, p), (t, q)
)(
1− ϕ(·, s, p)ϕ(·, t, q)
)
: ∆ is a C(D)∗ valued positive semi definite function on G×G},
i.e., a member of TY is an N ×N matrix whose (i, j)th. entry is of the form
∆((si, pi), (sj, pj))
(
1− ϕ(·, si, pi)ϕ(·, sj, pj)
)
(3.1)
Clearly, TY is a wedge in the set of N × N self-adjoint matrices, i.e., TY is convex and
when an element is multiplied by a non-negative real number, it remains in the set.
We use the fact that Bα is a kernel to show that the kernel 1((si, pi), (sj, pj)) = 1 for
all i, j = 1, 2, . . . , N is in TY . To that end, consider a probability measure µ on D and
define a particular positive semi definite function ∆ by
∆
(
(s, p), (t, q)
)
f =
∫
D
B
(
α, (s, p), (t, q)
)
f(α)dµ(α).
Indeed, 1 is ∆
(
(s, p), (t, q)
)(
1− ϕ(·, s, p)ϕ(·, t, q)
)
and hence is in TY by definition of
TY . It is clear from the definition of TY that the Schur product of an element of TY and
a non-negative definite N × N matrix is in TY . Thus any non-negative definite N × N
matrix, being the Schur product of itself and 1 is in TY . In particular, the rank one
kernel ((cic¯j)) is in TY .
We would like to show that the set TY is closed. Consider a sequence ∆n such that
∆n((si, pi), (sj, pj))
(
1− ϕ(·, si, pi)ϕ(·, sj, pj)
)
converges to an N×N matrix A = ((aij)).
We need to show that A is in TY . We use the fact that for any (s, p) ∈ G, sup{|ϕ(α, s, p)| :
α ∈ D} < 1. Thus there is an ǫ > 0 such that 1 − |ϕ(α, s, p)|2 > ǫ for all α ∈ D. Since
∆n((si, pi), (si, pi)) is a positive linear functional, we have
∆n((si, pi), (si, pi))
(
1−|ϕ(α, si, pi)|
2
)
> ∆n((si, pi), (si, pi))(ǫ1) = ǫ‖∆n((si, pi), (si, pi))‖.
Taking limit, we obtain aii > ǫ‖∆n((si, pi), (si, pi))‖. Finiteness of the set Y guarantees
that we get a single ǫ serving for all i. Then the fact that each ∆n is a positive semi
definite function ensures that each ∆n((si, pi), (sj, pj)) is uniformly norm bounded in n.
Using weak ∗-compactness and again finiteness of the set Y , we get a subsequence {nl}
such that ∆nl((si, pi), (sj, pj)) is convergent, to ∆((si, pi), (sj, pj)) say, for every i and j.
Thus,
aij = lim
nl→∞
∆nl((si, pi), (sj, pj))
(
1− ϕ(·, si, pi)ϕ(·, sj, pj)
)
= ∆((si, pi), (sj, pj))
(
1− ϕ(·, si, pi)ϕ(·, sj, pj)
)
which is what was required to be shown for membership of A in the wedge TY . So TY is
closed.
3. The Hahn-Banach functional Define g : G×G→ C by
g
(
(s, p), (t, q)
)
= 1− f(s, p)f(t, q).
Then g is self-adjoint (i.e., g
(
(s, p), (t, q)
)
= g
(
(t, q), (s, p)
)
) and satisfies
g · k :
(
(s, p), (t, q)
)
→ g
(
(s, p), (t, q)
)
k
(
(s, p), (t, q)
)
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is positive semi definite for every admissible kernel k. We want to show that the restric-
tion h of g to Y × Y is in TY .
If not, then by Hahn-Banach Theorem, there is a real linear functional L on N × N
matrices which is non-negative on TY , but is negative when evaluated at h. This linear
functional can be assumed to be of the form L(T ) = trTKt for some self-adjoint matrix
K. Now,
tr TKt =
N∑
i=1
N∑
j=1
tilkil.
In particular, if T = ((cicj)) which is in TY , then
∑N
i=1
∑N
j=1 ciclkil ≥ 0. This shows that
K is a positive semi-definite N × N matrix. We shall denote its extension to G as a
weak kernel by K as well. This weak kernel is admissible on Y . Indeed, all that needs
to be shown is that
(1− ϕ(α, s, p)ϕ(α, t, q))K
(
(s, p), (t, q)
)
is a weak kernel on Y for every α ∈ D. This is true because
n∑
i,j=1
cicj
(
(1− ϕ(α, si, pi)ϕ(α, sj, pj))K
(
(si, pi), (sj, pj)
))
= L
(
cicj
(
(1− ϕ(α, si, pi)ϕ(α, sj, pj))
))
and L is non-negative on elements of TY .
Now, let K1 be any admissible kernel. Then K + ǫK1 is an admissible kernel for any
ǫ > 0. By hypothesis, g · (K+ ǫK1) is a weak kernel because the Schur product of g with
any admissible kernel is positive semi definite. Since this is true for every ǫ > 0, we have
g ·K is a weak kernel. But that means that L(h) ≥ 0 which contradicts the way L has
been chosen.
Now a standard application of Kurosh’s lemma completes the proof of the Decompo-
sition. 
To go to the next step of proof of the Realization Theorem, we now prove the step
(D) implies (R) of the theorem. For that, we first need a preparatory lemma.
Lemma 3.5. If ∆ : G × G → C(D)∗ is a positive semi definite kernel, then there is a
Hilbert space H and a function L : G→ B(C(D), H) such that
∆((s, p), (t, q)) (h1h2) = 〈L(s, p)h1, L(t, q)h2〉H
for all h1, h2 ∈ C(D) and (s, p), (t, q) ∈ G.
Moreover, there is a unital ∗-representation π : C(D)→ B(H) such that L(s, p)h1h2 =
π(h1)L(s, p)h2.
Proof. The construction is standard and hence we only sketch and refer the reader to
[12] and [17] for details. Let V denote the vector space with basis {(s, p) ∈ G}. Take
V ⊗ C(D) with the positive semidefinite sesquilinear form on elementary tensors as
〈(s, , p)⊗ h1, (t, q)⊗ h2〉 = ∆((s, p), (t, q)) (h1h2)
and then extending it by linearity. We quotient by the null space of this form and
complete to get H . Define L(s, p)h = (s, p)⊗ h for h ∈ C(D) and extend linearly. The
representation π is defined by π(h)((s, p)⊗ h′) = (s, p)⊗ hh′. 
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Lemma 3.6 (Realization). If there is a positive semi definite kernel ∆ : G×G→ C(D)∗
such that
1− f(s, p)f(t, q) = ∆((s, p), (t, q))
(
1− ϕ(·, s, p)ϕ(·, t, q)
)
,
then there is a Hilbert space H, a unital ∗-representation π : C(D) → B(H) and an
isometry V : C⊕H → C⊕H such that writing V as
V =
(
A B
C D
)
we have f(s, p) = A+Bπ(ϕ(·, s, p))
(
IH −Dπ(ϕ(·, s, p))
)−1
C.
Proof. We rewrite the given condition as
1 + ∆((s, p), (t, q))
(
ϕ(·, s, p)ϕ(·, t, q)
)
= f(s, p)f(t, q) + ∆((s, p), (t, q))
(
1
)
.
By the lemma above, there is a Hilbert space H and a function L : G×G→ B(C(D), H)
such that
∆ ((s, p), (t, q)) (h1h2) = 〈L(s, p)h1, L(t, q)h2〉H
for all h1, h2 ∈ C(D) and (s, p), (t, q) ∈ G. Hence,
1 + 〈L(s, p)ϕ(·, s, p), L(t, q)ϕ(·, t, q)〉 = f(s, p)f(t, q) + 〈L(s, p)1, L(t, q)1〉.
By virtue of the representation π obtained in the lemma above, this is the same as
1 + 〈πϕ(·, s, p)L(s, p)1, πϕ(·, t, q)L(t, q)1〉 = f(s, p)f(t, q) + 〈L(s, p)1, L(t, q)1〉.
Now we can define an isometry V from the span of 1 ⊕ πϕ(·, s, p)L(s, p)1 : (s, p) ∈ G
into the span of f(s, p)⊕ L(s, p)1 such that
V
(
1
πϕ(·, s, p)L(s, p)1
)
=
(
f(s, p)
L(s, p)1
)
and then extending by linearity. By a standard technique of adding an infinite dimen-
sional Hilbert space to H , if required, we can extend V to an isometry from C⊕H into
itself. Now, writing V as
(
A
C
B
D
)
as an operator on C⊕H , we get
A +Bπϕ(·, s, p)L(s, p)1 = f(s, p) and (3.2)
C +Dπϕ(·, s, p)L(s, p)1 = L(s, p)1.
The second equation above gives that
L(s, p)1 = (IH −Dπϕ(·, s, p))
−1C
and hence from (3.2), we get
f(s, p) = A+Bπϕ(·, s, p)(IH −Dπϕ(·, s, p))
−1C.

With the above lemma, we have completed the proof of (D) implies (R). We shall
end this section with the following lemma which completes the proof of the equivalences
stated in the Realization Theorem by showing that (R) implies (H).
Lemma 3.7. Consider a Hilbert space H, a unital ∗-representation of C(D) on H and
an isometry V : C⊕H → C⊕H of the following form
V =
(
A B
C D
)
.
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Then the function
f(s, p) = A+Bπϕ(·, s, p)(IH −Dπϕ(·, s, p))
−1C
is in the closed unit ball of H∞(G).
Proof. We would like to note that if we write z(s, p) for πϕ(·, s, p), then the formula above
translates to f(s, p) = A+z(s, p)B(I−z(s, p)D)−1C. Since π is a unital ∗-representation,
‖π‖ = 1 and hence z(s, p) is in the open unit disk because
|z(s, p)| ≤ ‖π‖ sup{|ϕ(α, s, p)| : α ∈ D} < 1.
It is well-known then that such a function has modulus no greater than 1, see Chapter
6 of [3] for example. 
4. Proof of the Interpolation Theorem
If there is an f in the norm unit ball ofH∞(G) interpolating the data, then the positive
definiteness of the matrix (1.3) can be obtained with the same argument as in the proof
of Lemma 3.1.
Conversely, if the matrix 1.3 is non-negative definite, let its rank be M . As in the
proof of Lemma 3.4, we get a positive semi definite kernel ∆ defined on G×G and taking
values in C(D)∗ such that
1− wiwj = ∆
(
(si, pi), (sj, pj)
) (
1− ϕ(·, si, pi)ϕ(·, sj, pj)
)
for i, j = 1, 2, . . . , n. Decomposing ∆ according to Lemma 3.5, we get
1 + 〈L(si, pi)ϕ(·, si, pi), L(sj , pj)ϕ(·, sj, pj)〉 = wiwj + 〈L(si, pi)1, L(sj, pj)1〉
and consequently with π as in Lemma 3.5, we have
1 + 〈πϕ(·, si, pi)L(si, pi)1, πϕ(·, sj, pj)L(sj , pj)1〉 = wiwj + 〈L(si, pi)1, L(sj, pj)1〉.
This allows us to define an isometry from the span of 1 ⊕ πϕ(·, si, pi)L(si, pi)1 : i =
1, 2, . . . , n into the span of wi ⊕ L(si, pi)1 : i = 1, 2, . . . , n such that
V
(
1
πϕ(·, si, pi)L(si, pi)1
)
=
(
wi
L(si, pi)1
)
, i = 1, 2, . . . , n. (4.1)
Now the span of all of πϕ(·, si, pi)L(si, pi)1 for i = 1, 2, . . . , n, can be at most of dimension
M . If it is so, then we have gotten an isometry from C⊕ CM to itself. If the dimension
falls short of M , then we can extend V to an isometry on C⊕CM . Writing V as
(
A
C
B
D
)
,
let us denote by f the function
f(s, p) = A+Bπϕ(·, s, p)(IH −Dπϕ(·, s, p))
−1C.
By the Realization Theorem of the previous section, this f is indeed a function in the
unit norm ball of H∞(G). Does this f interpolate the data? The answer is yes because
of (4.1). That equation tells us
A+Bπϕ(·, si, pi)L(si, pi)1 = wi and C +Dπϕ(·, si, pi)L(si, pi)1 = L(si, pi)1.
for every i = 1, 2, . . . , n. Now a straightforward elimination of the values of L(si, pi)1
from the two equations above gives us
wi = A+Bπϕ(·, si, pi)(IH −Dπϕ(·, si, pi))
−1C.
for every i = 1, 2, . . . , n. This is what we needed.
SYMMETRIZED BIDISK 15
5. Proof of the Extension Theorem
If V has the A-extension property, then given any f ∈ A, we first get hold of a norm
preserving extension g, i.e., a function g ∈ H∞(G) such that
g|V = f and sup
G
|g| = sup
V
|f |.
If (S, P ) is a Γ-contraction subordinate to V , then by definition, f(S, P ) = g(S, P ) and
hence
‖f(S, P )‖ = ‖g(S, P )‖
≤ sup{|g(s, p)| : (s, p) ∈ G} because (S, P ) is a Γ− contraction
= sup{|f(s, p)| : (s, p) ∈ G} because g is a norm-preserving extension.
Hence V is an A-von Neumann set. It is the converse which shows a beautiful interplay
of a classical extremal problem with Hilbert space operator theory.
We begin by rephrasing the Interpolation Theorem in such a way that will be useful
for proving the Extension Theorem. Let λ1 = (s1, p1), λ2 = (s2, p2), . . . , λn = (sn, pn) be
n distinct points in the symmetrized bidisk G. We shall denote this data by λ. Given
any n× n strictly positive definite matrix (k(i, j)), we denote by k(·, j) the vector in Cn
whose ith. entry is k(i, j). We define a pair of commuting bounded operators X1 and
X2 on the n-dimensional space H spanned by k(·, j), j = 1, 2, . . . , n by
X∗1k(·, j) = s¯jk(·, j) and X
∗
2k(·, j) = p¯jk(·, j).
We shall denote by Kλ the set of all n×n strictly positive definite matrices (k(i, j)) such
that k(i, i) = 1 and the operator pair (X1, X2) forms a Γ-contraction, i.e., the following
holds:
(4− sis¯j)k(i, j) ≥ 0, (1− pip¯j)k(i, j) ≥ 0 and(
(2− αsi)(2− αsj)− (2αpi − si)(2αpj − sj)
)
k
(
i, j
)
≥ 0. (5.1)
Let w1, w2, . . . , wn be n points in D. The interpolation theorem can be rephrased as
follows.
Theorem 5.1. There is a function f ∈ H∞(G) with ‖f‖ ≤ 1 and satisfying f(λi) = wi
for i = 1, 2, . . . , n if and only if the n× n matrix (1−wiw¯j)k(i, j) is positive definite for
all k ∈ Kλ.
We look at a duality argument for the following classical extremal problem. Let
λ1 = (s1, p1), λ2 = (s2, p2), . . . , λn = (sn, pn) be n distinct points in the symmetrized
bidisk G. Let w1, w2, . . . , wn be n points in D. A normal family argument shows that
the following infimum is attained.
ρ = inf{‖f‖∞ : f is a holomorphic function from G into D
satisfying f(si, pi) = wi for i = 1, 2, . . . , n}. (5.2)
A function f is called extremal if the infimum above is attained for f .
Lemma 5.2. If f is an extremal for ρ, then there is a Γ-contraction (S, P ) subordinate
to {(s1, p1), (s2, p2), . . . , (sn, pn)} such that ‖f(S, P )‖ = ρ.
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Proof. Before proving the lemma let us first prove an interesting property of the set Kλ.
Note that Kλ is a subset of n × n self-adjoint complex matrices. We claim that Kλ is
closed and bounded with respect to the matrix norm and hence Kλ is compact. That
Kλ is bounded is easy, as for all k ∈ Kλ, we have
‖k‖ ≤ tr(k) = n (since k(i, i) = 1 for all 1 ≤ i ≤ n).
Let k(n) be a sequence in Kλ which converges to k in matrix norm. Then by continuity,
it follows that k satisfies all the conditions in (5.1). Note that for k to be a member of
Kλ, k has to be strictly positive definite as a matrix. Suppose on the contrary that there
exists a vector 0 6= v = (v1, v2, . . . , vn) ∈ C
n such that kv = 0. Let Λs and Λp denote the
diagonal matrix whose (i, i)th entries are si and pi respectively. Then we have
0 ≤
∑
i,j
(4− sis¯j)k(i, j)v¯ivj
= 4
∑
i,j
k(i, j)v¯ivj −
∑
i,j
k(i, j)sjvjsivi
= 4〈kv, v〉 − 〈kΛsv,Λsv〉,
which implies that k(Λsv) = 0. Similarly, using the second condition in (5.1) we get
k(Λpv) = 0. Continuing this way, we get by induction that if m and n are two natural
numbers, then k(Λms Λ
n
pv) = 0, which in turn implies that
k(f(Λs,Λp)v) = 0 for every polynomial f in two variables. (5.3)
Note that f(Λs,Λp) is the diagonal operator whose ith diagonal entry is f(si, pi). Since
v is a non-zero vector, it has to have a non-zero co-ordinate. Let it be vj for some j
between 1 and n. Since (s1, p1), (s2, p2), . . . , (sn, pn) are assumed to be distinct, there
exists a polynomial f such that f(si, pi) = 0 for every i 6= j and f(sj, pj) = 1. For this
f , the vector f(Λs,Λp)v has vj at the jth entry and zero elsewhere. When the matrix k
is applied to it, one gets the jth column of k multiplied by vj . This vector is non-zero
because its jth entry is vj which is non-zero. This contradicts (5.3). Therefore k must
be strictly positive and hence Kλ is compact.
Let f be an extremal for (5.2). Then by Theorem 5.1 we have((
(ρ2 − wiw¯j)k(i, j)
))
≥ 0 (5.4)
for all k ∈ Kλ. Since Kλ is compact, there exists a kernel δ in Kλ and a non-zero vector
x = (x1, x2, . . . , xn) such that∑
i,j
(ρ2 − wiw¯j)δ(i, j)x¯ixj = 0. (5.5)
Since δ is strictly positive definite, {δ(·, j) : 1 ≤ j ≤ n} forms a linearly independent set
of vectors. Hence the operators S∗ and P ∗ defined by
S∗δ(·, j) = s¯jδ(·, j) and P
∗δ(·, j) = p¯jδ(·, j) for all 1 ≤ j ≤ n
are uniquely defined on the n-dimensional vector space spanned by {δ(·, j) : 1 ≤ j ≤ n}.
The way S∗ and P ∗ are defined, for each j = 1, 2, . . . , n, the pair of numbers (s¯j, p¯j) is a
joint eigenvalue for (S∗, P ∗) with the corresponding eigenvectors δ(·, j). Since (S∗, P ∗)
is a pair of commuting operators on a finite dimensional space, its Taylor joint spectrum
is the same as the set of joint eigenvalues which is just the set {(s¯j, p¯j) : 1 ≤ j ≤ n},
which implies that (S, P ) is subordinate to {(sj, pj) : 1 ≤ j ≤ n}. Since δ ∈ Kλ, the pair
(S, P ) is a Γ-contraction by the characterization we obtained in Lemma 3.2. Also note
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that if f is an extremal for (5.2), then for the function fˇ defined by fˇ(s, p) = f(s¯, p¯), we
have
f(S, P )∗δ(·, j) = fˇ(S∗, P ∗)δ(·, j) = f(sj, pj)δ(·, j) = w¯jδ(·, j).
By (5.4), it follows that ‖f(S, P )‖ ≤ ρ. Now, (5.5) implies that ‖f(S, P )‖ = ρ. This
proves the lemma. 
The proof of the extension theorem now follows easily. Let V be an A-von Neumenn
set and let f be in A. Choose a dense set {λ1, λ2, . . .} for V . Let ρn be the same as ρ
above, now the dependence on n being shown explicitly. Let fn be an extremal for ρn.
Let (Sn, Pn) be a Γ-contraction subordinate to {λ1, λ2, . . . , λn} as obtained in the lemma
above. Then
‖fn‖ = ρn because fn is extremal for ρn
= ‖fn(Sn, Pn)‖ by the Lemma above
= ‖f(Sn, Pn)‖ because (Sn, Pn) is subordinate to {λ1, λ2, . . . , λn}
and fn = f on {λ1, λ2, . . . , λn}
≤ ‖f‖V because (Sn, Pn) is a Γ− contraction subordinate to V
and V is an A-von Neumann set.
Now, by a compactness argument again, this time in the weak* topology of H∞, there
exists a g in H∞(G) such that fn → g pointwise (and hence g = f on V ) and ‖g‖ ≤ ‖f‖
because the fn are dominated by f in norm. Thus, g is an extension of f .
The Extension Theorem has also been proved in [10] by a different method.
6. Epilogue
(1) There is a dual way of expressing the Interpolation Theorem.
Theorem 6.1. Let λ1, λ2, . . . , λn ∈ G and w1, w2, . . . , wn ∈ D. There exists a
function f in the closed unit ball of H∞(G) that interpolates each λi to wi if and
only if there is a C(D)∗ valued positive semidefinite kernel ∆ on {λ1, λ2, . . . , λn}×
{λ1, λ2, . . . , λn} such that
1− wiwj = ∆(λi, λj)
(
1− ϕ(·, λi)ϕ(·, λj)
)
.
Proof. Necessity is obvious by part (D) of the Realization Theorem.
For sufficiency, we apply Lemma 3.5 to get a Hilbert space H , a function
L : G→ B(C(D), H) and a unital ∗-representation π of C(D) on H so that
1 + ∆(λi, λj)
(
ϕ(·, λi)ϕ(·, λj)
)
= wiwj +∆(λi, λj)1.
Hence
1 + 〈πϕ(·, λi)L(λi)1, πϕ(·, λj)L(λj)1〉 = wiwj + 〈L(λi)1, L(λj)1〉.
From here on, the rest of the proof follows the proof of the Interpolation Theorem
in Section 4. 
(2) Consider the situation of (1.5). Let Hα be the Hilbert space corresponding to
δ(α, ·, ·). Then the ingredients of the Realization Theorem can be taken to be
direct integrals:
H =
∫ ⊕
D
Hαdµ(α) and π(f) =
∫ ⊕
D
f(α)dµ(α)
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for f ∈ C(D). Thus, in this case,
π(ϕ(·, s, p)) =
∫ ⊕
D
ϕ(·, s, p)dµ.
Compare this with Eλ of Theorem 11.13 of [3]. There were only two co-ordinates
there - z1 and z2 and hence two Hilbert spaces, so Eλ acted on the direct sum of
H1 and H2. In the case of the symmetrized bidisk, there are uncountably many
parametrized co-ordinate functions and hence a direct integral is needed.
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