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COMPLETE ASYMPTOTIC EXPANSION OF THE SPECTRAL
FUNCTION OF MULTIDIMENSIONAL ALMOST-PERIODIC
SCHRO¨DINGER OPERATORS
LEONID PARNOVSKI & ROMAN SHTERENBERG
Abstract. We prove the complete asymptotic expansion of the spectral function (the
integral kernel of the spectral projection) of a Schro¨dinger operator H = −∆+ b acting
in Rd when the potential b is real and either smooth periodic, or generic quasi-periodic
(finite linear combination of exponentials), or belongs to a wide class of almost-periodic
functions.
1. Introduction
We consider the Schro¨dinger operator
(1.1) H = −∆+ b
acting in Rd. The potential b = b(x) is assumed to be real, smooth, and either periodic,
or almost-periodic; in the almost-periodic case we assume that all the derivatives of b are
almost-periodic as well. Let Eλ = Eλ(H) be the spectral projection of H and eλ(x,y) =
eλ(H ;x,y) = e(λ;H ;x,y) be its integral kernel (also called the spectral function). We
put N(λ;x) = N(λ;x;H) := eλ(x,x) and call N(λ;x) the Local Density of States (LDS)
of H . The study of the asymptotic behaviour of the LDS (for much more general classes
of operators) has been the subject of many papers, see e.g. [1, 3, 4, 8, 14, 21, 28].
The Pastur-Shubin theorem implies that the integrated density of states (IDS)N(λ;H)
is the mean of the local density of states over the spatial variable:
(1.2) N(λ) =MxN(λ;x) = lim
Λ→∞
∫
[−Λ,Λ]d
N(λ;x)dx
(2Λ)d
.
In our paper [18], we have proved that, subject to several assumptions, the IDS admits
a complete asymptotic expansion:
(1.3) N(λ) ∼ λd/2
(
Cd +
∞∑
j=1
ajλ
−j
)
,
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meaning that for each L ∈ N one has
(1.4) N(λ) = λd/2
(
Cd +
L∑
j=1
ajλ
−j
)
+RL(λ)
with RL(λ) = o(λ
d
2
−L). In those formulas,
(1.5) Cd =
wd
(2π)d
and wd =
πd/2
Γ(1 + d/2)
is a volume of the unit ball in Rd; coefficients aj are real numbers that depend on the
potential b. They can be calculated relatively easily using the heat kernel invariants
(computed in [6]) and the results of [13]; they are equal to certain integrals of the
potential b and its derivatives. Below, we give more details about the history of proving
(1.3).
The first aim of our paper is to prove the ‘localised’ version of (1.3):
(1.6) N(λ;x) ∼ λd/2
(
Cd +
∞∑
j=1
aj(x)λ
−j
)
.
According to [6] and [13], if (1.6) holds, we must have
(1.7) aj(x) =
σj(x)
(4π)d/2Γ(d
2
− j + 1) ,
where σj(x) are local heat invariants given by
σj(x) =
j∑
k=0
(−1)jΓ(j + d/2)
4kk!(k + j)!(j − k)!Γ(k + d/2 + 1)H
k+j
y (|x− y|2k)
∣∣
y=x
.
Here, Hy is our operator (1.1) acting in variable y. Moreover, we obviously have
(1.8) aj =Mxaj(x).
It is clear that (1.6) (with remainder estimates being uniform in x) immediately implies
(1.3), but the opposite is not true. Formula (1.6) has been proved in the one-dimensional
periodic case in [23].
Remark 1.1. Suppose for the moment that b belongs to a bigger class of potentials: b is
bounded together with all its derivatives; we denote the collection of all such potentials
by USB(Rd) (this stands for uniformly smoothly bounded). Then the IDS of H may
be not well-defined, but the LDS still exists. We formulate two conjectures about the
asymptotic behaviour of LDS in this wider class of operators.
Conjecture 1: Asymptotic formula (1.6) holds for Schro¨dinger operators with USB
potentials.
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Conjecture 2: Suppose, two potentials b1, b2 ∈ USB(Rd) coincide in a neighbourhood
of x. Then
(1.9) N(λ,x;H1)−N(λ,x;H2) = O(λ−∞).
As [6] and [20] show, Conjecture 1 and Conjecture 2 are equivalent. To the best of
our knowledge, the only situation (apart from the periodic and almost-periodic cases
established in our paper) when Conjectures 1 and 2 have been proved is when b has
compact support, [20] and [32]. Unfortunately, it does not look likely that the method
used in these papers can be extended to a bigger class of operators. Indeed, this method,
if it works, allows one to obtain the complete asymptotic expansion not just for the
spectral function e, but even for its derivative with respect to λ. Obviously, such an
expansion cannot exist for an arbitrary USB potential; most periodic potentials in R
give the obvious counter-examples (because of the existence of infinitely many spectral
gaps). It seems that Conjectures 1-2 are not known in full generality even in the one-
dimensional case.
The second result of this paper is obtaining the information about the asymptotic
behaviour of the spectral function off the diagonal. In the off-diagonal case we obtain
the complete asymptotic expansion for the so called non-degenerate directions x−y
|x−y|
which
form the set of full measure on the unit (d− 1)-dimensional sphere (see Theorem 2.5 for
the exact formulation); for such directions we prove that
eλ(x,y) ∼ cos(λ1/2|x− y|)
∞∑
q=0
a´q(x,y)λ
(d−1)/4−q/2
+ sin(λ1/2|x− y|)
∞∑
q=0
a`q(x,y)λ
(d−1)/4−q/2.
(1.10)
More precisely, in all cases (on and off-diagonal, both degenerate and non-degenerate) we
have reduced the problem of finding the asymptotic expansion of the spectral function
to computing certain rather complicated integrals. In the diagonal case these integrals
can be computed with the brute force, whereas in the non-degenerate off-diagonal case
these integrals can be computed (or rather approximated) using the stationary phase
method. Computing these integrals in the degenerate off-diagonal case is technically too
difficult a task; we may return to it in a further publication. In the one-dimensional
periodic case (1.10) was also obtained in [23]. Unfortunately, unlike in the diagonal case,
we cannot say much about the coefficients a´q(x,y), a`q(x,y), since the results of [6] are
not known off the diagonal. The results of [15] show that these coefficients depend only
on the behaviour of the potential in the neighbourhood of the interval joining x and y.
There is a long history of results related to proving the expansions (1.3)-(1.4) for
the IDS. In the one-dimensional case the complete expansion (1.3) was obtained in [23]
for periodic potentials, and in [22] in the almost-periodic case. For higher dimensional
periodic operators, the important steps were: [5], [11], [12], [19], [29], [31]. At last,
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the complete expansion (1.3) was obtained in [17] for d = 2 and in [18] for arbitrary
d. Finally, in the multidimensional almost-periodic case, formula (1.4) was known only
with L = 0 and R(λ) = O(λ
d−2
2 ), see [26], until (1.3) was proved in [18].
On the other hand, if we talk about the asymptotic expansions (1.6) and (1.10) of the
spectral function, then, with the exception of the already mentioned paper [23] where
these formulas were obtained in the case d = 1 and b periodic, the only other results,
to the best of our knowledge, were one-term asymptotics of the LDS and zero-term
asymptotics (i.e., optimal estimates, without the first term) off the diagonal.
Now let us discuss the method we employ to prove (1.6) and (1.10) and the additional
difficulties we have encountered compared with the proof of (1.3). Let us assume that
λ belongs to a spectral interval [λ0, 2λ0] and obtain the asymptotic expansion there; it
is a relatively simple task (explained in Section 3) how to ‘glue’ asymptotic expansions
obtained in different spectral intervals.
The first step, as in [18], is to perform the gauge transform to H (see also [30, 31, 19]).
This results in obtaining two operators, H1 and H2 such that:
1. H1 is unitary equivalent to H : H1 = UHU
−1, with an explicit (although compli-
cated) formula for U ;
2. H1 and H2 are close to each other: ||H2 − H1|| ≤ λ−N , where N is arbitrarily
large (but fixed) number. In fact, we will need even better ‘closeness’: we will show that
||(H2 −H1)(−∆+ I)s|| ≤ λ−N , where both s and N are large (but fixed).
3. Finally, H2 is ‘almost diagonal’ in the interval [λ0, 2λ0]. This means that for a large
portion of values of the dual variable ξ inside the annulus {ξ ∈ Rd, λ0 ≤ |ξ|2 ≤ 2λ0},
the symbol of H2 has constant coefficients (so H2 has no off-diagonal terms for such ξ).
These ‘good’ values of ξ belong to the so called non-resonant region. In the other, so
called resonant regions, many (but not all) off-diagonal terms of H2 are also zeros. As a
result, H2 has many invariant subspaces.
The next step is to compare the spectral functions of H and H2. Let us recall how this
step was done when we were studying the IDS in [18]. First, we proved that N(λ;H) =
N(λ;H1) using the representation of the IDS as the von Neumann trace of Eλ and the
basic properties of this trace. Then we have used the fact that the IDS is monotone with
respect to the operator and therefore, if ||H2 −H1|| ≤ λ−N , this implies that
(1.11) N(λ− λ−N ;H2) ≤ N(λ;H1) ≤ N(λ+ λ−N ;H2).
The first step (from H to H1) is rather simpler when we study the spectral function:
we use the fact that (at least formally) we have
e(λ;H ;x0,y0) = (Eλ(H)δx0 , δy0)
= (U−1Eλ(H1)Uδx0 , δy0) = (Eλ(H1)Uδx0 , Uδy0).
(1.12)
It is a much more serious problem to switch from H1 to H2. In general, it is obviously
not true that if we change the operator by something small, then the spectral projection
is changed by something small. This statement, however, becomes true if we consider
the change of the spectral projections in a certain weak sense, see Lemma 4.2. This
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Lemma is probably the first of two important new ideas in our paper. Lemma 4.3 then
shows that despite the fact that the delta-function does not belong to L2, the function
Eλδx0 is inside L2 (with the control of its norm) which makes legal most of the formal
computations.
The next step is to compute
(1.13) (Eλ(H2)Uδx0 , Uδy0).
Here, we use the trick ideologically similar to formula (10.18) in [18] when, in order
to calculate a certain object for a real analytic family of operators, we extend this
family to the complex plane, express this object as a contour integral and then, after a
chain of manipulations (expanding our integral in geometric series and using the Cauchy
integral formula), we return back to the real axis having expressed the difficult object
in a convenient and explicit form. This time we need to express the spectral projection
of a real analytic family of operators. We again go into the complex plane, write the
spectral projection as the Riesz integral and then change the variables so that instead
of integrating against the spectral parameter, we are integrating against the parameter
of the family. Afterwards, we similarly return back to the real axis and express (1.13) in
the explicit form. This is done in Lemmas 4.5 and 7.1 and formula (7.30). This is the
second important new idea of our paper.
After these steps, we have reduced the problem to computing certain explicit (though
complicated) integrals. In the diagonal case, these integrals are precisely of the form that
was already computed (essentially by brute force) in [18]. Off the diagonal, the integrals
become too complicated to compute by hand, but we can use instead the stationary
phase method to compute them. This is where we use the fact that the direction x− y
is non-degenerate: otherwise, even the stationary phase integrals become too involved.
As it has already been mentioned, many constructions and results needed for our proof
are either identical, or similar to corresponding statements from [18]. This refers, in
particular, to most of Sections 5 and 6. In order to keep the size of our paper reasonable,
but make it self-contained, we have been using the following convention: we write in
detail all the definitions and statements from [18] necessary for our proof. If the proof of
a certain statement is identical (or essentially identical) to the proof of the corresponding
statement of [18], we omit it. However, if the proof requires substantial changes (like,
e.g., the proof of Lemma 3.6), we write it here completely. Still, we believe that it would
help to understand our paper better if the reader reads [18] first.
Another convenient convention that we were already using in [18] is this. Let A be
an elliptic pseudo-differential operator with almost-periodic coefficients. Usually, we are
assuming that A acts in L2(R
d). However, we can consider actions of A (via the same
Fourier integral operator formula) in the Besicovitch space B2(R
d). The space B2(R
d) is
the space of all formal sums
∞∑
j=1
cjeθj(x),
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where
(1.14) eθ(x) := e
i〈θ,x〉
and
∑∞
j=1 |cj|2 < +∞. It is known (see [25]) that the spectra of A acting in L2(Rd) and
B2(R
d) are the same, although the types of those spectra can be entirely different. It is
very convenient, when working with the gauge transform constructions, to assume that
all the operators involved act in B2(R
d), although in the end we will return to operators
acting in L2(R
d). This trick (working with operators acting in B2(R
d)) is similar to
working with fibre operators A(k) in the periodic case in a sense that we can freely
consider the action of an operator on one, or finitely many, exponentials, without caring
that these exponentials do not belong to our function space. In most of the situations
it will be clear from the context which is the space we work in, but sometimes we will
indicate this by writing AL (resp. AB) for actions in L2(R
d) (resp. in B2(R
d)).
During our computations, we will obtain some ‘extra’ asymptotic terms that are absent
in the final expansion (compare e.g. (3.1) with (3.2)). The way we get rid of these extra
terms is different in the on and off-diagonal cases. On the diagonal we use the a priori
form of the asymptotic expansion given by the asymptotics of the heat kernel computed
in [6] and [7]. Off the diagonal, we use the Seeley type formula for the meromorphic
extension of the complex powers of H (although we could have used the heat kernel
extension obtained in [15] and [10]).
The plan of the paper is as follows. In Section 2, we give necessary definitions and
formulate the main results. In Section 3, we discuss how to ‘glue’ asymptotic expansions
obtained in different intervals of the spectral parameter and how to get rid of the ‘ex-
tra’ asymptotic terms. In Section 4, we prove several auxiliary statements (since these
statements are quite crucial for our method, we have decided to prove them in a special
Section rather than to move their proofs to an Appendix). In Section 5, we introduce
the resonance regions and the coordinates in these regions. In Section 6, we discuss the
classes of pseudo-differential operators we will work in and introduce the method of the
gauge transform. Finally, in Section 7 we finish the proofs of the main statements.
Acknowledgments. We are grateful to Iosif Polterovich for useful discussions. The
research of the first author was partially supported by the EPSRC grant EP/J016829/1.
2. Notation and Main Results
Since our potential b is almost-periodic, it has the Fourier series
(2.1) b(x) ∼
∑
θ∈Θ
bˆ(θ)eθ(x),
where Θ is a (countable) set of frequencies.
Remark 2.1. Although for general almost-periodic functions the series (2.1) does not
need to be convergent, the assumptions we impose on b later will imply that (2.1) is, in
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fact, an equality. If b is periodic, then Θ ⊂ Γ†, where Γ† is the lattice dual to the lattice
Γ of periods of b.
Without loss of generality we assume that Θ spans Rd and contains 0; we also put
(2.2) Θk := Θ+Θ + · · ·+Θ
(algebraic sum taken k times) and Θ∞ := ∪kΘk = Z(Θ), where for a set S ⊂ Rd by
Z(S) we denote the set of all finite linear combinations of elements in S with integer
coefficients. The set Θ∞ is countable and non-discrete (unless b is periodic, in which
case Θ∞ = Γ
†). The first condition we impose on the potential is:
Condition A. Suppose that θ1, . . . , θd ∈ Θ∞. Then Z(θ1, . . . , θd) is discrete.
It is easy to see that this condition can be reformulated like this: suppose, θ1, . . . , θd ∈
Θ∞.Then either {θj} are linearly independent, or
∑d
j=1 njθj = 0, where nj ∈ Z and not
all nj are zeros. This reformulation shows that Condition A is generic: indeed, if we
are choosing frequencies of b one after the other, then on each step we have to avoid
choosing a new frequency from a countable set of hyperplanes, and this is obviously a
generic restriction. Yet another equivalent reformulation of this condition is as follows:
Let V be any proper linear subspace of Rd. Denote
(2.3) bV(x) :=
∑
θ∈Θ∩V
bˆ(θ)eθ(x).
Then bV is periodic. Condition A is clearly always satisfied for periodic potentials, but it
becomes meaningful for quasi-periodic potentials. If d = 2, this condition simply means
that any two collinear frequencies are commensurate.
Our main result will hold in the cases when b is smooth and either periodic or quasi-
periodic satisfying condition A. The rest of the conditions on the potential are required
only when it is ‘truly’ almost-periodic. These extra conditions state that we have a tight
control over the approximations of b by quasi-periodic functions. In the proof we are going
to work with quasi-periodic approximations of b, and we need these conditions to make
sure that all estimates in the proof are uniform with respect to these approximations.
Condition B. Let k be an arbitrary fixed natural number. Then for each sufficiently
large real number ρ there is a finite set Θ(k; ρ) ⊂ (Θ∩B(ρ1/k)) (where B(r) is a ball of
radius r centered at 0) and a ‘cut-off’ potential
(2.4) b(k;ρ)(x) :=
∑
θ∈Θ(k;ρ)
bˆ′(θ)eθ(x)
which satisfies
(2.5) ||b− b(k;ρ)||∞ < ρ−k.
The next condition we need to impose is a version of the Diophantine condition on
the frequencies of b. First, we need some definitions. We fix a natural number k˜ (the
choice of k˜ will be determined later by how many terms in (1.4) we want to obtain) and
denote Θ˜ := [Θ(k; ρ)]k˜ (see (2.2) for the notation) and Θ˜
′
:= Θ˜ \ {0}. We say that V
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is a quasi-lattice subspace of dimension m, if V is a linear span of m linear independent
vectors θ1, . . . , θm with θj ∈ Θ˜ ∀j. Obviously, zero space (which we will denote by X) is
a quasi-lattice subspace of dimension 0 and Rd is a quasi-lattice subspace of dimension
d. We denote by Vm the collection of all quasi-lattice subspaces of dimension m and
put V := ∪mVm. If ξ ∈ Rd and V is a linear subspace of Rd, we denote by ξV the
orthogonal projection of ξ onto V, and put V⊥ to be an orthogonal complement of V,
so that ξV⊥ = ξ − ξV. Let V,U ∈ V. We say that these subspaces are strongly distinct,
if neither of them is a subspace of the other one. This condition is equivalent to stating
that if we put W := V∩U, then dimW is strictly less than dimensions of V and U. We
put φ = φ(V,U) ∈ [0, π/2] to be the angle between them, i.e. the angle between V⊖W
and U⊖W, where V⊖W is the orthogonal complement of W in V. This angle is positive
iff V and W are strongly distinct. We put s = s(ρ) = s(Θ˜) := inf sin(φ(V,U)), where
infimum is over all strongly distinct pairs of subspaces from V, R = R(ρ) := supθ∈Θ˜ |θ|,
and r = r(ρ) := inf
θ∈Θ˜
′ |θ|. Obviously, R(ρ) ≪ ρ1/k (where the implied constant can
depend on k and k˜).
Condition C. For each fixed k and k˜ the sets Θ(k; ρ) satisfying (2.4) and (2.5) can
be chosen in such a way that for sufficiently large ρ we have
(2.6) s(ρ) ≥ ρ−1/k
and
(2.7) r(ρ) ≥ ρ−1/k,
where the implied constant (i.e. how large should ρ be) can depend on k and k˜.
Remark 2.2. One can understand Conditions B and C in the following way. These
conditions specify how quickly the Fourier coefficients of b should decay, given the Dio-
phantine properties of the frequencies.
Now we can formulate our first theorem.
Theorem 2.3. Let H be an operator (1.1) with smooth real potential b which is either pe-
riodic, or quasi-periodic satisfying Condition A, or almost-periodic satisfying Conditions
A,B, and C. Then for each L ∈ N we have (uniformly in x ∈ Rd):
(2.8) N(λ;x) = λd/2
(
Cd +
L∑
j=1
aj(x)λ
−j + o(λ−L)
)
as λ→∞.
Remark 2.4. Following [6], [7], and [13], it is straightforward to compute the coefficients
aj . For example, we have
a1(x) = − dwd
2(2π)d
b(x)
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and
a2(x) =
d(d− 2)wd
24(2π)d
(3b2(x)−∆ b(x)).
Our second result concerns the off-diagonal behaviour of the spectral function.
Theorem 2.5. Let H be an operator satisfying all the conditions of the previous Theo-
rem. Suppose that the direction x−y
|x−y|
is not orthogonal to any of the vectors in Θ∞\{0}.
Then for each L ∈ N we have:
eλ(x,y) = cos(λ
1/2|x− y|)
2L∑
q=0
a´q(x,y)λ
(d−1)/4−q/2
+ sin(λ1/2|x− y|)
2L∑
q=0
a`q(x,y)λ
(d−1)/4−q/2 + o(λ(d−1)/4−L),
(2.9)
as λ → ∞. The asymptotic expansion is uniform along every non-degenerate direction
when |x− y| is bounded and separated away from 0.
Remark. 1. Obviously, the coefficients a´q(x,y), a`q(x,y) are real-valued but unlike
the on-diagonal case, here we don’t know them explicitly. It is nevertheless possible to
compute first few coefficients using our constructions. In particular, a´0 and a`0 are (as
expected) the same as for the free operator −∆:
(2.10)
eλ(x,y) =
2
(2π|x− y|)(d+1)/2λ
(d−1)/4 sin
(
λ1/2|x− y| − π(d− 1)
4
)
(1 +O(λ−1/2)).
Moreover, (2.10) holds for all x 6= y including degenerate directions.
2. Our set of non-degenerate directions has full measure but in general is not open.
Still, as can be seen from the proof, for every fixed L formula (2.9) holds for all directions
not orthogonal to any of the vectors inΘk˜ \{0}, k˜ = k˜(L), the latter set being just finite.
Corresponding partial expansion is uniform in any compact set within these directions
and outside of |x− y| = 0, coefficients a´q(x,y), a`q(x,y) being smooth.
As we have mentioned earlier, certain parts of the proof are virtually identical to cor-
responding parts of [18] and will be omitted. In particular, at the end of Section 3 of [18]
it is explained how to obtain the asymptotic formula for the IDS in the almost-periodic
situation assuming we can obtain it for quasi-periodic potentials. This explanation works
in the case of LDS (and the spectral function off the diagonal) as well. Therefore, we
will prove our results only for quasi-periodic potentials and from now on we assume that
b has finitely many frequencies and, thus, that Θ(k; ρ) = Θ.
In this paper, by C or c we denote positive constants, The exact value of which can
be different each time they occur in the text, possibly even each time they occur in the
same formula. On the other hand, the constants which are labeled (like C1, c3, etc) have
their values being fixed throughout the text. Given two positive functions f and g, we
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say that f ≫ g, or g ≪ f , or g = O(f) if the ratio g
f
is bounded. We say f ≍ g if f ≫ g
and f ≪ g.
3. More notation and auxiliary results
In this section, we start explaining our method. Let us put ρ :=
√
λ. The first result
of our paper (about the LDS) is a consequence of the following theorem:
Theorem 3.1. For each L ∈ N we have (uniformly in x ∈ Rd):
(3.1) N(ρ2;x) = Cdρ
d +
d∑
p=0
L∑
j=−d+1
aj,p(x)ρ
−j(ln ρ)p + o(ρ−L)
as ρ→∞.
Once the theorem is proved, it immediately implies
Corollary 3.2. For each L ∈ N we have (uniformly in x ∈ Rd):
(3.2) N(λ;x) = λd/2
(
Cd +
L∑
j=1
aj(x)λ
−j + o(λ−L)
)
as λ→∞.
Proof. The proof is the same as the proof of Corollary 3.2 from [18]. 
Next we choose sufficiently large ρ0 > 1 (to be fixed later on) and put ρn = 2ρn−1 =
2nρ0, λn := ρ
2
n; we also define the interval In = [ρn, 4ρn]. The proof of Theorem 3.1 will
be based on the following lemma:
Lemma 3.3. For each M ∈ N and ρ ∈ In we have:
(3.3) N(ρ2;x) = Cdρ
d +
d∑
p=0
6M∑
j=−d+1
aj,p;n(x)ρ
−j(ln ρ)p +O(ρ−Mn ).
Here, aj,p;n(·) : Rd → R are some functions depending on j, p and n (and M) satisfying
(3.4) aj,p;n(x) = O(ρ
(2j/3)+d+1
n ).
The constants in the O-terms do not depend on n or x (but they may depend on M).
Remark 3.4. Note that (3.3) is not a ‘proper’ asymptotic formula, since the coefficients
aj,p;n(x) are allowed to grow with n (and, therefore, with ρ).
In Section 3 of [18] it is explained, how to prove Theorem 3.1 assuming that Lemma
3.3 is established (see also the details for the off-diagonal case below). Therefore, what
we have to do is to prove Lemma 3.3.
For the off-diagonal case the technical result which we prove is the following.
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Lemma 3.5. Let the direction x−y
|x−y|
be not orthogonal to any of the vectors in Θ∞ \{0}.
Then for each M ∈ N and ρ ∈ In we have:
eρ2(x,y) = cos(ρ|x− y|)
4M∑
p=−d+1
aˆ(p;n)(x,y)ρ−p−(d−1)/2+
sin(ρ|x− y|)
4M∑
p=−d+1
aˇ(p;n)(x,y)ρ−p−(d−1)/2 + A0(n)(x,y) +O(ρ
−M
n ).
(3.5)
Here, aˆ(p;n)(·, ·), aˇ(p;n)(·, ·), A0(n)(·, ·) : Rd × Rd → R are some functions depending
on p (and M) satisfying
(3.6) |aˆ(p;n)(x,y)|+ |aˇ(p;n)(x,y)| = O(ρp/2+d/2n ), |A0(n)(x,y)| = O(ρdn).
The constants in the O-terms do not depend on n (though they may depend on M). They
are uniform along every non-degenerate direction when |x− y| ≍ 1.
Let us now prove Theorem 2.5 assuming Lemma 3.5 has been proved. First, we obtain
expansion (2.9) with the extra constant term and then prove that this constant is, in
fact, zero.
Lemma 3.6. Suppose the statement of Lemma 3.5 holds. Then for each L ∈ N we have:
eλ(x,y) = cos(λ
1/2|x− y|)
2L∑
q=0
a´q(x,y)λ
(d−1)/4−q/2
+ sin(λ1/2|x− y|)
2L∑
q=0
a`q(x,y)λ
(d−1)/4−q/2 + A0(x,y) + o(λ
(d−1)/4−L),
(3.7)
as λ → ∞. The asymptotic expansion is uniform along every non-degenerate direction
when |x− y| ≍ 1.
Proof. The proof is similar to the derivation of Theorem 3.1 from Lemma 3.3. However,
this time the proof is rather more involved than the corresponding proof in [18], and
therefore we write it here in detail. Let M be fixed. Denote
e˜n(ρ
2;x,y) := A0(n)(x,y) + cos(ρ|x− y|)
4M∑
p=−d+1
aˆ(p;n)(x,y)ρ−p−(d−1)/2
+ sin(ρ|x− y|)
4M∑
p=−d+1
aˇ(p;n)(x,y)ρ−p−(d−1)/2.
(3.8)
12 L. PARNOVSKI & R. SHTERENBERG
Then whenever ρ ∈ Jn := In−1 ∩ In = [ρn, 2ρn], we have:
e˜n(ρ
2;x,y)− e˜n−1(ρ2;x,y) = t˜(n)+
cos(ρ|x− y|)
4M∑
j=−d+1
tˆj(n)ρ
−j−(d−1)/2 + sin(ρ|x− y|)
4M∑
j=−d+1
tˇj(n)ρ
−j−(d−1)/2,
(3.9)
where
(3.10)
t˜(n) := A0(n)−A0(n−1), tˆj(n) := aˆ(j;n)− aˆ(j;n−1), tˇj(n) := aˇ(j;n)− aˇ(j;n−1).
On the other hand, since for ρ ∈ Jn we have (3.5) for both n and n− 1, this implies
t˜(n) + cos(ρ|x− y|)
4M∑
j=−d+1
tˆj(n)ρ
−j−(d−1)/2
+ sin(ρ|x− y|)
4M∑
j=−d+1
tˇj(n)ρ
−j−(d−1)/2 = O(ρ−Mn ).
(3.11)
Claim 3.7. For each j = −d+ 1, . . . , 4M we have:
(3.12) t˜(n) = O(ρ−Mn ), tˆj(n) = O(ρ
j+(d−1)/2−M
n ), tˇj(n) = O(ρ
j+(d−1)/2−M
n ).
Proof. Put
s := ρρ−1n , τ˜(n) := t˜(n)ρ
M
n , τˆj(n) := tˆj(n)ρ
M−j−(d−1)/2
n , τˇj(n) := tˇj(n)ρ
M−j−(d−1)/2
n .
Then
P (s) := τ˜ (n)+
cos(sρn|x− y|)
4M∑
j=−d+1
τˆj(n)s
−j−(d−1)/2 + sin(sρn|x− y|)
4M∑
j=−d+1
τˇj(n)s
−j−(d−1)/2 = O(1)
(3.13)
whenever s ∈ [1, 2]. Now, to show the estimates on coefficients we choose 8M + 2d − 1
points in a special way. We put
sl :=
2π
ρn|x− y|
([
ρn|x− y|
2π
]
+ l
[
ρn|x− y|
2π · 5M
])
, l = 1, . . . , 4M + d− 1,
so that sin(slρn|x− y|) = 0 and cos(slρn|x− y|) = 1. We also put
s′l :=
2π
ρn|x− y|
([
ρn|x− y|
2π
]
+ l
[
ρn|x− y|
2π · 5M
])
+
π
2ρn|x− y| , l = 1, . . . , 4M + d− 1,
so that sin(s′lρn|x− y|) = 1 and cos(s′lρn|x− y|) = 0. Finally, we put
s˜ :=
2π
ρn|x− y|
([
ρn|x− y|
2π
]
+ (4M + d)
[
ρn|x− y|
2π · 5M
])
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if d is even (so that there is no sin(sρn|x− y|)s0 present in (3.13)) and
s˜ :=
2π
ρn|x− y|
([
ρn|x− y|
2π
]
+ (4M + d)
[
ρn|x− y|
2π · 5M
])
+
π
4ρn|x− y|
if d is odd. We also notice that, assuming ρn is sufficiently large, we have sl+1−sl ≍M−1,
s′l+1 − s′l ≍M−1 and s˜− s4M+d−1 ≍M−1 uniformly in n and |x− y| ≍ 1.
Even d. First, we use the points {sl}, s˜. Then (3.13) and the Cramer’s Rule imply
that for each j the values τˆj(n) and τ˜(n) are fractions with a bounded expression in the
numerator and a uniform non-zero number in the denominator (the denominator is a
Vandermonde determinant). Therefore, τˆj(n) = O(1) and τ˜ (n) = O(1). Next, we use
the points {s′l}. Then the estimate for τ˜ (n), (3.13) and the Cramer’s Rule again show
that τˇj(n) = O(1).
Odd d. Again, we use the points {sl} and then the points {s′l}. As above, we see that
(3.14) τˆj(n) = O(1), τˇj(n) = O(1) for j 6= −(d− 1)/2;
and
(3.15) τˆ−(d−1)/2(n) + τ˜ (n) = O(1), τˇ−(d−1)/2(n) + τ˜(n) = O(1).
Now, we use the point s˜ together with (3.14). We have
(3.16)
1√
2
τˆ−(d−1)/2(n) + τ˜ (n) = O(1),
1√
2
τˇ−(d−1)/2(n) + τ˜ (n) = O(1).
This and (3.15) give τˆ−(d−1)/2(n) = O(1) , τˇ−(d−1)/2(n) = O(1) , τ˜ (n) = O(1).
This shows that t˜(n) = O(ρ−Mn ), tˆj(n) = O(ρ
j+(d−1)/2−M
n ) and tˇj(n) = O(ρ
j+(d−1)/2−M
n )
as claimed. 
Thus, for j < M−(d−1)/2, the series∑∞m=0 tˆj(m) is absolutely convergent; moreover,
for such j we have:
aˆ(j, n)(x,y) = aˆ(j, 0)(x,y) +
n∑
m=1
tˆj(m) = aˆ(j, 0)(x,y) +
∞∑
m=1
tˆj(m) +O(ρ
j+(d−1)/2−M
n ) =:
aˆ(j)(x,y) +O(ρj+(d−1)/2−Mn ),
(3.17)
where we have denoted aˆ(j)(x,y) := aˆ(j, 0)(x,y) +
∑∞
m=1 tˆj(m). Similarly, for j <
M − (d− 1)/2 we have
aˇ(j, n)(x,y) = aˇ(j, 0)(x,y) +
n∑
m=1
tˇj(m) = aˇ(j, 0)(x,y) +
∞∑
m=1
tˇj(m) +O(ρ
j+(d−1)/2−M
n ) =:
aˇ(j)(x,y) +O(ρj+(d−1)/2−Mn ),
(3.18)
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where we have denoted aˇ(j)(x,y) := aˇ(j, 0)(x,y) +
∑∞
m=1 tˇj(m). Finally,
A0(n)(x,y) = A0(0)(x,y) +
n∑
m=1
t˜(m) = A0(0)(x,y) +
∞∑
m=1
t˜(m) +O(ρ−Mn ) =:
A0(x,y) +O(ρ
−M
n ),
(3.19)
where we have denoted A0(x,y) := A0(0)(x,y) +
∑∞
m=1 t˜(m).
Since |aˆ(j, n;x,y)| + |aˇ(j, n;x,y)| = O(ρj/2+d/2n ) (it was one of the assumptions of
lemma), we have:
(3.20)
4M∑
j=M−(d−1)/2
(|aˆ(j, n;x,y)|+ |aˇ(j, n;x,y)|)ρ−j−(d−1)/2n = O(ρ−
M
3
n ),
assuming as we can without loss of generality that M is sufficiently large (the required
‘largeness’ of M is independent of ρn). Thus, when ρ ∈ In, we have:
eρ2(x,y) = cos(ρ|x− y|)
M−(d−1)/2−1∑
p=−d+1
aˆ(p)(x,y)ρ−p−(d−1)/2+
sin(ρ|x− y|)
M−(d−1)/2−1∑
p=−d+1
aˇ(p)(x,y)ρ−p−(d−1)/2 + A0(x,y) +O(ρ
−M/3
n ).
(3.21)
Since constants in O do not depend on n, for all ρ ≥ ρ0 we have:
eρ2(x,y) = cos(ρ|x− y|)
[M/3]−d+1∑
p=−d+1
aˆ(p)(x,y)ρ−p−(d−1)/2+
sin(ρ|x− y|)
[M/3]−d+1∑
p=−d+1
aˇ(p)(x,y)ρ−p−(d−1)/2 + A0(x,y) +O(ρ
−M
3
+ d−1
2
n ).
(3.22)
Taking M = 6L+ 1 and making change q = p+ d− 1, we obtain (3.7). 
Lemma 3.8. For all x 6= y we have A0(x,y) = 0.
Proof. The proof is similar to the approach Shenk and Shubin [23] used to get rid of
the constant in the one-dimensional case (strangely enough, they used this trick on the
diagonal; the trick they used for similar purpose off the diagonal does not work in high
dimensions).
First, we notice that, without loss of generality, we can assume that the spectrum of H
is contained in [2,+∞). Indeed, if this is not the case, we consider instead the operator
H + sI with sufficiently large s; it is easy to see that this change does not affect the
constant in (3.7).
Let us construct the complex powers of H . For ℜz < −d/2, the operator Hz has the
integral kernel Kz(x,y) holomorphic in z; the Seeley type theorem (see [27, 24]) then
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implies that this kernel can be meromorphically continued to the entire complex plane;
moreover, K0(x,y) = 0 when x 6= y. For ℜz < −d/2, we have:
(3.23) Kz(x,y) =
∫ ∞
1
λzdλe(λ;x,y) =
∫ ∞
1
zλz−1e(λ;x,y)dλ.
If we plug (3.7) with L = d into the RHS of (3.23), we will see that the value at z = 0
of the meromorphic continuation of all the terms in the RHS, except A0, will be zero, so
we have A0(x,y) = K0(x,y) = 0. 
Remark 3.9. As we have mentioned in the introduction, we also could have used the
heat asymptotic expansion of [15] to get rid of the constant A0.
The rest of the paper is devoted to proving Lemmas 3.3 and 3.5.
4. Perturbation of the spectral function
In this section, we study the spectral projections of two self-adjoint operators H1 and
H2 that are sufficiently close to each other and compare them. We assume that both
H1 and H2 act in a Hilbert space H and are bounded below: Hj > aI. These operators
will be assumed to be close not just in the usual operator norm, but also in the abstract
version of the Sobolev norm. More precisely, we fix a number s ≥ 0 and assume that
(4.1) ||(H1 −H2)(H2 + (1− a)I)s|| < ε < 1.
For any self-adjoint operator H and any Borel set I ⊂ R we denote by
(4.2) E(I;H)
the spectral projection of H corresponding to the set I. We also put
(4.3) Eλ(H) := E((−∞, λ];H).
Let f ∈ H. We want to prove that Eλ(H2)f −Eλ(H1)f is small. Let δ ≥ ε (later we will
put δ = ε1/2).
Lemma 4.1. Suppose that λ− a ≥ 1. Then we have
(4.4) ||E((−∞, λ− δ];H1)E([λ+ δ,+∞);H2)(H2 − a + 1)s|| ≤ πε
δ
.
Proof. Let us assume that
(4.5) φ = E((−∞, λ− δ];H1)φ, (H2 − a+ 1)sψ = E((λ+ δ,∞];H2)(H2 − a + 1)sψ,
and ||φ|| = ||ψ|| = 1. The statement is equivalent to proving |(φ, (H2−a+1)sψ)| ≤ πε/δ.
Denote by γ = γN the closed square contour in the complex plane symmetric about the
real axis and intersecting it at two points: λ and −N , where N > −a is a large number.
Then we have
(4.6) φ =
∫
γ
(H1 − z)−1φ dz.
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Note that the integral
∫
γ
(H1 − z)−1dz does not need to converge in general, so we
understand the integral in the RHS of (4.6) in the strong sense. Now we have:
(φ, (H2 − a + 1)sψ) =
∫
γ
((H1 − z)−1φ, (H2 − a + 1)sψ)dz
=
∫
γ
(φ, (H1 − z¯)−1(H2 − a + 1)sψ)dz
=
∫
γ
(φ, ((H2 − z¯)−1 + (H1 − z¯)−1(H1 −H2)(H2 − z¯)−1)(H2 − a + 1)sψ)dz
=
∫
γ
(φ, (H1 − z¯)−1(H1 −H2)(H2 − a + 1)s(H2 − z¯)−1ψ)dz;
(4.7)
in the last line we have used the fact that (here, γ¯ is the contour complex conjugated to
γ; in fact γ¯ = γ)
(4.8)
∫
γ¯
(H2 − z¯)−1E((λ+ δ,∞];H2)dz¯ = 0.
Therefore, we have:
|(φ, ψ)| ≤ ε(
∫
γ
||(H1 − z)−1φ||2 |dz|)1/2(
∫
γ
||(H2 − z¯)−1ψ||2 |dz|)1/2
≤ ε(
∫
γ
||(H1 − z)−1||2 |dz|)1/2(
∫
γ
||(H2 − z¯)−1||2 |dz|)1/2.
(4.9)
Now the estimate follows from the spectral theorem, since it implies that
(4.10) lim
N→∞
∫
γN
||(H1 − z)−1||2 |dz| ≤ π
δ
and
(4.11) lim
N→∞
∫
γN
||(H2 − z¯)−1||2 |dz| ≤ π
δ
.

Notice that for s = 0 Lemma 4.1 is a simple version of the Davis-Kahan sinΘ Theorem
(see e.g. Thms VII.3.1-3.4 from [2]).
Lemma 4.2. Let f ∈ H. Under the above assumptions, we have:
||Eλ(H2)f − Eλ(H1)f || ≤ 2||E([λ− δ, λ+ δ];H2)f ||
+ 2πεδ−1||E((−∞, λ];H2)f ||+ 2πεδ−1||(H2 − a+ 1)−sf ||.
(4.12)
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Proof. We have:
Eλ(H2)f = E((−∞, λ− δ);H2)f + E([λ− δ, λ];H2)f
=
[
E((−∞, λ];H1) + E((λ,+∞);H1)
]
E((−∞, λ− δ];H2)f + E([λ− δ, λ];H2)f.
(4.13)
To estimate the second term in the RHS we use Lemma 4.1 with s = 0:
||E((λ,+∞);H1)E((−∞, λ− δ];H2)f ||
= ||E((λ,+∞);H1)E((−∞, λ− δ];H2)E((−∞, λ− δ];H2)f ||
≤ 2πεδ−1||E((−∞, λ];H2)f ||.
(4.14)
For the first term we perform the same trick as in (4.13) again, and obtain:
E((−∞, λ];H1)E((−∞, λ− δ];H2)f
= E((−∞, λ];H1)f − E((−∞, λ];H1)E((λ− δ, λ + δ);H2)f
−E((−∞, λ];H1)E([λ+ δ,+∞);H2)(H2 − a+ 1)s(H2 − a+ 1)−sf.
(4.15)
Now the statement follows from (4.13), (4.15), and Lemma 4.1. 
Suppose,
(4.16) H = −∆+ V
acting in Rd, where V ∈ USB(Rd). Then Eλ(H) has the Schwartz kernel (see e.g. [1, 28])
which we denote by e(λ;H ;x,y); we will often omit writing the dependence on some of
the arguments when it could cause no ambiguity. Let x0 be any point from R
d; denote
by δx0 the Dirac delta-function centred at x0.
Lemma 4.3. Eλ(H)δx0 ∈ L2(Rd) and for large λ we have
(4.17) ||Eλ(H)δx0|| ≪ λd/4.
Proof. We have:
||Eλ(H)δx0||2 =
∫
Rd
|e(λ;H ;x0,y)|2dy =
∫
Rd
e(λ;H ;x0,y)e(λ;H ;y,x0)dy
= e(λ;H ;x0,x0) = O(λ
d/2).
(4.18)
We used the fact that e is real-valued and symmetric and E is a projection. For the last
estimate see e.g. [1]. 
Finally, we will prove another Lemma which we will need in Section 7.
Definition 4.4. For an interval [λ1, λ2] ⊂ R we introduce the set T ([λ1, λ2]) of functions
τ(z) satisfying the following properties:
1) τ(z) is analytic in the neighbourhood of the interval [λ1, λ2],
2) τ(x) is real-valued on the interval [λ1, λ2],
3) τ ′(x) > 0 on the interval [λ1, λ2].
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In particular, these properties imply that the function τ−1 is well-defined and analytic
in a neighborhood of the interval [τ(λ1), τ(λ2)]. We will need the following auxiliary
statement which can be considered as a special case of the rule for changing the order of
the integration.
Lemma 4.5. Let τ ∈ T . Let function f be analytic in a neighborhood of [τ(λ1), τ(λ2)].
Let Γ be a contour around interval [λ1, λ2] completely inside the domain of analyticity of
the function τ and let Γ˜ be a contour around interval [τ(λ1), τ(λ2)] completely inside the
domain of analyticity of the functions τ−1 and f . Then we have the following identity
(4.19)
τ(λ2)∫
τ(λ1)
f(r) dr
∮
Γ
dµ
τ−1(r)− µ = −
λ2∫
λ1
dµ
∮
Γ˜
f(r) dr
τ−1(r)− µ.
Proof. Denote by I the left hand side of (4.19). If necessary, shrinking by analyticity Γ
and Γ˜, we may assume that Γ˜ = τ(Γ). We introduce the change of variables: ν := τ−1(r),
s := τ(µ). Then we have
I =
τ(λ2)∫
τ(λ1)
dr
∮
Γ
f(τ(µ)) dµ
τ−1(r)− µ = −
λ2∫
λ1
τ ′(ν) dν
∮
Γ˜
f(s)(τ−1)′(s) ds
τ−1(s)− ν .
Next, by the properties of τ and Cauchy Theorem we have
−
λ2∫
λ1
dν
∮
Γ˜
f(s)τ ′(ν)(τ−1)′(s) ds
τ−1(s)− ν = −
λ2∫
λ1
dν
∮
Γ˜
f(s)τ ′(τ−1(s))(τ−1)′(s) ds
τ−1(s)− ν
=−
λ2∫
λ1
dν
∮
Γ˜
f(s) ds
τ−1(s)− ν .
Now, the change of notation ν by µ and s by r completes the proof. 
5. Resonance zones and coordinates there
In this section, we define resonance regions, state some of their properties and introduce
convenient coordinates in these zones. The material in this section follows the narration
of [18] which contains the proofs of all statements in this section.
Recall the definition of the quasi-lattice subspaces from Section 2: we say that V is
a quasi-lattice subspace of dimension m, if V is a linear span of m linear independent
vectors θ1, . . . , θm with θj ∈ Θ˜ ∀j. As before, by Θk˜ we denote the algebraic sum of k˜
copies of Θ; remember that we consider the index k˜ fixed. We also put Θ′
k˜
:= Θk˜ \ {0}.
For each V ∈ V we put SV := {ξ ∈ V, |ξ| = 1}. For each non-zero θ ∈ Rd we put
n(θ) := θ|θ|−1.
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Let V ∈ Vm. We say that F is a flag generated by V, if F is a sequence Vj ∈ Vj
(j = 0, 1, . . . , m) such that Vj−1 ⊂ Vj and Vm = V. We say that {νj}mj=1 is a sequence
generated by F if νj ∈ Vj ⊖Vj−1 and ||νj || = 1 (obviously, this condition determines
each νj up to the multiplication by −1). We denote by F(V) the collection of all flags
generated by V. We also fix an increasing sequence of positive numbers αj (j = 1, . . . , d)
with αd <
1
2d
(these numbers depend only on d) and put Lj := ρ
αj
n .
Let θ ∈ Θ′
k˜
. We call by resonance zone generated by θ
(5.1) Λ(θ) := {ξ ∈ Rd, |〈ξ,n(θ)〉| ≤ L1}.
Suppose, F ∈ F(V) is a flag and {νj}mj=1 is a sequence generated by F. We define
(5.2) Λ(F) := {ξ ∈ Rd, |〈ξ,νj〉| ≤ Lj}.
If dimV = 1, definition (5.2) is reduced to (5.1). Obviously, if F1 ⊂ F2, then Λ(F2) ⊂
Λ(F1).
Suppose, V ∈ Vj . We denote
(5.3) Ξ1(V) := ∪F∈F(V)Λ(F).
Note that Ξ1(X) = R
d and Ξ1(V) = Λ(θ) if V ∈ V1 is spanned by θ. Finally, we put
(5.4) Ξ(V) := Ξ1(V) \ (∪U)VΞ1(U)) = Ξ1(V) \ (∪U)V ∪F∈F(U) Λ(F)).
We call Ξ(V) the resonance region generated by V. Sometimes, we will be calling the
region Ξ(X) the non-resonance region.
The following results were proved in [18]. We always assume that ρ0 (and thus ρn) is
sufficiently large.
Lemma 5.1. (i) We have
(5.5) ∪V∈V Ξ(V) = Rd.
(ii) ξ ∈ Ξ1(V) iff ξV ∈ Ω(V), where Ω(V) ⊂ V is a certain bounded set (more
precisely, Ω(V) = Ξ1(V) ∩V ⊂ B(mLm) if dimV = m).
(iii) Ξ1(R
d) = Ξ(Rd) is a bounded set, Ξ(Rd) ⊂ B(dLd); all other sets Ξ1(V) are
unbounded.
Lemma 5.2. Let V,U ∈ V. Then (Ξ1(V) ∩ Ξ1(U)) ⊂ Ξ1(W), where W := V + U
(algebraic sum).
Corollary 5.3. (i) We can re-write definition (5.4) like this:
(5.6) Ξ(V) := Ξ1(V) \ (∪U 6⊂VΞ1(U)).
(ii) If V 6= U, then Ξ(V) ∩Ξ(U) = ∅.
(iii) We have Rd = ⊔V∈VΞ(V) (the disjoint union).
Lemma 5.4. We have
(5.7) Ξ1(V) ∩ ∪U)VΞ1(U) = Ξ1(V) ∩ ∪W)V,dimW=1+dimVΞ1(W).
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Corollary 5.5. We can re-write (5.4) as
(5.8) Ξ(V) := Ξ1(V) \ (∪W)V,dimW=1+dimVΞ1(W)).
Lemma 5.6. Let V ∈ V and θ ∈ Θk˜. Suppose that ξ ∈ Ξ(V) and both points ξ and
ξ + θ are inside Λ(θ). Then θ ∈ V and ξ + θ ∈ Ξ(V).
Now we define another important object.
Definition 5.7. Let θ, θ1, θ2, . . . , θl be some vectors from Θ
′
k˜
, which are not necessarily
distinct.
(1) We say that two vectors ξ,η ∈ Rd are θ-resonant congruent if both ξ and η are
inside Λ(θ) and (ξ − η) = lθ with l ∈ Z. In this case we write ξ ↔ η mod θ.
(2) For each ξ ∈ Rd we denote by Υθ(ξ) the set of all points which are θ-resonant
congruent to ξ. For θ 6= 0 we say that Υθ(ξ) = ∅ if ξ /∈ Λ(θ).
(3) We say that ξ and η are θ1, θ2, . . . , θl-resonant congruent, if there exists a se-
quence ξj ∈ Rd, j = 0, 1, . . . , l such that ξ0 = ξ, ξl = η, and ξj ∈ Υθj (ξj−1) for
j = 1, 2, . . . , l.
(4) We say that η ∈ Rd and ξ ∈ Rd are resonant congruent, if either ξ = η or ξ and
η are θ1, θ2, . . . , θl-resonant congruent with some θ1, θ2, . . . , θl ∈ Θ′k˜. The set
of all points, resonant congruent to ξ, is denoted by Υ(ξ). For points η ∈ Υ(ξ)
(note that this condition is equivalent to ξ ∈ Υ(η)) we write η ↔ ξ.
Note that Υ(ξ) = {ξ} for any ξ ∈ Ξ(X). Now Lemma 5.6 immediately implies
Corollary 5.8. For each ξ ∈ Ξ(V) we have Υ(ξ) ⊂ Ξ(V) and thus
Ξ(V) = ⊔ξ∈Ξ(V)Υ(ξ).
Lemma 5.9. The diameter of Υ(ξ) is bounded above by mLm, if ξ ∈ Ξ(V), V ∈ Vm.
Lemma 5.10. For each ξ ∈ Ξ(V), V 6= Rd, the set Υ(ξ) is finite.
Next, we are going to introduce a convenient set of coordinates in Ξ(V). Let V ∈ Vm,
m < d, be fixed. Then, as we know, ξ ∈ Ξ1(V) if and only if ξV ∈ Ω(V). Let {Uj} be a
collection of all subspaces Uj ∈ Vm+1 such that each Uj contains V. Let µj = µj(V) be
(any) unit vector from Uj ⊖V. Then, for ξ ∈ Ξ1(V), we have ξ ∈ Ξ1(Uj) if and only if
the estimate |〈ξ,µj〉| = |〈ξV⊥ ,µj〉| ≤ Lm+1 holds. Thus, formula (5.8) implies that
(5.9) Ξ(V) = {ξ ∈ Rd, ξV ∈ Ω(V) & ∀j |〈ξV⊥ ,µj(V)〉| > Lm+1}.
The collection {µj(V)} obviously coincides with
(5.10) {n(θV⊥), θ ∈ Θk˜ \V}.
The set Ξ(V) is, in general, disconnected; it consists of several connected components
which we will denote by {Ξ(V)p}Pp=1. Let us fix a connected component Ξ(V)p. Then
for some vectors {µ˜j(p)}Jpj=1 ⊂ {±µj} we have
(5.11) Ξ(V)p = {ξ ∈ Rd, ξV ∈ Ω(V) & ∀j 〈ξV⊥ , µ˜j(p)〉 > Lm+1};
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we assume that {µ˜j(p)}Jpj=1 is the minimal set with this property, so that each hyperplane
{ξ ∈ Rd, ξV ∈ Ω(V) & 〈ξV⊥ , µ˜j(p)〉 = Lm+1}, j = 1, . . . , Jp
has a non-empty intersection with the boundary of Ξ(V)p. It is not hard to see that
Jp ≥ d −m. Indeed, otherwise Ξ(V)p would have non-empty intersection with Ξ1(V′)
for some V′, V ( V′. We also introduce
(5.12) Ξ˜(V)p := {ξ ∈ V⊥, ∀j 〈ξ, µ˜j(p)〉 > 0}.
Note that our assumption that Ξ(V)p is a connected component of Ξ(V) implies that
for any ξ ∈ Ξ˜(V)p and any θ ∈ Θk˜ \V we have
(5.13) 〈ξ, θ〉 = 〈ξ, θV⊥〉 6= 0.
We also put K := d−m− 1.
Throughout most of this paper, we will assume that the number Jp of ‘defining planes’
is the minimal possible, i.e. Jp = K + 1; in the general case we refer to Section 11 of
[18] where it is explained how to deal with the case of arbitrary Ξ(V)p. If Jp = K + 1,
then the set {µ˜j(p)}K+1j=1 is linearly independent. Let a = a(p) be a unique point from
V⊥ satisfying the following conditions: 〈a, µ˜j(p)〉 = Lm+1, j = 1, . . . , K+1. Then, since
the determinant of the Gram matrix of vectors µ˜j(p) is ≫ ρ0−n , we have |a| ≪ Lm+1ρ0+n .
We introduce the shifted cylindrical coordinates in Ξ(V)p. These coordinates will be
denoted by ξ = (r; Φ˜;X). Here, X = (X1, . . . , Xm) is an arbitrary set of cartesian
coordinates in Ω(V). These coordinates do not depend on the choice of the connected
component Ξ(V)p. The rest of the coordinates (r, Φ˜) are shifted spherical coordinates
in V⊥, centered at a. This means that
(5.14) r(ξ) = |ξV⊥ − a|
and
(5.15) Φ˜ = n(ξV⊥ − a) ∈ SV⊥ .
More precisely, Φ˜ ∈ M , where M = Mp := {n(ξV⊥ − a), ξ ∈ Ξ(V)p} ⊂ SV⊥ is a
K-dimensional spherical simplex with K + 1 sides. Note that
Mp = {n(ξV⊥ − a), ξ ∈ Ξ(V)p} = {n(ξV⊥ − a), ∀j 〈ξV⊥, µ˜j(p)〉 > Lm+1}
= {n(η), η := ξV⊥ − a ∈ V⊥, ∀j 〈η, µ˜j(p)〉 > 0} = SV⊥ ∩ Ξ˜(V)p.
(5.16)
We will denote by dΦ˜ the spherical Lebesgue measure on Mp. For each non-zero vector
µ ∈ V⊥, we denote
(5.17) W (µ) := {η ∈ V⊥, 〈η,µ〉 = 0}.
Thus, the sides of the simplex Mp are intersections of W (µ˜j(p)) with the sphere SV⊥.
Each vertex v = vt, t = 1, . . . , K+1 of Mp is an intersection of SV⊥ with K hyperplanes
W (µ˜j(p)), j = 1, . . . , K + 1, j 6= t. This means that vt is a unit vector from V⊥ which
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is orthogonal to {µ˜j(p)}, j = 1, . . . , K + 1, j 6= t; this defines v up to a multiplication
by −1.
Lemma 5.11. Let p be fixed. Suppose, θ ∈ Θk˜ \ V and θV⊥ =
∑K+1
j=1 bjµ˜j(p). Then
either all coefficients bj are non-positive, or all of them are non-negative.
Assume that the diameter ofMp is ≤ (100d2)−1, which we can always achieve by taking
sufficiently large k˜. We put Φq :=
pi
2
−φ(ξV⊥−a, µ˜q(p)), q = 1, . . . , K+1, where φ(·, ·) is
the angle between two non-zero vectors. The geometrical meaning of these coordinates is
simple: Φq is the spherical distance between Φ˜ = n(ξV⊥ − a) and W (µ˜q(p)). The reason
why we have introduced Φq is that in these coordinates some important objects will be
especially simple (see e.g. Lemma 5.12 below) which is very convenient for integration
in Section 7. At the same time, the set of coordinates (r, {Φq}) contains K+2 variables,
whereas we only needK+1 coordinates inV⊥. Thus, we have one constraint for variables
Φj . Namely, let {ej}, j = 1, . . . , K + 1 be a fixed orthonormal basis in V⊥ chosen in
such a way that the K + 1-st axis passes through Mp. Then we have ej =
∑K+1
l=1 ajlµ˜l
with some matrix {ajl}, j, l = 1, . . . , K + 1, and µ˜l = µ˜l(p). Therefore (recall that we
denote η := ξV⊥ − a),
(5.18) ηj = 〈η, ej〉 = r
K+1∑
q=1
ajq sinΦq
and, since r2(ξ) = |η|2 =∑K+1j=1 η2j , this implies that
(5.19)
∑
j
(
∑
q
ajq sinΦq)
2 = 1,
which is our constraint.
Let us also put
(5.20) η′j :=
ηj
|η| =
K+1∑
q=1
ajq sin Φq.
Then we can write the surface element dΦ˜ in the coordinates {η′j} as
(5.21) dΦ˜ =
dη′1 . . . dη
′
K
ηK+1
=
dη′1 . . . dη
′
K
(1−∑Kj=1(η′j)2)1/2 ,
where the denominator is bounded below by 1/2 by our choice of the basis {ej}.
The next lemma describes the dependence on r of all possible inner products 〈ξ, θ〉,
θ ∈ Θk˜, ξ ∈ Ξ(V)p.
Lemma 5.12. Let ξ ∈ Ξ(V)p, V ∈ Vm, and θ ∈ Θk˜.
(i) If θ ∈ V, then 〈ξ, θ〉 does not depend on r.
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(ii) If θ 6∈ V and θV⊥ =
∑
q bqµ˜q(p), then
(5.22) 〈ξ, θ〉 = 〈X, θV〉+ Lm+1
∑
q
bq + r(ξ)
∑
q
bq sinΦq.
In the case (ii) all the coefficients bq are either non-positive or non-negative and each
non-zero coefficient bq satisfies
(5.23) |bq| ≍ 1.
Finally, let us denote (recall that λn = ρ
2
n)
(5.24) Xn := {ξ ∈ R2, |ξ|2 ∈ [0.7λn, 17.5λn]}.
We also put
(5.25) A = An := ∪ξ∈XnΥ(ξ).
Lemma 5.9 implies that for each ξ ∈ A we have |ξ|2 ∈ [0.5λn, 18λn]. In particular, we
have
(5.26) A ∩Ξ(Rd) = ∅.
For each V ∈ Vm, m < d, we put
(5.27) A(V) := An ∩ Ξ(V).
6. Pseudo-differential operators and the gauge transform
This section is another one where we present definitions and results from [18]; as
before, the proofs of all statements can be found either in that paper or in [30], [31], and
[19]. In this section, we construct operators H1 and H2 described in the Introduction.
Since we have agreed that our potential is quasi-periodic, it is enough for our purposes
to deal with quasi-periodic pseudo-differential operators.
6.1. Classes of PDO’s and their properties. For any f ∈ L2(Rd) we define the
Fourier transform:
(Ff)(ξ) =
1
(2π)
d
2
∫
Rd
e−iξxf(x)dx, ξ ∈ Rd.
Let b = b(x, ξ), x, ξ ∈ Rd, be a quasi-periodic (in x) complex-valued function, i.e. for
some finite set Θˆ of frequencies (we always assume Θˆ to be symmetric and to contain 0)
(6.1) b(x, ξ) =
∑
θ∈Θˆ
bˆ(θ, ξ)eθ(x)
where
bˆ(θ, ξ) :=Mx(b(x, ξ)e−θ(x))
are Fourier coefficients of b (recall that M is the mean of an almost-periodic function).
Put 〈t〉 := √1 + |t|2, ∀t ∈ Rd. We say that the symbol b belongs to the class Sα =
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Sα(β) = Sα(β, Θˆ), α ∈ R, 0 < β ≤ 1, if for any l ≥ 0 and any non-negative s ∈ Z the
condition
(6.2) b
(α)
l,s := max
|s|≤s
∑
θ∈Θˆ
〈θ〉l sup
ξ
〈ξ〉(−α+|s|)β|Dsξbˆ(θ, ξ)| <∞, |s| = s1 + s2 + · · ·+ sd,
is fulfilled. The quantities (6.2) define norms on the class Sα. Note that Sα is an
increasing function of α, i.e. Sα ⊂ Sγ for α < γ. We also have:
(6.3)∑
θ∈Θˆ
〈θ〉l sup
ξ
〈ξ〉(−α+s+1)β(|Dsξbˆ(θ, ξ + η)−Dsξbˆ(θ, ξ)|) ≤ C b (α)l,s+1〈η〉|α−s−1|β|η|, s = |s|,
with a constant C depending only on α, s. For a vector η ∈ Rd introduce the symbol
(6.4) bη(x, ξ) = b(x, ξ + η),η ∈ Rd,
so that bˆη(θ, ξ) = bˆ(θ, ξ + η) . The bound (6.3) implies that for all |η| ≤ C we have
(6.5) b− bη (α−1)l,s ≤ C b (α)l,s+1|η|,
uniformly in η: |η| ≤ C.
Now we define the PDO Op(b) in the usual way:
(6.6) Op(b)u(x) =
1
(2π)
d
2
∫
b(x, ξ)eiξx(Fu)(ξ)dξ,
the integrals being over Rd. Under the condition b ∈ Sα the integral in the r.h.s. is
clearly finite for any u from the Schwarz class S(Rd). Moreover, the condition b ∈ S0
guarantees the boundedness of Op(b) in L2(R
d), see Proposition 6.1. Unless otherwise
stated, from now on S(Rd) is taken as a natural domain for all PDO’s at hand, when
they act in L2. Notice that the operator Op(b) is symmetric if its symbol satisfies the
condition
(6.7) bˆ(θ, ξ) = bˆ(−θ, ξ + θ).
We shall call such symbols symmetric.
We note that in the very beginning when we consider (1.1), our operator Op(b) is a
multiplication by a function b (in particular, b ∈ S0). However, during modifications
and transformations below our perturbation will eventually become a pseudo-differential
operator. Thus, it is convenient in abstract statements to consider b a pseudo-differential
symbol from some Sα class.
Now we list some properties of quasi-periodic PDO’s. The proof is very similar (with
obvious changes) to the proof of analogous statements in [30]. In what follows, if we need
to calculate a product of two (or more) operators with some symbols bj ∈ Sαj (Θj) we
will always consider that bj ∈ Sαj (
∑
jΘj) where, of course, all added terms are assumed
to have zero coefficients in front of them.
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Proposition 6.1. Suppose that b
(0)
0,0 <∞. Then Op(b) is bounded in both L2(Rd) and
B2(R
d) and ‖Op(b)‖ ≤ b (0)0,0.
Since Op(b)u ∈ S(Rd) for any b ∈ Sα and u ∈ S(Rd), the product Op(b) Op(g),
b ∈ Sα(Θˆ1), g ∈ Sγ(Θˆ2), is well defined on S(Rd). A straightforward calculation leads to
the following formula for the symbol b ◦ g of the product Op(b) Op(g):
(b ◦ g)(x, ξ) =
∑
θ∈Θ1,φ∈Θ2
bˆ(θ, ξ + φ)gˆ(φ, ξ)ei(θ+φ)x,
and hence
(6.8) (̂b ◦ g)(χ, ξ) =
∑
θ+φ=χ
bˆ(θ, ξ + φ)gˆ(φ, ξ), χ ∈ Θ1 +Θ2, ξ ∈ Rd.
We have
Proposition 6.2. Let b ∈ Sα(Θ1), g ∈ Sγ(Θ2). Then b ◦ g ∈ Sα+γ(Θ1 +Θ2) and
b ◦ g (α+γ)l,s ≤ C b (α)l,s g (γ)l+(|α|+s)β,s,
with a constant C depending only on l, α, s.
6.2. Gauge transform and the symbol of the resulting operator. From now on
we fix β : 0 < β < α1. The symbols we are going to construct will depend on ρn; this
dependence will usually be omitted from the notation.
Let ι ∈ C∞(R) be a non-negative function such that
(6.9) 0 ≤ ι ≤ 1, ι(z) =
{
1, z ≤ 1
4
;
0, z ≥ 1.1
4
.
For θ ∈ Θ, θ 6= 0, define the following C∞-cut-off functions:
(6.10)


eθ(ξ) = ι
(∣∣∣∣ |ξ + θ/2| − 3ρn10ρn
∣∣∣∣
)
,
ϕθ(ξ) = 1− ι
( |〈θ, ξ + θ/2〉|
ρβn|θ|
)
.
The function eθ is supported in the shell ρn/4 ≤ |ξ+ θ/2| ≤ 23ρn/4. We point out that
(6.11) eθ(ξ) = e−θ(ξ + θ), ϕθ(ξ) = ϕ−θ(ξ + θ).
Note that the above functions satisfy the estimates
(6.12) |Dsξeθ(ξ)|+ |Dsξϕθ(ξ)| ≪ ρ−β|s|n .
As before, we assume that k˜ is fixed. Put
χ˜θ(ξ) := eθ(ξ)ϕθ(ξ)(|ξ + θ|2 − |ξ|2)−1 = eθ(ξ)ϕθ(ξ)
2〈θ, ξ + θ
2
〉
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when θ 6= 0, and χ˜0(ξ) = 0.
Theorem 6.3. We can find a unitary operator U and self-adjoint operators H1 and H2
such that the following properties hold:
1. H1 = U
−1HU ;
2. ||H1 −H2|| ≤ ρ−2βk˜n ;
3. H2 = −∆ +W , where W = Wk˜ is the operator with symbol w = wk˜(x, ξ) and w
satisfies the following property:
(6.13) wˆ(θ, ξ) = 0, if (ξ 6∈ Λ(θ) & ξ ∈ A), or (ξ + θ 6∈ Λ(θ) & ξ ∈ A), or (θ 6∈ Θk˜);
4. U = eiΨ, where Ψ =
∑k˜
j=1Ψj , Ψj = Op(ψj). Moreover, ψj , bj , tj ∈ Sγ(β) for any
γ ∈ R, Ψ is a bounded operator, and
(6.14) ψj
(γ)
l,s ≤ Cjρβ(1−γ−2j)n
(
b
(0)
lj ,sj
)j
, j ≥ 1.
Assuming ρ0 is large enough (depending on l, s, γ, b and k˜), we get
(6.15) ψ
(γ)
l,s ≪ ρ−β(1+γ)n b (0)l,s ;
5. The symbol of W satisfies
(6.16) wˆk˜(θ, ξ) = yˆk˜(θ, ξ)(1− eθ(ξ)ϕθ(ξ)),
where yˆk˜(θ, ξ) = 0 for θ 6∈ Θk˜. Otherwise,
yˆk˜(θ, ξ) = bˆ(θ) +
k˜−1∑
s=1
∑
Cs(θ, ξ)bˆ(θs+1)
s∏
j=1
bˆ(θj)χ˜θ′j (ξ + φ
′
j)
= bˆ(θ) +
k˜−1∑
s=1
∑
Cs(θ, ξ)bˆ(θs+1)
s∏
j=1
bˆ(θj)
eθ′j (ξ + φ
′
j)ϕθ′j(ξ + φ
′
j)
2〈θ′j, ξ + φ′j + θ
′
j
2
〉
,
(6.17)
where the second sums are taken over all θj ∈ Θ, θ′j ,φ′j ∈ Θs+1 and
(6.18) Cs(θ, ξ) =
s∑
p=0
∑
θ′′j ,φ
′′
j ∈Θs+1 (1≤j≤p)
C(p)s (θ)
p∏
j=1
eθ′′j (ξ + φ
′′
j )ϕθ′′j (ξ + φ
′′
j ).
Here C
(p)
s (θ) depend on s, p and all vectors θ, θj , θ
′
j ,φ
′
j, θ
′′
j ,φ
′′
j . At the same time,
coefficients C
(p)
s (θ) can be bounded uniformly by a constant which depends on s only.
We apply the convention that 0/0 = 0.
The next results only partially have been proved explicitly in [18], but follow easily
from the previous Theorem.
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Theorem 6.4. 1. We have ψˆm(θ, ξ) = 0 for θ 6∈ Θm. Otherwise,
(6.19) ψˆm(θ, ξ) =
∑
C ′m(θ, ξ)
m∏
j=1
bˆ(θj)χ˜θ′j (ξ + φ
′
j),
where the sum is taken over all θj ∈ Θ, θ′j,φ′j ∈ Θm and C ′m(θ, ξ) admit representation
similar to (6.18).
2. We have
(6.20) U = I +
k˜∑
m=1
Ψ′m + Uk˜+1, Ψ
′
m = Op(ψ
′
m),
where symbols ψ′m admit representation similar to (6.19) and the estimate slightly worse
than (6.14):
(6.21) ψ′m
(γ)
l,s ≤ Cmρ−β(m+γ)n
(
b
(0)
lm,sm
)m
, m ≥ 1.
The error term Uk˜+1 admits the estimate
(6.22) uk˜+1
(γ)
l,s ≪ ρ−β(k˜+1+γ)n
(
b
(0)
l
k˜+1
,s
k˜+1
)k˜+1
.
Proof. The first statement was proven in [18]. The second statement follows by expanding
the exponential U = eiΨ into the Taylor series and estimating each term using (6.14)
and Proposition 6.2. 
Lemma 6.5. Fix s ≤ βk˜/4. Then
(6.23) ‖(H1 −H2)(−∆+ 1)s‖ ≤ ρ−βk˜n .
As a consequence, the estimate (4.1) holds.
Proof. Though the estimate (6.23) was not written in [18] explicitly, it easily follows from
the proofs of Theorems 6.3 and 6.4 there. 
Corollary 6.6. As a function of ξ, F(Uδx0) is uniformly bounded over x0 (and ξ), with
constant depending only on k˜. Moreover, we have
F(Uδx0)(ξ) = (2π)
−d/2e−i〈ξ,x0〉 + (2π)−d/2
k˜∑
m=1
∑
θ∈Θm
ψˆ′m(θ, ξ − θ)e−i〈ξ−θ,x0〉 +R(ξ;x0) =:
u(ξ;x0) +Rx0 ,
(6.24)
where
(6.25) ‖Rx0‖ ≤ uk˜+1
(− d+1
2β
)
0,0 ≪ ρ−β(k˜+1)+
d+1
2
n
(
b
(0)
l
k˜+1
,s
k˜+1
)k˜+1
.
uniformly over x0.
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Proof. Use (6.22) with γ = −(d+ 1)/(2β), l = s = 0. 
7. Proof of the main results
Now we carry on with the proof using the gauge operators from the previous section.
For any set C ⊂ Rd by PB(C) we denote the orthogonal projection onto span{eξ}ξ∈C in
B2(R
d) and by P(C) = PL(C) the same projection in L2(R
d), i.e.
(7.1) P(C) = F∗χCF,
where F is the Fourier transform and χC is the operator of multiplication by the charac-
teristic function of C. Obviously, P(C) is a well-defined (resp. non-zero) projection iff C
is measurable (resp. has non-zero measure).
Let N be fixed (this is the number of precise asymptotic terms we need to obtain)
and let λ = ρ2 with ρ ∈ In and n being fixed (and large). We start by using Theorem
6.3 and find operators U , H1 and H2 with the properties listed there and put ε := ρ
−βk˜
n .
The value of k˜ will be chosen later; it will depend on N . We are interested in the value
of the kernel of the spectral projection e(λ;H ;x0,y0), when x0 and y0 are fixed. We can
write this value, at least formally, as
(7.2) e(λ;H ;x0,y0) = (Eλ(H)δx0 , δy0) = (Eλ(H)(Eλ(H)δx0), Eλ(H)δy0).
As we have seen in Lemma 4.3, both Eλ(H)δx0 and Eλ(H)δy0 are elements of L2, so
the inner product in the RHS of (7.2) can be understood in the usual L2 sense. Since
H1 = UHU
−1, we have Eλ(H) = U
−1Eλ(H1)U , and so
(7.3) e(λ;H ;x0,y0) = (Eλ(H1)Uδx0 , Uδy0).
Also,
(7.4) ||Eλ(H1)Uδx0 || = ||UEλ(H)δx0|| = ||Eλ(H)δx0||,
so Eλ(H1)Uδx0 belongs to L2 and (see Lemma 4.3)
(7.5) ‖Eλ(H1)Uδx0‖ = O(λd/4).
We apply Lemma 4.2 with δ := ε1/2 and obtain
||Eλ(H2)Uδx0 − Eλ(H1)Uδx0 || ≪ ||E([λ− ε1/2, λ+ ε1/2];H2)Uδx0 ||+
ε1/2||E((−∞, λ];H2)Uδx0 ||+ ε1/2||(H2 + (1− a)I)−sUδx0 ||
(7.6)
and
||Eλ(H2)Uδx0 − Eλ(H1)Uδx0 || ≪ ||E([λ− ε1/2, λ+ ε1/2];H1)Uδx0 ||+
ε1/2||E((−∞, λ];H1)Uδx0 ||+ ε1/2||(H1 + (1− a)I)−sUδx0 ||.
(7.7)
Now, we choose s > d/4 so that (see Corollary 6.6) (−∆+ I)−sUδx0 belongs to L2 and
(7.8) ||(−∆+ I)−sUδx0 || ≪ 1.
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Then clearly we have
(7.9) ||(Hj + (1− a)I)−sUδx0 || ≪ 1, j = 1, 2.
Therefore, the last terms in (7.6) and (7.7) are O(ε1/2). We also notice that (7.5) and
(7.7) imply
(7.10) ‖Eλ(H2)Uδx0‖ = O(λd/4).
What all this means is that it is enough to obtain precise asymptotics for the spectral
projection of H2, and this is what we will concentrate on now. Moreover, instead of
studying (Eλ(H2)Uδx0 , Uδy0) for λ ∈ In, we will study
(7.11) e(λ′, λ′′;H2;U ;x0,y0) := (E([λ
′, λ′′];H2)Uδx0 , Uδy0)
for λ′ = (ρ′)2, λ′′ = (ρ′′)2, ρ′, ρ′′ ∈ In with λ′′ ≥ λ′. As we will see later, the following
estimate holds:
(7.12) ||E([λ− ε1/2, λ+ ε1/2];H2)Uδx0 ||2 = e(λ− ε1/2, λ+ ε1/2;H2;U ;x0,x0)≪ ε1/2ρdn.
In fact, (7.12) is an immediate corollary of (7.42). Now (7.12), (7.10), and (7.6) imply
(7.13) ||Eλ(H2)Uδx0 −Eλ(H1)Uδx0 || ≪ ε1/4ρd/2n .
By choosing k˜ > 4(M + 2d)/β, we make sure that the RHS of (7.13) is O(ρ−M−dn ) and,
therefore,
e(λ;H ;x0,y0) = (Eλ(H1)Uδx0 , Eλ(H1)Uδy0) =
(Eλ(H2)Uδx0 , Eλ(H2)Uδy0) +O(ρ
−M
n ).
(7.14)
Here we also used (7.5) and (7.10).
Therefore, from now on we discuss only the spectral projections of H2. Condition
(6.13) implies that for each ξ ∈ A the subspace PB(Υ(ξ))H is an invariant subspace of
H2 acting in B2(R
d). When we consider the action ofH2 in L2(R
d), this subspace becomes
trivial, so in order to get an interesting invariant subspace in L2, we need to integrate
P(Υ(ξ))H over ξ in some open domain. For example, the subspace PL(A)L2(R
d) is the
invariant subspace in L2. We denote the dimension of P
B(Υ(ξ))H by q = q(ξ) (which is
finite by Lemma 5.10) and put
(7.15) H2(ξ) = H2(Υ(ξ)) := H2
∣∣
PB(Υ(ξ))H
.
This operator acts in a finite-dimensional space Hξ := P
B(Υ(ξ))H, so its spectrum
is purely discrete; we denote its eigenvalues (counting multiplicities) by λ1(Υ(ξ)) ≤
λ2(Υ(ξ)) ≤ · · · ≤ λq(Υ(ξ)) and the corresponding orthonormalized eigenfunctions by
{hj,Υ(ξ)(x)}. Next, we list all points η ∈ Υ(ξ) in increasing order of their absolute
values (and if the absolute values are equal, we label them in any reasonable way we
want, for example, in the lexicographic order of their coordinates). In such a way, we
have put into correspondence to each point η ∈ Υ(ξ) a natural number t = t(η) so
that t(η) < t(η′) if |η| < |η′|. Now we define the mapping g : A → R which puts into
correspondence to each point η ∈ A the number λt(η)(Υ(η)). Similarly, we define the
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mapping h : A → B2(Rd) by the formula hξ := ht(ξ),Υ(ξ). Then for each ξ ∈ A the
expression (2π)−d
∑
η∈Υ(ξ) hη(x)hη(y) is the integral kernel of the projection P(Υ(ξ)).
When ξ 6∈ A, we put g(ξ) := |ξ|2 and hξ := eξ, so that now the functions g and h are
defined on all Rd. Denote
(7.16) Gλ := {ξ ∈ Rd, g(ξ) ≤ λ}.
It has been shown in [18] that {hξ}ξ∈Rd is an orthonormal basis in B2(Rd). Moreover,
for each λ ∈ [0.75λn, 17λn] the function
(7.17) e(λ;H2;x,y) := (2π)
−d
∫
Gλ
hξ(x)hξ(y)dξ, x,y ∈ Rd,
is the integral kernel of the spectral projection Eλ(H2) of the operator H2 in L2(R
d).
Formula (7.17) was used in [18] to compute the IDS of the operator H . It will be more
convenient for us to use (7.11) and (7.26) below to compute the spectral function of H .
Since each space P(Ξ(V))H (and even each component P(Ξ(V)p)H) is invariant under
H2, they are invariant for Eλ(H2) as well, and therefore, if we denote
(7.18) E(V; p; I;H2) := P(Ξ(V)p)E(I;H2)P(Ξ(V)p),
we have
e(λ′, λ′′;H2;U ;x0,y0) =
∑
V∈V
∑
p
(E(V; p; [λ′, λ′′];H2)Uδx0 , Uδy0)
=:
∑
V∈V
∑
p
eV;p(λ
′, λ′′;H2;U ;x0,y0),
(7.19)
the sum being over all lattice subspaces of dimension at most d − 1 (the contribution
from Ξ(Rd) is zero for large ρn since Ξ(R
d) is bounded).
Let us fix the connected component Ξ(V)p of the resonance zone and study the con-
tribution from it to the RHS of (7.19). Suppose that two points ξ and ξ′ have the same
coordinates X and Φ˜ and different coordinates r and r′. Then (see [18]) ξ ∈ Ξp implies
ξ′ ∈ Ξp and Υ(ξ′) = Υ(ξ) + (ξ′ − ξ). This shows that two spaces Hr(X, Φ˜) := Hξ
and Hr′(X, Φ˜) := Hξ′ have the same dimension and, moreover, there is a natural isom-
etry Fξ,ξ′ : Hξ → Hξ′ given by F : eν 7→ eν+(ξ′−ξ), ν ∈ Υ(ξ). This isometry al-
lows us to ‘compare’ operators acting in Hξ and Hξ′. Therefore, abusing slightly our
notation, we can assume that H2(ξ) and H2(ξ
′) act in the same (finite dimensional)
Hilbert space H(X1, . . . , Xm, Φ˜1, . . . , Φ˜K). We fix the values (X1, . . . , Xm, Φ˜1, . . . , Φ˜K),
X = (X1, . . . , Xm) ∈ Ω(V), Φ˜ = (Φ˜1, . . . , Φ˜K) ∈ Mp and study how these operators de-
pend on r. We denote byH2(r) = H2(r;X1, . . . , Xm, Φ˜1, . . . , Φ˜K) the operatorH2(ξ) with
ξ = (X1, . . . , Xm, r, Φ˜1, . . . , Φ˜K), acting in H(X1, . . . , Xm, Φ˜1, . . . , Φ˜K). Sometimes we
will still want to emphasise that those operators for each r act in their own Hilbert spaces;
then, we will use the notation H˜2(r). Thus, H2(r) acts in H(X1, . . . , Xm, Φ˜1, . . . , Φ˜K) and
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H˜2(r) acts in Hr(X1, . . . , Xm, Φ˜1, . . . , Φ˜K). We will also use the notation
⊕∫
[a,b]
H˜2(r) dr for
the direct integral of these operators (emphasising that each ‘fiber’ operator H˜2(r) acts
in its own Hilbert space Hr).
As we have seen in Theorem 6.3, the symbol of the operator H2 satisfies
(7.20) h2(x, ξ) = |ξ|2 + wk˜(x, ξ) = r2 + 2r〈a,n(ω)〉+ |a|2 + wk˜(x, ξ) + |X|2,
where the Fourier coefficients of wk˜ satisfy (6.17), (6.18), and we have denoted ω =
ξV⊥ − a. This immediately implies that the operator H2(r) is monotone increasing in r;
in particular, all its eigenvalues λj(H2(r)) are increasing in r. Thus, the function g(ξ) is
an increasing function of r if we fix other coordinates of ξ, so the equation
(7.21) g(ξ) = ρ2
has a unique solution if we fix the values (X1, . . . , Xm, Φ˜1, . . . , Φ˜K); we denote the r-
coordinate of this solution by τ = τ(ρ) = τ(ρ;X1, . . . , Xm, Φ˜1, . . . , Φ˜K), so that
(7.22) g(ξ(X1, . . . , Xm, τ, Φ˜1, . . . , Φ˜K)) = ρ
2.
Notice that the operator H2(r) will stay the same if we replace the coordinates X to
Y in such a way that the resulting point η = (Y1, . . . , Ym, r, Φ˜1, . . . , Φ˜K) is equivalent to
ξ so that Υ(ξ) = Υ(η). In this case we will say that X and Y are equivalent, X ↔ Y .
We also denote Ω˜(V) := Ω(V)/ ↔. If we fix the class of equivalence X˜ from Ω˜(V) and
Φ˜, there will be q representatives X(1), . . . , X(q) from the class X˜ . Then we will have q
numbers τ(ρ;X(j), Φ˜), j = 1, . . . , q corresponding to a single pair (X˜, Φ˜); we will label
them in the increasing order and denote τj(ρ; X˜, Φ˜), j = 1, . . . , q.
Let us denote by S = S(r) the operator with symbol 2r〈a,n(η)〉+|a|2+wk˜(x, ξ)+|X|2
acting in H(X1, . . . , Xm, Φ˜1, . . . , Φ˜K), so that H2(r) = r
2I + S(r). Then (6.17) implies
(7.23) ||S(r)|| ≪ ρ1+αdn , ||S ′(r)|| ≪ ραdn ,
and
(7.24) || d
l
drl
S(r)|| ≪ ρ−ln , l ≥ 2.
The operator H2(r) can be analytically continued to the complex plane (at least to the
domain |z − ρ| ≤ ρ/8; see Remark 10.1 from [18]). We will denote such an extension by
H2(z).
Now consider the function u(ξ;x0) introduced in (6.24). Let us fix the values of
(X1, . . . , Xm, Φ˜1, . . . , Φ˜K) and consider the restriction of u(ξ;x0) to Υ(r;X, Φ˜) as a func-
tion of r; we call it then u˜ = u˜(r;x0) ∈ H(X1, . . . , Xm, Φ˜1, . . . , Φ˜K). Formula (6.24) shows
that u˜(r;x0) admits the analytical extension into the complex plane; we will denote this
extension by u˜(z;x0).
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From the above discussion (see in particular Corollary 6.6), it follows that
eV;p(λ
′, λ′′;H2;U ;x0,y0)
=
∫
Ω˜(V)
dX˜
∫
Mp
dΦ˜
b∫
a
rK (E([λ′, λ′′];H2(r))u˜(r;x0), u˜(r;y0)) dr +O(ρ
−M
n ).
(7.25)
Here, dΦ˜ is understood as (5.21) (see also (5.20)), a := τ1(ρ
′; X˜, Φ˜) (in fact, we can
decrease a and the integral will not change) and b := τq(ρ
′′; X˜, Φ˜) (similarly, b can be
increased without changing the integral).
Now, we notice that all functions τj introduced above belong to the space T ([λ
′, λ′′])
introduced in Definition 4.4 (this easily follows from (7.23)). Let Γ˜′ be an appropriate
contour around interval [a, b], i.e. Γ˜′ be completely inside the domain of analyticity of
the operator H2(r).
Lemma 7.1. Let f(z) and g(z) be analytic so that Γ˜′ is also inside their domain of
analyticity. Then the following formula holds
(7.26)
b∫
a
(E(H2(r); [λ
′, λ′′])f(r), g(r))dr =
1
2πi
λ′′∫
λ′
dµ
∮
Γ˜′
(
(H2(z)− µ)−1f(z), g(z¯)
)
dz.
Proof. First, consider the case when the intervals [τj(λ
′), τj(λ
′′)] do not intersect for all
j. It is allowed that several eigenvalues coincide identically and thus are represented by
the same function τ−1j (r). Let Γ be a contour around [λ
′, λ′′] which is inside the domain
of analyticity of all the functions involved. By Γ˜j we denote a contour around interval
[τj(λ
′), τj(λ
′′)] so that Γ˜j do not intersect for all j. Then we have
⊕∫
[a,b]
E(λ; H˜2(r)) dr =
⊕∫
[a,b]
∑
j: τj(λ)>r
Ej(H˜2(r)) dr =
∑
j
⊕∫
[a,τj(λ)]
Ej(H˜2(r)) dr.
Here, Ej(H˜2(r)) is the orthogonal projector onto the span of hj,Υ(ξ) – the eigenfunction
of H˜2(r) corresponding to λj(Υ(ξ)) – its eigenvalue number j. Recall that operators
H˜2(r) and Ej(H˜2(r)) act in the space Vr. Thus,
⊕∫
[a,b]
E([λ′, λ′′]; H˜2(r)) dr =
∑
j
⊕∫
[τj(λ′),τj(λ′′)]
Ej(H˜2(r)) dr
= − 1
2πi
∑
j
⊕∫
[τj(λ′),τj(λ′′)]
dr
∮
Γ
dµ
H˜2(r)− µ
.
(7.27)
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We use the singular decomposition inside Γ˜j for r and inside Γ for µ:
(
(H2(r)− µ)−1f(r), g(r)
)
=
(Ej(H2(r))f(r), g(r))
τ−1j (r)− µ
+Gj(r, µ)
with analytic function Gj. Now, Lemma 4.5 leads to the following identity.
b∫
a
(E(H2(r); [λ
′, λ′′])f(r), g(r))dr =
1
2πi
λ′′∫
λ′
dµ
∮
∪j Γ˜j
(
(H2(z)− µ)−1f(z), g(z¯)
)
dz =
1
2πi
λ′′∫
λ′
dµ
∮
Γ˜′
(
(H2(z)− µ)−1f(z), g(z¯)
)
dz.
Next, if intervals [τj(λ
′), τj(λ
′′)] can touch each other at boundary points only then for-
mula (7.26) can be easily justified by continuity from the intervals [λ′+ǫ, λ′′−ǫ] (note that
only construction of the auxiliary contours Γ˜j was based on the non-intersection assump-
tion). Finally, to prove (7.26) in the general case it is enough to divide interval [λ′, λ′′]
into finitely many subintervals at pre-images of the points of intersection of different
functions τj and combine the results for each subinterval (note that for each subinterval
the contour Γ˜′ can, by analyticity, be extended to the contour around [a, b]). 
Now we want to extend the contour of integration in the RHS of (7.26). Denote by Γˆ
the contour of radius ρn/8 around ρ
′ = (λ′)1/2. The following result was proved in [16]
Lemma 7.2. Let 0 < ρ′′ − ρ′ < ρn/8. Assume that the operator (H(z) − µ) is not
invertible, where µ ∈ [λ′, λ′′] and z is inside Γˆ. Then z is real (and belongs to [a, b],
where a = τ1(ρ
′) and b = τq(ρ
′′)).
Corollary 7.3. We have:
eV;p(λ
′, λ′′;H2;x0,y0)
=
1
2πi
∫
Ω˜(V)
dX˜
∫
Mp
dΦ˜
λ′′∫
λ′
dµ
∮
Γˆ
zK
(
(H2(z)− µ)−1u˜(z;x0), u˜(z¯;y0)
)
dz +O(ρ−Mn ).
(7.28)
Now we carry on the calculations and notice that on the contour Γˆ we can extend the
resolvent in the geometric series (recall that H2(z) = z
2I+S(z); we also denote µ = ρ2):
(7.29) (H2(z)− µ)−1 =
∞∑
l=0
(−1)lSl(z)(z2 − µ)−(l+1), z ∈ Γˆ.
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Therefore, using the Cauchy integral formula we have
1
2πi
∮
Γˆ
zK
(
(H2(z)− µ)−1u˜(z;x0), u˜(z¯;y0)
)
dz
=
1
2πi
∞∑
l=0
∮
Γˆ
zK(−1)l(z − ρ)−(l+1)(z + ρ)−(l+1) (Sl(z)u˜(z;x0), u˜(z¯;y0)) dz
=
∞∑
l=0
(−1)l
l!
dl
drl
[rK(r + ρ)−(l+1)
(
Sl(r)u˜(r;x0), u˜(r;y0)
)
]
∣∣
r=ρ
.
(7.30)
Denote the RHS of (7.30) by J˜ = J˜(ρ; X˜ ; Φ˜;x0,y0). Using explicit formulae (6.17) and
(6.24), we deduce that J˜ is a sum of the terms of the following form:
(7.31)
∑
η∈Υ(ξ)
∑
ν∈Υ(ξ)
e−i〈η,x0〉ei〈ν,y0〉ρmf˜1(X(η), X(ν))f2(Φ)f˜3(X(η), X(ν); ρ; Φ),
m ≤ K − 1 ≤ d − 2. Here, function f˜1 is a smooth function of X coordinates of η
and ν only. It consists of contributions from the cut-off functions ϕθ with θ ∈ V and
from the terms in (6.17), (6.18) corresponding to θ′j , θ
′′
j ∈ V. It also takes care of
the inner products
(
Sl(ρ)u˜(ρ;x0), u˜(ρ;y0)
)
; these inner products are the reason why we
need double sum in (7.31): we have expressed this inner product as a sum of all matrix
elements of Sl(ρ) times the corresponding elements of the two vectors. The function
f2(Φ) is a product of powers of {sin Φq}. This function comes from differentiating (5.22)
and e−i〈ξ,x0−y0〉 with respect to r. Finally, f˜3 is of the following form:
(7.32) f˜3(X ; t; Φ) =
T∏
t=1
(lt + ρ
∑
q
btq sin(Φq))
−kt.
This function corresponds to the negative powers of inner products 〈ξ, θt〉 given by
Lemma 5.12, part (ii). Here, {btq} are coefficients in the decomposition (θt)V⊥ =
∑
q b
t
qµ˜q;
recall that these numbers are all of the same sign and satisfy (5.23). Without loss of
generality we will assume that all btq are non-negative. The number lt = l(b
t
1, . . . , b
t
K+1) :=
〈X, (θt)V〉 + Lm+1
∑
q b
t
q satisfies lt ≍ ραm+1n , since our assumptions imply |〈X, θV〉| ≪
ραmn . This number depends on X , but not on Φ or ρ. The number kt = k(b
t
1, . . . , b
t
K+1)
is positive, integer, and independent of ξ.
By denoting θ := η − ν ∈ (Υ(ξ)−Υ(ξ)), we can re-write (7.31) like this:
(7.33)∑
θ∈(Υ(ξ)−Υ(ξ))
∑
η∈Υ(ξ)
e−i〈η,x0−y0〉e−i〈θ,y0〉ρmf˜1(X(η), X(η−θ))f2(Φ)f˜3(X(η), X(η−θ); ρ; Φ).
Recall that (7.28) involves the integration against dX˜ (where X˜ is a class of equivalence
with respect to↔). If we integrate against dX instead, we can get rid of the summation
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over different η in (7.33):
eV;p(λ
′, λ′′;H2;U ;x0,y0)
=
∫
Ω(V)
dX
∫
Mp
dΦ˜
λ′′∫
λ′
ρdρJ(ρ; X˜ ; Φ˜;x0,y0) +O(ρ
−M
n ),
(7.34)
where J is the sum of the terms of the following form:
(7.35)
∑
θ∈(Υ(ξ)−Υ(ξ))
e−i〈ξ,x0−y0〉ρmf1(X(ξ); θ)f2(Φ)f3(X(ξ); ρ; Φ), m ≤ K − 1 ≤ d− 2.
with fj satisfying the same properties as before. Note that ξ is the point with coordinates
(X, ρ, Φ˜).
We have
(7.36) 〈ξ,x0 − y0〉 = 〈X, (x0 − y0)V〉+ 〈a, (x0 − y0)V⊥〉+ ρ
∑
q
sq sinΦq,
where constants sq are coefficients in the decomposition (x0 − y0)V⊥ =
∑
q sqµ˜q(p).
Our objective is to compute the sum of the integrals of (7.35) over various domains
Ξ(V)p. So, we need to integrate the functions of the form
(7.37) FK :=
(sinΦ1)
n1 . . . (sin ΦK)
nK (sinΦK+1)
nK+1∏T
t=1(lt + ρ
∑K+1
j=1 b
t
j sinΦj)
kt
e−iρ
∑
q sq sinΦq .
7.1. The diagonal case. On the diagonal x0 = y0 the integral JˆK :=
∫
Mp
FKdΦ˜ is
exactly of the same form as in [18] and we can directly apply the results from [18] ,
Lemma 10.4:
Lemma 7.4. We have:
(7.38) JˆK =
K∑
q=0
(ln(ρ))q
∞∑
p=0
d(p, q;n)ρ−p,
where
(7.39) |d(p, q;n)| ≪ ρ2p/3n ρ−Qβn ,
where Q :=
∑
t kt. These estimates are uniform in An.
1
From Lemma 7.4 we immediately obtain (cf. [18]) the asymptotic formula
(7.40)∫
Ω(V)
dX
∫
Mp
dΦ˜ ρJ(ρ; X˜ ; Φ˜;x0,y0) =
d−1∑
q=0
(ln(ρ))q
∞∑
p=−d+1
dˆ(p, q;n)ρ−p, ρ > ρ2/3n ,
1We recall that coefficients d(p, q;n) depend on X via lt.
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where
(7.41) |dˆ(p, q;n)| ≪ ρ2p/3+2(d−1)/3n .
Now, to calculate (7.34) we integrate (7.40) against dρ. Then taking the summation over
all Mp and V ∈ V (see (7.19)) we obtain
e(λ′′, λ′;H2;U ;x0,x0)
=
d∑
q=0
(ln(λ′′))q
∞∑
p=−d
d˜(p, q;n)(λ′′)
−p/2 −
d∑
q=0
(ln(λ′))q
∞∑
p=−d
d˜(p, q;n)(λ′)
−p/2
,
(7.42)
where
(7.43) |d˜(p, q;n)| ≪ ρ2p/3+2d/3n .
Recall that for [λ′, λ′′] ⊂ In formula (7.42) describes (up to an error O(ρ−Mn )) the
kernel e([λ′, λ′′];H2;U ;x0,x0) introduced in (7.11). Strictly speaking, so far we have
proved (7.42) only assuming that ρ′′ − ρ′ < ρn/8, but in the general case we cover
the interval [λ′, λ′′] by several (at most 16) smaller intervals where this assumption is
satisfied, and then sum formulae (7.42) for each of these intervals.
Therefore, for λ1/2 ∈ In we have
e([−∞, λ];H2;U ;x0,x0) = e([ρ2n, λ];H2;U ;x0,x0) + e([−∞, ρ2n];H2;U ;x0,x0) =
d∑
q=0
(ln(λ))q
∞∑
p=−d
d˜(p, q;n)λ−p/2 + cn +O(ρ
−M
n ), λ
1/2 ∈ In,
(7.44)
where
(7.45) cn := e([−∞, ρ2n];H2;U ;x0,x0)−
d∑
q=0
(ln(ρ2n))
q
∞∑
p=−d
a˜(p, q;n)ρn
−p.
Obviously, |cn| << ρd+1n . Using (7.14), we obtain the following asymptotic expansion for
e([−∞, λ];H ;x0,x0):
e([−∞, λ];H ;x0,x0) =
d∑
q=0
(ln(λ))q
∞∑
p=−d
a(p, q;n)λ−p/2 + O(ρ−Mn ) =
d∑
q=0
(ln(λ))q
6M∑
p=−d
a(p, q;n)λ−p/2 +O(ρ−Mn ), λ
1/2 ∈ In,
(7.46)
where
(7.47) |a(p, q;n)(x0)| ≪ ρ2p/3+d+1n ,
and O-term here does not depend on n (though it can depend onM). In fact, a(0, 0;n) =
d˜(0, 0;n)+ cn and a(p, q;n) = d˜(p, q;n) for |p|+ q 6= 0. It is also not hard to see that the
estimates are uniform in x0 ∈ Rd. This proves Lemma 3.3.
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Remark 7.5. The explicit form of the principal term in (3.3) is just a consequence of
the a priori fact that N(ρ2;x) = Cdρ
d(1 + o(1)) (see, e.g., [1]).
7.2. The off-diagonal case. Now we assume that x0 6= y0. Denote n := x0−y0|x0−y0| . As we
have stated in the introduction, we will consider only the (generic) case when x0 − y0 is
not orthogonal to any of the vectors θ ∈ Θ∞, so in particular x0 − y0 is not orthogonal
to any of the vectors θ ∈ Θk˜. For large ρ this implies that the vector ρn belongs to
the non-resonant region Ξ(X). What we plan to do is, essentially, computing integrals
of the form (7.33) using the stationary phase approach. All the computations are quite
standard; however, since we are using rather special set of coordinates, we have to be
careful when introducing the partition of unity, etc. Therefore, we give some explanations
of what we do here, but do not calculate everything in detail.
We start by introducing the partition of unity dictated by our coordinates in A. We
start by treating the resonant regions of the lowest rank, i.e. computing the integrals
over Ξ(X). So, let us fix the component
(7.48) Ξ(X)p = {ξ ∈ Rd, & ∀j 〈ξ, µ˜j(p)〉 > L1}
for some vectors {µ˜j(p)}d−1j=1. Next, for each vector θ = µ˜j(p), j = 1, . . . , d − 1 we
introduce three functions ekθ = e
k
θ(ξ), ξ ∈ A, k = 1, 2, 3, with the following properties:
1. All functions ekθ are smooth and satisfy 0 ≤ ekθ ≤ 1 and
∑3
k=1 e
k
θ = 1 in A.
2. e1θ depends only on the projection Pθ(ξ) := 〈ξ, θ〉/|θ|; e1θ equals zero when Pθ(ξ) >
ρα1n and e
1
θ equals one when Pθ(ξ) <
1
2
ρα1n .
3. e3θ depends only on the angle Φj :=
pi
2
− φ(ξ − a, µ˜j(p)); e3θ equals zero when
Pθ(ξ) < ρ
α1
n and e
3
θ equals one when Pθ(ξ) > 2ρ
α1
n .
4. All partial derivatives of these functions satisfy
(7.49) |Dsξekθ| ≪ ρ−|s|βn .
It is a simple (but quite tedious) exercise to check that such a partition exists. Now
we consider the contribution to (7.34) when we multiply the integrand by
∏d−1
j=1 e
3
θ.
Case 1. ρn 6∈ Ξ(X)p. Then the contribution to the integral (7.34) equals (see (7.37))
(7.50)
∫
Mp
(sinΦ1)
n1 . . . (sinΦK)
nK (sinΦK+1)
nK+1 dΦ˜∏T
t=1(lt + ρ
∑K+1
j=1 b
t
j sinΦj)
kt
e(Φ˜)e±iρ|x0−y0|f(Φ˜).
Here, f is smooth (in fact analytic) in Φ˜, and ∇f is never equal to zero inside Mp. The
best way to see this is to use the original form of f (cf. (7.37) and (7.36)). The function
e is a smooth cut-off with support strictly inside Mp satisfying
(7.51) |Ds
Φ˜
e| ≪ ρ|s|(1−β)n
(these estimates follow from (7.49) after rescaling). It is easy to see that each integration
by parts (we integrate the exponential and differentiate other factors along (x0 − y0))
improves the estimate of the integral by at least ρ−βn . This shows that these integrals are
O(ρ−Mn ).
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Case 2. ρn ∈ Ξ(X)p. Then the contribution to the integral (7.34) is again given by
(7.50), the only difference being that now there is a point c ∈ Mp such that ∇f(c) = 0,
and the Hessian of f at c is non-degenerated (again see (7.37) and (7.36)). Here we need
to be just a little bit more careful. Let e˜ be an additional cut-off function such that
1. e˜ is smooth and 0 ≤ e˜ ≤ 1.
2. e˜ depends only on Φ˜; e˜ equals one in a neighborhood of the point c and e˜ equals
zero in a neighborhood of the boundary of Mp.
3. All partial derivatives of e˜ satisfy
(7.52) |Ds
Φ˜
e˜| ≪ C|s|.
It is not hard to see that such function exists. Then we split (7.50) into two integrals.
The integral with additional factor (1 − e˜) can be estimated as in Case 1. For the
integral with additional factor e˜ we notice that now all sums
∑K+1
j=1 b
t
j sinΦj are uniformly
separated away from zero by some constant which depends on k˜ only. Thus, we can use
geometric progression for denominators:
(lt + ρ
K+1∑
j=1
btj sinΦj)
−1 =
∞∑
s=0
ρ−s−1
lst
(
∑K+1
j=1 b
t
j sin Φj)
s+1
.
This leads us to the standard stationary phase integrals. As a result, we obtain the
following asymptotics (see [9], Theorem 7.7.5):
eiρ
′′|x0−y0|
∞∑
p=0
c+(p;n)(ρ
′′)−p−(d−1)/2 + e−iρ
′′|x0−y0|
∞∑
p=0
c−(p;n)(ρ
′′)−p−(d−1)/2
−eiρ′|x0−y0|
∞∑
p=0
c+(p;n)(ρ
′)−p−(d−1)/2 − e−iρ′|x0−y0|
∞∑
p=0
c−(p;n)(ρ
′)−p−(d−1)/2.
(7.53)
For coefficients c±(p;n) we have the estimate
(7.54) |c±(p;n)| ≪ ρp/2n
which follows from the bound on lt. As before, these estimates are uniform in X .
This covers the case of integrals over the non-resonant regions. The rest of the inte-
gration takes place over the resonant zones. Strictly speaking, those resonant zones are
twice the width of the resonant zones we had before (since the support of e2 can spread
to the region of width 2ρα1n , whereas the width of our zones was ρ
α1
n ). Nevertheless, we
can extend the coordinates X to these wider resonant zones.
Consider now the contribution to (7.34) from a resonant partition function; by em-
ploying a further partition of unity, we can assume that the integration takes place inside
one resonant region Ξ(V)p and therefore the integral has the following form (we assume
the Φ coordinates to be fixed and consider only the integral in X variables):
(7.55) e±i〈ξ,(x0−y0)V⊥ 〉
∫
Ω(V)
e(ρ,X)F (X) dX∏T
t=1(lt(X) + ρb˜
t)kt
e±i〈X,(x0−y0)V〉.
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Here, F (X) is a smooth function with bounded derivatives (the bound can depend only
on k˜) and e(ρ,X) is a smooth cut-off that satisfies the estimates
(7.56) |DsXe| ≪ ρ−|s|βn .
Finally (see above), lt(X) := 〈X, (θt)V〉+Lm+1bt >> ρβn. Again, each integration by parts
(integrating the exponential and differentiating other factors along (x0−y0)V) improves
the estimate by at least ρ−βn , and thus the corresponding contribution is O(ρ
−M
n ).
Now, integrating (7.53) over X and ρ and repeating the arguments from the diagonal
case (see in particular (7.34) and (7.35)) we obtain the following asymptotic expansion
for e([−∞, λ];H ;x0,y0) (here we also use that e([−∞, λ];H ;x0,y0) is real-valued):
e([−∞, λ];H ;x0,y0) = cos(λ1/2|x0 − y0|)
4M∑
p=−d+1
aˆ(p;n)λ−p/2−(d−1)/4+
sin(λ1/2|x0 − y0|)
4M∑
p=−d+1
aˇ(p;n)λ−p/2−(d−1)/4 + A0(n) +O(ρ
−M
n ), λ
1/2 ∈ In.
(7.57)
Here, the real-valued coefficients aˆ(p;n) = aˆ(p;n)(x0,y0), aˇ(p;n) = aˇ(p;n)(x0,y0) satisfy
(7.58) |aˆ(p;n)|+ |aˇ(p;n)| ≪ ρp/2+d/2n ,
and the O-term does not depend on n (though it can depend on M). The constant term
A0(n) = A0(n;x0,y0) plays the same role as the constant term cn (see (7.45)) in the
diagonal case:
A0(n) := e([−∞, ρ2n];H2;U ;x0,y0)− cos(ρn|x0 − y0|)
4M∑
p=−d+1
aˆ(p;n)ρ−p−(d−1)/2n
− sin(ρn|x0 − y0|)
4M∑
p=−d+1
aˇ(p;n)ρ−p−(d−1)/2n .
(7.59)
Obviously, we have
(7.60) |A0(n)| ≪ ρdn.
This proves Lemma 3.5.
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