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Abstract—The nodes in communication networks are possibly
and most likely equipped with different recovery resources, which
allow them to recover from a virus with different rates. In
this paper, we aim to understand know how to allocate the
limited recovery resources to efficiently prevent the spreading
of epidemics. We study the susceptible-infected-susceptible (SIS)
epidemic model on directed scale-free networks. In the classic SIS
model, a susceptible node can be infected by an infected neighbor
with the infection rate β and an infected node can be recovered to
be susceptible again with the recovery rate δ. In the steady state
a fraction y∞ of nodes are infected, which shows how severely
the network is infected. Instead of considering the same recovery
rate for all the nodes in the SIS model, we propose to allocate
the recovery rate δi for node i according to its indegree and
outdegree-δi∼kαini,ink
αout
i,out, given the finite average recovery rate
〈δ〉 representing the limited recovery resources over the whole
network. We consider directed networks with the same power
law indegree and outdegree distribution, but different values
of the directionality ξ (the proportion of unidirectional links)
and linear correlation coefficients ρ between the indegree and
outdegree. We find that, by tuning the two scaling exponents
αin and αout, we can always reduce the infection fraction
y∞ thus reducing the extent of infections, comparing to the
homogeneous recovery rates allocation. Moreover, we can find
our optimal strategy via the optimal choice of the exponent αin
and αout. Our optimal strategy indicates that when the recovery
resources are sufficient, more resources should be allocated to the
nodes with a larger indegree or outdegree, but when the recovery
resource is very limited, only the nodes with a larger outdegree
should be equipped with more resources. We also find that our
optimal strategy works better when the recovery resources are
sufficient but not yet able to make the epidemic die out, and
when the indegree outdegree correlation is small.
I. INTRODUCTION
Network security has become one of the most important
challenges for communication networks. A network node
could be infected, become a new infection source and infect
other hosts. On the other hand, network nodes are usually
equipped with certain recovery resources, so that they can be
recovered from the infection in a finite time. The infection and
recovery processes above have been described by epidemic
models [1]–[6]. One of the most widely studied models is the
susceptible-infected-susceptible (SIS) model [7]–[17].
In the homogeneous SIS model, at any time t, the state
of a node is a Bernoulli random variable, where Xi(t) = 0
represents that node i is susceptible and Xi(t) = 1 if it is
infected. Each infected node infects each of its susceptible
neighbors with an infection rate β. The infection process
between any infected node and any susceptible node is an
independent Poisson process. The recovery process of each
infected node is also an independent Poisson process with a
recovery rate δ. In a single network, if the effective infection
rate τ , β/δ is smaller than a critical value τc, i.e. τ < τc,
the infection rapidly disappears, whereas if τ > τc, a nonzero
fraction y∞ of nodes are being infected in the steady state
[3], [7], [18]. The fraction of infection y∞, ranging in [0, 1],
indicates that how severe the influence of the virus is, i.e.
the larger the infected fraction y∞ is, the more severely the
network is infected.
The classic SIS model assumes that the infection rate β
is the same for all infected-susceptible node pairs and so is
the recovery rate δ, thus homogeneity. However, the recovery
time of real-world network components can be different, since
they can be equipped with, for example, different antivirus
softwares and different levels of human intervention that lead
to different time to discover and cure the virus. Meanwhile, a
fast recovery which requires an antivirus software with a high
scanning frequency or frequent human intervention, is costly.
The balance of the effect and cost of recovering capacity is
of key importance. That is to say, with the limited recovery
resources, how to distribute them, is critical.
In this work, we consider the SIS epidemic spreading
with homogeneous infection rate β in a network with N
nodes. However, we propose heterogeneous recovery rates
allocation to minimize the fraction y∞ of infected nodes
in the steady state for the given finite average recovery
rate 〈δ〉 = (
∑N
i=1 δi)/N representing the limited recovery
resources.
It has been revealed that in real-world networks such as
the Internet [19] and World Wide Web [20], the probability
that a node has k connections (degree k) follows a scale-free
distribution P (k)∼k−λ [21]–[23], with an exponent λ ranging
between 2 and 3. The studies [24], [25] have also shown the
directed characteristics of those networks: when a node i is
connected to j, j is not necessarily connected to i. Hence,
we consider directed scale-free (SF) networks which has been
less explored for the SIS model.
We propose to allocate the recovery rate of each node as
a function of the indegree and outdegree of the node, i.e.
δi∼k
αin
i,ink
αout
i,out. The degree, which is easily to compute, has
been chosen for the following reasons: a) the nodal degree
has been shown to be crucial to select e.g. the nodes to
immunize to reduce the infection fraction and the nodes to
protect to maintain the network connectivity [26], [27]; b) the
degree is correlated with many other network properties of a
node [28], [29]. When the network is undirected, our strategy
becomes δi∼kαi . Our goal is to find the optimal allocation,
i.e. the optimal scaling parameter αin and αout, which leads
to a minimal infection fraction. We find that, compared to
the homogeneous SIS model, where the recovery rate is the
same for all the nodes, our optimal strategy can always further
evidently reduce the infection fraction y∞ (even to 0, thus,
the epidemic dies out) in the steady state. The novelty of our
approach lies in: a. We generalize the classic homogeneous
SIS model to heterogeneous, which allows each node to have
a different recovery rate; b. We consider not only the classic
undirected networks but also directed networks, characterized
by the directionality ξ and the indegree outdegree correlation
ρ. This introduces heterogeneity into the network structure; c.
We propose a heterogeneous recovery rates allocation strategy
based on the degree of each node, the simplest network
property to compute.
The main method to reduce the fraction of the infected
nodes is immunization. The immunization strategies [30]–[34]
select a given number of nodes to be immunized. When a node
gets immunized, it can not get infected nor infect the others.
To immunize a node is equivalent to allocating an infinite
recovery rate to this node. In this sense, the immunization
problem is to decide which set of a given number m of nodes
should we assign an infinite recovery rate whereas the rest
nodes have the same given and finite recovery rate. Our work
addressed the more general case where each node may have
a different recovery rate instead of assigning two possible
recovery rates to the whole network. Heterogeneous SIS model
has been addressed recently [35]–[37] by taking into account
either the heterogeneous infection or recovery rates. [35]
studies the epidemic threshold with variable infection rates.
[36] also models heterogeneous infection rates and observes
slow epidemic extinction phenomenon. [37] discusses how to
choose the infection and recovery rates from given discrete
sets to let the virus die out, but our work addresses, more
generally, how to reduce the fraction of infected nodes-a zero
fraction means the extinction of the virus.
The rest of this paper is organized as follows. Section II in-
troduces the directionality ξ and indegree outdegree correlation
ρ to describe the directed networks, and the epidemic threshold
as well. Section III illustrates the distribution of the recovery
rate δi, the infection fraction vs. the epidemic threshold, and
the influence of the exponents (αin, αout) on the infection
fraction, when the recovery rate is distributed heterogeneously
according to our strategy. Section IV investigates the optimal
exponents (αin,opt, αout,opt) for different indegree outdegree
correlations ρ, and compares the infection fraction obtained
by our optimal heterogeneous recovery rates allocation and by
homogeneous recovery rates allocation. Section V concludes
the paper.
II. DIRECTED NETWORKS AND THE EPIDEMIC THRESHOLD
A. Directed networks
In order to describe the directed SF networks, as in our
previous works [38], [39], we employ the directionality ξ and
indegree outdegree correlation ρ. The directionality is ξ =
Lunidirectional/L, where Lunidirectional and Lbidirectional
represent the number of unidirectional and bidirectional links
respectively, and the normalization L = Lunidirectional +
2Lbidirectional, because a bidirectional link can be considered
as two unidirectional links. When ξ = 0 the network is
undirected.
The sum of indegree and the sum of outdegree are equal
in a directed network, but the indegree and outdegree of a
single node are usually not the same. The indegree outdegree
correlation ρ is to quantify the possible difference between
indegree and outdegree and it is actually the linear correlation
coefficient between indegree and outdegree.
ρ =
∑N
i=1(ki,in − 〈k〉)(ki,out − 〈k〉)√∑N
i=1(ki,in − 〈k〉)
2
√∑N
i=1(ki,out − 〈k〉)
2
(1)
where ki,in and ki,out are the indegree and outdegree of node
i respectively. The average degree 〈k〉 is the same for both
indegree and outdegree. Note that when ρ = 1 the indegree is
linearly dependent on the outdegree for all nodes, and when
ρ = 0 the indegree and outdegree are independent of each
other. In this paper we confine ourselves to the case in which
the indegree and outdegree follow the same distribution. In
this case, ρ = 1 implies that ki,in = ki,out holds for every
node i. Particularly, in this paper, we construct the directed
SF networks with a given indegree outdegree correlation ρ
using the algorithm ANC we proposed in [39], so we get
the networks with the directionality1 ξ ≈ 1 and a specified
indegree outdegree correlation ρ.
B. The epidemic threshold of the SIS model
Given the adjacency matrix2 A of a network, the epidemic
threshold of the homogeneous SIS model with the same
infection rate and recovery rate for all the links and nodes
respectively, via the N-intertwined mean field approximation
(NIMFA) is τc = 1/λ1(A), where λ1(A) is the largest
eigenvalue of the adjacency matrix A [10]. When the effective
infection rate τ = β/δ is above this threshold τ > τc,
the epidemic spreads out. Via the mean field approximation-
NIMFA, we can also obtain the sufficient condition for the
epidemic to die out in the heterogeneous SIS model, which
is ℜ(λ1(−diag(δi) + β ∗ A)) ≤ 0 [10] [37], where A is
the adjacency matrix of the network, diag(δi) is a N by N
1E(ξ) = 1− 〈k〉2N/(N − 1)2, limN→+∞ E(ξ) = 1.
2The entries of the adjacency matrix A are, aij = 1 if node i is connected
to node j or otherwise aij = 0.
diagonal matrix with elements δi and ℜ(λ1(•)) represents the
real part of the largest eigenvalue of a matrix3.
III. THE EFFECT OF THE HETEROGENEOUS RECOVERY
RATES ALLOCATION
Instead of the approximated discrete-time SIS model simu-
lations, we use a continuous-time simulator, proposed by van
de Bovenkamp et al. and described in detail in [12]. We are
going to evaluate the effect of our degree based heterogeneous
recovery rates allocation strategy via the infection fraction y∞
in the steady state. In this paper, we consider directed SF
networks (both the indegree and outdegree follow the same
power law distribution) with the power law exponent λ = 2.5,
the networks size N = 1000, the smallest degree kmin = 2
and the natural degree cutoff kmax = ⌊N1/(λ−1)⌋ [40]. The
directionality ξ and indegree outdegree correlation ρ can be
tuned, using the algorithms we proposed in [39]. For the
heterogeneous SIS model, we set the infection rate β = 1
for all links, and assign the recovery rate according to our
strategy δi = c2kαini,ink
αout
i,out, where the parameter αin and αout
can be tuned and the constant number c2 is decided by the
given average recovery rate 〈δ〉. All the results are based on
the average of 1000 simulations.
We use the continuous-time simulations which precisely
simulate the continuous SIS dynamics, instead of discrete-time
ones, because the precision of a discrete time simulation of a
continuous process requires a small time bin to sample the
continuous process so that within each time bin, no multiple
events occur. A heterogeneous SIS model allows different as
well large infection or recovery rates, which requires even
smaller time bin size and challenges the precision of discrete-
time.
A. The distribution of the recovery rate δi
In this paper, the indegree and outdegree of a node both
follow the same power-law distribution
Pr[Din = k] = Pr[Dout = k] = c1k
−λ
where c1 = 1/
∑kmax
k=kmin
k−λ. The joint degree distribution of
a random node in a directed network with indegree outdegree
correlation ρ and directionality ξ ≈ 1 that we generated using
ANC follows
Pr[Din = kin, Dout = kout] ={ ρc1k−λin + (1− ρ)c21k−2λin , when kin = kout
(1− ρ)c21k
−λ
in k
−λ
out, when kin 6= kout
The recovery rate of each node is assigned accord-
ing to our strategy as δi = c2kαini,ink
αout
i,out, where c2 =
〈δ〉
∑
N−1
kin=1
∑
N−1
kout=1
Pr[Din=kin,Dout=kout]k
αin
in
k
αout
out
, so the proba-
bility density function of the recovery rate ∆ is
Pr[∆ = x] =
N−1∑
kin=1
Pr[Din = kin, Dout =
(
x
c2k
αin
in
) 1
αout
].
3If A is asymmetric, the largest eigenvalue of the matrix −diag(δi)+β∗A
may be complex.
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Fig. 1: The probability distribution of the recovery rate with
〈δ〉 = 2, ρ = 0.5, αin = 0.3 and αout = 0.6.
In special cases, but not always, the distribution of the re-
covery rate follows strictly the power law. For example, when
the indegree outdegree correlation is ρ = 1, the distribution
follows the power law with the exponent αin+αout−λ. Fig. 1
shows an example of the distribution of the recovery rate with
〈δ〉 = 2, ρ = 0.5, αin = 0.3 and αout = 0.6. The distribution
in this case follows approximately a power law.
B. The infection fraction y∞ vs. ℜ(λ1(−diag(δi) + β ∗A))
From network designers’ point of view, we aim to either
increase the epidemic threshold or decrease the fraction of
infection via network topology modifications, the allocation
of the infection rates, recovery rates or immunization [41]–
[43]. We would like to first understand in the heterogeneous
SIS, whether a small ℜ(λ1(−diag(δi)+β∗A)) would suggest
a low infection fraction. If so, we could simplify the opti-
mization of the fraction of infection to the optimization of the
ℜ(λ1(−diag(δi) + β ∗A)).
We take undirected scale-free networks as an example. In
this case, the largest eigenvalue is real, i.e. ℜ(λ1(−diag(δi)+
β ∗A)) = λ1(−diag(δi) + β ∗A). We compare the infection
fraction y∞ in the steady state and the largest eigenvalue
λ1 of the matrix (−diag(δi) + A), when the infection rate
β = 1 holds for all the links, the recovery rate of each node
is assigned according to our strategy, i.e. δi = c2kαi and the
average recovery rate 〈δ〉 is given as shown in Fig. 2. In Fig.
2a, we can see that when the infection fraction y∞ = 0,
the largest eigenvalue λ1 is also close to 0 which supports
that λ1(−diag(δi) + β ∗ A) < 0 is the sufficient condition
for an epidemic to die out. The trends of the two curves
are consistent-the larger the eigenvalue λ1 is, the larger the
infection fraction y∞ is. However, their trends are not the
same when the average recovery rate 〈δ〉 decreases (i.e. the
recovery resources are reduced) as shown in Fig. 2b and 2c.
In other words, we cannot use the magnitude of λ1 to indicate
what extent the network is infected which suggests that we
have to design recovery allocation strategies to minimize the
fraction of infection.
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Fig. 2: The plots of the infection infraction y∞ and the largest eigenvalue of the matrix −diag(δi) + A as a function of the
exponent α for different values of the average recovery rate 〈δ〉.
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Fig. 3: The plots of infected infraction y∞ as a function of the exponents αin and αout with different values of the average
recovery rate 〈δ〉 and the indegree outdegree correlation ρ
C. The influence of α or (αin, αout)
We can also see in Fig. 2, compared to the homogeneous
SIS model (α = 0), by applying our strategy to allocate the
recovery rate, the infection fraction y∞ can be significantly
reduced in a wide range of α, and we will discuss the
maximum possible improvement in detail in the next section.
Moreover, the infection fraction is again increasing if the
exponent α is larger than a certain value. That’s to say, more
recovery resources distributed to the high-degree nodes is
not necessarily better in preventing infections; instead, too
unbalanced distribution helps the virus. In the extreme case
where α→ +∞, all the recovery rate is allocated to a single
node, the one with the highest degree. In this case, all the
other nodes have recovery rate 0. The network always gets
fully infected except for the largest degree node, as long as
the network is still connected after removing the highest degree
node.
We investigate next the case of directed SF networks with
directionality ξ ≈ 1 and a given indegree outdegree correlation
ρ. Two scaling exponents αin and αout can be tuned to decide
the recovery rate δi = ckαini,ink
αout
i,out. We plot the infection frac-
tion y∞ as a function of αin and αout. In Fig. 3a, compared to
the undirected networks with the same average recovery rate
〈δ〉 = 3, we find that most combinations of the two exponents
αin and αout around (0.5, 0.5), i.e. αin ≈ 0.5, αout ≈ 0.5,
can lead to the die-out steady state. If we further decrease the
average recovery rate 〈δ〉, though the die-out steady state can
not be reached any more, many combinations of (αin, αout)
can reduce the infection fraction effectively compared to the
homogeneous case, where αin = αout = 0, as shown in Fig.
3b. Fig. 3c describes the case with a smaller average recovery
rate 〈δ〉 but larger indegree outdegree correlation (ρ = 0.5),
the same phenomenon can be observed.
IV. OPTIMAL HETEROGENEOUS RECOVERY ALLOCATIONS
Most interestingly, we would like to find out our optimal
strategy, i.e. the optimal exponent αopt (or a combination
(αin,opt, αout,opt)) which leads to the minimum infection
infraction y∞. Moreover, how much can our optimal strategy
further reduce the fraction y∞ of infection compared to the
homogeneous allocation of recovery rate?
A. The optimal exponents α or (αin, αout)
We list the optimal exponent α for undirected SF networks
with different average recovery rates 〈δ〉 in Table I, and the
optimal combination (αin,opt, αout,opt) of the two exponents
αin and αout for directed SF networks with different average
recovery rates 〈δ〉 and indegree outdegree correlation ρ in
Table II. For some combinations of 〈δ〉 and ρ, like 〈δ〉 = 3
and ρ = 0, more than one pair of (αin, αout) can reduce the
infection fraction y∞ to 0, so we cannot list the optimal one.
Note that, when indegree outdegree correlation ρ = 1, the
indegree and outdegree are the same for each node, so it is
enough to list only one optimal exponent. We still confine
ourselves to directed networks with directionality ξ ≈ 1.
TABLE I: The optimal exponent αopt for undirected SF
networks with different average recovery rates 〈δ〉
〈δ〉 1.5 1.75 2 2.25 2.5 2.75∼4
αopt 0.3 0.4 0.7 0.8 0.9 1
TABLE II: The optimal combinations (αin,opt, αout,opt) for
directed SF networks with different 〈δ〉 and ρ
P
P
P
P
PP
〈δ〉
ρ 0 0.5 1
1.5 ( 0.1, 0.6) (-0.1, 0.6) 0.1
1.75 ( 0.2, 0.6) ( 0.1, 0.6) 0.3
2 ( 0.4, 0.5) ( 0.3, 0.6) 0.5
2.25 ( 0.5, 0.5) ( 0.4, 0.5) 0.7
2.5 ( 0.5, 0.5) ( 0.5, 0.5) 0.8
2.75 - ( 0.5, 0.5) 0.9
3 - - 1
By observing Table I and II, we find that, with indegree
outdegree correlation ρ = 1, either the network is undirected
or directed, the optimal exponent αopt decreases as the average
recovery rate 〈δ〉 decreases. A positive αopt implies that , we
should distribute more recovery resources to the nodes with
larger degrees. As the total recovery resources, 〈δ〉 decrease,
αopt decreases, suggesting a relative homogeneous allocation
of the recovery resources. When the recovery resources are
large, αopt is large, implying that a more heterogeneous
distribution is most beneficial. Moreover, for directed networks
with unequal indegree and outdegree, regardless of the average
recovery rate 〈δ〉, the optimal exponent αout,opt for outdegree
is always around 0.5, though the optimal exponent αin,opt for
indegree declines as 〈δ〉 decreases. In other words, the nodes
with larger outdegree should always be equipped with faster
recovery even if the total recovery resources are very limited,
but not the nodes with larger indegree. That’s reasonable
because a larger outdegree means more chances to spread the
virus and a fast recovery of such nodes is effective to prevent
infections.
B. Optimal heterogeneous vs. homogeneous recovery rates
Furthermore, we would like to understand how much our
optimal strategy could further reduce the infection compared
with classic homogeneous recovery rates allocation. We com-
pare the infection fraction y∞ of the homogeneous (α = 0 or
αin = αout = 0) and our optimal heterogeneous (α = αopt
or αin = αin,opt, αout = αout,opt) recovery rates allocation.
Fig. 4 shows the results for undirected SF networks, and
Fig. 5 for the directed SF networks with different indegree
0.5
0.4
0.3
0.2
0.1
0.0
y∞
4.03.53.02.52.01.5
<δ>
y
∞
(α=0)
y
∞
(α=αopt)
Fig. 4: The plot of the infection fraction y∞ as a function
of the average recovery rate 〈δ〉 for undirected SF networks
under both homogeneous (α = 0) and optimal (α = αopt)
recovery rates allocation.
outdegree correlation ρ. We find that, in general, our optimal
heterogeneous strategy outperforms the homogeneous one and
such outperformance becomes more evident when the average
recovery rate 〈δ〉 is not too small (not close to the infection rate
β = 1). Our optimal heterogeneous strategy could even reduce
the outbreak epidemic state with the homogeneous strategy
into a die out state when the average recovery rate 〈δ〉 is close
to 3.
Fig. 5 shows that a smaller indegree outdegree correlation ρ
retards the virus spreading given the recovery rate allocation
strategy, e.g. the homogeneous allocation. A smaller indegree
outdegree correlation ρ implies the larger difference between
the indegree and outdegree of nodes. On one hand, a node
with large outdegree may have a small indegree. Though such
nodes have more chances to spread the virus, they are not
likely to be infected. On the other hand, a node with a small
outdegree may have a large indegree. Such nodes tend to be
infected but do not help the virus to spread. Hence, a smaller
indegree outdegree correlation ρ prevents the spreading of the
virus.
We further explore the performance of our optimal heteroge-
neous recovery rates allocation strategy for different indegree
outdegree correlation ρ. We calculate the further improvement
in the infection fraction, ∆y∞, as the difference between
the infection fraction of the homogeneous (y∞,homo) and our
optimal heterogeneous (y∞,opt) recovery rates allocation, i.e.
∆y∞ = y∞,homo − y∞,opt, given the same average recovery
rate 〈δ〉. In Fig. 6, for different indegree outdegree correlation
ρ, we plot ∆y∞ as a function of the average recovery rate
〈δ〉 to show how much our optimal strategy can reduce the
infection fraction, compared to the homogeneous SIS model.
There seems to be a peak at 〈δ〉c in each curve. That’s mainly
because as 〈δ〉 increases, both y∞,homo and y∞,opt decrease
to 0, limiting the difference between the heterogeneous and
homogeneous strategy. Before the peak, i.e. when δ < 〈δ〉c,
we find that the effect of our optimal strategy is more evident
when the average recovery rate 〈δ〉 is large and when the
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Fig. 5: The infection fraction y∞ as a function of the average recovery rate 〈δ〉 in directed SF networks with different indegree
outdegree correlation ρ, under both homogeneous (◦, αin = αout = 0) and optimal (, αin = αin,opt, αout = αout,opt)
recovery rates allocation.
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Fig. 6: The variation of the infection fraction ∆y∞ as a
function of the average recovery rate 〈δ〉 for different values
of the indegree outdegree correlation ρ.
indegree outdegree correlation ρ is small. When the total
recovery resources, i.e. the average recovery rate is very small
or very large, the epidemic will anyway spread out or die out
respectively, which is independent of the recovery rate alloca-
tion strategy. Whereas in between these two extreme cases, i.e.
with intermediate 〈δ〉, we always see the outperformance of
our heterogeneous strategy. Such outperformance appears in a
range of 〈δ〉 with smaller values when the indegree outdegree
correlation ρ is smaller, likely due to the fact that a smaller
degree correlation contributes to the prevention of epidemic
spreading.
V. CONCLUSION
In this work, we address a new challenging question: how
to allocate the limited recovery resources heterogeneously
so that the fraction of infection can be minimized? We
propose the heterogeneous recovery rates allocation strategy
which allocates different recovery rates to different nodes.
Our strategy is based on the degree of each node, which has
the lowest computational complexity, δi = ckαini,ink
αout
i,out. We
consider both undirected and directed networks, characterized
by the directionality ξ and the indegree outdegree correlation
ρ.
Interestingly, our strategy via the optimal choice of the
parameters αin and αout, evidently outperforms the classic
homogeneous allocation of recovery resources in general,
especially when the given recovery resources are sufficient.
The optimal choice of the parameter αin and αout depends
on the indegree outdegree correlation ρ and average recovery
rate 〈δ〉. We find that in undirected networks, when the average
recovery rate 〈δ〉 is large, αopt is large, meaning that we should
allocate the the recovery resources more heterogeneously. In
directed networks, it seems that we should allocate more
recovery resources to the high outdegree nodes, whereas the
indegree has minor influence in determining the recovery rate
as the average recovery rate 〈δ〉 decreases.
Our degree based heterogeneous recovery rates allocation
strategy illustrates the potential to more effectively reduce
infection than the classic homogeneous allocation. However,
this is just a start and hopefully it could inspire better hetero-
geneous strategies. It would be interesting to further consider
the heterogeneous infection rate, motivated by real-world data
set. The allocation of recovery rates in that case is far from
well understood.
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