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Neste trabalho, e´ realizado o estudo e a implementac¸a˜o de estrate´gias de controle
preditivo baseado em modelo para resolver o problema de seguimento de trajeto´rias
de ve´ıculos autoˆnomos. Para gerar as trajeto´rias, utilizaram-se estrate´gias de apro-
ximac¸a˜o, que conduzem o ve´ıculo ao caminho a ser seguido de forma suave e esta´vel.
A arquitetura de controle do ve´ıculo autoˆnomo considera o controle da cinema´tica e da
dinaˆmica deste em uma estrutura cascata, dado que interessa controlar o ve´ıculo em
condic¸o˜es onde somente o uso da sua cinema´tica na˜o permite um bom desempenho.
Para o controle da cinema´tica e´ realizado um estudo comparativo entre duas estrate´gias
de controle preditivo linear, uma baseada no conceito de linearizac¸o˜es sucessivas e a
outra no de coordenadas locais com trajeto´ria de aproximac¸a˜o, visando determinar
a que apresenta o melhor compromisso entre simplicidade-baixo custo computacional
e comportamento. Baseado nos resultados de simulac¸a˜o, a segunda estrate´gia apre-
sentou melhor desempenho e, portanto, foi escolhida para a implementac¸a˜o. Para o
controle da dinaˆmica do ve´ıculo utilizou-se um algoritmo de controle preditivo descen-
tralizado baseado no modelo linearizado. Os experimentos foram conduzidos em um
ve´ıculo autoˆnomo Mini-Baja utilizando uma plataforma embarcada para a execuc¸a˜o
dos algoritmos de controle.
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In this work a Model Based Predictive Controller is used to solve the path following
problem on an autonomous vehicle. To generate the trajectories strategies that lead
the vehicle to the goal point smoothly were used. The controller architecture considers
the kinematics and the dynamic control in a cascade structure, due to the fact that
using only a controller based on the kinematics model the desired performance in the
real vehicle is not achieved. A comparative study between two linear predictive control
strategies is presented. The first one is based on the successive linearization concept
and the second one uses a local frame with approaching path. The objective is to obtain
the best compromise between simplicity with low computational cost and performance.
Based on simulation results, the second strategy presented the best performance and
was choosen for implementation. For the dynamic controller, a decentralized predictive
controlled based on a linearized model of the vehicle is used. The experiments were
conducted on an autonomous vehicle “Mini-Baja”using an embedded system to execute
the control algorithms.
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Motivac¸a˜o
A pouco tempo atra´s, a robo´tica estava concentrada apenas nos roboˆs manipuladores,
devido a`s extensas aplicac¸o˜es destes na indu´stria. Pore´m, a a´rea de roboˆs de servic¸o,
mais comumente chamado de roboˆs mo´veis, tem sido o foco de grande parte dos esforc¸os
de pesquisas mais recentes. Os roboˆs mo´veis se caracterizam pela sua capacidade de
se deslocar, podendo ser de modo guiado1, semi-autoˆnomo2 ou totalmente autoˆnomo3
(JUNG et al., 2005). Embora a locomoc¸a˜o de roboˆs mo´veis dotados de pernas ou
rastejantes tem sido estudada, a maioria dos roboˆs de servic¸o, que sa˜o constru´ıdos e
analisados, utilizam rodas para se locomoverem. Os roboˆs mo´veis teˆm sido usados
tanto em aplicac¸o˜es industriais quanto dome´sticas, geralmente para executar tarefas
em ambientes ino´spitos ou onde o homem teria dificuldades para realiza´-las (LAGES,
1998).
As aplicac¸o˜es de roboˆs mo´veis se estendem desde aspirac¸a˜o de po´, entrega de corres-
pondeˆncia, ate´ tarefas como explorac¸a˜o planeta´ria e, na a´rea de petro´leo e ga´s natural
(OLLERO e HEREDIA, 1995; OLIVEIRA, 2001). Uma a´rea de ve´ıculos autoˆnomos
que tem motivado muitos pesquisadores e´ a automatizac¸a˜o de sistemas de transporte
em rodovias, no qual se inclui a navegac¸a˜o de ve´ıculos comerciais autonomamente
1Roboˆs mo´veis guiados: dependem de informac¸o˜es externas, sem as quais na˜o podem operar.
2Roboˆs mo´veis semi-autoˆnomos: operam controlados remotamente, mas possuindo um certo grau
de autonomia (ex.: podem parar de modo a evitar o choque com obsta´culos).
3Roboˆs mo´veis autoˆnomos (rmas): operam sem intervenc¸a˜o humana, de forma totalmente au-
tomatizada. Uma vez iniciada sua operac¸a˜o, executam tarefas de modo autoˆnomo. Sa˜o tambe´m
denominados de ve´ıculos autoˆnomos.
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(AMIDI, 1990; OLLERO e AMIDI, 1991; WIT et al., 2004; LEDUR, 2003; GOMES,
2003).
Em vista dessa enorme gama de aplicac¸o˜es que utilizam roboˆs de servic¸o, diversos
campos desenvolveram metodologias para modelagem, projeto e controle de sistemas
mo´veis. O aperfeic¸oamento de projetos mecaˆnicos e de controladores possibilitou o
desenvolvimento de roboˆs mo´veis. A navegac¸a˜o de rmas e´ realizada considerando o
planejamento e a gerac¸a˜o de uma trajeto´ria, a capacidade do sistema de informar a
localizac¸a˜o do ve´ıculo dentro de um ambiente, bem como os dados do pro´prio ambiente,
e, por conseguinte, a capacidade do ve´ıculo seguir a trajeto´ria previamente definida (GU
e HU, 2002; WIT et al., 2004).
Diversos trabalhos sa˜o encontrados na literatura para resolver o problema de segui-
mento de trajeto´ria de roboˆs mo´veis considerando somente a cinema´tica deste. Pore´m,
quando e´ requisitado que se obtenha boa performance no seguimento do caminho dese-
jado em velocidades elevadas4, em ambientes hostis e com forc¸as externas sendo apli-
cadas sobre o ve´ıculo e´ necessa´rio considerar o modelo dinaˆmico do ve´ıculo (BOYDEN
e VELINSKY, 1994).
As caracter´ısticas do modelo cinema´tico de um roboˆ mo´vel dotado de rodas (nor-
malmente denominado na literatura inglesa Wheeled Mobile Robot - wmr) o define
como sistema na˜o-holonoˆmico, ou seja, existem restric¸o˜es na˜o integra´veis no modelo,
como, por exemplo, as restric¸o˜es resultantes ao na˜o deslizamento lateral das rodas.
Roboˆs deste tipo na˜o podem, por exemplo, girar em torno do seu centro de massa. As-
sim, as restric¸o˜es na˜o-holonoˆmicas fazem com que a dimensa˜o do espac¸o de velocidades
seja menor que a dimensa˜o do espac¸o de configurac¸a˜o do roboˆ. Um exemplo t´ıpico do
efeito destas restric¸o˜es e´ a manobra que um carro precisa fazer para estacionar. Devido
a estas restric¸o˜es, e por ser um sistema na˜o-linear, os roboˆs mo´veis dotados de rodas
teˆm em seu controle um dos principais problemas, tornando a concepc¸a˜o de estrate´gias
de controle para estes sistemas uma tarefa extremamente complicada (KU¨HNE, 2005).
Esta dificuldade no projeto de controle na˜o depende somente das caracter´ısticas
na˜o-holonoˆmicas do sistema, mas tambe´m dos objetivos que se deseja alcanc¸ar com tal
4A velocidade e´ considerada elevada quando, durante uma manobra, o ve´ıculo tende a derrapar
exigindo do condutor uma compensac¸a˜o extra no aˆngulo de esterc¸amento do volante.
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controle. Com isso, o controle de roboˆs mo´veis dotados de rodas pode ter como obje-
tivo fazer com que o ve´ıculo siga um determinado caminho ou que o mesmo estabilize
em determinada posic¸a˜o e orientac¸a˜o de refereˆncia. Para o u´ltimo objetivo existem
limitac¸o˜es apresentadas por Brockett (BROCKETT, 1982) onde e´ mostrado que um
sistema na˜o-holonoˆmico sem deriva5 na˜o pode ser estabilizado em um ponto atrave´s de
te´cnicas de controle lineares e invariantes no tempo. Entretanto, leis de controle varian-
tes no tempo ou na˜o suaves podem ser usadas. Em alguns casos, abordagens cla´ssicas
de controle na˜o-linear funcionam. Por exemplo, pode-se resolver o sub-problema de es-
tabilizar apenas a postura do roboˆ (desconsiderando-se a orientac¸a˜o) por realimentac¸a˜o
linearizante de estados esta´tica e suave (KU¨HNE et al., 2004a). Em alguns casos par-
ticulares, isto na˜o e´ muito restritivo, visto que muitas vezes a estrutura do roboˆ possui
uma geometria circular (LAGES, 1998; OLIVEIRA, 2001).
Entretanto, os roboˆs mo´veis sa˜o dotados de partes mecaˆnicas e eletroˆnicas, as quais
esta˜o sujeitas a limitac¸o˜es f´ısicas do sistema. Para isso e´ necessa´ria a considerac¸a˜o
destas restric¸o˜es no momento do ca´lculo das leis de controle. Os me´todos convencio-
nais de controle usados em roboˆs mo´veis consideram que os valores calculados nunca
atingira˜o os limites de saturac¸a˜o dos atuadores, embora isto nem sempre acontec¸a. Por
exemplo, a saturac¸a˜o pode ocorrer quando o roboˆ encontra-se muito distante do seu
destino, gerando assim sinais de controle elevados (KU¨HNE, 2005).
Assim, uma alternativa para solucionar este problema e´ o uso de controle preditivo
baseado em modelo (cpbm), ja´ que todo o tipo de restric¸a˜o pode ser considerado no
momento do ca´lculo da lei de controle.
O cpbm realiza o ca´lculo das ac¸o˜es de controle para um determinado horizonte
de tempo futuro, minimizando uma determinada func¸a˜o custo com relac¸a˜o a certas
varia´veis de decisa˜o e considerando um conjunto de restric¸o˜es impostas. O cpbm tem
como principal caracter´ıstica a utilizac¸a˜o do modelo expl´ıcito do processo para realizar
o ca´lculo da predic¸a˜o do comportamento futuro das varia´veis que descrevem a dinaˆmica
do mesmo (CAMACHO e BORDONS, 1998).
Ale´m da vantagem de aceitar restric¸o˜es do sistema, o cpbm apresenta a vantagem
de utilizar refereˆncias previamente calculadas e poder utiliza´-las no ca´lculo da lei de
5Do ingleˆs, drift. O sistema x˙ = f(x) + g(x) · u e´ dito sem deriva quando f(x) = 0.
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controle. Com uma instrumentac¸a˜o adequada no ve´ıculo, que informe o deslocamento
e a localizac¸a˜o dele, bem como informac¸o˜es do meio onde ele se encontra atrave´s de
gps, mapa digital, sistemas de visa˜o, etc, e tendo que, normalmente, as trajeto´rias
de refereˆncia executadas por rmas sa˜o conhecidas, o controle preditivo torna-se ainda
mais apto para tal tarefa, ale´m de conduzir o veiculo suavemente, melhorar a autono-
mia deste e poder ser facilmente estendido para sistemas mimo. Trabalhos utilizando
cpbm para resolver o problema de seguimento de trajeto´rias sa˜o encontrados na lite-
ratura, pore´m sa˜o escassos. Citam-se: (OLLERO e AMIDI, 1991; GO´MEZ-ORTEGA
e CAMACHO, 1996; YANG et al., 1998; NORMEY-RICO et al., 1998a,b; KIM et al.,
2001; ESSEN e NIJMEIJER, 2001; GU e HU, 2002; KU¨HNE, 2005).
Assim, este trabalho propo˜e o estudo de va´rios algoritmos de controle preditivo para
o seguimento de trajeto´rias de ve´ıculos autoˆnomos, considerando tanto a dinaˆmica como
a cinema´tica do ve´ıculo, usando a sua simplicidade de implementac¸a˜o e objetivando a
otimizac¸a˜o de tempos de ca´lculo de modo a facilitar a implementac¸a˜o em tempo-real
numa plataforma embarcada.
O trabalho aqui apresentado e´ parte de um projeto maior onde, ale´m das questo˜es do
algoritmo de controle, esta˜o sendo estudados os problemas associados a` implementac¸a˜o
em tempo-real usando sistemas embarcados (GOMES, 2005).
1.2 Objetivos
O objetivo principal deste trabalho e´ desenvolver e implementar algoritmos de controle
preditivo para o seguimento de trajeto´rias em ve´ıculos autoˆnomos. A planta que sera´
usada e´ o ve´ıculo autoˆnomo Mini-Baja.
Sera˜o considerados os aspectos cinema´tico e dinaˆmico do ve´ıculo com a finalidade
de percorrer trajetos com exatida˜o e bom desempenho quando sujeito a velocidades
elevadas6, a forc¸as externas e quando for submetido a` ambientes hostis ao ser humano,
ou seja, ambientes que oferecem risco ao homem.
6Para o ve´ıculo Mini-Baja utilizado a velocidade e´ considerada elevada a partir de 1m/s devido ao
atuador da barra de direc¸a˜o ser lento em relac¸a˜o a dinaˆmica do ve´ıculo para velocidades acima deste
valor.
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Os algoritmos de controle sera˜o desenvolvidos de forma otimizada com o intuito de
obter menor esforc¸o computacional.
Resultados de simulac¸a˜o sera˜o usados para realizar testes comparativos entre as
estrate´gias de controle utilizadas, analisando a performance e o custo computacional
dos algoritmos com o objetivo de implementac¸a˜o destes em sistemas embarcados.
Realizadas todas estas etapas, a estrate´gia de controle definida sera´ implementada
no ve´ıculo Mini-Baja utilizando um sistema embarcado em tempo-real para seguir as
trajeto´rias previamente planejadas.
1.3 Estrutura da Dissertac¸a˜o
Este trabalho esta´ organizado como segue:
• No Cap´ıtulo 2 apresenta-se uma descric¸a˜o de roboˆs mo´veis e ve´ıculos autoˆnomos.
Comec¸a-se apresentando as motivac¸o˜es para o desenvolvimento de roboˆs mo´veis
autoˆnomos e onde estes sa˜o empregados. Em seguida abordam-se as etapas do
processo de controle utilizadas para navegac¸a˜o autoˆnoma, detalhando-se a im-
portaˆncia do planejamento e da gerac¸a˜o da trajeto´ria, do monitoramento do
ve´ıculo e do meio onde ele esta´ inserido e, finalmente, do problema de segui-
mento de trajeto´ria. Por fim, e´ definida a estrutura do sistema de controle usado
neste trabalho.
• O Cap´ıtulo 3 aborda o me´todo de controle preditivo baseado em modelo. Inicial-
mente faz-se uma introduc¸a˜o do me´todo e em seguida e´ apresentada a evoluc¸a˜o
histo´rica do cpbm. Explicam-se os elementos ba´sicos do algoritmo de controle
preditivo baseado em modelo. Para finalizar este cap´ıtulo, e´ realizada uma breve
revisa˜o bibliogra´fica relacionando cpbm a roboˆs mo´veis autoˆnomos.
• No Cap´ıtulo 4 e´ realizada a modelagem matema´tica de um roboˆ mo´vel do tipo
automo´vel, abordando as caracter´ısticas do ve´ıculo Mini-Baja. Em uma primeira
etapa e´ realizada a modelagem cinema´tica do ve´ıculo, onde sa˜o apresentados dois
me´todos de obtenc¸a˜o do modelo linearizado, a modelagem cinema´tica do erro e a
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modelagem cinema´tica em coordenadas locais. Aborda-se a transformac¸a˜o de co-
ordenadas entre um sistema global e um fixo ao ve´ıculo. Em seguida sa˜o tratadas
estrate´gias de trajeto´ria de aproximac¸a˜o, onde e´ apresentado o algoritmo Pure-
Pursuit. Logo apo´s e´ desenvolvido o modelo dinaˆmico do ve´ıculo baseando-se
nas Leis de Newton, onde se considera que forc¸as externas influenciam o movi-
mento do roboˆ mo´vel. Finalmente, obte´m-se o modelo dinaˆmico linearizado para
o ve´ıculo Mini-Baja.
• O Cap´ıtulo 5 trata o problema de seguimento de trajeto´ria atrave´s do cpbm
aplicado a` cinema´tica e a` dinaˆmica do ve´ıculo autoˆnomo. Desenvolvem-se duas
estrate´gias de controle preditivo baseado em modelo: uma que utiliza o modelo no
espac¸o de estados e outra utilizando o modelo em func¸a˜o de transfereˆncia, onde se
desenvolve o algoritmo gpc mimo. Em seguida sa˜o apresentados os algoritmos
de cpbm aplicado a` cinema´tica do roboˆ mo´vel, o primeiro considera o modelo
cinema´tico do erro e utiliza linearizac¸o˜es sucessivas ao longo de uma trajeto´ria
de refereˆncia; o segundo utiliza o modelo cinema´tico em coordenadas locais com
o uso de trajeto´ria de aproximac¸a˜o. Faz-se um estudo comparativo do custo
computacional entre as duas estrate´gias de controle aplicadas a` cinema´tica do
ve´ıculo para mostrar qual algoritmo e´ mais apto a uma aplicac¸a˜o em processadores
de baixo custo. Em seguida desenvolvem-se os controladores da dinaˆmica do
ve´ıculo utilizando a estrate´gia gpc mimo. Por fim e´ apresentada a arquitetura
de um ve´ıculo autoˆnomo utilizando cpbm para controle da sua cinema´tica e
dinaˆmica.
• No Cap´ıtulo 6 sa˜o apresentados os resultados experimentais para o problema
de seguimento de trajeto´ria do ve´ıculo autoˆnomo Mini-Baja. Descrevem-se as
caracter´ısticas do ve´ıculo e a eletroˆnica embarcada nele. O cap´ıtulo finaliza apre-
sentando os resultados obtidos nos experimentos.
• O Cap´ıtulo 7 apresenta as concluso˜es sobre o trabalho realizado e as perspectivas
futuras de pesquisa.
• No Apeˆndice A apresenta-se os dados da mecaˆnica do ve´ıculo autoˆnomo Mini-
Baja.
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• O Apeˆndice B descreve relac¸o˜es matema´ticas utilizadas nos modelos cinema´tico
e dinaˆmico do roboˆ mo´vel.
Cap´ıtulo 2
Ve´ıculos Autoˆnomos
2.1 Introduc¸a˜o
Um ve´ıculo e´ considerado autoˆnomo quando este e´ apto a realizar navegac¸a˜o au-
toma´tica, ou seja, e´ capaz de dirigir e reagir ao meio sem controle externo (WIT et al.,
2004). Para conseguir isto o ve´ıculo e´ equipado com atuadores que sa˜o comandados
por sistemas embarcados (CANUDAS DE WIT et al., 1996). O desenvolvimento de
ve´ıculos autoˆnomos, tambe´m chamados de roboˆs mo´veis autoˆnomos, e´ motivado por
fatores como a necessidade de criac¸a˜o de sistemas de amparo ao motorista, que pos-
sam reduzir o nu´mero de acidentes em rodovias, a poluic¸a˜o e os congestionamentos
existentes, ou como a substituic¸a˜o do homem em locais insalubres.
Roboˆs mo´veis teˆm sido usados em diversas a´reas: na indu´stria, roboˆs substituem o
homem em tarefas de risco e tambe´m tranfers1, em sistemas integrados de manufatura
proporcionando maior flexibilidade (Figura 2.1); na explorac¸a˜o planeta´ria, onde se
podem mencionar os projetos Mars Surveyor, para explorac¸a˜o do planeta Marte e
Mission to Planet Earth, para explorar locais de dif´ıcil acesso, tais como crateras de
vulco˜es aqui na Terra; explorac¸a˜o mar´ıtima, onde desenvolvem tarefas a profundidades
imposs´ıveis de serem atingidas por mergulhadores humanos; na a´rea de servic¸os, roboˆs
realizam tarefas como entrega de correspondeˆncia, aspirac¸a˜o de po´, lavagem externa
de avio˜es, assisteˆncia a pessoas deficientes, aux´ılio na medicina, aragem da terra para
o plantio, manutenc¸a˜o e construc¸a˜o de rodovias, entre outras (OLLERO e HEREDIA,
1995; LAUMOND, 1998; LAGES, 1998; CONCEIC¸A˜O et al., 2003).
1Sistemas tranfers sa˜o mecanismos r´ıgidos para transporte de objetos comumente utilizados em
ambientes industriais.
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Figura 2.1: agv usado como “paleteira”.
Pesquisas com roboˆs mo´veis para planejamento do movimento surgiram a partir dos
anos sessenta, durante os primeiros esta´gios do desenvolvimento de roboˆs controlados
por computador. No entanto, a maioria dos esforc¸os e´ mais recente e foram conduzidos
durante a de´cada de oitenta, quando surgem os primeiros ve´ıculos autoˆnomos com
trajetos previamente determinados para substituir o controle humano, principalmente
em lugares insalubres e de dif´ıcil acesso (LAUMOND, 1998). Com isso, diversos campos
se desenvolveram em torno desses ve´ıculos como, por exemplo, projetos mecaˆnicos,
desenvolvimento de modelos cinema´ticos e dinaˆmicos, me´todos de detecc¸a˜o de postura,
visa˜o, planejamento de trajeto´ria, projeto de controle, etc (CANUDAS DE WIT et al.,
1993).
A tecnologia desenvolvida com os ve´ıculos autoˆnomos comec¸a a ser utilizada pela
indu´stria automotiva nos anos noventa, onde a eletroˆnica embarcada comec¸a a ser
aproveitada pelas montadoras em seus ve´ıculos de se´rie. Com isso, sistemas mecaˆnicos
passam a ser substitu´ıdos por sistemas eletromecaˆnicos como, por exemplo, a troca
do carburador por sistemas de injec¸a˜o eletroˆnica. Entre 1995 e 2005 novos sistemas
de amparo ao motorista passam a ser desenvolvidos e implementados nos ve´ıculos,
como o gps (Global Positioning System), que visa ajudar o motorista informando o
posicionamento, poss´ıveis rotas e obsta´culos na trajeto´ria do automo´vel. Sistemas de
seguranc¸a tambe´m sa˜o desenvolvidos, como os freios abs e o Airbag2 (LEDUR, 2003).
2O Airbag e´ uma eficiente bolsa de ar que se infla muito rapidamente em coliso˜es, protegendo os
ocupantes do carro. A bolsa infla´vel na˜o funciona em qualquer tipo de colisa˜o. E´ preciso que o ve´ıculo
esteja a mais de 40km/h, que o impacto ocorra na dianteira do ve´ıculo e que o aˆngulo do impacto seja
de pelo menos 30 graus.
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Assim, estudos na a´rea de substituic¸a˜o do motorista no controle do ve´ıculo esta˜o
sendo realizados nos meios acadeˆmico e industrial. Um projeto que tem evolu´ıdo bas-
tante nos u´ltimos anos e´ o chamado “comboio”(Figura 2.2), onde um caminha˜o guiado
por um humano e´ seguido por outros sem nenhum condutor.
Figura 2.2: Comboio de caminho˜es autoˆnomos (GOETTING, 2001).
O processo de automac¸a˜o veicular para navegac¸a˜o pode ser dividido em diversas
etapas, como o planejamento e gerac¸a˜o da trajeto´ria, a localizac¸a˜o do ve´ıculo dentro
do ambiente e o seguimento da trajeto´ria (WIT et al., 2004; GU e HU, 2002). Assim,
automatizar um ve´ıculo requer o uso de sistemas de controle com capacidade de se-
guimento e regulac¸a˜o. Na Figura 2.3 e´ apresentada a estrutura dos diversos n´ıveis de
controladores utilizados em automac¸a˜o veicular, onde a base e´ composta por controla-
dores dos sub-sistemas do ve´ıculo, como, por exemplo, o controle de injec¸a˜o eletroˆnica
e do caˆmbio automa´tico. Em seguida, encontram-se sistemas de controle que atuam na
dinaˆmica do ve´ıculo, como os freios abs e sistemas esp. A conduc¸a˜o do ve´ıculo e´ rea-
lizada por controladores que tem a finalidade de guia´-lo sobre o caminho especificado.
Sendo este definido nos n´ıveis do topo da piraˆmide, onde e´ realizado um planejamento
da trajeto´ria e, caso necessa´rio, esta e´ modificada dinamicamente ao longo do trajeto
(JUNG et al., 2005).
A seguir sa˜o abordadas as tecnologias necessa´rias em um ve´ıculo autoˆnomo, bem
como, tipos de controle e objetivos que se tem no planejamento de movimento para
estes ve´ıculos.
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Figura 2.3: Estrutura dos diferentes n´ıveis de controladores (JUNG et al., 2005).
2.2 Planejamento e Gerac¸a˜o de Trajeto´ria
O planejamento de trajeto´rias tem como dificuldade tradicional evitar obsta´culos. Nos
u´ltimos anos tem surgido uma grande quantidade de trabalhos na gerac¸a˜o de algo-
ritmos eficientes para planejamento de trajeto´rias. A maioria destes tem concentrado
seus esforc¸os no problema global de determinac¸a˜o de um caminho quando a posic¸a˜o dos
obsta´culos e´ conhecida e as restric¸o˜es da dinaˆmica na˜o sa˜o consideradas (MURRAY e
SASTRY, 1993). A natureza do caminho a ser seguido por um ve´ıculo autoˆnomo e´ es-
sencial na gerac¸a˜o de trajeto´rias. Se o caminho apresenta, por exemplo, fortes variac¸o˜es
de curvatura em alguns pontos pode-se produzir um movimento com deslizamento das
rodas (TOUNSI e CORRE, 1996).
O planejamento e gerac¸a˜o de trajeto´rias consistem em conhecer um meio estru-
turado e produzir planos de rota de um ponto para outro. Isto tambe´m inclui uma
comunicac¸a˜o entre um sistema superviso´rio3 e o ve´ıculo. O planejamento de trajeto´ria
3O sistema superviso´rio e´ uma base de supervisa˜o que monitora e informa as condic¸o˜es do ve´ıculo e
do meio. Tambe´m e´ incubido de supervisionar a trajeto´ria que esta´ sendo executada podendo redefinir
paraˆmetros dos controladores e do gerador da trajeto´ria.
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guia o roboˆ de um ponto ao outro englobando uma lista de segmentos de caminho de
va´rios tipos: linhas, arcos, splines4, func¸o˜es polinomiais, clothoids5, espirais cu´bicas,
etc (TOUNSI e CORRE, 1996). O planejador de trajeto´rias passa os dados de um seg-
mento da trajeto´ria a cada instante para um gerador de trajeto´ria, o qual e´ incumbido
de gerar um caminho suave entre a posic¸a˜o atual do ve´ıculo e o ponto de destino. O
gerador de trajeto´ria de refereˆncia funciona como um navegador embarcado que conti-
nuamente fornece uma refereˆncia apropriada dos estados para o controlador, sendo este
o encarregado de que o ve´ıculo siga a refereˆncia. A refereˆncia dos estados e´ determinada
atrave´s do plano de rota, das capacidades de acelerac¸a˜o e desacelerac¸a˜o do ve´ıculo e
da atual posic¸a˜o deste (NELSON e COX, 1988). No caso do ve´ıculo autoˆnomo ser do
tipo automo´vel considera-se que a trajeto´ria de refereˆncia a ser percorrida e´ a pro´pria
estrada, onde as marcac¸o˜es existentes nela, e com aux´ılio de instrumentac¸a˜o adequada,
definem o caminho dinamicamente.
Existem va´rios trabalhos que utilizam diferentes te´cnicas para gerar a trajeto´ria
de refereˆncia. Em AMIDI (1990) um ponto sobre o caminho desejado e´ escolhido a
partir de uma distaˆncia previamente determinada, denominada lookahead, e arcos sa˜o
calculados unindo a posic¸a˜o atual do ve´ıculo a este ponto; esta estrate´gia e´ chamada
de Pure-Pursuit. Em OLLERO e AMIDI (1991) a mesma estrate´gia e´ usada, pore´m a
distaˆncia lookahead e´ mudada on-line. Em GO´MEZ-ORTEGA e CAMACHO (1996)
a gerac¸a˜o de trajeto´ria e´ realizada com algumas te´cnicas de controle o´timo, onde uma
lista de consecutivos pontos de refereˆncia, todos eles localizados sobre o caminho de-
sejado, sa˜o escolhidos ao inve´s de um ponto isolado. WIT et al. (2004) utilizam uma
te´cnica parecida com a de Pure-Pursuit, baseada na “Teoria dos Helico´ides”(BALL,
1900), que gera um raio de giro desejado do ve´ıculo baseado na posic¸a˜o e orientac¸a˜o
atual do ve´ıculo e na posic¸a˜o e orientac¸a˜o relativa de um ponto a` frente sobre o cami-
nho planejado. Esta te´cnica e´ denominada Vector Pursuit. Em PIAZZI et al. (2004) e´
proposto um novo me´todo de planejamento de trajeto´ria para roboˆs mo´veis, denomi-
4Uma spline e´ uma curva definida matematicamente por dois ou mais pontos de controle. Os
pontos de controle que ficam sobre a curva sa˜o chamados de no´s.
5Uma clothoid e´ uma curva suave cuja curvatura e´ uma func¸a˜o linear do seu comprimento. A
clothoid aparece no problema de encontrar a menor curva que une dois pontos conhecidos, dados o
aˆngulo tangente e a curvatura deles e a derivada da curvatura.
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nado G3− spline. E´ um polinoˆmio spline de se´tima ordem que permite a interpolac¸a˜o
de uma sequ¨eˆncia arbitra´ria de pontos com as associadas orientac¸o˜es arbitra´rias, e que
considera tambe´m a curvatura e a velocidade com relac¸a˜o ao comprimento do arco de
curvatura (derivada da curvatura) nos pontos arbitra´rios. Assim, ale´m do caminho
ser cont´ınuo, a derivada com relac¸a˜o ao comprimento do arco de curvatura tambe´m e´
continua.
Apesar de existirem diversas te´cnicas mais sofisticadas apresentadas na literatura
para gerac¸a˜o da trajeto´ria de refereˆncia, neste trabalho e´ utilizada a estrate´gia de
aproximac¸a˜o da trajeto´ria Pure-Pursuit. Isto pois, como um dos objetivos do trabalho
e´ a implementac¸a˜o em tempo-real das estrate´gias de controle aqui desenvolvidas, o
bom compromisso entre simplicidade-baixo custo computacional e comportamento da
estrate´gia Pure-Pursuit tornam-na a mais adequada.
2.3 Monitoramento do Meio
Sistemas de controle de ve´ıculos autoˆnomos necessitam de informac¸o˜es precisas sobre a
localizac¸a˜o do roboˆ e sobre as condic¸o˜es do ambiente no qual ele se encontra para que
possa chegar com seguranc¸a ao seu ponto de destino ou para rastrear a trajeto´ria de
refereˆncia. O sensoriamento da localizac¸a˜o do ve´ıculo e o monitoramento de obsta´culos
no trajeto podem ser feitos usando va´rios me´todos de aquisic¸a˜o de dados incluindo
sistemas de percepc¸a˜o, bem como sensores internos e te´cnicas de odometria (OLLERO
e HEREDIA, 1995).
Os sensores utilizados em automac¸a˜o veicular podem ser divididos em treˆs cate-
gorias, conforme Figura 2.4: de navegac¸a˜o, de reconhecimento de rota e de detecc¸a˜o
de objetos e obsta´culos. Os sensores teˆm a tarefa de enviar ao sistema informac¸o˜es
sobre as condic¸o˜es do ve´ıculo, localizac¸a˜o deste e como e´ o meio ao seu redor. Com
o objetivo de ter um melhor desempenho realiza-se a fusa˜o dos dados enviados pelos
sensores, tornando assim o sistema de controle mais robusto e confia´vel (LEDUR, 2003;
JUNG et al., 2005).
Dentro da categoria de sensores de navegac¸a˜o podem ser citados o veloc´ımetro, o
aceleroˆmetro, a bu´ssola eletroˆnica e o girosco´pio. Os sensores de velocidade sa˜o fun-
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Figura 2.4: Estrutura da instrumentac¸a˜o embarcada (JUNG et al., 2005).
damentais para o controle de um ve´ıculo, tanto para controle da pro´pria velocidade
quanto para o controle de seguimento da trajeto´ria. Os mais comuns sa˜o os enco-
ders acoplados aos eixos das rodas, os quais transmitem pulsos cuja frequ¨eˆncia varia
conforme a velocidade das rodas, e assim, permitem que se estime o deslocamento do
ve´ıculo utilizando a te´cnica de odometria. A ide´ia ba´sica da odometria e´ a integrac¸a˜o
da informac¸a˜o do movimento em um dado per´ıodo de tempo, o que inevitavelmente
leva ao acu´mulo ilimitado de erros. Para limitar estes erros sa˜o usados sensores de
medida absoluta como o gps.
A bu´ssola eletroˆnica mede a orientac¸a˜o do ve´ıculo em relac¸a˜o ao campo magne´tico
terrestre, pore´m, apesar de na˜o sofrer do problema de integrac¸a˜o do erro, pode ter
seu sinal alterado, por exemplo, perto de linhas de transmissa˜o de energia ele´trica,
ou perto de aparelhos emissores de ondas eletro-magne´ticas (KU¨HNE et al., 2004a).
O aceleroˆmetro e´ utilizado para medir variac¸o˜es na velocidade do ve´ıculo, bem como
para verificar oscilac¸o˜es na estabilidade do mesmo. O girosco´pio e´ responsa´vel por
medir rotac¸o˜es ou inclinac¸o˜es do ve´ıculo em qualquer um dos treˆs eixos. Este e´ usado
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em sistemas de estabilidade como o esp, pois e´ capaz de informar se o ve´ıculo esta´
em uma pista em aclive ou declive, a inclinac¸a˜o do automo´vel durante uma curva e
tambe´m se esta´ sofrendo acelerac¸a˜o ou frenagem.
Os sensores de reconhecimento de rota e de detecc¸a˜o de obsta´culos munem os sis-
temas de controle com informac¸o˜es de localizac¸a˜o, destino, poss´ıveis caminhos a serem
seguidos e se ha´ obsta´culos durante o percurso. Dentre estes pode se citar (BORENS-
TEIN et al., 1996; LEDUR, 2003; JUNG et al., 2005).:
• gps, que fornece a localizac¸a˜o absoluta do ve´ıculo em conjunto com um mapa
digital da regia˜o onde ele se encontra. Este tipo de sensor, apesar de fornecer
medidas absolutas, esta´ sujeito a`s condic¸o˜es atmosfe´ricas, ou seja, a sua medic¸a˜o
pode ser alterada pelas condic¸o˜es do meio ambiente. O gps apresenta um erro
me´dio de posic¸a˜o esta´tica de ∼ 30m;
• Cabo-Guia, um cabo ou faixa fixo ao meio onde um caminho e´ previamente
determinado. Um exemplo deste tipo e´ usado nos agv’s (Autonomous Guided
Vehicle) utilizados em ambientes industriais;
• Sistemas de Visa˜o, realizam reconhecimento de imagens, que sa˜o capturadas por
caˆmeras de v´ıdeo (visa˜o monocular, este´reo ou omnidirecional), que fornecem in-
formac¸o˜es do ambiente, tais como, identificac¸a˜o das bordas da pista, que normal-
mente ja´ se encontram pintadas sobre as rodovias. As imagens tambe´m permitem
que se implementem te´cnicas de posicionamento relativo, posicionamento abso-
luto, detecc¸a˜o e estimativa de deslocamento, assim como detecc¸a˜o de obsta´culo.
Pore´m, requerem muito tempo de processamento da informac¸a˜o, podendo cau-
sar problemas com relac¸a˜o aos requisitos de tempo-real, ale´m de apresentarem
problemas em relac¸a˜o a luminosidade do meio onde o ve´ıculo se encontra;
• Infravermelho, utilizado para reconhecimento de objetos atrave´s da medic¸a˜o da
distaˆncia entre o sensor e um obsta´culo posicionado em frente a ele, pela estima-
tiva da distaˆncia, calculada em func¸a˜o do retorno da reflexa˜o da luz na superf´ıcie.
Possui uma faixa de trabalho entre 0, 01m e 0, 2m;
• Ultra-Som, estima a distaˆncia entre o sensor e os obsta´culos ao seu redor, atrave´s
da reflexa˜o sonora. E´ um sensor mais sens´ıvel a perturbac¸o˜es, obtendo medidas
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aproximadas a me´dia distaˆncia. Possui um alcance entre 0, 2m e 10m aproxima-
damente;
• Scanner a Laser realiza uma varredura do ambiente e retorna o contorno de
poss´ıveis obsta´culos presentes no meio, trabalhando na faixa entre ∼ 1m e
∼ 100m;
• Radar, reconhece objetos localizados a longas distaˆncias, sendo assim, utilizado
para antecipar ao sistema a existeˆncia de obsta´culos a serem detalhados posteri-
ormente pelos outros sensores, realizando medic¸o˜es ate´ distaˆncias de ∼ 300m;
2.4 Seguimento de Trajeto´rias
Nos agv’s, ou tambe´m chamados de roboˆs mo´veis dotados de rodas, uma grande
parcela de trabalhos e´ dedicada ao desenvolvimento de estrate´gias de controle para se-
guimento de trajeto´rias. O problema de seguimento de trajeto´rias baseia-se no projeto
de te´cnicas de controle que visam posicionar o ve´ıculo sobre um caminho previamente
determinado. Pore´m, o problema de controle esta´ intimamente relacionado com a mo-
delagem do ve´ıculo, necessa´ria para o projeto da lei controle. As caracter´ısticas do
modelo cinema´tico de um roboˆ mo´vel os define como sistemas na˜o-holonoˆmicos (BAR-
RAQUAND e LATOMBE, 1989), isto e´, existem restric¸o˜es na˜o integra´veis no modelo
(OLIVEIRA, 2001).
Os projetos de leis de controle para estes roboˆs tem sido desenvolvidos conforme
treˆs metodologias (CANUDAS DE WIT et al., 1993):
• Estabilizac¸a˜o em um ponto: Para um sistema linear invariante no tempo, se
os autovalores insta´veis sa˜o controla´veis, um ponto de equil´ıbrio pode ser as-
sintoticamente estabilizado por uma realimentac¸a˜o esta´tica suave e invariante no
tempo. Entretanto, para sistemas na˜o-lineares e com restric¸o˜es na˜o holonoˆmicas,
isto na˜o e´ poss´ıvel. Assim, te´cnicas lineares antes utilizadas na˜o podem mais ser
consideradas. Neste caso, usualmente, leis de controle variantes no tempo ou na˜o
suaves sa˜o utilizadas a fim de transpor as restric¸o˜es na˜o holonoˆmicas (KU¨HNE,
2005);
2. Ve´ıculos Autoˆnomos 17
• Rastreamento de trajeto´ria: Devido a`s limitac¸o˜es impostas pelas restric¸o˜es na˜o
holonoˆmicas, foram desenvolvidos me´todos de controle abandonando a ide´ia de
estabilizac¸a˜o em um ponto e procurando obter convergeˆncia para uma trajeto´ria.
Assim, este problema e´ realizado em duas etapas: primeiro uma trajeto´ria e´
calculada off-line considerando tempo fixo e em seguida, uma lei de controle e´
projetada a fim de fazer com que o roboˆ siga a trajeto´ria calculada previamente
(KU¨HNE, 2005). Assume-se, aqui, que a velocidade tangencial e´ uma entrada de
controle do modelo cinema´tico.
• Seguimento de caminho: Este caso e´ bastante semelhante ao caso acima, tendo
como objetivo, tambe´m, que o ve´ıculo siga uma trajeto´ria previamente calcu-
lada, pore´m, esta e´ definida de forma geome´trica e, normalmente, a restric¸a˜o
em relac¸a˜o ao tempo na˜o existe. Portanto, geralmente considera-se que a velo-
cidade tangencial e´ mantida constante e a convergeˆncia e´ obtida apenas atrave´s
da velocidade angular (KU¨HNE, 2005).
Muitos trabalhos usam modelos cinema´ticos em coordenadas cartesianas para com-
pletar estas tarefas, tendo como argumentos as baixas velocidades, baixas acelerac¸o˜es,
condic¸o˜es de carregamento ligeiramente abaixo da qual os roboˆs operam e assumindo
que na˜o ocorre deslizamento das rodas; assim, os modelos cinema´ticos sa˜o va´lidos. En-
tretanto, o modelo cinema´tico na˜o pode predizer com exatida˜o a posic¸a˜o e localizac¸a˜o
de um ve´ıculo autoˆnomo quando as condic¸o˜es acima na˜o sa˜o obedecidas. Sendo assim,
quando os ve´ıculos sa˜o designados a ter performance em ambientes hostis e a realizar
trajetos em velocidades mais elevadas, a modelagem dinaˆmica torna-se cada vez mais
importante (BOYDEN e VELINSKY, 1994). Os modelos cinema´ticos descrevem o
roboˆ em func¸a˜o da velocidade e orientac¸a˜o das rodas, enquanto os modelos dinaˆmicos
descrevem o roboˆ em func¸a˜o das forc¸as generalizadas aplicadas pelos atuadores e forc¸as
externas (LAGES, 1998).
Portanto, o problema de controle de roboˆs mo´veis pode ser dividido em treˆs linhas:
o controle considerando apenas o modelo cinema´tico, o controle considerando apenas o
modelo dinaˆmico e o controle utilizando tanto o modelo cinema´tico quanto o dinaˆmico
(SOUSA JUNIOR e HEMERLY, 2003).
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Trabalhos utilizando somente o modelo cinema´tico para controle do ve´ıculo sa˜o
descritos em: NELSON (1989); YANG et al. (1998); NORMEY-RICO et al. (1998b);
ESSEN e NIJMEIJER (2001); GU e HU (2002); KU¨HNE (2005).
Em DENG e BRADY (1993); SARKAR et al. (1993); BOYDEN e VELINSKY
(1994); NECSULESCU et al. (1996); WANG e XU (2000) e´ realizado o controle de
roboˆs mo´veis para seguimento de trajeto´rias utilizando apenas a dinaˆmica destes, e a
posic¸a˜o do ve´ıculo e´ obtida atrave´s da integrac¸a˜o dos estados do modelo dinaˆmico.
Controladores da dinaˆmica e da cinema´tica sa˜o desenvolvidos em uma estrutura
de controle cascata6 para o problema de seguimento de trajeto´ria de roboˆs mo´veis em
NELSON e COX (1988); KIM et al. (2001).
Os principais me´todos para controle de posic¸a˜o e orientac¸a˜o de um roboˆ mo´vel
surgem do fato de que um sistema na˜o-holonoˆmico sem deriva na˜o pode ser estabilizado
em um ponto atrave´s de uma realimentac¸a˜o suave invariante no tempo (BROCKETT,
1982). Assim, usualmente, leis de controle variantes no tempo ou na˜o suaves sa˜o
utilizadas a fim de transpor as restric¸o˜es de Brockett. Alguns me´todos abandonam a
ide´ia de estabilizac¸a˜o em um ponto e procuram obter convergeˆncia para uma trajeto´ria.
Outros me´todos manteˆm a exigeˆncia de convergeˆncia para um ponto a`s custas de leis de
controle mais complexas, como realimentac¸a˜o na˜o suave (CANUDAS DE WIT et al.,
1993).
Utilizando-se uma lei de controle suave, e´ poss´ıvel obter-se convergeˆncia para um
ponto se esta lei de controle for variante no tempo. No entanto, leis de controle variantes
no tempo geralmente produzem trajeto´rias demasiadamente oscilantes e apresentam
baixas taxas de convergeˆncia. Por apresentar caracter´ısticas oscilato´rias, este tipo de
lei de controle, em uma implementac¸a˜o real, pode se tornar na˜o fact´ıvel, dependendo
das taxas de variac¸a˜o e das amplitudes das entradas de controle. Ale´m de apresentar
estas desvantagens, na˜o existe um me´todo sistema´tico para escolha dos paraˆmetros do
6Uma estrutura de controle cascata e´ um sistema com mu´ltiplas malhas onde usa a sa´ıda do
controlador prima´rio para manipular o sinal de refereˆncia para o controlador secunda´rio, como se
fosse o elemento a ser controlado. O controle cascata requer que a dinaˆmica do processo da malha
secunda´ria seja no mı´nimo quatro vezes mais ra´pida que a dinaˆmica do processo da malha prima´ria,
tenha influeˆncia sobre a malha externa e que seja mensura´vel e controla´vel.
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controlador ou de considerar as restric¸o˜es nos estados ou nas entradas no momento do
ca´lculo da lei de controle (KU¨HNE, 2005).
Leis de controle na˜o suaves podem ser cont´ınuas por partes ou de modo deslizante.
Este tipo de controle leva vantagem sobre o controle variante no tempo, pois pode
superar as suas desvantagens, ou seja, baixa taxa de convergeˆncia e trajeto´rias de estado
oscilato´rias (CANUDAS DE WIT et al., 1993). Apesar de resolver estes problemas,
na˜o e´ poss´ıvel, com leis de controle descont´ınuas, incluir restric¸o˜es nos estados ou nas
entradas de controle (KU¨HNE, 2005).
Em alguns casos, abordagens de controle na˜o-linear sa˜o efetivas. Em KU¨HNE et al.
(2004a) e´ utilizada uma realimentac¸a˜o linearizante para a posic¸a˜o do roboˆ, desconside-
rando a orientac¸a˜o do mesmo e realizando o controle com uma lei linear proporcional.
Em KANAYAMA et al. (1990) e´ proposta uma lei de controle para roboˆs mo´veis
com prova de estabilidade baseada no segundo me´todo de Lyapunov e, atrave´s de line-
arizac¸a˜o do modelo, e´ realizada a especificac¸a˜o dos ganhos de um controlador cla´ssico
PID (Proporcional-Integral-Derivativo). Para o caso de estabilidade global, JIANG e
NIJMEIJER (1997) propo˜em um controlador que utiliza a te´cnica denominada backs-
tepping (KHALIL, 1996). Ja´ em YANG e KIM (1999) e´ proposto um controlador
robusto baseado em modos deslizantes que considera o modelo dinaˆmico do roboˆ.
Tambe´m sa˜o utilizadas leis de controle h´ıbridas. Estas leis diferenciam-se das demais
por combinarem leis de controle de tempo cont´ınuo e leis de controle de tempo discreto.
Na maioria das vezes ocorre chaveamento entre uma lei de controle na˜o suave e uma
lei de controle variante no tempo.
Neste trabalho, conforme mencionado anteriormente, e´ desenvolvido uma arquite-
tura de controle de ve´ıculos autoˆnomos para seguimento de trajeto´rias, onde e´ realizado
o controle da cinema´tica e da dinaˆmica destes atrave´s de algoritmos de cpbm linear.
O cpbm gera, implicitamente, uma lei de controle na˜o suave, respeitando as condic¸o˜es
de Brockett, ale´m de considerar restric¸o˜es nos estados e nas entradas no momento do
ca´lculo da lei de controle de forma direta.
Na pro´xima subsec¸a˜o sa˜o apresentados alguns sistemas de controle utilizados em
automac¸a˜o veicular.
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2.4.1 Controle Aplicado a Ve´ıculos Comerciais
Os sistemas de controle usados em automac¸a˜o veicular sa˜o resultados dos trabalhos
desenvolvidos com ve´ıculos autoˆnomos, pore´m, os automo´veis comerciais na˜o sa˜o com-
pletamente automatizados, apesar de que estas tecnologias veˆm proporcionando maior
seguranc¸a e confiabilidade aos ve´ıculos mais modernos. Sistemas eletroˆnicos de cambio
automa´tico, sistemas de controle de trac¸a˜o (tcs), controle de frenagem (abs), controle
de estabilidade (esp), direc¸a˜o assistida e controle de velocidade podem ser citados como
sistemas de automac¸a˜o veicular. Estes sistemas possuem as seguintes caracter´ısticas
(LEDUR, 2003):
• abs - Anti-Blocking System: Este sistema evita o bloqueio das rodas do ve´ıculo
durante um processo de frenagem brusca, fazendo com que o motorista na˜o perca
o controle do ve´ıculo;
• tcs - Torque Control System: E´ um sistema que controla o torque enviado a`s
rodas do ve´ıculo, por exemplo, evitando que as rodas deslizem sobre o solo e
assim, na˜o se perca a adereˆncia com a pista;
• esp - Electronic Stability Program: Utiliza uma central eletroˆnica que faz a ana´lise
constante dos sinais enviados pelos equipamentos instalados em diversas partes
do automo´vel, tendo como exemplo o sensor de deslocamento angular em relac¸a˜o
ao eixo longitudinal do ve´ıculo, que verifica um princ´ıpio de derrapagem. Ao ser
detectada a emineˆncia de instabilidade, o programa reage acionando os freios das
rodas traseiras ou dianteira, direitas ou esquerdas, de acordo com a situac¸a˜o. Se
necessa´rio, reduz o torque enviado a`s rodas de trac¸a˜o;
• sbc - Sensotronic Brake Control : Consiste de um sistema eletro-hidra´ulico de
frenagem onde um controlador coleta tanto os dados de ativac¸a˜o do pedal dos
freios, como os sinais de sensores de outros sistemas de assisteˆncia. Os resultados
destes ca´lculos sa˜o comandos de frenagem que garantem desacelerac¸a˜o ma´xima
e estabilidade de direc¸a˜o, pois o sbc calcula a forc¸a de frenagem de cada roda
individualmente. Isto faz com que se reduza a distaˆncia de parada em torno de
3%;
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• abc - Active Body Control : E´ um sistema que opera como uma suspensa˜o ativa
mantendo constante a altura do assoalho do automo´vel em relac¸a˜o ao solo.
2.5 Concluso˜es
Este cap´ıtulo apresentou o que e´ um ve´ıculo autoˆnomo, bem como sua aplicabilidade.
Foram definidas as etapas de um processo de automac¸a˜o veicular para navegac¸a˜o com
o objetivo de esclarecer para o leitor o problema a ser tratado neste trabalho.
O problema de seguimento de trajeto´rias em roboˆs mo´veis foi brevemente discutido
para mostrar a importaˆncia e as dificuldades associadas ao projeto de controle para
resolveˆ-lo.
A metodologia de “Seguimento de caminho”apresentada e´ utilizada no Cap´ıtulo 5
para resolver o problema proposto atrave´s de estrate´gias de cpbm linear aplicados aos
modelos dinaˆmico e cinema´tico de roboˆs mo´veis desenvolvidos no Cap´ıtulo 4. Estes
me´todos de controle sa˜o abordados no Cap´ıtulo 3 de forma a introduzir a metodologia
utilizada por este tipo de algoritmos.
Cap´ıtulo 3
Controle Preditivo Baseado em
Modelo
3.1 Introduc¸a˜o
Filosoficamente o cpbm reproduz o comportamento humano em muitas situac¸o˜es, dado
que geralmente os humanos tomam ac¸o˜es que os conduzira˜o aos melhores resultados
previstos sobre algum horizonte limite de acordo com algum crite´rio. Para escolher
esta ac¸a˜o usamos uma ide´ia, previamente conhecida, do sistema em questa˜o e, assim,
constantemente reavaliamos nossas deciso˜es atrave´s de novas observac¸o˜es que va˜o sendo
disponibilizadas (ROSSITER, 2003). Esta e´ a ide´ia base do cpbm, como sera´ visto neste
cap´ıtulo.
O cpbm tem-se desenvolvido consideravelmente nos u´ltimos anos, tanto no meio
acadeˆmico quanto na indu´stria. Esta e´ uma das te´cnicas de controle avanc¸ado mais
aplicadas e provavelmente a que teve maior eˆxito em aplicac¸o˜es de controle de processos
industriais. A raza˜o para o seu eˆxito pode ser atribu´ıdo ao fato de que o cpbm e´, tal-
vez, o caminho mais geral para propor o problema de controle de processos no domı´nio
do tempo. A formulac¸a˜o do controle preditivo baseado em modelo integra: controle
o´timo, controle estoca´stico, controle de processos com tempo morto, controle multi-
varia´vel e refereˆncias futuras quando dispon´ıveis. Ale´m de incorporar estas te´cnicas,
esta teoria de controle e´ vantajosa, pois as restric¸o˜es nas sa´ıdas e nas ac¸o˜es de controle
podem ser consideradas no projeto da lei de controle em tempo real e permite tratar a
maioria dos processos na˜o-lineares comumente encontrados na indu´stria (CAMACHO
e BORDONS, 1998).
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O cpbm na˜o e´ uma estrate´gia de controle espec´ıfica, mas e´ o nome dado a um amplo
conjunto de me´todos de controle que foram desenvolvidos considerando algumas ide´ias
comuns. As caracter´ısticas de uma lei de controle preditivo sa˜o basicamente:
• Para realizar o ca´lculo da predic¸a˜o do comportamento futuro das varia´veis que
descrevem a dinaˆmica de um processo, em um determinado horizonte finito, usa-
se um modelo expl´ıcito do mesmo;
• O ca´lculo das ac¸o˜es de controle para todo o horizonte a partir da minimizac¸a˜o
de uma determinada func¸a˜o objetivo1;
• Estrate´gia de horizonte deslizante, ou seja, para cada per´ıodo de amostragem o
horizonte e´ deslocado um passo para frente e as entradas de controle futuras sa˜o
recalculadas, sendo aplicada unicamente a ac¸a˜o de controle daquele instante e
desconsiderado o resto dos controles dentro do horizonte.
As diferenc¸as entre os diversos algoritmos existentes devem-se basicamente a` forma
dos modelos usados para representar o processo e as perturbac¸o˜es, ao tipo da func¸a˜o
objetivo a ser minimizada e, ao procedimento para manipular as restric¸o˜es e o ca´lculo
do controle. A escolha do modelo de predic¸a˜o e´ um dos fatores principais do cpbm; este
deve representar o melhor poss´ıvel o processo, ser completo o suficiente para capturar
a dinaˆmica deste e permitir o ca´lculo das predic¸o˜es da sa´ıda (GARCI´A, 2005).
A lei de controle originada do cpbm e´ de fa´cil implementac¸a˜o e requer poucos
ca´lculos, quando a dinaˆmica do processo na˜o muda e na˜o se consideram as restric¸o˜es.
Pore´m, no caso de controle adaptativo todos os ca´lculos tem de ser feitos a cada per´ıodo
amostral e, ale´m disto, quando sa˜o consideradas restric¸o˜es, a quantia de ca´lculos ne-
cessa´ria torna-se muito elevada (CAMACHO e BORDONS, 1998).
3.2 Perspectiva Histo´rica
O cpbm apareceu nos anos setenta e desde enta˜o tem recebido cada vez mais atenc¸a˜o
dentro do meio acadeˆmico e na indu´stria, onde diversas te´cnicas de controle preditivo
1Func¸a˜o objetivo tambe´m e´ denominada func¸a˜o custo.
3. Controle Preditivo Baseado em Modelo 24
teˆm sido aplicadas com eˆxito (DORMIDO, 1987). A maioria dos resultados de aplicac¸a˜o
pra´tica de cpbm correspondem a` famı´lia dos algoritmos que surgiram no ambiente
industrial, como o “controle por matriz dinaˆmica”(Dynamic Matrix Control, dmc)
(CUTLER e RAMAKER, 1988) e o “controle algor´ıtmico baseado em modelo”(Model
Algorithm Control, mac) (RICHALET et al., 1976). Estes algoritmos utilizam modelos
do tipo resposta ao degrau e ao impulso, respectivamente, para predizer o efeito das
ac¸o˜es de controle futuras sobre as sa´ıdas e modelos bem simples para a descric¸a˜o das
perturbac¸o˜es.
Foi na indu´stria de processos qu´ımicos que o cpbm apresentou maior sucesso, de-
vido a` simplicidade do algoritmo e pelo uso de um modelo com resposta ao degrau ou
ao impulso, o qual e´ muito intuitivo e requer um menor conhecimento a priori para sua
identificac¸a˜o. Pore´m, inicialmente, questo˜es mais teo´ricas como estabilidade e robustez
foram ignoradas perante o sucesso pra´tico do me´todo. No final da de´cada de oitenta, o
grande interesse da indu´stria no cpbm incentivou a comunidade acadeˆmica a desenvol-
ver trabalhos teo´ricos com a finalidade de fornecer provas de estabilidade, resultados
de robustez e diferentes metodologias para a modelagem dos processos (CAMACHO e
BORDONS, 1998).
Assim, outra famı´lia de algoritmos dentro da classe de cpbm surgiu no meio
acadeˆmico, geralmente relacionados ao controle adaptativo, e que possuem uma se´rie de
caracter´ısticas diferentes aos do primeiro grupo (DATTA e OCHOA, 1996). Neste se-
gundo grupo, onde devem ser inclu´ıdos o “controle preditivo generalizado”(Generalized
Predictive Controller, gpc) (CLARKE et al., 1987), o “controle adaptativo de predic¸a˜o
estendida”(Extended Prediction Self Adaptive Control, epsac) (KEYSER e CUAWEN-
BERGHE, 1985), o “controle adaptativo de horizonte estendido”(Extended Horizon
Adaptive Control, ehac) (YDSTIE, 1984) e o “controle preditivo unificado”(Unified
Predictive Control, upc) (SOETERBOEK, 1992), a planta e´ representada por uma
func¸a˜o de transfereˆncia e as perturbac¸o˜es sa˜o representadas por um modelo autor-
regresivo integrado e de me´dia mo´vel (normalmente denominado na literatura inglesa
modelo arima (GOODWIN e SIN, 1984)), enquanto as predic¸o˜es da sa´ıda do processo
calculam-se usando preditores o´timos (NORMEY-RICO, 2003).
No que segue, primeiramente sa˜o analisadas as caracter´ısticas gerais dos controla-
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dores preditivos para depois, no Cap´ıtulo 5, analisar com maiores detalhes os contro-
ladores aplicados no ve´ıculo autoˆnomo.
3.3 Elementos do CPBM
Todos os algoritmos de cpbm possuem os seguintes elementos em comum:
• O modelo de predic¸a˜o;
• A func¸a˜o objetivo;
• Um me´todo para a obtenc¸a˜o da lei de controle;
sendo que as diferentes opc¸o˜es de modelo, func¸a˜o objetivo e me´todo de ca´lculo do
controle geram as diversas verso˜es de controladores propostos na literatura (NORMEY-
RICO, 2003).
3.3.1 O Modelo de Predic¸a˜o
O modelo de predic¸a˜o e´ provavelmente o elemento mais importante dentro do controla-
dor, dado que ele deve ser capaz de representar adequadamente a dinaˆmica do processo,
deve permitir o ca´lculo das predic¸o˜es da sa´ıda do processo, ser intuitivo e ao mesmo
tempo permitir uma ana´lise teo´rica do sistema.
O Modelo do Processo
As diferentes estrate´gias de cpbm utilizam diferentes formas para representar as
relac¸o˜es entre entradas manipuladas, perturbac¸o˜es e sa´ıdas do processo. Em geral os
modelos tambe´m incluem uma representac¸a˜o matema´tica das perturbac¸o˜es e do ru´ıdo,
assim como dos erros de modelagem. Em geral o modelo e´ separado em duas partes:
modelo do processo propriamente dito e modelo das perturbac¸o˜es; ambos necessa´rios
para o ca´lculo das predic¸o˜es.
Os modelos mais usados para representar o processo sa˜o:
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• Resposta Impulsiva. E´ utilizado no mac e em casos especiais no gpc e no epsac.
A relac¸a˜o entrada sa´ıda vem dada por:
y(k) =
∞∑
i=1
hiu(k − i) ,
onde hi sa˜o as amostras da sa´ıda do processo correspondente a` aplicac¸a˜o de um
impulso na entrada do mesmo. Em geral, como esta sequ¨eˆncia e´ infinita a resposta
e´ truncada para os primeiros N valores, motivo pelo qual o modelo somente pode
ser usado com plantas esta´veis, onde hi → 0 quando i→∞:
y(k) =
N∑
i=1
hiu(k − i) = H(z
−1)u(k) , (3.1)
onde H(z−1) = h1z
−1+ h2z
−2+ · · ·+ hNz
−N , e z−1 e´ o operador atraso unita´rio.
A predic¸a˜o da sa´ıda em k + j calculada no instante k, (yˆ(k + j|k)), usando este
modelo e´ calculada como:
yˆ(k + j|k) =
N∑
i=1
hiu(k + j − i|t) = H(z
−1)u(k + j|k) .
Este me´todo e´ bastante utilizado na pra´tica devido a`s vantagens que ele oferece,
como: (a) e´ intuitivo; (b) na˜o precisa de conhecimento a priori do processo e pode
ser usado em plantas multivaria´veis sem acrescentar complexidade e (c) descreve
de maneira simples efeitos mais complexos da dinaˆmica do processo como atrasos
e comportamentos de fase na˜o mı´nima.
Por outro lado, apresenta alguns inconvenientes: (a) na˜o pode ser usado com
plantas insta´veis e (b) necessita utilizar um grande nu´mero de paraˆmetros para
descrever o modelo. Geralmente N pode ser 40 ou 50, valor que pode aumentar
ainda mais se o processo tiver um atraso grande.
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• Resposta ao degrau. E´ usado pelo dmc e suas variantes. E´ similar ao anterior,
mas usa um degrau unita´rio como sinal de entrada. Para sistemas esta´veis a
resposta truncada e´:
y(k) = y0 +
N∑
i=1
gi△ u(k − i) = y0 +G(z
−1)(1− z−1)u(k) , (3.2)
onde ∆u(k) = u(k)− u(k − 1) e os gi sa˜o as amostras da sa´ıda obtida ao aplicar
o degrau. Considerando o sistema no ponto de operac¸a˜o y0 a predic¸a˜o pode ser
calculada como:
yˆ(k + j|k) =
N∑
i=1
gi∆u(k + j − i|k) .
Como um impulso pode ser considerado como a diferenc¸a entre dois degraus com
um atraso de um per´ıodo de amostragem, assim, a relac¸a˜o entre este modelo e o
de resposta impulsiva e´ dada por:
hi = gi − gi−1 , gi =
i∑
p=1
hp .
Resulta, assim, que este modelo tem as mesmas vantagens e inconvenientes que
o anterior.
• Func¸a˜o de Transfereˆncia. Este modelo e´ usado no gpc, upc, epsac, ehac entre
outros. Utiliza o conceito de func¸a˜o de transfereˆncia G(z−1) =
B(z−1)
A(z−1)
:
A(z−1)y(k) = B(z−1)u(k) ,
com
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A(z−1) = 1 + a1z
−1 + a2z
−2 + · · ·+ anaz
−na
B(z−1) = b1z
−1 + b2z
−2 + · · ·+ bnbz
−nb
.
A predic¸a˜o e´ calculada como:
yˆ(k + j|k) =
B(z−1)
A(z−1)
u(k + j|k) .
Esta representac¸a˜o tem como principais vantagens que pode ser usada para plan-
tas insta´veis e que precisa, em geral, de poucos paraˆmetros para descrever o
comportamento do sistema (o atraso, por exemplo, pode ser descrito apenas com
um paraˆmetro). Ja´ seu principal inconveniente e´ a necessidade de conhecer a
priori a ordem dos polinoˆmios A e B quando o modelo deve ser identificado a
partir de dados experimentais.
• Espac¸o de estados. E´ usado no “controle preditivo funcional”(Predictive Func-
tional Control, pfc) (RICHALET et al., 1987) por exemplo, e tem a seguinte
representac¸a˜o:
x(k) = Pxx(k − 1) +Hxu(k − 1)
y(k) = Px(k)x
,
onde x e´ o estado e Px, Hx e P sa˜o matrizes de dimenso˜es compat´ıveis. A
predic¸a˜o e´ calculada como:
yˆ(k + j|k) = Pxˆ(k + j|k) = P[Pjxx(k) +
j∑
i=1
Pi−1x Hxu(k + j − i|k)] .
Sua principal vantagem e´ que pode ser usada diretamente para processos multi-
varia´veis. A lei de controle e´ simplesmente a realimentac¸a˜o de uma combinac¸a˜o
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linear dos estados, embora as vezes alguns estados escolhidos na˜o tenham signifi-
cado f´ısico. Assim, muitas vezes e´ necessa´rio o uso de observadores se os estados
na˜o sa˜o acess´ıveis, aumentando a complexidade de ca´lculo do controle.
• Outros modelos. Todos os modelos anteriormente descritos consideram somente
o comportamento linear ou linearizado do processo, e por sua simplicidade sa˜o
os mais utilizados. Pore´m, modelos na˜o-lineares tambe´m podem ser usados para
descrever a dinaˆmica do processo quando os modelos lineares na˜o geram bons
resultados. E´ importante salientar, entretanto, que a soluc¸a˜o do problema nestes
casos, apresenta alguns inconvenientes adicionais como: (a) a obtenc¸a˜o do modelo
do processo e (b) a complexidade dos algoritmos de controle resultantes. Redes
neurais (TAN e KEYSER, 1994) ou lo´gica nebulosa (SKRJANC e MATKO, 1994)
podem ser usadas em algumas aplicac¸o˜es para determinar o modelo de predic¸a˜o.
O cpbm na˜o-linear e´ um campo aberto para pesquisas, tanto na a´rea de deter-
minac¸a˜o de modelos, como nos procedimentos e algoritmos de otimizac¸a˜o para o
ca´lculo do controle.
Modelo das perturbac¸o˜es
A escolha de um modelo para as perturbac¸o˜es e´ ta˜o importante quanto a do processo.
O modelo mais utilizado para a descric¸a˜o de perturbac¸o˜es determin´ısticas e estoca´sticas
e´ o conhecido como modelo autoregressivo integrado de me´dia mo´vel (Auto-Regressive
and Integrated Moving Average (arima)). Neste caso, as diferenc¸as entre a sa´ıda do
modelo e do processo sa˜o modeladas por:
n(k) =
C(z−1)e(k)
D(z−1)
,
onde o polinoˆmio D(z−1) inclui um integrador ∆ = 1 − z−1, e(k) e´ um ru´ıdo branco
de me´dia zero. Os demais paraˆmetros dos polinoˆmios C e D sa˜o usados para descre-
ver as caracter´ısticas estoca´sticas de n. Este modelo permite representar mudanc¸as
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aleato´rias, off-sets e outros fenoˆmenos normalmente encontrados nos meios industri-
ais. Este modelo e´ usado diretamente no gpc, epsac, ehac e upc e, com algumas
modificac¸o˜es, em outros controladores.
Alguns casos particulares importantes sa˜o: (a) o modelo usado em dmc,
n(k) =
e(k)
1− z−1
,
onde a melhor predic¸a˜o para nˆ(k + j|k) e´ n(k), tendo em vista que e(k) tem me´dia
zero; ou (b) o modelo usado no pfc,
n(k) =
e(k)
(1− z−1)2
,
onde nˆ(k + j|k) = n(k) + (n(k)− n(k − 1))k.
Outras variac¸o˜es destes modelos e estudos sobre o efeito do modelo das perturbac¸o˜es
no sistema de controle podem ser encontradas em (BERGH e MACGREGOR, 1987;
PALMOR, 1982).
Resposta livre e forc¸ada
Uma caracter´ıstica comum nos cpbm, e´ a utilizac¸a˜o dos conceitos de resposta livre e
forc¸ada. A ide´ia e´ considerar a` sequ¨eˆncia de controle composta por duas partes:
u(k) = uf(k) + uc(k) ;
• uf(k) correspondente aos valores passados da entrada e que sa˜o mantidos iguais
aos valores da varia´vel manipulada:
uf(k − j) = u(k − j) para j = 1, 2, · · ·
uf(k + j) = u(k − 1) para j = 0, 1, 2, · · ·
;
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• uc(k) e´ zero no passado e igual aos controles a serem aplicados no futuro:
uc(k − j) = 0 para j = 1, 2, · · ·
uc(k + j) = u(k + j)− u(k − 1) para j = 0, 1, 2, · · ·
.
Desta forma, a predic¸a˜o da sa´ıda do processo pode ser separada em duas partes: a
resposta livre, yf(k), que corresponde a` predic¸a˜o quando a entrada e igualada a` uf(k),
e a outra, a` resposta forc¸ada, yc(k), que corresponde a`s predic¸o˜es quando o controle e´
igual a uc(k). Esta ide´ia pode ser usada para uma implementac¸a˜o bastante simples e
intuitiva dos algoritmos de cpbm.
3.3.2 Func¸a˜o Objetivo
Em geral, os diversos algoritmos de cpbm utilizam diferentes func¸o˜es de custo para
calcular a lei de controle, pore´m todos eles consideram como objetivo minimizar o erro
entre a sa´ıda futura, y, e a refereˆncia desejada, yref , penalizando o esforc¸o de controle
∆u.
Assim, a expressa˜o mais geral desta func¸a˜o objetivo e´:
J =
N2∑
j=N1
δ(j)[yˆ(k + j|k)− yref(k + j)]
2 +
Nu∑
j=1
λ(j)[△u(k + j − 1)]2 . (3.3)
Os elementos desta func¸a˜o sa˜o:
• Paraˆmetros: N1, N2, Nu, δ(j) e λ(j). N1 e N2 sa˜o os horizontes de predic¸a˜o
mı´nimo e ma´ximo, Nu e´ o horizonte de controle. Os valores destes ı´ndices teˆm
uma interpretac¸a˜o clara ja´ que definem os instantes onde se deseja que a refereˆncia
siga a` sa´ıda e onde e´ importante limitar a ac¸a˜o de controle. Assim, se, por
exemplo, N1 e´ grande implica que na˜o e´ importante o erro cometido nos primeiros
N1 − 1 instantes e a resposta obtida tendera´ a ser suave. No caso particular de
sistemas com um atraso de valor d e´ lo´gico escolher N1 > d, ja´ que na˜o havera´
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resposta do sistema a` entrada u(k) ate´ o tempo k = d. Variando Nu e´ poss´ıvel
penalizar durante mais ou menos tempo a ac¸a˜o de controle. Os coeficientes δ(j) e
λ(j) sa˜o as sequ¨eˆncias de ponderac¸a˜o do erro e do esforc¸o de controle e geralmente
sa˜o escolhidas constantes ou exponenciais ao longo do horizonte. Por exemplo,
uma func¸a˜o do tipo:
δ(j) = αN2−j ,
permite variar a penalizac¸a˜o do erro em diferentes partes do horizonte. Assim,
por exemplo, para gerar respostas mais suaves escolhe-se um de valor α entre 0
e 1 de forma tal que sejam mais penalizados os u´ltimos valores do erro dentro do
horizonte.
• Trajeto´ria de refereˆncia: Uma das vantagens do cpbm e´ a possibilidade de utili-
zar o conhecimento dos valores futuros da refereˆncia, quando dispon´ıveis, para o
ca´lculo do sinal de controle, o que permite, por exemplo, que o sistema atinja mais
rapidamente o novo valor desejado. Esta caracter´ıstica torna-se interessante em
algumas aplicac¸o˜es como em robo´tica mo´vel e manipuladora, em servoacionamen-
tos e em processos do tipo batelada, onde as refereˆncias futuras sa˜o conhecidas
a priori.
Os valores de yref(k + j) utilizados na func¸a˜o objetivo na˜o sa˜o necessariamente
coincidentes com a refereˆncia real do sistema. Normalmente, nas aplicac¸o˜es
pra´ticas, utilizam-se estrate´gias para suavizar as mudanc¸as de refereˆncia, de
forma similar aos filtros utilizados nas estruturas cla´ssicas de controle com dois
graus de liberdade. Uma forma t´ıpica para esta lei e´:
yref(k) = r(t)
yref(k + j) = αyref(k + j − 1) + (1− α)r(k + j) j = 1 . . .N ,
(3.4)
onde α e´ um paraˆmetro entre 0 e 1. Esta lei representa um filtro passa baixa de
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primeira ordem que pode ser ajustado para suavizar mais, α pro´ximo de um, ou
menos, α pro´ximo de zero, a forma da resposta. Estas ide´ias sa˜o usadas no gpc
e no epsac para especificar o comportamento desejado para a malha fechada
CLARKE e MOTHADI (1989).
• Restric¸o˜es: Na pra´tica, todos os processos esta˜o sujeitos a restric¸o˜es tanto nas
varia´veis de sa´ıda como de entrada. Exemplos disto sa˜o: os limites ma´ximos e
mı´nimos impostos aos atuadores (ex.: va´lvulas), a ma´xima velocidade de variac¸a˜o
de um acionamento (ex.: servo-acionamentos), os valores limites que podem ser
atingidos pelas sa´ıdas de um sistema devido a questo˜es de seguranc¸a, etc. Ale´m
disso, existem restric¸o˜es do tipo econoˆmico para o funcionamento do sistema que
em geral levam a escolher pontos de operac¸a˜o muito pro´ximos destes limites.
Assim, se o controle e´ corretamente calculado para trabalhar muito pro´ximo
daquele o´timo, a qualidade e a relac¸a˜o custo-benef´ıcio do processo produtivo sa˜o
otimizadas (CAMACHO e BORDONS, 1998). Por estes motivos a inclusa˜o das
restric¸o˜es na func¸a˜o objetivo que se deseja minimizar e´ importante. Neste sentido
todos os algoritmos de cpbm permitem inclu´ı-las no momento da obtenc¸a˜o do
mı´nimo de J considerando um conjunto de equac¸o˜es do tipo:
umin ≤ u(k) ≤ umax ∀k
dumin ≤ u(k)− u(k − 1) ≤ dumax ∀k
ymin ≤ y(k) ≤ ymax ∀k
.
Deve ser mencionado aqui que, nestes casos, a soluc¸a˜o do mı´nimo de J na˜o pode
ser obtida analiticamente e requer uma carga de ca´lculo bem maior que no caso sem
restric¸o˜es. Apesar da complexidade de ca´lculo, a capacidade do cpbm de levar em
considerac¸a˜o as restric¸o˜es e´ o principal motivo do seu sucesso nas aplicac¸o˜es industriais.
O tratamento do cpbm com restric¸o˜es apresenta diversas dificuldades, tanto teo´ricas
como de implementac¸a˜o. A formulac¸a˜o do problema consiste no correto equaciona-
mento das restric¸o˜es e num tratamento posterior que e´ conhecido como “estudo de
factibilidade e gesta˜o de restric¸o˜es”. Este tratamento permite o correto funcionamento
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do algoritmo de otimizac¸a˜o, liberando ou suavizando, quando poss´ıvel, as restric¸o˜es.
Por outro lado, do ponto de vista da implementac¸a˜o do algoritmo de otimizac¸a˜o, as pes-
quisas esta˜o orientadas a` melhoria da eficieˆncia e a` minimizac¸a˜o dos tempos de ca´lculo.
Ja´ os problemas de estabilidade destes sistemas de controle somente teˆm sido resolvi-
dos parcialmente e, assim, numerosas pesquisas veˆm sendo realizadas nesta direc¸a˜o nos
u´ltimos anos (CAMACHO e BORDONS, 1998).
3.3.3 Obtenc¸a˜o da Lei de Controle
Em todos os algoritmos de cpbm o objetivo e´ calcular u(k + j|k) para minimizar J .
Para isso e´ necessa´rio calcular as predic¸o˜es yˆ(k + j|k) como func¸a˜o do controle futuro
e, a partir do me´todo utilizado por cada algoritmo, substituir na func¸a˜o J . No caso
de utilizar um modelo linear e sem restric¸o˜es e´ poss´ıvel obter uma soluc¸a˜o anal´ıtica do
mı´nimo de J . Em outro caso a soluc¸a˜o e´ obtida de forma iterativa por algum me´todo
de otimizac¸a˜o.
Independente do me´todo utilizado a soluc¸a˜o e´, em geral, complexa devido ao nu´mero
de varia´veis envolvidas, principalmente quando os horizontes sa˜o grandes. Para reduzir
os graus de liberdade deste problema alguns algoritmos propo˜em estruturar a lei de
controle. Isto pode ser feito como no dmc, gpc, epsac e ehac, ajustando o horizonte
de controle, Nu, o que implica em zerar as variac¸o˜es do controle apo´s um certo valor
no horizonte Nu < N2:
∆u(t+ j − 1) = 0 j > Nu .
Outra forma de estruturar o controle, que e´ usada no pfc, consiste em calcular o
controle como uma combinac¸a˜o de func¸o˜es pre´-estabelecidas:
u(k + j) =
n∑
i=1
µi(k)Bi(j) , (3.5)
onde os Bi escolhem-se de acordo com o tipo de processo e de refereˆncia.
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Neste ponto tambe´m existe um grande campo para pesquisas em cpbm, ja´ que os
problemas de otimizac¸a˜o associados ao ca´lculo do controle o´timo na˜o tem sido resolvidos
de forma geral (NORMEY-RICO, 2003).
3.4 Controle Preditivo de Ve´ıculo Autoˆnomos
O controle de ve´ıculos autoˆnomos utilizando cpbm na˜o e´ muito frequ¨entemente encon-
trado na literatura. A seguir sa˜o citados alguns destes trabalhos.
Em OLLERO e AMIDI (1991) o gpc e´ aplicado ao problema de seguimento de
caminho do ve´ıculo CMU NavLab, uma van comercial. O controle e´ realizado atrave´s
da velocidade angular do ve´ıculo, considerando que a velocidade tangencial permanece
constante. Como o modelo utilizado e´ linear e em coordenadas locais, trajeto´rias de
aproximac¸a˜o do ve´ıculo a` refereˆncia tornam-se necessa´rias para evitar variac¸o˜es muito
altas da orientac¸a˜o do ve´ıculo. A func¸a˜o custo envolve o erro de posic¸a˜o e orientac¸a˜o
em coordenadas locais e incrementos do controle e restric¸o˜es sa˜o consideradas.
Em GO´MEZ-ORTEGA e CAMACHO (1996), algoritmos gene´ticos sa˜o utilizados
para a otimizac¸a˜o na˜o-linear, a fim de diminuir o esforc¸o computacional e tornando
poss´ıvel assim a aplicac¸a˜o em tempo real. O problema de seguimento de trajeto´ria e´
solucionado para um roboˆ mo´vel, com modelo na˜o-linear e acionamento diferencial. Na
func¸a˜o foi inclu´ıdo um termo que penaliza a proximidade entre o ve´ıculo e obsta´culos
fixos no meio. Portanto, um caminho e´ previamente definido, considerando apenas
obsta´culos conhecidos. O problema de seguimento de trajeto´ria e´ resolvido, pore´m,
agora, com obsta´culos na˜o planejados presentes no meio. O algoritmo foi aplicado ao
roboˆ LABMATE.
Em YANG et al. (1998) um controle preditivo inteligente e´ apresentado, onde um
modelo cinema´tico em redes neurais e´ utilizado para a predic¸a˜o das sa´ıdas, e as entradas
de controle sa˜o as velocidades tangencial e angular. O ve´ıculo autoˆnomo considera seu
modelo similar a de um automo´vel, com duas rodas traseiras para trac¸a˜o e duas frontais
para direc¸a˜o. A func¸a˜o custo envolve o erro entre a localizac¸a˜o atual e a de refereˆncia
do ve´ıculo e o esforc¸o de controle. O ve´ıculo utilizado e´ o roboˆ do tipo automo´vel
THMR-III.
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Em NORMEY-RICO et al. (1998b) comentam-se algumas vantagens da utilizac¸a˜o
do cpbm para o problema de seguimento de trajeto´ria de roboˆs mo´veis, como por
exemplo: a trajeto´ria e´ previamente conhecida; o caminho percorrido e´ suave; ha´ um
aumento na autonomia do roboˆ, ja´ que o esforc¸o de controle e´ minimizado. Foi utilizado
o algoritmo gpc com a predic¸a˜o das sa´ıdas realizada pela estrutura do Preditor de
Smith, sp, sem considerar restric¸o˜es para o seguimento do caminho. Foi utilizado
um modelo em coordenadas locais do roboˆ e a velocidade tangencial foi considerada
constante. Utilizou-se a trajeto´ria de aproximac¸a˜o Pure-Pursuit, com intuito de evitar
grandes variac¸o˜es da orientac¸a˜o do ve´ıculo. O algoritmo foi aplicado tambe´m ao roboˆ,
com acionamento diferencial, LABMATE.
Em KU¨HNE (2005) desenvolveu-se um algoritmo na˜o-linear de cpbm em espac¸o
de estados utilizando coordenadas polares aplicado a um roboˆ mo´vel com acionamento
diferencial para estabilizac¸a˜o em um ponto e rastreamento de trajeto´ria. Seu me´todo
e´ comparado com leis de controle variantes no tempo e descont´ınuas, mostrando a
eficieˆncia do cpbm. E´ realizado tambe´m o controle preditivo linear no espac¸o de
estados utilizando o modelo cinema´tico do erro, o qual e´ obtido atrave´s de linearizac¸o˜es
sucessivas ao longo do horizonte de predic¸a˜o. Isto e´ devido ao alto custo computacional
que o cpbm na˜o-linear apresenta. Os algoritmos desenvolvidos foram aplicados no roboˆ
TWIL, com duas rodas ativas e uma passiva, configurando um roboˆ com acionamento
diferencial.
Em alguns trabalhos citados acima, sa˜o utilizados o modelo cinema´tico do ve´ıculo
em coordenadas locais e o modelo cinema´tico do erro, permitindo o uso de algoritmos
de otimizac¸a˜o convexa e diminuindo drasticamente o custo computacional necessa´rio
(NORMEY-RICO et al., 1998b; KU¨HNE, 2005). Entretanto, quando utilizado o mo-
delo em coordenadas locais, se faz necessa´rio o uso de trajeto´rias de aproximac¸a˜o, pois
este e´ va´lido somente para pequenas variac¸o˜es do incremento da orientac¸a˜o do ve´ıculo.
E quando utilizado o modelo cinema´tico do erro, linearizac¸o˜es sucessivas sa˜o realizadas
a cada amostra ate´ um horizonte finito.
Em GO´MEZ-ORTEGA e CAMACHO (1996); NORMEY-RICO et al. (1998b);
KU¨HNE (2005) a dinaˆmica dos ve´ıculos e´ desprezada, pois a velocidade com que estes
executam os trajetos e´ considerada pequena e a massa dos roboˆs mo´veis na˜o influencia
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o objetivo de seguimento da trajeto´ria. Pore´m, como citado anteriormente, quando se
deseja obter desempenho em velocidades elevadas e existem forc¸as externas ao ve´ıculo
o modelo dinaˆmico deve ser incorporado ao sistema.
3.5 Concluso˜es
Neste cap´ıtulo apresentou-se o controle preditivo baseado em modelo, onde foram des-
critas as principais caracter´ısticas e qualidades que este tipo de me´todos de controle
oferece. A evoluc¸a˜o histo´rica do cpbm foi discutida a fim de orientar o leitor de forma
cronolo´gica em relac¸a˜o ao conjunto de me´todos existentes. Os elementos do cpbm
foram descritos aqui com o objetivo de introduzir a metodologia usada nas diferentes
estrate´gias deste algoritmo de controle.
Trabalhos que utilizam cpbm aplicado a roboˆs mo´veis foram discutidos de forma
breve, com o intuito de mostrar a importaˆncia que e´ dada a este tipo de algoritmos e
aplicabilidade deste em ve´ıculos autoˆnomos.
As propriedades dos algoritmos de cpbm o colocam como um formato interessante
para o controle de ve´ıculos autoˆnomos. Para sua utilizac¸a˜o e´ fundamental o desenvol-
vimento de um modelo do processo. Isto e´ tratado no pro´ximo cap´ıtulo.
Cap´ıtulo 4
Modelagem e Estudo do Ve´ıculo
Mini-Baja
4.1 Introduc¸a˜o
A modelagem do ve´ıculo e´ realizada em duas etapas. Inicialmente, sa˜o considerados
somente os aspectos cinema´ticos e, em seguida, a dinaˆmica do sistema (forc¸as de atrito,
forc¸as de trac¸a˜o, momentos de ine´rcia, massa, etc.) e´ tratada. Pore´m, ambos os
modelos, cinema´tico e dinaˆmico, sa˜o manipulados para obter modelos linearizados.
Trabalhos pre´vios de cpbm aplicado ao seguimento de trajeto´rias de roboˆs mo´veis
teˆm mostrado que o custo computacional associado ao algoritmo de cpbm na˜o-linear
o tornam invia´vel para utilizac¸a˜o em sistemas embarcados em tempo-real (KU¨HNE,
2005). Assim, neste trabalho optou-se pelo uso do cpbm linear, para o que e´ necessa´rio
o desenvolvimento do modelo linearizado do roboˆ mo´vel.
Para que se possa utilizar um controlador linear para seguimento de trajeto´ria
o modelo cinema´tico e´ analisado sobre dois aspectos. Primeiramente, e´ utilizado o
modelo cinema´tico do erro, onde considera-se a existeˆncia de um roboˆ de refereˆncia
virtual sobre a trajeto´ria a ser seguida, descrito pelo mesmo modelo cinema´tico do
ve´ıculo. Para isso, considera-se que a trajeto´ria de refereˆncia e´ definida off-line e e´
variante no tempo. O objetivo em usar essa estrate´gia, para entradas de refereˆncia
na˜o-nulas, e´ calcular uma lei de controle linear que fac¸a que o erro entre o roboˆ e a
refereˆncia seja nulo (NELSON e COX, 1988; KU¨HNE, 2005). A segunda abordagem
considera o modelo cinema´tico em coordenadas locais e assume que os incrementos
dos aˆngulos de orientac¸a˜o do ve´ıculo e de direc¸a˜o da roda dianteira sa˜o pequenos a
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cada amostra e, a partir dessas suposic¸o˜es, chega-se ao modelo cinema´tico linearizado
para o ve´ıculo. Como este e´ va´lido somente para pequenas variac¸o˜es desses aˆngulos,
se o ve´ıculo na˜o estiver posicionado sobre a trajeto´ria de refereˆncia, as mesmas sera˜o
muito altas para alcanc¸ar o caminho desejado, portanto, para contornar esses valores,
e´ gerada uma rota de aproximac¸a˜o, assim, o ve´ıculo estara´ sempre localizado sobre a
trajeto´ria de refereˆncia (NORMEY-RICO et al., 1998b).
A ana´lise da dinaˆmica do ve´ıculo e´ realizada quando a massa do ve´ıculo, a carga
conduzida por este e a poteˆncia necessa´ria para moveˆ-lo sa˜o consideradas (DENG e
BRADY, 1993; SCHAMMASS et al., 1998). Em muitas aplicac¸o˜es e´ necessa´rio o con-
trole da dinaˆmica do sistema para assegurar que o ve´ıculo siga a trajeto´ria especificada
e que tenha boa performance em altas velocidades (DENG e BRADY, 1993; BOYDEN
e VELINSKY, 1994). A modelagem dinaˆmica do roboˆ mo´vel do tipo automo´vel e´ ob-
tida atrave´s das Leis de Newton considerando que o ve´ıculo se movimenta no plano.
Para o objetivo de controle o modelo e´ dividido em duas partes, tendo em vista que a
dinaˆmica de velocidade e´ mais lenta que a de navegac¸a˜o do ve´ıculo, permitindo assim
o uso de uma estrutura cascata para o controle da dinaˆmica.
Nas sec¸o˜es subsequ¨entes e´ discutida a modelagem cinema´tica do ve´ıculo, bem como
suas derivac¸o˜es. Para explicar o uso do modelo cinema´tico em coordenadas locais e´
feita uma abordagem sobre transformac¸a˜o de coordenadas e, em seguida, e´ tratada
a gerac¸a˜o de trajeto´rias de aproximac¸a˜o. Por fim, e´ apresentado o modelo dinaˆmico
na˜o-linear de um automo´vel, enfatizando no ve´ıculo Mini-Baja.
4.2 Cinema´tica de Roboˆs Mo´veis do Tipo Au-
tomo´vel
A Figura 4.1 representa um roboˆ mo´vel do tipo automo´vel constitu´ıdo de um corpo
r´ıgido e com rodas dianteiras e traseiras na˜o deforma´veis, sendo as traseiras alinhadas
com o ve´ıculo, enquanto que as dianteiras podem girar sobre o eixo vertical centrado
em cada roda, ou seja, sa˜o guia´veis. Para simplificar os ca´lculos, os pares de rodas
dianteiras e traseiras sa˜o consideradas representadas por apenas uma roda na frente e
outra atra´s na metade de cada eixo mecaˆnico (MURRAY e SASTRY, 1993). Assim,
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assume-se que na˜o ocorre escorregamento e, portanto, a velocidade do ve´ıculo no cen-
tro das duas rodas de cada eixo mecaˆnico e´ sempre tangente a` orientac¸a˜o do mesmo
(BARRAQUAND e LATOMBE, 1989) e, ale´m disso, tendo que as rodas dianteiras e
traseiras possuam mesma dimensa˜o, pode-se considerar que o mo´dulo da velocidade
em ambas e´ igual. Com isso, as restric¸o˜es do sistema permitem que as rodas rolem e
girem, mas na˜o deslizem.
Figura 4.1: Configurac¸a˜o do ve´ıculo Mini-Baja.
A partir da Figura 4.1, o ponto de guiamento, ou seja, o ponto sobre o ve´ıculo que
e´ designado a seguir a trajeto´ria de refereˆncia (NELSON, 1989), e´ definido no centro
das rodas dianteiras e o centro de rotac¸a˜o esta´ localizado no centro de massa (cm). O
modelo cinema´tico de um ve´ıculo com translac¸a˜o bi-dimensional e rotac¸a˜o no plano e´
descrito pela expressa˜o (4.1) (BARRAQUAND e LATOMBE, 1989; NELSON, 1989;
MURRAY e SASTRY, 1993; NECSULESCU et al., 1996; SCHAMMASS et al., 1998):


x˙(t) = vD(t) · cos (θ(t) + δD(t))
y˙(t) = vD(t) · sen (θ(t) + δD(t))
θ˙(t) =
vD(t)
dD
· senδD(t)
, (4.1)
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onde:
• vD(t): velocidade tangencial do ve´ıculo no ponto central entre as rodas dianteiras;
• dD: distaˆncia entre o eixo dianteiro e o centro de massa do ve´ıculo;
• θ(t): posic¸a˜o angular do ve´ıculo em relac¸a˜o ao sistema de coordenadas globais;
• δD(t): aˆngulo da roda dianteira em relac¸a˜o ao eixo xL fixo ao ve´ıculo;
• (x(t), y(t)): coordenadas cartesianas globais do ve´ıculo.
O modelo descrito pela expressa˜o (4.1) pode ser escrito de forma simplificada:
x˙(t) = f (x(t), u(t), t) . (4.2)
Como o objetivo e´ obter modelos cinema´ticos linearizados, a seguir sa˜o apresentados
dois me´todos para manipular o sistema descrito pela expressa˜o (4.1).
4.2.1 Modelo Cinema´tico do Erro
Nesta abordagem do modelo cinema´tico, o objetivo e´ fazer com que o ve´ıculo siga uma
trajeto´ria de refereˆncia previamente determinada com erro nulo. Pore´m, como o ponto
para onde este deve convergir varia com o tempo, se considera um roboˆ de refereˆncia
virtual sobre o caminho a ser seguido com o mesmo modelo cinema´tico do ve´ıculo a ser
controlado (ESSEN e NIJMEIJER, 2001; SUN, 2005; KU¨HNE, 2005):


x˙ref(t) = vDref(t) · cos (θref(t) + δDref(t))
y˙ref(t) = vDref(t) · sen (θref(t) + δDref(t))
θ˙ref(t) =
vDref(t)
dD
· senδDref (t)
, (4.3)
ou, em uma forma mais compacta:
x˙ref (t) = f (xref (t), uref(t), t) , (4.4)
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onde xref(t) = [xref(t) yref(t) θref(t)]
′ e uref(t) = [vDref(t) δDref(t)]
′ sa˜o os estados
e as entradas de controle de refereˆncia, respectivamente.
O modelo linearizado pode ser obtido atrave´s de um modelo do erro entre o roboˆ
(4.2) e o roboˆ de refereˆncia (4.4). Para isso, expande-se o termo direito da expressa˜o
(4.2) atrave´s de Se´ries de Taylor em torno de um ponto de operac¸a˜o da trajeto´ria de
refereˆncia e desconsideram-se termos de ordem superior. Assim, tem-se:
x˙(t) = f(xref(t), uref(t), t) +
∂f(x(t), u(t), t)
∂x(t)
∣∣∣∣
x=xref
u=uref
· (x(t)− xref (t))
+
∂f(x(t), u(t), t)
∂u(t)
∣∣∣∣
x=xref
u=uref
· (u(t)− uref(t))
. (4.5)
Subtraindo a expressa˜o (4.4) da (4.5) obte´m-se o modelo cinema´tico do erro para
o roboˆ proposto:
˙˜x(t) =
∂f(x(t), u(t), t)
∂x(t)
∣∣∣∣
x=xref
u=uref
· x˜(t) +
∂f(x(t), u(t), t)
∂u(t)
∣∣∣∣
x=xref
u=uref
· u˜(t) , (4.6)
onde x˜(t) = x(t) − xref(t) representa o erro com relac¸a˜o ao roboˆ de refereˆncia, u˜(t) =
u(t)− uref(t) e´ a perturbac¸a˜o da entrada de controle. Assim, como:
A(t) =
∂f(x(t), u(t), t)
∂x(t)
∣∣∣∣
x=xref
u=uref
=


0 0 −vDref (t) · sen (θref(t) + δDref(t))
0 0 vDref(t) · cos (θref(t) + δDref(t))
0 0 0

 (4.7)
B(t) =
∂f(x(t), u(t), t)
∂u(t)
∣∣∣∣
x=xref
u=uref
=
=


cos(θref(t) + δDref(t)) −vref (t) · sen(θref (t) + δDref(t))
sen(θref (t) + δDref(t)) vDref(t) · cos(θref(t) + δDref(t))
1
dD
· senδDref(t)
vDref(t)
dD
· cosδDref(t)

 ,
(4.8)
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sa˜o os jacobianos de (4.2) com relac¸a˜o a` x(t) e u(t), respectivamente, calculados em
torno do ponto (xref (t), uref(t), t) (KU¨HNE et al., 2004b). O modelo do erro dado por
(4.6) pode ser escrito da seguinte forma:
˙˜x(t) = A(t) · x˜(t) +B(t) · u˜(t) . (4.9)
Atrave´s do me´todo de discretizac¸a˜o de Euler ( ˙˜x(t) = x˜(k+1)−x˜(k)
T
), tem-se o seguinte
o modelo linear variante no tempo em tempo discreto (KU¨HNE, 2005):
x˜(k + 1) = A(k) · x˜(k) +B(k) · u˜(k) , (4.10)
com
A(k) =


1 0 −vDref (k) · T · sen (θref (k) + δDref(k))
0 1 vDref(k) · T · cos (θref (k) + δDref(k))
0 0 1

 (4.11)
B(k) =


T · cos (θref(k) + δDref(k)) −vDref(k) · T · sen (θref(k) + δDref(k))
T · sen (θref (k) + δDref(k)) vDref(k) · T · cos (θref(k) + δDref(k))
T
dD
· senδDref (k)
vDref(k) · T
dD
· cosδDref(k)

 ,
(4.12)
onde T e´ o per´ıodo de amostragem e, como o sinal de controle e´ atualizado apenas
nos instantes de tempo tk = kT , com k sendo o passo amostral, denota-se de forma
simplificada que x(k) = x(kT ) e u(k) = u(kT ).
A partir desta ana´lise, o problema de seguimento de trajeto´ria para um roboˆ mo´vel
pode ser entendido como: encontrar as entradas de controle, dentro de um intervalo de
valores poss´ıveis, de tal forma que permitam levar os estados do sistema (4.9) de uma
condic¸a˜o inicial x˜0 ate´ a origem (SUN, 2005), isto e´:
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lim
t→∞
x˜ = 0 .
4.2.2 Modelo Cinema´tico em Coordenadas Locais
Nesta sec¸a˜o e´ apresentado o modelo cinema´tico em coordenadas locais para um roboˆ
mo´vel com a configurac¸a˜o apresentada na Figura 4.1. Considerando que o sistema de
coordenadas (xL, yL) e´ fixo e localizado no centro de massa do roboˆ e que o eixo xL
e´ paralelo ao comprimento do roboˆ, obte´m-se o modelo cinema´tico em coordenadas
locais:


x˙L(t) = vD(t) · cosδD(t)
y˙L(t) = vD(t) · senδD(t)
θ˙(t) =
vD(t)
dD
· senδD(t)
, (4.13)
onde a orientac¸a˜o do ve´ıculo θ(t) esta´ no sistema de coordenadas globais (x, y).
O modelo em coordenadas globais descrito pela expressa˜o (4.1) pode ser obtido
atrave´s da expressa˜o (4.13) como segue:
x˙(t) = x˙L(t) · cosθ(t)− y˙L(t) · cos (pi/2− θ(t))
y˙(t) = x˙L(t) · senθ(t) + y˙L(t) · sen (pi/2− θ(t))
x˙(t) = vD(t) · cos(θ(t) + δD(t))
y˙(t) = vD(t) · sen(θ(t) + δD(t)) .
O modelo cinema´tico linearizado e´ obtido assumindo o modelo em coordenadas
locais, dado pela expressa˜o (4.13), e que os incrementos dos aˆngulos de orientac¸a˜o
do ve´ıculo, θ(t), e de direc¸a˜o da roda dianteira, δD(t), sa˜o pequenos a cada amos-
tra (NORMEY-RICO et al., 1998a). Assim, expandindo atrave´s de Se´ries de Taylor
cosδD(t) e senδD(t), e truncando as mesmas no primeiro termo, tem-se cosδD(t) ≃ 1 e
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senδD(t) ≃ δD(t). Portanto, o modelo cinema´tico em coordenadas locais linearizado e´
dado por:


x˙L(t) = vD(t)
y˙L(t) = vD(t) · δD(t)
θ˙(t) =
vD(t)
dD
· δD(t)
. (4.14)
Utilizando, novamente, o me´todo de Euler para obter o modelo discretizado para o
sistema (4.14), tem-se:


xL(k + 1) = xL(k) + vD(k) · T
yL(k + 1) = yL(k) + vD(k) · T · δD(k)
θ(k + 1) = θ(k) +
vD(k) · T
dD
· δD(k)
. (4.15)
No entanto, o modelo linearizado em coordenadas locais e´ va´lido somente para
pequenos valores de incrementos de δD(k) (∆δD(k)
1), assim, se o ve´ıculo na˜o estiver
posicionado sobre o caminho de refereˆncia os incrementos que sa˜o necessa´rios para
leva´-lo a` trajeto´ria desejada podera˜o ser muito grandes invalidando a aproximac¸a˜o.
Consequ¨entemente, para contornar altos valores de ∆δD(k), e´ necessa´rio gerar uma
rota de aproximac¸a˜o, fazendo com que o ve´ıculo esteja sempre sobre o caminho de
refereˆncia (NORMEY-RICO et al., 1998b), de forma que a movimentac¸a˜o se produza
com pequenos valores de ∆δD(k).
Para poder calcular a lei de controle baseada no modelo local e´ necessa´rio transfor-
mar o caminho de refereˆncia para as coordenadas locais. Assim, na subsec¸a˜o seguinte
sa˜o apresentadas as expresso˜es utilizadas para transformar um ponto tanto do sistema
de coordenadas globais para o sistema fixo ao ve´ıculo quanto o caminho contra´rio.
1Operador diferenc¸a ∆, ∆ = 1− z−1.
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4.2.3 Transformac¸a˜o de Coordenadas
Como a trajeto´ria de refereˆncia e´ pre´-determinada no sistema de coordenadas globais,
faz-se necessa´rio a transformac¸a˜o desta para o sistema fixo ao roboˆ, que define-se,
conforme Apeˆndice B, o sistema fixo ao roboˆ como o sistema base. Assim, a cada passo
que se recebe a trajeto´ria de refereˆncia futura, esta e´ transformada para o sistema
de coordenadas do roboˆ na posic¸a˜o atual, como e´ apresentado na Figura 4.2, onde
α = (φ− θ(k)), d =
√
(xref(k + j)− x(k))
2 + (yref(k + j)− y(k))
2 e, j e´ o ı´ndice que
define o nu´mero de amostras a` frente do passo k.
Figura 4.2: Transformac¸a˜o de coordenadas.
Assim, o aˆngulo φ e´ obtido por:
φ = arctg
(
yref(k + j)− y(k)
xref(k + j)− x(k)
)
, (4.16)
e as coordenadas locais do ponto (xref(k + j), yref(k + j)) em relac¸a˜o a` posic¸a˜o atual
do roboˆ sa˜o:
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xLref(k + j) = d · cos (φ− θ(k))
yLref(k + j) = d · sen (φ− θ(k))
. (4.17)
Para realizar a transformac¸a˜o de coordenadas locais para globais faz-se:
α = arctg
(
yL(k + j)
xL(k + j)
)
(4.18)
d =
√
xL(k + j)
2 + yL(k + j)
2 (4.19)
x(k + j) = d · cos (θ(k)− α) + x(k)
y(k + j) = d · sen (θ(k)− α) + y(k) .
(4.20)
Tais transformac¸o˜es sa˜o utilizadas tanto para gerar a trajeto´ria de aproximac¸a˜o,
quanto para coloca´-la no sistema de trabalho.
4.3 Trajeto´ria de Aproximac¸a˜o
Va´rios me´todos de seguimento de trajeto´ria sa˜o baseados em encontrar o erro entre a
posic¸a˜o atual do ve´ıculo (roboˆ) e a desejada sobre uma trajeto´ria de refereˆncia. Pore´m
se o ve´ıculo na˜o esta´ sobre a refereˆncia, e´ necessa´rio aproxima´-lo desta, para isso pode-
se usar trajeto´rias de aproximac¸a˜o (NORMEY-RICO et al., 1998b), cuja estrate´gia
ba´sica executa a cada ciclo os seguintes passos (AMIDI, 1990):
• escolhe-se um ponto qualquer a` frente do ve´ıculo sobre a trajeto´ria de refereˆncia
como o ponto de destino;
• usa-se a informac¸a˜o deste ponto para definir o caminho a ser seguido.
Em AMIDI (1990) foram testados alguns algoritmos que geram trajeto´ria de apro-
ximac¸a˜o. Dentre eles esta˜o o cta (Control Theory Approach), o qpf(Quintic Polyno-
mial Fit) e o Pure-Pursuit. O cta apresenta raio de curvatura muito pequeno, que e´
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aproximadamente o menor raio de giro poss´ıvel, devido a questo˜es f´ısicas, que o ve´ıculo
pode realizar. O me´todo, apesar de ser bastante simples, apresenta boa performance,
pore´m, quando utilizado para superar pequenos erros de orientac¸a˜o resulta em pe-
quenas oscilac¸o˜es no aˆngulo de direc¸a˜o da roda dianteira, as quais na˜o sa˜o desejadas
em altas velocidades. O qpf tem como finalidade evitar movimentos descont´ınuos do
aˆngulo de direc¸a˜o da roda dianteira, pore´m, a complexidade e o dif´ıcil entendimento
desta trajeto´ria de aproximac¸a˜o a limitam. O Pure-Pursuit e´ um algoritmo de fa´cil
implementac¸a˜o, pois considera somente a localizac¸a˜o do ve´ıculo e do ponto de destino,
e gera trajeto´rias de aproximac¸a˜o bastante esta´veis e precisas (AMIDI, 1990).
Conforme resultados apresentados em diversas publicac¸o˜es citadas anteriormente,
o algoritmo Pure-Pursuit foi escolhido para ser usado neste trabalho, como comentado
no Cap´ıtulo 2, o qual foi originalmente desenvolvido como um me´todo para calcular
o arco necessa´rio para colocar o ve´ıculo sobre a trajeto´ria de refereˆncia (COULTER,
1992). Esta primeira aplicac¸a˜o do me´todo foi realizada com o Terragator, um roboˆ com
seis rodas desenvolvido nos anos oitenta. Pure-Pursuit e´ um algoritmo de seguimento
de trajeto´ria que trabalha calculando a curvatura na qual o ve´ıculo se movera´ a partir
da sua posic¸a˜o atual ate´ algum ponto de destino. Este se encontra sobre a trajeto´ria
de refereˆncia e esta´ distante do ve´ıculo por uma distaˆncia denominada lookahead em
AMIDI (1990), a qual pode ser fixa ou, alterada on-line. Esta e´ ana´loga a` distaˆncia
visualizada pelo motorista a` frente do carro, por isso, ao seguir o caminho, arcos para
diferentes pontos de destino, a` medida que o ve´ıculo se move para frente, va˜o sendo
ajustados repetitivamente. A Figura 4.3 exemplifica o me´todo.
A escolha do lookahead deve considerar dois problemas: alcanc¸ar uma trajeto´ria e,
apo´s isso, manter-se sobre ela. No primeiro problema, se o lookahead e´ muito longo o
ve´ıculo tende a convergir para o caminho gradualmente e com menos oscilac¸a˜o. Assim,
pode-se relacionar a resposta do Pure-Pursuit com a resposta ao degrau de um sistema
dinaˆmico de segunda ordem e, o valor do lookahead como um fator de amortecimento.
No segundo problema, um lookahead muito grande faz com que um caminho menos
curvil´ıneo seja seguido. O algoritmo calcula uma curvatura para que o ve´ıculo possa
dirigir um arco; pore´m, se o caminho entre o ve´ıculo e o ponto de destino e´ muito
curvil´ıneo enta˜o existe um arco na˜o singular que une os dois pontos que induzira´ um
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Figura 4.3: Sequ¨eˆncia de arcos do Pure-Pursuit.
erro de direcionamento do ve´ıculo (COULTER, 1992). Ale´m desses problemas, o look-
ahead deve ser escolhido considerando diferentes velocidades. Assim, uma maneira
para encontrar esta distaˆncia pode ser experimental, com a finalidade de encontrar
o relacionamento do lookahead com a velocidade (AMIDI, 1990). Neste trabalho e´
utilizado um me´todo adaptativo para determinar esta distaˆncia, ou seja, em um per´ıodo
pre´-definido e´ calculada a distaˆncia entre a posic¸a˜o atual do ve´ıculo e o ponto de destino
sobre a trajeto´ria de refereˆncia e, dependendo desta, o lookahead e´ recalculado.
O raio de curvatura e´ calculado considerando as coordenadas do ve´ıculo e da
refereˆncia no sistema fixo ao roboˆ, como e´ apresentado na Figura 4.4. O par
(xLref(k + j), yLref(k + j)) sa˜o as coordenadas locais do ponto (xref(k + j), yref(k + j))
da trajeto´ria de refereˆncia em relac¸a˜o a` posic¸a˜o atual do ve´ıculo (x(k), y(k)), L e´ o look-
ahead e r e´ o raio do arco a ser constru´ıdo.
Assim, tem-se:
xLref(k + j)
2 + yLref(k + j)
2 = L2
d = r − yLref(k + j)
(r − yLref(k + j))
2 + xLref(k + j)
2 = r2
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Figura 4.4: Geometria do Algoritmo.
r =
L2
2yLref(k + j)
.
Com isso, para cada ponto da trajeto´ria de refereˆncia distante pelo lookahead do
ve´ıculo, um arco com raio r e´ calculado. Assim, o ve´ıculo se aproximara´ suavemente
do caminho de destino sem que haja altos valores dos incrementos dos aˆngulos de
orientac¸a˜o do ve´ıculo, causadas por mudanc¸as na direc¸a˜o da roda dianteira.
O me´todo apresenta algumas limitac¸o˜es, das quais duas esta˜o relacionadas aos
efeitos da dinaˆmica do ve´ıculo, ja´ que a capacidade do ve´ıculo ou de seus atuadores
na˜o e´ modelada e assume que se tem uma resposta perfeita para as curvaturas exigidas.
Estas limitac¸o˜es fazem com que o ve´ıculo saia de traseira e derrape quando ocorre uma
mudanc¸a brusca na curvatura e este esta´ em alta velocidade. Ale´m disso, o ve´ıculo na˜o
se aproximara´ da trajeto´ria ta˜o rapidamente quanto desejado por causa do atraso na
resposta da direc¸a˜o (COULTER, 1992).
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4.4 Modelagem da Dinaˆmica do Roboˆ Mo´vel do
Tipo Automo´vel
O modelo dinaˆmico do ve´ıculo e´ obtido analisando os movimentos de rotac¸a˜o em torno
do eixo z e deslocamento no plano xy do sistema de coordenadas fixo ao ve´ıculo, como
apresentado na Figura 4.5.
Figura 4.5: Ve´ıculo Autoˆnomo Mini-Baja.
4.4.1 Considerac¸o˜es Iniciais
Um automo´vel e´ um sistema composto de diversos subsistemas, como suspensa˜o, trans-
missa˜o, pneus, sendo assim influenciado por diversas forc¸as. Como o objetivo do tra-
balho e´ controlar o ve´ıculo para seguimento de trajeto´rias, sa˜o feitas algumas consi-
derac¸o˜es iniciais (LEDUR, 2003).
Inicialmente e´ considerado que o centro de massa (cm) do ve´ıculo encontra-se ao
n´ıvel do solo, eliminando a influeˆncia de movimentos de rotac¸a˜o em torno dos eixos x e
y apresentados na Figura 4.6. Com isso analisam-se apenas os movimentos de rotac¸a˜o
em torno do eixo z e de deslocamento no plano xy.
Como ja´ foi comentado supor-se-a´ que as rodas em cada um dos eixos mecaˆnicos do
ve´ıculo sa˜o agrupadas em apenas uma, como mostrado na Figura 4.7. Assim desprezam-
se todos os tipos de movimentos oscilato´rios ou rotato´rios em torno do eixo x. O efeito
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Figura 4.6: Rotac¸a˜o e deslocamento nos eixos xyz.
da suspensa˜o do ve´ıculo tambe´m e´ desconsiderado na modelagem dinaˆmica, ou seja,
sem o efeito massa-mola-amortecedor o ve´ıculo e´ considerado como um retaˆngulo sobre
o solo. Ao desprezar o efeito da suspensa˜o do ve´ıculo elimina-se tambe´m a influeˆncia da
variac¸a˜o de carga sobre os pneus, assim a massa do ve´ıculo e´ distribu´ıda uniformemente
ao longo do chassi.
Figura 4.7: Agrupamentos das rodas.
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No diagrama de forc¸as do ve´ıculo e´ considerado que o mesmo possui trac¸a˜o nos
eixos traseiro e dianteiro, para facilitar a adaptac¸a˜o de diversas formas de trac¸a˜o, caso
o ve´ıculo na˜o possua algum destes componentes basta anula´-los.
A partir do diagrama de forc¸as representado na Figura 4.8 sa˜o obtidas as equac¸o˜es
da dinaˆmica do ve´ıculo, considerando os vetores forc¸as, bem como os aˆngulos e
distaˆncias dos mesmos com relac¸a˜o ao sistema de coordenadas locais e ao centro de
massa, respectivamente.
Figura 4.8: Diagrama de Forc¸as do Automo´vel.
Atrave´s do diagrama de forc¸as, pode-se observar que as que atuam no sistema
esta˜o sendo aplicadas em quatro diferentes pontos, o centro de massa (cm), o centro
de convergeˆncia aerodinaˆmica (ca) e o ponto de contato dos pneus dianteiro e traseiro
com o solo (LEDUR, 2003).
O vetor velocidade linear, v, que rotaciona em relac¸a˜o ao eixo xL de um aˆngulo
β, e o vetor forc¸a centr´ıfuga, FCF , que e´ perpendicular ao vetor velocidade e que
tende a impulsionar o ve´ıculo para fora do eixo de rotac¸a˜o em torno do eixo zL, esta˜o
localizados no cm. O aˆngulo θ descreve o deslocamento angular, como ja´ mencionado
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anteriormente, do eixo xL fixo ao ve´ıculo em relac¸a˜o ao eixo x do sistema de coordenadas
globais. No ca esta´ sendo aplicada a forc¸a aerodinaˆmica, FA, que e´ decomposta sobre os
eixos xL e yL em FxA e FyA, respectivamente. Estas descrevem, de forma simplificada,
todo o efeito aerodinaˆmico que atua sobre o ve´ıculo.
Na roda traseira esta˜o localizadas a forc¸a de trac¸a˜o traseira, FxT , que e´ uma das
forc¸as responsa´veis pelo deslocamento do ve´ıculo, a forc¸a de adereˆncia lateral do pneu
traseiro, FyT , que atua no sentido contra´rio ao deslocamento lateral do automo´vel.
Neste ponto de atuac¸a˜o de forc¸as tambe´m se encontra o vetor de deslocamento lateral,
VT , que esta inclinado em relac¸a˜o ao eixo xL pelo aˆngulo αT ; este vetor representa a
tendeˆncia do ve´ıculo permanecer em uma trajeto´ria retil´ınea.
As forc¸as atuantes sobre a roda dianteira sa˜o definidas da mesma maneira que as
atuantes na roda traseira. Pore´m, neste caso tambe´m deve ser considerado o aˆngulo
δD que descreve a inclinac¸a˜o da roda dianteira em relac¸a˜o ao eixo xL.
No diagrama de forc¸as tambe´m esta˜o descritas as distaˆncias entre o cm e os demais
pontos de atuac¸a˜o de forc¸as; com o aux´ılio destas distaˆncias se define a equac¸a˜o de
momento torsor em relac¸a˜o ao centro de massa do ve´ıculo.
Na subsec¸a˜o que segue, as equac¸o˜es da dinaˆmica de um ve´ıculo, conforme consi-
derac¸o˜es, sa˜o obtidas.
4.4.2 Modelo Dinaˆmico Na˜o-Linear
A partir da Segunda Lei de Newton dada pela expressa˜o (4.21) definem-se as equac¸o˜es
que relacionam as forc¸as atuantes no sistema com os eixos xL e yL, respectivamente:
∑
F = m · a . (4.21)
A partir do diagrama de forc¸as (Figura 4.8) obte´m-se os diagramas com as forc¸as
atuantes isoladamente nos eixos xL e yL, apresentados na Figura 4.9.
• Equac¸a˜o do equil´ıbrio das forc¸as no eixo xL:
FCF · senβ + FxT − FxA + FxD · cosδD − FyD · senδD = m · v˙ · cosβ ; (4.22)
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Figura 4.9: Diagramas de Forc¸a separados por eixo.
• Equac¸a˜o do equil´ıbrio das forc¸as no eixo yL:
−FCF · cosβ + FyT + FyA + FxD · senδD + FyD · cosδD = m · v˙ · senβ . (4.23)
Para obter a equac¸a˜o do equil´ıbrio dos torques aplica-se a Segunda Lei de Newton
para corpos girantes, expressa˜o (4.24), considerando o movimento de rotac¸a˜o do sistema
em torno do eixo zL:
∑
τ = Jz · θ¨ . (4.24)
O diagrama da Figura 4.10 ilustra as forc¸as que geram momentos torsores no ve´ıculo.
Aplicando a expressa˜o (4.24) ao diagrama de torques da Figura 4.10 chega-se a
seguinte expressa˜o:
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Figura 4.10: Diagrama de torques.
(FyD · cosδD + FxD · senδD) · dD − FyT · dT + FyA · dA = Jz · θ¨ . (4.25)
Os termos das equac¸o˜es que caracterizam a dinaˆmica do sistema (4.22, 4.23, 4.25)
sa˜o detalhados considerando as caracter´ısticas de cada forc¸a.
• Forc¸a Centr´ıfuga
A forc¸a centr´ıfuga pode ser decomposta em um produto entre a massa do corpo
e a acelerac¸a˜o centr´ıfuga, como mostrado pela expressa˜o (4.26):
FCF = m · aCF . (4.26)
A acelerac¸a˜o centr´ıfuga pode ser decomposta em termos da velocidade linear do
ve´ıculo e do raio da curva na qual o sistema esta´ sujeito, como esta´ descrito na
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expressa˜o (4.27):
aCF =
v2
rc
. (4.27)
Assim a expressa˜o (4.26) pode ser reescrita em termos da velocidade e do raio de
curvatura como segue:
FCF = m ·
v2
rc
. (4.28)
Pore´m, com o objetivo de obter as equac¸o˜es dinaˆmicas do ve´ıculo em func¸a˜o dos
estados de interesse, a expressa˜o (4.28) e´ reescrita considerando que o raio da
curva pode ser escrito atrave´s das varia´veis v, β˙ e θ˙, conforme expressa˜o (4.29):
rc =
v
θ˙ + β˙
. (4.29)
Substituindo a expressa˜o (4.29) em (4.27), tem-se:
aCF =
v2
rc
=
v2
v
θ˙ + β˙
. (4.30)
Enta˜o a forc¸a centr´ıfuga e´ expressa na seguinte forma:
FCF = m · v ·
(
θ˙ + β˙
)
. (4.31)
• Forc¸a Aerodinaˆmica
A forc¸a aerodinaˆmica e´ composta pelas componentes FxA no eixo xL, e FyA no
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eixo yL, e tem seu mo´dulo influenciado pela velocidade linear do ve´ıculo, pela
a´rea de contato do ve´ıculo com o meio (Ac) e pelo raio da curva na qual o
mesmo esta´ sujeito. Ale´m dessas varia´veis, a FA considera as caracter´ısticas do
fluido existente no meio, no caso o ar, cuja constante de penetrac¸a˜o ao meio e´
definida por ca. Entretanto esta forc¸a e´ muito dif´ıcil de ser determinada, devido
a`s variac¸o˜es de direc¸a˜o e velocidade dos ventos. Assim, a forc¸a aerodinaˆmica nos
eixos xL e yL sa˜o descritas pela seguinte expressa˜o (LEDUR, 2003):
F(x,y)A = ca · Ac · v
2 ·
rc
2
. (4.32)
• Forc¸a de Adereˆncia nos Pneus
As forc¸as de adereˆncia lateral FyD, para o pneu dianteiro, e FyT , para o pneu
traseiro, contra´rias ao escorregamento do pneu, sa˜o determinadas atrave´s do pro-
duto entre a constante de adereˆncia do pneu com o piso (cD e cT ) e o aˆngulo
de vetor deslocamento (αD e αT ). A forc¸a de adereˆncia para a roda dianteira e´
descrita por:
FyD = cD · αD , (4.33)
e para a roda traseira e´:
FyT = cT · αT . (4.34)
Como realizado com a forc¸a centr´ıfuga faz-se uma mudanc¸a de varia´veis nas
expresso˜es (4.33) e (4.34), onde os aˆngulos αD e αT sa˜o escritos como segue:
αD = −β + δD − dD ·
θ˙
v
(4.35)
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αT = −β + dT ·
θ˙
v
. (4.36)
Com isso ambas as forc¸as sa˜o escritas com relac¸a˜o aos estados de interesse:
FyD = cD · (−β + δD − dD ·
θ˙
v
) (4.37)
FyT = cT · (−β + dT ·
θ˙
v
) . (4.38)
Com as expresso˜es de forc¸as detalhadas em (4.31), (4.32), (4.37) e (4.38) as ex-
presso˜es que caracterizam a dinaˆmica do sistema (4.22, 4.23, 4.25) sa˜o reescritas como
segue:
• Para o eixo xL:
m · v˙ · cosβ = m · v ·
(
θ˙ + β˙
)
· senβ + FxT − ca · Ac · v
2 ·
rc
2
+ FxD · cosδD
− cD ·
(
−β + δD − dD ·
θ˙
v
)
· senδD
(4.39)
• Para o eixo yL:
m · v˙ · senβ = −m · v ·
(
θ˙ + β˙
)
· cosβ + cT ·
(
−β + dT ·
θ˙
v
)
− ca ·Ac · v
2 ·
rc
2
+ FxD · senδD + cD ·
(
−β + δD − dD ·
θ˙
v
)
· cosδD
(4.40)
• Para o eixo zL:
Jz · θ¨ =
(
cD ·
(
−β + δD − dD ·
θ˙
v
)
· cosδD + FxD · senδD
)
· dD
− cT ·
(
−β + dT ·
θ˙
v
)
· dT + ca · Ac · v
2 ·
rc
2
· dA
(4.41)
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Isolando as varia´veis desejadas (β˙, θ¨ e v˙) nas expresso˜es (4.39), (4.40) e (4.41)
obte´m-se as equac¸o˜es que demonstram o comportamento dinaˆmico do ve´ıculo com
deslocamento no plano xLyL e rotac¸a˜o em torno do eixo zL, que sa˜o:
β˙ = θ˙ ·
(
cT · dT − cD · dD · cosδD
m · v2 · cosβ
− 1
)
− β ·
(
cT + cD · cosδD
m · v · cosβ
)
−
v˙ · tgβ
v
+
FxD · senδD
m · v · cosβ
+
cD · δD · cosδD
m · v · cosβ
+
ca ·Ac · v · rc
2 ·m · cosβ
(4.42)
θ¨ =
β
Jz
· (cT · dT − cD · dD · cosδD)−
θ˙
Jz · v
·
(
cT · d
2
T + cD · d
2
D · cosδD
)
+
cD · dD · δD · cosδD
Jz
+
FxD · dD · senδD
Jz
+
ca · Ac · v
2 · rc · dA
2 · Jz
(4.43)
v˙ = v · tgβ ·
(
θ˙ + β˙
)
+
FxT
m · cosβ
−
ca ·Ac · v
2 · rc
2 ·m · cosβ
+
FxD · cosδD
m · cosβ
−
cD · senδD
m · cosβ
·
(
−β + δD −
dD · θ˙
v
) (4.44)
O modelo dinaˆmico do ve´ıculo e´ linearizado para que se possa usa´-lo com o cpbm
linear, ja´ que o uso do cpbm na˜o-linear acarreta alto custo computacional ao ca´lculo
da lei de controle. A linearizac¸a˜o deste e´ apresentada na subsec¸a˜o que segue.
4.4.3 Modelo Dinaˆmico Linearizado
Nesta subsec¸a˜o e´ apresentado o modelo dinaˆmico linearizado para o sistema. O modelo
em questa˜o, e´ obtido em duas etapas, primeiramente lineariza-se as expresso˜es da
dinaˆmica do aˆngulo do vetor velocidade, β, com relac¸a˜o ao eixo xL e da dinaˆmica da
velocidade angular, θ˙, com a velocidade tangencial, v, constante, e em um segundo
processo e´ identificado o modelo linearizado da dinaˆmica da velocidade linear, v. Isto
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e´ realizado devido a` dinaˆmica da velocidade linear ser mais lenta que as demais, ou
seja, como o per´ıodo de amostragem da malha de v e´ maior que o da malha de β e θ˙,
durante Tv/Tβ, θ˙ amostras a velocidade tangencial se mante´m constante.
Para a dinaˆmica das expresso˜es (4.42) e (4.43) faz-se tambe´m as seguintes consi-
derac¸o˜es:
• a variac¸a˜o do aˆngulo β e´ pequena a cada amostra, enta˜o expandindo em Se´ries
de Taylor cosβ e senβ, e truncando-os no primeiro termo, tem-se cosβ ≃ 1 e
senβ ≃ β;
• considera-se tambe´m que a cada amostra ocorrem pequenos ajustes no aˆngulo
de posic¸a˜o das rodas dianteiras, assim como feito no caso anterior, tem-se que
cosδD ≃ 1 e senδD ≃ δD;
• devido ao ve´ıculo usado neste trabalho possuir uma a´rea de contato com o meio
(ar) reduzida e desenvolver velocidades que na˜o gerem atrito considera´vel com
o meio, a forc¸a aerodinaˆmica F(x,y)A atuante nos eixos xL e yL e´ considerada
desprez´ıvel em relac¸a˜o as demais forc¸as atuantes no sistema.
Assim pode-se escrever as expresso˜es linearizadas para β e θ˙ como segue (KELBER
et al., 2004):
β˙ = θ˙ ·
(
cT · dT − cD · dD
m · v2
− 1
)
− β ·
(
cT + cD
m · v
)
+
FxD · δD
m · v
+
cD · δD
m · v
(4.45)
θ¨ =
β
Jz
· (cT · dT − cD · dD)−
θ˙
Jz · v
·
(
cT · d
2
T + cD · d
2
D
)
+
cD · dD · δD
Jz
+
FxD · dD · δD
Jz
(4.46)
Os modelos linearizados das dinaˆmicas de orientac¸a˜o do vetor velocidade, β, e da
velocidade angular, θ˙, do ve´ıculo sa˜o va´lidos ate´ uma acelerac¸a˜o lateral de 4m/s2
(KELBER et al., 2004) e uma velocidade tangencial de 3m/s (valor verificado em
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simulac¸a˜o). Devido ao atuador da barra de direc¸a˜o do ve´ıculo Mini-Baja utilizado
neste trabalho ser lento, na˜o atingindo o valor ideal de 800◦/seg usado em projetos de
direc¸a˜ hidra´ulica, a velocidade ma´xima do ve´ıculo e´ limitada em 10km/h (∼ 2, 77m/s)
(KELBER et al., 2004).
O modelo linearizado da dinaˆmica de velocidade e´ calculado considerando que a
cada per´ıodo de amostragem desta, as dinaˆmicas dos aˆngulos de orientac¸a˜o do ve´ıculo
e do vetor velocidade se mante´m sobre a refereˆncia. Este modelo foi obtido experimen-
talmente realizando a identificac¸a˜o da planta quando esta foi submetida a uma entrada
do tipo degrau unita´rio, como pode ser visto em GOMES (2003). Como o ve´ıculo em
questa˜o possui somente trac¸a˜o no eixo traseiro, a forc¸a FxD e´ desprezada. Assim, a
forc¸a que move o ve´ıculo e´ a FxT , que e´ a mesma que o motor a combusta˜o proporciona
ao ve´ıculo, sendo assim, tem-se que a entrada do sistema e´ a acelerac¸a˜o angular do eixo
das rodas traseiras do ve´ıculo.
Neste trabalho e´ considerado que o ve´ıculo ja´ esta´ em movimento, com isso
considera-se que o motor a combusta˜o esta´ operando na regia˜o de regime (GOMES,
2003), assim, as na˜o linearidades que um motor desse tipo apresenta sa˜o desconsidera-
das na modelagem.
Portanto, a equac¸a˜o diferencial que relaciona a velocidade do ve´ıculo com a ace-
lerac¸a˜o angular do eixo traseiro e´ definida como um sistema de segunda ordem (GO-
MES, 2003), conforme a expressa˜o que segue:
v¨ = −
(TMgas + TV )
TMgas · TV
· v˙ −
1
TMgas · TV
· v +
VV acel
TMgas · TV
· ω˙RT , (4.47)
onde TMgas e´ a constante de tempo do motor, TV e´ a constante de tempo do ve´ıculo
que relaciona a massa do ve´ıculo com os atritos impostos a ele e VV acel e´ o ganho
que relaciona a forc¸a necessa´ria para deslocar o ve´ıculo com os atritos na qual este e´
submetido.
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4.5 Concluso˜es
Este cap´ıtulo apresentou um estudo da modelagem da cinema´tica e da dinaˆmica de um
roboˆ mo´vel do tipo automo´vel. Os modelos aqui desenvolvidos sa˜o necessa´rios para o
projeto dos controladores preditivos a serem utilizados.
Conforme o objetivo proposto neste trabalho, fez-se necessa´rio o desenvolvimento
dos modelos linearizados. O modelo cinema´tico do ve´ıculo foi linearizado sobre dois
aspectos, pois, no Cap´ıtulo 5, e´ realizado um estudo comparativo entre duas estrate´gias
de cpbm linear. Ambos os modelos linearizados descrevem a cinema´tica do ve´ıculo com
exatida˜o, pore´m, algumas considerac¸o˜es foram impostas. O modelo cinema´tico do erro
requer a existeˆncia de um roboˆ de refereˆncia virtual, para que o ve´ıculo possa segui-lo e,
linearizac¸o˜es sucessivas deste sa˜o necessa´rias, ja´ que este modelo e´ variante no tempo.
O modelo cinema´tico em coordenadas locais linearizado, requer que sejam respei-
tados a necessidade de pequenos incrementos dos aˆngulos de direc¸a˜o da roda dianteira
e de orientac¸a˜o do ve´ıculo e, para isso, foi preciso o desenvolvimento de uma estrate´gia
de trajeto´ria de aproximac¸a˜o.
Devido a`s exigeˆncias de performance do ve´ıculo impostas neste trabalho, o modelo
dinaˆmico foi obtido. Entretanto, para que se obtivesse este linearizado, a dinaˆmica
foi dividida em dois processos. Pode-se perceber por estudos realizados em malha
aberta que o comportamento dinaˆmico das varia´veis β e θ˙ e´ bastante dependente da
velocidade tangencial, pore´m, de forma na˜o linear, o que acarretou em uma ana´lise
a´rdua do processo. Os modelos linearizados da dinaˆmica apresentados sofrem algumas
restric¸o˜es em relac¸a˜o a` velocidade tangencial que o ve´ıculo imprime e a variac¸o˜es bruscas
dos aˆngulos β, δD e θ.
No Cap´ıtulo 5 sa˜o desenvolvidos os projetos de cpbm linear que utilizaram os
modelos aqui desenvolvidos.
Cap´ıtulo 5
Controle Preditivo de um Ve´ıculo
Autoˆnomo
5.1 Introduc¸a˜o
A arquitetura de controle de um ve´ıculo autoˆnomo pode ser dividida em treˆs n´ıveis
ba´sicos: especificac¸a˜o e monitorac¸a˜o do caminho a ser seguido, seguimento da tra-
jeto´ria previamente determinada baseado na cinema´tica do ve´ıculo e controle do modelo
dinaˆmico. O primeiro n´ıvel, que e´ tratado superficialmente neste trabalho, consiste de
um sistema superviso´rio incumbido de realizar o planejamento da rota a ser seguida,
bem como monitorar obsta´culos no caminho e, caso isto acontec¸a, recalcular a mesma a
ser seguida. Neste trabalho, depois de definido previamente o trajeto a ser percorrido,
gera-se a cada amostra, tambe´m neste n´ıvel, a trajeto´ria de refereˆncia futura dentro
de um horizonte finito. No primeiro n´ıvel, tambe´m e´ realizado o monitoramento da
distaˆncia do ve´ıculo em relac¸a˜o ao ponto de destino sobre o caminho de refereˆncia
e, conforme o seu comprimento, e´ redefinido o paraˆmetro lookahead utilizado para o
ca´lculo da trajeto´ria de aproximac¸a˜o Pure-Pursuit.
No segundo n´ıvel, como foi definido acima, e´ realizado o seguimento da trajeto´ria
baseado na cinema´tica do ve´ıculo. Para executar esta tarefa e´ calculado continuamente
um novo aˆngulo de direc¸a˜o das rodas do roboˆ com a finalidade de manteˆ-lo sobre o
caminho desejado. O ca´lculo destes comandos e´ feito utilizando cpbm; entretanto, sa˜o
utilizadas duas estrate´gias de controle preditivo com a finalidade de avaliar o custo
computacional dos algoritmos. Utiliza-se o cpbm no espac¸o de estados com o mo-
delo cinema´tico do erro, realizando linearizac¸o˜es sucessivas ao longo da trajeto´ria de
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refereˆncia, e o algoritmo gpc com o modelo linearizado em coordenadas locais, utili-
zando trajeto´ria de aproximac¸a˜o.
O controle de orientac¸a˜o e posic¸a˜o de roboˆs mo´veis considerando somente o modelo
cinema´tico e´ va´lido quando este trabalha em baixas velocidades, com pequenas ace-
lerac¸o˜es e a massa do ve´ıculo e a carga que este transporta possam ser desconsideradas.
No entanto, como comentado no Cap´ıtulo 2, quando ve´ıculos autoˆnomos sa˜o designa-
dos a obter performance em tarefas pesadas e percorrer caminhos em altas velocidades,
o modelo dinaˆmico destes se torna muito importante (BOYDEN e VELINSKY, 1994).
Como o ve´ıculo Mini-Baja possui uma massa considera´vel e em velocidades elevadas
esta´ submetido a forc¸as externas, somente a modelagem cinema´tica na˜o e´ suficiente
para controla´-lo, torna-se necessa´rio o controle da dinaˆmica do Mini-Baja.
Para realizar o controle da dinaˆmica do ve´ıculo o modelo e´ separado em duas partes,
dado que a dinaˆmica da velocidade e´ mais lenta que as da orientac¸a˜o do vetor velocidade
e da velocidade angular do ve´ıculo. Em ambas as malhas de controle utiliza-se o
algoritmo gpc.
A Figura 5.1 apresenta a arquitetura de controle utilizada no ve´ıculo Mini-Baja.
Nível 3
Controlador da Dinâmica 
do Veículo
Nível 2
Controlador da 
Cinemática do Veículo –
Rastreador de Trajetória
          Veículo Mini-Baja
Dinâmica do 
Veículo
Cinemática do 
Veículo
Nível 1
Plano de 
Rota
Gerador e 
Supervisor 
da Trajetória 
de 
Referência
Figura 5.1: Arquitetura de controle do ve´ıculo Mini-Baja
Nas sec¸o˜es que seguem sa˜o apresentadas as estrate´gias de controle preditivo utili-
zadas e, em seguida, e´ discutido o controle do modelo cinema´tico do ve´ıculo, onde e´
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realizada uma ana´lise comparativa dos algoritmos testados em relac¸a˜o ao custo com-
putacional. Feito o estudo do controle aplicado ao modelo cinema´tico, se apresentam
os controladores do modelo dinaˆmico. Por fim, sa˜o apresentados os resultados de si-
mulac¸a˜o, onde sa˜o incorporados os controladores da cinema´tica e dinaˆmica do ve´ıculo.
5.2 Controle Preditivo Utilizando Espac¸o de Esta-
dos
Nesta sec¸a˜o e´ desenvolvido um algoritmo de cpbm linear utilizando o modelo no espac¸o
de estados. Considerando que a refereˆncia e´ conhecida em qualquer instante futuro
da trajeto´ria, e´ poss´ıvel, atrave´s de linearizac¸o˜es sucessivas ao longo da trajeto´ria
de refereˆncia, obter uma descric¸a˜o linear e variante no tempo do modelo do sistema
(KU¨HNE, 2005). Assim, o modelo no espac¸o de estados discreto e variante no tempo
usado pelo algoritmo em questa˜o para obter as predic¸o˜es futuras e´ escrito conforme
expressa˜o (5.1):
x(k + 1) = A(k) · x(k) +B(k) · u(k)
y(k) = C(k) · x(k)
. (5.1)
Portanto, considerando o modelo acima e os horizontes de predic¸a˜o, N2, e de con-
trole, Nu, as predic¸o˜es dos estados sa˜o descritas como segue (ROSSITER, 2003):
xˆ = Px(k|k) · x(k|k) +Hx(k|k) · u
yˆ = P(k|k) · x(k|k) +H(k|k) · u
, (5.2)
com
5. Controle Preditivo de um Ve´ıculo Autoˆnomo 67
xˆ
∆
=


x(k + 1|k)
x(k + 2|k)
...
x(k +N2 − 1|k)
x(k +N2|k)


, yˆ
∆
=


y(k + 1|k)
y(k + 2|k)
...
y(k +N2 − 1|k)
y(k +N2|k)


, u
∆
=


u(k|k)
u(k + 1|k)
...
u(k +Nu− 2|k)
u(k +Nu− 1|k)


e
Px(k|k)
∆
=


A (k |k )
A (k |k )A (k + 1 |k )
...
α(k, 0, 2)
α(k, 0, 1)


,
Hx(k|k)
∆
=


B(k|k) 0 · · · 0
A(k + 1|k) ·B(k|k) B(k + 1|k) · · · 0
...
...
. . .
...
α(k, 1, 2) ·B(k|k) α(k, 2, 2) ·B(k + 1|k) · · · 0
α(k, 1, 1) ·B(k|k) α(k, 2, 1) ·B(k + 1|k) · · · B(k +Nu− 1|k)


,
onde α(k, j, l) e´ definido como (KU¨HNE et al., 2004b):
α(k, j, l)
∆
=
N2−l∏
i=j
A(k + i|k) . (5.3)
Estas expresso˜es de predic¸a˜o na˜o consideram o modelo de perturbac¸a˜o explicita-
mente. Entretanto, a ac¸a˜o integral pode ser inclu´ıda no modelo para garantir erro zero
em regime permanente da seguinte maneira:
u = −K(xˆ− xr) + ur , (5.4)
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onde xr e ur sa˜o, respectivamente, os valores de refereˆncia calculados off-line dos
estados e entradas de controle e sa˜o definidos por:
xr
∆
=


xr(k + 1|k)
xr(k + 2|k)
...
xr(k +N2 − 1|k)
xr(k +N2|k)


, ur
∆
=


ur(k|k)
ur(k + 1|k)
...
ur(k +Nu− 2|k)
ur(k +Nu− 1|k)


.
Assim, dada uma lei de controle que garanta que,
lim
k→∞

 x(k) = xr(k)u(k) = ur(k) ,
enta˜o y(k) = yr(k), onde yr e´ a trajeto´ria de refereˆncia.
Usando a expressa˜o de predic¸a˜o (5.2) e considerando que os estados e entradas de
refereˆncia sa˜o conhecidos pode-se assegurar que o mı´nimo da func¸a˜o custo dada por
(5.5) e´ consistente com o erro zero de seguimento (ROSSITER, 2003), onde a func¸a˜o
custo e´ minimizada de uma norma-2 ponderada por Q e R:
J =
N2∑
j=1
‖yr(k + j|k)− yˆ(k + j|k)‖
2
Q +
Nu−1∑
j=0
‖u(k + j|k)− ur(k + j|k)‖
2
R . (5.5)
E´ frequ¨entemente aceito que a func¸a˜o custo e´ consistente com erro zero de segui-
mento, tendo que Q engloba termos na forma C′C, onde yr − y = C(xr − x).
A func¸a˜o custo (5.5) pode ser escrita e otimizada da seguinte forma:
min
u
J = [xˆ− xr]
′
Q [xˆ− xr] + [u− ur]
′
R [u− ur] , (5.6)
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a qual penaliza os desvios a partir do valor de regime permanente. Esta difere da
func¸a˜o do gpc, pois otimiza a distaˆncia das entradas ao valor de regime, ao inve´s dos
incrementos do sinal de controle. As matrizes de ponderac¸a˜o dos estados, Q, e das
entradas, R, sa˜o positivas definidas e diagonais (ROSSITER, 2003).
Na auseˆncia de restric¸o˜es nos estados e no controle, a lei de controle pode ser
obtida de forma alge´brica minimizando a func¸a˜o custo (5.6), a qual resulta em uma
realimentac¸a˜o de estados, dada por:
u = [H′x ·Q ·Hx +R]
−1
· [H′x ·Q · (xr −Px · x(k)) +R · ur] . (5.7)
Devido a` caracter´ıstica de horizonte deslizante do cpbm, somente u(k) e´ necessa´rio
a cada instante k (CAMACHO e BORDONS, 1998).
5.3 Controle Preditivo Utilizando Func¸a˜o de Trans-
fereˆncia
O modelo do processo representado por Func¸a˜o de Transfereˆncia e´ usado por va´rios
algoritmos de controle preditivo, como discutido no Cap´ıtulo 3. Neste trabalho e´
utilizado o algoritmo gpc multivaria´vel para realizar o controle do modelo cinema´tico
descrito em coordenadas locais para seguimento de trajeto´rias e do modelo dinaˆmico
do ve´ıculo Mini-Baja.
O gpc mimo usa um processo multivaria´vel discreto, dado por uma matriz de
transfereˆncia n×m P(z−1):
y(k) = P(z−1) · u(k) , (5.8)
onde u(k) e´ o vetor de entradas m× 1 e y(k) e´ o vetor de sa´ıdas n× 1. Cada elemento
Ppq(z
−1) de P(z−1) e´ uma func¸a˜o de transfereˆncia siso:
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Ppq(z
−1) =
z−1B′pq(z
−1)
Apq(z−1)
=
z−1Bpq(z
−1)
Ap(z−1)
, (5.9)
onde Apq(z
−1) e B′pq(z
−1) sa˜o o denominador e o numerador da func¸a˜o de transfereˆncia
entre a entrada q e a sa´ıda p, respectivamente, e Ap(z
−1) e´ o mı´nimo mu´ltiplo comum
dos polinoˆmios Apq(z
−1) para q = 1 · · ·m e p = 1 · · ·n. Assim, tem-se a matriz polino-
mial diagonal A(z−1) com os elementos Ap(z
−1) e, a matriz polinomial B(z−1) com os
elementos Bpq(z
−1).
Como o algoritmo gpc usa o modelo Controlled Auto-Regressive and Integrated
Moving Average (carima), a partir do processo multivaria´vel (5.8) com n-sa´ıdas e
m-entradas este e´ escrito da seguinte forma:
A
(
z−1
)
· y(k) = B
(
z−1
)
· u(k − 1) +
C (z−1)
∆
· e(k) , (5.10)
onde
A (z−1) = In×n + A1z
−1 + A2z
−2 + · · ·+ Anaz
−na
B (z−1) = B0 +B1z
−1 +B2z
−2 + · · ·+Bnbz
−nb
C (z−1) = In×n + C1z
−1 + C2z
−2 + · · ·+ Cncz
−nc
, (5.11)
e C(z−1) e´ uma matriz polinomial moˆnica n×n representando os polinoˆmios coloridos
do ru´ıdo. Por simplicidade e por causa de polinoˆmios coloridos, que caracterizam o
ru´ıdo, serem muito dif´ıceis de estimar com boa precisa˜o na pra´tica, principalmente em
sistemas multivaria´veis, escolhe-se C(z−1) = In×n. Geralmente, muitos controladores
preditivos usam os polinoˆmios coloridos como paraˆmetros de projeto. O operador ∆ e´
definido como ∆ = 1 − z−1 e e(k) e´ o vetor de ru´ıdos n × 1, que se considera ser um
ru´ıdo branco com me´dia zero. Assim, o modelo (5.10) e´ reescrito por (CAMACHO e
BORDONS, 1998; NORMEY-RICO e CAMACHO, 2000):
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A
(
z−1
)
· y(k) = B
(
z−1
)
· u(k − 1) +
1
∆
· e(k) , (5.12)
e os polinoˆmios Ap e Bpq sa˜o:
Ap (z
−1) = 1 + ap1z
−1 + ap2z
−2 + · · ·+ apnapz
−nap
Bpq (z
−1) = bpq0 + b
pq
1 z
−1 + bpq2 z
−2 + · · ·+ bpqnbpqz
−nbpq
. (5.13)
Como a matriz A(z−1) e´ diagonal, as equac¸o˜es Diofantinas que devem ser usadas
para obter a predic¸a˜o o´tima de cada sa´ıda, tambe´m podem ser resolvidas independen-
temente para cada uma destas, assim, o modelo carima (5.12) e´ expresso para uma
sa´ıda:
Ap
(
z−1
)
· yp(k) = Bp
(
z−1
)
· u(k − 1) +
e(k)
∆
, (5.14)
onde Bp = [Bp1 Bp2 · · · Bpm], e a sa´ıda predita yˆp(k + j|k), para j amostras a` frente
de k, e´ obtida da soluc¸a˜o da seguinte equac¸a˜o Diofantina:
1 = Epj(z
−1)Ap(z
−1)∆ + z−jFpj(z
−1) , (5.15)
onde Epj(z
−1) e Fpj(z
−1) sa˜o polinoˆmios de ordem j − 1 e nap, respectivamente.
Se (5.14) e´ multiplicado por ∆Epj(z
−1)zj tem-se:
Epj(z
−1)A˜p(z
−1)yp(k+ j) = Epj(z
−1)B(z−1)∆u(k+ j− 1)+Epj(z
−1)e(k+ j) , (5.16)
com A˜p(z
−1) = ∆Ap(z
−1).
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Portanto, apo´s algumas manipulac¸o˜es matema´ticas e considerando que os termos
do ru´ıdo esta˜o todos no futuro (ver em CAMACHO e BORDONS (1998); NORMEY-
RICO e CAMACHO (2000)), obte´m-se a predic¸a˜o o´tima da sa´ıda yˆp(k+ j|k) como no
caso carima:
yˆp(k + j|k) = Epj(z
−1)Bp(z
−1)∆u(k + j − 1|k) + Fpj(z
−1)yp(k) . (5.17)
onde Gp = Epj(z
−1)Bp(z
−1).
A expressa˜o (5.17) pode ser escrita em forma matricial:
yˆp = Gp∆u+ fp , (5.18)
onde
yˆp =


yˆp(k + 1|k)
yˆp(k + 2|k)
...
yˆp(k +N2p|k)


, Gp =
[
Gp1 Gp2 · · · Gpm
]
,
∆u =


∆u1
∆u2
...
∆um


, fp =


fp(1)
fp(2)
...
fp(N2p)


,
com
∆uq =


∆uq(k)
∆uq(k + 1)
...
∆uq(k +Nuq − 1)


, (5.19)
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fp(j) = z(1− A˜p(z
−1))fp(j − 1) +Bp(z
−1)∆u(k + j) , (5.20)
e devido as propriedades recursivas do polinoˆmio Epj (ver CAMACHO e BORDONS
(1998)), tem-se:
Gpq =


gpq0 0 · · · 0
gpq1 gpq0 · · · 0
...
...
. . .
...
gpqN2p−1 gpqN2p−2 · · · gpqN2p−Nuq−1


, (5.21)
Os valores de ∆u(k + j) quando j ≥ 0 sa˜o iguais a zero e fp(0) = yp(k).
Assim, a predic¸a˜o o´tima para um processo MIMO e´:


yˆ1
yˆ2
...
yˆn


=


G11 G12 · · · G1m
G21 G21 · · · G2m
...
...
. . .
...
Gn1 Gn2 · · · Gnm




∆u1
∆u2
...
∆um


+


f1
f2
...
fm


. (5.22)
O algoritmo gpc mimo consiste da aplicac¸a˜o de uma sequ¨eˆncia de controle que
minimiza a seguinte func¸a˜o custo multi-esta´gio (NORMEY-RICO e CAMACHO, 2000):
J(N2, Nu) =
N2∑
j=1
∥∥yˆ(k + j|k)− yref(k + j)∥∥2Q +
Nu∑
j=1
‖∆u(k + j − 1)‖2R . (5.23)
Portanto, introduzindo as predic¸o˜es obtidas (5.22) na expressa˜o (5.23), esta pode
ser reescrita como:
J =
(
G∆u+ f− yref
)
′
Q
(
G∆u+ f− yref
)
+∆u′R∆u . (5.24)
5. Controle Preditivo de um Ve´ıculo Autoˆnomo 74
O mı´nimo de J, assumindo que na˜o existem restric¸o˜es no sinal de controle, pode ser
encontrado fazendo ∂J/∂∆u = 0, da qual se obte´m a lei de controle linear na forma:
∆u = (G′ ·Q ·G+R)
−1
·G′ ·Q ·
(
yref − f
)
. (5.25)
Por causa da estrate´gia de horizonte deslizante, somente ∆u(k) e´ necessa´rio no
instante k. Assim, somente a primeira linha de (G′ ·Q ·G+R)
−1
·G′ ·Q, denominado
o ganho K, para cada entrada, ∆uq, precisa ser calculada por per´ıodo amostral. Para
as entradas, as primeiras linhas esta˜o separadas por 1 +
q−1∑
i=0
Nu(i). Isto pode ser feito
off-line para um caso na˜o adaptativo. A lei de controle pode, portanto, ser expressa
como:
∆u(k) = K · (yref − f) , (5.26)
isto e´, uma matriz de ganho linear, que multiplica os erros preditos entre a refereˆncia
futura e a resposta livre predita do processo.
Pore´m, no caso de controle adaptativo, a matriz G tem que ser calculada a cada
amostra, pois os paraˆmetros estimados mudam. Os ca´lculos dos incrementos de controle
futuros sa˜o resolvidos pela equac¸a˜o linear: (G′ ·Q ·G+R) ·∆u = G′ ·Q ·
(
yref − f
)
.
Novamente, somente a primeira linha da expressa˜o acima precisa ser computada para
cada ∆uq, a qual esta´ separada para cada entrada por 1 +
q−1∑
i=0
Nu(i) linhas. Como
nesse caso, realizar inversa˜o matricial on-line demanda alto custo computacional, pode-
se usar me´todos nume´ricos de soluc¸a˜o de equac¸o˜es lineares para inverter matrizes,
como, por exemplo, o algoritmo de Cholesky, LU, QR, entre outros (CAMACHO e
BORDONS, 1998).
5.4 CPBM Aplicado ao Modelo Cinema´tico
Os algoritmos de controle preditivo desenvolvidos nas sec¸o˜es anteriores sa˜o, agora,
utilizados para controlar a cinema´tica do ve´ıculo, com o objetivo de resolver o problema
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de seguimento de trajeto´rias. O controle da cinema´tica de ve´ıculos autoˆnomos para
este problema, utilizando te´cnicas de controle preditivo, ja´ foi previamente abordado na
literatura (BERLIN e FRANK, 1991; NORMEY-RICO et al., 1998a,b; KIM et al., 2001;
ESSEN e NIJMEIJER, 2001; GU e HU, 2002; KU¨HNE et al., 2004b). Esta estrate´gia
torna-se vantajosa quando o roboˆ percorre uma trajeto´ria previamente calculada, assim,
como destacado em CAMACHO e BORDONS (1998), o controle preditivo e´ bastante
favora´vel em robo´tica e em processos em lote, quando a trajeto´ria de refereˆncia futura
e´ conhecida a priori.
Ale´m do objetivo de resolver o problema destacado acima, o motivo de desenvolver
duas estrate´gias de controle preditivo linear e´ avaliar o desempenho destas em relac¸a˜o
ao custo computacional, ja´ que estes algoritmos sera˜o implementados em diferentes
plataformas embarcadas com capacidades de processamento diferentes. Sendo assim,
o menor tempo de ca´lculo do algoritmo e´ requisitado, possibilitando a execuc¸a˜o deste
em velocidades mais elevadas, com processadores de baixo custo, aliado a uma boa
performance do ve´ıculo no seguimento de trajeto´rias.
O cpbm e´ aplicado ao modelo cinema´tico do ve´ıculo, como mencionado anterior-
mente, considerando as estrate´gias de controle preditivo utilizando o modelo no espac¸o
de estados com linearizac¸o˜es sucessivas do modelo cinema´tico do erro ao longo da tra-
jeto´ria de refereˆncia e o algoritmo gpc aplicado ao modelo cinema´tico em coordenadas
locais utilizando a trajeto´ria de aproximac¸a˜o Pure-Pursuit. A estrutura dos algoritmos
desenvolvidos e´ apresentada na Figura 5.2.
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Figura 5.2: Estrutura de Controle do Modelo Cinema´tico.
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O diagrama da Figura 5.2 e´ um detalhamento da arquitetura de controle de um
ve´ıculo autoˆnomo representado na Figura 5.1, pore´m, neste momento do projeto, o
controle da dinaˆmica do ve´ıculo e´ desconsiderado, supondo que esta na˜o influencie
o comportamento do roboˆ mo´vel. Sendo assim, o sinal de controle calculado pelo
controlador do modelo cinema´tico e´ aplicado ao ve´ıculo.
A seguir sa˜o desenvolvidos os dois algoritmos de cpbm linear para o Mini-Baja.
5.4.1 Controle Preditivo Utilizando Espac¸o de Estados Apli-
cado ao Modelo Cinema´tico do Erro
O controle do ve´ıculo autoˆnomo, utilizando o modelo cinema´tico do erro descrito na
Subsec¸a˜o 4.2.1 e´ realizado minimizando a func¸a˜o custo (5.6). Tem-se novamente o
seguinte modelo:
x˜(k + 1) = A(k) · x˜(k) +B(k) · u˜(k) .
Pore´m, para realizar o controle de seguimento de trajeto´rias, neste momento,
considera-se que a velocidade tangencial do ve´ıculo, vD, e´ sempre constante. Assim, as
matrizes A(k) e B(k) sa˜o escritas como segue:
A(k) =


1 0 −vD · T · sen (θref(k) + δDref(k))
0 1 vD · T · cos (θref(k) + δDref(k))
0 0 1

 , (5.27)
B(k) =


−vD · T · sen (θref(k) + δDref(k))
vD · T · cos (θref(k) + δDref(k))
vD · T
dD
· cosδDref(k)

 , (5.28)
e os estados e a entrada de controle sa˜o:
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x˜(k) =


x(k)− xref(k)
y(k)− yref(k)
θ(k)− θref(k)

 ; u˜(k) = [δD(k)− δDref(k)] .
Assim, a lei de controle preditivo descrita em (5.7) e´ reescrita em func¸a˜o do modelo
do erro:
u˜ = [H′x ·Q ·Hx +R]
−1
· [H′x ·Q · (x˜r −Px · x˜(k)) +R · u˜r] , (5.29)
com os erros dos estados de refereˆncia calculados como sendo a diferenc¸a do valor da
refereˆncia futura em relac¸a˜o ao atual e, os erros das entradas de refereˆncia como sendo
a diferenc¸a do valor futuro em relac¸a˜o ao valor no passo anterior. Portanto, tem-se:
x˜r
∆
=


xr(k + 1|k)− xr(k|k)
xr(k + 2|k)− xr(k|k)
...
xr(k +N2 − 1|k)− xr(k|k)
xr(k +N2|k)− xr(k|k)


; u˜r
∆
=


ur(k|k)− ur(k − 1|k)
ur(k + 1|k)− ur(k − 1|k)
...
ur(k +Nu − 2|k)− ur(k − 1|k)
ur(k +Nu − 1|k)− ur(k − 1|k)


.
Assim, com a lei de controle (5.29) executa-se o algoritmo de cpbm utilizando o
modelo cinema´tico do erro no espac¸o de estados para o problema de seguimento de
trajeto´rias aplicado ao ve´ıculo Mini-Baja. Os seguintes paraˆmetros sa˜o utilizados:
N2 = [15 15 15]
′ , Nu = [3] ,
Q =


1 0 0
0 1 0
0 0 1

 , R = [95] ,
e os resultados obtidos por simulac¸a˜o para seguimento de uma trajeto´ria com formato
retangular no plano xy, o ve´ıculo na posic¸a˜o inicial x0 = [−1 − 5 0]
′ e velocidade
vD = 1, 5m/s sa˜o:
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Figura 5.3: Trajeto´ria xy do Ve´ıculo Mini-Baja para uma refereˆncia retangular utili-
zando cpbm com o modelo cinema´tico do erro no espac¸o de estados. (Resultado de
simulac¸a˜o.)
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Figura 5.4: Estados x, y e θ do Ve´ıculo Mini-Baja utilizando cpbm com o modelo
cinema´tico do erro no espac¸o de estados. (Resultado de simulac¸a˜o.)
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Figura 5.5: Entrada de Controle δD do Ve´ıculo Mini-Baja utilizando cpbm com o
modelo cinema´tico do erro no espac¸o de estados. (Resultado de simulac¸a˜o.)
A trajeto´ria de refereˆncia utilizada e´ uma trajeto´ria retangular com lados de
cinqu¨enta metros, pore´m, as curvas desta foram projetadas para que o ve´ıculo fac¸a-
a com um raio de dez metros, ja´ que o aˆngulo ma´ximo de giro das rodas dianteiras
permitido para o Mini-Baja e´ de ∼ 0, 79rad.
Os valores dos paraˆmetros do controlador foram escolhidos de tal forma que o
ve´ıculo seguisse a trajeto´ria com a melhor performance poss´ıvel. Pore´m, como se pode
perceber pela Figura 5.5, o aˆngulo de direc¸a˜o das rodas dianteiras imprime um valor
que ultrapassa, no in´ıcio da trajeto´ria, o ma´ximo permitido para o ve´ıculo, isto pois, o
ve´ıculo inicia o percurso distante dela. Ajustes nos paraˆmetros foram realizados (R ↑ a
partir de R = 600) para obter resultados com o aˆngulo δD dentro dos limites f´ısicos do
ve´ıculo para a trajeto´ria em questa˜o e partindo da mesma posic¸a˜o inicial. No entanto,
quando isto acontece, o desempenho em relac¸a˜o ao seguimento da trajeto´ria na˜o e´
satisfeito, pois o roboˆ mo´vel percorre as curvas da trajeto´ria tangenciando-as pelo lado
de dentro.
Ajustes nos horizontes N2 e Nu tambe´m foram realizados, pore´m quando estes foram
aumentados, ale´m do sinal de controle na˜o respeitar as especificac¸o˜es, o percurso era
realizado tangenciando, tambe´m pelo lado de dentro, a trajeto´ria de refereˆncia. Isto
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se deve porque quanto maior o horizonte de predic¸a˜o, mais a` frente o controlador ira´
enxergar o caminho a ser seguido e, assim, antecipara´ o trajeto. Pore´m, como o objetivo
e´ que o ve´ıculo mova-se sobre a trajeto´ria, uma soluc¸a˜o seria considerar restric¸o˜es nos
estados e no sinal de controle.
Na Tabela 5.1 sa˜o apresentados os erros dos estados x, y e θ em relac¸a˜o a` trajeto´ria
de refereˆncia, no final do percurso, para diferentes valores de Nu. O horizonte de
predic¸a˜o e as ponderac¸o˜es dos estados e da entrada de controle sa˜o os mesmos citados
acima.
Tabela 5.1: Erro dos estados x, y e θ utilizando cpbm com modelo cinema´tico do erro.
Horizonte erro em erro em erro em
de Controle x [cm] y [cm] θ [rad]
Nu = 3 −361, 48 6, 06 −0, 20
Nu = 8 −134, 58 2, 08 0, 00
Observa-se atrave´s dos dados obtidos que o erro do estado x e´ alto no te´rmino do
trajeto. Isto pois, na˜o esta sendo usada a varia´vel de controle da velocidade linear
no modelo cinema´tico, ja´ que neste trabalho e´ utilizada a metologia de “Seguimento
de caminho”. Assim, conforme descrito no Cap´ıtulo 2, o tempo que o ve´ıculo leva
para percorrer a trajeto´ria na˜o e´ considerado. Para fazer com que o ve´ıculo chegue
ao ponto final de destino com erro zero dos estados deve-se considerar que o sistema
superviso´rio monitora o trajeto e, neste ponto, o roboˆ seja desligado. Neste trabalho
isto na˜o foi tratado, tendo como objetivo somente que o ve´ıculo seguisse o trajeto com
boa performance.
Nesta estrate´gia utilizada, o bloco Gerador e Supervisor da Trajeto´ria de Refereˆncia
e´ responsa´vel por alimentar o bloco Controlador Preditivo com as N2 amostras a` frente
do instante atual dos estados de refereˆncia e com as Nu amostras da entrada de re-
fereˆncia a partir do instante k ate´ o instante k − Nu − 1. Neste algoritmo na˜o e´
realizada a supervisa˜o do caminho percorrido pelo bloco Gerador e Supervisor, pois
na˜o e´ utilizada uma trajeto´ria de aproximac¸a˜o.
Na subsec¸a˜o seguinte e´ desenvolvida a segunda estrate´gia de controle preditivo para
controle da cinema´tica do ve´ıculo.
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5.4.2 GPC MIMO Aplicado ao Modelo Cinema´tico em Coor-
denadas Locais
O ve´ıculo autoˆnomo, com o objetivo de seguimento de trajeto´rias, e´ controlado aqui
usando o algoritmo gpc mimo aplicado ao modelo cinema´tico linearizado discreto em
coordenadas locais discutido na Subsec¸a˜o 4.2.2. O modelo e´ apresentado novamente:


xL(k + 1) = xL(k) + vD(k) · T
yL(k + 1) = yL(k) + vD(k) · T · δD(k)
θ(k + 1) = θ(k) +
vD(k) · T
dD
· δD(k)
.
Para o algoritmo preditivo em questa˜o, e´ necessa´rio usar o modelo linear acima
descrito atrave´s de func¸a˜o de transfereˆncia, onde se tem a relac¸a˜o entre as varia´veis
controladas, θ(k) e yL(k), e a varia´vel manipulada, δD(k). Assim, o modelo cinema´tico
linear em coordenadas locais pode ser escrito da seguinte forma:
(
1− z−1
)
·

 yL(k)
θ(k)

 = vD(k − 1) · T ·

 1
1/dD

 · δD(k − 1) , (5.30)
com vD considerada constante entre duas amostras.
O modelo carima (5.12) para o modelo (5.30) e´ dado por:

 yL(k)
θ(k)

 = vD(k − 1) · T
(1− z−1)
·

 1
1/dD

 · δD(k − 1) + 1
(1− z−1)2
·

 1
1

 · e(t) . (5.31)
A partir do modelo (5.31) percebe-se que os modelos siso relacionando a entrada
δD com a orientac¸a˜o do ve´ıculo θ e a coordenada local yL possuem a mesma dinaˆmica,
pore´m, com ganhos esta´ticos diferentes.
Com o objetivo de calcular a sequ¨eˆncia de controles futuros δD(k), δD(k +
1), · · · , δD(k + Nu − 1) e´ necessa´rio obter as predic¸o˜es das sa´ıdas yˆ(k + j|k), com
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j = 1, · · · , N2. Neste caso as sa´ıdas y(k) do modelo sa˜o yL(k) e θ(k). Usando o
modelo carima (5.31) para o ve´ıculo, a equac¸a˜o Diofantina (5.15) e´ resolvida para ob-
ter a predic¸a˜o o´tima de cada sa´ıda, tendo em vista a estrutura desacoplada do modelo
(NORMEY-RICO et al., 1998b). Portanto, as expresso˜es da predic¸a˜o o´tima para as
varia´veis yL(k) e θ(k) sa˜o:
yˆL(k+j|k) = 2 · yˆL(k+j−1|k)− yˆL(k+j−2|k)+vD(k−1) ·T ·∆δD(k+j−1) , (5.32)
θˆ(k+ j|k) = 2 · θˆ(k+ j−1|k)− θˆ(k+ j−2|k)+
vD(k − 1) · T
dD
·∆δD(k+ j−1) , (5.33)
ou em forma vetorial:


yˆL(k + 1|k)
...
yˆL(k +N2yL |k)
θˆ(k + 1|k)
...
θˆ(k +N2θ|k)


= G ·


∆δD(k)
∆δD(k + 1)
∆δD(k +Nu − 1)


+


fyL(1)
...
fyL(N2yL)
fθ(1)
...
fθ(N2θ)


, (5.34)
onde as matrizes G e f, devido a caracter´ıstica integradora do modelo cinema´tico do
ve´ıculo em coordenadas locais, sa˜o definidas da seguinte maneira:
G =

 vD(k − 1) · T ·G1vD(k − 1) · T
dD
·G2

 , Gp =


1 0 · · · 0
2 1 · · · 0
...
...
. . .
...
N2p N2p − 1 · · · N2p −Nu − 1


, (5.35)
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f =

 f1 0
0 f2

 ·


yˆL (k|k)
yˆL (k − 1|k)
θˆ (k|k)
θˆ (k − 1|k)


, fp =


2 −1
3 −2
...
...
N2p + 1 −N2p


, (5.36)
sendo p o ı´ndice da sa´ıda.
Portanto, com a expressa˜o da predic¸a˜o das sa´ıdas (5.34), minimiza-se a func¸a˜o custo
(5.24) em relac¸a˜o a` ∆δD, e da expressa˜o (5.26), o ca´lculo da lei de controle linear e´
dado por:
∆δD(k) = K · (yref − f ) , (5.37)
com
yref =


yLref(k + 1)
...
yLref(k +N2yL)
θref(k + 1)
...
θref(k +N2θ)


.
Como a matriz Gp de resposta ao degrau e´ proporcional ao ganho esta´tico do
sistema, gep, para normalizar o efeito da ponderac¸a˜o Rp na matriz K e´ necessa´rio
utilizar um valor proporcional a g2ep. Assim, escolhe-se Rp = Rep · g
2
ep e varia-se Rep
para ponderar o sinal de controle. Pore´m, o sistema possui duas sa´ıdas e uma entrada
de controle, sendo assim, escolhe-se o ganho esta´tico da sa´ıda que apresenta maior
influeˆncia no controle. No caso do modelo cinema´tico em coordenadas locais escolhe-se
o ganho do estado θ e a ponderac¸a˜o R e´ escrita da seguinte forma:
R = Re ·
(
vD(k)
dD
)2
, (5.38)
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onde o per´ıodo de amostragem T na˜o e´ considerado, pore´m o valor de Re e´
1
T 2
menor.
Os resultados que seguem sa˜o obtidos considerando a velocidade vD constante, ou
seja, o ganho da planta mante´m-se constante durante todo o percurso. Esta consi-
derac¸a˜o e´ feita para que se possa comparar o custo computacional deste algoritmo com
o discutido na Subsec¸a˜o 5.4.1. Assim, utilizando a estrate´gia de controle discutida
nesta subsec¸a˜o e´ realizado o seguimento de uma trajeto´ria com formato retangular no
plano xy. Os paraˆmetros do controlador preditivo sa˜o ajustados para que se obtenha
o melhor desempenho do ve´ıculo para o seguimento da trajeto´ria proposta. A posic¸a˜o
inicial e a velocidade vD do ve´ıculo sa˜o as mesmas utilizadas na simulac¸a˜o com o modelo
no espac¸o de estados. Os seguintes paraˆmetros sa˜o utilizados:
N2 = [30 30]
′ , Nu = [10] ,
Q =

 1 0
0 1

 , Re = [5] ,
e os seguintes resultados sa˜o obtidos:
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Figura 5.6: Trajeto´ria xy do Ve´ıculo Mini-Baja para uma refereˆncia retangular uti-
lizando o gpc com o modelo cinema´tico em coordenadas locais. (Resultado de si-
mulac¸a˜o.)
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Figura 5.7: Estados x, y e θ do Ve´ıculo Mini-Baja utilizando o gpc com o modelo
cinema´tico em coordenadas locais. (Resultado de simulac¸a˜o.)
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Figura 5.8: Entrada de Controle δD do Ve´ıculo Mini-Baja utilizando o gpc com o
modelo cinema´tico em coordenadas locais. (Resultado de simulac¸a˜o.)
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Observa-se pelas Figuras 5.6 a 5.8 que o ve´ıculo segue o caminho previamente deter-
minado com boa performance e, ao contra´rio da estrate´gia de controle desenvolvida na
Subsec¸a˜o 5.4.1, o aˆngulo de direc¸a˜o da roda dianteira, desenvolvido durante o percurso,
em nenhum momento supera o valor ma´ximo imposto pela mecaˆnica do ve´ıculo.
Isto esta´ relacionado ao uso da trajeto´ria de aproximac¸a˜o Pure-Pursuit neste al-
goritmo. Esta faz com que o ve´ıculo aproxime-se de maneira suave do caminho de
refereˆncia. A trajeto´ria de aproximac¸a˜o e´ desenvolvida, de acordo com a estrutura da
Figura 5.2, pelo bloco Gerador e Supervisor da Trajeto´ria de Refereˆncia. Para gerar
os valores de refereˆncia futuros, este recebe o caminho a ser seguido do bloco Plano
de Rota e a cada passo cria uma trajeto´ria de aproximac¸a˜o a partir das N2 amostras
dos estados de refereˆncia, xref , yref e θref , a` frente da posic¸a˜o atual do ve´ıculo. Com
isso, converte-se esta rota de aproximac¸a˜o para as coordenadas locais deste no instante
atual.
Neste caso, e´ realizada tambe´m a supervisa˜o do caminho percorrido, onde e´ mo-
nitorada a distaˆncia do ve´ıculo a` trajeto´ria de refereˆncia, em instantes previamente
determinados. Aqui esta distaˆncia e´ verificada a cada dez amostras, e se ela e´ maior
que a metade do comprimento do ve´ıculo o paraˆmetro lookahead, utilizado pela tra-
jeto´ria de aproximac¸a˜o, e´ redefinido.
Os paraˆmetros do cpbm usados neste algoritmo foram ajustados considerando o ob-
jetivo de seguir a trajeto´ria com o melhor desempenho poss´ıvel. Da mesma forma que
na Subsec¸a˜o 5.4.1, quando aumentada a ponderac¸a˜o do esforc¸o de controle, o ve´ıculo
tangencia o caminho desejado pelo lado de dentro. Foram realizadas simulac¸o˜es vari-
ando tambe´m os horizontes de controle e predic¸a˜o e observou-se que quando aumentado
tanto N2 quanto Nu o ve´ıculo tendia a antecipar o trajeto, realizando os percursos em
curva pelo lado de dentro destes. Isto e´ aceita´vel devido a` posic¸a˜o inicial do ve´ıculo na˜o
coincidir com o ponto de in´ıcio da trajeto´ria de refereˆncia e, quanto maior o horizonte
de predic¸a˜o mais a` frente o controlador enxerga a trajeto´ria de refereˆncia, como menci-
onado anteriormente, mas como a velocidade na˜o e´ controlada em relac¸a˜o a` cinema´tica
do ve´ıculo, a u´nica maneira de alcanc¸ar o ponto de destino e´ percorrendo o caminho
mais curto.
Na Tabela 5.2 sa˜o apresentados os erros dos estados x, y e θ em relac¸a˜o a` trajeto´ria
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de refereˆncia gerada pelo Plano de Rota e a` trajeto´ria de aproximac¸a˜o no final do
percurso para diferentes valores de Nu. O horizonte de predic¸a˜o, e as ponderac¸o˜es dos
estados e da entrada de controle sa˜o os mesmos citados acima.
Tabela 5.2: Erro dos estados x, y e θ utilizando cpbm com modelo cinema´tico em
coordenadas locais.
Horizonte Trajeto´ria de Refereˆncia Trajeto´ria de Aproximac¸a˜o
de Controle erro em erro em erro em erro em erro em erro em
x [cm] y [cm] θ [rad] x [cm] y[cm] θ [rad]
Nu = 10 −184, 91 2, 97 0, 00 0, 00 0, 00 0, 00
Nu = 15 −127, 19 2, 01 0, 00 0, 00 0, 00 0, 00
Como na Subsec¸a˜o 5.4.1, neste trabalho e´ tratado o problema de “Seguimento de
caminho”e, conforme descrito no Cap´ıtulo 2, o tempo que o ve´ıculo leva para percorrer
a trajeto´ria na˜o e´ considerado. Para fazer com que o ve´ıculo chegue ao ponto final
de destino com erro zero dos estados, deve-se considerar que o sistema superviso´rio
monitora o caminho e, neste ponto, o roboˆ seja freado ate´ ter a sua velocidade vD = 0.
Neste trabalho isto na˜o foi tratado, tendo como objetivo somente que o ve´ıculo seguisse
o trajeto com boa performance. Atrave´s da Tabela 5.2 observa-se que o ve´ıculo segue
a trajeto´ria de refereˆncia usada pelo controlador para calcular as ac¸o˜es de controle, no
caso a trajeto´ria de aproximac¸a˜o, com erro zero.
No entanto, quando e´ exigido que o ve´ıculo percorra trajeto´rias a velocidades mai-
ores deve-se considerar a dinaˆmica do ve´ıculo, como comentado anteriormente. Devido
a` estrate´gia de controle preditivo apresentada nesta subsec¸a˜o ter obtido melhores resul-
tados do que a da Subsec¸a˜o 5.4.1, principalmente em relac¸a˜o a` aproximac¸a˜o do ve´ıculo
a` trajeto´ria de refereˆncia, esta foi executada utilizando a mesma trajeto´ria retangular
descrita acima, pore´m o ve´ıculo percorre o trajeto com velocidade de vD = 2, 77m/s
(vD = 10km/h). Os paraˆmetros do controlador e a posic¸a˜o inicial do ve´ıculo sa˜o os
mesmos apresentados acima. Assim, sa˜o obtidos os seguintes resultados de simulac¸a˜o:
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Figura 5.9: Trajeto´ria xy do Ve´ıculo Mini-Baja para uma refereˆncia retangular uti-
lizando o gpc com o modelo cinema´tico em coordenadas locais a vD = 2, 77m/s.
(Resultado de simulac¸a˜o.)
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Figura 5.10: Estados x, y e θ do Ve´ıculo Mini-Baja utilizando o gpc com o modelo
cinema´tico em coordenadas locais a vD = 2, 77m/s. (Resultado de simulac¸a˜o.)
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Figura 5.11: Entrada de Controle δD do Ve´ıculo Mini-Baja utilizando o gpc com o
modelo cinema´tico em coordenadas locais a vD = 2, 77m/s. (Resultado de simulac¸a˜o.)
Observa-se atrave´s das Figuras 5.9 a 5.11 que, quando exigido que o ve´ıculo percorra
a trajeto´ria a` velocidade elevada controlando somente a cinema´tica do ve´ıculo na˜o se
obte´m bom desempenho no seguimento do caminho. O ve´ıculo apresenta uma trajeto´ria
oscilato´ria em torno da refereˆncia, na˜o conseguindo convergir com exatida˜o para o
caminho desejado. Isto se da´, principalmente, por causa das forc¸as externas que sa˜o
amplificadas com o aumento da velocidade.
Portanto, pelos resultados apresentados, percebe-se que para obter boa perfor-
mance no seguimento de trajeto´rias em velocidades elevadas e´ necessa´rio o controle
da dinaˆmica do ve´ıculo autoˆnomo.
Na subsec¸a˜o seguinte e´ realizado um estudo comparativo do custo computacional
entre os dois algoritmos desenvolvidos.
5.4.3 O Custo Computacional do CPBM
Como se sabe, as estrate´gias de controle preditivo permitem um tratamento sistema´tico
das restric¸o˜es, performance e estabilidade. No entanto, estes algoritmos podem ser
computacionalmente custosos para o ca´lculo da lei de controle. Este problema se
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agrava ainda mais quando se tem um cpbm na˜o-linear e sa˜o consideradas restric¸o˜es
nos estados e nas varia´veis de controle, pois requerem a soluc¸a˜o on-line de um problema
de programac¸a˜o quadra´tica (ROSSITER, 2003). No in´ıcio da utilizac¸a˜o do cpbm, este
era aplicado somente em plantas lineares e com grandes constantes de tempo. Pore´m, o
avanc¸o da capacidade dos processadores atuais faz com que o uso do cpbm em sistema
com dinaˆmicas ra´pidas seja cada vez mais poss´ıvel (KU¨HNE, 2005).
Entretanto, como o objetivo deste trabalho e´ desenvolver um algoritmo para ser
implementado em uma plataforma embarcada, na˜o foram consideradas restric¸o˜es nos
estados e nas varia´veis de controle, e, ale´m disso, com intuito de obter um menor custo
computacional poss´ıvel, foram desenvolvidos os modelos lineares para os processos
em questa˜o. Sendo assim, a estrate´gia de controle preditivo se resume em resolver
uma func¸a˜o de custo quadra´tica algebricamente, conforme apresentado nas subsec¸o˜es
anteriores. Pore´m, mesmo sendo feitas estas considerac¸o˜es, os algoritmos continuam
custosos computacionalmente. Isto devido a necessidade de calcular as predic¸o˜es das
sa´ıdas e os sinais de controle futuros a cada passo amostral.
Atrave´s dos resultados obtidos das duas estrate´gias utilizadas, pode-se perceber
que ambas conduziram o ve´ıculo a` trajeto´ria desejada com bom desempenho quando
exigido uma velocidade vD = 1, 5m/s, apesar de que, no controle preditivo utilizando
o modelo cinema´tico do erro o sinal de controle superou o ma´ximo permitido para
esta varia´vel. Portanto, para decidir qual algoritmo sera´ utilizado, e´ realizado um
estudo comparativo do custo computacional destes. Para isto, o crite´rio utilizado e´ o
nu´mero de operac¸o˜es em ponto flutuante realizadas em cada per´ıodo de amostragem.
Para o modelo cinema´tico e´ utilizada uma taxa de amostragem de 0, 1s. O nu´mero de
operac¸o˜es em ponto flutuante e´ contado atrave´s da func¸a˜o flops do MatLab.
Os dados da Tabela 5.3 foram obtidos das simulac¸o˜es realizadas nas Subsec¸o˜es 5.4.1
e 5.4.2.
Atrave´s dos dados obtidos, observa-se que o algoritmo cpbm utilizando espac¸o de
estados aplicado ao modelo cinema´tico do erro e´ extremamente mais custoso compu-
tacionalmente do que o algoritmo gpc aplicado ao modelo cinema´tico em coordenadas
locais. Isto se da´ pela necessidade do primeiro algoritmo linearizar sucessivamente o
modelo do ve´ıculo, a cada passo amostral, para todo o horizonte de predic¸a˜o. Assim,
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Tabela 5.3: Custo Computacional do cpbm aplicado ao Modelo Cinema´tico do Ve´ıculo.
Algoritmos Horizonte Nu´mero de operac¸o˜es
de Controle em ponto flutuante
por per´ıodo de amostragem
cpbm utilizando o Nu = 3 46.163
modelo no espac¸o de estados Nu = 8 110.399
gpc utilizando o Nu = 10 4.841
modelo em coordenadas locais Nu = 15 5.446
conforme ja´ tinha sido observado nos resultados das simulac¸o˜es e agora com uma con-
sidera´vel diferenc¸a no custo computacional, para o controlador do modelo cinema´tico
sera´ utilizado o controle utilizando func¸a˜o de transfereˆncia gpc com trajeto´ria de apro-
ximac¸a˜o. Os demais controladores que sera˜o desenvolvidos utilizara˜o tambe´m o gpc.
Em KU¨HNE (2005) foi realizado um estudo do custo computacional comparando
os algoritmos de cpbm na˜o-linear e linear, atrave´s do mesmo crite´rio aqui utilizado,
nu´mero de operac¸o˜es em ponto flutuante por per´ıodo de amostragem. Os controladores
foram aplicados a um roboˆ mo´vel com acionamento diferencial, utilizando o modelo
cinema´tico do erro e a func¸a˜o custo (5.6). No trabalho desenvolvido em KU¨HNE
(2005) foi solucionado o problema de rastreamento de trajeto´ria, onde a velocidade
tangencial do ve´ıculo e´ uma entrada de controle. Na Tabela 5.4 sera˜o apresentados os
resultados por ele obtidos.
Tabela 5.4: Custo Computacional do cpbm na˜o-linear e linear aplicados a um roboˆ
mo´vel com acionamento diferencial em KU¨HNE (2005).
Algoritmos Horizonte Nu´mero de operac¸o˜es
de Controle em ponto flutuante
por per´ıodo de amostragem
cpbm na˜o-linear N2 = Nu = 5 624.000
cpbm linear N2 = Nu = 5 16.431
Atrave´s dos resultados obtidos em KU¨HNE (2005) comprova-se que o algoritmo
aqui utilizado, gpc com o modelo cinema´tico em coordenadas locais e trajeto´ria de
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aproximac¸a˜o, e´ menos custoso computacionalmente que os algoritmos de cpbm linear
com o modelo no espac¸o de estados e, consequ¨entemente, de cpbm na˜o-linear.
A seguir e´ apresentado o projeto dos controladores preditivos utilizados na dinaˆmica
do ve´ıculo Mini-Baja, bem como os resultados de simulac¸a˜o com ele realizados.
5.5 CPBM Aplicado ao Modelo Dinaˆmico
Tendo em vista que o ve´ıculo Mini-Baja apresenta uma massa e dimenso˜es na˜o des-
prez´ıveis (ver Apeˆndice A), quando e´ exigido bom desempenho em velocidades ele-
vadas e com forc¸as externas sendo aplicadas sobre o ve´ıculo, e´ necessa´rio o controle
da dinaˆmica deste, como pode-se observar nos resultados apresentados quando foi im-
posto vD = 2, 77m/s e controlando somente a cinema´tica do ve´ıculo. Conforme o
modelo dinaˆmico, obtido na Sec¸a˜o 4.4, um controle em cascata e´ desenvolvido. Assim
sendo, o controle da dinaˆmica de velocidade do ve´ıculo, expressa em (4.44), e o controle
das dinaˆmicas da orientac¸a˜o do vetor velocidade e da velocidade angular do ve´ıculo,
expressas em (4.42) e (4.43), formam tal estrutura, que e´ representada na Figura 5.12.
A malha de controle de velocidade considera que a cada passo amostral, os valores da
velocidade angular do ve´ıculo e do aˆngulo da velocidade permanecem sobre o valor de
refereˆncia, pois a resposta da dinaˆmica desta e´ mais lenta que as das outras duas. Por-
tanto, a dinaˆmica destas duas varia´veis pode ser considerada um ganho para a malha
de velocidade durante um per´ıodo de amostragem desta.
Ambos os processos sa˜o controlados atrave´s do algoritmo gpc desenvolvido na
Sec¸a˜o 5.3. Este requer os modelos linearizados dos processos, assim, na Subsec¸a˜o 4.4.3
tais modelos foram obtidos, sendo que, as expresso˜es (4.42) e (4.43) foram linearizadas
atrave´s de Se´ries de Taylor, e o modelo linearizado para a varia´vel velocidade foi obtida
atrave´s de identificac¸a˜o in locus (GOMES, 2003). Os modelos linearizados de β e θ˙
sa˜o apresentados novamente:
β˙ = θ˙ ·
(
cT · dT − cD · dD
m · v2
− 1
)
− β ·
(
cT + cD
m · v
)
+
FxD · δD
m · v
+
cD · δD
m · v
,
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Figura 5.12: Estrutura do controle do modelo dinaˆmico.
θ¨ =
β
Jz
· (cT · dT − cD · dD)−
θ˙
Jz · v
·
(
cT · d
2
T + cD · d
2
D
)
+
cD · dD · δD
Jz
+
FxD · dD · δD
Jz
,
onde a func¸a˜o de transfereˆncia com condic¸o˜es iniciais nulas e´:
G(s)β, θ =
1
s2 + (a + d) · s+ (ad− bc)

 e · s+ (de+ bf)
f · s+ (af + ce)

 , (5.39)
com:
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a =
cT + cD
m · v
, b =
cT · dT − cD · dD
m · v2
− 1 , c =
cT · dT − cD · dD
Jz
,
d =
cT · d
2
T + cD · d
2
D
Jz · v
, e =
cT · d
2
T + cD · d
2
D
Jz · v
e , f =
dD · (cD + FxD)
Jz
.
A func¸a˜o de transfereˆncia que relaciona a velocidade tangencial do ve´ıculo no cm
com a acelerac¸a˜o angular da roda de trac¸a˜o e´:
G(s)vel =
VV acel
TMgas · TV · s2 + (TMgas + TV ) · s+ 1
. (5.40)
As func¸o˜es de transfereˆncia amostradas para as expresso˜es (5.39) e (5.40) sa˜o obtidas
utilizando a func¸a˜o c2d do MatLab. Assim, se obteˆm os polinoˆmios Ap(z
−1) e Bpq(z
−1)
do processo e, com estes, chega-se ao modelo carima (5.12). O algoritmo gpc e´
executado nas duas malhas de controle do modelo dinaˆmico do ve´ıculo, seguindo os
passos da expressa˜o (5.14) ate´ (5.26), onde se obteˆm as leis de controle linear para os
dois modelos:
∆δD(k) = K · (yref − f ) , yref =


βref(k + 1)
...
βref(k +N2β)
θ˙ref(k + 1)
...
θ˙ref (k +N2θ˙)


(5.41)
e
∆ωRT (k) = K · (vref − f ) , vref =


vref(k + 1)
...
vref(k +N2v)

 . (5.42)
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Para a refereˆncia de velocidade foi utilizado um filtro de primeira ordem, descrito
pela expressa˜o (5.43), a fim de suavizar as mudanc¸as desta.
vrefF (k + 1) = α · vrefF (k) + (1− α) · vref(k) , (5.43)
onde α foi usado igual 0, 95.
Assim, aplica-se o algoritmo gpc a` cada malha de controle separadamente. As si-
mulac¸o˜es do controle do modelo dinaˆmico do ve´ıculo, representado pela Figura 5.12, sa˜o
realizadas utilizando uma trajeto´ria de refereˆncia com formato retangular, e considera-
se que a velocidade no ponto de guiamento (eixo dianteiro do ve´ıculo) pode ser varia´vel,
ou seja, gera-se uma trajeto´ria de refereˆncia onde o ve´ıculo percorre caminhos re-
til´ıneos com uma velocidade e em trajetos curvil´ıneos com outra. O bloco Relac¸a˜o
Trigonome´trica do diagrama (5.12) calcula a relac¸a˜o esta´tica entre o aˆngulo da roda
dianteira, δD, e da velocidade no cm, β, a qual e´ desenvolvida no Apeˆndice B. Os
seguintes paraˆmetros dos controladores das duas malhas sa˜o utilizados:
N2
β,θ˙
= [10 10]′ , NuδD = [10] ,
Qβ,θ˙ =

 1 0
0 1

 , RδD = [0, 5] ,
N2v = [20] , Nuω˙RT = [20] ,
Qv = [1] , Rω˙RT = [0.05] .
Os resultados obtidos consideram a refereˆncia de velocidade, vDref , igual a` 1, 5m/s
em retas e 1m/s em curvas, condic¸o˜es iniciais nulas para as varia´veis β e θ e a velocidade
inicial do ve´ıculo no cm igual a` 1, 5m/s.
5. Controle Preditivo de um Ve´ıculo Autoˆnomo 96
0 20 40 60 80 100 120 140
0
0.5
1
1.5
2
v 
[m
/s]
tempo [s]
v
v
ref
Figura 5.13: Velocidade do Ve´ıculo Mini-Baja no cm executada durante a trajeto´ria
utilizando gpc aplicado ao modelo dinaˆmico. (Resultado de simulac¸a˜o.)
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Figura 5.14: Entrada de controle ω˙RT da malha de controle de velocidade utilizando
gpc aplicado ao modelo dinaˆmico. (Resultado de simulac¸a˜o.)
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Figura 5.15: Estados β e θ˙ do Ve´ıculo Mini-Baja utilizando gpc aplicado ao modelo
dinaˆmico. (Resultado de simulac¸a˜o.)
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Figura 5.16: Entrada de Controle δD do Ve´ıculo Mini-Baja utilizando gpc aplicado ao
modelo dinaˆmico. (Resultado de simulac¸a˜o.)
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Os paraˆmetros do controlador da malha de orientac¸a˜o da velocidade e da velocidade
angular, foram ajustados com o horizonte de predic¸a˜o que capture essas dinaˆmicas e
com o horizonte de controle que mantenha o sinal de controle suave, ja´ que este processo
interfere tanto na cinema´tica quanto na dinaˆmica de velocidade. Para a malha de
velocidade, o ajuste dos paraˆmetros do controlador foi realizado objetivando que o
processo oferec¸a uma resposta o mais ra´pida poss´ıvel sem que ocorra oscilac¸a˜o. Pelos
resultados apresentados percebe-se que o objetivo foi alcanc¸ado.
Observa-se tambe´m atrave´s dos resultados obtidos que a refereˆncia e´ alcanc¸ada
pelo ve´ıculo, pore´m, nas varia´veis β e θ˙ ocorre um erro em regime permanente. Para
que o controle da dinaˆmica funcione adequadamente as refereˆncias de β e θ˙ devem ser
geradas pelo controlador da cinema´tica do ve´ıculo de forma suave, validando o modelo
linearizado. Como nesta simulac¸a˜o o controle da cinema´tica na˜o esta´ sendo usado, as
variac¸o˜es de β e de θ˙ sa˜o muito grandes ocasionando o erro.
Sendo assim, para solucionar o problema de seguimento de trajeto´rias com bom
desempenho e robustez, e´ necessa´rio o controle tanto da cinema´tica quanto da dinaˆmica
do Mini-Baja. Na sec¸a˜o que segue estas considerac¸o˜es sa˜o feitas e o problema em
questa˜o e´ resolvido.
5.6 Controle do Ve´ıculo Mini-Baja para Segui-
mento de Trajeto´rias
Nesta sec¸a˜o e´ realizado o controle do ve´ıculo para seguimento de trajeto´rias conside-
rando o modelo cinema´tico e dinaˆmico deste. O controle da cinema´tica do Mini-Baja
e´ realizado utilizando o controlador preditivo desenvolvido na Subsec¸a˜o 5.4.2, que,
conforme estudo do custo computacional realizado anteriormente, apresentou menor
tempo de execuc¸a˜o a cada ciclo e, devido ao uso da trajeto´ria de aproximac¸a˜o, um
sinal de controle mais suave que o cpbm utilizando o modelo no espac¸o de estados. A
estrutura de controle preditivo do ve´ıculo e´ apresentada na Figura 5.17.
No diagrama da Figura 5.17 os treˆs n´ıveis sa˜o utilizados. O n´ıvel um e´ composto
pelo planejador de trajeto´ria (bloco Plano de Rota), que e´ encarregado de definir o
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caminho a ser seguido e passa´-lo para o bloco Gerador e Supervisor da Trajeto´ria de
Refereˆncia; este, a cada ciclo, gera a trajeto´ria de aproximac¸a˜o, atrave´s da estrate´gia
Pure-Pursuit, tomando as N2 amostras dos estados de refereˆncia a` frente da posic¸a˜o
atual do ve´ıculo e, apo´s, a converte para o sistema de coordenadas fixo ao ve´ıculo no
instante k. A cada dez amostras, este bloco realiza, tambe´m, a verificac¸a˜o da distaˆncia
entre o ve´ıculo e o ponto de destino sobre a trajeto´ria de refereˆncia; se esta for maior
que a metade do comprimento do ve´ıculo o paraˆmetro lookahead e´ redefinido.
Assim, no segundo n´ıvel e´ realizado o controle da cinema´tica do Mini-Baja, onde
a estrate´gia de controle gpc utilizando o modelo cinema´tico em coordenadas locais e´
desenvolvida. Esta recebe do bloco Gerador e Supervisor da Trajeto´ria de Refereˆncia,
a cada ciclo, a refereˆncia futura para as varia´veis yL e θ e calcula os Nu valores futuros
da varia´vel δD baseado no modelo cinema´tico do ve´ıculo. Estes valores de controle
tornam-se a refereˆncia para o controlador das dinaˆmicas do aˆngulo de velocidade e
da velocidade angular do roboˆ mo´vel. Pore´m, antes disso, e´ realizada a conversa˜o
dos valores de δD para β e θ˙ atrave´s do bloco Relac¸a˜o Trigonome´trica. Os valores de
refereˆncia da varia´vel θ˙ dependem tambe´m do valor da velocidade tangencial no eixo
dianteiro, vD.
No n´ıvel treˆs, com os valores de refereˆncia das varia´veis β e θ˙ e a refereˆncia de
velocidade sendo obtida do bloco Gerador e Supervisor da Trajeto´ria de Refereˆncia
atrave´s de uma realimentac¸a˜o FeedFoward, e´ executado o controlador das dinaˆmicas
do ve´ıculo, o qual gera os valores dos sinais de controle futuros, δD, baseado na dinaˆmica
do Mini-Baja, e ω˙RT . Assim, estes valores sa˜o aplicados ao ve´ıculo e, a partir dos sinais
das sa´ıdas β e v, novamente, o bloco Relac¸a˜o Trigonome´trica e´ utilizado para converter
estes valores para os dados utilizados pela cinema´tica do ve´ıculo, que sa˜o δD e vD. Feito
isso, finalmente, e´ definida a localizac¸a˜o do ve´ıculo no sistema de coordenadas globais.
Simulac¸o˜es considerando a estrutura descrita acima, sa˜o realizadas aqui, para di-
versas trajeto´rias. Os resultados que seguem sa˜o obtidos para treˆs trajetos, aos quais
o ve´ıculo foi submetido. Primeiramente, sa˜o apresentados resultados para uma tra-
jeto´ria retangular, a fim de compara´-los aos apresentados nas Figuras 5.9 a 5.11, onde
mostrou-se que controlando somente a cinema´tica do ve´ıculo na˜o e´ poss´ıvel seguir um
trajeto com bom desempenho a` velocidade elevada. Considera-se que o ve´ıculo percorre
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o trajeto com velocidade vD = 2, 77m/s e parte da posic¸a˜o inicial x0 = [−1 − 5 0]
′.
Os seguintes paraˆmetros dos controladores dos modelos cinema´tico e dinaˆmico sa˜o
ajustados, igualmente, para as treˆs trajeto´rias. Estes sa˜o:
N2
β,θ˙
= [10 10]′ , NuδDdin = [10] , N2v = [20] , Nuω˙RT = [20] ,
Qβ,θ˙ =

 1 0
0 1

 , RδDdin = [0, 5] , Qω˙RT = [1] , Rω˙RT = [0, 05] ,
N2yL,θ = [30 30]
′ , NuδD cinem = [10] ,
QyL,θ =

 1 0
0 1

 , ReδDcinem = [15] .
Os paraˆmetros dos controladores da cinema´tica precisaram ser ajustados aqui, de-
vido ao uso da estrutura completa de controle do ve´ıculo e para que realizasse as treˆs
trajeto´rias propostas com bom desempenho. Assim, mantiveram-se os valores dos hori-
zontes de predic¸a˜o e controle, pore´m a ponderac¸a˜o do esforc¸o de controle foi aumentada
para oferecer maior robustez ao sistema. Os paraˆmetros dos controladores da dinaˆmica
do roboˆ na˜o foram ajustados novamente, sendo que, atrave´s das simulac¸o˜es realizadas,
estas malhas apresentaram comportamentos esta´veis. Portanto, tem-se os seguintes
resultados:
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Figura 5.18: Trajeto´ria xy do Ve´ıculo Mini-Baja para uma refereˆncia retangular
considerando a arquitetura completa do ve´ıculo com velocidade constante e igual a`
vD = 2, 77m/s. (Resultado de simulac¸a˜o.)
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Figura 5.19: Estados x, y e θ do modelo cinema´tico durante a trajeto´ria retangular
com velocidade constante e igual a` vD = 2, 77m/s. (Resultado de simulac¸a˜o.)
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Figura 5.20: Entrada de Controle δD do Ve´ıculo Mini-Baja executada durante a tra-
jeto´ria retangular com velocidade constante e igual a` vD = 2, 77m/s. (Resultado de
simulac¸a˜o.)
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Figura 5.21: Estados β e θ˙ do Ve´ıculo Mini-Baja durante a trajeto´ria retangular com
velocidade constante e igual a` vD = 2, 77m/s. (Resultado de simulac¸a˜o.)
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Figura 5.22: Velocidade do Ve´ıculo Mini-Baja no cm executada durante a trajeto´ria re-
tangular com velocidade constante e igual a` vD = 2, 77m/s. (Resultado de simulac¸a˜o.)
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Figura 5.23: Entrada de controle ω˙RT da malha de controle de velocidade executada
durante a trajeto´ria retangular com velocidade constante e igual a` vD = 2, 77m/s.
(Resultado de simulac¸a˜o.)
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Observa-se, pelas Figuras 5.18 a 5.23, que o ve´ıculo segue a trajeto´ria com desem-
penho bastante satisfato´rio, apesar das influeˆncias da dinaˆmica do ve´ıculo Mini-Baja.
Nota-se tambe´m que o erro em regime permanente da varia´vel β, apresentado quando
se considerou somente a dinaˆmica do ve´ıculo mante´m-se, pore´m, menor. O erro per-
manece pois a relac¸a˜o trigome´trica entre a varia´vel δD e a varia´vel β e´ esta´tica, ou
seja, os valores da refereˆncia que sa˜o passados para a malha de orientac¸a˜o do vetor
velocidade e da velocidade angular do ve´ıculo na˜o consideram os efeitos da dinaˆmica
do mesmo. Este erro representa a tendeˆncia do ve´ıculo sair do percurso causado pelas
forc¸as laterais aplicadas ao ve´ıculo quando este esta´ movendo-se em velocidades eleva-
das. Pore´m, o aˆngulo aplicado a` roda dianteira e´ corrigido constantemente devido ao
controle da cinema´tica. Sendo assim, o ve´ıculo percorre a trajeto´ria na˜o apresentando
oscilac¸o˜es em torno da refereˆncia.
Os resultados apresentados acima, quando comparados com os obtidos controlando
somente a cinema´tica ou a dinaˆmica do ve´ıculo, mostram que a estrutura de controle
preditivo cascata desenvolvida neste trabalho soluciona o problema de seguimento de
trajeto´rias em velocidades elevadas com boa performance, compensando os efeitos da
dinaˆmica do ve´ıculo acentuados em altas velocidades e guiando o ve´ıculo sobre o cami-
nho previamente definido.
A seguir sa˜o mostrados resultados para treˆs percursos distintos, onde se consideram
diferentes posic¸o˜es iniciais e velocidades do ve´ıculo. Para uma trajeto´ria retangular o
ve´ıculo desenvolve trajetos retil´ıneos a` vD = 2, 77m/s e curvil´ıneos a` vD = 1, 85m/s e
parte da posic¸a˜o x0 = [−1 − 5 0]
′, para uma trajeto´ria com o formato de um oito
o ve´ıculo tem como vD0 = 1, 5m/s e posic¸a˜o inicial x0 = [−2 10 − pi/2]
′ e, para
a trajeto´ria circular o ve´ıculo esta´ com vD0 = 2, 5m/s e em x0 = [−1 − 5 pi/4]
′.
Durante os dois u´ltimos percursos o Mini-Baja executa-os com velocidade constante.
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Figura 5.24: Trajeto´ria xy do Ve´ıculo Mini-Baja para uma refereˆncia retangular con-
siderando a arquitetura completa do ve´ıculo com velocidade varia´vel. (Resultado de
simulac¸a˜o.)
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Figura 5.25: Estados x, y e θ do modelo cinema´tico durante a trajeto´ria retangular
com velocidade varia´vel. (Resultado de simulac¸a˜o.)
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Figura 5.26: Entrada de Controle δD do Ve´ıculo Mini-Baja executada durante a tra-
jeto´ria retangular com velocidade varia´vel. (Resultado de simulac¸a˜o.)
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Figura 5.27: Estados β e θ˙ do Ve´ıculo Mini-Baja durante a trajeto´ria retangular com
velocidade varia´vel. (Resultado de simulac¸a˜o.)
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Figura 5.28: Velocidade do Ve´ıculo Mini-Baja no cm executada durante a trajeto´ria
retangular com velocidade varia´vel. (Resultado de simulac¸a˜o.)
0 10 20 30 40 50 60 70 80
−4
−3
−2
−1
0
1
2
3
4
ω
° R
T 
[ra
d/s
2 ]
tempo [s]
Figura 5.29: Entrada de controle ω˙RT da malha de controle de velocidade executada
durante a trajeto´ria retangular com velocidade varia´vel. (Resultado de simulac¸a˜o.)
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Figura 5.30: Trajeto´ria xy do Ve´ıculo Mini-Baja para uma refereˆncia em forma de oito
considerando a arquitetura completa do ve´ıculo. (Resultado de simulac¸a˜o.)
0 50 100 150 200 250 300
−40
−20
0
20
40
x 
[m
]
0 50 100 150 200 250 300
−100
−50
0
50
100
y 
[m
]
0 50 100 150 200 250 300
−5
0
5
10
θ 
[ra
d]
tempo [s]
θ
θ
ref
y
y
ref
x
x
ref
Figura 5.31: Estados x, y e θ do modelo cinema´tico durante a trajeto´ria em forma de
oito. (Resultado de simulac¸a˜o.)
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Figura 5.32: Entrada de Controle δD do Ve´ıculo Mini-Baja executada durante a tra-
jeto´ria em forma de oito. (Resultado de simulac¸a˜o.)
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Figura 5.33: Estados β e θ˙ do Ve´ıculo Mini-Baja durante a trajeto´ria em forma de oito.
(Resultado de simulac¸a˜o.)
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Figura 5.34: Velocidade do Ve´ıculo Mini-Baja no cm executada durante a trajeto´ria
em forma de oito. (Resultado de simulac¸a˜o.)
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Figura 5.35: Entrada de controle ω˙RT da malha de controle de velocidade executada
durante a trajeto´ria em forma de oito. (Resultado de simulac¸a˜o.)
5. Controle Preditivo de um Ve´ıculo Autoˆnomo 112
−40 −30 −20 −10 0 10 20 30 40
−10
0
10
20
30
40
50
60
70
x [m]
y 
[m
]
trajetoria
referencia
Figura 5.36: Trajeto´ria xy do Ve´ıculo Mini-Baja para uma refereˆncia circular conside-
rando a arquitetura completa do ve´ıculo. (Resultado de simulac¸a˜o.)
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Figura 5.37: Estados x, y e θ do modelo cinema´tico durante a trajeto´ria circular.
(Resultado de simulac¸a˜o.)
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Figura 5.38: Entrada de Controle δD do Ve´ıculo Mini-Baja executada durante a tra-
jeto´ria circular. (Resultado de simulac¸a˜o.)
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Figura 5.39: Estados β e θ˙ do Ve´ıculo Mini-Baja durante a trajeto´ria circular. (Resul-
tado de simulac¸a˜o.)
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Figura 5.40: Velocidade do Ve´ıculo Mini-Baja no cm executada durante a trajeto´ria
circular. (Resultado de simulac¸a˜o.)
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Figura 5.41: Entrada de controle ω˙RT da malha de controle de velocidade executada
durante a trajeto´ria circular. (Resultado de simulac¸a˜o.)
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Assim, percebe-se pelos resultados apresentados acima, que o ve´ıculo segue todas
as trajeto´rias propostas com desempenho aceita´vel, apesar de que, quando este e´ sub-
metido a` velocidades mais elevadas, as forc¸as laterais que aparecem na sua dinaˆmica
fazem com que o ve´ıculo tenda a sair do percurso desejado, como se pode ver pela
resposta que o aˆngulo do vetor velocidade, β, apresenta na Figura 5.27. Isto acontece
porque o modelo dinaˆmico que esta´ sendo usado pelo controlador preditivo para calcu-
lar as ac¸o˜es de controle e´ o modelo linearizado e, sendo assim, em velocidades pro´ximas
de 3m/s este comec¸a a na˜o representar a dinaˆmica do ve´ıculo com exatida˜o. Entre-
tanto, a estrutura de controle preditivo linear cascata utilizada mostrou-se bastante
eficaz para o seguimento das trajeto´rias ate´ a velocidade de 3m/s, pois o controlador
da cinema´tica compensa o erro de regime permanente da dinaˆmica do ve´ıculo. Para o
controle do ve´ıculo acima deste valor de velocidade, uma maneira de solucionar seria
utilizar cpbm na˜o-linear, onde as ac¸o˜es de controle sa˜o calculadas a partir do modelo
na˜o-linear. Pore´m, isto acarreta um grande esforc¸o computacional, sendo necessa´rio o
uso de sistemas com maior potencial de processamento.
Na Tabela 5.5 sa˜o mostrados os erros dos estados x, y e θ em relac¸a˜o a` trajeto´ria
de refereˆncia, gerada pelo Plano de Rota, e a` trajeto´ria de aproximac¸a˜o no final do
percurso para as treˆs trajeto´rias apresentadas.
Tabela 5.5: Erro dos estados x, y e θ utilizando cpbm aplicado a cinema´tica e a
dinaˆmica do ve´ıculo.
Trajeto´ria Trajeto´ria de Refereˆncia Trajeto´ria de Aproximac¸a˜o
erro em erro em erro em erro em erro em erro em
x [cm] y [cm] θ [rad] x [cm] y[cm] θ [rad]
Retangular
−77, 13 2, 35 0, 00 0, 00 −0, 13 0, 00
Vel. Fixa
Retangular
−55, 01 9, 21 0, 00 0, 29 0, 46 0, 00
Vel. Varia´vel
Oito −884, 63 110, 95 0, 29 0, 00 −0, 42 0, 00
Circular −226, 33 17, 88 −0, 08 0, 00 0, 71 0, 00
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Atrave´s da ana´lise dos erros apresentados na Tabela 5.5 percebe-se que o erro
entre o ve´ıculo e a trajeto´ria que ele realmente segue e´ praticamente nulo, aparecendo
quando a velocidade e´ elevada ou em trajeto´rias curv´ılineas. Isto pois, quando o ve´ıculo
realiza um percurso curvil´ıneo e com velocidades altas, forc¸as laterais, como a forc¸a
de adereˆncia dos pneus, aparecem. Mas mesmo havendo pequenos erros, o ve´ıculo
percorreu todas as treˆs trajeto´rias se locomovendo sobre elas. Portanto, pode-se afirmar
que o ve´ıculo Mini-Baja segue qualquer tipo de trajeto´ria de refereˆncia com sinais de
controle dentro dos limites impostos pela mecaˆnica deste.
5.7 Concluso˜es
Este cap´ıtulo mostrou a aplicac¸a˜o de te´cnicas de cpbm linear ao ve´ıculo autoˆnomo
Mini-Baja para resolver o problema de seguimento de trajeto´rias.
Primeiramente foram apresentados os dois algoritmos de cpbm linear estudados
neste trabalho a fim de mostrar as caracter´ısticas e vantagens de cada um. Estes foram
utilizados em um estudo comparativo, quando aplicados a` cinema´tica do ve´ıculo, e
concluiu-se que a estrate´gia de controle utilizando o algoritmo gpc mimo com o modelo
cinema´tico em coordenadas locais utilizando trajeto´ria de aproximac¸a˜o apresenta um
resultado do seguimento de trajeto´rias superior a outra estrate´gia e, que, ale´m de
calcular sinais de controle suaves para serem aplicados ao ve´ıculo, apresentou um menor
esforc¸o computacional, o que justificou a escolha deste para ser implementado.
Pore´m, como discutido durante o trabalho, para aumentar a performance em veloci-
dades elevadas e´ necessa´rio o controle da dinaˆmica do ve´ıculo. Portanto, desenvolveu-se
uma malha de controle utilizando o algoritmo gpc. Mas, atrave´s de simulac¸o˜es sem
considerar o controle da cinema´tica, percebeu-se que o ve´ıculo mante´m um erro de
regime permanente nos estados β e θ, como ja´ explicado.
Sendo assim, para alcanc¸ar os objetivos de bom desempenho para o problema de
seguimento de trajeto´rias e boa performance em velocidades elevadas, desenvolveu-se
uma arquitetura de controle da cinema´tica e da dinaˆmica do ve´ıculo que se mostrou
bastante eficiente para os objetivos propostos. Pore´m, quando a velocidade desejada e´
maior do que a velocidade ma´xima (vmax = 10km/h) para o modelo dinaˆmico lineari-
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zado aqui usado, este na˜o representa com exatida˜o a dinaˆmica do ve´ıculo, sendo assim,
necessa´rio o uso de outras te´cnicas de controle como, por exemplo, o cpbm na˜o-linear.
No cap´ıtulo que segue sa˜o apresentados resultados experimentais utilizando os con-
troladores desenvolvidos neste cap´ıtulo aplicados ao ve´ıculo autoˆnomo Mini-Baja.
Cap´ıtulo 6
Resultados Experimentais
6.1 Introduc¸a˜o
O ve´ıculo autoˆnomo que serviu de planta piloto neste trabalho foi um ve´ıculo Mini-
Baja. Este e´ movido atrave´s de trac¸a˜o das rodas traseiras por um motor a` combusta˜o
quatro tempos. Estas rodas sa˜o fixas e paralelas ao eixo longitudinal do ve´ıculo. O
guiamento do ve´ıculo e´ realizado atrave´s do eixo das rodas dianteiras que possui um
aˆngulo de giro ma´ximo de ∼ 0, 79rad.
Nesta etapa do projeto foi considerado apenas o controle da cinema´tica aqui desen-
volvido. Foi adotado o cpbm linear utilizando o modelo cinema´tico em coordenadas
locais com trajeto´ria de aproximac¸a˜o que, como discutido anteriormente, apresentou
a melhor relac¸a˜o entre bom desempenho e baixo custo computacional. Ale´m disso,
considerou-se que a velocidade tangencial do ve´ıculo permanece constante durante o
trajeto. O controle da dinaˆmica desenvolvido neste trabalho na˜o foi implementado,
pois o ve´ıculo na˜o esta´ devidamente instrumentado para que se possa realiza´-lo.
Sendo assim, para o controle da velocidade foi utilizado o controlador ja´ existente
no ve´ıculo, desenvolvido em GOMES (2003).
Nas sec¸o˜es subsequ¨entes sa˜o apresentadas a plataforma embarcada utilizada para o
controle de seguimento de trajeto´rias e a instrumentac¸a˜o presente no ve´ıculo, descre-
vendo seus sensores e atuadores. No que segue, sa˜o descritas as sub-malhas de controle
utilizadas para controle de direc¸a˜o das rodas dianteiras, de acelerac¸a˜o e de frenagem.
E por fim sa˜o apresentados os resultados experimentais obtidos e concluso˜es destes.
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6.2 O Sistema Embarcado
Um sistema embarcado pode ser considerado um sistema computacional com propo´sitos
espec´ıficos, normalmente constru´ıdo em dimenso˜es reduzidas, que permite que o ve´ıculo
funcione de forma autoˆnoma. Um requisito normalmente presente em sistemas embar-
cados e´ a execuc¸a˜o em tempo-real (JUNG et al., 2005).
Para realizar o controle de navegac¸a˜o do ve´ıculo foi utilizado um sistema embarcado
em tempo real. Este sistema e´ composto por um kit com processador power-pc
Motorola de 32bits, trabalhando com uma frequ¨eˆncia de clock de 400MHz. Ale´m do
processador, o kit possui 32MBytes de memo´ria RAM, 16 MBytes de memo´ria flash,
uma interface de comunicac¸a˜o Ethernet, uma porta serial USB, um barramento PCI
e um IDE, uma porta serial RS232 e duas portas de comunicac¸a˜o CANBus. Estes
recursos de I/O (input/output) sa˜o compartilhados com os pinos de I/O de uso geral
do processador (GPIO’s).
A porta serial RS232 e´ utilizada para depurac¸a˜o do algoritmo e transfereˆncia de
dados e, como o kit na˜o dispo˜e de conversores AD/DA (analo´gico-digital/digital-
analo´gico), a comunicac¸a˜o com os sensores e atuadores foi realizada atrave´s dos GPIO’s.
Assim, os dados enviados pela bu´ssola eletroˆnica, que mede a orientac¸a˜o do ve´ıculo em
relac¸a˜o ao sistema de coordenadas globais, e o sinal de controle de aˆngulo de direc¸a˜o
das rodas dianteiras enviados pelo controlador preditivo, utilizam os GPIO’s. Pore´m,
como a sub-malha de controle do aˆngulo de direc¸a˜o da roda dianteira recebe um sinal
analo´gico de refereˆncia e o kit envia um sinal digital, foi necessa´rio o desenvolvimento
de um conversor DA para realizar tal conversa˜o, ou seja, o comando do controlador
preditivo e´ convertido para o sinal analo´gico e enviado a` sub-malha de controle da
direc¸a˜o.
Devido a` aplicac¸a˜o ser na a´rea de automac¸a˜o veicular, onde o padra˜o utilizado
em automo´veis pela indu´stria automotiva e´ a comunicac¸a˜o via CANBus, optou-se por
preservar os barramentos desta no kit, sendo utilizado os GPIO’s compartilhados com
a interface Ethernet e a porta serial USB, sendo estas desabilitadas.
Como se utilizou os GPIO’s houve a necessidade de isolar a eletroˆnica do power-pc
da eletroˆnica x-by-wire do ve´ıculo, ou seja, os sinais fornecidos pela bu´ssola eletroˆnica
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e para a sub-malha de controle do aˆngulo da roda dianteira foram isolados atrave´s de
optoacopladores de modo a evitar sobre cargas e ru´ıdos no barramento do power-pc.
A instrumentac¸a˜o do ve´ıculo Mini-Baja e´ apresentada na sec¸a˜o que segue.
6.3 Instrumentac¸a˜o do Ve´ıculo Mini-Baja
Para que o ve´ıculo consiga reagir e orientar-se no meio onde se encontra sa˜o necessa´rios
atuadores e sensores. Estes, utilizados no ve´ıculo Mini-Baja, sa˜o descritos nesta sec¸a˜o,
bem como as sub-malhas de controle dos atuadores.
Os projetos de instrumentac¸a˜o do ve´ıculo Mini-Baja foram desenvolvidos em KEL-
BER et al. (2004) e GOMES (2003).
6.3.1 Sensoriamento
O sensoriamento do ve´ıculo Mini-Baja para controle de navegac¸a˜o consta de treˆs sen-
sores: de velocidade, de direc¸a˜o do eixo das rodas dianteiras e de orientac¸a˜o do ve´ıculo
em relac¸a˜o ao sistema de coordenadas globais.
A seguir sa˜o descritos os sensores utilizados:
• Sensor de Velocidade: Realiza a medic¸a˜o direta da rotac¸a˜o do eixo da roda dian-
teira atrave´s de um tacogerador de pequeno porte acoplado a este. Este produz
um n´ıvel de tensa˜o proporcional a` velocidade do ve´ıculo. E´ utilizado um con-
dicionador de sinal para filtrar ru´ıdos produzidos pela comutac¸a˜o das escovas
do tacogerador e elevar o n´ıvel da tensa˜o de sa´ıda. O sensor de velocidade e´
apresentado na Figura 6.1.
O sensor de velocidade, ale´m de realimentar a malha de controle de velocidade, e´
utilizado tambe´m para, atrave´s da te´cnica de odometria, determinar a posic¸a˜o do
ve´ıculo juntamente com os sensores de orientac¸a˜o deste e o de direc¸a˜o das rodas
dianteiras.
• Sensor da Direc¸a˜o das Rodas Dianteiras: A medic¸a˜o do aˆngulo de direc¸a˜o das
rodas dianteiras e´ realizada atrave´s de um transdutor resistivo de posicionamento
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Figura 6.1: Sensor de velocidade.
angular, comum em ve´ıculos automotores. Este e´ fixo nos brac¸os do sistema de
direc¸a˜o, conforme Figura 6.2.
Figura 6.2: Sensor do aˆngulo de direc¸a˜o das rodas dianteiras.
E´ importante mencionar que devido a` natureza do sensor a medic¸a˜o e´ bastante
na˜o linear para aˆngulos elevados, de modo que medic¸o˜es em uma faixa linear de
valores ocorrem apenas para aˆngulos dentro de um certo limite. Assim, devem-se
evitar valores pro´ximos do limite ma´ximo do curso das rodas.
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• Sensor de Orientac¸a˜o do Ve´ıculo: Como mencionado, o sensor utilizado para
medir a orientac¸a˜o do ve´ıculo em relac¸a˜o a um sistema de coordenadas globais e´
uma bu´ssola eletroˆnica. A bu´ssola eletroˆnica (Figura 6.3) e´ baseada no circuito
integrado KMZ 52 que e´ um medidor de direc¸a˜o de campo magne´tico baseado
no princ´ıpio do efeito magneto-resistivo. Assim, a tensa˜o de sa´ıda do circuito de
processamento dos sinais do integrado e´ proporcional ao aˆngulo entre o campo
magne´tico e a direc¸a˜o da bu´ssola. Este e´ destinado a` medic¸a˜o do campo magne´tico
terrestre.
Figura 6.3: Bu´ssola Eletroˆnica.
A seguir sa˜o descritos os atuadores utilizados para navegac¸a˜o do ve´ıculo e suas
respectivas malhas de controle .
6.3.2 Atuadores e Sub-Malhas de Controle
O ve´ıculo Mini-Baja possui treˆs sub-malhas de controle: do volante, de frenagem e de
acelerac¸a˜o. A sub-malha de controle do volante e´ responsa´vel por garantir o aˆngulo
de direc¸a˜o das rodas dianteiras, imposto pelo controlador preditivo da cinema´tica do
ve´ıculo. Esta controla um motor DC de ima˜ permanente, com sistema de reduc¸a˜o
mecaˆnica que atua diretamente na barra de direc¸a˜o, por meio de uma corrente dentada.
O controle e´ realizado por um controlador na˜o-linear do tipo treˆs pontos.
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O controle de frenagem e´ realizado atrave´s de um controlador linear do tipo P
(Proporcional) que atua em um motor DC de ima˜ permanente, atrave´s de sua corrente
de armadura, tensionando o cabo do sistema de freio a tambor, presente nas duas rodas
traseiras do ve´ıculo. O cabo recebe a forc¸a de frenagem e a transmite por meio de uma
alavanca ate´ as sapatas dos tambores do freio. A tensa˜o aplicada ao cabo e´ diretamente
proporcional a` intensidade com que o carro e´ freado.
Para realizar a acelerac¸a˜o do ve´ıculo e´ utilizada a sub-malha de controle de ace-
lerac¸a˜o, que tem a func¸a˜o de atuar sobre a borboleta do carburador do motor de trac¸a˜o
deste, a partir de uma refereˆncia gerada pelo controlador de velocidade. O motor de
trac¸a˜o atua nas rodas traseiras e se caracteriza por um motor a` combusta˜o HONDA
quatro tempos de 5CV com um cilindro e va´lvula no cabec¸ote (Figura 6.4). O comando
da malha de acelerac¸a˜o, calculado por um controlador linear do tipo PI (Proporcional-
Integral), e´ aplicado diretamente sobre o curso do acelerador atrave´s de um motor
DC que desloca este durante a acelerac¸a˜o. Ao eixo deste motor DC foi adaptado um
acoplamento mecaˆnico que fixa o cabo preso na alavanca do acelerador, de forma que
quando este cabo e´ enrolado proporciona acelerac¸a˜o no motor a` combusta˜o.
Figura 6.4: Motor a` combusta˜o HONDA quatro tempos de 5CV.
Definida a instrumentac¸a˜o do ve´ıculo autoˆnomo Mini-Baja e o sistema embarcado
nele, realizaram-se os ensaios experimentais para seguimento de trajeto´rias. A seguir
sa˜o apresentados os resultados destes ensaios.
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6.4 Ensaios Experimentais
Conforme mencionado, este trabalho faz parte de um projeto maior onde, ale´m das
questo˜es dos algoritmos de controle apresentadas aqui, esta´ sendo desenvolvido um es-
tudo de implementac¸a˜o destes em tempo-real usando sistemas embarcados em GOMES
(2005). Os ensaios experimentais apresentados neste cap´ıtulo, sa˜o resultados obtidos
atrave´s deste trabalho conjunto. Cabe salientar, que esta dissertac¸a˜o dedicou-se ao
estudo e desenvolvimento dos algoritmos a serem implementados em tempo-real em
GOMES (2005).
Para realizar os ensaios experimentais foi utilizado o controlador para seguimento
de trajeto´rias, considerando somente o modelo cinema´tico, desenvolvido na Subsec¸a˜o
5.4.2.
Conforme citado anteriormente, o controle da dinaˆmica projetado neste trabalho
na˜o foi implementado, devido ao sistema embarcado e a instrumentac¸a˜o do ve´ıculo
na˜o estarem adequados para tal fim. Pore´m, fez-se necessa´rio o uso de uma malha de
controle da velocidade para manteˆ-la sobre o valor de refereˆncia. Esta malha de controle
foi desenvolvida em GOMES (2003), e utiliza as sub-malhas de controle presentes nos
atuadores de frenagem e acelerac¸a˜o. O controle de velocidade e´ realizado atrave´s de
dois CLPs (Controlador Lo´gico Programa´vel) de arquitetura 16bits com tempo de
amostragem mı´nimo de 400ms. Um CLP roda o algoritmo de controle em situac¸a˜o de
acelerac¸a˜o e outro em frenagem. O controle de velocidade foi realizado atrave´s de dois
controladores lineares cla´ssicos do tipo PI para acelerac¸a˜o e P para frenagem (maiores
detalhes destes controladores ver (GOMES, 2003)).
Tendo sido feitas todas as adaptac¸o˜es e implementadas toda eletroˆnica necessa´ria
ao interfaceamento do power-pc com os sub-sistemas de controle do ve´ıculo, foram
realizados ensaios experimentais a fim de comprovar a validade dos estudos aqui reali-
zados.
A primeira trajeto´ria de refereˆncia utilizada nos ensaios possui um formato retangu-
lar com os cantos arredondados para que o ve´ıculo possa realizar as curvas de maneira
suave. Esta tem in´ıcio no ponto (1, 0; 1, 0) do sistema de coordenadas globais. O ve´ıculo
realiza o percurso a uma velocidade constante e igual a vD = 1, 0m/s e parte da posic¸a˜o
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inicial x0 = [0 0 0]. Para a trajeto´ria de aproximac¸a˜o utilizou-se o paraˆmetro look-
ahead fixo, durante todo caminho e com valor de 5m. Os paraˆmetros do controlador
preditivo foram ajustados partindo dos valores usados na simulac¸a˜o, mas diminuindo
o horizonte de predic¸a˜o e aumentado o horizonte de controle e a ponderac¸a˜o do es-
forc¸o de controle, para garantir maior robustez. Assim, os seguintes paraˆmetros foram
utilizados:
N2 = [20 20]
′ , Nu = [20] ,
Q =

 1 0
0 0, 85

 , R = [160] .
Os resultados dos ensaios experimentais com a trajeto´ria de refereˆncia retangular
sa˜o apresentados nas Figuras 6.5 a 6.8.
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Figura 6.5: Trajeto´ria xy do Ve´ıculo Mini-Baja utilizando o gpc com o modelo ci-
nema´tico em coordenadas locais para a refereˆncia retangular. (Resultado experimen-
tal.)
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Figura 6.6: Estado x do Ve´ıculo Mini-Baja utilizando o gpc com o modelo cinema´tico
em coordenadas locais para a refereˆncia retangular. (Resultado experimental.)
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Figura 6.7: Estado y do Ve´ıculo Mini-Baja utilizando o gpc com o modelo cinema´tico
em coordenadas locais para a refereˆncia retangular. (Resultado experimental.)
6. Resultados Experimentais 127
0 10 20 30 40 50 60 70 80 90
−1
0
1
2
3
4
5
6
7
θ 
[ra
d]
tempo [s]
θ
ref
θ
sim
θ
real
Figura 6.8: Estado θ do Ve´ıculo Mini-Baja utilizando o gpc com o modelo cinema´tico
em coordenadas locais para a refereˆncia retangular. (Resultado experimental.)
Observa-se pelos resultados apresentados, obtidos dos ensaios experimentais, que
o ve´ıculo percorreu o trajeto com um desempenho satisfato´rio. As curvas, geradas
atrave´s de simulac¸a˜o apresentadas nestes gra´ficos, comprovam a eficieˆncia do algo-
ritmo aqui desenvolvido e, como se pode perceber, a trajeto´ria real percorrida pelo
ve´ıculo Mini-Baja e a trajeto´ria gerada por simulac¸a˜o atrave´s do modelo cinema´tico
em coordenadas locais deste, sa˜o praticamente iguais. A perturbac¸a˜o apresentada no
estado θ e´ decorrente do ru´ıdo de medic¸a˜o presente no sensor.
Conforme descrito anteriormente, os paraˆmetros do controlador preditivo foram
ajustados, neste primeiro ensaio, com intuito de proporcionar variac¸o˜es do aˆngulo da
roda dianteira mais suaves. Pore´m, atrave´s dos resultados, percebe-se que o ve´ıculo
realiza o trajeto com uma leve oscilac¸a˜o em torno da trajeto´ria de refereˆncia e con-
verge lentamente para esta. Para melhorar esta performance, utilizando somente o
controlador da cinema´tica, pode-se atuar em dois pontos: primeiro implementando a
trajeto´ria de aproximac¸a˜o com a distaˆncia lookahead adaptativa que, como analisado
no Cap´ıtulo 4, e´ redefinido conforme a distaˆncia do ve´ıculo ao ponto de destino e, as-
sim, consegue-se uma convergeˆncia mais ra´pida a` trajeto´ria de refereˆncia e o segundo
ponto a ser trabalhado e´ um ajuste mais fino dos paraˆmetros do controlador preditivo,
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ou seja, diminuindo a ponderac¸a˜o do esforc¸o de controle e aumentando o horizonte de
controle o ve´ıculo tende a direcionar-se mais rapidamente para o caminho desejado,
pore´m perde-se em robustez.
Sendo assim, foram realizados ensaios experimentais, onde a trajeto´ria de apro-
ximac¸a˜o foi gerada considerando a distaˆncia lookahead varia´vel e, os paraˆmetros do
controlador preditivo foram ajustados afim de obter uma convergeˆncia mais ra´pida do
ve´ıculo para o trajeto a ser seguido. A trajeto´ria utilizada foi desenvolvida com um
formato em S, possuindo retas com comprimento de 10m e curvas com raio tambe´m
de 10m. O trajeto de refereˆncia inicia no ponto x0ref = [1 1 0] e o ve´ıculo parte da
posic¸a˜o inicial x0 = [1 1, 5 0]. A velocidade tangencial com que o ve´ıculo executa o
trajeto e´ constante e igual a vD = 1m/s. Dois experimentos foram feitos com diferentes
valores da ponderac¸a˜o do esforc¸o de controle, onde ajustou-se com R = 40 e R = 10.
Os demais paraˆmetros do controlador preditivo utilizados foram iguais nos dois ensaios
e foram ajustados da seguinte maneira:
N2 = [30 30]
′ , Nu = [30] ,
Q =

 1 0
0 1

 .
Nas Figuras 6.9 a 6.13 sa˜o apresentados os resultados dos ensaios experimentais
com a trajeto´ria em S.
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Figura 6.9: Trajeto´ria xy do Ve´ıculo Mini-Baja utilizando o gpc com o modelo ci-
nema´tico em coordenadas locais para a refereˆncia em S. (Resultado experimental.)
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Figura 6.10: Estado x do Ve´ıculo Mini-Baja utilizando o gpc com o modelo cinema´tico
em coordenadas locais para a refereˆncia em S. (Resultado experimental.)
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Figura 6.11: Estado y do Ve´ıculo Mini-Baja utilizando o gpc com o modelo cinema´tico
em coordenadas locais para a refereˆncia em S. (Resultado experimental.)
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Figura 6.12: Estado θ do Ve´ıculo Mini-Baja utilizando o gpc com o modelo cinema´tico
em coordenadas locais para a refereˆncia em S. (Resultado experimental.)
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Figura 6.13: Erro dos estados x, y e θ do Ve´ıculo Mini-Baja utilizando o gpc com o
modelo cinema´tico em coordenadas locais para a refereˆncia em S. (Resultado experi-
mental.)
Atrave´s dos resultados apresentados acima, percebe-se que, utilizando o paraˆmetro
lookahead adaptativo na gerac¸a˜o da trajeto´ria de aproximac¸a˜o, o ve´ıculo converge em
menos tempo para a trajeto´ria de refereˆncia do que nos ensaios utilizando a distaˆncia
lookahead com um valor fixo. Observa-se tambe´m que os ajustes feitos nos paraˆmetros
do controlador proporcionaram que o ve´ıculo seguisse o trajeto praticamente sobre a
refereˆncia, principalmente, quando a ponderac¸a˜o do esforc¸o de controle foi ajustado em
R = 10. Pore´m, a trajeto´ria do ve´ıculo apresentou um comportamento levemente osci-
lato´rio quando comparado aos resultados obtidos com R = 40, como pode-se observar
pelos gra´ficos dos erros dos estados na Figura 6.13. Assim, o compromisso entre boa
performance e robustez deve ser respeitado.
6.5 Concluso˜es
Os experimentos realizados no ve´ıculo autoˆnomo Mini-Baja utilizando um power-pc
para a execuc¸a˜o dos algoritmos de controle, mostram o bom desempenho da estrutura
de cpbm linear proposta.
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Apesar de na˜o ter sido considerado o controle da dinaˆmica do ve´ıculo nos expe-
rimentos, pode-se observar que, em baixas velocidades, o ve´ıculo apresenta um bom
comportamento com o controlador preditivo da cinema´tica. Conclui-se tambe´m que
utilizando a trajeto´ria de aproximac¸a˜o com o paraˆmetro lookahead adaptativo o ve´ıculo
converge mais rapidamente ao caminho desejado.
No cap´ıtulo que segue sa˜o apresentadas as concluso˜es gerais desta dissertac¸a˜o.
Cap´ıtulo 7
Concluso˜es Finais
Este trabalho dedicou-se ao estudo e aplicac¸a˜o de estrate´gias de controle preditivo
linear para solucionar o problema de seguimento de refereˆncia de ve´ıculos autoˆnomos
considerando, tanto o controle da cinema´tica, quanto o da dinaˆmica destes, de forma
tal que se obtenha um desempenho dentro de especificac¸o˜es quando ha´ a necessidade
de executar tarefas com velocidades elevadas, com cargas expressivas e em ambientes
hostis. Para isso desenvolveu-se neste trabalho uma arquitetura de controle preditivo
cascata, englobando ambos os modelos.
Para poder utilizar o sistema de controle no ve´ıculo real foi necessa´rio projetar um
algoritmo que tivesse reduzida a sua carga de ca´lculo. Optou-se enta˜o por algoritmos
de cpbm linear e para isso foram desenvolvidos dois modelos, o primeiro considerando
que o ve´ıculo segue um roboˆ virtual de refereˆncia sobre o caminho desejado, originando
o modelo cinema´tico do erro e, a segunda ana´lise considerando um sistema de coorde-
nadas fixo ao roboˆ e supondo que os incrementos de orientac¸a˜o do ve´ıculo sa˜o pequenos,
assim resultou-se no modelo cinema´tico em coordenadas locais.
O modelo dinaˆmico foi desenvolvido considerando que ale´m das forc¸as aplicadas
nos atuadores do ve´ıculo, este esta´ sujeito tambe´m a forc¸as externas, como a forc¸a
de adereˆncia dos pneus ao solo, a forc¸a aerodinaˆmica imposta pelo meio e a forc¸a
centr´ıfuga. Estas forc¸as aparecem quando e´ requerido um maior esforc¸o do ve´ıculo.
Pore´m, apo´s um exaustivo estudo do modelo dinaˆmico, o autor viu-se na necessidade
de utilizar uma estrutura de controle cascata para controlar tal modelo. Isto devido
ao modelo da velocidade apresentar uma resposta mais lenta que os demais estados do
modelo.
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Para realizar o controle do ve´ıculo atrave´s do modelo cinema´tico desenvolveu-se
duas estrate´gias de cpbm. A primeira estrate´gia foi utilizada para controlar a ci-
nema´tica do roboˆ mo´vel atrave´s do modelo cinema´tico do erro e realizando linearizac¸o˜es
sucessivas ao longo da trajeto´ria de refereˆncia, isto pois o modelo e´ variante no tempo.
Esta estrate´gia de controle preditivo usa o modelo no espac¸o de estados. A segunda
estrate´gia que foi desenvolvida para controle da cinema´tica, utilizou o algoritmo gpc
mimo usando o modelo cinema´tico em coordenadas locais com trajeto´ria de apro-
ximac¸a˜o.
Como o controle preditivo utilizando o modelo em coordenadas locais requer uma
trajeto´ria que aproxime o ve´ıculo ao ponto de destino sobre o caminho desejado, foi
implementado o algoritmo Pure-Pursuit para gerar tais trajeto´rias de aproximac¸a˜o.
Este algoritmo foi implementado com o seu paraˆmetro ajustado on-line, o que resultou
em um desempenho bastante satisfato´rio no seguimento da trajeto´ria pelo ve´ıculo,
comparado a quando se considerava o lookahead fixo durante toda a trajeto´ria.
Em uma ana´lise inicial, foram realizadas simulac¸o˜es considerando somente o con-
trole da cinema´tica, atrave´s das duas estrate´gias desenvolvidas neste trabalho. Tanto no
controle para seguimento de trajeto´ria utilizando o modelo cinema´tico do erro, quanto
no controle utilizando o modelo cinema´tico em coordenadas locais, o ve´ıculo seguiu
o caminho desejado com bastante precisa˜o para a velocidade vD = 1, 5m/s. No en-
tanto, a primeira estrate´gia utilizada para controle da cinema´tica, apresentou um custo
computacional muito maior que a segunda, devido, principalmente, a necessidade de
realizar linearizac¸o˜es sucessivas. Assim, adotou-se como estrate´gia a ser implementada
o algoritmo de cpbm utilizando o modelo cinema´tico em coordenadas locais com tra-
jeto´ria de aproximac¸a˜o. Com este controlador simulou-se o ve´ıculo percorrendo uma
trajeto´ria com a velocidade constante e igual a vD = 2, 77m/s, e constatou-se que,
controlando somente a cinema´tica do ve´ıculo, na˜o e´ poss´ıvel obter bom desempenho
em velocidades elevadas.
Como um dos objetivos do trabalho era obter performance em velocidades eleva-
das, desenvolveu-se o controle preditivo baseado em modelo para a dinaˆmica do ve´ıculo.
Neste foi utilizado o algoritmo gpc mimo tanto na malha de controle da velocidade
tangencial quanto na malha de controle da orientac¸a˜o do vetor velocidade e da veloci-
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dade angular do ve´ıculo. Foram realizadas tambe´m simulac¸o˜es considerando somente a
dinaˆmica do ve´ıculo para o problema de seguimento de trajeto´ria. Os resultados apre-
sentados quando o ve´ıculo foi submetido a` mesma trajeto´ria utilizada no controle com o
modelo cinema´tico, mostraram que o roboˆ mo´vel apresenta erro de regime permanente
em velocidades mais elevadas quando controlada somente a dinaˆmica do ve´ıculo.
Assim, o sistema de controle considerando a cinema´tica e dinaˆmica fez-se necessa´rio.
Simulac¸o˜es com diferentes velocidades, trajeto´rias e posic¸o˜es iniciais do ve´ıculo foram
realizadas sendo obtido resultados com bom desempenho e provando a efica´cia do
cpbm, ja´ que todas as simulac¸o˜es utilizaram os mesmos paraˆmetros dos controladores.
Os resultados experimentais que foram realizados consideraram somente a ci-
nema´tica do ve´ıculo Mini-Baja, sendo assim necessa´rio que velocidades baixas fossem
impostas ao ve´ıculo durante o trajeto. Como se pode perceber atrave´s dos resultados
apresentados no Cap´ıtulo 6, mesmo sem levar em conta a dinaˆmica, o ve´ıculo percorreu
todos os trajetos propostos com performance aceita´vel.
No trabalho aqui desenvolvido, na˜o foram consideradas as restric¸o˜es dos estados e
dos sinais de controle na minimizac¸a˜o da func¸a˜o custo do cpbm, pois para as condic¸o˜es
que o ve´ıculo foi submetido na˜o foi necessa´rio tais considerac¸o˜es. Pore´m, se condic¸o˜es
de trabalho que venham a ser requisitadas, possam fazer com que os limites ma´ximos do
ve´ıculo ultrapassem, enta˜o se faz necessa´rio o uso de restric¸o˜es. Assim, propo˜e-se para
trabalhos futuros o desenvolvimento da implementac¸a˜o das restric¸o˜es nos algoritmos
utilizados, assim como a implementac¸a˜o da arquitetura completa de controle proposta
do ve´ıculo, considerando a sua dinaˆmica. Aproveitando a possibilidade que oferece
o cpbm de considerar as perturbac¸o˜es mensura´veis no momento do ca´lculo da lei de
controle, propo˜e-se, assim, considera´-las para que possam ser rejeitadas sem necessidade
de usar uma lei de controle Feedfoward externa ao cpbm. Isto pois, com a devida
instrumentac¸a˜o, pode-se eliminar poss´ıveis distu´rbios que aparec¸am durante o trajeto.
Apeˆndice A
Dados do Ve´ıculo Mini-Baja
Toda modelagem realizada neste trabalho e´ baseada no ve´ıculo autoˆnomo Mini-Baja,
mostrado na Figura A.1. Este ve´ıculo foi desenvolvido no Departamento de Engenharia
Ele´trica da Universidade do Vale do Rio dos Sinos, UNISINOS.
Figura A.1: Ve´ıculo Autoˆnomo Mini-Baja
Este ve´ıculo possui duas rodas traseiras de trac¸a˜o e duas rodas dianteiras de direc¸a˜o.
Os dados do ve´ıculo sa˜o apresentados na Tabela A.1.
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Tabela A.1: Dados do ve´ıculo autoˆnomo Mini-Baja.
Constantes do Ve´ıculo Mini-Baja Quantidade
Massa m ≃ 200kg
Distaˆncia das rodas dianteiras ate´ o centro de massa dD = 0, 75m
Distaˆncia das rodas traseiras ate´ o centro de massa dT = 0, 80m
Constante de adereˆncia do pneu dianteiro cD = 1373, 4N
Constante de adereˆncia do pneu traseiro cT = 1373, 4N
Raio das rodas dianteiras e traseiras Rr = 0, 18m
Distaˆncia entre as rodas dianteiras dR = 0, 975m
Momento de ine´rcia em relac¸a˜o ao eixo zL do ve´ıculo Jz = 56, 07083Nm
Constante de tempo do motor TMgas = 2, 5s
Constante de tempo do ve´ıculo TV = 2, 5s
Ganho entre a forc¸a necessa´ria para deslocar o VV acel = 4, 1
ve´ıculo com os atritos na qual este e´ submetido
Per´ıodo de amostragem da cinema´tica do ve´ıculo T = 0, 1s
Per´ıodo de amostragem da velocidade tangencial T = 0, 1s
Per´ıodo de amostragem da dinaˆmica de orientac¸a˜o T = 0, 005s
do vetor velocidade e da velocidade angular
Apeˆndice B
Relac¸o˜es Matema´ticas
B.1 Transformac¸a˜o de Coordenadas
Considere os sistemas de coordenada base e mo´vel conforme Figura (B.1). Para
que se obtenha a matriz de rotac¸a˜o que apresenta a orientac¸a˜o do sistema base
OxB, yB, zB com relac¸a˜o ao sistema mo´vel OxM , yM , zM , primeiramente localizam-
se vetores unita´rios (ixB , jyB , kzB) e (ixM , jyM , kzM ) ao longo dos eixos dos sistemas
OxB, yB, zB e OxM , yM , zM , respectivamente, e apo´s, define-se um ponto p no espac¸o
que pode ser representado em ambos os sistemas,
pxB ,yB,zB = (pxB , pyB , pzB)
pxM ,yM ,zM = (pxM , pyM , pzM ) .
Figura B.1: Roboˆ mo´vel rotacionado em relac¸a˜o ao sistema de coordenada base.
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Para transformar o ponto pxM ,yM ,zM nas coordenadas expressas em relac¸a˜o ao sis-
tema base, faz-se
pxB,yB ,zB = R · pxM ,yM ,zM , (B.1)


pxB
pyB
pzB

 =


ixB · ixM ixB · jyM ixB · kzM
jyB · ixM jyB · jyM jyB · kzM
kzB · ixM kzB · jyM kzB · kzM




pxM
pyM
pzM

 . (B.2)
Atrave´s da expressa˜o (B.2) chega-se a` matriz de rotac¸a˜o para um roboˆ mo´vel (CA-
NUDAS DE WIT et al., 1996):
R =


cosα senα 0
−senα cosα 0
0 0 1

 . (B.3)
Agora, supo˜e-se que o sistema mo´vel na˜o esteja apenas rotacionado em relac¸a˜o ao
sistema base, mas tambe´m, esteja transladado conforme a Figura (B.2). Para transfor-
mar as coordenadas de um ponto p do sistema {M} para o {B} deve-se obter a matriz
de transformac¸a˜o homogeˆnea (FU et al., 1987), que para um roboˆ mo´vel e´:
BAL =


cosα senα 0 d · cosα
−senα cosα 0 d · senα
0 0 1 0
0 0 0 1


. (B.4)
Enta˜o o ponto p no sistema {B} e´ dado por:


pxB
pyB
pzB
1


=


cosα senα 0 d · cosα
−senα cosα 0 d · senα
0 0 1 0
0 0 0 1




pxM
pyM
pzM
1


, (B.5)
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Figura B.2: Roboˆ mo´vel rotacionado e transladado em relac¸a˜o ao sistema de coordenada
base.
como o ponto pxM ,yM ,zM esta´ sendo considerado na origem do sistema {M}, enta˜o a
expressa˜o (B.5) pode ser escrita como segue:


pxB
pyB
pzB
1


=


d · cosα
d · senα
0
1


. (B.6)
B.2 Relac¸o˜es Trigonome´tricas
Os aˆngulos β e δD podem ser relacionados de forma esta´tica quando considerado que
a velocidade das rodas dianteira e traseira sa˜o as mesmas, ou seja, na˜o cocorre escor-
regamento destas em relac¸a˜o ao solo. A Figura B.3 apresenta tal relac¸a˜o.
A partir da Figura B.3 obte´m-se uma relac¸a˜o trigonome´trica entre β e δD, dada
por:
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dT 
dD 
β 
δD 
ωRrT 
ωRrT
vT 
CM
yL 
yL 
Figura B.3: Diagrama que relaciona os aˆngulos β e δD e as velocidades v e vD.
tgβ =
dT · senδD
dD + dT · cosδD
, (B.7)
e da Figura B.3 relaciona-se tambe´m a velocidade da roda dianteira vD com a velocidade
no cm v, onde a vD e´ considerada igual a velocidade da roda traseira, ou seja, vD =
vT = ω Rr, com Rr sendo o raio das rodas. Assim, tem-se:
v =
(dD + dT ) · cosβ
ω ·Rr (dD + dT · cosδD)
. (B.8)
Estas relac¸o˜es trigonome´tricas sa˜o utilizadas para converter os valores de δD calcu-
lados pelo controlador cinema´tico para os valores β de refereˆncia, bem como das sa´ıdas
β e v da malha dinaˆmica para os valore δD e vD a serem usados no modelo cinema´tico
do ve´ıculo.
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