The kernel approach has been applied using the adaptive kernel density estimation, to inference on the generalized gamma distribution parameters, based on the generalized order statistics (GOS). For measuring the performance of this approach comparing to the Asymptotic Maximum likelihood estimation, the confidence intervals of the unknown parameters have been studied, via Monte Carlo simulations, based on their covering rates, standard errors and the average lengths. The simulation results indicated that the confidence intervals based on the kernel approach compete and outperform the classical ones. Finally, a numerical example is given to illustrate the proposed approaches developed in this paper.
Introduction
A random variable X is said to have generalized gamma distribution (GGD), if its probability density function (PDF) has the form: The statistical analysis of the GGD based on complete as well as censored samples have been studied by many authors such as Stacy and Mihram (1965) , Parr and Webter (1965) , Harter (1967) , Hager and Bain (1970) , Prentice (1974) , Lawless (1980) , Di Ciccio (1987) , Wingo (1987) , Wong (1993) , Cohen and Whitten (1988) and Maswadah (1989 Maswadah ( , 1991 . Hwang and Huang (2006) introduced a new moment estimation for the generalized gamma distribution parameters using its characterization. Dadpay et al. (2007) introduced some concepts of the GGD, via information theory. Gomes et al. (2008) used the ML method for estimating the parameters by justifying the model in terms of a simpler alternative form. Geng and Yuhlong (2009) proposed a new parameterization of the GGD to sustain the numerical stability for the maximum likelihood estimation based on the progressively type-II censored sample. Mukherjee et al. (2011) presented a Bayesian study for the generalized gamma model.
In this paper, the kernel density estimation has been applied for deriving the confidence intervals for the unknown parameters of the GGD comparing to the asymptotic maximum likelihood estimator based on the GOS, that introduced by Kamps (1995) as a unified model that includes several models of ordered random variables, such as ordinary order statistics, type-II censored order statistics, progressively type-II censored order statistics, record values and sequential order statistics. For more details about the generalized order statistics, see Ahsanullah (1995 Ahsanullah ( , 2000 .
is a real number) be n generalized order statistics from a continuous population with CDF ) ( x F and PDF ) ( x f , thus their joint PDF has the form:
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3-Type II progressive censored order statistics: for 
Main Results

2.1.
Kernel Estimation
In this section, we apply the unconditional approach for deriving the confidence intervals to the unknown parameters based on the adaptive kernel density estimation (AKDE), which is asymptotically converged to any density function depending only on a random sample, though the underlying distribution is not known. This approach has been applied for some distributions, see Maswadah (2006 Maswadah ( , 2007 . In the univariate case, the adaptive kernel density estimation based on a random sample of size n from the random variable X with unknown probability density function ) (x f and support on ) , 0 (  is given by:
where
 is a local bandwidth factor which narrows the bandwidth near the modes and widens it in the tails, which can be defined as:
where G is the geometric mean of the )
and h is a fixed (pilot) bandwidth. We can see that our estimate ) ( x f is bin-independent regardless of our choice of K , where the role of K is to spread out the contribution of each data point in our estimate of the parent distribution, that controls the shape. The most important part in the kernel estimation method is to select the bandwidth (scaling) or the smoothing parameter, thus its selection has been studied by many authors, see Abramson (1982) and Guillamon et al. (1998) based on minimizing the mean square errors, however, the optimal choice in most cases is
where S is the sample standard deviation and we will consider it as the pilot bandwidth. However, it must be mentioned that the optimal choice h can't possibly be optimal in every application, and its choice is really depended on the application under consideration to different bandwidths. Though, there is a variety of kernel functions with different properties have been used in literature, however, the obvious and natural choice of the kernel functions is the standard Gaussian kernel, for its continuity, differentiability, and locality properties.
The kernel approach depending on finding the kernel density estimation for pivotal random variables, that depending on the unknown parameters and whose distributions are free of unknown parameters. For the GGD (1),
be a sample of size n from the gamma distribution 
, are independent of the unknown parameters  and  when  is known. Therefore,
form a set of ancillary statistics. Note that the ancillary statistics satisfy the maximum likelihood equations, therefore, any
ancillary statistics. For utilizing the kernel function for estimating the probability density function (PDF) of a pivotal, we can summarize the method in the following algorithm:
be a random sample of size n from the random variable X , with PDF ) ; 
3-For each sample in step 2, calculate a consistent estimator as the MLE for the parameter and calculate the pivotal quantity Z based on the unknown parameter and its MLE. Thus, we have an objective and informative random sample from the pivotal quantities
of size n, which constitute the sampling distribution for the pivotal Z . 4-Finally, based on the informative sample in step 3, we can use the AKDE for estimating ) (z g at any given value for Z and thus the confidence interval of the unknown parameter can be derived fiducially.
Utilizing the above algorithm, the AKDE of the quantile p Z of order p, for Z can be derived as:
Thus
For deriving the value of the quantile estimator p Z , equation (6) can be solved recurrently as the limit to the sequence
, that defined by the formulas:
The convergence of (7) is guaranteed by the condition, Kulczycki (1999) .
For censored samples, we have to introduce another form to the kernel density estimation function which is the weighted kernel density estimation function and is defined as:
In this case, the kernel function can be taken as the truncated normal distribution which is defined as: 
Asymptotic Maximum Likelihood Estimation
The MLE is a popular statistical method used for deriving the classical confidence interval for the distribution parameters. It provides statistically studies for the parameters and can be regarded as reference technique as in our study. For purpose of comparison, we obtain the confidence intervals for the parameters, thus the asymptotic variance-covariance matrix of the MLEs can be derived, which is the inversion of the Fisher information matrix whose elements are the negative of the expected values of the second order partial derivatives of the logarithm of the likelihood function.
The likelihood function based on the first n GOS for the generalized gamma distribution in (1) can be derived as:
. (10) The maximum likelihood estimators  and ˆ are the solutions to the system of equations obtained by equating to zero the first partial derivatives of the natural logarithm of the likelihood function with respect to  and  when  is known.
Thus, the ML estimators  and ˆ for  and  respectively, can be obtained from the solution of the following normal equations:
in expression (11) and later expressions, we use for convenience the summation notation:
Equations (11) and (12) can't be solved analytically; statistical software can be used to solve these equations numerically. The Fisher information matrix ( ) I  can be constructed by differentiating (10) with respect to  and  respectively when  and ˆ are known. Thus, the elements of ( ) I  have been derived as follows:
Therefore, the asymptotic Fisher's information matrix can be written as: (14) In relation to the asymptotic variance-covariance matrix of the ML estimators of the parameters, it can be approximated numerically by inverting the above Fisher's information matrix F. 
Simulation Study and Comparisons
To assess the performance of the confidence intervals based on the kernel approach comparing to those based on the asymptotic maximum likelihood estimation approach, Monte Carlo simulations are carried out, in terms of the following criteria:
Covering percentage (CP), which is defined as the fraction of times the confidence interval covers the true value of the parameter in repeated sampling.
ii) The mean length of intervals (MLI).
iii) The standard error of the covering percentage (SDE), which is defined for the nominal level 4-The kernel approach is conservative for estimating the parameters and  because the covering percentages are much greater than the nominal level for those based on the classical inference for all sample sizes. On the contrary, the classical approach is anti-conservative for estimating  and almost conservative for  , when the sample size is greater than 20.
5-It is worthwhile to note that, the mean length and the values of SDEs based on the type-II progressive censored samples are less than those based on type-II censored samples. Moreover, the values of CPs for type-II progressive censored samples are greater than those based on type-II censored samples. 6-Finally, both the two procedures are adequate because the values of SDEs are less than 2  for the nominal level 95%.
An illustrative Example
Consider the results of tests, the endurance of deep groove ball bearings. The data are quoted from Lawless (1980) The results in Table 1 have been indicated that the length of intervals for  and  based on the kernel approach are shorter than those based on the classical inference. Furthermore, clearly, the length of intervals decrease when the true value of  increases. Finally, it is worthwhile to note that, the length of intervals based on the type-II progressive censored samples are smaller than those based on type-II censored samples, which ensure the simulation results. 
5.
Conclusions
The kernel estimation technique constitutes a strong basis for statistical inference, and it has a number of benefits relative to the usual classical procedure. First, it is easy to be implemented, and it doesn't need tedious work as the classical inference. Second, it can perform quite well even when the number of bootstraps is extremely small up to 20 replications. Finally, it is uniquely determined based on the information content in the pivotal quantities and thus, we can consider it as an alternative and reliable technique for estimation stronger than the classical inference. 
