Prediction of language varieties and dialects is an important language processing task, with a wide range of applications. For Arabic, the native tongue of ∼ 300 million people, most varieties remain unsupported. To ease this bottleneck, we present a very large scale dataset covering 319 cities from all 21 Arab countries. We introduce a hierarchical attention multi-task learning (HA-MTL) approach for dialect identification exploiting our data at the city, state, and country levels. We also evaluate use of BERT on the three tasks, comparing it to the MTL approach. We benchmark and release our data and models.
Introduction
Language identification (LID) is a critical first step for multilingual NLP. Especially for processing social media such as Twitter text in global settings, the ability to identify languages, language varieties, and dialects is indispensable. In addition to classical applications of LID as an enabling technology in tasks such as machine translation, web data collection and search, and pedagogical applications (Jauhiainen et al., 2018) , LID has essential realtime applications as a source of information for tracking health and well-being trends (Paul and Dredze, 2011) . However, of the world's currently known 7,111 living languages, 1 the great majority are yet to be supported by NLP tools such as LID. As technology continues to play an increasingly impactful role in our lives, access to nuanced NLP tools (including LID) becomes an issue of equity (Jurgens et al., 2017) .
In spite of this key role of LID, it is still challenging to find tools for closely related languages and varieties, including those that are widely spoken. We focus on one such situation for the Arabic language, a large collection of similar varieties 1 Source: https://www.ethnologue.com. with ∼ 300 million native speakers. For Arabic, currently available NLP tools are limited to the standard variety of the language, Modern Standard Arabic (MSA), and a small set of dialects such as Egyptian, Levantine, and Iraqi. Arabic dialects differ amongst themselves and from MSA at various levels, including phonological and morphological (Watson, 2007) , lexical (Salameh et al., 2018; Abdul-Mageed et al., 2018; Qwaider et al., 2018) , syntactic (Benmamoun, 2011) , and sociological (Bassiouney, 2009 (Bassiouney, , 2017 . A major limitation to developing robust and equitable LID technologies for Arabic has been absence of large, diverse data. A number of pioneering efforts, including shared tasks (Zampieri et al., 2014; Malmasi et al., 2016; Zampieri et al., 2018) , have been invested to bridge this gap by collecting datasets. However, these works either depend on automatic geocoding of user profiles (Abdul-Mageed et al., 2018) , which arXiv:1910.14243v1 [cs.CL] 31 Oct 2019
is not quite accurate, as we show in Section 2, use a small set of dialectal seed words as a basis for the collection (Zaghouani and Charfi, 2018; Qwaider et al., 2018) , which limits text diversity, or are based on translation of a small dataset of sentences rather than naturally-occurring text (Salameh et al., 2018) .
To alleviate this bottleneck, we use location as a surrogate for dialect to build a very large scale Twitter dataset (∼ 6 billion tweets), and (1) automatically label a subset of it (∼ 500M tweets) with coverage for all 21 Arab countries at the nuanced levels of state and city (i.e., micro-dialects). We also (2) manually label another subset (∼ 2M tweets from ∼ 5,000 users). We then develop highly effective supervised and weakly-supervised models exploiting the data at all three nuanced levels of city, state, and country. For modeling, we introduce a novel hierarchical attention multi-task learning (HA-MTL) network that is suited to our task (shown in Figure 1 ), which proves highly successful. We further investigate the newly-proposed Bidirectional Encoder Representations from Transformers (BERT) (Devlin et al., 2018) and show its effectiveness.
Concretely, we make the following contributions: (1) We collect a large-scale dataset covering all Arabic varieties; (2) we introduce supervised and weakly-supervised HA-MTL models exploiting our data at fine-grained levels; (3) we empirically evaluate BERT on our tasks, showing its effectiveness; and (4) we benchmark and release our data and models. The rest of the paper is organized as follows: In Section 2, we introduce our Twitter data, quality assurance methods, and the external data we use for comparisons. Section 3 describes our methods. We present our supervised models in Section 4 and weakly-supervised models in Section 5. We compare to other works in Section 6, evaluate our models at the user level in Section 7, review related works in Section 8, and conclude in Section 9.
Data

Creating a Large User-Level Collection
To develop a large scale dataset of Arabic varieties, we extracted ∼ 7.5 million Twitter user ids from several in-house Arabic Twitter corpora. The corpora were collected with the Twitter streaming API, including using bounding boxes around the Arab world. The data span ∼ 10 years (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) (2018) (2019) . We then use the Twitter API to crawl up to 3,200 tweets from a random sample of ∼ 2.7 million users from the collection. Overall, we acquired ∼ 6 billion tweets.
Automatic City Tagging
We use the Python geocoding library geopy 2 to identify the user countries (e.g., Morocco) and cities (e.g., Beirut). Geopy is a client for several popular geocoding web services aiming at locating the coordinates of addresses, cities, countries, and landmarks across the world using third-party geocoders. In particular, we use the Nominatim geocoder for OpenStreetMap data 3 . With Nominatim, Geopy depends on user-provided geographic information in Twitter profiles such as names of countries or cities to assign user location. Out of the 2.7 million users, we acquired both 'city' and 'country' label for 233,105 users who contribute 507,318,355 tweets. The total number of cities initially tagged was 705, but we manually map them to only 646 as we explain next.
Correction of City and State Tags
City-Level. Investigating examples of the geolocated data, we observed geopy made some mistakes. To solve the issue, we decided to manually verify the information returned from geopy on all the 705 assumed 'cities'. For this purpose of manual verification, we use Wikipedia, Google maps, and web search as sources of information while checking city names. We found that geopy made mistakes in 7 cases as a result of misspelled city names in the queries we sent (as coming from user profiles). We also found that 44 cases were not assigned the correct city name as the first 'solution'. Geopy provided us with a maximum of 7 solutions for a query, with best solutions sometimes being names of hamlets, villages, etc., rather than cities. In many cases, we found the correct solution to fall between the 2nd and 4th solutions. A third problem was that some city names (as coming from user profiles) were written in non-Arabic (e.g., English or French). We solved this issue by requiring geopy to also return the English version of a city name, and exclusively using that English version. Ultimately, we acquired a total of 646 cities.
State-Level. Geopy also returned to us a total of 192 states/provinces that correspond to the 646 cities. We manually verified all the state names, and their correspondence to the cities and countries and found no issues.
Data Pre-processing
To keep only high-quality data, we apply the following procedures: First, we remove all re-tweets, decreasing the collection to 318,174,122 tweets. Second, we normalize the tweets by reducing 2 or more consecutive sequences of the same character to only 2, replace usernames with < U SER > and URLs with < U RL >. Finally, we remove all tweets with less than three actual Arabic words. This further reduces the collection to 277,430,807 tweets. Since for most Arabic varieties there are no available tokenizers, we tokenize input text only lightly by splitting off punctuation.
Validation of User Location
After manually correcting the city and state names, we needed to verify that a given user actually belongs to the automatically assigned location labels (city, state, and country). To achieve this, we first excluded cities that have < 500 tweets and users with < 30 tweets from the data. This gave us 319 cities. We then ask two native Arabic annotators to label the data. Their job was to consider the automatic label for each task (city and country) 4 and assign one label from the set {true, false, un-known} per task for each user in the collection. We trained the annotators and instructed them to examine the profile information of each user on Twitter, providing a link to the profile. We asked them to consider various sources of information as a basis for their decisions, including (1) the profile picture, (2) profile textual description (including user-provided location), (3) the actual name of the user (if available), (4) at least 10 tweets, (5) the followers and followees of the user, and (5) user's network behavior such as the 'likes'. Each annotator was responsible for ∼ 50% of the usernames and was given a random sample of 20 users for each city along with the Twitter handles and the automatically assigned city and country labels. We asked the users to label the first 10 accounts in each city, and only add more if the city proves specially challenging (as we observed to be the case in a pilot analysis of a few cities). Annotators ended up labeling a total of 4,953 accounts, of whom 4,012 users were verified for both country and city locations. We found that 81.00% of geopy tags for country are correct, but only 62.29% for city. As a final sanity check, a third annotator reviewed the labels for a random sample of 20 users from each annotator and agreed fully. Figure 4 shows a map of all 21 Arab countries, each divided into its states with cities overlayed as colored small circles. We now describe the external datasets we use for comparisons.
External Data
Arap-Tweet (Zaghouani and Charfi, 2018) comprises 17 countries collected from 1,100 manuallyverified Twitter users based on a seed-word ap-proach. The dataset totals 2.4M tweets. In comparison, our dataset covers more countries, has more nuanced tags (on cities and states), and is extracted from more users, thus making it more diverse (since we also do not use seed words to find our users). Zaghouani and Charfi (2018) do not perform classification exploiting their data. We split Arap-Tweet into 80% TRAIN, 10% DEV, and 10% TEST. SHAMI (Qwaider et al., 2018) is a Twitter and web fora dataset of Jordanian, Lebanese, Palestinian, and Syrian Arabic collected with a seed-word approach. It has 66,249 manually labeled tweets. In comparison, our dataset is much larger, covers more countries, and is more diverse. We split SHAMI into TRAIN (80%), DEV (10%), and TEST (10%) for our experiments, thus using less training data than Qwaider et al. (2018) who employ cross-validation. MADAR Shared Task-2 (Bouamor et al., 2019) is a dataset released for the MADAR Twitter User Dialect Identification Shared Task 2. The dataset is distributed as train, dev, and test (without labels) with user and tweet ids. We were able to crawl the data for a total of 2,311 users, acquiring 193, 086,26, 588, and 43, 909 tweets for the three splits, respectively. We call training data TRAIN-I as we also create another training set (TRAIN-II) that is a concatenation of task 2 and task 1 data. 5
Methods
We perform dialect identification at the country, state, and city levels. We use two main classification methods, Gated Recurrent Units (GRUs) , a variation of recurrent neural networks (RNN), and Google's bidirectional masked language model based on transformers (BERT) (Devlin et al., 2018) . We now describe each of these methods.
GRU
A Gated Recurrent Unit (GRU) is a type of cell proposed to simplify recurrent neural network (RNN) learning. It makes use of an update gate z (t) and a reset gate r (t) . The activation of GRU at time step t is a linear interpolation of the previous activation hidden state h (t−1) and the candidate activation hidden state h (t) . The update state z (t) decides how much the unit updates its content, and the candidate activation makes use of a reset gate r (t) . When its value is close to zero, the 5 Task 1 is also organized by Bouamor et al. (2019). reset gate allows the unit to forget the previously computed state. Figure 3 : Our MTL network for city, state, and country. The three tasks share 2 hidden layers, with each task having its independent attention layer.
Multi-Task Learning
We investigate the utility of multi-task learning (MTL) for language ID. The intuition behind MTL is that many real-world tasks involve making predictions about closely related labels or outcomes. For related tasks, MTL helps achieve inductive transfer between the various tasks by leveraging additional sources of information from some of the tasks to improve performance on the target task (Caruana, 1993) . By using training signals for related tasks, MTL allows a learner to prefer hypotheses that explain more than one task (Caruana, 1997) and also helps regularize models.
In single task learning, an independent network is trained in isolation for each task. In contrast, in MTL, a number of tasks are learned together in a single network, with each task having its own output. An MTL network has a shared input, and one or more hidden layers that are shared between all the tasks. Backpropagation is then applied in parallel on all outputs. In our case, we train a single network for our city, state, and country tasks with one output for each of the three tasks. Figure 3 is an illustration of an MTL network for our 3 tasks, with 2 shared hidden BiGRU layers and a taskspecific (i.e., independent) BiGRU attention layer. In our current work, each of the three tasks has its own loss function, with the MTL loss computed as:
We now introduce the Transformer (Vaswani et al., 2017) , since both our attention mechanism and BERT (Devlin et al., 2018) are based on it.
Transformer
The Transformer (Vaswani et al., 2017) is based solely on attention. Similar to most other sequence transduction models , it is an encoderdecoder architecture. It takes a sequence of symbol representations x (i) . . . x (n) , maps them into a sequence of continuous representations z (i) . . . x (n) that are then used by the decoder to generate an output sequence y (i) . . . y (n) , one symbol at a time. This is performed using self-attention, where different positions of a single sequence are related to one another. The Transformer employs an attention mechanism based on a function that operates on queries, keys, and values. The attention function maps a query and a set of key-value pairs to an output, where the output is a weighted sum of the values. For each value, a weight is computed as a compatibility function of the query with the corresponding key. We implement and apply the multi-head attention function to our BiGRU models.
Encoder of the Transformer in Vaswani et al. (2017) has 6 attention layers, each of which is composed of two sub-layers: (1) multi-head attention where, rather than performing a single attention function with queries, keys, and values, these are projected h times into linear, learned projections and ultimately concatenated; and (2) fully-connected feed-forward network (FFN) that is applied to each position separately and identically. Decoder of the Transformer also employs 6 identical layers, similar to the encoder, yet with an extra/third sub-layer that performs multi-head attention over the encoder stack. As mentioned, the Transformer is the core learning component in BERT (Devlin et al., 2018) , which we now introduce.
BERT
BERT (Devlin et al., 2018) stands for Bidirectional Encoder Representations from Transformers. It is an approach for pre-training language representations that involves two unsupervised learning tasks, (1) masked language models (Masked LM) and (2) next sentence prediction. Since BERT uses bidirectional conditioning, a given percentage of random input tokens are masked and the model attempts to predict these masked tokens. . Devlin et al. (2018) mask 15% of the tokens (the authors use word pieces) and feed the final hidden vec-tors of these masked tokens to an output softmax over the vocabulary. The next sentence prediction task of BERT is also straightforward. Devlin et al. (2018) simply cast the task as binary classification. For a given sentence S, two sentences A and B are generated where A (positive class) is an actual sentence from the corpus and B is a randomly chosen sentence (negative class). Once trained on an unlabeled dataset, BERT can then be fine-tuned with supervised data.
Gold-Supervised Models
In this section, we explain how we split our data and specify our baseline and evaluation metrics. We then present our gold-supervised models, namely (i) our single-task models (Section 4.2), (ii) multi-task models (Section 4.3) and (iii) our BERT model (Section 3.4).
Data Splits, Baseline, and Evaluation
We randomly split our own manually-verified dataset into 80% training (TRAIN), 10% development (DEV), and 10% test (TEST). To limit the GPU hours needed for processing, we cap the number of tweets in our TRAIN in any given country at 100K. This reduces the TRAIN size from 1,620,436 to 1,099,711. Our DEV set has 202,509 tweets, and our TEST has 202,068 tweets. 6 For all our experiments, we remove diacritics from the input text. We use two baselines: the majority class in TRAIN (Baseline I) and a single-task BiGRU (Baseline II, described in Section 4.2). For all our experiments, we tune model hyper-parameters and identify best architectures on DEV. We run all models for 15 epochs, with early stopping 'patience' value of 5 epochs, choosing the model that performs highest on DEV as our best model. We then run each best model on TEST, and report accuracy and macro F 1 score. 7
Single-Task BiGRUs
As a second baseline (Baseline II), we build an independent network for each of the 3 tasks using the same architecture and model capacity. Each network has 3 hidden BiGRU layers, 8 with 1,000 units each (500 units from left to right and 500 units from right to left). We add multi-head attention only to the third hidden layer. We trim each sequence at 50 words, 9 and use a batch size of 8. Each word in the input sequence is represented as a vector of 300 dimensions that are learned directly from the data. Word vectors weights W are initialized with a standard normal distribution, with µ = 0, and σ = 1, i.e., W ∼ N (0, 1). For optimization, we use Adam (Kingma and Ba, 2014) with a fixed learning rate of 1e − 3. For regularization, we use dropout (Srivastava et al., 2014) with a value of 0.5 on each of the 3 hidden layers. Table 2 presents our results on TEST.
MTL
With MTL, we design a single network to learn the 3 tasks simultaneously. In addition to our hierarchical attention MTL (HA-MTL) network, we design two architectures that differ as to how we endow the network with the attention mechanism. We describe these next.
Shared and Task-Specific Attention
We first design networks with attention at the same level in the architecture. Note that we use the same hyper-parameters as the single-task networks. We have two configurations: Shared Attention: In this configuration, we design a network with 3 hidden BiGRU layers, each of which has 1,000 units per layer (500 in each direction). 10 All the 3 layers are shared across the 3 tasks, including the third layer. Only the third layer has attention applied. We refer to this setting as MTL-common-attn. 9 In initial experiments, we found a maximum sequence of 30 words to perform slightly worse. 10 Again, 4 hidden-layered network for both the shared and task-specific attention settings were sub-optimal and so we do not report their results here.
Task-Specific Attention:
This network is similar to the previous one in that the first two hidden layers are shared, but differs in that the third layer (attention layer) is task-specific (i.e., independent for each task). We refer to this setting as MTLspec-attn. Figure 3 illustrates our MTL network for learning city, with task-specific attention. This architecture allows each task to specialize its own attention within the same network. As Table 2 shows, both MTL-common-attn and MTL-spec-attn improve over each of the two baselines, and are consistently complimentary: While the first acquires better acc, the latter is slightly better in F 1 score.
Hierarchical Attention MTL (HA-MTL)
We design a single network for the 3 tasks, but with supervision at different layers. Overall, the network has 4 BiGRU layers (each with a total of 1,000 units), the bottom-most of which has no attention. Layers 2, 3, and 4 each has multi-head attention applied, followed directly by one task-specific fullyconnected layer with softmax for class prediction. This is the architecture depicted in Figure 1 . On the left side of Figure 1 , we show the city-first hierarchical attention network, with city supervised at the second hidden layer. On the right side, we have the country-first network, where country is supervised earlier (at the second layer). In the two scenarios, state is supervised at the middle layer. These two architectures allow information flow with different granularity: While the city-first network tries to capture what is in the physical world a more fine-grained level (city), the country-first network does the opposite. Again, we use the same hyperparameters as the single-task and MTL networks, but we use a dropout rate of 0.70 since we find it to work better. As Table 2 shows, our proposed HA-MTL models significantly outperform singletask and other MTL models. They outperform our Baseline II with 9.555%, 9.277%, and 14.079% acc on city, state, and country prediction respectively, thus demonstrating their effectiveness on the task.
BERT Models
We use the BERT-Base, Multilingual Cased model released by the authors 11 . The model is trained on 104 languages, including Arabic, with 12 layer, 768 hidden units each, 12 attention heads, and has 110M parameters. The model has 119,547 word pieces for each language. For fine-tuning, we use a maximum sequence size of 50 words and a batch size of 32. We set the learning rate to 2e-5. We train for 15 epochs, as mentioned earlier. As Table 2 shows, BERT performs consistently better on the three tasks. It outperforms the best of our two HA-MTL networks with an acc of 7.034% (city), 5.601% (state), 6.493% (country). And F − 1 of 7.716, 6.583, and 8.253 for the 3 tasks, respectively. In contrast to our gold-supervised models (Section 4), this set of experiments is focused on learning from noisy labels. We only perform experiments on predicting country labels. Our goal is to answer the question "To what extent can automatically acquired labels in our dataset be beneficial for learning?". To this end, we remove human annotated users from our larger automatically labeled pool and use only data tagged with any of the 319 cities whose users we manually labeled. Keeping tweets with at least 3 Arabic words, we acquire 1,161,651 tweets from 3,195 users, across all countries except Djibouti (all whose users were already in our human annotation round). As such, we have 20 countries in this dataset and refer to it simply as Auto-Tagged. We exploit Auto-Tagged in 3 experimental settings, reporting results on our gold TEST in all 3 cases. The 3 settings are: (1) Weakly Supervised: Where fine-tune BERT exclusively on Auto-Tagged; (2) Weak+Gold: Where concatenate Auto-Tagged and our TRAIN (gold), shffle the dataset, and fine-tune BERT on it; and (3) Weak-Then-Gold: Where fine-tune BERT on Auto-Tagged first, then resume fine-tuning on our human labeled data (TRAIN). Table 3 shows Weak+Gold to improve 2.923% acc over our Gold model (Baseline II), establishing the utility of using noisy labels on the country level.
Learning From Noisy Labels
Comparisons to Other Models
Since the existing data described in Section 2.6 have varying numbers of classes (different from our data), we train BERT on their respective TRAIN splits (as described in Section 2.6). While Qwaider et al. (2018) use linear classifiers to model their data, there are no models we know of for Arap-Tweet (Zaghouani and Charfi, 2018) nor MADAR (Bouamor et al., 2019) . As such, we publish the first results on these two datasets. As a baseline, we run a unidirectional 1-layered GRU, with 500 units, on each of Arap-Tweet and MADAR. 12 As Table 4 shows, our models outperform Qwaider et al. (2018) on SHAMI. We also establish new results on both Arap-Tweet and MADAR. Note that we do not report on the dataset described in Abdul-Mageed et al. (2018) since it is automatically labeled, and so is noisy. We also do not compare to the dataset in Salameh et al. (2018) since it is small and not naturally occurring (2,000 translated sentences per class 
User-Level Evaluation
Our models are not designed to directly detect the dialect of a user, but rather takes a single tweet input at a time. However, we test how the model will fare on detecting user-level dialect given a certain number of tweets from a random user. For the purpose, we crawl up to 500 tweets from each of 500 users from the MADAR (Bouamor et al., 2019) user base and extract the following number of tweets from each user: {10, 25, 50, 75, 100, 500}. We run our best performing BERT model (from the 21 countries in (2018) focus on more fine-grained levels of dialectness, e.g., country and city levels. These works are more aligned with sociolinguistic work, e.g., Labov (1964) and Trudgill (1974) , showing language can vary at smaller regions such as different parts of the same city, thus creating microdialects within the same dialect. The finest Arabic variations treated in the literature cover 25 to 29 cities (Salameh et al., 2018; Abdul-Mageed et al., 2018) . To the best of our knowledge, our work constitutes the most fine-grained attempt to classify Arabic varieties, including micro-dialects. We also use a much larger dataset than previous works. Dialectal Arabic Data and Models. Once primarily spoken, Arabic varieties came into written form with the proliferation of social media. Much of the early work focused on collecting data for main varieties such as Egyptian and Levantine (Diab et al., 2010; Elfardy and Diab, 2012; Al-Sabbagh and Girju, 2012; Sadat et al., 2014; Zaidan and Callison-Burch, 2011) . Many works developed models for detecting 2-3 dialects (Elfardy and Diab, 2013; Callison-Burch, 2011, 2014; Cotterell and Callison-Burch, 2014 ). These works, e.g., Elfardy and Diab (2013) and Tillmann et al. (2014) , mostly exploit AOC (Zaidan and Callison-Burch, 2011). Larger datasets, mainly based on Twitter, were recently introduced (Mubarak and Darwish, 2014; Abdul-Mageed et al., 2018; Zaghouani and Charfi, 2018) . Our dataset (labeled and unlabeled) is orders of magnitude than available datasets, and by far the most fine-grained.
Geolocation. Relevant to our work is also research on geolocation (Han et al., 2016; Do et al., 2018) . Rather than predicting geolocation, we focus on urban locations such as cities and states as surrogates for micro-dialects.
MTL. MTL has been successfully applied to many NLP problems, including MT and syntactic parsing (Luong et al., 2015) , sequence labeling (Søgaard and Goldberg, 2016; Rei, 2017) , and text classification (Liu et al., 2016) . As we have shown, MTL is well-suited to fine-grained dialect prediction and, to the best to our knowledge, we are the first to apply it to this problem.
Conclusion
We proposed an approach for using location as a surrogate for dialect aiming at building a very large scale Twitter dataset of Arabic varieties. Our data and models cover varieties from all 21 Arab countries, including the nuanced levels of city and state. We also introduced an effective hierarchical attention multi-task learning (HA-MTL) approach for modeling varieties and micro-dialects. Furthermore, we empirically demonstrated the utility of BERT on our tasks. In addition, we benchmarked our data and models for release and reported new state-of-the-art results on a number of external datasets. Ultimately, our work has the potential to open up opportunities for investigating variants of Arabic that remain largely understudied. The work is also a first step toward deployment of Arabic NLP technologies in real-world applications, such as in disaster and emergency situations where diverse varieties are in actual use. Marek Rei. 2017. Semi-supervised multitask learning for sequence labeling. arXiv preprint arXiv:1704.07156.
A Summary of Supplementart Material
We provide the following supplementary items:
1. Figure 4 is a bigger version of the map of all 21 Arab countries, with corresponding states and cities provided in the manuscript.
2. Table 5 shows statistics of the dataset for 233,105 users for which we acquired geotags.
3. Table 6 provides statistics across the 21 countries of our gold data from the manually verified users.
4. Table 5 provides statistics across the TRAIN, DEV, and TEST splits in our gold dataset, after capping dominant classes at 100,000 tweets each. Tables 8 and 9 show results of our supervised models, in both DEV and TEST data. We reproduce TEST results here for convenience.
5.
6. Tables 10 and 11 show our results from experiments exploiting noisy labels. Again, we reproduce TEST results here for convenience.
7. Table 12 shows results on user-level evaluation, with different sizes of tweets per user. Table 12 : User-level evaluation on external data (crawled from the MADAR user base). Note that we take a thresholded majority class of predicted tweets as a user-level tag. For thresholding, we use the per-class softmax value in the model's output layer.
