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Introduccio´
En aquest projecte analitzarem un model matema`tic consistent en l’evolucio´ del preu
d’un producte en un mercat financer al llarg del temps. En modelitzar aquest pro-
blema obtindrem un sistema d’equacions amb una equacio´ en derivades parcials de la
mateixa forma que l’equacio´ de difusio´ amb l’u´nic problema que les nostres inco`gnites
seran tant una funcio´ desconeguda f , com el domini d’aquesta funcio´.
Aquesta situacio´ sera` un dels factors que aportara` grau de dificultat al problema que,
d’una altra manera, seria simplement un cas espec´ıfic d’equacio´ de difusio´, que es
resoldria fa`cilment utilitzant els resultats teo`rics ba`sics d’un curs en EDPs.
Aquest problema e´s un cas particular d’un mean-field free boundary problem (model
de camp mitja` amb frontera lliure) aplicat a la formacio´ de preus i als equilibris
dina`mics i, que va ser proposat per primera vegada per J.-M. Lasry i P.L. Lions [4]
al 2007.
Un model mean-field consisteix en l’estudi del comportament de models estoca`stics
grans i complexos mitjanc¸ant la construccio´ d’un de me´s simple. Aquests tipus d’es-
tructures consideren un nombre petit d’individus actius interactuant entre ells mentre
s’aproxima l’efecte total que tindra` la poblacio´ global sobre el proce´s, reduint aix´ı el
nombre de variables del problema.
Aquest problema concret de formacio´ de preus ha estat estudiat, inicialment pels seus
plantejadors: Lasry i Lions, i posteriorment per L.A. Caffarelli, P.A Markowich, J.-
F. Pietschmann, M.-T. Wolfram i N. Matevosyan en [9], [10] i [12] i per M. d. M.
Gonza´lez, M.P. Gualdani, J. Sola`-Morales, L. Chayes i I. Kim en [1], [2], [11] i [8].
Un cop modelitzat el problema obtindrem un sistema d’equacions que conformaran un
problema de frontera lliure. Aquest tipus de problemes consisteixen en una equacio´
en derivades parcials que ha de ser resolta tant per una funcio´ solucio´ desconeguda,
f , com per un domini desconegut, Ω. El segment desconegut Γ de la frontera d’ Ω
l’anomenarem frontera lliure.
La nostra situacio´ consistira` en un mercat format per una poblacio´ ideal que podrem
separar en dos grups: els compradors (B) i els venedors (V ). Els compradors voldran
comprar un producte per un preu igual o inferior a una cota que s’hauran marcat.
Ana`logament, els venedors voldran vendre el mateix producte per un preu igual o
superior al preu que s’hauran marcat.
2 I´ndex
Descriurem aquesta situacio´ mitjanc¸ant dues densitats: fB(x, t) i fV (x, t) respectiva-
ment, on x representara` el preu i, fB i fV seran la quantitat de compradors o venedors
que aceptaran acordar una transaccio´ (la compra o venda del producte) a un preu x,
la variable t representara` el temps i anomenarem p(t) al valor de x pel qual venedors
i compradors es posen d’acord i realment es duu a terme la transaccio´.
Pero` realitzar una transaccio´ tambe´ tindra` un cost. Anomenarem a a aquest cost de
transaccio´.
L’evolucio´ al llarg del temps d’aquestes densitats obeira` en primer lloc a la llei de
difusio´, ja que venedors i compradors canviaran de parer sobre el preu desitjat seguint
un proce´s Gaussia` aleatori amb varia`ncia σ2.
D’altra banda, quan algun comprador accepti un preu me´s alt que p(t) i/o algun
venedor accepti un preu me´s baix que p(t) aleshores es produira` una transaccio´, que
comportara` un canvi en la localitzacio´ de la frontera lliure x = p(t) . Aleshores, els
antics compradors i venedors deixaran el mercat amb un flux que notarem per λ(t) per
immediatament tornar a entrar en el mercat com nous venedors i nous compradors.
Els nous venedors tornaran al mercat amb un valor de x = p(t) + a ja que no tindran
intencio´ de vendre el seu producte per menys del que han pagat per adquirir-lo.
Ana`logament els nous compradors entraran al mercat amb un valor de x = p(t)− a.
El sistema que modelitzara` aquesta situacio´, com justificarem amb me´s detall en el
cap´ıtol 1, sera`, 
∂f
∂t
(x, t)− ∂
2f
∂x2
(x, t) = λ(t)[δx=p(t)−a − δx=p(t)+a],
λ(t) := −∂f
∂x
(p(t), t),
amb f(x, t) = fB(x, t)− fV (x, t). Tambe´ considerarem que el problema te´ condicions
de frontera de Neumann. Podem veure un exemple de solucio´ amb el temps fixat en
la segu¨ent gra`fica.
I´ndex 3
Un cop plantejat el problema hem de reflexionar sobre com l’analitzarem. Si pre-
nem f0 com una solucio´ estacionaria del sistema, podem definir f com un solucio´
perturbacio´ de l’equilibri, de la segu¨ent manera:
f(x, t) = f0(x) + εg(x, t).
Per tant, fent els ca`lculs adequats, podrem reduir l’estudi d’aquest sistema a l’estudi
de les solucions de la segu¨ent equacio´:
gt = Lg +N(g).
On L e´s un operador que prove´ d’un proce´s de linealitzat i N e´s l’operador que engloba
la resta de termes.
Mitjanc¸ant aquest procediment redu¨ırem un sistema complex a l’estudi d’un proble-
ma me´s simple amb operadors amb millors propietats.
En aquest projecte ens plantejarem principalment tres preguntes sobre el problema:
Existeix alguna solucio´ al sistema? Aquesta solucio´, en cas d’existir, e´s u´nica? Com
es comporta el problema quan t → +∞? La solucio´ tendeix a estabilitzar-se? E´s a
dir, ens centrarem en l’estudi de l’existe`ncia, la unicitat i el comportament asimpto`tic
de les solucions del sistema. El proce´s que seguirem per tal d’analitzar el problema
sera` el segu¨ent:
En el primer apartat plantejarem i modelitzarem el problema fins a deduir el sistema
abans plantejat.
En el segon apartat analitzarem un cas concret del problema general, el cas sime`tric,
que consisteix en una versio´ espec´ıfica del sistema en el qual les solucion tenen la
forma segu¨ent:
f(p0 − x, t) = f(p0 + x, t),
on p0 := p(0). L’estudi d’aquest cas particular ens ajudara` me´s endavant a tenir una
idea intu¨ıtiva de com analitzar el cas general.
En el tercer apartat plantejarem les eines teo`riques que necessitarem per analitzar el
cas general. En particular, definirem els espais de Sobolev, que seran els espais on
estaran definides les solucions del nostre sistema.
I en el quart apartat analitzarem ja el cas general, sintetitzant el problema, com hem
explicat abans, a l’estudi de l’equacio´ en g; gt = Lg +N(g).
Finalment, en el cinque´ i u´ltim apartat, introdu¨ırem un nou sistema que sera` una
ampliacio´ del cas anterior. Aquesta ampliacio´ tindra` l’objectiu d’adaptar me´s acura-
dament el sistema al comportament real dels mercats.
Despre´s de totes aquestes ana`lisis acabarem demostrant que, tant pel cas sime`tric com
pel cas general, existira` una u´nica solucio´ i que aquesta solucio´ tendira` a estabilitzar-
se. Concretament, quan t→∞, la solucio´ del sistema tendira` de manera exponencial
a estabilitzar-se en una solucio´ estacionaria del problema, f0.
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La dificultat d’aquest problema ve donada principalment per dos factors: la frontera
lliure i el terme no convencional de l’equacio´ diferencial, e´s adir, el terme que involucra
deltes de Dirac.
Si no fos per aquests dos factors podr´ıem analitzar fa`cilment el problema utilitzant els
coneixements d’un curs ba`sic d’EDPs sobre l’equacio´ de difusio´. Per tant, la principal
dificultat d’aquest problema rau en la frontera lliure i en els termes que involucren
deltes de Dirac.
Un dels problemes me´s coneguts de frontera lliure e´s el problema de Stefan, que
explicarem amb me´s detall a l’ape`ndix. Aquest problema modeitzla la transcisio´ entre
fases de la mate`ria, el principal exemple que s’acostuma a donar d’aquest fenomen e´s
el del desgelament.
En aquest problema,tenim la segu¨ent expressio´ de la derivada de la frontera lliure:
p′(t) = −fx(p(t), t).
Per altra part, en el nostre problema podem arribar a la segu¨ent expressio´ de la
derivada de la frontera lliure:
p′(t) = −fxx(p(t), t)
fx(p(t), t)
.
Per tant, el fet de tenir una frontera lliure amb una expressio´ complexa afegira` un
altre element de dificultat al nostre problema.
En conclusio´, desenvoluparem l’ana`lisis d’aquest problema anant molt en compte amb
aquests dos factors, la frontera lliure i les deltes de Dirac, ja que so´n els elements que
acabaran marcant el rumb del problema.
1Modelitzacio´
Al llarg d’aquest projecte treballarem sobre un problema de frontera lliure, aquest
tipus de problemes consisteixen en una equacio´ en derivades parcials que ha de ser
resolta tant per una funcio´ solucio´ desconeguda, f , com per un domini desconegut,
Ω. Anomenarem frontera lliure el segment desconegut Γ de la frontera d’ Ω.
Concretament, treballarem sobre un model matema`tic de l’evolucio´ del preu d’un
producte en un mercat financer al llarg del temps, on el preu actual del producte sera`
la localitzacio´ de la frontera lliure d’un problema de difusio´ no lineal.
Aleshores, en aquest apartat presentarem el problema que volem analitzar i el mode-
litzarem matema`ticament. En finalitzar, obtindrem un sistema d’equacions, amb una
equacio´ en derivades parcials, que conformara` el problema de frontera lliure.
1.1 Modelitzacio´
Considerarem que el mercat esta` format per una poblacio´ ideal la qual podem separar
en dos grups: els compradors o buyers (B) i els venedors o vendors (V ). Els descriurem
mitjanc¸ant dues densitats: fB(x, t) i fV (x, t) respectivament, on x representara` el preu
i, fB i fV seran la quantitat de compradors o venedors que aceptaran acordar una
transaccio´ (la compra o venda del producte) a un preu x. La variable t representara`
el temps.
Anomenarem p(t) al valor de x pel qual realment e´s dura` a terme la transaccio´. I,
per definicio´, establirem que fB(x, t) = 0 per x > p(t) i fV (x, t) = 0 per x < p(t).
Com que les densitats es referiran a un poblacio´ humana podem considerar que so´n
no-negatives. E´s a dir, fB(x, t) > 0 i fV (x, t) > 0 per (x, t) ∈ R× R+.
L’evolucio´ al llarg del temps d’aquestes densitats obeira` en primer lloc a la llei de
difusio´. Aquest fet prove´ de la idea que venedors i compradors canviaran de parer
sobre el preu desitjat seguint un proce´s Gaussia` aleatori amb varia`ncia σ2. Aquest
procediment esta` explicitat amb me´s detall a l’apendix A.
D’altra banda, quan algun comprador accepti un preu me´s alt que p(t) i/o algun
venedor accepti un preu me´s baix que p(t) aleshores es produira` una transaccio´, que
comportara` un canvi en la localitzacio´ de la frontera lliure x = p(t) . Aleshores, els
antics compradors i venedors deixaran el mercat amb un flux que notarem per λ(t)
per inmediatament reincorporar-se en el mercat com nous venedors i nou compradors.
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Els nous venedors tornaran al mercat amb un valor de x = p(t) + a ja que no tindran
intencio´ de vendre el seu producte per menys del que han pagat per adquirir-lo. E´s a
dir, per menys del preu del producte, p(t), me´s el cost de la transaccio´, a.
Ana`logament, els nous compradors tornaran al mercat amb un valor de x = p(t)− a.
E´s a dir, no compraran cap producte per un preu superior al preu pel qual l’han
venut, que era el preu del producte, p(t), menys el cost de la transaccio´ a.
Aquestes idees es veuen reflectides en el segu¨ent conjunt d’equacions:
∂fB
∂t
− σ
2
2
∂2fB
∂x2
= λ(t)δx=p(t)−a si x ≤ p(t), t > 0,
fB(x, t) > 0 si x < p(t),
fB(x, t) = 0 si x ≥ p(t).
(1.1)
Juntament amb:
∂fV
∂t
− σ
2
2
∂2fV
∂x2
= λ(t)δx=p(t)+a si x > p(t), t > 0,
fV (x, t) > 0 si x > p(t),
fV (x, t) = 0 si x ≤ p(t).
(1.2)
Tal que:
λ(t) := −σ
2
2
∂fB
∂x
(p(t), t) =
σ2
2
∂fV
∂x
(p(t), t). (1.3)
I on les funcions fB(x, t), fV (x, t) i p(t) so´n les inco`gnites del problema, de tal manera
que el paper de frontera lliure recau sobre p(t).
El simbol δx0 representa la distribucio´ delta de Dirac centrada en el punt x0, descrita
amb detall a l’apendix C.
La igualtat en la definicio´ (1.3) ve donada pel fet que quan es produeix una transaccio´
un venedor s’intercanvia per un comprador, per tant el flux de venedors sera` l’oposat
al flux de compradors.
Si fixem el temps, podem trac¸ar la segu¨ent gra`fica representant una possible solucio´
de les equacions.
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Les condicions inicials del sistema seran:
fB(x, 0) = f
0
B(x),
fV (x, 0) = f
0
V (x).
(1.4)
On f0B i f
0
V seran dues funcions donades tals que satisfara`n les equacions (1.1) i (1.2)
respectivament quan t = 0. Definirem p0 com el punt tal que fB(p0) = fV (p0) = 0,
e´s a dir, el punt tal que p0 = p(0).
1.2 Condicions de contorn
Abans de parlar de condicions de contorn necessitarem establir el domini de les varia-
bles del problema. Podem prendre t > 0 ja que aquesta variable representa el temps i
x ∈ R ja que aix´ı permetrem que el nostre producte prengui qualsevol valor possible.
Per tant, el domini de les variables del problema sera` (x, t) ∈ R× R+.
Aleshores, ens interessara` que per a preus molt allunyats de p(t) les densitats s’esta-
bilitzin, e´s a dir, que per preus excessivament alts o excessivament baixos la variacio´
de compradors o venedors no sigui elevada. Aquest requeriment es correspondra` a
imposar en el nostre problema les segu¨ents equacions:
lim
x→−∞
∂fB
∂x
(x, t) = lim
x→∞
∂fV
∂x
(x, t) = 0 , t > 0. (1.5)
Per altra banda, u´nicament ens interessara` el comportament de les funcions en un
entorn gran de p(t), ja que no ens interesara` considerar preus extremadamente elevats
o extremadament baixos. Per tant, tambe´ podr´ıem considerar que el domini de les
variables e´s (x, t) ∈ [−A,B]×R+, opcio´ amb la qual facilitar´ıem ca`lculs me´s endavant.
Amb aquest domini obtindr´ıem les segu¨ents condicions de contorn, que es corresponen
amb les condicions de contorn de Neumann homoge`nies:
∂fB
∂x
(−A, t) = ∂fV
∂x
(B, t) = 0 , t > 0. (1.6)
La interpretacio´ d’aquest tipus de condicions de contorn e´s que el sistema no accepta
entrades ni sortides de flux en els extrems, e´s a dir, que el sistema roman a¨ıllat. En el
nostre cas, com veurem en la seccio´ segu¨ent, implicara` que la poblacio´ de compradors
i venedors es mante´ constant.
1.3 Conservacio´ de la massa
En aquesta seccio´ comprovarem que la nostra equacio´, tal i com esta` plantejada,
garanteix la conservacio´ de la massa. E´s a dir, garanteix que la nostra poblacio´ no
augmentara` ni disminuira` al llarg del temps.
Enlloc de comprovar que la poblacio´ total es conserva, separarem la poblacio´ per
subconjunts, e´s a dir, comprovarem que el nombre de venedors i el nombre de com-
pradors, comptabilitzats per separat, es mantenen constants al llarg del temps.
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Aquesta hipo`tesi e´s equivalent a l’anterior, ja que cada vegada que un comprador ad-
quireix un producte passa a obtenir el producte i per tant, a convertir-se en venedor
i ana`logament, el venedor passa a convertir-se en comprador.
Aquest resultat sera` cert tant pel cas en que` x ∈ R, com pel cas en que` x ∈ [−A,B].
Com que les demostracions seran ana`logues nome´s provarem el resultat per la recta
real i deixarem indicat el de l’interval [−A,B].
1.3.1 Proposicio´ Siguin fB , fV : R×[0,+∞) −→ R dues funcions tals que compleixen
el sistema d’equacions (1.1) i (1.2) i tambe´ les condicions inicials (1.4). Aleshores es
compleix el principi de conservacio´ de massa per a cada funcio´:
d
dt
∫ p(t)
−∞
fB(x, t)dx =
d
dt
∫ ∞
p(t)
fV (x, t)dx = 0. (1.7)
si les solucions tambe´ compleixen les condicions de frontera zero de Neumann.
Demostracio´: Primer provarem la conservacio´ per fB . Prenem l’equacio´ (1.1) i la
integrem:∫ p(t)
−∞
∂fB
∂t
(x, t)dx− σ
2
2
∫ p(t)
−∞
∂2fB
∂x2
(x, t)dx = λ(t)
∫ p(t)
−∞
δx=p(t)−adx.
Utilitzant les propietats de la funcio´ delta i la regularitat de les funcions de densitat
obtenim:
d
dt
∫ p(t)
−∞
fB(x, t)dx− σ
2
2
[
∂fB
∂x
(p(t), t)− lim
x→−∞
∂fB
∂x
(x, t)
]
= λ(t).
Aplicant la definicio´ (1.3) el segon terme de l’equacio´ i la funcio´ λ(t) s’anul·len i les
condicions de Neumann explicitades a la seccio´ 1.2 provoquen que el tercer terme
sigui tambe´ nul, deixant:
d
dt
∫ p(t)
−∞
fB(x, t)dx = 0.
Finalitzant aix´ı la primera part de la demostracio´. Mitjanc¸ant un proce´s ana`leg
provariem la conservacio´ de la massa per fV . 
Per altra banda, tenim el resultat ana`leg per quan el domini de x e´s l’interval [−A,B].
1.3.2 Proposicio´ Siguin fB , fV : [−A,B] × [0,+∞) −→ R dues funcions tals que
compleixen el sistema d’equacions (1.1) i (1.2) i tambe´ les condicions inicials (1.4).
Aleshores es compleix el principi de conservacio´ de massa per a cada funcio´:
d
dt
∫ p(t)
−A
fB(x, t)dx =
d
dt
∫ B
p(t)
fV (x, t)dx = 0. (1.8)
si les solucions tambe´ compleixen les condicions de frontera zero de Neumann.
Demostracio´: Ana`loga a la de la proposicio´ 1.3.1. 
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1.4 Simplificacio´ del model
En primer lloc, per tal de simplificar els ca`lculs, podem assumir sense pe`rdua de ge-
neralitat que σ2/2 = 1.
Aleshores, les equacions (1.1) i (1.2) poden ser redu¨ıdes a una sola mitjanc¸ant la nova
inco`gnita: f(x, t) = fB(x, t)− fV (x, t). I per tant, obtindrem:
∂f
∂t
(x, t)− ∂
2f
∂x2
(x, t) = λ(t)[δx=p(t)−a − δx=p(t)+a], (1.9)
amb
λ(t) := −∂f
∂x
(p(t), t).
Tal com podem veure esquematitzat en la segu¨ent gra`fica, on representem una possible
funcio´ solucio´ f(x, t) amb el temps fixat.
Amb les segu¨ents condicions addicionals per f :
f(p(t), t) = 0 si t > 0,
f(x, t) > 0 si x < p(t) i t > 0,
f(x, t) < 0 si x > p(t) i t > 0.
(1.10)
De tal manera que les condicions inicials del problema sera`n:
f(x, 0) = f0(x) si x < p(t),
f(x, 0) = f0(x) si x > p(t).
(1.11)
On f0 := f0B − f0V . I com hem fet anteriorment a l’apartat 1.1, definirem p0 := p(0).
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Utilitzant un procediment ana`leg podem reescriure les condicions de contorn pels dos
dominis diferents possibles:
lim
x→−∞
∂f
∂x
(x, t) = lim
x→∞
∂f
∂x
(x, t) = 0 si x ∈ R i t > 0,
∂f
∂x
(A, t) =
∂f
∂x
(B, t) = 0 si x ∈ [A,B] i t > 0. (1.12)
Dedu¨ırem ara una expressio´ explicita de la derivada de la frontera lliure.
1.4.1 Proposicio´ Podem expressar la derivada de la frontera lliure de la segu¨ent ma-
nera alternativa:
p′(t) = −fxx(p(t), t)
fx(p(t), t)
. (1.13)
Demostracio´: Per (1.10) tenim que f(p(t), t) = 0. Aleshores:
0 =
d
dt
f(p(t), t) =
∂
∂t
f(p(t), t) +
∂
∂x
f(p(t), t) · p′(t)⇒
0 = ft(p(t), t) + fx(p(t), t) · p′(t)⇒ p′(t) = − ft(p(t), t)
fx(p(t), t)
.
Aleshores com per (1.9) tenim que ft(p(t), t) = fxx(p(t), t), podem escriure:
p′(t) = −fxx(p(t), t)
fx(p(t), t)
.
Obtenint aix´ı l’expressio´ (1.13). 
En l’annex B hem plantejat un altre problema de frontera lliure, el problema d’Stefan,
la derivada de la frontera lliure del qual tenia la segu¨ent expressio´:
p′(t) = −α · fx(p(t), t).
Veiem que tot i que tant l’un com l’altre so´n problemes de frontera lliure, l’expressio´
de la derivada de p(t) e´s diferent pels dos problemes. En el cas de Stefan tenim una
frontera molt me´s senzilla i que, per tant, desemboca en un problema de me´s fa`cil re-
solucio´ comparat amb el nostre que involucra un terme fraccional amb dues derivades
diferents.
Amb el segu¨ent resultat donarem una interpretacio´ diferent al flux en p(t) per aquest
problema.
1.4.2 Proposicio´ Podem expressar el flux λ(t) de les dues maneres segu¨ents:
λ(t) = fx(p(t), t) = fx((p(t)− a)−, t)− fx((p(t)− a)+, t), (1.14)
λ(t) = fx(p(t), t) = fx((p(t) + a)
+, t)− fx((p(t) + a)−, t). (1.15)
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Demostracio´: Provarem el resultat en l’interval [−A,B], pero` analogament el po-
driem extendre a qualsevol interval, i concretament a tota la recta dels reals.
Integrant a (1.9) en subintervals de [−A, p(t)] obtenim:∫ p(t)−a
−A
ft(x, t)dx =
∫ p(t)−a
−A
fxx(x, t)dx+ λ(t)
∫ p(t)−a
−A
[δx=p(t)−a − δx=p(t)+a]dx,∫ p(t)
p(t)−a
ft(x, t)dx =
∫ p(t)
p(t)−a
fxx(x, t)dx+ λ(t)
∫ p(t)
p(t)−a
[δx=p(t)−a − δx=p(t)+a]dx.
Sumant aquestes dues integrals i tenint en compte que les integrals que engloben les
δ so´n totes dues zero, tenim que:∫ p(t)
−A
ft(x, t)dx =
[
fx((p(t)− a)−, t)− fx(−A, t)
]
+
[
fx(p(t), t)− fx((p(t)− a)+, t)
]
.
Per les condicions de frontera de Neumann tenim que fx(−A, t) = 0 i per definicio´
λ(t) = −fx(p(t), t). Aleshores per l’apartat 1.3.2 de conservacio´ de la massa tenim
que: ∫ p(t)−a
−A
ft(x, t)dx =
∂
∂t
∫ p(t)−a
−A
f(x, t)dx = 0.
I unint aquests resultats obtenim (1.14).
Si apliquem un procediment ana`leg a l’interval [p(t), B], obtindr´ıem (1.15). 
Podem pensar aquest resultat teo`ric de manera geome`trica ja que la derivada de la
funcio´ en un punt e´s la seva pendent. Per tant, el pendent de la funcio´ solucio´ en
p(t) e´s igual al pendent per l’esquerra de p(t)− a menys el pendent per la dreta en el
mateix punt.
Ana`logament, el pendent en el punt p(t) e´s tambe´ la resta del pendent per la dreta
del punt p(t) + a i el pendent per l’esquerra d’aquest mateix punt.

2Cas sime`tric
En aquesta seccio´ considerarem un cas espec´ıfic del problema definit en l’apartat an-
terior i treballarem en el problema tal com esta` formulat en l’equacio´ (1.9).
Concretament, les restriccions d’aquest cas consistiran en considerar que les dades
inicials del problema so´n funcions sime`triques, e´s a dir que:
fI(p0 − x) = fI(p0 + x).
Aleshores, per la simetria del problema, la funcio´ f sera` sime`trica respecte p0, per
tant p(t) no dependra` del temps i sera` igual al seu valor inicial, e´s a dir p(t) = p0.
Hi ha principalment dues raons que justifiquen l’intere`s en la versio´ sime`trica del pro-
blema. La primera e´s que considerant aquesta versio´ eliminem la frontera lliure p(t) i
fem el problema me´s accesible donant aix´ı una idea de la solucio´ general del problema.
La segona, i la me´s important, e´s que quan linealitzem el problema general de (1.9)
veiem que, sorprenentment, tambe´ desapareix la frontera lliure p(t), fent-lo similar a
la versio´ sime`trica del problema.
En aquest cap´ıtol demostrarem l’existe`ncia i unicitat de la solucio´ i deixarem indicada
l’ana`lisi asimpto`tica, que podrem veure me´s endavant en analitzar el cas general en
el cap´ıtol 4.
2.1 Existe`ncia de solucions
Suposarem sense pe`rdua de generalitat que p0 = 0.
En aquesta seccio´ analitzarem l’existe`ncia de solucions en els dos dominis de f que
hem descrit anteriorment a la seccio´ 1.2 : R i un interval fitat.
2.1.1 Existe`ncia en R
Busquem una funcio´ f(x, t), x ∈ R, t > 0, f ∈ L∞(0, T ) × L1(R), ∀T > 0, senar a
l’eix de les x, que resol:
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
∂f
∂t
(x, t)− ∂
2f
∂x2
(x, t) = λ(t)[δx=−a − δx=a],
f(x, 0) = fI(x),
(2.1)
on les condicions inicials satisfa`n que f0(x) = −f0(−x) i que f0(x) ≥ 0 per x ≤ 0.
2.1.1 Teorema Sigui f0 ∈ L1(R) ∩ C(R) una funcio´ senar a R, positiva per x < 0,
fI(0) = 0, tal que fI ∈ C0,1 per x = 0. Aleshores el problema (2.1) te´ una u´nica
solucio´ senar i positiva per x < 0 tal que f(x, t) ∈ L∞(0, T, C0,1(R) ∩ L1(R) per
qualsevol T > 0. Concretament,
f(x, t) ∈ C(0, T, C∞(R \ {−a, a}). (2.2)
A me´s a me´s, λ(t) > 0 per tot t ∈ [0, T ].
Demostracio´: Notarem la part esquerra de l’equacio´ (2.1) com
R(x, t) := λ(t)[δx=−a − δx=a].
Utilitzant el principi de Duhamel podem escriure la solucio´ de (2.1) com:
f(x, t) =
∫
R
Γ(x− y, t)fI(y)dy +
∫ t
0
∫
R
Γ(x− y, t− s)R(y, s)dy · ds, (2.3)
on Γ e´s la solucio´ fonamental de l’equacio´ de la calor1 a R, donada per:
Γ(x, t) :=
1√
4pit
e−
|x|2
4t .
Notem que
H(fI)(x, t) :=
∫
R
Γ(x− y, t)fI(y)dy,
e´s la solucio´ de l’equacio´ homoge`nia de la calor i que (2.3) es redueix a
f(x, t) = H(fI)(x, t) +
∫ t
0
λ(s)
1√
4pi(t− s)
(
−e− |x−a|
2
4(t−s) + e−
|x+a|2
4(t−s)
)
ds.
Diferenciant la funcio´ anterior f(x, t) respecte x i avaluant-la a x = 0 obtenim
λ(t) = λ0(t) +
∫ t
0
λ(s)K(t− s)ds, (2.4)
on
λ0(t) := − ∂
∂x
H(fI)(0, t), (2.5)
i el nucli K ve donat per
K(t) :=
a√
4pit3/2
e−
a2
4t .
1Explicat amb me´s detall a l’apendix A.
2.1. Existe`ncia de solucions 15
Provem ara que l’equacio´ integral (2.4) te´ solucio´ en [0, T ] per qualsevol T > 0. Tenim
que:
K(t) ≥ 0 ∀t > 0 i
∫ ∞
0
K(t)dt = 1,
aleshores l’operador S : L∞(0, T )→ L∞(0, T ), definit per
S(λn) := λ0 +
∫ t
0
λn(s)K(t− s)ds, (2.6)
e´s contractiu en L∞([0, T ]) per qualsevol T < +∞ fixat.
Remarquem que la condicio´ fI ∈ C0,1 en el punt x = 0 s’utilitza per obtenir una fita
L∞([0, T ]) per λ0(t). Efectivament, de (2.5) obtenim que
λ0(t) =
1√
pit
∫
R
zfI(2zt
1/2)e−z
2
dz.
Recapitulant, podem demostrar l’existe`ncia de λ(t) aplicant el teorema del punt fix
de Banach a l’operador S definit en (2.6).
Com que λ0 e´s una funcio´ positiva per tot temps (resultat degut al lema de Hopf), i
el nucli K e´s positiu tambe´; aleshores, de l’esquema iteratiu λn = S(λn−1) tenim que
λn(t) e´s una funcio´ positiva. I, aplicant el lema de Hopf de nou obtenim que λn(t) e´s
una funcio´ positiva per tot t ∈ [0, T ].
Tenint en compte que ∂f∂x ∈ L∞(R) per tot t ≥ 0, aleshores podem deduir la regularitat
de la funcio´ f . Consequ¨entment, podem construir f com una solucio´ de l’equacio´ de
la calor de (2.3) amb la part dreta R(x, t) de l’equacio´ coneguda. 
2.1.2 Existe`ncia en un interval fitat
En aquesta seccio´ considerarem (1.9) i substiu¨ırem l’eix real R que hem untilitzat a
l’apartat anterior per l’interval fitat
[
−pi
2
,
pi
2
]
. Tambe´ considerarem les condicions de
contorn de Neumann de (1.6).
Sigui a ∈
(
0,
pi
2
)
, busquem una funcio´ f senar, positiva per x < 0, que resol:
∂f
∂t
(x, t)−∂
2f
∂x2
(x, t) = λ(t)[δx=−a − δx=a], x ∈
(
−pi
2
,
pi
2
)
, t > 0,
∂f
∂x
(
−pi
2
, t
)
=
∂f
∂x
(pi
2
, t
)
= 0,
f(x, 0) = f0(x), λ(t) = −∂f
∂x
(0, t).
(2.7)
La condicio´ inicial f0 e´s senar respecte x = 0, f0(x) ≤ 0 per x ∈
[pi
2
, 0
]
i satisfa` les
condicions de contorn de Neumann a la frontera.
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Aquest problema pot ser reformulat per reflexio´ al voltant del punt x =
pi
2
com un
problema de valor de frontera amb condicions de contorn de Dirichlet a l’interval [0, pi].
Busquem una funcio´ f senar respecte x =
pi
2
, positiva a (0, pi) amb f(0) = f(pi) = 0,
que resol:
∂f
∂t
(x, t)−∂
2f
∂x2
(x, t) = λ(t)[δx=a + δx=pi−a] , x ∈ (0, pi) , t > 0,
f(0, t) = f(pi, t) = 0 ,
∂f
∂x
(pi
2
, t
)
= 0,
f(x, 0) = f0(x), λ(t) = −∂f
∂x
(0, t).
(2.8)
Tal que la condicio´ inicial f0 satisfa` les condicions de contorn de Dirichlet.
2.1.2 Teorema Sigui Ω = (0, pi), 0 < a < pi/2, i sigui f0 ∈ C(Ω) una funcio´ sime`trica
a Ω respecte x = pi/2, positiva, tal que les se`ries de Fourier per f ′0(x) convergeixen
a x = 0, i f0(0) = f0(pi). Aleshores el problema (2.8) te´ una u´nica solucio´ f(x, t) ∈
L∞(0, T )× C0,1(Ω) per tot T > 0, positiva i sime`trica respecte x = pi/2. En concret:
f(x, t) ∈ C(0, T )× C∞(Ω \ {a, pi − a}).
A me´s a me´s, λ(t) > 0 per tot t ∈ [0, T ].
Demostracio´: Definim la funcio´ ψ(x, y, t) com:
ψ(x, y, t) =
2
pi
+∞∑
n=1
sin(nx) sin(ny)e−n
2t,
tal que e´s solucio´ del problema:
ψt − ψxx = 0,
ψ(0, t) = ψ(pi, t) = 0,
ψ(·, 0) = δx=y,
i esta` ben definida per tot t > 0. Utilitzant el principi de Duhamel podem reescriure
la solucio´ de (2.8) com
f(x, t) =
∫ pi
0
ψ(x, y, t)fI(y)dy +
∫ pi
0
∫ t
0
ψ(x, y, t− s)R(y, s)dsdy, (2.9)
on R(x, t) := −∂f∂x (0, t)[δx=a + δx=pi−a]. Com hem fet abans, obtenim una equacio´
integral per λ(t),
λ(t) = λ0(t) +
2
pi
∫ t
0
λ(s)
[
+∞∑
n=1
n(sin(na) + sin(n(pi − a)))e−n2(t−s)
]
ds,
on
λ0(t) :=
2
pi
∫ pi
0
fI(y)
[
+∞∑
n=1
n sin(ny)e−n
2t
]
dy.
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Notem que λ0 ∈ L+∞(0, pi) degut a la condicio´ en f ′I(0) i a me´s a me´s λ0(t) > 0 per
tot t > 0 ja que Σ+∞n=1n sin(ny)e
−n2t > 0. Sigui
K(t) :=
2
pi
+∞∑
n=1
n(sin(na) + sin(n(pi − a)))e−n2t.
Aleshores,
K(t) ≥ 0,
∫ +∞
0
K(t)dt = 1.
La funcio´ λ(t) sera` el punt fix del segu¨ent operador
S(λ(t)) = λ0(t) +
∫ t
0
λ(s)K(t− s)ds.
i un cop coneguda λ(t), podem construir fa`cilment f mitjanc¸ant (2.9). 
2.2 Comportament asimpto`tic
En aquest apartat estudiarem el comportament asimpto`tic de les solucions de (2.8).
Assumirem com a cert que les solucions del problema decauen exponencialment cap
a una solucio´ estacionaria del problema.
Per tal de simplificar el problema el traslladarem de l’interval fitat (0, pi) a Ω :=
(−pi/2, pi/2). La demostracio´ d’aquest resultat es pot trobar a l’article de M. d. M.
Gonza´lez i M.P. Gualdani, [1].
2.2.1 Teorema Considerem el segu¨ent problema,
∂f
∂t
− ∂
2f
∂x2
= λ(t)
[
δx=−pi/2+a − δx=pi/2−a
]
,
f(−pi/2, t) = f(pi/2, t) = 0,
f(x, 0) = fI(x),
λ(t) = −∂f
∂x
(pi/2, t).
Aleshores, sota les hipo`tesis del teorema 2.1.2 per fI , despre´s de la translacio´, l’u´nica
solucio´ f d’aquest sistema d’equacions decaura` exponencialment a l’u´nica solucio´ es-
tacionaria f∞, que ve donada per
f∞(x) :=
{
β si x ∈ [0, pi/2− a],
β(x− pi/2) si x ∈ [pi/2− a, pi/2],
i extesa de manera parell en l’eix d’abscisses. En aquesta situacio´, β e´s l’u´nica cons-
tant que conserva la massa, e´s a dir, que∫ 0
−pi/2
f∞(x)dx =
∫ 0
−pi/2
f(x)dx i
∫ pi/2
0
f∞(x)dx =
∫ pi/2
0
f(x)dx,
per tot t > 0. Per altra part el l´ımit segu¨ent existira`,
lim
t→∞λ(t) = β.

3Resultats teo`rics
En aquest cap´ıtol descriurem les eines teo`riques necessaries per tal de poder analitzar
el cas general del problema amb me´s facilitat en l’apartat 4.
Els resultats que descriurem aqu´ı, i que adaptarem al nostre problema me´s endavant,
estan extrets del llibre [3] de D. Henry. Sobretot ens basarem en el teorema 3.3.3. i
el teorema 5.1.1. d’aquest llibre.
En aquest cap´ıtol notarem com D(f) el domini de la funcio´ f .
3.1 Resultats previs
Abans d’entrar a comentar els resultats principals que utilitzarem me´s endavant,
necessitem resumir uns quants resultats previs d’ana`lisi funcional.
3.1.1 Definicio´ Un espai de Banach e´s un espai vectorial sobre R o C normat, tal
que e´s complet respecte a la norma.
Un operador e´s una aplicacio´ entre dos espais de Banach.
3.1.2 Definicio´ Si X i Y so´n espais de Banach sobre el mateix cos K, aleshores un
operador lineal T : X → Y e´s un operador de X en Y tal que per tot u, v ∈ X i k ∈ K
es compleix:
• T (u+ v) = T (u) + T (v),
• T (ku) = kT (u).
3.1.3 Definicio´ Sigui X un espai de Banach i T : D(T ) ⊂ X → X un operador lineal.
Aleshores,
• Te´s tancat si per tota sequ¨e`ncia {xn}n∈N de D(T ) tal que convergeix a x ∈ D(T )
es compleix que limn→∞ T (xn) = T (x).
• T e´s fitat si existeix k ∈ R tal que max‖v‖=1 ‖T (v)‖ ≤ k.
3.1.4 Definicio´ Siguin X i Y espais de Banach. Aleshores un operador lineal
T : X → Y esta` densament definit si el domini de T e´s un subconjut dens de X.
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3.1.5 Definicio´ Sigui X un espai de Banach i T : D(T ) → X un operador lineal tal
que D(T ) ⊂ X. Aleshores per qualsevol λ ∈ C:
Tλ = T − λId,
Direm que λ e´s un valor regular si l’operador invers de Tλ existeix, e´s fitat i esta`
densament definit.
Definirem el conjunt resolvent de T com el conjunt de tots els valors regulars de T :
ρ(T ) = {λ ∈ C | λ e´s un valor regular de T}.
3.1.6 Remarca L’espectre d’un operador e´s el complementari del conjunt resolvent,
e´s a dir:
σ(T ) = C \ ρ(T ).
3.2 Operadors Sectorials
Un cop sintentitzats aquests resultats fonamentals passem a definir el concepte d’ope-
rador sectorial, tal com esta` descrit a [3], i a mostrar-ne algunes de les seves propietats.
Aquests operadors seran la base dels teoremes que, me´s endavant, aplicarem al nostre
problema.
3.2.1 Definicio´ Sigui A un operador lineal en un espai de Banach X. Aleshores,
direm que e´s un operador sectorial si e´s un operador tancat i densament definit tal
que per uns certs φ ∈ (0, pi/2), M ≥ 1 i a ∈ R, el sector
Sa,φ = {λ ∈ C | φ ≤ |arg(λ− a)| ≤ pi, λ 6= a},
esta` inclo`s en el conjunt resolvent de A i
‖(λId−A)−1‖ ≤ M|λ− a| , ∀λ ∈ Sa,φ.
3.2.2 Remarca El negatiu del operador laplacia` e´s un operador sectorial.
3.2.3 Proposicio´ Si A e´s un operador sectorial amb Re{σ(A)} > 0 i B e´s un operador
lineal tal que BA−α e´s fitat a X per un cert α tal que 0 < α < 1, aleshores A+B e´s
sectorial.
Demostracio´: Aquest resultat e´s un corol·lari del teorema 1.4.4. de [3], concretament
el corol·lari 1.4.5.
3.2.4 Definicio´ Sigui A un operador sectorial i Re(σ(A)) > 0. Aleshores per qualsevol
α > 0 definim l’(−α)-pote`ncia fraccional com
A−α =
1
Γ(α)
·
∫ +∞
0
tα−1e−Atdt,
on Γ e´s la funcio´ gamma d’Euler.
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3.2.5 Proposicio´ Sigui α > 0 . Aleshores si A−α e´s la (−α−)pote`ncia fraccional d’un
operador sectorial A, aleshores A−α e´s un operador lineal i fitat.
3.2.6 Definicio´ Sigui α ≥ 0 i A un operador sectorial amb Re(σ(A)) > 0. Aleshores
definim l’(α)-pote`ncia fraccional com l’invers de A−α en el cas α > 0 i A0 = Id
altrament.
3.2.7 Definicio´ Si A e´s un operador sectorial en un espai de Banach X, aleshores per
cada α ≥ definim
Xα := D(Aα) amb la norma,
‖x‖Xα := ‖Aαx‖X , x ∈ Xα.
3.3 Existe`ncia i unicitat locals
En aquest apartat enunciarem el teorema que, me´s endavant, ens servira` per demos-
trar l’existe`nica i unicitat local de solucions del nostre problema.
Considerarem l’equacio´ no-lineal segu¨ent:
dz
dt
+Az = R(z) t > 0,
z(0) = zI .
(3.1)
on A e´s un operador sectorial i per tant les seves potencies i espais fraccionaris estan
ben definits per α ≥ 0.
Suposem tambe´ que R envia oberts U ⊂ Xα a X i e´s localment Lipschitz en z ∈ U .
3.3.1 Lema Sigui z una solucio´ de (3.1) a (0, T ), aleshores:
z(t) = e−AtzI +
∫ t
0
e−A(t−s)R(z(s))ds. (3.2)
Altrament, si z : (0, T )→ Xα e´s una funcio´ cont´ınua, ∫ ρ
0
‖R(z(s))‖ds < +∞ per una
certa ρ > 0 i l’equacio´ (3.2) e´s certa per 0 < t < T aleshores z e´s solucio´ de l’equacio´
diferencial (3.1) en (0, T ).
Demostracio´: Aquest resultat e´s consequ¨e`ncia directa de l’aplicacio´ de la fo´rmula
de Duhamel.
3.3.2 Teorema Sigui A un operador sectorial, 0 ≤ α < 1 i R : U → X, on U e´s un
subconjunt obert de Xα i localment Lipschitz en z.
Aleshores, per qualsevol zI ∈ U existeix T = T (z0) > 0 tal que:
dz
dt
+Az = R(z),
z(0) = zI ,
(3.3)
te´ una u´nica solucio´ z en (0, T ).
22 Cap´ıtol 3. Resultats teo`rics
Demostracio´: Pel lema 3.3.1, nome´s cal provar el resultat corresponent per l’equacio´
integral de la “fo´rmula de variacio´ de constants”de (3.2).
Escollim δ > 0 tal que el conjunt:
V = {z | ‖z − zI‖Xα ≤ δ},
estigui contingut en U i,
‖R(z1)−R(z2)‖X ≤ L‖z1 − z2‖Xα , (3.4)
per z1, z2 ∈ V , ja que R e´s localment Lipschitz.
Sigui B = ‖R(zI)‖X . Escollim T > 0 tal que,∥∥(e−Ah − Id)zI∥∥X ≤ δ/2 per 0 ≤ h ≤ T,
M(B + Lδ)
∫ T
0
u−αdu ≤ δ/2,
(3.5)
on ‖Aαe−At‖ ≤Mtα per t > 0.
Si notem per S el conjunt de funcions cont´ınues y : [0, T ]→ Xα tals que ‖y(t)−zI‖ ≤ δ
a 0 ≤ t ≤ T , proporcionant la norma usual del suprem,
‖y‖T := sup
0≤t≤T
{‖y(t)‖Xα}.
Aleshores S e´s un espai me`tric complet.
Per y ∈ S definim G(y) : [0, T ]→ X per,
G(y)(t) = e−AtzI +
∫ t
0
e−A(t−s)R(y(s))ds.
Provem primer que G envia S a ell mateix,
‖G(y)(s)− zI‖Xα
(3.3)
≤ ‖e−AtzI − zI‖Xα +
∫ t
0
‖e−A(t−s)R(y(s))‖Xαds ≤
3.2.7≤ ‖(e−At − Id)zI‖Xα +
∫ t
0
‖Aαe−A(t−s)R(y(s))‖Xds ≤
(3.5)
≤ δ
2
+
∫ t
0
‖Aαe−A(t−s)‖X (‖R(y(s))−R(zI)‖X + ‖R(zI)‖X) ds ≤
(3.4)
≤ δ
2
+
∫ t
0
‖Aαe−A(t−s)‖X (L‖y(s)− zI‖Xα +B) ds ≤
def y
≤ δ
2
+
∫ t
0
‖Aαe−A(t−s)‖X (Lδ +B) ds ≤ δ
2
+M(Lδ +B)
∫ t
0
(t− s)αds
≤ δ
2
+M(Lδ +B)
∫ T
0
(t− s)αds
(3.5)
≤ δ.
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De la mateixa manera es pot provar fa`cilment que G(y) e´s cont´ınua de [0, T ] a Xα.
Per tant, G envia el conjunt S a ell mateix.
Si y, x ∈ S aleshores per 0 ≤ t ≤ T tenim que,
‖G(y)(t)−G(x)(t)‖Xα
(3.3)
≤
∫ t
0
‖e−A(t−s)[R(y(s))−R(x(s)]‖Xαds ≤
3.2.7≤
∫ t
0
‖Aαe−A(t−s)‖X‖R(y(s))−R(x(s))‖Xds ≤
(3.5)&(3.4)
≤ ML
∫ t
0
(t− s)−α‖y(s)− x(s)‖Xds.
Per tant, G e´s una aplicacio´ contractiva,
‖G(y)−G(x)‖T ≤ sup
0≤t≤T
‖G(y)(t)−G(x)(t)‖Xα ≤ 1
2
‖y − x‖T ,
per tot x, y ∈ S.
Aleshores, pel teorema del punt fix, G te´ un u´nic punt fixat z ∈ S. Aquest punt e´s
una solucio´ cont´ınua del problema integral (3.2). Aleshores, pel lema 3.3.1 aquesta e´s
l’u´nica solucio´ de (3.3) a (0, T ) amb condicio´ inicial z(0) = zI . 
3.4 Comportament asimpto`tic
En aquest apartat enunciarem el teorema que, me´s endavant, intentarem fer servir
per provar que les solucions del nostre problema tendeixen a una funcio´ equilibri quan
t→∞ i per comprovar l’existe`ncia i unicitat de solucions globals del problema.
3.4.1 Definicio´ Sigui A un operador lineal i sectorial en un espai de Banach X i sigui
R : U → X on U e´s un entorn cil´ındric de z0 a Xα (per cert α < 1 ).
Direm que z0 e´s un punt d’equilibri si z(t) = z0 e´s solucio´ de:
dz
dt
+Az = R(z), t > 0. (3.6)
E´s a dir, si z0 ∈ D(A) i A(z0) = R(z0).
3.4.2 Teorema Siguin A i R descrits com a la defincio´ anterior i z0 un punt d’equilibri
de (3.6). Suposem que:
R(z0 + g) = R(z0) +Bg +N(g), (3.7)
on B : Xα → X e´s un operador lineal i fitat, ‖N(g)‖X = o(‖g‖Xα) quan ‖g‖Xα → 0
i R(z) e´s localment Lipschitz en U .
24 Cap´ıtol 3. Resultats teo`rics
Si l’espectre de A − B pertany al conjunt {λ ∈ C|Re(λ) > β} per un cert β > 0,
aleshores existeix ρ > 0, M ≥ 1 tal que si ‖zI − z0‖Xα ≤ ρ
2M
existeix una u´nica
solucio´ z(t) de: 
dz
dt
+Az = R(z), t > 0,
z(0) = zI ,
(3.8)
tal que per t ≥ 0 satisfa`:
‖z(t)− z0‖Xα ≤ 2Me−βt‖zI − z0‖Xα .
De manera imprecisa podem interpretar aquest sistema com un desenvolupament de
Taylor a l’entorn del punt d’equilibri z0 de tota la part de l’equacio´ que no e´s
dz
dt .
Seguint aquest raonament, el terme independent seria R(z0), el terme lineal estaria
representat per l’operador A − B i la resta de termes d’ordre superior o igual a dos
vindrien representats per N . Per aixo`, una de les hipo`tesis demanades e´s que l’operdor
N tendeixi amb “rapidesa” a zero a prop de l’origen.
Demostracio´: Sigui L = A − B que per hipo`tesis A e´s sectorial i 0 < β′ < β <
Re{σ(A)}, aleshores existeix M ≥ 1 tal que per t > 0, g ∈ Xα,
‖e−Atg‖Xα ≤Me−β′t‖g‖Xα ,
‖e−Atg‖Xα ≤Mt−αe−β′t‖g‖X .
Escollim un σ > 0 petit tal que
Mσ
∫ ∞
0
s−αe−(β
′−β)sds < 1/2,
i escollim tambe´ ρ > 0 petit tal que
‖N(g)‖X ≤ σ‖g‖Xα per ‖g‖Xα ≤ ρ.
Sigui g(t) = z(t)− z0. Si ‖zI − z0‖ ≤ ρ/2M , la solucio´ existira` i tindra` ‖g(t)‖Xα ≤ ρ
en un cert interval de temps. Mentres ‖g(t)‖Xα es mantingui me´s petita que ρ,
tindrem que,
‖g(t)‖Xα =
∥∥∥∥e−Ltg(0) + ∫ t
0
e−L(t−s)N(g(s))ds
∥∥∥∥
Xα
≤
≤Me−βt‖g(0)‖Xα + σM
∫ t
0
(t− s)−αe−β′(t−s)‖g(s)‖Xα ≤
≤ ρ/2 + ρσM
∫ t
−∞
(t− s)−αe−β′(t−s)ds < ρ.
Si ‖z(t)‖Xα < ρ en 0 ≤ t < t1 amb t1 escollit de tal manera que e´s el me´s gran
possible de tal manera que o t1 = +∞ o ‖z(t1)‖Xα = ρ. Pero` el segon cas contradiu
aquests ca`lculs, per tant la solucio´ existeix i te´ ‖z(t)‖Xα < ρ per tot t ≥ 0.
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Si u(t) = sup0≤s≤t
{‖z(s)‖Xαeβs}, aleshores,
‖z(t)‖Xα · eβt ≤M‖z(0)‖Xα +Mσ
∫ t
0
(t− s)−αe−(β′−β)(t−s)ds · u(t) ≤
≤M‖z(0)‖Xα + 1
2
u(t),
i per tant, u(t) ≤ 2M‖z(0)‖Xα com afirmavem. 
3.5 Espais de Sobolev
En aquest apartat introdu¨ırem primer els espais de Sobolev d’ordre enter i establirem
algunes de les seves propietats ba`siques seguint el llibre de Ha¨ım Bre´zis, [5] i despre´s
introdu¨ırem els espais de Sobolev d’ordre racional necesaris per analitzar les equaci-
ons del nostre problema de formacio´ de preus.
Abans de comenc¸ar directament amb els espais de Sobolev plantejarem un exemple
per tal d’il·lustrar la motivacio´ de la definicio´ d’aquests espais.
Considerem el segu¨ent problema. Sigui f ∈ C([a, b]), hem de trobar una funcio´ que
verifiqui: {
− u′′(x) + u(x) = f(x), tal que x ∈ [a, b],
u(a) = u(b) = 0.
(3.9)
Una solucio´ cla`ssica o solucio´ forta del problem anterior e´s una funcio´ de classe C2[a, b]
que verifica el sistema en el sentit usual. Tot i que expl´ıcitament es pot resoldre el pro-
blema de manera bastant senzilla, ignorarem aquest fet per tal d’il·lustrar el me`tode
d’obtencio´ dels espais de Sobolev a partir d’aquest exemple elemental.
Multipliquem ara la primera equacio´ de (3.9) per ϕ ∈ C1[a, b] tal que ϕ(a) = ϕ(b) = 0
i integrem per parts. Aleshores obtenim,∫ b
a
u′ϕ′ +
∫ b
a
uϕ =
∫ b
a
fϕ. (3.10)
Observem que aquesta equacio´ nome´s te´ sentit si u ∈ C1[a, b] (contrariament a (3.9),
que suposa u derivable dues vegades); de fet, fins i tot seria suficient tenir u ∈ L2(a, b)
amb u′ en un espai per precisar.
Aleshores, una funcio´ u de classe C1 que verifica (3.10) e´s una solucio´ de`bil de (3.9).
3.5.1 Definicio´ Sigui I = (a, b) un interval acotat o no i, sigui p ∈ R tal que
1 ≤ p ≤ ∞. Aleshores definim l’espai de Sobolev d’ordre (1, p), W 1,p(I), com:
W 1,p(I) :=
{
u ∈ Lp(I)
∣∣∣∣ ∃g ∈ Lp(I) tal que ∫
I
uϕ′ = −
∫
I
gϕ, ∀ϕ ∈ C1c (I)
}
.
Definirem tambe´ l’espai de Sobolev d’ordre 1 com:
H1(I) := W 1,2(I).
Per cada u ∈W 1,p notarem u′ = g.
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3.5.2 Proposicio´ Si tenim un espai de Sobolev W 1,p podem definir la segu¨ent norma:
‖u‖W 1,p := (‖u‖pLp + ‖u′‖pLp)1/p .
Aleshores W 1,p sera` un espai de Bannach.
Podem fixar una altra expressio´ d’aquesta norma mitjanc¸ant se`ries de Fourier pel cas
concret H1[−A,B].
3.5.3 Proposicio´ Sigui u ∈ H1[−A,B] i τ = A+B. Aleshores,
‖u‖2H1 = τ ·
+∞∑
n=−∞
(
1 +
(
4pi
τ2
)
· n2
)
· |cn|2,
on cn so´n els coeficients de Fourier de u en [−A,B]:
cn =
1
τ
∫ B
−A
u(x) · e−i2pi nτ xdx.
Demostracio´: Com que u ∈ H1 aleshores u ∈ L2 i per tant podem desenvolupar la
funcio´ mitjanc¸ant se`ries de Fourier:
u(x) =
+∞∑
n=−∞
cn · ei2pi nτ x,
on els coeficients cn so´n els descrits a la proposicio´. Tambe´ podem desenvolupar u
′
tal que,
u′(x) =
+∞∑
n=−∞
i2pi
n
τ
· cn · einx,
Apliquem la definicio´ de norma de Sobolev que coneixem i la identitat de Parseval i
obtenim,
‖u‖2H1 = ‖u‖2L2 + ‖u′‖2L2 =
∫ B
−A
|u(x)|2dx+
∫ B
−A
|u′(x)|2dx Parseval=
= τ ·
+∞∑
n=−∞
|cn|2 + τ ·
+∞∑
n=−∞
(
2pi
n
τ
)2
|cn|2 =
= τ ·
+∞∑
n=−∞
(
1 +
(
4pi
τ2
)
· n2
)
· |cn|2.
I per tant ja hem provat el resultat que voliem demostrar. 
Pasem ara a definir els espais de Sobolev d’ordre r en un interval tancat de R,
Hr[−A,B], on r e´s un nombre real qualsevol.
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3.5.4 Definicio´ Podem definir els espais de Sobolev d’ordre r en un interval tancat
[−A,B] de la segu¨ent manera:
Hr[−A,B] := {u ∈ L2[−A,B] | ‖u‖Hr < +∞} ,
tal que,
‖u‖2Hr = ·
+∞∑
n=−∞
|cn|2 ·
(
1 +
(
4pi
τ2
)
· n2
)r
,
on τ = A+B i cn so´n els coeficients de Fourier de la funcio´ u.
3.5.5 Proposicio´ Alternativament podem definir equaivalentment la norma en un es-
pai de Sobolev d’ordre negatiu com,
‖u‖H−r = sup
‖φ‖Hr=1
〈φ, u〉,
on r > 0.

4Cas general
En aquesta seccio´ analitzarem el problema simplificat descrit en el cap´ıtol 1.4 en
l’interval [−A,B] amb l’ajuda dels resultats teo`rics del cap´ıtol 3.
Concretament analitzarem el segu¨ent sistema:
∂f
∂t
(x, t) =
∂2f
∂x2
(x, t) + λ(t) · [δx=p(t)−a − δx=p(t)+a] (x, t) ∈ [−A,B]× R,
f(x, 0) = fI(x) x ∈ [−A,B],
∂f
∂x
(−A, 0) = ∂f
∂x
(B, 0) = 0.
(4.1)
On:
λ(t) := −∂f
∂x
(p(t), t) ∀t > 0. (4.2)
I, a me´s a me´s: 
f(p(t), t) = 0 t ≥ 0,
f(x, t) > 0 x ∈ [−A, p(t)), t ≥ 0,
f(x, t) < 0 x ∈ (p(t), B], t ≥ 0.
(4.3)
Com hem demostrat a la proposicio´ 1.3.2, les solucions del problema compleixen la
llei de conservacio´ de la massa, per tant podem imposar que per tot t ≥ 0 :
−
∫ p(t)
−A
f(x, t)dx = m1 i
∫ B
p(t)
f(x, t)dx = m2, (4.4)
on m1 i m2 > 0.
La funcio´ inicial fI(x) sera` una funcio´ donada tal que complira` totes les condicions
anteriors. Anomenarem pI al punt tal que fI(pI) = 0.
Per analitzar aquest problema procedirem de la segu¨ent manera: buscarem una solucio´
equilibri del sistema, e´s a dir, una solucio´ que no depengui del temps. I definirem una
solucio´ del problema a l’entorn d’aquest punt d’equilibri de la segu¨ent manera:
f(x, t) = f0(x) + εg(x, t) i p(t) = p0 + εq(t), (4.5)
on ε > 0 i (f0(x), p0) e´s una solucio´ del sistema que no depe`n del temps de (4.1)-(4.3).
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Aleshores, veurem que si (f(x, t), p(t)) e´s solucio´ del sistema e´s equivalent a que
(g(x, t), q(t)) sigui solucio´ de:
gt = Lg +N(g),
g(x, 0) = gI(x),
gx(−A, 0) = gx(B, 0) = 0.
(4.6)
On L sera` un operador provinent d’un proce´s de linealitzat i N(g) contindra` la resta
de termes no-lineals.
Podem pensar aquest sistema com un desenvolupament de Taylor a l’entorn del punt
d’equilibri f0, on el terme independent e´s zero, L correspon als termes de grau u´ i N
engloba tots els termes de grau dos o superior. Per tant, el proce´s que ens interessara`
seguir e´s veure que l’operador L te´ un bon comportament i que l’operador N tendeix
“ra`pidament” cap a zero per valors propers al punt d’equilibri.
Per dur a terme totes aquestes ana`lisis sera` necessari imposar certes condicions de
regularitat sobre les solucions del problema, aquestes condicions es resumiran en que`
els espais on estaran definits els operadors anteriors seran L : Z ⊂ X → X i N : Y →
X, que definirem amb me´s detall a l’apartat 4.3.
Sintetitzant el proce´s que seguirem; en 4.1 calcularem la solucio´ equilibri f0 del sis-
tema, en 4.2 analitzarem l’operador L, en 4.4 analitzarem els termes no lineals N(g)
i per u´ltim amb l’ajuda de tots els resultats anteriors, en l’apartat 4.5 analitzarem
l’existe`ncia i la unicitat de les solucions i en l’apartat 4.6 el seu comportament quan
t→∞.
4.1 Equilibri
En aquest apartat buscarem les solucions d’equilibri del problema, e´s a dir, les solu-
cions de (4.1)-(4.3) que no depenen del temps.
Per tant buscarem les funcions f0(x) definides en l’interval [−A,B] tal que:{
f0xx(x)− f0x(p0)
[
δx=p0−a − δx=p0+a
]
= 0,
f0x(−A) = f0x(B) = 0,
(4.7)
amb p0 ∈ (−A+ a,B − a) tal que:
f0(p0) = 0,
f0(x) > 0 x ∈ [−A, p0),
f0(x) < 0 x ∈ (p0, B].
(4.8)
Me´s endavant exiguirem tambe´ que compleixin la propietat de conservacio´ de la massa
(4.4) per m1 > 0 i m2 > 0.
4.1.1 Proposicio´ Les solucions del problema (4.7) tal que compleixen (4.8) so´n del
tipus:
f0(x) =

a · λ0 x ∈ [−A, p0 − a),
− λ0(x− p0) x ∈ (p0 − a, p0 + a),
− a · λ0 x ∈ (p0 + a,B],
(4.9)
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on λ0 > 0 i p
0 ∈ (−A+ a,B − a).
Demostracio´: El problema (4.7) a l’interval [−A,B] \ {p0 − a, p0 + a} es redueix a:
f0xx(x) = 0.
Per tant, les solucions del problema seran del tipus:
f0(x) =

u(x) = A1x+B1 x ∈ [−A, p0 − a),
v(x) = A2x+B2 x ∈ (p0 − a, p0 + a),
w(x) = A3x+B3 x ∈ [p0 + a,B].
En primer lloc imposarem que f0 compleix les condicions de frontera de Neumann:
0 = f0x(−A) = ux(−A) = A1 ⇒ A1 = 0,
0 = f0x(B) = wx(B) = A3 ⇒ A3 = 0.
En segon lloc ens preocuparem de l’equilibri compleixi (4.7) en x = p0−a i x = p0+a.
Per aixo` utilitzarem els resultat (1.14) adaptat a f0(x):
λ0 = fx((p
0 − a)−)− fx((p0 − a)+).
Que podem reescriure com:
λ0 = ux(p
0 − a)− vx(p0 − a) = A1 −A2 = −A2 ⇒ A2 = −λ0.
Utilitzant (1.15) obtindr´ıem els mateixos resultats.
En tercer lloc imposarem la primera equacio´ de (4.8); f0(p0) = 0:
0 = f0(p0) = v(p0) = −λ0 · p0 +B2 ⇒ B2 = λ0 · p0.
I per u´ltim, imposarem que f0 sigui cont´ınua en p0 + a i p0 − a:
lim
x→(p0+a)−
f0(x) = lim
x→(p0+a)+
f0(x)⇒ v(p0 + a) = w(p0 + a)⇒ −λ0(p0 + a) + λ0 · p0 = B3,
lim
x→(p0−a)−
f0(x) = lim
x→(p0−a)+
f0(x)⇒ u(p0 − a) = v(p0 − a)⇒ B1 = −λ0(p0 − a) + λ0 · p0.
I per tant B1 = a · λ0 i B3 = −a · λ0, demostrant aix´ı la proposicio´. 
Ara nome´s ens queda imposar que f0(x) compleixi la propietat de conservacio´ de la
massa, (4.4).
4.1.2 Proposicio´ Siguin m1,m2 > 0 tal que:
m1 = −
∫ p∞
−A
f(x, t)dx i m2 =
∫ B
p∞
f(x, t)dx. (4.10)
Que so´n quantitats constants com hem demostrat a 1.3.2.
Aleshores el sistema (4.7)-(4.8) te´ una u´nica solucio´ estaciona`ria (f∞(x), p∞) si i
nome´s si p∞ ∈ (−A+ a,B − a) i
a
2A+ 2B − 3a ≥
m1
m2
≥ 2A+ 2B − 3a
a
. (4.11)
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Demostracio´:
Com hem vist a la proposicio´ anterior 4.1.1 les solucions estaciona`ries de (4.7)-(4.8)
tenen la forma segu¨ent:
f∞(x) =

a · λ∞ x ∈ [−A, p∞ − a),
− λ∞(x− p∞) x ∈ (p∞ − a, p∞ + a),
− a · λ∞ x ∈ (p∞ + a,B].
on λ∞ > 0 i p∞ ∈ (−A+ a,B − a).
Aplicant aquest resultat a la definicio´ de m1 i m2 tenim:
m1 =
∫ p∞−a
−A
aλ∞ · dx+
∫ p∞
p∞−a
−λ∞(x− p∞) · dx = aλ∞
(
A+ p∞ − a
2
)
,
m2 = −
∫ p∞+a
p∞
−λ∞(x− p∞) · dx−
∫ B
p∞+a
−aλ∞ · dx = aλ∞
(
B − p∞ − a
2
)
.
Aleshores:
m1
m2
=
A+ p∞ − a/2
B − p∞ − a/2 .
Aı¨llant en aquest resultat obtenim:
p∞ =
a(m2 −m1) + 2(Bm1 −Am2)
2(m1 +m2)
i λ∞ =
m1 +m2
a(−a+A+B) .
Aleshores, e´s fa`cil veure que λ∞ > 0 i que s’imposem que p∞ ∈ (−A + a,B − a)
obtenim (4.11). 
4.2 Linealitzat
En aquesta seccio´ analitzarem la forma i el comportament de l’operador provinent
d’un proce´s de linealitzat, L, que hem assenyalat a la introduccio´ del cap´ıtol 4, con-
cretament en (4.6).
Com hem vist doncs a la introduccio´, prenem una solucio´ (f(x, t), p(t)) de (4.1)-(4.4)
tal que:
f(x, t) = f0(x) + εg(x, t) i p(t) = p0 + εq(t),
amb ε > 0.
Si substitu¨ım aquestes definicions en l’equacio´ principal de (4.1) i linealitzem, e´s a
dir, derivem en funcio´ de ε i aleshores avaluem en ε = 0, obtenim:
gt = gxx−{f0xx(p0)q(t)+gx(p0, t)}[δx=p0−a−δx=p0+a]−f0x(p0)[δ′x=p0−a−δ′x=p0+a]q(t).
Aleshores per les condicions de contorn de Neumann de (4.1) tenim que gx(−A, t) =
gx(B, t) = 0 i per 4.1.1 tenim que f
0
xx(p
0) = 0. Aleshores, si fixem λ0 = −f0x(p0)
tenim que:{
gt = gxx − gx(p0, t)[δx=p0−a − δx=p0+a] + λ0(p0)[δ′x=p0−a − δ′x=p0+a]q(t),
gx(−A, t) = gx(B, t) = 0.
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Per altra banda, si linealitzem la primera equacio´ de (4.3), e´s a dir, per f(p(t), t) = 0
al linealitzar obtindrem:
fx(p
0) · q(t) + g(p0, t) = 0 ⇒ q(t) = g(p
0, t)
λ0
.
I juntant aquests dos resultats, obtenim l’equacio´ del linealitzat segu¨ent:{
gt = gxx − gx(p0, t)[δx=p0−a − δx=p0+a] + g(p0)[δ′x=p0−a − δ′x=p0+a],
gx(−A, t) = gx(B, t) = 0.
(4.12)
I mitjanc¸ant aquestes equacions definirem l’operador L del sistema (4.6).
Per tal de simplificar ca`lculs farem un canvi de variables i a partir d’ara imposarem
p0 = 0. L’espai X esta` definit en detall a l’apartat 4.3.
4.2.1 Proposicio´ Considerem l’operador L : X → X tal que:
Lg := gxx − gx(0, ·)[δx=−a − δx=a] + g(0, ·)[δ′x=−a − δ′x=a], (4.13)
amb x ∈ [−A,B]. Aleshores, podem descriure el seu espectre de la segu¨ent manera:
µ = 0 e´s un autovalor amb espai propi de dimensio´ dos. Dues funcions pro`pies
linealment independents d’aquest espai so´n:
g0(x) =

− a x ∈ [−A,−a),
x x ∈ (−a, a),
a x ∈ (a,B],
h0(x) =

2 x ∈ [−A,−a),
1 x ∈ (−a, a),
2 x ∈ (a,B].
La resta d’autovalors so´n de la forma segu¨ent:
µ = −α2, on α = npi
a
,
npi
2A− a,
npi
2B − a, per cert n ∈ Z.
De tal manera que els espais propis tenen dimensio´ finita.
Demostracio´: Prenem µ ∈ C i g ∈ X tal que Lg = g. Aleshores calcularem els
autovalors mitjancant:
gxx − gx(0)[δx=−a − δx=a] + g(0)[δ′x=−a − δ′x=a] = µg. (4.14)
Utilitzant un procediment ana`leg al de la demostracio´ de la proposicio´ 1.4.2 sobre
(4.12) obtenim:{
g(a+)− g(a−) = g(0),
g(−a+)− g(−a−) = −g(0),
{
g′(a+)− g′(a−) = −g′(0),
g′(−a+)− g′(−a−) = g′(0). (4.15)
A partir de (4.14) es veu que, excepte en els punts x = ±a, la funcio´ g ha de satisfer
gxx = µg. Per tant, podem buscar les autofuncions de manera similar en que` les
busquem en el cas de l’operador laplacia` en una dimensio´ utilitzant se`ries de Fourier.
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Sigui α = +
√
µ ∈ C, α 6= 0 (considerarem me´s endavant el cas autovalor zero),
Aleshores: 
g1(x) = b1e
αx + b2e
−αx x ∈ (−A,−a),
g2(x) = c1e
αx + c2e
−αx x ∈ (−a, a),
g3(x) = d1e
αx + d2e
−αx x ∈ (a,B).
La funcio´ g ha de satisfer les condicions de frontera de Neumann, e´s a dir, gx(−A, t) =
gx(B, t) = 0, per tant:
b1 = e
2αA · b2 ⇒ b2 = b , b1 = e2αA · b,
d1 = e
−2αB · d2 ⇒ d2 = d , d1 = e−2αB · d.
I per tant: 
g1(x) = b · [e2αA+αx + e−αx] x ∈ (−A,−a),
g2(x) = c1e
αx + c2e
−αx x ∈ (−a, a),
g3(x) = d · [e−2αB+αx + e−αx] x ∈ (a,B).
Imposem ara les condicions d’enllac¸ en x = a, descrites a (4.15) :
d · [e−2αB+αa + e−αa] + c1[−eαa − 1] + c2[−e−αa − 1] = 0,
d · [e−2αB+αa − e−αa] + c1[−eαa + 1] + c2[e−αa − 1] = 0.
I, sumant i restant les dues equacions anteriors obtenim:
c1e
αa + c2 − de−2αB+αa = 0,
c1 + c2e
−αa − de−αa = 0. (4.16)
Ana`logament, imposem ara les condicions d’enllac¸ en x = −a, descrites a (4.15) :
c1[e
−αa + 1] + c2[eαa + 1]− b · [e2αA−αa + eαa] = 0,
c1[e
−αa − 1] + c2[−eαa + 1]− b · [e2αA−αa − eαa] = 0.
I, sumant i restant les dues equacions anteriors obtenim:
c1e
−αa + c2 − be2αA−αa = 0,
c1 + c2e
αa − beαa = 0. (4.17)
Aleshores, juntant (4.16) i (4.17) obtenim un sistema lineal amb quatre equacions i
quatre inco`gnites. El determinant de la matriu del sistema sera` multiple de:
(e−αa − e−2αB)(1− e−2αa)(e−2αA − eαa).
Per tant, el sistema format per (4.16) i (4.17) tindra` solucio´ trivial excepte en el cas
que un dels tres factors anteriors sigui nul. Perque` aquest cas ocorri necessitem que
la part real de α sigui zero i que la imagina`ria prengui un dels segu¨ents valors:
I(α) = npi
a
,
npi
2A− a ,
npi
2B − a, n ∈ Z.
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Per tant, els autovalors han de ser tots de la forma µ = α2, i per tant seran tots reals
i negatius. L’espai propi corresponent sera` de dimensio´ finita i dependra` del nombre
de solucions del sistema lineal anterior.
Amb aquest procediment hem demostrat el primer punt de la proposicio´, passem a
demostrar el segon.
Per buscar els espais propis de l’operador quan l’autovalor e´s zero hem de buscar
funcions g tal que:
g′′ − g′(0)[δx=−a − δx=a] + g(0)[δ′x=−a − δ′x=+a] = 0.
Per tant, les funcions han d’estar definides en tres trossos, on cada tros e´s una funcio´
de primer grau o inferior i tambe´ han de verificar les condicions d’enllac¸ (4.15).
Aleshores, com que g0 i h0 compleixen aquestes condicions, el corresponent espai propi
de autovalor zero vindra` donat per una combinacio´ lineal de g0 i de h0. 
Aleshores, mitjanc¸ant aquesta proposicio´, podrem deduir els espais propis dels auto-
valors diferents de zero. En el segu¨ent resultat veurem els espais propis dels autovalors
restants per al cas A = B = 1.
4.2.2 Proposicio´ Considerem l’operador L : X → X tal que:
Lg := gxx − gx(0, ·)[δx=−a − δx=a] + g(0, ·)[δ′x=−a − δ′x=a], (4.18)
amb x ∈ [−A,B]. Aleshores, podem descriure el seu espectre de la segu¨ent manera:
1) Per tot n tal que,
2n
a
− 1
2
∈ Z,
tenim que:
µn = −(αn)2 amb αn := 2npi
a
,
amb el corresponent espai propi unidimensional generat per
gn(x) =

0 x ∈ (−1,−a),
sin(αnx) x ∈ (−a, a),
0 x ∈ (a, 1).
2) Per tot n tal que,
(2n+ 1)
a
− 1
2
∈ Z,
tenim que:
µn = −(αn)2 amb αn := (2n+ 1)pi
a
,
amb el corresponent espai propi bidimensional generat per la combinacio´ lineal
de les segu¨ents funcions:
gn(x) =

2 sin(αnx) x ∈ (−1,−a),
sin(αnx) x ∈ (−a, a),
2 sin(αnx) x ∈ (a, 1),
hn(x) =

0 x ∈ (−1,−a,
cos(αnx) x ∈ (−a, a),
0 x ∈ (a, 1).
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3) Per tot n tal que,
(2n+ 1)
a
− 1
2
/∈ Z,
tenim que:
µn = −(αn)2 amb αn := (2n+ 1)pi
a
,
amb el corresponent espai propi unidimensional generat per
gn(x) =

0 x ∈ (−1,−a),
cos(αnx) x ∈ (−a, a),
0 x ∈ (a, 1).
4) Per tot n tal que,
2n
a
− 1
2
/∈ Z i 2n
a
/∈ Z,
tenim que:
µn = −(αn)2 amb αn := 2npi
a
,
amb el corresponent espai propi unidimensional generat per
gn(x) =

0 x ∈ (−1,−a),
sin(αnx) x ∈ (−a, a),
0 x ∈ (a, 1).
5) Per tot n tal que,
2n
a
− 1
2
/∈ Z i 2n
a
∈ Z,
tenim que:
µn = −(αn)2 amb αn := 2npi
a
,
amb el corresponent espai propi bidimensional generat per la combinacio´ lineal
de les segu¨ents funcions:
gn(x) =

0 x ∈ (−1,−a),
sin(αnx) x ∈ (−a, a),
0 x ∈ (a, 1),
hn(x) =

2 cos(αnx) x ∈ (−1,−a),
cos(αnx) x ∈ (−a, a),
2 cos(αnx) x ∈ (a, 1).
6) Per tot n tal que,
2n
2n− a −
1
2
/∈ Z i 2n
2− aa /∈ Z,
tenim que:
µn = −(αn)2 amb αn := 2npi
2− a,
amb el corresponent espai propi bidimensional generat per la combinacio´ lineal
de les segu¨ents funcions:
gn(x) =

0 x ∈ (−1,−a),
− sin(αn(1− a))
2(1− cos(αna)) sin(αnx) +
cos(αn(1− a))
2(1 + cos(αna))
cos(αnx) x ∈ (−a, a),
cos(αn(1− x)) x ∈ (a, 1),
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hn(x) =

cos(αn(1 + x)) x ∈ (−1,−a),
sin(αn(1− a))
2(1− cos(αna)) sin(αnx) +
cos(αn(1− a))
2(1 + cos(αna))
cos(αnx) x ∈ (−a, a),
0 x ∈ (a, 1).
A me´s a me´s, per tot n ≥ 1, les autofuncions tenen massa zero, e´s a dir,∫ 0
−1
gndx =
∫ 1
0
gn(x) = 0 i
∫ 0
−1
hndx =
∫ 1
0
hn(x) = 0. (4.19)
Demostracio´:
A la proposicio´ anterior, 4.2.1, hem vist que tots els vaps so´n de la forma µ = −α2 ≤
on
α =
npi
a
,
npi
2− a.
Construirem els espais propis mitjanc¸ant una funcio´ a trossos definida en els intervals
(−1,−a), (−a, a) i (a, 1). Concretament, buscarem un funcio´ g tal que:
g(x) =

g1(x) = b1 sin(αx) + b2 cos(αx) x ∈ (−1,−a),
g2(x) = c1 sin(αx) + c2 cos(αx) x ∈ (−a, a),
g3(x) = d1 sin(αx) + d2 cos(αx) x ∈ (a, 1),
amb condicions de frontera:
g′1(−1) = g′3(1) = 0.
Com en la proposicio´ anterior, s’han de verificar les condicions d’enllac¸ de (4.15). E´s
a dir:
g3(a)− g2(a) = g2(0),
g2(−a)− g1(−a) = −g2(0),
g′3(a)− g′2(a) = −g′2(0),
g′2(−a)− g′1(−a) = g′2(0).
De les condicions de frontera de Neumann extraiem que
b1 cos(α) + b2 sin(α) = 0,
d1 cos(α)− d2 sin(α) = 0.
Plantejarem la demostracio´ separant-la per casos. Un esquema del proce´s, per facilitar
la comprensio´ de la demostracio´, esta` descrit a la remarca 4.2.3.
Considerarem primer el cas cos(α) = 0.
Aixo` implica que b2 = d2 = 0 i per tant b = b1 i d = d1. Aleshores per les
condicions d’enllac¸ obtenim:
d sin(αa)− c1 sin(αa)− c2 cos(αa) = c2,
− c1 sin(αa) + c2 cos(αa) + b sin(αa) = −c2,
d cos(αa)− c1 cos(αa) + c2 sin(αa) = −c1,
c1 cos(αa) + c2 sin(αa)− b cos(αa) = c1.
(4.20)
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Considarem el cas tal que sin(αa) 6= 0.
Aleshores, prenem la primera equacio´, a¨ıllem c1 i el substitu¨ım a la segona
obtenint −c1 sin(αa) − c2 cos(αa) = c2 i per tant si substitu¨ım aquest
resultat en la primera equacio´ i obtenim:
d sin(αa) = 0.
Que es satisfa` u´nicament si d = 0. Utilitzem un procediment ana`leg a
l’anterior amb les equacions tres i quatre i obtenim:
b sin(αa) = 0.
Que es satisfa` u´nicament si b = 0. Per tant el sistema es redueix a:
− c1 sin(αa)− c2 cos(αa) = c2,
− c1 sin(αa) + c2 cos(αa) = −c2,
− c1 cos(αa) + c2 sin(αa) = −c1,
c1 cos(αa) + c2 sin(αa) = c1.
L’u´nica solucio´ del qual e´s c1 = c2 = 0. Per tant, en aquest cas no existei-
xen solucions.
Per tant, considerem ara un cert α tal que sin(αa) = 0.
Aleshores, pel sistema (4.20) obtenim:
− c2 cos(αa) = c2,
c2 cos(αa) = −c2,
d cos(αa)− c1 cos(αa) = −c1,
c1 cos(αa)− b cos(αa) = c1.
Les dues primeres equacions ens deixen dues opcions, que cos(αa) = 1 o
be´ cos(αa) = −1.
• Si cos(αa) = 1 tenim que la solucio´ e´s:
b1 = 0, c1 lliure, d1 = 0,
b2 = 0, c2 = 0, d2 = 0.
Que es correspon amb l’afirmacio´ (1).
• Si cos(αa) = −1 tenim que la solucio´ e´s:
b1 = 2c1, c1 lliure, d1 = 2c1,
b2 = 0, c2 lliure, d2 = 0.
Que es correspon amb l’afirmacio´ (2).
Considerem ara el cas cos(α) 6= 0. Per les condicions de frontera de Neumann
tenim que:
b1 = −b2 sin(α)
cos(α)
, d1 = d2
sin(α)
cos(α)
. (4.21)
I per les condicions d’enllac¸ obtenim el segu¨ent sistema:
d2 cos(α(1− a))− c1 sin(αa)− c2 cos(αa) = c2,
d2 sin(α(1− a))− c1 cos(αa) + c2 sin(αa) = −c1,
− c1 sin(αa) + c2 cos(αa)− b2 cos(α(1− a)) = −c2,
c1 cos(αa) + c2 sin(αa) + b2 sin(α(1− a)) = c1.
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Suposem que sin(αa) = 0.
Aleshores el (4.2) es redueix a:
d2 cos(αa) cos(α)− c2 cos(αa) = c2,
d2 sin(α) cos(αa)− c1 cos(αa) = −c1,
c2 cos(αa)− b2 cos(α) cos(αa) = −c2,
c1 cos(αa) + b2 sin(α) cos(αa) = c1.
• Si cos(αa) = −1. Aleshores el sistema te´ una u´nica solucio´:
b1 = 0, c1 = 0, d1 = 0,
b2 = 0, c2 lliure, d2 = 0.
Que es correspon amb l’afirmacio´ (3).
• Si cos(αa) = 1. Separem el cas en dos:
◦ Cas sin(α) 6= 0. Aleshores el sistema te´ solucio´:
b1 = 0, c1 lliure, d1 = 0,
b2 = 0, c2 = 0, d2 = 0.
Que es correspon amb l’afirmacio´ (4).
◦ Cas sin(α) = 0. Aleshores el sistema te´ solucio´:
b1 = −b2 sin(α)
cos(α)
, c1 lliure, d1 = d2
sin(α)
cos(α)
,
b2 = 2c2, c2 lliure, d2 = 2c2.
Que es correspon amb l’afirmacio´ (5).
Suposem que sin(αa) 6= 0. Aı¨llem c1 de la segona equacio´ del sistema (4.2)
i substiutu¨ım el resultat a la segona equacio´, aleshores obtenim:
d2 cos(α(1− a)) = d2 cos(α).
I per altra banda si a¨ıllem c2 de la segona equacio´ del sistema i substitu¨ım
el resultat en la primera obtenim:
d2 sin(α) = −d2 sin(α(1− a)).
Que implica que o be´ d2 = 0 o be´ α =
2npi
2−a . Utilitzant un procediment
ana`leg amb la tercera i la quarta equacio´ obtenim que o be´ b2 = 0 o be´
α = 2npi2−a .
Podem comprovar que no existeix cap solucio´ no trivial pel cas d2 = b2 = 0.
Per α = 2npi2−a , combinant la primera i la tercera equacio´ de (4.2) obtenim,
d2 cos(α(1− a)) + b2 cos(α(1− a)) = 2c2(1 + cos(αa)),
que implica,
c2 =
1
2
cos(α(1− a)) d2 + b2
1 + cos(αa)
.
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De la mateixa manera, de la segona i la quarta equacio´ de (4.2) extraiem
que,
c1 =
1
2
sin(α(1− a)) b2 − d2
1 + cos(αa)
.
Per tant amb aquests u´ltims resultats tenim c1 i c2 en funcio´ de b2 i d2
i per (4.21) tenim b1 i b2 en funcio´ tambe´ de b2 i d2, que seran variables
lliures. Aquest resultat es correspon amb l’afirmacio´ (6).
Provant tots els casos posibles hem demostrat doncs els resultats. 
4.2.3 Remarca Podem resumir doncs l’estructura de la proposicio´ i la demostracio´
amb el segu¨ent esquema:
cos(α) = 0

sin(αa) 6= 0 no hi ha solucions,
sin(αa) = 0
{
cos(αa) = 1 Afirmacio´ (1),
cos(αa) = −1 Afirmacio´ (2),
cos(α) 6= 0

sin(αa) = 0

cos(αa) = −1 Afirmacio´ (3),
cos(αa) = 1
{
sin(α) 6= 0 Afirmacio´ (4),
sin(α) = 0 Afirmacio´ (5),
sin(αa) 6= 0 Afirmacio´ (6).
4.2.4 Remarca Aleshores, l’spectral gap (l’autovalor no nul me´s gran) d’aquest ope-
rador e´s:
γ := −min
{(
2pi
2A− a
)2
,
(
2pi
2B − a
)2
,
(pi
a
)2}
. (4.22)
4.2.5 Proposicio´ Sigui A = −L l’operador sobre [−A,B] tal que
Lg := gxx − gx(0, ·)[δx=−a − δx=a] + g(0, ·)[δ′x=−a − δ′x=a] (4.23)
Aleshores A e´s un operador sectorial sobre X.
Demostracio´:
Primer, separarem l’operador L en L = ∆ +B on
B(g) = −gx(0, ·)[δx=−a − δx=a] + g(0, ·)[δ′x=−a − δ′x=a].
Aleshores, per provar que −L = −∆−B e´s sectorial, pel resultat 3.2.3 del cap´ıtol de
resultats teorics, nome´s hem de veure que B∆−α e´s fitat a X per un cert α tal que
0 ≤ α < 1.
No demostrarem aqu´ı que aquest operador e´s fitat, pero` es pot veure mitjanc¸ant uns
quants ca`lculs i utilitzant els espais on estan definits els operadors, que introdu¨ırem
en el segu¨ent apartat. 
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4.3 Condicions de regularitat de les solucions
En aquesta seccio´ definirem en detall l’espai de funcions on estan definides les funcions
solucio´ del problema (4.1)-(4.3).
Recordem que hav´ıem redu¨ıt el nostre problema a l’ana`lisi del sistema (4.6), definit
per l’equacio´
gt = Lg +N(g),
Per tant, per fixar les condicions de regularitat sobre les funcions solucions, necessi-
tarem definir els espais on actuen aquests operadors. E´s a dir, L : X → X tal que el
seu domini sigui D(L) = Z i N : Y → X per certs espais tal que Z ⊂ Y ⊂ X.
Concretament com que utilitzarem operadors fraccionals 1, necessitarem que Y = Xα
per 0 < α < 1.
Com que estem treballant amb equacions en derivades parcials ens interessara` treba-
llar en espais de Sobolev2 sobre l’interval [−A,B]. Intu¨ıtivament ens agradaria fixar
els segu¨ents espais:
X = Hr−2α(−A,B), Y = Hr(−A,B), Z = Hr−2α+2(−A,B),
per cert 0 < r < 1/2. Aquests nombres ve´nen donats pel fet que l’operador L ha de
ser fitat com esta` descrit en 4.3.1.
En aquests espais, Z ⊂ Y ⊂ X es complira` ja que
r − 2α < r < r − 2α+ 2.
En aquest cas, l’espai X esta` escollit de tal manera que L : X → X esta` ben definit.
Aquest espai sobretot te´ en compte que l’operador L conte´ derivades de la funcio´ δ.3
De fet, per cada 0 < r < 1/2 podem trobar un 0 < α < 1 tal que r− 2α < −3/2 i per
tant δ i δ′ estan ben definides en X.
Pero`, aquests espais no acaben de funcionar, ja que per tal d’aconseguir que el terme
no lineal sigui Lipschitz, e´s a dir que existeixi C tal que,
‖N(g)−N(g)‖X ≤ C‖g − g‖Y ,
com veurem a la proposicio´ 4.4.1 de l’apartat segu¨ent, necessitem condicions de regu-
laritat me´s fines a l’entorn de la frontera lliure p(t).
Consequ¨entment, exigirem que (localment) la funcio´ sigui Hs amb 3 < s < 7/2. Re-
cordem, que fins i tot en el cas sime`tric del cap´ıtol 2, una regularitat me´s curosa era
tambe´ necessa`ria al voltant de la frontera lliure.
Aleshores, per tractar aquest problema, introdu¨ırem una funcio´ cuttoff 4 a l’entorn
del punt p0 = 0. Per la resta del document fixarem un nombre real petit ν > 0 tal
que 4ν << a.
1Definits a l’apartat 3.1.
2Aquests espais esta`n definits amb detall a l’apartat 3.5
3Els espais on la funcio´ δ esta` ben definida esta`n detallats a l’annex C.
4Les funcions cutoff so´n un tipus de funcions continuament diferenciables que, donada una funcio´
irregular, al convolucionar amb ella “allisen” la singularitat, donant una nova funcio´, sense singula-
ritat, pero` que aproxima l’original.
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Assumim que pI ∈ (−ν, ν). Sigui φ ∈ C∞0 (−A,B) una funcio´ cut-off tal que φ ≡ 0 en
[−A,−2ν] ∪ [2ν,B] i φ ≡ 1 en [−ν, ν]. Fixem 0 < r < 1/2 i 3 < s < 7/2 i considerem
l’espai:
X :=
{
f ∈ Hr−2α(−A,B) | φf ∈ Hs−2α(−A,B)} ,
amb la norma,
‖f‖X = ‖f‖Hr−2α(−A,B) + ‖φf‖Hs−2α(−A,B).
Per altra banda, tenim que,
Z :=
{
f ∈ Hr−2α+2(−A,B) | φf ∈ Hs−2α+2(−A,B)} ,
amb la norma,
‖f‖Z = ‖f‖Hr−2α+2(−A,B) + ‖φf‖Hs−2α+2(−A,B),
on φ e´s una altre funcio´ cutoff amb suport a l’interval (−3ν, 3ν) tal que φ ≡ 1 en
Supp(φ).
4.3.1 Proposicio´ Per qualsevol 3 < s < 7/2 existeixen 0 < r < 1/2 i 0 < α < 1
satisfent totes les condicions anteriors tal que L : Z → X e´s un operador fitat en Z i
e´s dens a X.
Demostracio´: La demostracio´ d’aquest resultat es troba explicada en [6].
4.4 Termes no-lineals
En aquesta seccio´ analitzarem la forma i el comportament de l’operador que engloba
els termes no-lineals, N(g), que hem assenyalat a (4.6).
Considerem (f0(x), p0) una solucio´ estaciona`ria de (4.1)-(4.3) i considerem que aques-
ta solucio´ e´s una perturbacio´ de l’equilibri:
f(x, t) = f0(x) + g(x, t) i p(t) = p0 + q(t). (4.24)
Per simplificar ca`lculs podem eliminar la component ε de la funcio´ solucio´, expressada
en forma de perturbacio´ de l’equilibri, sense pe`rdua de generalitat.
Anem a construir doncs l’operador N :
Suposem que q(t) ∈ (a, a). Aleshores per (4.3) i per la forma d’una funcio´
estaciona`ria, (4.9), podem escriure:
0 = f(p(t), t) = f0(p0 + q(t)) + g(p(t), t) = −λ0q(t) + g(p0, t) +R1(t),
on
R1(t) := g(p(t), t)− g(p0, t). (4.25)
Per simplicitat en la notacio´, prescindim de notar la depende`ncia en t. Aleshores,
tenim que:
q =
g(p0) +R1
λ0
. (4.26)
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Per altra banda, de la mateixa manera tambe´ podem desenvolupar la seguent
equacio´:
fx(p(t), t) = f
0
x(p(t)) + gx(p(t), t) = f
0
x(p
0) + gx(p
0, t) +R2(t), (4.27)
on
R2(t) := gx(p(t), t)− gx(p0, t). (4.28)
Perque`, recordem que p(t) = p0 + q(t) ∈ (p0 − a, p0 + a).
I per u´ltim tambe´ podem escriure:
δp(t)−a = δp0−a + q(t)δ′p0−a +R
−
3 ,
δp(t)+a = δp0+a + q(t)δ
′
p0+a +R
+
3 .
(4.29)
Juntant aquests resultats en l’equacio´ principal de (4.1) i mitjanc¸ant tambe´ la definicio´
de L tenim que:
0 =ft − fxx + fx(p(t), t)[δp(t)−a − δp(t)+a] =
=
(
f0t + gt
)− (f0xx + gxx)+ (f0x(p0) + gx(p0, t) +R2(t)) [δp(t)−a − δp(t)+a] =
=(f0t − f0xx) + gt −
(
gxx − gx(p0, t)[δp(t)−a − δp(t)+a] + g(p0, t)[δ′p(t)−a − δ′p(t)+a]
)
+
+ g(p0, t)[δ′p(t)−a − δ′p(t)+a] +
(
f0x(p
0) +R2
)
[δp(t)−a − δp(t)+a] =
=(f0t − f0xx) + (gt − Lg) + g(p0, t)[δ′p(t)−a − δ′p(t)+a] +R2[δp(t)−a − δp(t)+a]+
+ f0x(p
0)
[
(δp0−a − δp0+a) + q(t)(δ′p0−a − δ′p0+a) + (R−3 −R+3 )
]
=
=
(
f0t − f0xx + f0x(p0)[δp0−a − δp0+a]
)
+ (gt − Lg) + g(p0, t)[δ′p(t)−a − δ′p(t)+a]+
+R2[δp(t)−a − δp(t)+a]− (g(p0, t) +R1)[δ′p0−a − δ′p0+a]− λ0[R−3 −R+3 ] =
=
(
f0t − f0xx + f0x(p0)[δp0−a − δp0+a]
)
+ (gt − Lg)− λ0[R−3 −R+3 ]−R1[δ′p0−a − δ′p0+a]
+ g(p0, t)[δ′p(t)−a − δ′p(t)+a − δ′p0−a + δ′p0+a] +R2[δp(t)−a − δp(t)+a].
Que podem reescriure com:(
f0t − f0xx + f0x(p0)[δp0−a − δp0+a]
)
+ (gt − Lg)−N(g) = 0.
On
N(g) = N1(g) +N2(g) +N3(g) +N4(g), (4.30)
tal que
N1(g) = λ0[R
−
3 −R+3 ],
N2(g) = R1[δ
′
p0−a − δ′p0+a],
N3(g) = −g(p0, t)
[
(δ′p(t)−a − δ′p0−a)− (δ′p(t)+a − δ′p0+a)
]
,
N4(g) = −R2[δp(t)−a − δp(t)+a].
(4.31)
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Un cop que ja tenim la forma expl´ıcita de N pasem a fixar uns quants resultats que
necessitarem me´s endavant sobre aquest operador.
Considerem els segu¨ents espais de funcions:
V :=
{
f : [−A,B]→ R
∣∣∣∣∣ nome´s tenen una arrel p ∈ (p0 − ν, p0 + ν)positives en [−A, p) i negatives en (p,B]
}
, (4.32)
Uρ = {g ∈ Y | ‖g‖Y < ρ, f0 + g ∈ V}. (4.33)
Per un cert ρ.
4.4.1 Proposicio´ Fixem ρ ≤ cλ0 per una certa constant 0 < c < 1 . Aleshores, l’ope-
rador N : Y → X definit a (4.30)-(4.31) e´s Lipschitz en l’entorn Uρ. Concretament,
‖N(g)−N(g)‖X ≤ C‖g − g‖Y ,
per tota g, g ∈ Uρ. La constant C dependra` de ρ i de λ0.
Demostracio´: Siguin g, g ∈ Uρ, amb arrels a p, (p) ∈ (p0−ν, p0+ν). Sigui p = p0+q
i p = p0+q. Utilitzant (4.26) podem estimar la difere`ncia |q−q| de la segu¨ent manera
|q − q| ≤ 1
λ0
|g(p)− g(p)| ≤ 1
λ0
{|g(p)− g(p)|+ |g(p− g(p)|} ≤
≤ 1
λ0
[
|q − q| · sup
ξ∈(−ν,ν)
{|gx(p0 + ξ)|}+ sup
ξ∈(p0−ν,p0+ν)
{|g(p0 + ξ)− g(p0 + ξ)|}
]
.
Com que
ρ
λ0
≤ c < 1,
tenim que
|q − q| ≤ 1
(1− c)λ0 ‖g − g‖C0(p0−ν,p0+ν).
Ara calculem ‖N(g) − N(g‖X . La definicio´ d’espais de Sovolev d’ordre fraccional
negatiu −θ, tal que θ > 0 e´s
‖µ‖H−θ = sup
‖φ‖
Hθ
=1
〈φ, µ〉.
En el nostre cas, prendrem θ = −r+2α > 0. Notem que per un exponent 3/2 < θ < 2
tenim que Hθ(−A,B) ⊂ C1,β(−A,B).
Com R±3 = δp±a− δp0±a− qδ′p0−a, podem estimar fa`cilment ‖N1(g)−N1(g)‖X
de la segu¨ent manera:∥∥∥R±3 −R±3 ∥∥∥
X
≤ ‖δp±a − δp±a‖H−θ(−A,B) + |q − q| · ‖δ′p0±a‖H−θ(−A,B).
Podem fitar el primer terme mitjanc¸ant
‖δp±a − δp±a‖H−θ(−A,B) ≤ sup
‖φ‖
Hθ
=1
{|φ(p± a)− φ(p± a)|} ≤ |p− p| = |q − q|.
tenint en compte que Hθ−1 ⊂ L∞ per 3/2 < θ < 2.
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Per l’estimacio´ de N2(g)−N2(g) tenim que,∥∥(R1 −R1) δ′p0−a∥∥X ≤ ∥∥R1 −R1∥∥ · ∥∥δ′p0−a∥∥H−θ ,
on
‖R1 −R1‖ ≤ |g(p)− g(p)|+ |g(p)− g(p)|+ |g(p0)− g(p0)| ≤
≤ 2‖g − g‖C0(p0−ν,p0+ν) + ‖g‖C1(p0−ν,p0+ν)|q − q|.
Per altra banda per N3 tenim que,
‖gx(p0)[δp−a − δp0−a]− gx(p0)[δp−a − δp0−a]X
≤|g(p0)− g(p0)|‖δp−a − δp0−a‖H−θ + |gx(p0)|‖δp−a − δp−a‖H−θ
≤‖g − g‖C0(p0−ν,p0+ν) + ‖g‖C1(p0−ν,p0+ν)‖δp−a − δp−a‖H−θ .
I per l’u´ltim terme N4,∥∥R2δp−a −R2δp−a∥∥X ≤ ‖R2(δp−a − δp−a)‖X + ∥∥(R2 −R2) δp−a∥∥X ≤
≤ |R2|‖δp−a − δp−a‖H−θ + |R2 −R2|‖δp−a‖H−θ .
Com que
|R2| = |gx(p)− gx(p0)| ≤ ‖g‖C2(p0−ν,p0+ν)|q|,
tenim que
|R2 −R2| ≤ |gx(p)− gx(p)|+ |gx(p)− gx(p)|+ |gx(p0)− gx(p0)|
≤ ‖g‖C2(p0−ν,p0+ν)|q − q|+ 2‖g − g‖C1(p0−ν,p0+ν)
≤
(
ρ
λ0(1− c) + 2
)
‖g − g‖Y .
I per tant,
‖N(g)−N(g)‖X ≤ C‖g − g‖Y ,
per tot g, g ∈ Uρ tal que C = max
{
1, ρλ0(1−c)
}
. 
Amb aquest resultat veiem que la part no lineal de l’equacio´ tendeix a zero quan ens
acostem a una solucio´ estaciona`ria. Aquest resultat ens interessara` perque`, a l’hora
d’analitzar el comportament asimpto`tic, podrem evitar analitzar aquests factors no
lineals i centrarnos en l’ana`lisis de la part lineal que te´ un comportament de me´s fa`cil
ana`lisi.
A la segu¨ent proposicio´ exiguirem un converge`ncia major al terme no-lineal, N .
4.4.2 Proposicio´ Tenim que
‖N(g)‖X = o(‖g‖Y ), quan ‖g‖Y → 0.
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Demostracio´: Per la proposicio´ 4.4.1 anterior tenim que ‖N(g)‖X = O(‖g‖Y ) quan
‖g‖Y . Per les millores que necessitem, prendrem una perturbacio´ de la forma f =
f0 + εg per cert ε > 0 petit.
Sigui p l’arrel de f , propera a p0. Per (4.26) podem reescriure p = p0 + εq com
q = g(p)λ0 .
Assumirem que ‖g‖Y = 1 per simplicitat de ca`lculs. Primer, notem que pel teorema
de Taylor podem escriure:
R±3 = εq[δ
′
x3±a − δ′p0±a],
per un cert |x3 − p0| < εν. Aleshores, podem calcular
‖δ′x3−a − δ′p0−a‖H−θ = sup‖φ‖
Hθ
=1
|φ′(x3 − a)− φ′(p0 − a)|,
on θ = −r + 2α. Aleshores, degut a la nostra tria de θ, Hθ(−A,B) ⊂ C1,β(−A,B) i
pel resultat anterior podem deduir que
‖δ′x3−a − δ′p0−a‖H−θ ≤ cεβ .
Consequ¨entment
‖N1(εg)‖X ≤ Cε1+β .
Altrament, com que R1 = ε[g(p)− g(p0)] aleshores tenim que |R1| ≤ ε2‖g‖C1q i aixo`
ens do´na una fita per N2. Podem manejar la resta de termes de manera similar, i
concluir que
‖N(g)‖X ≤ C2ε1+β ,
per cert C2 depenent de
1
(1−c)λ0 , pero` independent de ‖g‖Y . Per tant, hem provat la
proposicio´. 
4.4.3 Remarca Aquest resultat e´s el que ens ha portat a restringir el domini del funcio´
N : Y → X. En concret, per provar aquest resultat, hem necessitat regularitat de
tipus C2,β a l’entorn de l’origen per tal d’obtenir l’estimacio´ Lipschitz de la proposicio´
4.4.1.
Aleshores, degut a tots els resultats recopilats en l’apartat 4.2 i en aquest sobre els
operadors L i N podem afirmar el segu¨ent resultat:
4.4.4 Proposicio´ Fixat qualsevol equilibri admisible, f0 i p0. Aleshores el sistema
(4.1)-(4.1) e´s equivalent a 
gt = Lg +N(g),
g(x, 0) = gI(x),
gx(−A, 0) = gx(B, 0) = 0,
(4.34)
per un cert g(x, t) que satisfa`
f0 + g(·, t) ∈ V
On L i N so´n els operadors donats a (4.23) i (4.30)-(4.31) respectivament, V e´s l’espai
descrit a (4.32) i gI = fI − f0. E´s a dir, l’equivale`ncia e´s simplement f = f0 + g.
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4.5 Existe`ncia i unicitat
En aquesta seccio´ estudiarem l’existe`ncia i la unicitat locals del problema (4.1)-(4.3)
sobre l’interval [−A,B] i per fer-ho utilitzarem els resultats de l’apartat 3.3.
Com hem vist a la proposicio´ anterior aquest problema es redueix a resoldre el sistema
(4.34) sobre [−A,B].
Anem doncs a adapatar el teorema (3.3.2), que verifica` l’existe`ncia i unicitat locals
de solucions en un sistema, al nostre problema.
4.5.1 Teorema Sigui U un subconjunt obert de Y = Xα. Siguin els operadors L i
N com hem descrit en els apartats anteriors, amb N : U → X Aleshores, existeix
T = T (gI) > 0 tal que per qualsevol gI el problema (4.6). E´s a dir,{
gt − Lg = N(g),
g(x, 0) = gI(x),
amb g complint condicions de contorn de Neumann zero, te´ una u´nica solucio´ en
(0, T ).
Demostracio´: Aquest teorema e´s l’aplicacio´ del teorema (3.3.2) al nostre problema.
Per confirmar-ho, hem de notar les segu¨ents equivale`ncies entre els dos resultats.
Teorema 3.3.2 z(t) A R(t, z) zI
Teorema 4.5.1 g(·, t) −L N(g) gI(·)
I nome´s ens quedara` comprovar que les hipo`tesis dels enunciats es compleixen.
−L e´s un operador sectorial, com hem vist a la proposicio´ 4.2.5.
N e´s localment Lipschitz, com hem vist a la proposicio´ 4.4.1.

4.6 Comportament asimpto`tic
En aquesta seccio´ estudiarem el comportament asimpto`tic del nostre problema per
tal d’intentar esbrinar si les solucions del sistema tendiran a assolir un preu estable
al llarg del temps o si es mantindran oscilant sense assolir l’estabilitat.
Concretament estudiarem el problema (4.1)-(4.3), descrit al principi del cap´ıtol en
un interval fitat [−A,B] on A,B > 0, per a < min{A/2, B/2}. Per tant, el que
voldrem veure sera` si la solucio´ del sistema f tendira` a una solucio´ estacionaria f0
quan t→∞.
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E´s a dir, l’equacio´ principal a resoldre sera`,{
ft −∆(f) = Λ(f),
f(x, 0) = fI ,
(4.35)
on
Λ(t) = −fx(p(t), t)[δx=p(t)−a − δx=p(t)+a].
tal que el sistema compleixi tambe´ condicions de frontera de Neumann zero.
Recordem, pero`, que per la proposicio´ 4.4.4, la resolucio´ d’aquest problema e´s equi-
valent a la resolucio´ del sistema segu¨ent
gt = Lg +N(g),
g(x, 0) = gI ,
gx(−A, 0) = gx(B, 0) = 0,
on
f(x, t) = f0(x) + g(x, t) i p(t) = p0 + εq(t),
sent f solucio´ del sistema (4.1)-(4.3).
L’estudi de l’estabilitat de solucions d’aquest problema es basara` en adapatar el teo-
rema 3.4.2 del cap´ıtol “Resultats teo`rics” al nostre sistema.
L’u´nic problema amb aquest resultat e´s que el nostre sistema compleix totes les
hipo`tesis del teorema excepte que N e´s localment Lipschitz enlloc de Λ tal com de-
mana el teorema 3.4.2.
Passem a comprovar que el nostre sistema compleix totes les hipotesis excepte l’abans
esmentada. Primer establim les segu¨ents equivale`ncies:
Teorema 3.4.2 z(t) A R(z) B N g(t) zI z0 β
Sistema (4.6) f(·, t) −∆ Λ(z) L−∆ N g(·, t) fI f0 −γ
Comprovem que es compleixen quasi totes les hipo`tesis.
−∆ e´s un operador sectorial com hem vist a 3.2.2.
f0 e´s un punt d’equilibri del sistema com hem vist a l’apartat 4.1.
∆(f0 + g) = ∆(f0) +Bg +N(g), com veurem al lema 4.6.1.
B = L −∆ e´s un operador lineal ja que ∆ e´s lineal i L tambe´ ho e´s com hem
vist a 4.3.1.
‖N(g)‖X = o(‖g‖Xα) quan ‖g‖Xα → 0 com hem vist a la proposicio´ 4.4.2.
N e´s localment Lipschitz, com hem vist a la proposicio´ 4.4.1.
El autovalor me´s petit de A−B = −L e´s −γ tal com hem vist a (4.22).
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Existeix una variacio´ d’aquest teorema en el qual e´s suficient amb que N sigui local-
ment Lipschitz. Aquest resultat e´s troba en el teorema 6.6 de l’article de M. d. M.
Gonza´lez i M. P. Gualdani en [2].
4.6.1 Lema Seguint totes les notacions anteriors tenim que,
Λ(f0 + g) = ∆(f0) +Bg +N(g).
Demostracio´: Tenim que,
Λ(f0 + g) = (f0 + g)t − (f0 + g)xx = [(f0)t − (f0)xx] + [gt − gxx] =
= Λ(f0) + [Lg +N(g)−∆(g)] = Λ(f0) + (L−∆)g +N(g).
I com que B = L−∆ ja tenim el que vol´ıem demostrar. 
4.7 Conclusio´
Retorant al model inicial descrit al principi del cap´ıtol, e´s a dir els sistemes (4.1)-
(4.4), podem doncs resumir els resultats obtinguts en aquest cap´ıtol amb el segu¨ent
teorema,
4.7.1 Teorema Fixem 0 < γ < γ, per qualsevol equilibri admisible f0 definit en el
cap´ıtol 4.1, aleshores existeix ρ > 0, C > 0 tal que si tenim la condicio´ inicial fI ∈ Y
satisfent
‖fI − f0‖Y ≤ ρ,
aleshores existeix una u´nica solucio´ f(x, t) de (4.1)-(4.4) per tot temps t > 0 amb
f(x, 0) = fI(x) que satisfa`
f ∈ C1([0,+∞), Y ),
i
‖f(·, t)− f0‖Y ≤ Ce−γt‖fI − f0‖Y ,
per tot t > 0, on γ e´s l’spectral gap descrit a la remarca (4.22).

5Cas ampliat
En els dos models que hem vist fins ara d’aquest problema, en el cas sime`tric del
cap´ıtol 2 i en el cas general del 4, les solucions tendien a estabilitzar-se en un punt
d’equilibri quan t→ +∞, e´s a dir, els mercats sempre s’estabilitzaran.
Podr´ıem argumentar que aquesta situacio´ no representa el comportament real dels
mercats. L’objectiu d’aquest apartat sera` presentar modificacions en el model inicial
(1.1)-(1.4), de tal manera que sense canviar les solucions estaciona`ries obtinguem so-
lucions inestables, al menys en certs casos.
Seguint la idea del problema plantejat per P. Guidotti i S. Merino [13] de desestabi-
litzacio´ de l’equilibri en l’equacio´ de difusio´ en l’article [8] de M. d. M. Gonza´lez, M.
P. Gualdani i J. Sola`-Morales. e´s proposa el segu¨ent nou model:

∂fB
∂t
− σ
2
2
∂2fB
∂x2
= (Λ(t)−Rp′(t))δp(t)−a si x < p(t) , t > 0,
∂fV
∂t
− σ
2
2
∂2fV
∂x2
= (Λ(t) +Rp′(t))δp(t)+a si x > p(t) , t > 0,
Λ(t) = −σ
2
2
∂fB
∂x
(p(t), t) =
σ2
2
∂fV
∂x
(p(t), t),
tal que, 
fB(p(t), t) = fV (p(t), t) = 0,
fB(x, t) > 0 x < p(t),
fV (x, t) > 0 x > p(t),
suposant tambe´ que fB(x, t) i fV (x, t) romanen fitades quan |x| → ∞.
En aquesta equacio´ R e´s un para`metre tal que quan R = 0 obtenim el model inicial.
El significat d’aquest para`metre e´s que quan R > 0 si els preus creixen (p′(t) > 0)
aleshores alguns compradors abandonaran el mercat i al mateix temps persones alienes
al mercat entraran com a venedors. Aquest concepte esta` darrera la idea que quan
els preus so´n alts e´s el moment de vendre i no de comprar. Per altra banda, pasara`
el contrari si p′(t) < 0.
En el cas R < 0 es do´na justament el cas contrari. Si p′(t) > 0 (els preus creixen)
implica que estan entrant nous individus al mercat com a compradors, potser per la
creenc¸a que els preus seguiran creixent durant un cert temps, i per tant e´s un bon
moment per comprar. I en la mateixa situacio´ (R < 0 i p′(t) > 0) alguns venedors
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deixaran el mercat, potser amb la idea de que els preus continuaran pujant i podran
entrar me´s tard al mercat com a venedors amb un preu me´s alt. I, contra`riament si
p′(t) < 0 i R < 0.
En resum, R > 0 representa un comportament del mercat me´s conservador mentre
que un comportament me´s agressiu per part dels inversors es representa per R < 0.
Sense ser precisos amb els resultats podem intuir que el comportament del model
tendira` a obtenir solucions oscilato`ries quan R > 0 i R < 0 ens portara` a solucions
en forma d’ones amb propagacio´.
De la mateixa manera que hem fet amb els altres models podem sintetitzar aquest
problema en una sola equacio´ definint f := fB − fV i obtenint:
ft − σ
2
2
fxx = −σ
2
2
fx(p(t), t)(δp(t)−a − δp(t)+a)−Rp′(t)(δp(t)−a − δp(t)+a).
Fent ca`lculs ana`legs als fets en el capi´ıtol 1, obtenim que la derivada de la frontera
lliure te´ la forma segu¨ent:
p′(t) = −σ
2
2
fxx(p(t), t)
fx(p(t), t)
,
que e´s la mateixa expressio´ de frontera lliure que en el cas normal del capitol 4.
AEquacio´ de difusio´
En aquest apartat tractarem de manera general l’equacio´ de difusio´ o equacio´ de la
calor (en una dimensio´) per tal d’introduir amb me´s facilitat el nostre problema.
L’equacio´ de difussio´ uni-dimensional e´s l’equacio´ en derivades parcials lineal de segon
ordre segu¨ent:
∂u
∂t
−D∂
2u
∂x2
= f,
on u = u(x, t), x e´s una variable real, la variable t correspon al temps i D e´s una cons-
tant postiva. Quan f ≡ 0 direm que estem davant d’una equacio´ de difusio´ homoge`nia.
Un dels exemples me´s comuns donats d’aquesta equacio´ e´s el de la conduccio´ de la
calor en un cos so`lid. La conduccio´ de la calor prove´ de la col·lisio´ de part´ıcules, que
transfereixen escalfor mitjanc¸ant energia cine`tica, sense moviment macrosco`pic. Si el
medi e´s homogeni i isotro`pic respecte la propagacio´ de la calor, aleshores l’evolucio´
de la temperatura es descriu mitjanc¸ant l’equacio´ anterior; f representa la intensitat
d’una font de calor exterior.
La base d’aquesta equacio´ e´s el moviment Brownia`. El nom d’aquest moviment prove´
d’un bota`nic, Brown, que al segle XIX va analitzar el comportament aparentment
cao`tic de certes part´ıcules a la superficie de l’aigua, degut al xoc de part´ıcules a nivell
ato`mic.
Avui en dia aquest moviment irregular es modela com un proce´s estoca`stic. L’opera-
dor 12∆ esta` estrictament relacionat amb aquest proce´s i de fet, captura i sintetitza
les caracter´ıstiques d’aquest proce´s.
Aquest moviment e´s el l´ımit d’un moviment me´s simple conegut com “passeig aleatori”
i tambe´ s’utilitza en matema`ticas financeres per modelar el comportament aparent-
ment cao`tic dels mercats o be´ per modelar certs processos qu´ımics.
Si prenem la versio´ homoge`nia de l’equacio´ de difussio´ en R tenim que
∂u
∂t
= D
∂2u
∂x2
.
Aleshores la solucio´ fonamental de l’equacio´ de la calor e´s una solucio´ d’aquesta
equacio´ que compleix,
Γ(x, t) =
1√
4piκt
e−
x2
4Dt .
Aquesta solucio´ compleix:
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Γ(x, t) −→
t→0
0, per x 6= 0 fixat.
Γ(x, t) −→
t→0
∞, per x = 0.∫∞
−∞ Γ(x, t)dx = 1, t > 0.
Aquesta u´tlima propietat suggereix la possibilitat d’identificar Γ com una densitat de
probabilitat , que en termes f´ısics significa que l’energia total e´s constant igual a 1
per tot temps t > 0. Juntament amb les altres dues condicions ens mostra que podem
interpretar Γ(x, 0) com una delta de Dirac1.
Aleshores, per resoldre el problema amb condicions inicials, e´s a dir, per resoldre,{
ut −Duxx = 0 (x, t) ∈ R× (0,+∞),
u(x, 0) = uI(x) x ∈ R,
amb g ∈ L2(R), finalment nome´s haurem de resoldre,
u(x, t) = g(x) ∗ Γ(x, t)
on “∗” representa el producte de convolucio´.
1Veure anex C.
BProblemes de frontera lliure
Un problema de frontera lliure e´s una equacio´ en derivades parcials amb dues incog-
nites, que ha de ser resolt per dos incognites, una funcio´ desconeguda u i un domini
tambe´ desconegut Ω.
El segment Γ de la frontera de Ω que no es coneix s’anomena frontera lliure.
L’ exemple cla`ssic d’aquest tipus de problemes e´s el fenomen del desgelament, tambe´
conegut com a problema de Stefan.
Donat un bloc de gel, per determinar la temperatura es pot resoldre l’equacio´ de la
calor donades unes condicions inicials i de contorn adequades. Pero`, si en alguna
regio´ la temperatura e´s me´s gran que el punt de fusio´ del gel aleshores, aquest domini
estara` ocupat amb aigua i no amb gel, dos estats diferents del mateix element que
no es comportaran de la mateixa manera. En aquest cas la localitzacio´ de la frontera
entre gel i aigua vindra` donada per la solucio´ de l’equacio´ en derivades parcials.
El problema de Stefan cla`ssic unidimensional i unifa`sic ve descrit per les segu¨ents
equacions, 
∂u
∂t
=
∂2u
∂x2
x ∈ (0, p(t)) , t > 0,
u(0, t) = 1 , u(p(t), t) = 0 t > 0,
∂u
∂x
(p(t), t) = −αp′(t) t > 0,
p(0) = 0
on u(x, t) e´s la temperatura del flu¨ıd en estat so`lid en la situcio´ x i en el lloc t i p(t)
la posicio´ del canvi de fase en temps t.
La primera equacio´ e´s simplement l’equacio´ de la calor aplicada al nostre problema.
La segona equacio´ ens indica que estem aplicant una temperatura constant de valor
1 a l’extrem del nostre domini i que el punt p(t) e´s el punt on es fon el gel.
La tercera equacio´, que anomenem condicio´ de Stefan, e´s la que ens indica el com-
portament de la frontera lliure.
En aquest problema hem considerat condicions de frontera de Dirichlet, pero` tambe´
podr´ıem considerar condicions de frontera de Neumann.

CDelta de Dirac
En aquesta seccio´ introdu¨ırem el concepte de delta de Dirac, una distribucio´ que ens
interesara` bastant analitzar ja que forma part de l’equacio´ que estem analitzant.
La distribucio´ de Dirac a l’origen, notada com δ0 o simplement δ, no e´s una funcio´ en
el sentit usual de l’ana`lisi, pero` si ho fos, la podr´ıem escriure com:{
δ(x) = 0 si x 6= 0
δ(0) =∞ altrament,
de tal manera que compl´ıs la segu¨ent propietat,∫
R
δ(x)dx = 1.
Aquesta definicio´ e´s claramanet incompatible amb qualsevol concepte cla`ssic de funcio´
o d’integral.
Una definicio´ rigurosa de la delta de Dirac requerira` que es parli de distribucions o
funcions generalitzades de Schwartz. La idea clau d’aquesta teoria e´s expressar un
objecte matema`tic mitjanc¸ant la seva interaccio´ amb una funcio´ suau ϕ. En el cas de
la delta de Dirac la expressar´ıem aix´ı,∫
δ(x)ϕ(x)dx = ϕ(0).
O, fins i tot, aix´ı 〈δ, ϕ〉 = ϕ(0).
El que es veu clarament e´s que aquesta funcio´ no podria estar definida en els espais
habituals de les funcions cont´ınues o altres de similars. Determinem aleshores en quins
espais de Sobolev sobre l’interval [−pi, pi] podr´ıem definir aquesta funcio´ i tambe´ la
seva derivada.
Primer, calculem els coeficients del desenvolupament de la delta per se`ries de Fourier.
cn =
1
2pi
∫ pi
−pi
δ(x)e−inxdx =
1
2pi
e−in·0 =
1
2pi
.
Calculem ara la seva norma en un espai de Sobolev d’ordre encara no definit, Hr[−A,B].
‖δ‖Hr = 2pi ·
+∞∑
n=−∞
(
1 + n2
)r · |cn|2 = 1
2pi
·
+∞∑
n=−∞
(
1 + n2
)r
.
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Aleshores, perque` la se`rie sigui convergent necessitarem que 2r < −1 i per tant que
r < −1/2.
Passem ara a fer els ca`lculs sobre la derivada. Primer, calculem els coeficients del seu
desenvolupament per se`ries de Fourier,
cn =
1
2pi
∫ pi
−pi
δ′(x)e−inxdx =
=
1
2pi
[δ(pi)e−inx − δ′(−pi)e−inx] + in
2pi
∫ pi
−pi
δ(x)e−inxdx =
= 0 +
in
2pi
e−in·0 = i · n
2pi
.
I calculem ara la seva norma en un espai de Sobolev d’ordre encara no definit,
‖δ′‖Hr = 2pi ·
+∞∑
n=−∞
(
1 + n2
)r · |cn|2 = − 1
2pi
·
+∞∑
n=−∞
n2 · (1 + n2)r .
Aleshores, perque` la se`rie sigui convergent necessitarem que 2r + 2 < −1 i per tant
que r < −3/2.
Per tant, una de les condicions que necessitarem per treballar amb funcions δ i δ′ a
l’ interval [−pi, pi] sera` trobar-nos en un espai de Sobolev Hr[−pi, pi] amb r < − 32 . I,
per extensio´, podr´ıem aplicar aquest resultat a qualsevol interval tancat de R de la
forma [−A,B].
Bibliografia
[1] M. d. M. Gonza´lez i M. P. Gualdani. Asymptotics for a Symmetric Equation in
Price Formation. Appl. Math. Optim., 59(2):233-246, 2009.
[2] M. d. M. Gonza´lez i M. P. Gualdani. Asymptotics for a Free Boundary Model in
Price Formation. Nonlinear Anal., 74(10):3269-3294, 2011.
[3] D. Henry. Geometric Theory of Semilinear Parabolic Equations, volume 840 of
Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1981.
[4] J.-M. Lasry and P.-L. Lions. Mean Field Games. Japanese Journal of Mathematics,
2(1):229-260,2007.
[5] Ha¨ım Bre´zis. Ana´lisis funcional : teor´ıa y aplicaciones Madrid : Alianza, DL
1984
[6] M. d. M. Gonza´lez and M. P. Gualdani. Some Non-standard Sobolev Spaces,
Interpolation and its Application to PDE, Acta Appl. Math., 121:57-67, 2012.
[7] Sandro Salsa. Partial differential equations in action : from modelling to theory,
Milan [etc.] : Springer, 2008
[8] M. d. M. Gonza´lez, M. P. Gualdani i J. Sola`-Morales. Instability and bifurcation
in a trend depending price formation model, En proce´s de publicacio´.
[9] L. A. Caffarelli, P. A. Markowich, and J.-F. Pietschmann. On a price formation
free boundary model by Lasry and Lions. C. R. Math. Acad. Sci. Paris, 349(11-
12):621-624, 2011.
[10] L. A. Caffarelli, P. A. Markowich, and M.-T. Wolfram. On a price formation free
boundary model by Lasry and Lions: the Neumann problem. C. R. Math. Acad.
Sci. Paris, 349(15-16):841-844, 2011.
[11] L. Chayes, M. d. M. Gonza´lez, M. P. Gualdani, and I. Kim. Global existence,
uniqueness and asymptotics of solutions to a model in price formation. SIAM J.
Math. Anal., 41(5):2107-2135, 2009.
[12] P. A. Markowich, N. Matevosyan, J.-F. Pietschmann, and M.-T. Wolfram. On a
parabolic free boundary equation modeling price formation. Math. Models Methods
Appl. Sci., 19(10):1929-1957,2009.
[13] P. Guidotti and S. Merino. Hopf bifurcation in a scalar reaction diffusion equa-
tion. J. Differential Equations, 140(1):209-222, 1997.
