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The present invention provides a new algorithm for assem
bling fragments from a long DNA sequence. The algorithm
of the invention Solves simultaneously fragment assembly
related problems. Such as the fragment orientation, overlap
and layout phases. This is achieved by clustering fragments

with respect to their Average Mutual Information (AMI)
profiles using the k-means algorithm.
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Figurc 1: The maximum spanning tree to be used in the multiple alignment
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Figure 2: Two clusters with four and three elements and the corresponding
consensus sequences.
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Figure 3: The consensus sequence obtained by aligning the consensus se
quences in Figure 2. The fifth character is voted to be a “C”.

Figure 4: Actual alignment, corresponding interlacation, and the alignment
implied by the interlacation of two sequences

Patent Application Publication
(k) A C
(o) - (o) - C

Dec. 4, 2003 Sheet 3 of 3
C

-

C

T

US 2003/0224384 A1

A

C

C

T A

-

gAA

O

T A

O

O

Figure 5: Multiple alignment of three sequences combining the pairwise in
terlacations and generating the multiple alignment implied by the combined
interlacations.
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DIVIDE AND CONQUER SYSTEM AND METHOD
OF DNA SEQUENCE ASSEMBLY
FIELD OF THE INVENTION

0001. The present invention relates to a novel algorithm
for assembling fragments derived from a long DNA
Sequence. The algorithm described herein Solves Simulta
neously fragment assembly-related problems. Such as frag
ment orientation, overlap and layout phases. The fragment
orientation and overlap detection are Solved within the
clusters, thus reducing the burden of considering a collection
of fragments as a whole.
BACKGROUND OF THE INVENTION

0002 The discovery of restriction enzymes and DNA
polymerases around 1970s started the era of DNA sequenc
ing. However, the current technology does not allow

Sequencing of large contiguous stretches of DNA (greater
than a few hundred bases). To try to overcome this problem,

the DNA Strands are divided into Subsequences or fragments
utilizing various physical means, Such as restriction
enzymes, Sonication or preSSure shearing. A Subsequence
obtained in, this manner is then Sequenced in the Standard

(5'-->3') direction. This approach is known as the shotgun

Sequencing method, and is most commonly used in large
Scale DNA sequencing projects. Initially, multiple copies of

the target DNA are obtained (typical values are between
5-10) followed by sampling of the fragments from such
copies. Fragment length is typically between 200 base pairs
(bp) and 700 bp, and the number of fragments is in the range
of 500 to 2000. The position of the fragments and their
respective Strand localization are random, however Sequenc

ing is always performed in (5'-->3') orientation. Thus, the

goal of the shotgun Sequencing is to reconstruct the original
double-Stranded DNA sequence using Such Sampled frag
ments. Such reconstruction is possible due to the fact that
identifying one Strand provides necessary information to
identify the other, complementary DNA strand. However,
this method of Sequencing exhibits limited Success with
identifying DNA sequences that are 30,000 bp to 100,000 bp
in length.
0003) A few supplementary and alternative approaches to
shotgun DNA sequencing exist in the art. Among the most
common ones are direct Sequencing, dual end Sequencing
and Sequencing by hybridization. For other approaches, See,
for example, Studier, F. W., Proc. Natl. Acad. Sci. U.S.A.,
86:6917-6921, 1989, and Allison et al., Scanning MicroSc.,
4:517-522, 1990. However, it should be noted that most of

these methods are Simply alternative approaches to gener
ating fragments, and they still require methods to assemble
Such fragments. The traditional Shotgun approach Still has a
great deal of appeal because it is economical, parallelizable,
and automatable.

0004 Some problems that complicate “fragment assem
bly' are errors, unknown orientation of the fragments,
incomplete coverage of the template, and repeated regions.
The Simplest forms of errors are known as the base call
errors, and they entail base Substitutions, insertions, or
deletions in the fragments. Base call errors generally occur
at about 1%, but can be as high as 5%. The distribution of
Such errorS is not uniform along the Sequence; instead, it
tends to be greater towards the 3' ends of the fragments.
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0005 To complicate matters further, one generally does
not know to which strand of the DNA a given fragment
belongs. Since the orientations are not known, one should
consider all possible combinations for a collection of n
fragments. AS the number of Such combinations is 2", this is
not feasible in practice. However, this large number of
combinations provides an idea of how difficult the problem
of "fragment assembly' is, even when one only considers
the complexity introduced by the orientation problem.
0006 The coverage at position i of the target sequence is
defined as the number of fragments that include Such posi
tion. The incomplete coverage occurs when there are posi
tions in the target Sequence that are not included in any of
the fragments in a given collection. In Such case, the target
cannot be reconstructed completely, but can be represented
as a layout of contiguously covered regions, called contigs.
In addition, Since the fragments may be aligned arbitrarily,
the repeats in the target Sequence may cause problems when
the length of a repeat exceeds the fragment length, thereby
affecting the global Solution of the algorithm.
0007. The approaches used previously to achieve the
assembly of DNA Subsequences in most cases simply
attempted to "meld” the fragments together. However, an
algorithm for Sequence assembly in the most general Setting
should deal with errors in the fragments, insufficient cover
age of the target Sequence, unknown orientation and
unknown location of fragments. In one prior mathematical
model, a formal definition of the Sequence reconstruction
problem was given for the first time. For notational pur

poses, let S denote the reverse complement of a sequence S,
and d(S,S) be the minimum number of insertions, dele
tions, and Substitutions required to edit Sequence S into
Sequence S. d(S,S) is called the edit distance between S.
and S.
0008) Definition (Sequence Reconstruction Problem):

Let T be the target sequence and F"-f}" be a collection of
fragments sampled from T or T at random. Define a new
collection of fragments F={f}" such that feF is obtained by
modifying feF" with Ed(f, f)=e and Ef=1. Find a
shortest sequence S such that Wife FigeS Such that

0009 where Edenotes expectation and e is the expected
error rate in the fragments. Although the requirement for S
to be shortest has no biological motivation, it is a natural
condition, considering the principle of parSimony, and it
makes the problem mathematically non-trivial. The well

known shortest common SuperString (SCS) problem in com

puter Science can be reduced to the Sequence reconstruction
problem with e'=0. This implies that the sequence recon
struction problem is NP-complete as the shortest common
Superstring problem is NP-complete. Prior work provides a
common approach to fragment assembly by dividing the
problem into three phases: Overlap, layout, and consensus.
See, for example, Peltola et al., Nucleic Acids Research,

7:529-545, 1979. In the first phase, all “acceptable” overlaps
between f, and f, and between f, and fare found. The result

of this first phase can be represented as an overlap multi
graph. The Second phase consists of computing Such an
overlap multi-graph and reducing it to an interval graph
whose nodes can be interpreted as intervals on a line and
there is an edge between two nodes if and only if the
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corresponding two edges interSect. In the final phase, a
consensus Sequence is obtained by aligning all fragments
that cover the same region.
0.010 The problem has also been approached in terms of
contigs. Such approach involves processing fragments one
at a time and comparing them to the existing layout. A result

is one of the three possibilities: 1) a new contig is formed,
2) an old contig is extended, or 3) two contigs are connected.
Furthermore, after each iteration the consensus Sequence is
recomputed. A great majority of available fragment assem
bly algorithms follow these two basic approaches.

0011 Kececioglu and Myers (1995) studied this

approach in four phases, providing a careful formal model as
well as exact and approximate algorithms for each phase.
The four phases consist of constructing a graph of approxi
mate overlaps between pairs of fragments, assigning an
orientation to the fragments, Selecting a set of overlaps that
induce a consistent layout of the oriented fragments, and
merging the Selected overlaps into a multiple Sequence
alignment before voting on a consensus. It was shown that
the problems in all but the first phase are NP-complete, and
the corresponding approximate Solutions were given. AS
noted in the Same publication, the proposed approach arti
ficially Separates orientation and layout phases and Solves
these problems optimally, however without necessarily pro
ducing an optimal Solution to the combined reconstruction
problem. It also Suffers a major drawback of applying the
Shortest common SuperString problem to fragment assembly:
overcompressing the target. This becomes Significant when
the target contains repeats longer than the length of an
average fragment. AS researchers begin to Sequence higher
organisms, the target Sequences become more likely to
contain Such problematic repeats. This is a common phe
nomenon Seen in the DNA of complex organisms, as dis
cussed in Bell, G. I., Computers Chem., 16:135-143, 1992.
The pitfall, which SCS approaches fail to avoid, is that they
tend to combine the repeats as the algorithm attempts to find
the shortest common SuperString, frequently resulting in
incorrect formulation in both practice and theory.

0012) Myers (Myers, E. W., J. Comp. Bio., 2:275-290,
1995) defined a new formulation of fragment assembly

related to finding a sequence which maximizes the likeli
hood of the hypothesis that the fragments are Sampled over
a target with known distribution. The likelihood function is
the pdf of the Kolmogorov-Smirnov test statistic for the
quality of the Similarity between a Sample and Source
distribution. This Strategy offers an alternative Solution to
the layout phase of the traditional SCS approach. Huang
introduced the CAP family in which he applied the basic
local alignment of Smith and Waterman to compute an
overlap. See, for example, Huang, X., Genomics, 10:18-25,
1992, Huang, X., Genomics, 33:21-31, 1996, and Huang et
al., Genomics, 9:868-877, 1999. This approach maximized
the number of exact matches and errors by trading matches
against errors linearly. Both Peltola's and Huang's methods
were able to accommodate Substitution errors within their
objective function. Huang applied the technique of Chang
and Lawler for a fast detection of overlapping fragments.
This technique enabled him to avoid considering Some of the
pairs of fragments whose alignment Score is below a fixed
threshold. The assembler phrap clips the low quality regions

(generated by another program phred), using consistent

pairwise matches in order to find overlaps and constructs
contig layouts. This clipping capability was also included in
the final version of the CAP program. The idea of having a
fast method for detecting overlaps was also used by Meida
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nis, however his method utilized the Karp-Rabin string
matching algorithm. In both techniques, all fragments were
used for comparison, but the improvement lies in using a
faster algorithm for finding overlapping fragments. These
approaches along with others in the art introduced a new
class in the overlap and/or layout phase of the assembly
process that is characterized by the use of Stochastic Search
algorithms instead of Some other directed methods.
0013 The simulated-tempering Monte-Carlo method has
been applied to the Sequence assembly problem. It differed
from using Simulated-annealing for Sequence assembly in
the fact that it used Stochastic moves in temperature. In
Simulated annealing, an energy function is defined based on
the overlaps of the fragments. In addition, this function is
minimized by using Stochastic reshuffling of the fragments.
Thus, the algorithm presented in this method falls in the
Same category as the above-mentioned approaches. How
ever, it should be noted that the Stochastic Search process as
defined in the Monte-Carlo method did not compare all
fragments, which was the case for the above techniques.
0014. Some of the recent approaches were developed by

Kim et al. (J. Comp. Bio., pp. 163-186, 1999) and Chen et al.
(Proceedings of the 8th Symposium On Combinatorial Pat
tern Matching, pp.206-223, 1997). In Kim et al. publication,
fragment overlaps were determined by exact matches of
Short patterns that were randomly Selected from fragment
data. The motivation is hybridization fingerprinting, wherein
the overlaps between DNA clones are identified using bio
logical short patterns, or “probes'. After the probe matching
phase, contigs are formed by comparing the overlap rates of
the unmatched fragments with the existing contigs. The
Significance of an overlap is measured by Structured probe
matches between the contig and the fragment. The final form
of the proposed algorithm is slightly modified to handle the
repeats in the target Sequence, which are identified by
Statistical properties obtained from the probe matching

phase (e.g. unusually high occurrences of a probe hints a
repeat). Following this, the repeat regions are constructed,
and the fragments contained in these regions are discarded.
The basic algorithm then assembles the remaining frag
ments. In the other approach Suggested by Chen et al., the
application of Suffix trees and Suffix arrays in overlap
detection is investigated.
0015 AS can be seen, DNA fragment assembly still
presents a significant challenge in terms of available algo
rithms capable of performing Such fragment assembly, par
ticularly in cases of long DNA sequences. Thus, novel
and/or improved algorithms for DNA sequence assembly are
needed.
SUMMARY OF THE INVENTION

0016 Among the aspects of the present invention is a
provision of a method for assembling Subsequences of a
DNA sequence. Briefly, the method comprises:
0017 assigning a numerical characterization to each
Subsequence, wherein each Subsequence comprises a
Set of numbers,

0018) clustering the Sets; and
0019 aligning the sets to form a consensus sequence
for each cluster.
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0020. The method may further comprise defining a vector
for each Subsequence, wherein each vector possesses coor
dinates corresponding to the numerical characterizations of
one Subsequence. In this embodiment, the Step of clustering
compriseS clustering the vectors and Step of aligning com
prises comparing the vectors in each cluster and aligning the
Subsequences of corresponding compared vectors to form a
consensus Sequence for each cluster.
0021. In another embodiment, a system for assembling
Subsequences of a DNA sequence is provided. Said System
comprises:
0022 a database of the Subsequences to be
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0038 FIG. 3 illustrates a cluster with the two consensus
sequences of FIGS. 2A and 2B above the horizontal line
and the corresponding consensus Sequence below the hori
Zontal line.

0039 FIG. 4 illustrates the actual alignment, correspond
ing interlacation and the alignment implied by the interac

tion of two sequences labeled (*) and (o).
0040 FIG. 5 illustrates three sequences labeled (*), (c)
and (()) in which the pairwise interlacations are combined

and in which the multiple alignment implied by the com
bined interlacations is generated.

assembled; and

0023 a processor capable of accessing the Subse
quences in the database and having Software for:
0024 assigning a numerical characterization to each
Subsequence, each numerical characterization com
prising a Set of numbers,
0025) clustering the Sets, and
0026 aligning the sets to form a consensus sequence
for each cluster.

0027. In still another embodiment, a system for assem
bling Subsequences of a DNA sequence comprises:
0028 a database of the Subsequences to be
assembled; and

0029 a processor capable of accessing the Subse
quences in the database and having Software for:
0030 assigning a numerical characterization to each
Subsequence, each numerical characterization com
prising a Set of numbers,
0031 defining a vector for each Subsequence, each
vector having coordinates corresponding to the
numerical characterization of one Subsequence,
0032) clustering the vectors,
0033) aligning the vectors, wherein aligning com
prises comparing the vectors in each cluster and
aligning the Subsequences of corresponding com
pared vectors to form a consensus Sequence for each
cluster.

0034. Other objects and features will be in part apparent
and in part pointed out hereinafter.
BRIEF DESCRIPTION OF THE DRAWINGS

0.035 FIG. 1 illustrates the spanning tree used in multiple
alignment wherein the branches of the maximum spanning
tree are in bold.

0036 FIG. 2A (left side of FIG. 2) illustrates a cluster

with four Subsequences above the horizontal line and the
corresponding consensus Sequence below the horizontal
line.

0037 FIG. 2B (right side of FIG. 2) illustrates a cluster

with three Subsequences above the horizontal line and the
corresponding consensus Sequence below the horizontal
line.

ABBREVIATIONS AND DEFINITIONS

0041) To facilitate understanding of the invention, a num
ber of terms are defined below:

0042 “AMI profile” as used herein refers to an average
mutual information profile.
0043. As used herein, “bp” refers to a “base pair”.
0044 As used herein, A, C, T, and G refer to nucleotides
adenine, cytosine, thymine and guanine, respectively.
DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

004.5 The present invention relates to a method and
System which Solves the orientation, overlap, and layout
phases of DNA sequence assembly simultaneously. Most of
the existing algorithms put a significant amount of compu
tational burden in the overlap phase, wherein each fragment
is compared with all the remaining fragments and their
reverse complements. It has been found that this appears to
be unnecessary, at least in Some analyses, as the number of
“similar fragments is in the order of coverage which is
much smaller than the number of fragments. The method of
the present invention avoids this drawback by clustering the
fragments before exploring overlaps. Specifically, an aver

age mutual information (AMI) profile is used to measure the
degree of “closeness' between fragments, and a k-means
algorithm is employed to generate the clusters. AS a result,
the method described herein is a powerful technique, when
taking into account that fragments coming from the same
regions of the target Sequence have similar AMI profiles.
Moreover, AMI profiles are robust to errors and remain
unchanged when calculated for the reverse complements of
fragments. Therefore, the orientation and overlap problems
are Solved within the clusters, which already contain frag
ments coming from the same region of the target.
0046. In addition, a problem frequently encountered dur
ing Sequencing is the presence of repeats. When there are
repeating regions in the target Sequence, the fragment
assembly algorithms tend to overcompress the final consen
SuS by combining the repeat regions. Furthermore, the
assembly programs are helpleSS when the length of the
repeat region is greater than the fragment length. In contrast
to this, the algorithm described herein handles the problem
by repeatedly running the program and discarding the cases
where the final consensus is short of the expected target
length.

US 2003/0224384 A1

0047. Described below is one preferred embodiment of a
method according to the invention.
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0056 4. determine

AVERAGE MUTUAL INFORMATION (AMI)
0.048 For a sequence S, the average mutual information

il

d(Bi, Ai),

function is defined as:

0057)

where A is the i' vector in the "cluster, C.;

0058) 5. if

0049) where p, is the density for symboli and p(r) is the

joint probability of observing Symboli and Separated by a

distance r. I(r) is the amount of information Symboli carries

PhiD Po a

about Symbol at a distance r. For a random Sequence with

infinite length I(r) is 0 for all r. AMI profiles of DNA
Sequences have been Studied in the field of bioinformatics
for various purposes. For example, the AMI profiles have
been used to recognize the coding regions in DNA. Luo et

al. use I(r) to study statistical correlation of nucleotides in

DNA. Recently, AMI profiles of genomic sequences have
been used for analysis of evolutionary history.
0050. In the present invention, the vector A is calculated

for each fragment f, where A(r)=I(r) and r=1,..., R by

obtaining the required densities from f. Following Such
calculation, R-dimensional vectors are obtained, namely the
AMI profiles associated with each fragment. These vectors
are clustered using the k-means algorithm.

0059)

0060) 6. for Do-D, find new representation vectors B,
that are the average value of the vectors in the "cluster
C; go to step 3;
0061 where d(A,B) is the Euclidean distance between
the vectors A and B. The algorithm is given for the case
where the target number of the clusters, J, is a power of 2.
The modification for other cases can Simply be done by not

perturbating all of the representing vector B, at step 2.
PROCESSING THE CLUSTERS

CLUSTERING

0051 Clustering can be defined as grouping the elements
of a Set Subject to a certain measure of Similarity. In
particular, k-clustering partitions the given Set into k non
empty Sets. The k-means algorithm represents a Special case
of the more general k-clustering algorithm. This algorithm is
utilized along the lines of Vector Quantization (see, e.g., K.
Sayood, “Introduction to Data Compression”, Second Edi
tion, Morgan Kauffman Academic PreSS, San Francisco,
2000), which is a frequently used method in Data Compres
Sion. Given N vectors

go to Step 2, otherwise continue;

0062) The clustering algorithm used in the previous sec
tion partitions the fragments into J clusters using the AMI
profiles of the fragments as a measure of Similarity. There
fore, the fragments in the same cluster are likely to come
from the same region of the target Sequence. However three
issues that Still need to be addressed include clustering
errors, orientation and layout. A clustering error occurs if, in
a given cluster, there exists more than one group of frag
ments whose elements do not truly overlap. More precisely,

if there are at least two groups of fragments C and C? in
a given cluster C. Such that
0063

1. for all feC., there exists a geC., Such that f

and g truly overlap,

0.052 a threshold J. and a perturbation vector e(B), J
clusters are obtained as follows:

0.053 1. set

0064. 2. for all feC., there exists no C, Such that a

fragment in C truly overlaps with f,

0065 there has been a clustering error. These subgroups,

C, in the cluster C. need to be identified. This is done by

calculating the Scores of the pairwise alignments of the
fragments in a cluster. Since the orientation is unknown, it

is important to align both f, andf, with f, where f, denotes
the reverse complement off, and m=1,..., C-1, n=m+1,
0054 2. For each B, k=1,. . . . N, if k=J, Stop;

. . . , C. Thus, there are ICIC-1 comparisons. Since

otherwise, let

EICI) = ,

US 2003/0224384 A1
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0.066 this calculation is feasible. More specifically, let
the fragments in a given cluster be

optimal alignment between f and f implies the optimal

alignment between f, and f, with the same score. The overlap
graph for cluster C, is illustrated in FIG. 1, where the

branches of the maximum spanning tree are represented in
bold. In the same figure, the node 1 represents the fragment

#1 in the cluster C, the node 1' represents the reverse

0067. The subgroups are generated as follows:

0068 1. put f in C, k=1,...,IC, Set i=1,

0069) 2. if s(ff.)>(f.f), or s(ff.)>)(ff) combine
the Subgroup that contains f, with the Subgroup that
contains f, do this for j=i+1,..., IC,
0070) 3. increment i; if i=|C, stop; otherwise, go to

complement of the fragment #1, and So on. Note that the
maximum spanning tree consists of the edges obtained by
connecting the nodes 1'ss44e s2,2'es3 and 3'es5". How
ever, as the algorithm picks the orientation of the first
Sequence as the reference, the actual pairwise alignments
that are used in the multiple alignment phase are 1 es4',
4'es2.2s 3' and 3s s5. Also note that both the sequence and
relative orientation of these pairs are arbitrary, and do not
affect the consensus Sequence.

Step 2,

(0071) where s(f,f) is the score of the optimal semiglobal
alignment (i.e. we ignore the gaps in the extremities of either
sequence) between the fragments f, and f. 2 (fif) is a
threshold function which indicates the minimum score of the
optimal semiglobal alignment between f, and f such that the

Score has at least (1-e) % significance, where e is the error
rate in Sequencing imposed by the Shotgun phase. Calcula

tion of 2 () is addressed further below. An example cluster,
C, is shown in Table 1. Table 2 shows the scores of the

pairwise optimal Semiglobal alignment. After examining
Table 2, the algorithm puts fragments 1, 2, 3, 7 and 8 in the

new cluster, C, and the fragments 4, 5, 6 and 9 in the new
cluster, Cf. These two clusters are shown in Table 3.
TABLE 1.

TABLE 2
#

2

3

4

1
2
3
4
5
6
7
8
1.
2
3
4
5
6
7
8

3O2

4
2

2
2
4

3

118
22O

2
1
3

5

6

7

8

1.
4
2
3

5
3
2
156
9

17
3
209
3
3
5

9
1.
4
3
1O
4
3

2
2
2
165

2
4
4
4
443

371
386
3
2
5
2

6
1.
138
2
1.
4
5

9
3
5
2
3
4O1
6
2
2
1.
3
2
166
7
400
2
6

A Sample Cluster
Cluster C

#

orientation

position

1.
2
3
4
5
6
7
8
9

F
F
R
R
F
R
R
F
F

5587-6062
5545-5964
5251-5737
1608-2085
1257-1796
1262-1798
5489-6057
4900-5425
1303-1811

0073. Once a multiple alignment is obtained, the charac
ters of the consensus Sequence are determined by a character
that receives the maximum vote at the corresponding col
umn of the multiple alignment. The gaps that result from the
extremities of any Sequence are not considered in the Voting.
Although the characters of the consensus Sequence are fixed,
the Vote of each character at a given position is kept. Such
information is used in the Voting process of the multiple
alignment of the consensus Sequences. The motivation for
this can be illustrated as follows. By way of example,
consider the consensus Sequences in FIG. 2 that are aligned
with each other in the next iteration.

0.072 The next requirement is to find a consensus
sequence for each Subgroup born from the cluster C. It
should be noted that the scores for the optimal semiglobal
alignment of each pair in the Subgroup are already known.
Accordingly, this induces a graph with 2T nodes and 2T(T1) edges, where T is the number of fragments in the
Subgroup and the weight of an edge is the Score of the
alignment. A maximum spanning tree is needed for the
induced graph, where the tree contains T nodes. The mul
tiple alignment Strategy taken to find a consensus Sequence
is explained below. This can be done by applying Prim's
algorithm in O(T+T log T) time (for Prim's algorithm, see,
e.g., R. C. Prim, Bell System Tech. J., Vol. 36, pp. 1389
1401, 1957). It should be noted that although the induced
graph contains 2T nodes (as both f and fare represented as
nodes), a maximum spanning tree of T nodes is needed
where each node is either f, or f. In order to obtain the
multiple alignment, the only needed information is the
relative orientation of fragments as a branch is added to the
maximum spanning tree. The reason for this is that the

TABLE 3

The two new clusters C," and C, born from the
parent cluster C.

#

orientation

position

Cluster C.'
1.
2
3
7
8

F
F
R
R
F

5587-6062
5545-5964
5251-5737
5489-6057
4900-5425

Cluster C,
1.
2
3
4

R
F
R
F

1608-2085
1257-1796
1262-1798
1303-1811
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0.074 The fifth character of Consensus Sequence 1 is
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0078 Problem: Given a linear scoring scheme d(),

fixed as a “C” and the second character of Consensus

Sequence 2 is fixed as a “G”. However, since the algorithm
keeps the number of characters that had spanned these

e, if a = b

if (a,b) = ( f, if a + b,
g, if a = or b =

columns, when these two columns of the consensus

Sequences are aligned, it is apparent that “C” in the first
sequence is in fact three “C's and a “G”, and similarly, the
“G” in the second sequence is in fact two “G's and a “C”.
This is shown in FIG. 3. Hence, the consensus sequence in
the second iteration fixes that column as a “C” as it should

be. This property enables the algorithm to perform a mul
tiple alignment on a very fine Scale, which has generally not
been the case with the existing algorithms. AS the algorithm
described herein processes the fragments in clusters, it is
able to do So quickly Since the number of fragments in a
cluster is relatively Small. However, the consensus Sequence
can Still be fine-tuned as the next iteration is applied in the
algorithm by clustering the consensus Sequences of the
previous Step.
RECURSION

0075. The consensus sequences of the second generation
clusters can be considered as a new collection of fragments.
Thus, the same procedure that was applied to the original
collection of fragments is repeated. For example, assuming
that we have J new clusters, and letting the consensus

sequence of the i" cluster bef, 1sis.J., the AMI profile can
be computed for each f and the k-means algorithm can be
repeated. In the next Step, each cluster is processed as
explained above.
0.076 This recursion process is repeated until there is one
cluster left or until no new cluster is born after all clusters

are processed. In the first case, a final consensus Sequence
for the target is obtained, whereas in the Second case, a
number of contigs which can be ordered arbitrarily is
obtained.

0079 two sequences S and T with S=m, T=n, and 8,
find B such that P(A2B)sö, where A is the score of the
optimum Semiglobal alignment between S and T.

0080 Solution: Note that in practice Özz 1 is preferably
used since it is desirable that the overlap between the
fragments be highly significant. This implies a relatively
large B, thus few mismatches and gaps in the overlapping
region are assumed. Therefore, the problem is Solved for a
case with no gaps. Without loss of generality, it can be
assumed that the Scoring Scheme is normalized So that the
Score of a match is 1. Furthermore, it can be assumed that the

elements of the Sequences are independent and identically

distributed (i.i.d.) with uniform distribution and belong to

the alphabet {A.T.C.G. Let p=min(m,n). Consider the

upper left half of a pxp matrix, P, including the auxiliary

diagonal. In other words, consider the cells p such that
0Sisp and Osijsp-i. Now in this upper half, consider the
set of cells P={p: i+j=k}, 0sksp. For a fixed k, P.
consists of the cells that lie parallel to the auxiliary diagonal.

Let peP, represent an overlap of length k with imismatches
and matches. Given an overlap k, the probability of the cell
peP is

Pop-(IG()
0081 with the score j+fi associated with it. Note that for
a fixed kXpijekP(p)=1.
Now, for a given B" we can calculate
l
P(A<B") as follows:

SIGNIFICANCE OF SEMIGLOBAL
ALIGNMENT SCORES

0077. An alignment of two sequences is obtained by
inserting gaps in Such Sequences So that the sizes of the
Sequences become identical and no two gaps occur at the
Same place. Any alignment can be Scored with a given
Scoring Scheme. More precisely, if the Sequences are defined

over an alphabet A (assume A as an extended alphabet that

contains the gap symbol “ ”), the function do: AXA-(,
)}->R is a scoring Scheme. The score of the alignment
<ST"> of the sequences S and TisX.d(Si),Ti), where the
upper limit of the summation is at most S-T and S and T

are the Sequences S and Tpadded with gaps respectively. A
Scoring Scheme is called a linear Scoring Scheme if the

function d() is symmetrical with respect to its arguments

and d(a, )<0WaeA-{}. In Semiglobal alignments, the

alignments are Scored Such that Some of the end or beginning
gaps are ignored. The type of Semiglobal alignment that is
useful for the purposes of the present invention is one in
which there is no penalty for the gaps in the extremities of
either Sequence. To evaluate the Significance of Such a
Semiglobal alignment, the following problem needs to be
Solved:

0082 where s(P) is the distribution defined as the score
of the Overlap given k. Hence
k

Ps(P) < B)= XC ()."
0.083 where
B -k

1 = fit 1.
0084 Chernoff Bound can be applied to estimate
P(s(P)<B"). Let Y be the sum of k i.i.d. random variables
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0085) with

0092. It is desirable to find the expression for
1

3

P(X = 1) = 1 and P(X = 0) = 1.

p
ik=0

Ps(P) < B'),

0086) Note that P(s(P)<B)=P(Yel). Applying the
Chernoff Bound, we have

0.093) since P(A2B)sö implies P(ACB) 21-6 and,

P(Y > ) is min es' Ees

,
II ( 31, y'k (3 : 31, Y.
PA < B)=||
Ps(p)
<
B's
(l,k (i+1,k i)
ik=0
ik=0

0087. On the other hand,

i=1

0094. It is roughly assumed that the bound is actually
equal, we need to find B' for which

0088. Now, since
p
3

1

... -st, (3, 1 Y

PY > 1)s mine
(+ ie.
3.
0089. The minimum of

( k3I.
)"(4 -- 4(k3I.- I ) 1 - )
-I
:

Eesil -= + i.e., vi,

ik=0

k

I -

(k - )

0.095. It is known that I is of the form ak+b. Substitute

thiIS,

p

log(1 - ) = x (-ak - b)

og(1 - Ö) 2. '

8

log - - - lost at , ) + k lost
4 + 4 at -,

"(4 -- 4e
1 y
0096) Noting that

0090) is achieved when

0097) we have

(ak +b)log(1 - a)k - bi + k lost

0091. Therefore,
0.098 hence

+ k logik - k log(1 - a)k - b
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0099 where

c = log1-0) + Prog4- PIP tit-a-2).
0100 and roughly,

C f

b= ? +1
MULTIPLE ALIGNMENT

0101 The multiple alignment strategy described herein is
based on the observation that any alignment between two
Sequences can be represented by an interlacation of the two
sequences. This is illustrated in FIG. 4. This observation can
be generalized to the case of multiple alignment. In other
words, any multiple alignment of n Sequences can be rep
resented as an interlacing of these Sequences. This interlac
ing can be obtained from pairwise interlacings. Two pair
wise interlacings can be combined into one interlacing as
long as the two interlacings that were Started with have a
Sequence in common. For the purposes of the present
invention, described herein is a technique to combine the
initial pairwise interlacings into one interlacing of all of the
Sequences. Moreover, as illustrated herein, this can be
achieved using a maximum Spanning tree over the graph
where nodes represent Sequences and weight of the edges
represent Score of the alignment between the two Sequences
it connects.

0102) In general, the multiple alignment technique com
prises aligning the consensus Sequences in a cluster in which
there is an interlacing of the Sequences in each cluster
according to the following algorithm:
0.103 1. Find the pairwise alignments of the sequences
in the cluster.

0104 2. Represent each alignment as an interlacing of
the two sequences involved (FIG. 4).
0105 3. Create a graph (FIG. 1) where nodes represent
Sequences and the weight of an edge connecting two
nodes represents the Score of the alignment between the
Sequences (see Table 2).
0106 4. Find a maximum spanning tree of this graph.
0107 5. Combine the pairwise alignment implied by
each edge with the pairwise alignment implied by the
following edge while moving through the graph.
0108. A multiple alignment is a natural generalization of
this approach. However, in order to combine two interlaca
tions one common Sequence in both interlacations is needed,
as shown in FIG. 5. Note that there is a one-to-one corre

spondence between any Such combined interlacation and a
multiple alignment. Therefore, if we want to construct a
multiple alignment of n Sequences, we need a tree, wherein
the nodes represent the Sequences, a branch between node i
and node implies that the pairwise alignment between
Sequence i and Sequence j is to be used in constructing the
multiple alignment, and the weight of the branch implies the

Dec. 4, 2003

Score of that alignment. In order to increase the quality of the
multiple alignment, the Sum of the weights of the branches
needs to be increased in Such tree. Hence, the optimum
Solution is obtained by using a maximum spanning tree.
Given in Sequences in a cluster, the algorithm first generates
the tree where the weights of the edges are the Scores for the
optimum Semiglobal alignment between the corresponding
Sequences. Subsequently, it calculates the maximum Span
ning tree and finds the multiple alignment using the pairwise
alignments provided by Such tree.
0109) This invention provides a novel method for solving
the fragment assembly problem. Instead of clustering all
fragments as a whole, the method provided herein uses the
AMI profiles of fragments as a measure of Similarity. Such
measure is efficient due to the fact that AMI profiles are
robust to errors and remain unchanged when calculated for
the reverse complement of a Sequence. By using a divide
and-conquer algorithm of the present invention, it is possible
to process feasible numbers of fragments at a time and
calculate the consensus Sequence on a finer Scale in a shorter
time. The Simulation results, as presented in the Example,
appear promising both for artificial and real data Sets. AS
illustrated herein, the algorithm reconstructs the target
sequence with over 99% similarity and within 2% of its
length using a coverage of five and an error rate of 5%.
EXAMPLE

0110. The following example is intended to provide illus
trations of the application of the present invention. The
following example is not intended to completely define or
otherwise limit the scope of the invention.
0111. The algorithm of the invention was tested both on
artificial and real data. The target Sequences used as artificial
data sets were sequences of 50,000 bp and the elements were

randomly chosen from the set {A.C.T.G. Random frag

ments were then Sampled Such that the average length of the
fragments was 500 bp, and the Starting position of the
fragments was uniformly distributed along the target. The
Sampling process was carried out until the total length of the
fragments exceeded five times the length of the target. This
resulted in a coverage of five. About half of the fragments
were replaced by their reverse complements and the frag

ments were modified Such that k+1+mse(n+k-1), where n is
the length of the fragment Subject to k insertions, 1 deletions
and m Substitutions. e is the introduced error rate.

0112 The target sequences used as real data sets were the
first 50,000 bases of yeastland yeast2 (GenBank Accession

numbers X59720 and D50617, http://www.ncbi.nlm.nih

.gov). These sequences were processed in the same manner

as the artificial sequences. The length of the AMI profile
vector used in Simulations was 16. In each case, the clus

tering algorithm started with 64 clusters and the number of
clusters was halved at each iteration. There were 6 total
iterations for each case. The threshold used in the k-means

algorithm was 0.001, and the perturbation vector was a

constant vector of 0.05, i.e. e(B)=B+v, where v is the

constant vector. Experimenting with these parameters had

little or no effect on the final answer.

0113. The results are tabulated in Table 4, where C

denotes the length of the final consensus Sequence and m
denotes the number of matches between the target Sequence
and the final consensus Sequence.
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0114. The results show that in instances when no error is
introduced, the algorithm is able to construct the target
Sequence with 100% similarity in all cases. In cases when
5% error is introduced, the similarity between the target
Sequence and the final consensus Sequence is over 99% and
the length of the final consensus Sequence is within 2% of
the target Sequence. In these results, this was found to apply
for all cases. It should be noted that in practical applications
the coverage is usually more than five and the error rate is
less than 5%.
TABLE 4
Simulation results
6=O

Sequence

length

#fragments

|C

random1
random2
yeast1
yeast2

50,000
50,000
50,000
50,000

502
499
498
503

50,000
50,000
50,000
50,000

6=O

50,386
50,435
50,712
50,842

should be viewed in terms of the claims that follow and their

equivalents. While Some of the examples and descriptions
above include Some conclusions about the way the invention
may function, the inventors do not intend to be bound by
those conclusions and functions, but put them forth only as
possible explanations.
0.120. It is to be further understood that the specific
embodiments of the present invention as Set forth are not
intended as being exhaustive or limiting of the invention,
and that many alternatives, modifications, and variations
will be apparent to those of ordinary skill in the art in light
of the foregoing examples and detailed description. Accord
ingly, this invention is intended to embrace all Such alter
natives, modifications, and variations that fall within the

|C
50,000
50,000
50,000
50,000

are not limited to the descriptions of the Specific embodi
ments presented, but rather the descriptions and examples

Spirit and Scope of the following claims.
49,817
49,756
49,574
49,650

0115 The simulation results indicate that the algorithm of
the present invention is a powerful tool to divide the
fragment assembly problem and Solve the phases discussed
in traditional approaches within the groups. AS illustrated in
Table 1, the AMI profiles successfully distinguish fragments
coming from different regions. By processing the clusters,
the algorithm described herein can fix the containment,
which is a consequence of the fragments coming from
distinct regions of the target, and place these fragments in
new clusters as shown in Table 3. Furthermore, this

approach Solves the orientation problem due to the fact that
the fragments in a processed cluster have consistent orien
tation. Thus, calculating the multiple alignment within a
processed cluster enables one to perform the final phase of
the traditional approaches on a much finer Scale. In contrast
to our algorithm, Such calculation appears as an additional
Step in the existing algorithms where they try to refine the
consensus Sequence.

0116. In light of the detailed description of the invention
and the examples presented above, it can be appreciated that
the Several aspects of the invention are achieved.
0117 The above detailed description is provided to aid
those skilled in the art in practicing the present invention.
Even So, this detailed description should not be construed to
unduly limit the present invention as modifications and
variations in the embodiments discussed herein can be made

by those of ordinary skill in the art without departing from
the Spirit or Scope of the present inventive discovery.
0118 All publications, patents, patent applications and
other references cited in this application are herein incor
porated by reference in their entirety as if each individual
publication, patent, patent application or other reference
were specifically and individually indicated to be incorpo
rated by reference.
0119) It is to be understood that the present invention has
been described in detail by way of illustration and example
in order to acquaint otherS Skilled in the art with the
invention, its principles, and its practical application. Par
ticular formulations and processes of the present invention

What is claimed is:

1. A method of assembling Subsequences of a DNA
Sequence comprising the Steps of
assigning a numerical characterization to each Subse
quence, each numerical characterization comprising a
Set of numbers,

clustering the Sets, and
aligning the Sets to form a consensus Sequence for each
cluster.

2. The method of claim 1 further comprising the step of:
defining a vector for each Subsequence, each vector
having coordinates corresponding the numerical char
acterizations of one Subsequence;
wherein the Step of clustering comprises clustering the
Vectors, and

wherein the Step of aligning comprises comparing the
Vectors in each cluster and aligning the Subsequences of
corresponding compared vectors to form a consensus
Sequence for each cluster.
3. The method of claim 1 further comprising aligning the
consensus Sequences to reconstruct the DNA sequence.
4. The method of claim 3 wherein the step of aligning the
consensus Sequences comprises aligning the Sequences in a
cluster through a multiple alignment technique in which
there is an interlacing of the Sequences in each cluster.
5. The method of claim 4 wherein the multiple alignment
technique is performed according to the following algorithm
comprising the Steps of:
finding the pairwise alignments of the Sequences in the
cluster;

representing each alignment as an interlacing of the two
Sequences involved;
creating a graph where nodes represent Sequences and the
weight of an edge connecting two nodes represents the
Score of the alignment between the Sequences,
finding a maximum spanning tree of this graph; and
combining the pairwise alignment implied by each edge
with the pairwise alignment implied by the following
edge while moving through the graph.
6. The method of claim 1 further comprising clustering
consensus Sequences to reconstruct the DNA sequence.
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7. The method of claim 1 further comprising obtaining the
Subsequences by a shotgun Sequencing method Selected
from the group consisting of digestion with restriction

enzyme(s), Sonication and pressure shearing.

8. The method of claim 1 further comprising obtaining the
Subsequences by a direct Sequencing Selected from the group
consisting of dual end Sequencing and Sequencing by
hybridization.
9. The method of claim 1 wherein the step of clustering
comprises determining a profile for each Subsequence and
clustering the Subsequences with respect to their profiles by
grouping the elements of a plurality of Subsequences having
a measure of Similarity.
10. The method of claim 9 wherein the clustering is
according to a k-clustering algorithm.
11. The method of claim 9 wherein the clustering is
according to the following algorithm:

Dec. 4, 2003

a threshold) and a perturbation vector e(B), J clusters
(where the target number of the clusters, J, is not a
power of 2) are obtained as follows:
1. Set

2. For each B, k=1,...,N, if k=J, Stop; otherwise, let
B =e(B),i-1, . . . k. Do-0,
4. determine

Given N vectors {A}=1, a threshold) and a perturba

tion vector e(B), J clusters (where the target number of
the clusters, J, is a power of 2) are obtained as follows:

il
d(Bi, Aii),

1. Set

where A is the "vector in the j" cluster, C;
2. for each B, k=1,...,N., if k=J, Stop; otherwise, let

B=e(B),i-1, . . . .k. Do-0,

3. termine C={A, d(A,B)<d(A,B)wizji=1,. . .
4. determine

2k Icil
C

D, =X dh, A).
where A is the i" vector in the j" cluster, C.

go to Step 2, otherwise continue;

6. for Do-D, find new representation vectors B, that
are the average value of the vectors in the "cluster
C; go to step 3;
where d(A,B) is the Euclidean distance between the
vectors A and B.

13. The method of claim 10 wherein the k-clustering
algorithm is a k-means algorithm which partitions the frag
ments into J clusters.

14. The method of claim 13 further comprising the steps
of identifying Subgroups of each of the J clusters which do
not overlap and eliminating the identified Subgroups.
15. The method of claim 9 wherein the step of determin
ing a profile for each Sequence comprises determining a
go to Step 2, otherwise continue;

6. Do=D, find new representation vectors B, that are
the average value of the vectors in the j" cluster C.

profile of an Average Mutual Information (AMI) for each

Subsequence wherein the Average Mutual Information is
defined by the following function:

go to Step 3,

where d(A,B) is the Euclidean distance between the
vectors A and B.

12. The method of claim 9 wherein the clustering is
according to the following algorithm:
Given N vectors

where p, is the density of the symboli and p(r) is the joint
probability of observing Symbol i and Separated by a

distance r and where I(r) is the amount of information
Symbol i carries about Symbol at a distance r.

16. The method of claim 1 wherein the consensus

Sequences are considered Second generation clusters com
prising a new collection of Subsequences and wherein the
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Steps of assigning, clustering, and aligning are recursively
applied to the new collection of Subsequences.
17. The method of claim 1 wherein subgroups are gen
erated as follows:

1. put f in C, k=1,...,IC, Set i=1,
2. if S(ff.)>) (f.f), or S(f.f.)>) (ff) combine the Sub
group that contains f, with the subgroup that contains f,

do this for j=i+1,..., IC,
3. increment i; if i=|Cl, stop; otherwise, go to step 2,

where s(f,f) is the score of the optimal semiglobal

alignment
18. The method of claim 1 further comprising a multiple
alignment technique for aligning the consensus Sequences in
a cluster in which there is an interlacing of the Sequences in
each cluster according to the following algorithm:
1. Find the pairwise alignments of the Sequences in the
cluster;

2. Represent each alignment as an interlacing of the two
Sequences involved;
3. Create a graph where nodes represent Sequences and
the weight of an edge connecting two nodes represents
the Score of the alignment between the Sequences,
4. Find a maximum spanning tree of this graph; and
5. Combine the pairwise alignment implied by each edge
with the pairwise alignment implied by the following
edge while moving through the graph.
19. A system of assembling Subsequences of a DNA
Sequence comprising:

a database of the Subsequences to be assembled; and
a processor accessing the Subsequences in the database
and having Software for:
assigning a numerical characterization to each Subse
quence, each numerical characterization comprising
a set of numbers,

clustering the Sets; and
aligning the Sets to form a consensus Sequence for each
cluster.

20. A system of assembling Subsequences of a DNA
Sequence comprising:
a database of the Subsequences to be assembled; and
a processor accessing the Subsequences in the database
and having Software for:
assigning a numerical characterization to each Subse
quence, each numerical characterization comprising
a set of numbers,

defining a vector for each Subsequence, each vector
having coordinates corresponding to the numerical
characterizations of one Subsequence;
clustering the vectors, and
aligning the Vectors, wherein Said aligning comprises
comparing the vectors in each cluster and aligning
the Subsequences of corresponding compared vec
tors to form a consensus Sequence for each cluster.

