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Abstract
We consider the problem of characterizing the set (P ) of all extensions of an order P on a set
of elements E, where |E| = n, |P | = m and  is the number of extensions of the order. Initially,
we describe two distinct characterizations of (P ). The ﬁrst characterization is a one-to-one corre-
spondence between extensions of P and pairs of upsets and downsets of certain suborders of P . The
second one characterizes the extensions of P in terms of linear extensions and sequences of downsets.
Both characterizations lead to algorithms that generate all the extensions of P . Further, we discuss
the notion of passive pairs of an order. Based on it, we describe a third characterization of (P ) and
an algorithm that generates all the extensions of P in O(n) amortized time per extension.
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1. Introduction
Let E be a ﬁnite set of elements ei , i ∈ {1, 2, . . . , n} and E2 = E × E. Let P ⊆ E2 be
a binary relation on E, with |P | =m. When the relation P is reﬂexive, anti-symmetric and
transitive then it is an order on E. In this case, distinct elements ei and ej of E are said to
be comparable if eiej or ej ei is a pair of P . Otherwise they are incomparable. The family
of all incomparable pairs is the incomparable set of P , denoted by I (P ). For the sake of
convenience, we may write simply I , instead of I (P ). An order P ′ is a general extension
(or simply extension, if its meaning is clear from the context) of P when P ′ ⊇ P . Denote
by (P ) the set of all extensions of P , and by  the cardinality of (P ). In the special case
when P ′ ∈ (P ) and every two elements of E are related in P ′, the extension P ′ is a linear
extension of P. Therefore a linear extension is completely determined by a sequence of the
elements of E. The problem considered in this paper involves orders, and their general and
linear extensions.
Before stating the problem considered in the sequel, we introduce some more notation.
If w ∈ P then w is an ordered pair eiej and write w = eiej . For ei ∈ E, denote
E−P (ei)= {ej ∈ E | ej ei ∈ P and ei = ej }
for the set of incoming elements. Similarly, the outgoing elements of ei are denoted by
E+P (ei)= {ej ∈ E | eiej ∈ P and ei = ej }.
Both notions of incoming and outgoing elements can be extended to a set of elements. So,
for S ⊆ E, denote E−P (S)=
⋃
ei∈S E
−
P (ei) and E
+
P (S)=
⋃
ei∈S E
+
P (ei). Deﬁne E
−
P [ei] =
E−P (ei) ∪ {ei} and E−P [S] = E−P (S) ∪ {ei}. Similarly, deﬁne E+P [ei] and E+P [S]. When
convenient, we may drop the index P of these notations. If E−P (ei)= ∅ or E+P (ei)= ∅, say
that ei is a minimal or maximal element, respectively. Denote by M−P and M
+
P the set of
minimal and maximal elements of P , respectively. Finally, a downset of P is a set E′ ⊆ E
satisfying ei ∈ E′ and ej ei ∈ P implies ej ∈ E′. Similarly, when E′ satisﬁes ei ∈ E′ and
eiej ∈ P implies ej ∈ E′ then E′ is a upset of P.
In the present work, we consider the problem of characterizing the set (P ) of extensions
of an order P . Three distinct characterizations are described. First, we show that extensions
of P relate to convenient sequences of upsets and downsets. In the sequel, a different
approach is taken. We characterize the extensions of P in terms of linear extensions and
sequences of downsets. Further, we discuss the notion of passive pairs of P and we describe
a partition of (P ) according to these passive pairs. All characterizations proposed in the
present paper lead to algorithms for generating all the extensions of P. In the particular case
of the third characterization, we propose a backtracking algorithm whose time complexity
is O(m+ n).
The problem of establishing correspondences between extensions of a given order P and
its structure has been investigated by several authors. Baldy et al. [1] have proved a one-to-
one correspondence between the extensions of P and the set of maximal height sub-lattices
of the lattice of downsets of P . This extends a classical theorem by Bonnet and Pouzet
[3], which establishes a one-to-one correspondence between linear extensions of P and
the maximal chains of the lattice of downsets of the order. Besides, other correspondences
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involving extensions of special kinds have been formulated byHabib et al. [6] and by Felsner
et al. [5].
The problem of generating the extensions of an order has been considered in the litera-
ture for special kinds of extensions. For example, algorithms for generating all the linear
extensions have been described by Knuth and Szwarcﬁter [8],Varol and Rotem [14], Kalvin
andVarol [7] and Pruesse and Ruskey [10]. Among these, the algorithm in [10] requires no
more than constant amortized time, per linear extension. On the other hand, an algorithm
for generating all minimal interval extensions has been formulated by Morvan and Nourine
[9]. Besides its interest in ordered sets, extensions generation may have applications to
other areas. For example, Corrêa and Ferreira [4] have shown their connection with
multiprocessor scheduling problems.
The following notation is adopted in the next sections. Let P be a relation on E and
P ′ ⊆ P a relation on E′ ⊆ E. When eiej ∈ P implies eiej ∈ P ′, for ei, ej ∈ E′, write
P ′ = P [E′]. If P is an order in E and P ′ an order in E′, then P ′ is a suborder of P . When
additionally P ′ = P [E′], then P ′ is the suborder induced by E′ in P. On the other hand,
P − E′ denotes the relation P [E\E′], while for e ∈ E, P − e means P − {e}. In general,
if S is any set and s an element of it, write S + s and S − s with the meaning of S ∪ {s} and
S\{s}, respectively.
The rest of the paper is organized as follows. Section 2 contains a description of the
one-to-one correspondence between extensions of P and pairs of upsets and downsets of
sub-orders of P . Another one-to-one correspondence, involving extensions, linear exten-
sions and downsets, is described in Section 3. Based on these correspondences, recursive
methods for enumerating the extensions of P are presented, in Section 4. Section 5 dis-
cusses the concept of passive pairs and its relations to the extensions of an ordered set. The
computation of passive pairs can be performed using the results described in Section 6.
These developments lead to an algorithm for extensions generation, whose details appear
in Section 7. Finally, some remarks form the last section.
2. Upsets, downsets and general extensions
A ﬁrst characterization of (P ) is described in this section, consisting of a convenient
correspondence between extensions, upsets and downsets. Before stating this correspon-
dence, we need some more deﬁnitions on the order P deﬁned on E (the example in
Fig. 1 will be used to illustrate the deﬁnitions that follow). The focus of a subset E′ ⊆ E
in P is the subset FP (E′) ⊆ E, deﬁned as follows. If E′ = ∅ then FP (E′)= E, otherwise
FP (E
′)=⋂ei∈E′ E+P (ei). Let L be the linear extension e1, . . . , en of P. An augmentation
of P, relative to L is a binary relation An, deﬁned by the following recurrence:
A0 = ∅, (1)
Ai = Ai−1 ∪ {eiei} ∪ {eqei | eq ∈ Si} ∪ {eieq | eq ∈ Ti} (2)
for all 1 in, where Si is a downset of Ai−1 containing E−P (ei) and Ti is an upset of
Ai−1[FAi−1(Si)]. An example of augmentation is shown in Fig. 2. The theorem below
relates extensions and augmentations.
16 R.C. Corrêa, J.L. Szwarcﬁter / Discrete Mathematics 295 (2005) 13–30
Fig. 1. Order P , with n= 12, for the examples in Figs. 2 and 4.
Theorem 1. Let P be an order on E and L a linear extension of it. There exists a one-to-one
correspondence between general extensions of P and augmentations, relative to L.
Proof. ConsiderP as deﬁned in the theoremand a linear extensionL given by e1, e2, . . . , en.
Denote E0 = P0 = ∅, Ei = {e1, e2, . . . , ei} and Pi = P [Ei], 1 in. By induction on i,
we show that there exists a one-to-one correspondence between general extensions of Pi
and augmentations of Pi relative to e1, e2, . . . , ei . When i = 0, there is nothing to prove.
For i > 0, assume that Ai−1, as computed by (1)–(2), is an order of Ei−1 and a general
extension of Pi−1. We have to prove that Pi extends to Ai . First, we prove that Ai is an
order on Ei . Clearly, it is reﬂexive. Suppose that it is not anti-symmetric. Then there are
distinct elements ej , ek ∈ Ei satisfying ej ek, ekej ∈ Ai . Since Ai−1 is an order, it follows
that ei = ej or ei = ek . Without loss of generality, we may assume ei = ek . From the
deﬁnitions of Si and Ti , it follows that ej ∈ Si ∩ Ti . Using the deﬁnition of focus, we know
that Si ∩ Ti =∅, which contradicts the latter assertion. Consequently, Ai is anti-symmetric.
It remains to prove that it is transitive.As before, it sufﬁces to examine the transitivities at ei .
Let ek, ej ∈ Ei−1 and ek = ej . Consider the following alternatives, all of them illustrated in
Fig. 3.
Case 1 (ekej ∈ Ai, ej ei ∈ Ai): We know that ej ∈ Si . On the other hand, ekej ∈ Ai
means ekej ∈ Ai−1. Because Si is a downset of Ai−1 it follows ek ∈ Si . Consequently,
ekei ∈ Ai , meaning that transitivity holds.
Case 2 (ekei ∈ Ai, eiej ∈ Ai): Then ek ∈ Si and ej ∈ Ti . From the hypothesis, we
conclude that ej ∈ FAi−1(Si). Consequently, ekej ∈ Ai−1. The latter implies ekej ∈ Ai , as
required.
Case 3 (eiek ∈ Ai, ekej ∈ Ai): First, examine Si . If Si = ∅ then FP ′i−1(Si) = Ei−1.
Consequently, Ti is an upset of Ai−1. Because eiek ∈ Ai , we know that ek ∈ Ti . In
addition, Ti being an upset of Ai−1 implies ej ∈ Ti . Therefore eiej ∈ Ai and transitivity
holds. Now, consider the situation where Si = ∅, and select et ∈ Si . Since Ti ⊆ FAi−1(Si)
and ek ∈ Ti , it follows that et ek ∈ Ai−1. On the other hand, ekej ∈ Ai implies ekej ∈ Ai−1.
By the transitivity of Ai−1, it follows et ej ∈ Ai−1. Hence ej ∈ FAi−1(Si). Because ek ∈ Ti
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A2
S3 = {e1 , e2} S4 = {e1 , e2} S5 = {e5}
FA2(S3) = 0 FA3(S4) = {e3} FA4(S5) = {e3 , e4}
A4 A5
e2 e2
e4
e3e5
e1 e1
e3
e8
e6e7
e3
e5 e4
e1
e9
e8
e3
e6
e7
e10e11
e4
e2 e1
A12
A8
e12
e3e4
e
T3 = 0 T4 = {e3} T5 = {e3}
S8 = {e1 , … , e5}
FA7(S8) = {e6 , e7}
T8 = {e7}
Fig. 2. Construction of an augmentation of the order P in Fig. 1, relative to L = {e1, e2, . . . , e12}. For every Ai
not shown in the ﬁgure, Si is the minimum downset in Ai−1 containing E−P (ei ) and Ti = ∅.
and Ti is an upset of Ai−1[FAi−1(Si)], we conclude that ej ∈ Ti . Consequently, eiej ∈ Ai ,
preserving transitivity.
From the above three cases we conclude that Ai is indeed transitive. Consequently, Ai
is an order on Ei . It remains to show that Ai is an extension of Pi . Let ekej ∈ Pi . If
ek, ej = ei then ekej ∈ Ai−1 and ekej ∈ Ai . If ek = ei then ej = ei because ei is maximal
in Pi , meaning that ekej ∈ Ai . Finally, when ek = ei and ej = ei, E−P (ei) ⊆ Si implies
ek ∈ Si and consequently ekej ∈ Ai . Therefore, Ai is an extension of Pi .
Conversely, let P ′ be a general extension of P . We show that P ′ is also an augmentation
An of P, relative to L, which would prove the theorem. Again, employ induction. For
18 R.C. Corrêa, J.L. Szwarcﬁter / Discrete Mathematics 295 (2005) 13–30
Ai Ai
Ai
Ai−1 Ai−1
Ai−1
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ej ej
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ek ek
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Case 1 Case 2
Case 3
Fig. 3. Cases in the proof of Theorem 1.
i > 0, let P ′i−1 = P ′[Ei−1] and assume that P ′i−1 is an augmentation of Pi−1, relative to
e1, e2, . . . , ei−1. We prove that the same applies to P ′i . That is, we obtain P ′i from P ′i−1,
using (1)–(2). At ﬁrst, look for a pair of subsets Si, Ti , as required by (1)–(2). Choose
Si = E−P ′i (ei) and Ti = E
+
P ′i
(ei) and examine the conditions (1)–(2). Clearly, Si, Ti ⊆ Ei .
Also, we know that Si is a downset of P ′i−1. Since P ′i is an extension of Pi, E
−
P ′i
(ei) ⊇
E−Pi (ei) and therefore Si contains E
−
Pi
(ei). In addition, the linear extension L given by
e1, . . . , en yields that E−Pi (ei)= E−P (ei). Consequently, Si contains E−P (ei). In the sequel,
examine Ti . If Ti =∅, there is no need for further arguments. Otherwise, select ej ∈ Ti and
consider the two possible alternatives regarding Si . If Si = ∅ then FP ′i−1(Si) = Ei−1 and
let ej eq ∈ P ′i−1. Then, eiej ∈ P ′i and by transitivity eieq ∈ P ′i . That is, eq ∈ Ti , meaning
that Ti is an upset of P ′i−1[FP ′i−1(Si)], as required. It remains to analyze the situation where
Si = ∅. In such a case, choose eq ∈ Si . Since eqei, eiej ∈ P ′i , it follows eqej ∈ P ′i ,
that is, eqej ∈ P ′i−1.Consequently, ej ∈ FP ′i−1(Si) and Ti ⊆ FP ′i−1(Si). At last, we need
to show that Ti is an upset of P ′i−1[FP ′i−1(Si)]. Let ek ∈ FP ′i−1(Si) such that ek = ej and
ej ek ∈ P ′i−1. Then ej ek ∈ P ′i . Because eiej ∈ P ′i , by transitivity eiek ∈ P ′i . That is, ek ∈ Ti .
Consequently, Ti is an upset of P ′i−1[FP ′i−1(Si)], completing the proof. 
3. Downsets, general extensions and linear extensions
In this section, (P ) is related to sequences of downsets and linear extensions. In order
to formulate this second characterization, we need some more notation. Let P be an order
on E, while L and L′ are linear extensions of it, where L is the sequence e1, . . . , en of the
elements of E. A lexicographic augmentation of P, relative to (L,L′), is a binary relation
Bn, obtained by the following recurrence:
B0 = ∅, (3)
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e5 e5 e5
e4 e4 e4
e2 e2 e2e1 e1 e1
B12B7B5
e3 e3 e3
e6 e6
e7 e9 e8 e7
e12 e11 e10
S5 = {e1 , … , e4} S7 = {e1 , … , e4 , e6}
MB4 = {e3 , e4}
+ MB6 = {e5 , e6}
+
Fig. 4. Construction of a lexicographic augmentation of the order P in Fig. 1, relative to L = {e1, e2, . . . , e12}
and L′ = {e1, e2, e5, e3, e4, e7, e8, e9, e6, e10, e11, e12}. For every Bi not shown in the ﬁgure, Si is the minimum
downset in Ai−1 containing E−P (ei ).
Bi = Bi−1 ∪ {eiei} ∪ {eqei | eq ∈ Si} (4)
for all 1 in, where Si is a downset of Bi−1, containing E−P (ei) and E
−
Bi−1 [M+Bi−1 ∩
E+
L′(ei)]. An example of lexicographic augmentation is given in Fig. 4. Lexicographic
augmentations and extensions are related as follows.
Theorem 2. Let P be an order on E and L′ a ﬁxed linear extension of it. There exists a
one-to-one correspondence between extensions of P and pairs (L, Bn), where L is a linear
extension of P and Bn is a lexicographic augmentation of P, relative to (L,L′).
Proof. Let L be the linear extension e1, e2, . . . , en of P and Bn a lexicographic augmen-
tation of P , relative to (L,L′). Deﬁne E0, P0, Ei and Pi as in the proof of Theorem 1. In
addition, denoteLi=e1, . . . , ei . By induction, we show that there exists a one-to-one corre-
spondence between extensions P ′i of Pi and lexicographic augmentations Bi of Pi , relative
to (Li, L′[Ei]). The case where i = 0 is trivially valid. For i > 0, we have to prove that Bi ,
as computed by (3)–(4), is an extension of Pi , given that Bi−1 is an order on Ei−1 and an
extension of Pi−1. First, we prove that Bi is an order on Ei . Clearly, it is reﬂexive. Because
Bi−1 is anti-symmetric and ei is a maximal element of Bi it follows that Bi preserves anti-
symmetry. It remains to show that it is transitive. For this purpose, it sufﬁces to examine
the transitivities at ei . Because ei is a maximal element, the only case is to verify whether
ej ek, ekei ∈ Bi implies ej ei ∈ Bi for all ei, ej , ek ∈ Ei . If ei, ej , ek are not distinct, the
latter condition holds. Assume ei, ej , ek to be distinct. Then ej ek ∈ Bi−1. Since ekei ∈ Bi
it follows ek ∈ Si ∪ S′i , where Si is a downset of Bi−1 and S′i = E−Bi−1 [M+Bi−1 ∩ E+L′(ei)].
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ej ej
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ej ej
ek ek
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⇒
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Situations with respect to L Situations with respect to L
…
… …
…………
…
…
⇓
⇓
Fig. 5. Procedure to prove that the correspondence stated in Theorem 2 is injective.
We know that Si ∪S′i is also a downset ofBi−1. Consequently, ek ∈ Si ∪S′i and ej ek ∈ Bi−1
imply ej ∈ Si ∪ S′i . That is, ej ei ∈ Bi , meaning that Bi is transitive. The conclusion is that
Bi is an order on Ei . It remains to verify whether Bi is an extension of Pi . This is clearly
true, because Bi−1 is an extension of Pi−1 and Si ⊇ E−P (ei).
Conversely, let P ′ be an extension of P . We show that P ′ is also a lexicographic
augmentation Bn of P, relative to (L,L′), where L is the linear extension e1, . . . , en
of P obtained as follows. For i = n, . . . , 1 choose ei as to be the maximal element of
P ′\{en, . . . , ei+1} which lies rightmost in L′. Denote P ′i = P ′[Ei] and use induction. For
i > 0, assume thatP ′i−1=Bi−1, whereBi−1 is a lexicographic augmentation ofPi−1, relative
to (Li−1, L′[Ei−1]). We prove that the same applies to P ′i . That is, we show that P ′i = Bi ,
whereBi is obtained fromBi−1, using (3)–(4). Once more, let S′i=E−Bi−1 [M+Bi−1 ∩E+L′(ei)],
and deﬁne Si = (E−P ′i (ei)\S
′
i ) ∪ E−Pi (ei). We need to show that E−P ′i (ei)= Si ∪ S
′
i . Clearly,
E−
P ′i
(ei) ⊆ Si ∪ S′i , by construction. Let ej ∈ Si ∪ S′i for some j < i. If ej ∈ Si then
ej ∈ [E−P ′i (ei) ∪ E
−
Pi
(ei)] = E−P ′i (ei), because P
′
i is an extension of Pi . If ej ∈ S′i , ﬁrst
consider ej ∈ M+Bi−1 ∩ E+L′(ei). In this situation, ej ∈ E−P ′i (ei), otherwise there exists a
maximal element in P ′i which lies to the right of ei inL′, a contradiction. On the other hand,
ej ∈ E−Bi−1 [M+Bi−1 ∩ E+L′(ei)] also implies ej ∈ E−P ′i (ei), by transitivity. Consequently,
E−
P ′i
(ei)= Si ∪ S′i , meaning that P ′i = Bi .
The last step is to show that there is no L¯ = L such that P ′ = B¯n, where L¯ is a linear
extension of P and B¯n is a lexicographic augmentation of P , relative to (L¯, L′). This shows
that the correspondence is injective. By contradiction, assume that P ′ = B¯n, for some linear
extension L¯ = L ofP and for some lexicographic augmentation B¯n ofP , relative to (L¯, L′).
The arguments used in the sequel are illustrated in Fig. 5. Since L¯ = L, then there exists
two elements ei and ej satisfying the conditions of the following claim.
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Claim 3. Let ei and ej be two elements of E such that the following conditions hold:
(1) eiej ∈ L and ei ∈ M+Bj , where Bj is the lexicographic augmentation of P [Ej ] leading
to Bn; and
(2) ej ei ∈ L¯.
Then, there exists an element ek such that ekei ∈ L¯ and ej ek ∈ P ′.
Proof. First observe that both eiej /∈P ′ and ej ei /∈P ′, this because eiej ∈ L, ej ei ∈ L¯ and
Bn = B¯n. A consequence of this fact and of the condition ei ∈ M+Bj is that ej ei /∈L′, which
is equivalent to say that eiej ∈ L′. It follows that if ej ∈ M+B¯i , where B¯i is the lexicographic
augmentation of P [E−
L¯
[ei]] leading to B¯n, then ej ei ∈ P ′ by (4). Since this is not the case,
i.e. ej ei /∈P ′, then ej /∈M+B¯i , which means that there exists an element ek that lies between
ej and ei in L¯ and ej ek ∈ M+B¯i . Finally, ej ek ∈ P
′ because B¯i ⊆ B¯n = P ′. 
Using this claim, take ek ∈ M+B¯i . It follows from ej ek ∈ P
′ that eiek ∈ L. Again, we
can apply the claim, but this time exchanging the roles of L and L¯, and replacing ei by ek
and ej by ei . Consequently, there exists j < l < k such that elek ∈ L and eiel ∈ P ′. This
procedure should be repeated indeﬁnitely. However, given that E is ﬁnite, a contradiction
will arise, meaning that P ′ = B¯n and completing the proof of the theorem. 
4. Enumerating the augmentations
Theorem 1 leads directly to the formulation of the algorithm AUGMENTATION shown
in Fig. 6 for generating all the extensions P ′i of the induced suborders Pi, i = 1, . . . , n,
of a given order P on E, given a linear extension L = e1, . . . , en of P. This includes all
the extensions of P . For i > 0, generate recursively all the extensions P ′i from P ′i−1 as
follows. Deﬁne A =⋃ej E−P ′i−1 [ej ], for all ej ∈ E
−
Pi
(ei) and then generate each downset
Si of P ′i−1[Ei−1\A]. It follows that Si ∪A is a downset of P ′i−1 containing E−Pi (ei). In the
sequel, ﬁnd the focus F of Si in P ′i−1. Generate each upset Ti of P ′i−1[F ]. At this point,
we
Fig. 6. Generating all the augmentations based on Theorem 1.
22 R.C. Corrêa, J.L. Szwarcﬁter / Discrete Mathematics 295 (2005) 13–30
are ready to introduce ei in the order, as follows: deﬁne E−P ′(ei)=Si and E+P ′(ei)=Ti . The
external call is AUGMENTATION(∅, 1).
The above process requires the generation of all the downsets (upsets) of an order. With
this purpose, we have to employ algorithms for downset generation. Such algorithms have
been formulated by Steiner [13], Pruesse and Ruskey [10], Barbosa and Szwarcﬁter [2] and
Squire [12]. The algorithm proposed in [12] requires no more than logarithmic amortized
time per downset generated (c.f. [11]).
We evaluate the complexity of the algorithm as follows. The recursion describes a tree
T whose nodes correspond to the extensions of the suborders Pi of P . The leaves of T
correspond to the extensions of P . The internal nodes of T are divided into two types,
namely those having exactly one child and the remaining possessing at least two. The former
nodes correspond to the computations AUGMENTATION(P ′i−1, i), where Ei−1 = E−Pi (ei).
In this case, Ei−1 = A which means Si = A and Ti = ∅. It is simple to implement this
situation, so that each of these computations AUGMENTATION(P ′i−1, i) is terminated within
a constant number of steps.We can cover all internal nodes of T of this type, as follows. All
computations corresponding to nodes with a single child and belonging to a same root-leaf
path of T are charged to the extension corresponding to the leaf of this path. Since the height
of T is n + 1 it is required no more than O(n) time per extension of P , to cover all single
child nodes.As for the nodes with more than one child, their number is less than the number
of leaves of T . That is, we can charge all the computations corresponding to these nodes to
different extensions of P . The dominating operation in such calls EXTENSION(P ′i−1, i) is
ﬁnding the focus F , which may require O(n2) time. Therefore the overall time bound for
generating all the extensions of all suborders Pi, i = 1, . . . , n, of P is O(n2).
Theorem 2 leads to a recursive method for enumerating all extensions of all sub-orders
P [Eij ], where 1jn, Eij is the subset {ei1 , . . . , eij } of E and ei1 , . . . , ein is a linear
extension of P. It employs the enumeration of linear extensions and downsets. The method
partitions the general extensions of P into equivalence classes, each of them containing
exactly one linear extension ofP . LetL′ be aﬁxed linear extension. For each linear extension
L of P , compute all lexicographic augmentations, relative to (L,L′), using (3)–(4). Again,
the downsets Si can be generated with one of the algorithms described in [2,11–13]. There
is no difﬁculty to implement this method in time O(n2).
5. Passive pairs and general extensions
Let P be an order on E and I its incomparable set. We deﬁne the concept of passive
pairs and describe some related properties. They constitute a central point in our third
characterization of (P ), which will follow. A pair w ∈ I is called passive when P + w is
an order. Notice that any extensionP ′ ofP contains a passive pair ofP . Denote byW(P ) the
set of passive pairs of P . Again, we may use simplyW , instead ofW(P ). For example, in
the order of Fig. 7,W = {e1e3, e3e4}, meaning that the incomparable pairs e3e1, e2e3, e3e2
and e4e3 are not passive. In this section, we describe how passive pairs will be employed
in the enumeration of extensions of an order.
Let R ⊆ I . Denote by (P,R) the set of all extensions of P , having no pairs belonging
to R. That is, P ′ ∈ (P,R) if and only if P ′ is an order on E, satisfying P ′ ⊇ P and
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e1
e3
e4
e2
Fig. 7. Passive pairs.
P ′ ∩ R = ∅. Therefore, (P,∅) is the set of all extensions of P . The following theorem
describes a method for computing (P,∅).
Theorem 4. Let P be an order on E, I (P ) its incomparable set, R ⊆ I (P ),W the set of
passive pairs of P and (P,R) the set of all extensions of P, forbidding the pairs of R. Then
(P,R)= {P }, when W ⊆ R. (5)
Otherwise,
(P,R)= {P }
⋃
q=1,..., 
(P + wq,R ∪ {w1, . . . , wq−1}), (6)
whereW\R = {w1, . . . , w }. Moreover, the subsets in (6) form a partition of (P,R).
Proof. Weshowaone-to-one correspondencebetween (P,R) and (5)–(6).Clearly, (P,R)
and (5) correspond exactly whenW ⊆ R. SupposeW ′ =W\R= {w1, . . . , w } = ∅. First,
note that any member of (6) is necessarily an extension of P . The reason is that, wq being
a passive pair of P implies that P + wq is an extension of P .
Conversely, we show that any extension P ′ ∈ (P,R) belongs to precisely one of the
 + 1 subsets of the union {P }⋃q=1,..., (P + wq,R ∪ {w1, . . . , wq−1}). This assertion
is trivial when P ′ = P . Consider P ′ = P . Initially, we show that P ′ must contain some
passive pair of P . Let S=P ′\P . Clearly, |S|> 0. Use induction. If |S|=1 then the sole pair
forming S must be passive, by deﬁnition. When |S|> 1, assume the assertion true for all
extensions containing at most |S| − 1 incomparable pairs of P. Choose any pair eiej ∈ S.
Either P ′′ = P ′ − eiej is an order or not. In the ﬁrst alternative, the induction hypothesis
implies that P ′ must contain some passive pair of P .When P ′′ is not an order it follows that
it must fail transitivity, since P ′′ is both reﬂexive and anti-symmetric. That is, there exists
an element ek ∈ E, such that eiek, ekej ∈ P ′′. Clearly, eiek or ekej , at least one of them,
belongs to S, otherwise P would also fail transitivity. Without loss of generality, assume
that eiek ∈ S. In the sequel, repeat the argument, by choosing the pair eiek instead of eiej ,
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to be removed from P ′′, and so on iteratively. No pair can be chosen twice, otherwise P ′
would not be anti-symmetric. Since S is ﬁnite, we conclude that P ′ contains a pair eset ∈ S,
such that P ′ − eset is an order. Consequently, P ′ indeed contains a passive pair of P .
The last step is to show that the subsets (P+wq,R∪{w1, . . . , wq−1}), q=1, . . . ,  , form
a partition of (P,R)\{P }. Denote by j the smallest index of the pairwj ∈ {w1, . . . , w −1},
such that wj ∈ P ′. Then P ′ ∈ (P + wj ,R ∪ {w1, . . . , wj−1}). It remains to show that
P ′ /∈ (P + wk,R ∪ {w1, . . . , wk−1}), for any k = j . If k < j this fact is true, by the
minimality of j.When k > j , it follows thatwj is a forbidden pair.That is,P ′ /∈ (P+wk,R∪
{w1, . . . , wk−1}), because wj ∈ P ′. Consequently, the subsets in (6) form a partition of
(P,R). 
A straightforward implementation of Theorem 4 leads to a basic algorithm for extension
enumeration, as follows. At each recursive step for computing (P,R), verify if W ⊆ R.
In the afﬁrmative case, the answer is P . When negative, again output P and recursively call
(P+wq,R∪{w1, . . . , wq−1}), whereW ′={w1, . . . , w }. Such an algorithmwould require
the computation of W(P ), for the current order P , at each enumeration of an extension.
This will be done using the results described in the next section.
6. Computing passive pairs
Inwhat follows,wedescribe someproperties related to passive pairs,whichwill constitute
a central point in our algorithm for enumerating the extensions of P based on Theorem 4.
These properties will allow us to establish suitable methods for computing passive pairs.
Let P be an order on E and I its incomparable set. Let ei, ej , ek be distinct elements of
E, with eiej ∈ I . Say that ek is an active element for eiej in P when either
ej ek ∈ P and eiek ∈ I, or (7)
ekej ∈ I and ekei ∈ P . (8)
These two cases are illustrated in Fig. 8. Denote by Aij (P ) the set of all active elements
for eiej in P. The meaning of ek ∈ Aij (P ) is that P + eiej fails transitivity at ek . The next
lemma relates active elements and passive pairs.
Lemma 5. Let P be an order on E, I its incomparable set and eiej ∈ I .Then eiej is passive
if and only if Aij (P )= ∅.
ek ekei ei
ej ej
Fig. 8. Conditions (7) and (8).
R.C. Corrêa, J.L. Szwarcﬁter / Discrete Mathematics 295 (2005) 13–30 25
et = ek
es = ei es = ek
et = ej
ej ei
Fig. 9. Conditions (9) and (10).
Proof. Let eiej ∈ I be a passive pair in P and denote P ′ = P + eiej . We know that P ′ is
an order. Suppose Aij (P ) = ∅ and choose ej ∈ Aij (P ). Then k = i, j and either (7) or (8)
is satisﬁed. In the ﬁrst situation, P ′ is not transitive, because eiej , ej ek ∈ P ′ and eiek /∈P ′.
In the second alternative, P ′ is not transitive because ekej /∈P ′. Consequently, P ′ is not an
order, a contradiction. Then Aij (P )= ∅.
Conversely, by hypothesisAij (P )=∅. Suppose that eiej is not passive. LetP ′=P+eiej .
Then P ′ is not an order. Clearly, P ′ is reﬂexive, because P is so. In addition, since P is
anti-symmetric and eiej ∈ I it follows that P + eiej is also anti-symmetric. Consequently,
P ′ not being an order implies that it is not transitive. That is, there are distinct elements
ea, eb, ec ∈ E, such that eaeb, ebec ∈ P ′ and eaec /∈P ′. We know that ecea ∈ I , otherwise
P ′ is not anti-symmetric. Because P is transitive, it follows that either eaeb = eiej or
ebec = eiej . In the ﬁrst situation, ec is active for eiej in P. In the second alternative, ea is
active for eiej . Consequently, Aij (P ) = ∅, a contradiction. Hence eiej is a passive pair.

The aim of the next two lemmas is to describe how the sets of active elements change,
as P changes to P + eset . The lemma below identiﬁes those active elements in P which are
not active in P + eset , for some passive pair eset .
Lemma 6. Let P be an order on E, eset a passive pair in P, eiej an incomparable pair in
P + eset and ek ∈ E. Then ek ∈ Aij (P )\Aij (P + eset ) if and only if
es = ei, et = ek and ej ek ∈ P, or (9)
es = ek, et = ej and ekei ∈ P . (10)
Proof. First, we prove that the conditions shown in Fig. 9 are necessary. Let eset be a
passive pair in P, eiej an incomparable pair in P + eset and ek ∈ E. By hypothesis,
ek ∈ Aij (P )\Aij (P + eset ). The condition ek ∈ Aij (P ) implies that either (7) or (8) holds
for P . On the other hand, ek /∈Aij (P + eset ) means that neither (7) nor (8) are satisﬁed
for P + eset . From these two situations together, we conclude that {es, et } ⊆ {ei, ej , ek}.
Examine the alternatives for fulﬁlling the latter condition.
Case 1: es = ei and et = ej , or es = ej and et = ei .
Then eiej is comparable in P + eset , a contradiction.
Case 2: es = ei and et = ek .
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Verify the comparabilities among ei, ej , ek . Clearly, eiej , eiek ∈ I (P ). In this situation,
because ek ∈ Aij (P ) either (7) or (8) must be satisﬁed. If (7) is satisﬁed then ej ek ∈ P
and ek /∈Aij (P + eset ), meaning that (9) holds. On the other hand, (8) cannot be satisﬁed,
since ekei ∈ I (P ).
Case 3: es = ek and et = ei .
Then eiek ∈ I (P ). Again ek ∈ Aij (P ) implies that (7) or (8) is veriﬁed. In the ﬁrst
alternative, we conclude that ej ek ∈ P . However, the latter situation implies that eset is
not a passive pair in P. That is, ej ∈ Ast (P ), a contradiction. The alternative that (8) holds
does not occur, because it would contradict eiek ∈ I (P ).
Case 4: es = ej and et = ek .
Then ej ek ∈ I (P ). Again (7) or (8) has to be satisﬁed. This is not possible for (7), since
it contradicts ej ek ∈ I (P ). Then (8) is satisﬁed, implying ekei ∈ P . The latter means that
eset is not passive, because ekei ∈ P and ej ei ∈ I (P ) imply ei ∈ Ast (P ). Consequently,
the present case also leads to a contradiction.
Case 5: es = ek and et = ej .
Then ekei ∈ I (P ). Because ek ∈ Aij (P ) apply (7) or (8). Condition (7) cannot hold, since
eset ∈ I (P ), but (8) leads to conclude that ekei ∈ P . The latter agrees with ek /∈Aij (P +
eset ). Then (10) holds.
Examining the above cases, we conclude that (9) or (10) is satisﬁed. This completes the
proof of necessity.
Conversely, the hypothesis is that (9) or (10) holds. Consider the elements ei, ej , ek ∈
E. Suppose that (9) holds. Clearly, es = ei and et = ek mean that eiek ∈ I (P ). Since
eiej , eiek ∈ I (P ) and ej ek ∈ P , from (7) we conclude that ek ∈ Aij (P ). In P + eset the
situation changes, as eiek becomes a comparable pair. In the new situation, ek is no longer
an active element for eiej in P + eset . Consequently, ek ∈ Aij (P )\Aij (P + eset ).
Consider the remaining alternative that (10) holds. Examining the comparabilities among
ei, ej , ek , we conclude that eiej , ekej ∈ I (P ) and ekei ∈ P . Therefore, (8) is satisﬁed, and
it follows that ek ∈ Aij (P ). As before, neither (7) nor (8) are satisﬁed for P + eset . That
is, ek /∈Aij (P + eset ). 
The lemma that follows describes the elements of E which are active in P + eset and not
in P. The conditions stated in the lemma are shown in Fig. 10.
et = ei et = ek
es = ek es = ejej ei
Fig. 10. Conditions (11) and (12).
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Lemma 7. Let P be an order, eset a passive pair in P, eiej an incomparable pair inP+eset
and ek ∈ E. Then ek ∈ Aij (P + eset )\Aij (P ) if and only if
es = ek, et = ei and ekej ∈ I (P ), or (11)
es = ej , ej = ek and eiek ∈ I (P ). (12)
Proof. The condition ek ∈ Aij (P + eset )\Aij (P ) implies that {es, et } ⊆ {ei, ej , ek}.
Examine the following alternatives:
Case 1: es = ei and et = ej or es = ej and et = ei .
Contradicts eiej to be an incomparable pair in P + eset .
Case 2: es = ei and et = ek .
Then eiek ∈ P + eset , while eiej ∈ I (P ). There is no way in which ek ∈ Aij (P + eset )
can be satisﬁed. Hence this case does not occur.
Case 3: es = ek and et = ei .
The condition ek ∈ Aij (P + eset ) implies that ekej ∈ I (P ), leading to conclude that
(11) holds.
Case 4: es = ej and et = ek .
The hypothesis leads to conclude that eiek ∈ I (P ), which satisﬁes (12).
Case 5: es = ek and et = ej .
The condition ek ∈ Aij (P + eset ) can not be met, a contradiction.
The conclusion is that (11) or (12) is satisﬁed.
Conversely, condition (11) implies (8) in P +eset . Similarly, (12) implies (7) in P +eset .
However, neither (7) nor (8) are satisﬁed in P , in any case. Consequently, ek ∈ Aij (P +
eset )\Aij (P ), as required. 
7. Enumerating all the extensions using passive pairs
The basic algorithm for generating all extensions of an order described in Section 5 can
be improved using the lemmas of the last section. The central point is still the recurrence
(5)–(6), which determines the set (P, F ) of all extensions of an order P , not containing
any pair belonging to a speciﬁed set F ⊆ I . However, the computation of the set of passive
pairs considered in each recursive call is performed as detailed next.
Let wq ∈ W(P ) be the qth pair in an arbitrary ordering of the set of passive pairs of P.
Given W(P ) and wq , the following simple process computes W(P + wq). First, consider
W1=W(P )\W(P +wq) andW2=W(P +wq)\W(P ). Clearly, we can obtainW(P +wq)
fromW(P ) by adding to it the pairs ofW2, while removing those ofW1. Besides, wq itself
and its symmetric pair w¯q cannot be part of W(P + wq), as they are not incomparable
pairs of P +wq . It remains to describe a method for ﬁndingW1 andW2. Lemmas 5–7 are
used with this purpose. Let Aij (P ) be the set of active elements for an incomparable pair
eiej ∈ I (P ), while aij=|Aij (P )|. The values of aij , for each eiej ∈ I , are to bemaintained
through the process. Lemma 5 asserts that the passive pairs of P are exactly those pairs eiej
satisfying aij = 0. Lemma 6 describes the conditions for aij to decrease, as P changes to
P + wq . In particular, if aij drops to zero then eiej is a candidate to be included in W2.
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Fig. 11. An algorithm that enumerates all extensions of P not containing forbidden pairs.
Similarly, Lemma 7 determines when aij increases. In this case, if the increase is from zero
to one then eiej is a candidate to be included inW1.
It should be mentioned that Lemmas 6 and 7 imply that |W1| and |W2| are both O(n).
This means that although |W(P + wq)| = O(n2),W(P + wq) can be constructed from
W(P ) in O(n) steps.
As for a set R ⊆ I of forbidden pairs, observe that any forbidden pair remains so, when
P is transformed into P + wq . This suggests a very simple method for handling unwanted
extensions. At each step of the computation, for each order P and set R, the current set
W ′(P )= {w1, . . . , wl}, or simplyW ′, would be the set of passive pairs of P , except those
belonging to R. That is,W ′ =W\R. Then any pair eiej would be included inW2 precisely
when aij dropped to zero and eiej /∈R.
The method is detailed by the algorithm shown in Fig. 11. Algorithm EXT enumerates
all extensions of P , not containing pairs of R. Let wq ∈ W ′ andW ′1,W ′2 ⊆ I , be such that
(W ′\W ′1) ∪W ′2 is precisely the set of passive pairs of P + wq , not in R. The computation
of W ′1 and W ′2 is performed by the call COMPUTE(W ′1,W ′2, wq). It should be noticed that{w1, . . . , wq−1} ⊆ R when this call is performed. The data structures employed are stan-
dard: P and R are n× n matrices, whereasW ′,W ′1,W ′2 are lists. The matrix that represents
P would also represent I.
Procedure COMPUTE is described in Fig. 12. Given a passive pair wq ∈ W ′, it constructs
the setsW1 andW2, such thatW ′(P +wq)= [W ′(P )\W1] ∪W2. Basically, it is an imple-
mentation of Lemmas 5–7. The initialization of the process is formulated in the algorithm
shown in Fig. 13. The computation of the values aij can be done directly, using (7)–(8), for
all pairs eiej ∈ I . Notice that, for the sake of simplicity, bothwq and its symmetric pair w¯q
are considered as members ofW1.
The complexity of the algorithm can be evaluated as follows.The computation (W ′\W1)∪
W2 and restoringW ′ requireO(n) time.Adding or removing a pair to P or R can be done in
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Fig. 12. An algorithm that constructs the setsW1 andW2 to be used in Ext.
Fig. 13. An algorithm that enumerates the extensions of an order.
constant time. The same applies to verifyingwhether a pair belongs toP,R or I. Each call of
COMPUTE, as well as restoring the values of aij , terminates inO(n) time. On the other hand,
each call of EXT corresponds to the enumeration of an extension of P . The computation
R\W requiresO(m¯) time, where m¯=|I |. However, because there is a recursive call for each
wq ∈ W , the removal of wq from R can be charged to the call of EXT corresponding to the
extension P + wq . Consequently, all computations R\W ′ require no more than amortized
constant time. In the initialization of the process, ﬁnding all values of aij requires O(nm¯)
steps. However, the number of extensions ofP is(m¯). Consequently, the entire algorithm
requires O(m+ n). It needs O(n2) space, while the delay complexity is O(nm¯).
8. Conclusions
Let |E| = n, |P | =m and  the total number of extensions of P . We have described two
distinct characterizations of the set (P ) of extensions of P in terms of one-to-one corre-
spondences between extensions of P and pairs of upsets and downsets of certain suborders
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ofP . Both characterizations lead to algorithms that generate all the extensions ofP . Further,
we have described a third characterization of (P ) based on the concept of passive pairs and
an algorithm for generating all the extensions of P whose time complexity is O(m+ n).
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