A method for producing stabilized interference patterns for ultraviolet (UV) interference lithography utilizing a CCD camera as the detector element is described. Intensity data obtained from the CCD element is filtered in software to minimize speckle and detector noise effects as well as determine the relative phase of the interfering beams. A control signal is then issued to correct the fringe drift. The system allows rapid reconfiguration of the lithography setup with minimum realignment of optical components.
Introduction
Fabrication of large-area diffraction gratings with sub-wavelength periods requires recording of high-quality photoresist gratings. UV holographic interference lithography systems are routinely used for recording fringe periods ranging from ~0.2μm to ~1μm. Non-linear photoresist exposure characteristics allow only narrow latitude for exposure dosages that produce optimum photoresist grating profiles with predictable fill factors. Thermal fluctuations, air currents, and vibration are environmental sources of fringe instability during holographic exposure. Numerous passive methods are available to improve the holographic environment, but often, active fringe stabilization becomes necessary to obtain consistent photoresist exposure. [1] Single-beam lithographic interferometer setups can be quickly reconfigured to produce different grating periods, but are not easily stabilized to compensate for localized disturbances that cause fringe movement during the exposure. One additional drawback to the single-beam configuration is the inherent non-uniformity of the beam intensity over the exposure area. This effectively limits the area of photoresist exposure uniformity. The uniform exposure area for a two-beam setup is approximately double that for the single-beam, but the splitting of the available exposure energy dictates longer exposure times over that of the single-beam lithography system. Exposure times are also greatly increased when recording grating periods approaching 200nm. To reduce blurring and loss of contrast during exposure, active fringe stabilization is required to produce photoresist grating patterns having optimum fill factor and good sidewall profiles.
Traditional fringe stabilization methods include locking to discrete analog photodiode signals [2] [3] [4] , mixing of substrate reflection beams [5] , and digital heterodyne beam modulation [6] . The simplest of these methods described in [2] [3] [4] In this work, a hardware configuration similar to that described in [2] is implemented as a fringe stabilization system (rather than as a fringe-shifting interferometer) with PC-based hardware and software that allows data acquisition and processing at the camera frame rate.
Main advantages of this approach are simplicity in setup and use. Figure 1 shows the basic twobeam UV grating exposure system. In the case reported here, collimating optics are not used after the spatial filters thus the beams are highly expanded to provide uniform illumination over the substrate area. The system is easily reconfigured to produce different grating periods. The beam sampling mirror(s) near the substrate allow the CCD camera to be positioned at any convenient location in the setup. A PC-based frame grabber processes the 8-bit CCD video intensity data at a 25Hz sample rate while the piezoelectric positioner is driven by an inexpensive 14-bit D/A converter.
Fringe stabilization method
In typical configuration, approximately 3-5 fringes are projected across the CCD detector element using a beam expander. Speckle noise from the beam expander optics and CCD shot noise have high spatial frequencies compared to the fundamental frequency of the interference fringes. Figure 2a shows a typical full frame of the CCD video data. Typical spatial noise artifacts introduced by imperfect optics are indicated at points A. These spatial noise patterns remain spatially fixed for any given setup. Point B is on an arbitrarily-selected single line of the CCD video frame data extracted to determine the relative position of the fundamental interference fringe pattern. A Discrete Fourier Transform (DFT) is performed on the 8-bit intensity data over the video frame width allowing decomposition into spatial harmonics.
By performing an inverse DFT (IDFT) while retaining only the low spatial frequency components associated with the fundamental fringe pattern, a smooth waveform with discrete peaks and minima is obtained. Figure 2b shows the reference frame data before and after filtering. The two curves are offset for clarity. The unfiltered reference data retains 256 harmonics while the filtered fringe pattern is constructed from the lowest 35 spatial harmonics of the video frame width. On the start of phase correction during exposure, an initial pattern of filtered data is established as the zero-phase reference for the remainder of the exposure.
Subsequent frames are processed in a similar manner, revealing lateral shifts in the fundamental fringe pattern irrespective of any noise superimposed on the acquired intensity waveform. The software then simply tracks the minima and maxima of the most recently acquired waveform relative to the reference, and issues an error signal through the D/A converter to correct the fringe shift.
Since the IDFT places the filtered intensity data in bins (memory locations) indexed according to the original reference frame pixel data, the fringe minima and maxima are followed within an accuracy of one pixel. For five fringes projected across a 512 pixel element CCD detector, one pixel corresponds to ~1/100 fringe. For ~2.5 projected fringes, the detection and correction accuracy is ~1/200 fringe. This accuracy is a significant improvement over conventional photodiode-based fringe stabilization systems.
Results
Figure 3(a) shows the typical uncorrected fringe shift during a 150 second exposure. The corresponding stabilized fringe shift is given in Figure 3(b) . The results indicate that the stabilized fringe shift is typically less than 1 degree with maximum deviations less than two degrees over the duration of the exposure, a vast improvement over the uncorrected case. The sample rate of 25Hz is fast enough that feedback positioning of the piezoelectric element is performed by direct control rather than the proportional / integral / differential (PID) method implemented in [7] . PID control is not necessary for the current UV lithography system, but could be easily implemented in software if necessary.
The excellent fringe stability provided by the CCD-based system has allowed consistent fabrication of sharp photoresist grating features with periodicity near 200nm (100nm line features) over a 20 cm 2 area. Figure 4 shows photoresist grating structures that are routinely fabricated with the UV lithography system. Figure 4 illustrates the sensitivity of the grating fill factor to the photoresist exposure dosage. The exposure of Figure 4b is approximately 10% greater than that of Figure 4a , showing that the grating fill factor decreases from ~60% to less than 50%. The CCD-based fringe stabilization system allows consistent reproduction of these results.
Conclusions
After frequency domain removal of the high spatial frequency intensity noise components, the CCD-based active fringe stabilization system provides fringe control better than +/-1/100 fringe using inexpensive off-the-shelf components. The UV lithography system can be rapidly reconfigured to produce different photoresist grating periods with minimum realignment of the optical components. Performance is largely dominated by the CCD camera frame rate. Since only a single line of the frame data is utilized to determine the exposure fringe position, a line scan CCD element with an increased refresh rate would allow fringe correction to be performed at 500Hz rates or higher with a currently available microprocessor hardware. 
