Abstract-This paper proposes a new Call Quality Measure based on mobile signal strength measurements to evaluate performance of handoff algorithms in wireless cellular networks. The proposed measure allows the quantification of the impact of the handoff algorithms of performance. Using the proposed measure we compare existing handoff algorithms to identify the trade-off between signal quality and required number of handoffs. Our results indicate that a handoff method based on a threshold with 2 dB hysteresis provides better performance compared to the conventional wisdom of 3 dB hysteresis. We provide a benchmark value for handoff algorithms based on an off-line heuristic method using the new measure. Our benchmark shows that there is substantial room for improvement of the existing handoff algorithm.
I. INTRODUCTION
Handoff is a mechanism associated with the transfer of an ongoing call from one cell to another as a user moves through the coverage area of a cellular system. Evaluating performance of handoff methods is particularly important because it can be used to compare existing and future handoff procedures, so that telecommunications providers can select the best handoff algorithm to optimise its handoff management functions. Such a selection should avoid the wastage of expensive radio transmission resources, as well as meet the required QoS standards expected by users.
A comprehensive evaluation framework for handoff methods will reveal the tradeoff of the handoff strategy for network designers. Ideally, such a framework should include the practical considerations of call dropping and associated penalties.
In [1] we attempt to model the Call Quality Signal Level (CQSL) measure, taking into consideration signal levels and unacceptable sample points. However, to model realistic call quality one should consider other aspects such as call dropping, and differentiate between various levels of low signal strengths in calculating the penalties. This can help to increase the call quality and reduce call drop in inner city areas congested by many mobile users.
By using a more realistic evaluation method we conclude that the best method is Threshold with 2 dB Hysteresis rather than Threshold with 3 dB Hysteresis, which is used in current practice.
A. Handoff Methods
There are several handoff strategies proposed in the literature that are evaluated using the proposed framework: The Threshold method [2] initiates a handoff when the average signal strength of the current base station is dropped below a given handoff threshold T HO , and the signal strength of a neighboring base station is greater than that of the current base station. However, the handoff threshold T HO , which is determined by the network operator, can be varied, according to the transmit power of the base station.
The Hysteresis method [3] initiates a handoff only if the signal strength of a neighboring base station is higher by a given hysteresis margin to that of the current base station. Even though this method can initiate unnecessary handoffs. The Threshold with Hysteresis method [4] which combines the above two methods, initiates a handoff when the signal strength of the current base station drops below the handoff threshold T HO , and the signal strength of a neighboring base station is higher by a given hysteresis margin to that of the current serving base station. This method is often used in practice with +3 dB hysteresis [5] . The Best Handoff Sequence (BHS) method [1] is an offline heuristic algorithm which obtains a near optimal handoff sequence that can be used as a benchmark. This is a clusterbased computationally simple heuristic approach to find the optimal handoff sequence. According to the GSM Technical Specification GSM 08.08 [6] , the Threshold-based handoff method is recommended. However, network operators use a +3 dB hysteresis value, together with the Threshold method, to minimise the ping pong effect.
There is a need for performance evaluation methods, and for comparison of such handoff methods. An interesting analytical model is proposed in [7] to estimate the performance of handoff protocols by using buffering polices at the destination base station. Several efforts have been reported for improving handoff efficiency by considering various criteria [8] - [10] . Among them, the two dominating criteria are: 2) maximisation of the call quality by maximising the signal level or the received signal strength. Considering the fact that most mobile systems are interference limited, it is widely assumed that the received signal strength is an adequate indicator of call quality [11] . The tradeoff between the expected number of handoffs and expected number of dropped calls are considered in [12] to suggest a locally optimal handoff algorithm that uses the ideas of the Hysteresis and the Threshold with Hysteresis handoff methods. The signal strength levels are considered either as a call dropping level (below a certain signal level), or a non-dropping level. They conclude that the globally optimal handoff sequence that can be found by dynamic programming is too costly to implement, and depends on prior knowledge of the path of the mobile user. The locally optimal solution is obtained by restricting the path of the user to two consecutive points (j and j + 1).
Handoff probabilities are used in [4] to propose an analytical model to compare the Threshold with Hysteresis handoff methods with various threshold and hysteresis values. According to simulations carried out using a simple two base station scenario (canonical case), the model can be used as a design tool. However, it is yet to be validated in more complex scenarios involving multiple base stations.
In this paper, we compare various handoff methods using a performance measure based on a new Call Quality Measure that reflects practical call dropping considerations including signal based penalties and the number of handoffs. Simulations are carried out considering more complex scenarios than the canonical case. For every sample path, define the set of all possible handoff sequences as X = {x ∈ B N }. The number of handoffs γ(x) in a handoff sequence x equals to number of changes in the base station sequence. For example, the handoff sequence
B. Definitions
For a given handoff sequence x ∈ X, define the signal at i th sample point for handoff sequence x, S i (x) = S ij such that B j = b i , base station used at sample point i. Let S min be the minimum signal strength below which the signal quality is unacceptable to the user. Let S max > S min be the signal strength beyond which the marginal benefit is considered negligible and S drop < S min is the dropping signal level below which the call is dropped, if that level is maintained for a certain period.
is the number of samples with signal strength lower than S min , where |Υ| denotes the number of elements (cardinality) in the set Υ.
The signal based penalty is the penalty that differs with various levels of unacceptable or low signal strength which is less than S min . For example, there is a penalty if signal level is S drop < S i (x) < S min , and a higher penalty if signal level is below S drop , and much higher with an increasing number of consecutive sample points.
The remainder of this paper is organized as follows: in Section II, we describe initial approaches to the problem, and in Section III, we describe our handoff evaluation algorithm. Simulation results and discussion are presented in Section IV and, finally, conclusions are given in Section V.
II. CALL QUALITY SIGNAL LEVEL (CQSL)
The concept of Call Quality Signal Level (CQSL(x)) proposed in [1] is developed using the following signal quality measures:
• Average Received Signal Strength (ARSS(x)) is defined by
resents the number of sample points of the handoff sequence with signal strength above S min , then
in handoff sequence x of path l is based on the summation of signal strengths of acceptable sample points, and the penalty associated with unacceptable sample points:
where
and C is the cost (or the penalty) for an unacceptable sample point.
The CQSL equation has two major components: the reward or the useful signal strengths calculated over the good sample points, and the penalty or the cost function reflecting the penalty for sample points with signal strengths less than S min . The relative weight of the cost function sets the reference point in which the penalty is fully compensated by the useful signal strengths of good sample points.
In the above options considered for CQSL we choose the cost to be constant. However, we could differentiate between a call dropping level (S i (x) < S drop ) sample point and an unacceptable but non-dropping level (S min ≤ S i (x) < S drop ) sample point, and also set the cost up dynamically to reflect the fact that consecutive call dropping level sample points are worse than a single call dropping level sample point.
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Furthermore, we also make the penalty dependent on number of consecutive sample points with S i (x) < S drop . We capture this penalty in our cost model to represent handoff evaluation more realistically, as described in Section III.
III. CALL QUALITY SIGNAL LEVEL WITH SIGNAL BASED PENALTIES (CQSL)
In this section we propose improvements to the CQSL presented in Section II. The reduction in call quality leads to the call drop, and therefore it is intregated as a penalty in CQSL. We assume that a handoff sequence may contain multiple droppings, i.e., a dropped call is immediately replaced by another call when the dropping occurs. In order to take into account the different levels of quality impairment caused by unacceptable signal strengths, we define the cost (penalty) as a function of signal strengths as follows:
where C 1 is a predefined parameter. The above function is illustrated in Fig. 1 . 
A. No Penalty Region
The first term in (1), i∈Ng(x) A i (x), corresponds to sample points with acceptable signal strengths, and therefore there is no cost (penalty) involved. These sample points belong to the no penalty region as shown in Fig. 1 .
B. Low Penalty Region
The second term in (1), CN b (x), corresponds to sample points with unacceptable signal strengths. We characterize these sample points into two groups. The first group consists of sample points with signal strengths between S drop < S i (x) < S min (low penalty region).
For any handoff sequence x the total cost associated with its sample points in the low penalty region is
C. High Penalty Region
The second group is a set of sample points with signal strengths below a call dropping level (0 ≤ S i (x) ≤ S drop ), which correspond to the high penalty region in Fig. 1 . In any handoff sequence x, a call is dropped if the signal strength is below the call dropping level for d consecutive sample points (dropping points). The cost assigned for each of the sample points among these d dropping points is defined as follows
where a is a scaling factor. For example, as in Fig. 2 , if a sample path has three sets of two consecutive dropping sample points and one set of three consecutive dropping sample points (assume d = 3), the cost associated is: The parameter a is chosen such that the cost associated with the i th dropping point weighted by the probability that there are i consecutive dropping sample points is equal to the probability weighted cost of the (i + 1) th dropping point. The probability of having i consecutive dropping sample points in an arbitrary handoff sequence x is given by
where δ is the probability of receiving a signal strength below
In practice N d, and therefore a = 1−δ δ which will be used as a scaling factor in our cost function.
The extended expression of (1) for CQSL using this cost function is given by
max is the largest number of consecutive dropping points in a sample path, and h r is the number of r consecutive dropping points in the same sample path. The constant C 1 in (4) is chosen such that the minimum value of CQSL(x) is never less than zero. In order to find the minimum of CQSL(x) we consider each individual term in (4). The first term in (4) corresponds to good sample points with signal strengths S i (x) > S min , therefore we have
From (4) and (5), we obtain
The next two terms are interdependent as bad sample points which are distinguished between those sample points with S drop ≤ S i (x) < S min , and those sample points where there are consecutive points with S i (x) < S drop .
The minimum of these two negative terms in (4) is the maximum cost which corresponds to a case when all the bad sample points fall within the high penalty region, and is given by
From (6) and (7), we obtain
(8) The C 1 constant is then determined by setting the above minimum cost value to zero, and is given by
The measures ARSS(x), NASP (x)
, and CQSL(x) are defined for any x ∈ X on an arbitrary sample path l ∈ Θ. For a given handoff algorithm there is at least one optimal handoff sequence for a given l according to the algorithm's criteria. Assuming that all sample paths are independent, and equally important, different handoff algorithms will be evaluated by averaging the values of these measures over all the sample paths. For example we use the average: CQSL = l∈Θ [CQSL(x(l))]/η, where η = |Θ|. Furthermore we introduce the signal quality per handoff:
If the cost of a single handoff is estimated as H cost US$, the signal quality per US$ is λ/H cost . We will therefore use (9) to compare different handoff methods in Section IV. 
IV. SIMULATION RESULTS AND DISCUSSION
In this work we assume that channel capacity is unlimited. Further, similar to [13] we assume a homogeneous network where all cells are identical in size, user mobility and cell coverage. Each cell is assumed to have an equal number of neighbors as in [14] . A log normal propagation model is assumed, and no power control exists. Users move in any random direction.
Here we compare the different handoff methods introduced in Section I-A using different quality measures. We randomly generate η = 1000 sample paths, each with a number of sample points N = 100 where each pair of consecutive points are one meter apart. For a more realistic view, we add shadowing to the simulation following a log-normal propagation model, as described in [8] . This was assumed to generate signal strengths in each sample point along all the sample paths, i.e., S ij = K 1 − K 2 log(r) + F , where K 1 = 85; K 2 = 35 are constants, r is the distance to the base station, and F is Gaussian distributed (N (0, σ 2 )) representing the shadowing effect. We set σ = 5 dB, shadowing correlation distance equals 20 m, S min = 15 dB as in [15] , and S max = 1.5S min . All the sample paths are straight lines that start from points in the square area {(100, 100), (200, 100), (200, 200) , (100, 200)}. Their directions are randomly chosen between [0, 2π] uniformly. In our simulations, we assume that a call will be dropped after d = 3 consecutive dropping sample points. Assuming that the user is traveling at a constant speed, it is possible to calculate the speed corresponding to d = 3. In practice, often a time period (for GSM call dropping timer is 6 s) with dropping signal strength level is considered as a service failure or call dropping. When the user speed increases, it is possible to increase d hence leading to lower call dropping. Simulation parameters are summarised in Table I. The values in Fig. 3 and Fig. 4(a) are obtained by varying the threshold in the Threshold method, as well as the hysteresis threshold in both the Hysteresis and the Threshold with Hysteresis methods, respectively, from 1 to 30 dB, to see the most efficient threshold value. The difference between Fig. 3 and Fig. 4(a) is the CQSL value; one is CQSL and the other is CQSL/γ. From Fig. 4(b) , we can clearly investigate the effect of varying the handoff threshold at the fixed hysteresis margin with our new measure.
We have examined all the standard handoff methods using the proposed measure λ, and other performance measures. We have experimented with various values of the hysteresis margin to find the optimal parameter combination that provides the best λ (CQSL per handoff).
According to Fig. 4 , the best λ is obtained by the Threshold with Hysteresis methods with the threshold at 15 dB, and the hysteresis margin of 2 dB. It can be observed from Fig. 4(b) that the Threshold with 3 dB Hysteresis method is the best if the handoff threshold is ≥ 17 dB. It should be noted that when the handoff threshold is too high, unnecessary handoffs occur. Therefore, careful setting of the handoff threshold in the Threshold with Hysteresis methods is very important. It is evident that the optimum operating point is at the "knee" of the curve [4] , [12] , [16] . Simulation results show that at the knee point, the handoff threshold for the Threshold with Hysteresis methods is 15 dB. According to Fig. 4(b) this indicates that the Threshold with Hysteresis method with the 13 dB handoff threshold is less desirable. Table II provides the ranking (given as bold numbers in brackets) of the handoff methods using performance measure λ as well as other measures known in the literature [1] . As expected, the benchmark BHS has the best performance by all three measures considered: ARSS/γ, NASP /γ, and λ. It clearly shows that ARSS at knee point differentiates only marginally between methods, and hence cannot be used effectively to rank the various handoff methods. In contrast γ, NASP , and CQSL vary significantly, with respect to the smallest value (27.7%, 5.30%, and 438.83% respectively) between different methods at the knee point. Therefore, they are the determining factors in extablishing the ranking. A surprising outcome is that the Threshold with Hysteresis method with 3 dB hysteresis margin, identified as more suitable by several authors, and commonly used in practice, is placed third by the proposed CQSL/γ = λ (call quality per handoff). We repeated our experiment for various N values (N = 50, 100, 200, 500), and found the results to be consistent.
It is clearly shown that the BHS method performed better than all other handoff methods. It should be pointed out that unfortunately, BHS is an impractical method as it needs complete information. But it can be used as a benchmark in the comparison of practical handoff algorithms. These results have been clearly shown that there is substantial room for improvement in existing handoff algorithms.
V. CONCLUSION
In this paper, we have proposed a new measure for evaluating the performance of handoff algorithms using a call quality with signal based penalties. The increase in quality of the calls is quantified using the proposed quality measure. Moreover, this measure can be used by network operators to set suitable values for the hysteresis margin, and the handoff threshold to get optimal quality while reducing the number of handoffs and call dropping. We have found that the Threshold with 3 dB Hysteresis method, which is often used in practice, and the Threshold method, which is recommended by the GSM Technical Specification, did not perform well in comparison to the Threshold with 2 dB Hysteresis. Using our scheme it was indicated that the Threshold with Hysteresis methods with the handoff threshold 13 dB, is less desirable in terms of quality per handoff. A nearly optimal benchmark solution BHS has been used for comparison of various handoff algorithms. We also have concluded that BHS remains simple yet delivers higher performance than all the other handoff methods. Our benchmark shows that there is substantail room for improvement of the existing handoff algorithm.
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