Abstract. Spatio-temporal fields of land-atmosphere fluxes derived from data-driven models can complement simulations by 25 process-based Land Surface Models. While a number of strategies for empirical models with eddy covariance flux data have 26 been applied, a systematic intercomparison of these methods is missing so far. In this study, we performed a cross-validation 
We collected data from the Moderate Resolution Imaging Spectroradiometer (MODIS) which provided data at a spatial 121 resolution of 1km or better (Justice et al., 2002) . We used MODIS cutouts of 3×3 km pixels centered on each tower to reduce the effect of geolocation error and to better representing the eddy covariance footprint area (Xiao et al., 2008) . We used the 123 following products: MOD11A2 Land Surface Temperature (LST) (Wan et al., 2002) ; MOD13A2 Vegetation Index regression) in model trees. In this study, we used three different variants of MTE, which differ mainly with respect to 161 different cost functions for determining the splits, and the technique to create the ensemble of model trees. Further details are described in the supplementary material (Sect. S2).
Regression splines
and finer time scale (daily). Furthermore, the use of meteorological gridded datasets introduced uncertainty due to dataset specific biases and the coarser spatial resolution ( > 0.5 degrees or coarser).
MEF is a measure of the capability of a model to estimate a target variable better than a reference, generally the mean value of the observations. In our study MEF was calculated as: 
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where X i and Y i were the predicted and the observed values respectively and y is the mean value of the observations. MEF 243 varied between -inf to 1; in the case of MEF > 0 the predictive capacity of the model was better than the mean (MEF = 1 for 244 the ideal model), instead if MEF=0 the predictive capacity of the model was equivalent to the mean, finally if MEF < 0, the 245 predictive capacity of the mean value of the target was better than the model.
246
The RMSE was estimated as the root square of the mean value of the squared residuals: Prediction capability of the ensemble median estimate clustered into tiers whereby energy fluxes were better predicted than net radiation showed near perfect agreement; Rn displayed a model efficiency (MEF) of 0.91-0.92 and a correlation of 0.96.
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The decline in predictive capacity for the second tier fluxes was ca. 15% to 20%; MEF for H, LE, and GPP is 0.79, 0.75-0.76,
272
and 0.71 respectively. The lowest two tiers exhibited 20% and 40% declines in MEF (0.57-0.64 and 0.43-0.46 for TER and 273 NEE respectively). These relative rankings, consistent with previous studies (Jung et al., 2011; Yuan et al., 2010) , were 274 unchanged regardless the metric of the predictive capacity used in cross-validation-apart from RMSE where the difference 275 in fluxes units and magnitude, confounded a direct comparison (Table 3) .
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There were only minor performance differences between the two CO 2 fluxes partitioning methods (Table 3) , although for the 277 RS setup, the performance of TER L were slightly lower than TER R (lower MEF, ρ and ROV). However, a similar pattern
278
was not found in RS+METEO setup.
spatiotemporal variability of remotely sensed land surface properties are appropriate to predict the top tier fluxes (Rn, H, LE,
281
and GPP) (Jung et al., 2008; Tramontana et al., 2015; Xiao et al., 2010; .Yang et al., 2007) . We found some minor differences 282 for those fluxes which showed lower overall predictive capacity levels, in particular the NEE and TER L (Fig. 1, Table 3 ).
283
MEF and correlation values were slightly larger for RS than RS+METEO but the differences in performances might be due 284 to a different ensemble size, with the RS median ensemble composed of 11 MLs, whereas RS+METEO was based on only 285 four. However, the output provided by MLs methods showed high overall consistency among them, that increased when 
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Decomposing FLUXNET data into across-site variability, mean seasonal cycle, and interannual variability components (Sect. (Jung et al., 2011) , or annual time steps were used (data not shown) and predicting interannual variability remains one of the 297 largest challenges in the context of the empirical upscaling. NEE was confirmed to be the poorest predicted flux (Table 3) .
296
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ML showed considerably lower predictive capability for NEE, by comparison with the other fluxes for across-sites 
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Climate zone and plant functional type (PFT) are important discriminating factor for ML predictive capacity for CO 2 fluxes.
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In general, the mixed forest (MF), the deciduous broadleaved forest (DBF) and the boreal sites (Bor) showed higher 304 accuracy of prediction for the median ensembles (Fig. 4 , Tables C1-C6 in Appendix C), even for NEE (R 2 > 0.6). In contrast,
305
relatively poor prediction capability was found in evergreen broadleaved forest (EBF), in the tropics (Trop), in the extreme absence of a clear seasonal cycle in evergreen broadleaf forest and in the tropical sites likely contributed to the low ML performance (in general) in these ecosystems (Sims et al., 2008; Yebra et al., 2015; Yuan et al., 2010) . Similarly, cold and 310 dry sites are characterized by both low magnitude and low variance of fluxes, making it difficult to explain the fluxes 311 variability in these ecosystems types using empirical methods. For the intensively managed croplands the seasonal dynamics 312 of fluxes were highly constrained by management practices (e.g. irrigation, fertilization, tillage) which is not directly 313 reflected in the explanatory variables used in training.
314
The gradient of prediction capability in different PFT and climate zone was less evident in the case of energy fluxes (not 315 significant in the case of Rn) and the performance of ML were generally good. In fact the median R 2 between simulations
316
and observations were greater than 0.7 for more than the 85% of the PFT and climate zone (in all sites for Rn). For 
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In general the performance metrics across the two experimental setups were highly similar. Very few differences were found 322 decomposing the fluxes variability into across-site variability, mean seasonal cycle, and interannual variability components.
323
This suggests that CO 2 and energy fluxes can be mapped exclusively with remotely sensed inputs allowing for high-spatial 324 resolution products without additional uncertainty introduced by gridded meteorological data products (Tramontana et al., 325 2015) . However, differences between the two experimental setups are apparent at PFT and climate zone scales, particularly 326 in the EBF PFT and in the tropics where RS+METEO performs better than RS for predicting CO 2 fluxes (e.g. in
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RS+METEO the decrease in RMSE was 0.10-0.68 gCm 
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Another distinguishing element between RS and RS+METEO is the degree of uncertainty of the drivers. At the site level 338 meteorological drivers (used only in RS+METEO) are generally measured with good quality while remote sensing data are 339 generally affected by additional uncertainties. Scale mismatch between FLUXNET eddy covariance towers and satellite 340 sensor footprints as well as satellite sensors limitations are important sources of uncertainty, not present in the in situ 341 measured meteorological drivers. Furthermore, the quality of remote sensing data is affected by external factors such as the 342 atmospheric condition, cloud cover and ground surface state. These issues were minimized in the RS+METEO by using only 343 the smoothed mean seasonal cycle of satellite data which contains much less noise. We had expected that this would improve Certainly, the predictor variables used for the ML approaches do not capture all drivers of flux variability both across sites 349 and temporally. For example, in managed sites, external factors such management practices and disturbances (Amiro et al., NEE and TER is less well predicted compared to GPP. First order constraints of GPP such as radiation, temperature, and 
365
The predictive capacity of ML approaches also depends on the uncertainties of the flux variables themselves. Clearly, there 366 is some variability in the target flux variables which is due to noise and measurement problems, and this portion of 367 variability cannot (and should not!) be reproduced by the ML approaches. Interestingly, we obtained the best results for Rn and H which have lower measurement uncertainties than all other target fluxes. For example, for H only one sensor, the for model residuals). These results highlighted that the ML methods were mapping between explanatory variables and target 428 fluxes both reliably and robustly. Across the all three consistency checks there was also a tendency for better predicted 429 fluxes (e.g., H) to exhibit higher pair-wise R 2 values than poorly predicted fluxes (e.g., NEE). Thornton, P. E., Law, B. E., Gholz, H. L., Clark, K. L., Falge, E., Ellsworth, D. S., Goldstein, A. H., Monson, R. K., carbon and water budgets in evergreen needleleaf forests, Agr Forest Meteorol, 113, 185-222, doi:10.1016/S0168-data through Support Vector Machine approach, Remote Sens Environ, 110, 109-122, doi:10.1016 Environ, 110, 109-122, doi:10. /j.rse.2007 Environ, 110, 109-122, doi:10. .02.016, 2007 
derived from the MOD13 product;
derived from MCD43 product. 
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The panels from left to right were the 8-day predictions, the across sites variability, the mean seasonal cycle and the 8-day anomalies. The 
