Abstract: This paper describes a new user-machine interactive scheme using cross-modal computation, in order to estimate a user's interest. The scheme builds on our previous study that used eye gaze detection alone to extract visual preference from users. However, that type of interaction scheme was insufficient since it was unable to detect a user's intensity. Thus, our proposed scheme will suggest how different sensor modalities can be used to extract emotional aspects of the intensity of interest, which could be segregated from novelty of given visual stimuli. In addition, our speculation is that repeated interest estimation would be needed to gain accurate interest estimation. Hence a user's habituation detection, dedicated from a user's boredom and/or aversion, must also be taken into account. Our computational results has shown that the proposed scheme was efficiently capable of achieving accurate interest estimation with our cross-modal computation.
I. Introduction
In recent years effective studies in User Modeling (UM) have attracted growing interest from researchers in the fields of machine learning, cognitive science, and robotics. One of the fundamental objectives of user-machine interaction research is to design systems that are easy-to-use, useful, and provide users with experiences tailored to their specific background knowledge and objective(s). Currently, UM tackles new essential challenges that have arisen in order to improve the affective and cognitive ways in which people interact with computational machines to do work, to think, to communicate, to learn, to observe, to decide, and so on. We are confident that UM can cope with these challenges. The major characteristic of UM is its focus on the human 'emulation' approach, which is based on the metaphor that in order to improve user-machine collaboration, one has to endow computers with human-like capabilities. UM studies can greatly benefit from the ability to detect information from hidden states related to a user's background, actions, and queries. Measuring a user's interest and satisfaction can play a major role in enabling us to modulate or change the interaction with computers. In other words, machines that are capable of measuring a user's satisfaction can be conceived as a smooth operator or navigator that provides comfortable and beneficial services to users according to their interest. Initially, a user's interest estimation was dedicated to eye gaze detection e.g. by Yarbus [3] , who suggested that "eye gaze duration of a cycle during which an observer's eye can cover the whole picture amounts sometimes to several seconds, sometimes to several tens of seconds. In other words, an observer quickly decides what the important parts in the whole picture are, and then spends time on re-scanning these parts. This behavior was also investigated by Bahrick et al. [4] , who conducted psychological experiments related to visual preference using infants, and called it selective viewing preference. In contrast, Kahneman [5] classified eye movements that occurred when an observer viewed a scene without any specific task in mind, i.e. when he or she was "just watching" a scene, which is called spontaneous viewing preference. Eye gaze duration could be observed even in the case of spontaneous viewing, which provides an opposite finding with selective viewing preference in relation to interest estimation. However, it is still controversial to what extent eye gaze duration corresponds to human emotional states. Kahneman [5] , for instance, suggested that the rate of eye movements often corresponds to the rate of mental activity. Moreover, Berlyne [7] suggested that affective preferences could be related to physiological arousal, which was deduced from electrodermal activity. One of the future spin-offs of eye tracking is "interest and emotion sensitive media" (IES), as suggested in Hansen et al. [6] . So far, IES provides a conceptual or idealistic idea related to new UM based media that could determine and utilize a user's interest and emotion using various parameters such as eye gaze, gestures, and body temperature. In addition, skin potential level, electromyography, etc. cannot be easily controlled by humans, and eye gaze is mostly involuntary. IES can be used for several purposes such as:
• Recreative viewing: A system which is able to select the information that users are most interested in, e.g. certain pictures.
• Commercials: A system which could be designed to adapt to spectators' likings and show products that appeal to them.
• Information browsing systems: A new tourist information screen at a tourist office or a railway station that is equipped with eye-control and IES. A browsing tourist would be able to find what he or she finds interesting more naturally than if the tourist had to depend on the knowledge and preferences of the tourist information staff or an inadequately detailed city map.
Currently, IES is still a drifting and elusive concept and it is difficult to make it feasible. Since IES has to deal with multiple sensor modalities simultaneously, it requires a selective attention mechanism in order to reduce the multiple sensory dimensions. In practice, attention plays an important role for varying conditions -comparable to a spotlight (a zoom lens) -across a visual receptive field, and the spotlight enhances the efficient detection of events within its sensory stream [8] .
In this way attention may eventually lead to computational reduction. Furthermore, cross-modal computation, which will be introduced in this paper, incorporates visual attention to selectively obtain accurate models to estimate a user's interest. Visual awareness can be induced by another sensor modality to extend the spatial nature of visual attention for extracting an important feature that allows us to decide whether a user has interest or not. We hypothesize that the problem of cross-modal computation would alternatively be able to turn out to build a 'new' cost fuction of IES. This may lead to a more reliable selection regarding available parameters dedicated to the visual receptive field, with the primary goal of estimating a user's interest. In this paper, our cross-modal scheme will be proposed to resolve the computational problem of integrating biometric sensors. The paper is a blend of our present studies regarding a user's interest estimation. Specifically, we will present our proposed scheme using cross-modal computation. In Section 2 we will describe background related to interest estimation. In that section, we will also report on our previous study and provide motivation with respect to our proposed scheme. In Section 3 we will describe our proposed UM scheme using cross-modal computation. In Section 4 a couple of experimental settings and computations will be presented to analyze and to validate our proposed UM scheme for a user's interest estimation. Finally, in Section 5 we will discuss the results of the paper, draw the main conclusions, and outline future work.
II. Background and Motivation
In this section, we will describe the background and motivation regarding our interest estimation study.
A. Background
As described in the Introduction, an IES system has to take into account psychological factors that influence eye movements or eye gaze patterns with respect to a user's interest estimation. In the earliest study, Yarbus (1967) showed that the perception of a complex scene involved a complicated pattern of fixations where the eye is held (fairly) still, and saccades where the eye moves to foveate a new part of the scene [3] . Usually, we are not conscious of this pattern when perceiving a scene, since the generation of eye gaze patterns can be regarded as an integral part of the act of perceiving. In order to analyze the perceiving mechanism, visual selective attention must be taken into consideration since a visual receptive field is comprised of different visual features that are added together and subsequently used for selection of objects. All this is done before visual attention takes place, so-called 'pre-attention', where the eyes are directed toward the new and/or target location. The visual receptive field has originally been computed by a machine learning network, called the redial basis function (RBF) to estimate each parameter, which approximated a visual receptive field (e.g. [9] ). In order to compute eye gaze patterns related to a user's interest, a statistical learning algorithm has been incorporated to compute a visual receptive field so as to estimate interest [10] [2]. Santella (2004) used an Expectation Maximization (EM) algorithm to generate statistical models using eye gaze patterns to estimate a subject's interest. However, this approach was problematic particularly when only a small number of eye gaze patterns were considered to learn interest estimation due to a numerical singularity. Therefore, in our previous computation, a Variational Bayes' (VB) algorithm was used to generate statistical models to estimate a user's 179 interest since it has been known as a robust 'density' estimation method because of its learning efficacy [2] . Regarding our previous proposed computation, we assumed that visual preference could often be detected by long accumulated duration when a visual stimulus was provided to a user, since people exclusively looked at visual stimuli (such as pictures) only if they were intensely interested. This was demonstrated e.g. by Bahrick et al. (1981) did psychological experiments related to visual preference using infants, which they called selective looking preference [4] . In summary, the purpose of our previous scheme was to obtain probabilistic model parameters to model eye gaze duration using the VB algorithm. Notably, mixing proportion played a crucial role in estimating a user's interest. As a result, we found that there was a power law between mixing proportions and long accumulated duration time. In practice, finding the law was significant for verifying our assumption that the problem of a user's interest estimation was essentially identical to the problem of comparative model parameters. Therefore, the psychological issue can be transferred to a computational problem that deals with the uncertainty of a user's interest estimation. Consequently, the problem is how to reduce uncertainty.
B. Motivation
Our ultimate goal is to construct a global as well as a local architecture of the user modeling scheme using cross-modal computation in order to estimate various hidden states from users. The local architecture is based on ('local') interest estimation from visual stimuli, whereas the global architecture is based on a user's satisfaction estimation with respect to the process of repeated ('global') interest estimation of visual stimuli. However, a user's interest estimation is hard if it considered eye gaze information alone. In fact, eye gaze duration might correspond to spontaneous viewing preference rather than selective viewing preference. Hence, the rationale here is that interest can be classified into two types: transient ('shallow') interest and permanent (long-lasting, 'deep') interest. In order to resolve the uncertainty problem, we might assume that permanent interest could be caused by deep interest. That is, reducing the uncertainty in a user's interest estimation should be clearly characterized by extracting new and/or emotional intensity for visual preference. This allows our proposed system to deal with another channel for multi-modal input that is needed to resolve the uncertainty problem. The James-Lange theory [11] e.g. has suggested that we experience emotional intensity in response to physiological arousal in our body. One effect of physiological arousal is electrodermal activity, which can be influenced by emotional visual intensity in particular. That is the first motivation for our proposed cross-modal computation for uncertainty reduction regarding user interest estimation. Secondly, in order to extract emotional visual intensity accurately, we need to take into account the impact of habituation to implement empathic user-machine interaction. The reason is that emotional visual stimuli are generally hard to provide to users at one moment, due to the limited amount of visual stimuli that can be shown to users at once, in addition to being impractical and uncomfortable. Since a machine allows a user to present only a limited number of visual stimuli, visual contents must be sorted carefully according to emotional intensity, and its selective mechanism should reflect a user's response and intention immediately. That is the reason why habituation detection comes into play with an empathic effect.
Habituation generally refers to a reduction in the intensity of response to a (e.g. visual or arousal-inducing) stimulus when it occurs repeatedly, and is a ubiquitous phenomenon displayed by most multicellular organisms [21] . Habituation constitutes an adaptive mechanism by which the organism shifts limited processing resources from an event that is well known or familiar to other concurrent or forthcoming stimuli [20] . Several studies have also been devoted to detecting habituation by using psychophysiological sensors such as skin conductance, electroencephalogram (EEG), among others [14] [22]. Carretie et al. [15] have investigated the correlation between visual stimulus information and habituation by measuring event-related potentials (ERPs). They have found cerebral patterns of attentional habituation related to emotional visual stimuli.
As described above, habituation can be related to the effectiveness of an empathic interactive relationship between humans and machines [19] , since providing emotional visual stimuli might be an effective means to avoid boredom and aversion. That is, detecting habituation must take into account repeated interactions between users and machines. In general, empathy refers to an agent's ability to be aware of the user's affective or interest state followed by an appropriate ('empathic') response. Considering habituation will allow us to expose users to multiple sets related to a user's interest estimation. We will here use new and/or visual stimuli with physiological sensors to precisely associate the occurrence of interface events with autonomic nervous system activity, which can then be used to address the user's affective state. E.g. Prendinger et al. [19] utilized an embodied agent to address the user appropriately. As a consequence, the consideration of habituation can accommodate repeated interactions. These are undertaken by multiple sets for user interest estimation to detect 'new' vs. 'deep' interest regarding visual stimuli.
III. The Proposed User Modeling (UM) Scheme
In this section, our proposed user modeling (UM) scheme using cross-modal computation will be described in detail.
A. UM System Architecture
We will present a new UM scheme where a user's interest estimation will be computed in a cross-modal fashion. The proposed scheme is derived from our previous study [2] regarding a user's interest estimation using probabilistic model parameters, as indicated by the dashed line in Fig. 1 .
Figure. 1: A Schematic Overview of Proposed User Modeling System

B. 2-D Model Parameter Space and VB Algorithm
Our previous study aimed at learning a statistical correlation between probabilistic model parameters, which were obtained from a statistical learning scheme. The general setting of the problem of statistical learning is to estimate some function, which depends on an unknown distribution in a (probabilistic) visual receptive field, as previously explained. Research in statistical learning schemes has provided at least two substantial algorithms, which are Expectation Maximization (EM) [12] and Variational Bayes' (VB) [13] . VB can be seen as a natural extension of EM, because EM is a variational version for maximum likelihood methods. However, the maximum likelihood methods suffer from the problem that they fail to take into consideration (probabilistic) model complexity with respect to the cost of coding the model parameters. VB is superior in that it resolves model complexity, also called overfitting problem. It can be said that VB actively employs the Bayesian framework for incorporating prior knowledge in a coherent way in order to avoid the overfitting problem and to provide a principled basis to select between alternative (probabilistic) models. It is well known that Bayesian approaches overcome overfitting and learn model structure by treating probabilistic parameters θ as unknown random variables and averaging over the ensemble of models one would obtain by sampling from θ. Along with the prior over parameters, the Bayesian approach to learning starts with some prior knowledge and assumptions about the model structure, and is updated using data to obtain a posterior distribution over models and parameters, which are simply called 'model parameters'.
P (X|M ) is the evidence or marginal likelihood for a data set X which assumes model M , and P (θ|M ) is the prior distribution over parameters. Let a prior distribution over model parameters be P (θ|M ).
Observing the set X induces a posterior distribution over models M given by Bayes' rule:
The most probable model parameters are the ones that maximize P (M |X). With respect to a given model parameter, we can also compute the posterior distribution over the model parameters.
The density at a new point x is obtained by averaging over both the uncertainty in model M and the equation below:
In principle, Bayes' theory avoids the overfitting problem because it can select the model parameters, so called model selection. VB uses the Bayes' theory in order to simultaneously approximate the distribution over both hidden states and parameters with a simpler distribution, which usually assume that hidden states and parameters are independent. As a result, the VB algorithm allows a log-likelihood to be lower bounded as follows:
Thus far, we could obtain a Bayesian generalization for the EM algorithm. This also exposes an interactive manner for computing expectation and updating model parameters until the log-likelihood achieves a lower bound, given by Eq. (4). In our context, probabilistic model parameters can be approximated by a mixture of Gauss functions (or Gaussians). Each Gauss function can be identified by a Normal distribution function N (x|µ m , σ m ) where µ m and σ m denote its mean and variance. In addition, m corresponds to a Gaussian component, as follows,
whereφ m corresponds to a mixing proportion that can be predictively obtained from the VB algorithm. Dempster et al. (1977) has provide an excellent method regarding the EM algorithm, cascaded with a mixture of Gaussians. The study made a significant mathematical contribution regarding EM's convergence in real world competency. between Gaussian components, which represents a magnitude of probability distributions regarding interest levels. Fig. 3 shows a two dimensional projection with respect to the 3-D receptive field that was illustrated in Fig. 2 . In the figure, a visual stimulus divided into four quadrants was used to extract the pattern of eye gaze duration. A pointed ellipse corresponds to the variance of each Gaussian component. In this case, a user had interest regarding the 3 rd image. The VB algorithm has a model selection mechanism called maximum posteriori (MAP) . The MAP allows model parameters to select the one (i.e. gaussian component), which will most likely be interesting to users. As a result, we could obtain a selected model parameter for each visual stimulus. Moreover, based on the selected model parameter, we constructed a 2-D model parameter space given by gaze duration time and mixing proportion. Hence the 2-D model parameters were comprised of eye gaze duration time and mixing proportions, and they were used to estimate a user's interest level [2] . However, the approach could not handle situations where a visual stimulus content involved emotional intensity. That is, it was difficult to detect whether a visual stimulus triggered deep interest. Although our previous study was able to compute a temporal relationship between model parameters, a serious problem occurred due to the huge computational cost when the correlation was calculated as a transition probability between model parameters. Obtaining reliability of transition probability is extremely costly unless a small amount of training data is taken into consideration. Therefore, our conjecture is that another channel for multi-modal input is needed to resolve the uncertainty problem by extracting a 'deep' user's interest.
C. Cross-modal Computation
Conceptually, the aim of cross-modal computation is to allow each sensor to learn a complementary modality for uncertainty reduction [17] regarding deep interest estimation. Koshizen et al. (2003) developed cross-modal computation, which is inspired by the cortical brain structure where each sensor modality would be able to be aware of their expertise. The expertise of each modality can essentially be derived from its excitation and inhibition properties of the cortical brain structure. In a similar way, a self-organizing mechanism seems to incorporate excitatory and inhibitory properties related to sensory modalities, and thus produce a crossmodal generalized function. Those modalities may be called supra-modalities. Koshizen et al. (2003) have applied singular perturbation theory to describe a dynamic neural network, computed by supra-modalities regarding excitation and inhibition neurons. A hyper-function could eventually be obtained when a target function was optimized. Thus far, a hypothetical network was able to achieve sensory expertise when a hyper-function was nearly obtained. In other words, a brain will be able to be aware of each sensory meaning and its role, by building the cross-modal generalized function.
Sensory meanings, derived from gaze duration, have to be reduced in their their uncertainty, whereby SPL is utilized to compute arousal detection in order to specify whether a visual stimulus involves new and/or emotional intensity regarding interest estimation. We assume that emotional intensity can be recognized by high or startle arousal detection. SPL can be used for the purpose of startle arousal detection [16] . In order to detect arousal levels for each visual stimulus, our approach performed startle arousal detection using the algorithm described in [16] . They developed an automatic startle detection algorithm that was used for implementing the method of scoring 'startle' responses. The algorithm established a local baseline at the point where the derivative exceeded a certain threshold to segregate high from low arousal. Furthermore, the algorithm measured two features from startle response (magnitude, rise time) that could be derived from the 'onset' and the 'peak' of electrodermal responses. With respect to the SPL signal of size(N), for each data set the threshold can mathematically be given by τ := µ(X(i))+ * σ(X(i)), where X(i) ∈ R and ∀ i = 1 to N −1 corresponds to the value that can be calculated from a low-pass band filter across SPL signals.
is the parameter that represents the amplitude of SPL. Here, µ and σ refer to the mean and the standard deviation. Since gaze model parameters provide unreliable estimation for deep interest, SPL could be useful for uncertainty reduction. On the other hand, using only SPL could be unreliable since its signal is too noisy for many reasons due to the nature of autonomic nervous system activity.This is how "complementary" should be understood in our context. shows that the power law between 'normalized' gaze duration time (vertical axix) and mixing proportion (horizontal axis) are correlated with arousal detection using SPL in the lower-right of the figure. As described already, each model parameter, indicating gaze duration, is comprised by a the 2-D parameter map. Notably, the number of model parameters is identical to that of the visual stimuli (i.e., 10). In the figure, P denotes a positive model parameter region and N denotes a negative model parameter region. Notably, P and N are also categorized into interest and non-interest clusters, respectively. The dotted line is capable of segregating N and P, so called a hyperplane. α − th and β − th denotes the index of model parameters for each visual stimulus. There are presumably 10 visual stimuli in our case. Our cross-modal computation takes into account the P region to reduce the uncertainty of interest estimation by extracting emotional intensity since the 2-D model parameters initially segregate two clusters. Then the system focuses on the P region to qualify whether each model parameter involves emotional intensity. This might be conceived as a selective attention mechanism that is performed by our usermachine interactive scheme. As a result, deep interest could be differentiated from novelty interest.
Figure. 5: Interest Bound on a 3-D Model Parameter Space such that was fixed
In this context, skin potential level (SPL) was used to detect a user's arousal for each visual stimuli. The SPL response reflected changes in the electrical properties of a person's skin, caused by the interaction between environmental events and the individual's psychological state. In a sense, the aim of cross-modal computation is to acquire an interest bound shown in Fig 5. The bound can be represented by the size of a circle, which covers possible model parameters in relation to each interest. Importantly, the bound can also be made based on model parameters such as a Normalized Gaze Duration Time (NGDT) and mixing proportions. For example, the maximum NGDT and mixing proportions have usually indicated that a user's interest level is relatively 'strong' according to our questionnaries. Therefore, arousal detection using SPL comes into play in order to qualify and ensure a user's interest level. It is noted that NAVF denotes the normalized AVF, which 183 was re-scaled into (0, 1). As a result, a hyperplane shown in the bottom of Fig. 5 was obtained under a fixed . Nevertheless, was varified in order to fit emotional intensity regarding visual stimuli. That will be described later in detail. This can be equivalent to the effect when a hyperplane takes place by shifting those bounds that lead to a restriction of model parameters. As a result, the uncertainty regarding interest level can be reduced. In the proposed cross-modal computation, SPL contributes to computing a threshold τ , which segregates high arousal level from low arousal level. The calculation will be described in Section 3.1. As illustrated in Fig. 4 , a 2-D model parameter map is incorporated with (high) arousal detection using SPL. Therefore, cross-modal computation has to find a better correlation between the 2-D map and SPL by optimizing the threshold τ . By determining an optimal threshold, it is capable of separating the states of interest and non-interest rigorously into the P and N regions. Consequently, the 2-D map was extended to a 3-D model parameter map by adding a dimension for detected arousal. Our cross-modal computation also led to an advantage for optimizing thresholds. In practice, the 2-D map was a good reference to determine a threshold, so the computation was minimized. In principle, selected model parameters were chosen if NGDA > 0.5 and the mixing proportion > 0.5 since a user is likely interested in a visual stimulus, which was indicated in our previous experiment. However, we postulate that deep interest estimation would still be hard if we considered the interaction with only one set. Our previous study [1] theoretically demonstrated the importance of repeated interactions between users and machines using computational simulation regarding the iterative prisoner dilemma. In short, the mathematical results showed that by increasing the number of interactions between a user and a machine, the machine could estimate a user's internal state (e.g. interest) more deeply, and then their mutual expectation (e.g. satisfaction) could eventually be maximized. This can be achieved by inductive co-operation between the two of them.
D. Computational Algorithm
In this section we present the computational algorithm regarding cross-modal computation, as shown in Fig. 6 . At first, in Fig 6 , it was assumed that there was a 2-D model parameter space (or map) that was comprised of a mixing proportion and NGDT. After that, the 2-D model parameter space was divided into a positive and negative model parameter region, and the positive model parameter space was then searched in order to find an interest bound, which could be used for estimating user interest. By calculating an arousal threshold τ , the interest bound could expand to ensure interest levels, since ambiguity occurred when only gaze duration was taken into consideration with the bound. In our algorithm, the threshold could be determined based on a fixed , which is changed by 0.5 to 3.0. Next, a threshold was deter- mined, and an arousal frequency could be calculated for each visual stimulus. As a result, a 3-D model parameter space was built by adding the dimension of average frequency with a 2-D model parameter space. Simultaneously, AVF was also computed for all the visual stimuli in Set 1 to Set 3. As described in the previous section, AVF could be used to segregate low and high arousal levels for each visual stimulus, and was also used for determining interest levels beyond the interest bound that was produced by gaze duration alone. Thus far, an error was calculated by an expanded interest bound in accordance with gaze duration plus AVF, and our self-reports (or questionnaire) regarding interest levels for each visual stimulus. was able to adjust according to a minimum error, via a feedback loop to fix a certain . As described already, was fixed to obtain a hyperplane, which divided regions depending on whether each visual stimulus involved emotional intensity. The proposed computation was furthermore able to detect emotional intensity by changing that was varied within the range of 0.5 to 3.0. This variation was optimized by using our self-reports. In fact, self-reports were taken after a psychological experiment that was done in relation to interest estimation. Each interest state was scored according to five levels. For example, Level 1 corresponds to a minimum level of interest whereas Level 5 corresponds to a maximum level of interest. Fig 7 shows a schematic computational view for pruning hyper-planes in a 3-D parameter space, that is, each corresponds to a hyperplane. For that reason selecting a hyperplane can be equivalent to optimizing . As a result, we obtained an optimal , which was mostly able to be detect emotional intensity regarding interest estimation.
E. Habituation Detection
As sketched in the introductory section, SPL is used to detect users' habituation in order to estimate how much a user concentrates on the (interest estimation) setting, because the most important aspect of the interest estimation problem is what kind of visual stimuli can faithfully impact on users' emotion. Therefore, we could detect emotional intensity from visual stimuli, whilst only one set will be insufficient for allowing a machine to do so. Regarding deep interest estimation by detecting emotional intensity, repeated interaction must take habituation detection into consideration in order to induce the empathic effect by controlling and providing new and/or emotionally arousing visual stimuli throughout multiple sets, and thus demonstrating awareness of the user's affective and interest state. This could be identical to the electrodermal biofeedback process. It refers to the use of a wide variety of experimental procedures that present parameters, obtained from bio-signals with the aim of modifying the underlying physiological processes [23] . In terms of learning theory, an operant response is the occurrence of the ANS change, and the information about the response serves as a reinforcer [24] . In our context, the parameter becomes user interest and habituation. Furthermore, SPL has a tonic nature (as opposed to phasic), which is regarded as being more "physiological" since the skin system is not influenced by the application of external content. This is an advantage specifically in long-term runs [25] . In our framework, two mathematical descriptions are shown using SPL with respect to habituation.
r is Pearson's correlation coefficient between SPL data x and y. The coefficient can take an arbitrary value between −1.0 and 1.0. Here, x and y correspond to data in each set, likewise x (Set 1) to y (Set 2), x (Set 2) to y (Set 3), and so on. Moreover, we computed a temporal correlation(TC) using SPL curves which were obtained from all subjects as:
and computed as
Here, k denotes temporal lag.
IV. Computational Results
In this section, we will first explain the experiment setting that aimed at estimating a user's interest reliably. In addition, computational results regarding a user's habituation detection in relation to a user's interest estimation will be shown.
To begin with, our psychophysiological experiment settings are shown in this section.
A. Two Types of Experimental Settings
In our experimental setting, two sensor sources, eye gaze and SPL, were taken into account, whereby each eye gaze point was synchronized with SPL at a sampling rate of 30Hz-100Hz due to our computational and mechanical requirements. In the experiment, each image set (a visual stimulus) was shown to a user for 30 seconds. There was a gaze cursor preceding the experiment, allowing users to focus on a center position (a "+") for 25 seconds, as shown in Fig. 8 . With respect to eye gaze detection, the experiment had the user (or subject) look at a visual stimulus that was divided into two quadrants containing different genres such as car collections, shopping goods, human faces and so on. The reason 185 why we used two quadrants was to allow gaze patterns to extract the duration more easily in that subjects would be able to compare their relative interest regarding the visual images. Eye gaze duration was assessed using a non-contact eye gaze tracker that also performed visual point of regard (POR) measurements for detecting regions of interest. It is important to note that even though our gaze tracker was not completely accurate, this was not our main issue since the ultimate goal of our system was to estimate a user's interest, as deduced from our cross-modal computation. Furthermore, two types of experiments were set, as shown in Fig.9 . One type, was simply providing visual stimuli to users for their interest estimation using cross-modal computation. This is equivalent with the setting, which has been shown in Fig. 8 , no repeated interest estimation. The second type showed more repeated sets than the first type. In practice, two more reapeated interactive sets were required in our experiment setting, as shown in Fig. 8 . During the multiple sets, a user's habituation was detected as well as a user's interest estimation. As stated already, detecting or parameterizing habituation can be really important for elciting such repeated sets regarding interest estimation.
In the experiment, nine visual stimuli pairs were shown for each interactive set. Our subjects were comprised of 27 people in total. Their age ranged from late 20's to mid 60's. 25 men and 2 women took part in this experiment. In short, the interaction experience of 40% of the subjects improved due to cross-modal computation. For 12 subjects out of 27 subjects it improved substantially.
B. Results for Interest Estimation
Figure. 11 illustrates the two major gaze patterns regarding interest estimation. In our experimental setting, each visual stimulus was divided into two quadrants. Therefore, there are often two model components regarding a visual stimulus. We were thus able to estimate a user's interest by determining whether a subject was interested in both, or either, or neither image.
In Fig. 11 , one gaze pattern typically represents eye gaze duration whereas the other represents less eye gaze duration.
Specifically, the latter case shows an indication of going back and forth between gaze components, which is marked by a couple of circles. In fact, this leads to a relatively small mixing proportion and a short gaze duration time across each model parameter. Thus far, their model parameters have been usually located near a hyperplane, and a criterion from gaze duration alone could fail to locate them. Fig. 11 indicates that the cluster D denotes gaze durations existing in a model component, whereas the cluster L (represented by the darker shading) denotes less gaze duration where the gaze pattern involves looking back and forth many times over two model components. Importantly, the latter case occurred when model parameters were rather elusive as to whether a user had interest according to a gaze duration pattern or not.
In our results, the former case indicated with more than 70% confidence that users had interest, whilst the latter case indicated less than 40% confidence in user interest. Nevertheless, in the latter case there is still a possibility that a subject was rather interested, given associated emotional intensity.
C. Results for Users Habituation Detection
Figures 12 and 13 show the signals of SPL for two subjects. There is an important difference between the two figures. Fig. 12 describes a SPL signal where a subject seems less habituated. Recall that habituation is influenced by boredom and/or aversion during interactive three interactive sets, according to the self-reports. In contrast, Fig. 13 shows that the subject was significantly affected by habituation. The self-reports were used for an analysis to determine whether subjects were habituated or not, in terms of boredom and/or aversion during all the (repeated) interactive sets, which is illustrated in Fig. 9 .
Figs. 14 and 15 illustrate the temporal correlation (TC), previously denoted by Equation (3), which was normalized into 19 illustrates subsequential correlation between Set 2 and Set 3. In our experimental results, this pattern could often be seen when the subject was fairly satisfied with given visual stimuli during all of the sets in relation to interest estimation. This result also implies that the subject kept a high level of concentration on all of the sets. In our case, detecting habituation is correlated to detecting concentration during all sets.
In Fig. 20 , as previously described for the algorithm of crossmodal computation, was varied to obtain a desirable threshold, which matched the result of the self-report. Interestingly, both results met each plateau or magnitude across a different set. The reason is that the first set was often affected by artifacts due to tension or low relaxation at the beginning of this experiment. The high noise frequency can be seen as a usual phenomenon when electrodermal activity (EDA) was taken into consideration. This could lead to a differential amplitude for controlling and determining for cross-modal computation. Fig. 21 describes Pearson correlation that was computed by Equation (1) . This result suggests that the small or inverse phase correlation between sets represents habituation, whereas the large correlation between sets represents less habituation (according to self-reports).
Figure. 21:
Results regarding Pearson correlation for two subjects. Fig. 22 shows the accuracy difference between sets. Accuracy for all subjects was taken into account, and (1 ≤ 2) denotes computing the frequency, e.g. of Set 2 − Set 1. As a result, the frequency was largest in Set 2 − Set 1 because (in most cases) habituation occurred in Set 3 (according to self-reports). That is why there is no improvement between Set 2 and Set 3 in terms of accuracy.
V. Conclusions and Discussion
In this paper, we presented a new user modeling system using proposed cross-modal computation that is capable of estimating a user's interest. Our previous study [2] was performed using eye gaze detection alone, which was used to extract visual preference. However, this type of interaction scheme had the demerit of not being able to detect emotional intensity for visual stimuli. Our work is motivated by the observation that a user's interest can be classified into two types, 'transient' and 'longlasting' (permanent). Interest as represented by visual preference may be quickly changing over time (transience), while long-lasting interest involves emotional intensity. Therefore, we presume that it can be significant when visual preference is characterized by emotional intensity. Consequently, Figure. 22: Accuracy difference between the three sets.
a physiological sensor was incorporated to overcome this drawback and to detect arousal. As a result, a new user modeling system was implemented that was based on crossmodal computation by combining gaze and (high) arousal detection. Regarding our cross-modal computation, reasonable results have been obtained regarding user interest accuracy. The results show that eye gaze model parameters combined with arousal detection is more accurate than eye gaze model parameters alone. Nevertheless, some results remained unchanged because of a functional redundancy between the two parameters. Arousal detection can determine the model parameters that exist near the hyperplane, which determines a user's interest level. We speculate that the functional redundancy can be avoided by allowing users to receive empathic response that addresses their habituation. In other words, a machine will have to undertake strategic and predictive planning to ensure users' concentration and to keep tracking their attention by extracting emotional visual stimuli, which could eventually lead to accurate a user's interest estimation. More specifically, the new user modeling scheme exposed the user to additional sets of visual stimuli. It can be said that the scheme proposed in this paper introduces an empathic effect by controlling and providing new and/or emotional visual stimuli throughout the whole process related to user interest estimation. In order to consider the empathic effect during repeated interactions for extracting visual emotional stimuli, we speculated that habituation detection must be taken into account to avoid 'boredom' or 'aversion'. It should be noticed that it is generally impractical to present emotional visual stimuli within a short time, due to the limited number of visual stimuli that can be processed by users in one set. We believe that our interaction scheme allows one to control or change visual contents flexibly and according to habituation detected from users. Hence, our approach can be seen as an implementation of an empathic user modeling system. It has been argued that it is generally hard to estimate a user's interest by using only one set. The computational results presented in this paper have shown that repeated interactions throughout multiple sets were important for accurate interest estimation regarding each visual stimulus. This could be attributed to the fact that the number of repeated interactions increases habituation such as boredom and aversion, so empathic effects must be taken into consideration by giving emotional visual stimuli. The empathic effect can be induced by a strategic plan in order to gain a user's concentration.
As future work, we will investigate the mathematical aspect of habituation with our proposed interest estimation scheme in more depth. For example, SPL signals have basically a tonic nature where we could find more temporal features related to habituation in particular with aversion and boredom when a user's interest estimation was repeated to extract as many emotional visual stimuli as possible. Another interesting aspect of using SPL signals might be in trying to detect emotional types, which are represented by positive (e.g. happiness, pleasure) and negative (e.g. disgust, frustration) emotional states. It has been shown that habituation is grounded in the rather negative emotional valence region as represented by frustration or aversion -which would also be difficult to detect with 'short-term' human-machine interaction alone. We will need empathic effects regarding a user's interest estimation in order to avoid a user's habituation. It is also our hope that detecting both emotional visual stimuli and habituation might allow us to compute a quantified user's shortterm and long-term satisfaction. We believe that repeated interaction and real-time responsiveness to a user's interest is a major step towards the goal of quantifying a user's satisfaction.
