Plasma instabilities have been studied in low-pressure inductive processing discharges with SF 6 and Ar/SF 6 mixtures, i.e. attaching gases. Oscillations are seen in charged particle density, electron temperature and plasma potential using electrostatic probe and optical emission measurements. For SF 6 , instability onset in pressure and driving power has been explored for gas pressures between 2.5 and 100 mTorr and absorbed powers between 150 and 900 W. For pressures above 20 mTorr, increasing power is required to obtain the instability with increasing pressure, with the frequency of the instability increasing with pressure, mainly lying between 1 and 100 kHz. For Ar/SF 6 mixtures, we observe a similar low power transition, with an upper transition to a stable inductive mode. The instability windows become smaller as the argon partial pressure increases. For Ar/SF 6 mixtures, we observe a significant effect of the matching network. We improve a previously developed volume-averaged (global) model to describe the instability. We consider a cylindrical discharge containing time varying electrons, positive ions, negative ions, and time invariant excited states. The driving power is applied to the discharge through a conventional L-type capacitive matching network, and we use realistic models for the inductive and capacitive energy deposition. The particle and energy balance equations are integrated, considering quasi-neutrality in the plasma volume and charge balance at the walls, to produce the dynamical behaviour. As pressure or power is varied to cross a threshold, the instability is born at a Hopf bifurcation, with relaxation oscillations between higher and lower density states. The model qualitatively agrees with experimental observations, and also shows a significant influence of the matching network.
Introduction
Instabilities in non-magnetized electronegative discharges (containing negative ions) have been studied in high-pressure dc glows [1] [2] [3] and, more recently, in radio-frequency (rf) capacitive discharges [4] and in low-pressure inductive discharges [5, 6] . Inductive low-pressure electronegative discharges are of great importance as they are routinely used to produce high plasma densities for plasma-assisted microfabrication technology [7] . An inductive discharge is usually created by application of rf power to a non-resonant inductive coil, resulting in the breakdown of the process gas within or near the coil by the induced rf electric field. Since there is a substantial voltage across the exciting coil, a fraction of the discharge power is also deposited capacitively, and this voltage drives a capacitive current in the plasma. The discharge can therefore exist in two different modes: the capacitive mode (E mode), for low power, and the inductive mode (H mode), for high power. As the power is increased, transitions from capacitive to inductive modes (E-H transitions) are observed [8, 9] , in some cases exhibiting hysteresis [10] . If hysteresis effects are neglected, this transition occurs at a given power, when operating with electropositive gases, and the discharge is stable for all powers. In contrast, it has been found that when operating with electronegative gases the transition can be unstable, and a range of pressures and powers exist where the discharge oscillates between higher and lower electron density states [5, 6] . The relaxation oscillations in this E-H transition cause charged particle density, electron temperature and plasma potential modulations observed using electrostatic probe and optical emission measurements.
In this paper, we present an experimental and theoretical study of instabilities in an inductive discharge with a planar coil. Cylindrical and planar electrostatic probes along with microwave transmission have been used to determine the charged-particle densities as a function of time. Optical emission spectroscopy (OES) gives time-resolved intensities similar to probe measurements of electron densities. These experimental results are presented in section 2. A simplified volume-averaged (global) model has previously been proposed to describe the instability process [6] . In section 3, we develop a more realistic global model that includes the matching network and better describes inductive and capacitive power deposition and the positive ion flux exiting the discharge. Model and experimental results are compared and discussed in section 4 and a summary is given in section 5.
Experimental characterization of the instability

Experimental set-up
We use an inductive discharge with a planar coil (TCP) of the type increasingly used in plasma-assisted micro-fabrication technology, schematically shown in figure 1. A flat coil is wound from near the axis to near the outer radius at one end of a 30 cm diameter, 19 cm long discharge chamber. The coil is separated from the plasma by a 2.5 cm thick quartz window. The coil is powered by a 0-900 W rf power supply (13. 56 MHz) through a conventional L-type capacitive matching network. Argon and SF 6 are injected into the chamber through 0-50 sccm MKS flow meters. The gases are pumped by a turbomolecular pump to maintain a pressure in the range 1-100 mTorr.
Two optical emission spectroscopy (OES) systems are mounted on the side walls of the chamber to record argon and fluorine emission lines as a function of time. During the instability, a planar probe having a 5 mm diameter collector and a 12 mm diameter guard ring, both biased at −50 V (by separate power supplies), is used to measure the time variations of positive ion saturation current. The time variations of the electron current and the floating potential are recorded by a small cylindrical probe (0.13 mm diameter and 5 mm long platinum wire). In a stable regime, the full currentvoltage characteristic recorded by the small probe is used to determine the plasma potential and the electron temperature. A microwave transmission method was also used to determine the time-varying electron density for comparison with the probe measurement.
The instability
Periodic oscillations of the light emitted by the plasma and the ion and electron currents recorded by electrostatic probes are found when operating with attaching gases, but they are not observed in argon or nitrogen discharges. Figure 2 shows the region of existence of these oscillations, i.e. the region of instability, for (a) pure SF 6 and (b) (1:1) Ar/SF 6 flow rates. For the measurements in SF 6 , the matching network was tuned for a power just below the transition to instability in the capacitive discharge regime, and the power was increased into the unstable regime. For the Ar/SF 6 measurements the network was tuned above the instability. The unstable regions cover considerable parameter ranges of pressure and power. As the argon partial pressure increases, the average attachment rate decreases, and the instability window in power gets smaller and eventually disappears. These observations suggest that the instability process is linked to the gas electronegativity. For low and high powers, outside the region of instability, the discharge operates in stable capacitive or inductive modes, respectively.
The frequency of the instability as a function of the rf power is plotted in figure 3 for various pressures, for pure SF 6 . For these measurements, the matching network was set to minimize the average reflected power at each injected power. The frequency varies with a power law of approximately p 0.5 with pressure; the frequency variations are less prominent with variations of the rf power. At low pressures, the oscillations have larger amplitudes as shown in figure 4. At 5 mTorr (the frequency is around 14 kHz), the light intensity oscillates between large sharp maxima to almost zero between the peaks. At 50 mTorr, the frequency is three times larger and the light intensity only changes by a factor of three with a minimum well above zero. At low pressures (p 6 mTorr) a marked decrease to a lower frequency oscillation (∼1 kHz) is found with increasing power.
For pure SF 6 discharges, the frequency of the instability is only slightly affected (variations of about 20%) by the settings of the matching network. In contrast, in Ar/SF 6 mixtures, different modes of the instability can be obtained by changing the tuning conditions. This is shown in figure 5 , where light intensities are plotted for two different modes of the instability for a 5 mTorr (1:1) Ar/SF 6 mixture. In both cases, the average power injected in the discharge is about 500 W. For the high-frequency mode (8.5 kHz), the matching network was tuned at 400 W, just below the transition to instability. This mode is qualitatively similar to the pure SF 6 case, with two notable differences: (i) the frequency is somewhat lower, and (ii) the light intensity does not go as close to zero between the maxima. For the low-frequency mode (about 1.0 kHz), the matching network was tuned at 700 W, just above the upper transition. Here the discharge spends most of the time in the high electron density regime. This mode has not been observed in pure SF 6 because our power supply is limited to powers of less than 900 W. Because the instability process depends on many parameters, an exhaustive study is difficult. For the sake of clarity, in the following, we concentrate our study on two typical cases of low-pressure discharge instability: the lowfrequency mode of a 5 mTorr (1:1) Ar/SF 6 mixture tuned just above the instability with an input power of 700 W, and a 5 mTorr SF 6 discharge. For pure SF 6 , sufficient power was not available to reach the upper transition, so the matching network was tuned in the stable capacitive mode, at a power of 500 W just below that required for onset of the instability. Figure 6 (a), for the 1:1 Ar/SF 6 mixture, shows the positive ion saturation current, recorded with the planar probe biased at −50 V, along with the electron current, recorded with the small cylindrical probe biased at +30 V, which is assumed to be near the knee of the I -V characteristic. The total pressure is 5 mTorr, the average power injected is 650 W and the average power reflected is 100 W. In this case, the frequency is about 0.8 kHz. The ion and electron saturation currents are nearly in phase and the shape of the oscillations is similar. The electron current has a larger oscillation amplitude and faster rise and decay times than the ion current. The electronegativity α = n − /n e , deduced from the ratio of the currents using the technique described in [11] with T − taken to be approximately 0.25 V, T + = 0 V, and T e = 5 V, is plotted in figure 6(b) . When the currents are at their maximum, the discharge is in a transitional inductive mode with α lying between 6 and 10, in agreement with experiments performed in similar low-pressure electronegative discharges [11] . When the discharge falls into a non-equilibrium capacitive mode, both currents significantly decrease but the electron current decreases to a much smaller Figure 6 . Positive ion and electron saturation currents (a) and α = n − /n e (b) as a function of time for a (1:1) Ar/SF 6 mixture. The total pressure is 5 mTorr, the average power injected is 650 W and the average power reflected is 100 W. The negative ion fraction α has been deduced using the two-probe technique described in [11] . fractional value, leading to a much higher α value that can exceed 100. The discharge spends most of the time in the inductive mode.
To obtain n e , n + and n − we measured n e directly both from the electron saturation current recorded by the cylindrical probe and also from microwave interferometry (a cut-off measurement), and found that the measurements agreed well. For example, in a 5 mTorr (1:1) Ar/SF 6 mixture, from the probe measurement assuming n e = 4I e /eAV e at the knee of the curve, we obtain n e max = 5.8 × 10 10 cm −3 and n e min = 2×10 9 cm −3 , with the corresponding microwave cutoff experiment yielding n e max = 4.5×10 10 cm −3 and n e min = 2 × 10 9 cm −3 . The densities of negative and positive ions are deduced from α and the quasi-neutrality condition, n − = αn e , n + = n − + n e . The charged particle densities as a function of time are plotted in figure 7 . The electron density changes by a factor of 20-25, oscillating between 2.0 × 10 9 cm
(capacitive mode) and 5.5 × 10 10 cm −3 (inductive mode) with fast rise and decay times. Over the same time, the positive ion and negative ion densities only change by a factor of five (between 10 11 cm −3 and 5.0 × 10 11 cm −3 ) and exhibit slower rise and decay times. Positive and negative ion densities decay at the same rate, which suggests that the ion losses are mainly due to mutual recombination, once the electrons have decayed significantly. A more detailed discussion of the dynamics will be given in section 4. Figure 8 shows α and the charged particle densities as a function of time, for pure SF 6 . For this case, the frequency is about 12.9 kHz, much higher than for the (1:1) Ar/SF 6 mixture (figure 5) tuned in the inductive mode and about 40% higher than the mixture tuned in the capacitive mode. The difference between electron and ion dynamics is more pronounced; the ion density is modulated by about a factor of two, whereas the electron density exhibits sharp peaks. The discharge spends a long time in the low-density regime (n e = 6.0×10 8 cm −3 with α about 500), and jumps into a high-density inductive mode for a much shorter time. In the inductive mode, the maximum electron density is about 4.0 × 10 10 cm −3 and α is about 6.
The ion density only oscillates between 1.5 × 10 11 cm −3 and 3.0 × 10 11 cm −3 .
Global model of the instability
We have improved the previously introduced [6] volumeaveraged (global) model for the instability. The discharge is taken to be a cylinder of radius R = 15 cm, length l = 19 cm, with constant negative ion temperature T − = 0.3 V and with cold positive ions. Such a high T − has been measured using a probe technique by Chabert et al [11] , agreeing with a simple model by Tuszewski [5] and particle-in-cell simulations by Chabert and Sheridan [12] . The physical reasons are that negative ions are created by dissociative attachment with excess energies of 1-2 eV, and that negative ions created near the sheath are accelerated into the bulk plasma and thermalized there. We assume a weakly dissociated discharge with timevarying quantities of electrons (mass m e and density n e ), positive ions (m + = 127 amu for SF + 5 , n + ), negative ions (m − = 127 amu, n − ), and electron temperature T e (in units of volts). The negative ion fraction α = n − /n e is sufficiently large (α > 3-5) that the electron density is essentially uniform within the bulk plasma [13] . For the global model, all densities are taken to be uniform, for volume averaging, with positive and negative ions filling all of the discharge volume except the sheaths, which are small compared to the plasma dimensions. We do not consider neutral density variations with time, which are not significant for 10 kHz oscillations, but may be of some significance for oscillations below 1 kHz.
Particle balance
The particle balance equations are
where V = πR 2 l and A = 2πR (R + l) are the plasma volume and the surface loss area, respectively, with sheaths neglected. Negative ions are created by attachment on ground-state neutrals (density n g ) and are either lost at the walls or destroyed in the plasma volume by recombination with positive ions and by detachment due to impact on excited neutrals (density n * g ). At the low pressures we are considering, in an equilibrium situation with normal electron densities, the recombination dominates over all detachment processes. When the electrons are periodically expelled due to the instability, detachment resulting from excited states has an additional function of supplying electrons, which is the reason we include that term. We assume that direct detachment, due to energetic electrons, is negligible once the majority of electrons have been expelled. We consider that n * g depends only on the average electron density, that is, the lifetime of excited neutrals is greater than the instability period. For typical conditions (SF 6 , 5 mTorr), detachment is only important in some special cases where the electron density collapses to very low values, and so we choose a nominal value n * g = 10 12 cm −3 . The ionization and attachment rate constants K iz and K att have been calculated as a function of T e for assumed Maxwellian electrons, using cross sections given in [14, 15] for SF 6 . For calculation purposes, we fit the calculated rates with an Arrhenius function for the ionization:
where the best fit gives K iz0 = 9.21 × 10 −8 cm 3 s −1 and ε iz = 19 V. We note that the high value of ε iz results in a high value of T e in the model. We discuss this further in section 5. For attachment, the best fit function is are the electron and negative ion mean speeds, respectively. In most cases the plasma potential is large enough so that negative ion flux to the wall is nearly zero. The positive ion flux, derived from an appropriate one-dimensional lowpressure diffusion model developed from [13] , is given by the following expression,
where, for high electronegativity, we obtain h l ∼ = n sheath /n + as (see the appendix)
1/2 is the ion Bohm velocity at the edge of a strongly electronegative plasma with T + = 0 and λ i = (n g σ i )
−1 with σ i = 1 × 10 −14 cm 2 is the ionneutral mean-free path, consistent with mobility data given by Christophorou and Olthoff [17] . The conditions of quasineutrality in the bulk plasma, n + = n e + n − , and flux equality at the walls, + = e + − , are assumed.
Energy balance
The electron energy balance equation is d dt 3 2 n e T e = P abs − P loss (6) where
is the electron energy loss per unit volume. The terms proportional to n e n g represent the energy losses for electronneutral collisions; K iz , K att and ε iz have been defined previously for SF 6 , the attachment threshold is ε att = 0, and
Power supply Matchbox Inductive coupling Capacitive coupling Figure 9 . Lumped element circuit model. the excitation coefficient is found by fitting energy losses due to vibrational and electronic excitation to an Arrhenius form
which yields K exc0 = 4.75 × 10 −8 cm 3 s −1 and an excitation threshold of ε exc = 9.5 V. The terms proportional to give the energy losses for positive ions that accelerate across the sheath potential, and the terms proportional to 2T e and 2T − give the kinetic energy carried to the walls by negative particles.
In equation (6), P abs is the electron power absorbed per unit volume, consisting of both inductive and capacitive parts. A fraction of the discharge power is deposited capacitively since there is a substantial voltage across the exciting coil, which drives a capacitive current in the plasma. To describe the inductive discharge with capacitive coupling, we use the lumped element circuit [18] [19] [20] shown in figure 9 . The voltage required to power the coil of an inductive discharge is supplied by a 50 rf power source through a capacitive matching network. Here C 1 and C 2 are variable series and parallel capacitors, and V rf and R T (= 50 ) are the Theveninequivalent rf source voltage amplitude and resistance.
3.2.1.
Capacitive elements. The capacitive coupling (capacitive branch) is modelled by the series combination of the coil-to-plasma window capacitance C q , the sheath capacitance C s , the resistors R ion and R C , and the bulk plasma inductance L C . During the instability the electron density can vary between a few times 10 8 cm −3 and a few times 10 10 cm
but, because of the presence of negative ions, the positive ion density only changes by a small factor (usually less than five). Therefore, from Child's law, we assume that the voltage across the sheath, the sheath thickness and the sheath capacitance C s are constant. The capacitance C q has been measured for an air gap above a ground plane [18] . Accounting for the quartz dielectric constant, the coil-to-quartz air gap and the voltage of the circuit in figure 9 , we estimate a C q of 20 pF. The capacitance C s is calculated from Child's law with average ion density that gives a nominal sheath width s ≈ 5 mm and C s ≈ 30 pF. The ion resistance R ion is in parallel with the sheath capacitance and represents the capacitive energy delivered directly to the ions that fall through the dc sheath potential V dc ≈ 0.83|V srf | where |V srf | is the average rf voltage magnitude across the sheath, determined from
Although this ion energy deposition influences the circuit voltages and currents, it is not part of the electron energy deposition in equation (6) . The capacitive energy deposition into the discharge due to electron heating is modelled by a sum of ohmic and stochastic heating
The ohmic heating resistance is given by [7] R ohm = m e ν m l ohm n e e 2 A cap (10) with ν m the electron-neutral collision frequency, ν m = n g σ mve , with σ m = 1 × 10 −15 cm 2 , which is close to the value given by Christophorou and Olthoff [17] . We have chosen A cap = 0.13 m 2 and l ohm = 0.1 m for our calculations. The stochastic heating resistance is approximated in the form [7] 
m eve n e e 2 A cap (11) which is modified from a homogeneous model for the edge electron density to account for the enhanced oscillation amplitude of a Child's law sheath with V dc and T e taken as constant average values. This approximation is based on some numerical results of a particle-in-cell (PIC) calculation, and is used here as a working hypothesis. At low electron density, the bulk plasma inductance (12) can become important, resonating with the capacitance
Below this density, the impedances ωL C and R C limit the capacitive current I cap and therefore the capacitive power deposition. Note that ωL C and R ohm have equal magnitude when ω = ν m .
Inductive elements.
The inductive coupling is modelled as an inductance L L in series with a resistor R L . However, the average rf voltage on the coil is only half the rf voltage applied at one end of the coil (the other end is grounded). We therefore split the inductive branch in series and in parallel with the capacitive branch, each part having a resistance 1/2R L and an inductance 1/2L L , in order to appropriately lower the capacitive voltage. We take the inductance L L to be principally that of the primary coil, L coil = 0.5 µH, but also include a density-dependent term from the plasma secondary, the electron inertia inductance
Inductive power is transferred to electrons within a skin layer of thickness δ near the window-plasma surface. For a given coil current, the power transfer depends on n e and is low at low densities, where the weakly conducting plasma loop acts as an open circuit, and is low at high densities, where the highly conducting loop acts as a short circuit [7, pp 388-99] . To model this, we choose R L in the form
where R ind is proportional to pressure, depends on the power deposition volume and is taken to be independent of n e ; n 0 gives the density for maximum R p . The values of R ind and n 0 have been estimated from measurements by Gudmundsson and Lieberman [18] to be in the range R ind ≈ 1-2 at 5 mTorr for n 0 = 1 − 5 × 10 10 cm −3 , but the values are somewhat uncertain. Using this form for R p , for a fixed current, the power absorbed by the inductive branch is proportional to n e at low densities, in agreement with more sophisticated models, but decays as 1/n e at high densities instead of the theoretical value 1/n 1/2 e [7, pp 388-99] or more nearly constant values found in experiments [18] . This discrepancy at high densities is relatively unimportant in our analysis because in our model n e during the instability is always smaller than n 0 . The resistance of the coil itself is R coil = 0.3 ; we add this to the power transfer resistance R p to determine the total resistance of the inductive branch of the circuit.
Effect of the matching network on absorbed power. In this model, the power absorbed by the electrons is
where I cap is the current flowing in the capacitive branch and I coil is the current flowing in the inductive branch in parallel with the capacitive branch (see figure 9 ). The power absorbed is a function of n e (R C and R p are functions of n e ), and depends also on the settings of the matching network capacitors. At each electron density there exist values of C 1 and C 2 required to match the discharge. Figure 10 shows the absorbed power as a function of n e for two settings of the matching network capacitors, determined by solution of the model equations. The total absorbed power (dashed curve) is the sum of the electron power (full curve), the ion power (dash-dotted curve) and the power dissipated in the coil (not shown), and is maximal at the tuned density. The form of all of the curves depends on the matching capacitor settings. The shape of the electron power versus n e affects the instability process, as discussed in the next section. Therefore, changing the values of C 1 and C 2 changes the model results.
Numerical results and comparison with experiments
Dynamical behaviour
Differential equations (1), (2) and (6) can be integrated, together with the subsidiary conditions, to produce the dynamical behaviour. In figure 11 , results of the time integrations are given for n + , n e , n − , T e and α = n − /n e for a 5 mTorr 1:1 Ar/SF 6 mixture. SF 6 parameters, as given in the text, are used, except that K att = 0.5K att (SF 6 ) to approximate the mixture. We use R ind = 2 and n 0 = 5×10 10 cm −3 . The matching network capacitors are set so that the system is tuned when n e = 6 × 10 9 cm −3 , above the range of the instability, corresponding to the experiment with an Ar/SF 6 mixture. The basic dynamics leading to the relaxation oscillation behaviour are described in the following. During phase 1, a capacitive quasi-equilibrium is lost and the electron density builds up in the discharge reaching a quasi-equilibrium in the inductive mode before the negative ion density fully builds up. From (1) the time scale for this rapid build-up is estimated from the ionization to be 1
During phase 2, the discharge is in the quasi-inductive mode and the negative ion density continues to build up at a slower rate. The time scale for this process is given by the attachment which from (2) is of order
During phase 3, the quasi-inductive equilibrium is lost. Electrons are lost rapidly and the discharge decays to a quasiequilibrium capacitive mode. Since the electron density is well below the ion density, at high α, the time scale for electron loss is much faster than the diffusive time scale for ion loss, while quasi-neutrality is maintained. The rapidity of the electron decay increases as α increases, as seen in figure 11 . Throughout this decay process the ionization has been essentially turned off together with the absorbed power. Finally, during phase 4, the discharge is in the quasicapacitive mode, and the negative ion density decays slowly to a sufficiently low value that the quasi-capacitive equilibrium is lost and the cycle repeats. This decay process is due mainly to mutual recombination of negative and positive ions, and its time scale from (2) is of the order of . Global model time variation of charged particle densities, electron temperature and α = n − /n e , for a 5 mTorr (1:1) Ar/SF 6 discharge. The system is tuned at n e = 6 × 10 9 cm −3 . The sudden loss of capacitive and inductive equilibrium during phases 1 and 3 is due to hysteresis in the electron power absorption and loss characteristics versus electron density. This is illustrated schematically in figure 12 , in which the absorbed power and two static loss characteristics (n − , T e , and fixed) are plotted versus n e . The two loss curves are obtained by substituting e ≈ + from (4) (no negative ion loss to the walls) into (16) to obtain a power loss of the form P loss = An e +Bn − . This gives a linear variation of P loss with n e whose intercept at n e = 0 is proportional to the slowly-varying quantity n − . The two loss curves, P loss 1 and P loss 3 , shown have been chosen at the two tangencies with the P abs curve. At the end of phase 4, the loss curve decreases below the P loss 1 curve, the quasi-capacitive equilibrium is lost and the discharge enters phase 1. Similarly, at the end of phase 2, the loss curve increases above P loss 3 , the quasi-inductive equilibrium is lost and the discharge enters phase 3. Although the tangencies give the locations of the transitions between phases, the locus of the motion during the instability lies close to the P abs (n e ) curve, slightly below during phase 1 and slightly above during phase 3. This is because the timescale for electron energy equilibrium is short compared to the timescale for the n e and n − variations.
Since we are considering high-α discharges, the positive ion density builds up and decays essentially at the same rate as the negative ion density, through most of the decay cycle. Because the value of n e in (17) is near its peak value during the build-up of negative ions, and n + in (18) does not change by a large factor, we can estimate the cycle time from an equilibrium calculation for n − with n e near its peak value. The equilibrium n − is calculated from (2) with the n * g term neglected and − ≈ 0, obtaining
with the latter form following by setting n + ≈ n − . Substituting this result in either (17) or (18) we find the build-up and decay times are of the same order of magnitude such that the instability frequency scales as
i.e. the instability frequency scales with the square root of both the pressure and the peak electron density. Note that this result is also equivalent to the simpler scaling in (18) if n + rather than n e is known, if we interpret n + as n + (avg).
Returning to an examination of figure 11 , we see that the shape of the model results agree qualitatively with the pure SF 6 discharge experiment (figure 8). In this case the discharge spends a relatively long time in the capacitive regime, the electron density exhibiting peaks and the ion density being only weakly modulated and having slow decay time. The frequency of 1.1 kHz is well below the two experimental values of 12.9 kHz for SF 6 and 8.5 kHz for 1:1 Ar/SF 6 mixture tuned below the instability. However, the frequency is in reasonably good agreement with the 0.8 kHz experimental value found by tuning the Ar/SF 6 mixture above the instability. The model electron densities are lower and the α's are higher than in the experiments. In a second case in figure 13 we use the SF 6 value of K att and tune the matching network at 10 8 cm −3 , below the instability, as done in the pure SF 6 experiment. The shapes of the model oscillations of the n e and n i are more regular than the pure SF 6 experiment, with a somewhat higher frequency of 2.5 kHz, than in the previous example, but well below the experimental values in SF 6 . The densities in the pure SF 6 case are somewhat larger than the previous case, but still well below the experimental values. Because the peak electron densities are of the order of a factor 20 lower in the model than in the experiment, the model frequencies are lower by about √ 20, consistent with the scaling in (20) . The average n + is approximately a factor of four higher in the experiment than in the theory, also consistent with the calculation. Similarly, the larger value of K att for pure SF 6 contributes to the higher frequency by a factor of √ 2, as seen from (20) . Of course, there are additional considerations, as will become clearer in the theoretical discussion of the following subsection.
In figure 14 we compare the instability frequency as a function of pressure in the model to the experimental values from figure 3. Pressures of p = 2, 5, 7, 12, 17 and 25 mTorr are used in the calculations, and the experimental values of frequency are taken at a power of P abs = 600 W. In the model, the powers are taken roughly in the centre of the instability range. As expected, from the comparison at 5 mTorr in SF 6 the experimental frequencies are higher than the model frequencies, but the trend of increasing frequency with increasing pressure is seen in both experiment and theory. Experimentally, the p 0.5 dependence of the frequency is well verified, whereas the model shows a somewhat slower increase. This is mainly due to the fact that, in the model, the electron density decreases as the pressure increases. Since the electron densities found in the model are almost a factor of 20 lower than in the experiment, the powers at which the model frequencies are calculated are also lower than the experimental powers by approximately this ratio, because the electron density is nearly proportional to the power, as can be seen qualitatively in (7) . In scanning over power to find a central region where the instability occurs, we find a range of powers typically less than 10% at the lower pressures and decreasing with increasing pressure. This trend is similar to that seen in figure 3 , but the range of powers is much smaller, and, for the parameters we are using, no instability was found for p > 25 mTorr.
Phase plane representation
To understand the physics more completely, we obtain a reduced set of equations by noting that, typically, there are three time scales. The fastest time scale is for changes in electron energy (equation (5)), the next fastest is for changes in electron density (equation (1)), and the slowest is for changes in negative ion density (equation (2)). Using this ordering, we first set d dt 3 2 n e T e = 0 to solve for the highly electron-temperature-sensitive term K iz in equation (6) to obtain n e n g ε iz (K iz − K att ) = P abs − n e n g K att (ε iz + ε att )
Substituting equations (21) together with (4) into (1) 
Setting dn e / dt = 0 in equation (22) yields an equation for n − (n e ), where T e and are obtained from equation (21) and flux conservation, using (3) and (4). In figure 15 the phase space representation of dn e / dt = 0 (dashed curve) is shown in the n − versus n e plane for the 5 mTorr 1:1 Ar/SF 6 discharge (for the model conditions in figure 11 ). 'Below' the dashed curve, dn e / dt is positive. We also plot (dot-dashed curve) the equation for n − (n e ) obtained by setting dn − / dt = 0 in (2) as given by (19) . Again, 'below' the dot-dashed curve, dn − / dt is positive. The crossing of the two n − (n e ) curves gives the equilibrium. For this general configuration of the dashed curves, an examination of a small departure from the equilibrium will convince the reader that the equilibrium can be unstable only if both slopes obtained from the dn e / dt = 0 and dn − / dt = 0 curves are positive at the crossing, and it is sufficient for instability if the slope of the dn − / dt curve is larger. For the example shown in figure 15 we would therefore predict unstable behaviour. This phase plane representation is very convenient to predict the instability region from equilibrium curves. Depending on the parameters, the decay of the electron density may be halted either by the capacitive power supplying the electrons or by the existence of excited states n * g and the capacitive power together. In a system where the capacitive coupling is weak (low-frequency excitation or faraday shield), the model predicts that, in the low-density part of the cycle, electrons are mainly produced by detachment of negative ions by collision on excited neutrals. In our example the stabilization of electron density is with the capacitive power alone.
Superimposed on figure 15 is the actual trajectory in the phase plane, for which the complete time-dependent equations are solved with no ordering. The arrows indicate the direction of the motion. The intersection of the dynamical phase space trajectory with the dn e / dt = 0 curve indicates the stabilization of the falling electron density. The subsequent slow decay of the negative ions lies quite close to this curve as the electron density begins its recovery due to capacitive energy input. In figure 16 the phase plane trajectory corresponding to figure 13 is given. The results again illustrate the trajectory around the unstable equilibrium. In this case the inductive peak is lower and the resulting instability has smaller amplitude, closer to its birth at a Hopf bifurcation. This is partly due to the tuning which allows one to vary the relative importance of capacitive to inductive coupling, and thus the shape of the dn e / dt = 0 curve. The higher frequency of the oscillation in this case is due both to the larger K att , as described earlier, and to the smaller amplitude of oscillation.
In order to explicitly see the effect of the matching network, in figure 17 we show the calculated optical emission intensity (proportional to n e n g K exc ) as a function of time, for a 5 mTorr (1:1)Ar/SF 6 mixture, when the system is tuned either in the inductive mode (full curve) or in the capacitive mode (dashed curve). The frequency is higher when the system is tuned in the inductive mode. However, the instability does not switch between two different frequency ranges, as seen in the experiment (results shown on figure 5 ).
We note also that, dependent on the tuning within the model assumptions, another instability window can sometimes be found at higher electron densities which persists even when the capacitive power is set equal to zero, as shown in figure 18 . Here, C q has been set to zero (so that the capacitive branch has been suppressed), n 0 = 10 9 cm −3 and the system is tuned at n e = n 1 = 7 × 10 7 cm −3 . These parameters are not consistent with our system but we use them as a theoretical . Electron power versus n e , and n − versus n e phase plane for a 5 mTorr SF 6 discharge without capacitive power (C q was set to zero). The system is tuned at n e = 7 × 10 7 cm −3 .
example. As one can see in figure 18 (a), the absorbed power presents a minimum at n 0 and exhibits two peaks below and above n 0 . This is because the system is tuned at n 1 = n 0 . This situation can lead to an unstable regime if the power loss curves cross in the appropriate region, between the two peaks. In our case, this occurs at low pressure (p = 1 mTorr), and the instability is shown on the phase plane representation ( figure 18(b) ). The implications of this effect will not be further examined in this paper. However, we note that the model predicts that a pure inductive instability can exist in attaching gases if a matching network is present. This could be verified experimentally by suppressing the capacitive coupling with a Faraday shield.
Conclusion and discussion
We have shown experimentally that low-pressure inductive discharges with attaching gases may be subject to instabilities at a transition region between capacitive and inductive modes. Experimentally the range of pressure and power at which the instability occurs increases with increasing attachment coefficient, indicating that an electronegative plasma is required for the instability. A model previously developed for the instability has been improved, in that the various processes are calculated without arbitrarily adjustable parameters (but with some uncertainty in their actual values that may be varied within limited ranges) giving results that qualitatively correspond to the experiments. A significant difference between the experiment and the theoretical model is that the model predicts a peak electron density that is too low, and as a consequence also predicts oscillation frequencies that are too low. (However, note that the model gives spatially averaged densities, while an onaxis probe measurement gives the peak density, which for a parabolic profile is a factor of 1.5 higher than the average). A second important difference is that the model predicts instability windows in power and pressure that are considerably smaller than those seen in the experiment. It was also found experimentally that the instability could switch between two different frequency ranges with changes in tuning of the matching network in Ar/SF 6 mixtures and at low pressure with increasing power for pure SF 6 . These effects were not seen in the model. Further work is required both experimentally and theoretically to clarify these discrepancies between theory and experiment.
There are other effects that can be explored, both experimentally and theoretically, that may further clarify the instability mechanism. For example, spatial variations of densities during the instability have not been considered. This possibility can be investigated using multiple probes and/or optical techniques. Theoretical consideration of the effect would require development of a non-global model. The high energy (ε iz = 19 V) required for dissociative ionization of SF 6 suggests that multistep ionization could be important for this system. It was shown [21] , using both PIC simulations and a global model, that multistep ionization causes the energy losses to change considerably in passing from the low-density capacitive regime to the high-density inductive regime in an argon discharge, which leads to loss 'lines' (see figure 12 ) that depend nonlinearly on n e . This in turn produces hysteresis in the transition between capacitive and inductive modes. In electronegative gases such as Ar/SF 6 mixtures, this might widen the instability windows in power and pressure seen in the model.
Another area for an improved theory is to consider a more complete chemistry. Measurements in a GEC reference cell of mass-resolved ion distributions at the grounded electrode for a stable discharge show that SF 6 and (1:1) Ar/SF 6 mixtures can be highly dissociated for powers as low as 100-200 W [22] . At 5 mTorr and 100 W in a (1:1) Ar/SF 6 mixture, the dominant ions seen were Ar + , SF We conclude that the instability phenomenon in electronegative gases is an interesting subject with much work still to be done to achieve a detailed understanding.
