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Our understanding of the complexity of the brain is limited by the data we can collect
and analyze. Because of experimental limitations and a desire for greater detail, most
investigations focus on just one aspect of the brain. For example, brain function can
be studied at many levels of abstraction including, but not limited to, gene expression,
protein interactions, anatomical regions, neuronal connectivity, synaptic plasticity, and
the electrical activity of neurons. By focusing on each of these levels, neuroscience
has built up a detailed picture of how the brain works, but each level is understood
mostly in isolation from the others. It is likely that interaction between all these levels
is just as important. Therefore, a key hypothesis is that functional units spanning
multiple levels of biological organization exist in the brain. This project attempted to
combine neuronal circuitry analysis with functional proteomics and anatomical regions
of the brain to explore this hypothesis, and took an evolutionary view of the results
obtained. During the process we had to solve a number of technical challenges as
the tools to undertake this type of research did not exist. Two informatics challenges
for this research were to develop ways to analyze neurobiological data, such as brain
protein expression patterns, to extract useful information, and how to share and present
this data in a way that is fast and easy for anyone to access.
This project contributes towards a more wholistic understanding of the fruit fly
brain in three ways. Firstly, a screen was conducted to record the expression of proteins
in the brain of the fruit fly, Drosophila melanogaster. Protein expression patterns in the
fruit fly brain were recorded from 535 protein trap lines using confocal microscopy. A
total of 884 3D images were annotated and made available on an easy to use website
database, BrainTrap, available at fruitfly.inf.ed.ac.uk/braintrap. The website allows 3D
images of the protein expression to be viewed interactively in the web browser, and
an ontology-based search tool allows users to search for protein expression patterns in
specific areas of interest. Different expression patterns mapped to a common template
can be viewed simultaneously in multiple colours. This data bridges the gap between
anatomical and biomolecular levels of understanding.
Secondly, protein trap expression patterns were used to investigate the properties
of the fruit fly brain. Thousands of protein-protein interactions have been recorded by
methods such as yeast two-hybrid, however many of these protein pairs do not express
in the same regions of the fruit fly brain. Using 535 protein expression patterns it was
possible to rule out 149 protein-protein interactions. Also, protein expression patterns
registered against a common template brain were used to produce new anatomical
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breakdowns of the fruit fly brain. Clustering techniques were able to naturally segment
brain regions based only on the protein expression data. This is just one example of
how, by combining proteomics with anatomy, we were able to learn more about both
levels of understanding.
Results are analysed further in combination with networks such as genetic homol-
ogy networks, and connectivity networks. We show how the wealth of biological and
neuroscience data now available in public databases can be combined with the Brain-
Trap data to reveal similarities between areas of the fruit fly and mammalian brain.
The BrainTrap data also informs us on the process of evolution and we show that genes
found in fruit fly, yeast and mouse are more likely to be generally expressed through-
out the brain, whereas genes found only in fruit fly and mouse, but not yeast, are more
likely to have a specific expression pattern in the fruit fly brain. Thus, by combining
data from multiple sources we can gain further insight into the complexity of the brain.
Neural connectivity data is also analyzed and a new technique for enhanced motifs is
developed for the combined analysis of connectivity data with other information such
as neuron type data and potentially protein expression data.
Thirdly, I investigated techniques for imaging the protein trap lines at higher res-
olution using electron microscopy (EM) and developed new informatics techniques
for the automated analysis of neural connectivity data collected from serial section
transmission electron microscopy (ssTEM). Measurement of the connectivity between
neurons requires high resolution imaging techniques, such as electron microscopy, and
images produced by this method are currently annotated manually to produce very de-
tailed maps of cell morphology and connectivity. This is an extremely time consuming
process and the volume of tissue and number of neurons that can be reconstructed is
severely limited by the annotation step. I developed a set of computer vision algo-
rithms to improve the alignment between consecutive images, and to perform partial
annotation automatically by detecting membrane, synapses and mitochondria present
in the images. Accuracy of the automatic annotation was evaluated on a small dataset
and 96% of membrane could be identified at the cost of 13% false positives.
This research demonstrates that informatics technology can help us to automati-
cally analyze biological images and bring together genetic, anatomical, and connectiv-
ity data in a meaningful way. This combination of multiple data sources reveals more
detail about each individual level of understanding, and gives us a more wholistic view
of the fruit fly brain.
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Neuroscience has traditionally taken a reductionist approach to understanding the brain.
For example, after many years of research, neurons are categorized into different types
by their shape and patterns of activity, regions of the brain are identified by their func-
tion, and many psychiatric and neurological disorders can now be classified based on
underlying biological conditions. Research is usually focused on understanding one
aspect of brain function in detail. This approach has been effective despite limited ex-
perimental techniques available for measuring brain functions. Biological and genetic
techniques have also allowed neuroscience to investigate the biological functions that
govern brain processes and link individual genes to important brain functions including
development, plasticity, and disease. Contemporary advances in genetic and biological
techniques now produce large amounts of data and enable a broad, integrative approach
to neuroscience research [65]. This wholistic approach requires neuroinformatics tools
to bring together data from numerous sources in a meaningful way.
To understand the complexity of the brain, neuroscience uses various levels of de-
tail for investigation. For example, in the brain of the common fruit fly, Drosophila
melanogaster, we can investigate the level of molecular biology to understand how
genes interact and make proteins to form brain cells. The anatomical level can be
investigated with microscopy to observe brain regions, neural projections and connec-
tions between neurons. Observing at the level of behavior, researchers measure many
fundamental functions of the brain such as learning and memory, or courtship. Be-
tween the biological processes and resulting behavior many intermediate levels exist,
such as the anatomical areas of the brain, the connectivity between regions or individ-
ual nerve cells, and the electrochemical activity of neurons. Focused research of each
of these modalities, from the function of genes to the behavior of an animal, has re-
1
2 Chapter 1. Introduction
vealed much about brain function, but in most cases knowledge is limited to each level
in isolation. Each level of abstraction is informative in itself, but detailed knowledge of
how all levels interact to form an entire brain and a behaving animal is beyond our cur-
rent understanding. It is likely that a rich network of interactions between elements in
all these levels of abstraction is important for brain function. This project investigates
the hypothesis that functional units spanning multiple levels of biological organization
exist in the brain.
In the last decades biological research has progressed rapidly. Since the sequencing
of the fruit fly genome in 2000 [1], shortly followed by the draft of the human genome
in 2001 [21], researchers have used the genome as a reference map on which to locate
genes and pool research efforts around the world. Recently, genetic interaction and
protein interaction networks have been added to this map to form a rich, interconnected
understanding of how life works. The advances in biology have enabled the field of
neurobiology to flourish by using the genetic map to identify genes relevant to the
brain.
The two biological levels of genes and proteins are fundamentally linked by the
genetic interactions which create proteins and regulate genes. The genetic sequence
determines how proteins are constructed. Proteins interact with each other in specific
ways, and in turn regulate the operation of genes to create further proteins. Similarly,
the anatomical level of brain regions and connectivity is fundamentally linked by the
physical location of the connected neurons. The research described in this thesis shows
that with informatics technology it is possible to bring together biological and anatom-
ical levels of understanding in a meaningful way, and how this combination gives us a
more wholistic and detailed view of the fruit fly brain.
The levels of understanding depicted in Figure 1.3 are examined in this thesis.
They are the levels of molecular biology (genes, proteins, and the interactions between
them), anatomy (anatomical areas of the brain, gene and protein expression patterns,
and protein localization), and connectivity (the branching network of projections and
physical connections between neurons). I will show how we can use modern genetic
techniques and microscopy combined with informatics technology to link informa-
tion from each these levels into a network of information. Informatics tools help us
to record and visualize these networks, and can be used to analyze the relationships
present within them. There are several other levels at which we would like to under-
stand the Drosophila brain which are also under active research. For example, elec-
trophysiology (chemical and electrical signals) concerns primary methods of signal
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propagation in the brain, and behavior (learning, memory, courtship etc) is the observ-
able output of neural activity in the brain. While these levels are outside the scope
of this report, they are also linked fundamentally to the levels of molecular biology,
anatomy and connectivity, and can be combined with other layers to produce a fuller
understanding of neurobiology.
In the following sections of this chapter I will briefly introduce aspects of the fruit
fly brain and outline the main areas of research covered in this thesis.
1.1 Molecular Biology
Model organisms such as Drosophila are widely used for genetic research. Because
of the common evolutionary origins of life, we can study genes and proteins in the
fruit fly brain which are similar to genes and proteins in humans. Crucially, many of
these genes and proteins carry out the same functions in the fly brain that they perform
in the human brain. This allows researchers to study neurobiology in the fruit fly to
further our understanding of the workings of the human brain and of brain disease.
Broad investigations into genetic similarities have found as many as 77% of human
disease genes are also in the fruit fly [32, 109], including genes involved in disorders
such as Alzheimer’s disease, Parkinson’s disease and Huntington’s disease [139]. Hu-
man synaptopathies, like Alzheimer’s disease, Parkinson’s disease and schizophrenia,
are pathologies of synaptic function. In order to treat these diseases we first have to
understand how the synapse works at the level of genes and proteins; and at this level
the Drosophila has already proven to be a relevant model organism [101, 139, 26].
The powerful genetic toolkit available to Drosophila researchers, and fast life cycle
between generations, allows us to perform genetic investigations quickly. Biology is
fundamental to the workings of the brain, so genetic investigations are key to discover-
ing mechanisms that lead to many neurological phenomena, such as development, and
the synaptic plasticity that underlies learning. The similar genetics between fly and
human for many neurological disorders [109, 139, 50] means we can use the fruit fly
as a model organism to study the fundamental neurobiology of these diseases. Also,
its small size means that with confocal microscopy we can record 3D images where
every cell in the brain is visible. Progress is also being made in the field of electron
microscopy (EM), where researchers aim to record the shape of every neuron, and the
synaptic connections that the neurons make with each other.
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Figure 1.1: 3D fruit fly brain. This surface rendering of the brp expression in Drosophila
brain is generated by combining images from a stack of 2D images. This view allows
us to visualize the three-dimensional surface shape of the neuropil regions, but internal
structures are hidden from view. The image is artificially coloured, with anti-brp signal
in magenta.
1.2 Anatomy
Insect brain anatomy has been studied for many years. Some areas of the fruit fly
brain have obvious functions, such as the optic lobes where input from the compound
eyes is processed for vision, whereas other areas are less well defined and studied.
Taking advantage of useful genetic techniques, functional studies can investigate the
relationship between anatomy and behavior by locating brain areas required for spe-
cific actions [75, 86]. The stereotypical structure of the Drosophila brain means that
gross anatomy is very similar for every fruit fly [18, 103]. This enables researchers
to study the same neurons or anatomical regions in different fruit flies with genetic
techniques.
The FlyBase anatomical ontology provides a common system of anatomy for the
fly brain which was developed in collaboration with many groups in the fruit fly com-
munity [34, 5]. This common ontology is important for the research community as it
allows databases to use consistent terms and will, in future, allow automatic queries to
be generated to retrieve information from many different data sources. In Chapter 3,
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Figure 1.2: Single z image from the stack of images used to create Figure 1.1. This
view allows us to identify internal structures within the brain. The image is artificially
coloured to show anti-brp signal in magenta and EYFP expression in green. In this
case the gene CG1910 is tagged with EYFP and the expression is seen only in the cell
bodies, mainly forming a shell around the outside of the brain.
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Figure 1.3: Brain networks studied in this project. Anatomy and connectivity networks
are linked by the physical locations of neurons and connections. Protein and gene
networks are fundamentally linked by the biological processes that create proteins and
regulate genes. Interactions between all of these all these networks are likely to be
important for brain function, but at present such interactions are not well understood.
protein expression patterns are imaged from protein trap fruit fly lines from the Cam-
bridge Protein Trap (CPT) project, and annotated against brain areas from the FlyBase
ontology. Such protein expression data gives us important information about how brain
areas differ from each other, and provides a basis for further investigation and network
analysis.
1.3 Networks
The way genes and proteins interact can be represented as a large interconnected net-
work, where individual genes and proteins are linked together according to their inter-
actions. Such networks allow us to describe and investigate the neurobiology of cells
in the brain. Currently, website databases like FlyBase, Ensembl, NCBI etc describe
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genes and proteins in great detail. Interactions between genes and proteins are also
recorded in website databases such as the Drosophila Interaction Database (DroID);
and gene homology databases, such as Ensembl Compara, link the same genes present
in different species.
For neuroscience, we are also particularly interested in where and when these genes
are expressed, and where the proteins are located in the brain. Unfortunately this
information is currently lacking, and is usually discovered manually for genes and
proteins of particular interest. This information is vital to collect; proteins are the
fundamental building blocks of all cells. Protein localization patterns and interactions
enact the biological “program” that, for example, wires up the brain, modifies synaptic
connections between neurons to produce learning, and determines the excitability and
firing properties of neurons.
In Chapter 3, I describe BrainTrap, the fruit fly brain protein database, which begins
this collection of protein expression information in the fruit fly brain. Once represented
in a database it is possible to further analyze this protein expression data. In Chapter
4, I show there are several ways to combine the BrainTrap data to identify spurious
protein-protein interactions, naturally segment anatomical areas in the fruit fly brain,
discover similarities between areas in fruit fly and mouse brains, and investigate the
way that evolution has guided the variability of genes in the brain. These are just some
of the ways we can now link information from various data sources, and apply network
analysis techniques to gain a more integrative understanding of the brain.
1.4 Connectivity
An additional area which is important for understanding the brain is the connectivity
of neurons in the brain, but unfortunately current research lacks any comprehensive
databases of synaptic level neuronal connectivity, with the notable exception of C. ele-
gans [136]. Due to the intricate branching structure of neurons in the brain, collecting
and annotating this data has proved to be difficult to achieve.
To make a simple analogy, it is like attempting to record the three-dimensional
structure of a large tangle of branches, grass and weeds (standing in for neuronal pro-
jections) in a particularly neglected part of a garden. In addition to recording the
location and direction of every branch, twig and blade of grass, we want to also record
where adjacent branches make contact (or neurons make synapses) with each other,
and all this must be achieved without disturbing the arrangement of branches and con-
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tacts. To complete this analogy for the fruit fly brain we would need to imagine the
tangle of branches to contain around 100,000 wildly branching plants, each making
contact with between 100 and 1,000 other branches, and reduce the size of the tangle
so the branches have a diameter of around 100-20nm.
One way to tackle this difficult problem would be to colour each branch with a dif-
ferent dye, so they could be identified more easily, and indeed this is one method used
in the fruit fly brain. Using genetic techniques it is possible to highlight small subsets
of neurons, or individual neurons in the fruit fly brain [49, 140, 119]. And recently,
further genetic techniques have allowed imaging of several neurons in different colours
[36, 37]. Light based microscopy, such as confocal microscopy, is then used to image
the brain and record the highlighted neurons. By repeating this procedure many times,
it is possible to map individual images of neurons to a template and infer connectivity
patterns for entire fruit fly brain. Unfortunately, fundamental limitations of light mi-
croscopy mean only a subset of neurons can be reconstructed in this way for each fruit
fly brain [121, 19]. Also, synaptic connections between neurons are not visible in these
images and can only be inferred or investigated using additional genetic techniques.
Returning to the branch analogy, another possible solution would be to immerse
the complicated tangle in a fluid that will later solidify, such as concrete, or a thick
cookie dough. After baking, the resulting solid block can be cut into thin sections
and all aspects of the 3D structure can be observed. This approach is analogous to
the use of electron microscopy, where brain tissues are embedded into a medium such
as epoxy resin, and imaged at a resolution of up to 3nm per pixel. This approach
has the possibility of measuring all connections between neurons in the reconstructed
volume. Initial research into these techniques was done in the 1970s and 1980s when,
using photographic plates, it was possible for small volumes to be reconstructed with
a considerable amount of manual effort [136, 79, 84]. Technology now assists us in
recording and storing images digitally and performing some reconstruction operations
automatically, but major parts of the reconstruction process are still manual. This
presents a challenge to informatics and computer science technologies to ease this
bottleneck, and in Chapter 5, I outline one approach developed for improved alignment
and semi-automatic annotation of these images.
1.5. Background 9
1.5 Background
Neuroinformatics is a term that was coined relatively recently, and defines a field that
combines neuroscience research with informatics technologies. Well before the term
existed, neuroscientists were using mathematical and computational techniques. For
example in 1949 Hebb used mathematics to postulate the now widely used Hebbian
theory of synaptic plasticity [39], and in 1959 Hodgkin and Huxley calculated the
conductance of ion channels in the squid giant axon [42]. At the time, computers were
in their infancy and were not essential for the mathematical calculations involved.
Our recent ability to gather information in very large databases, such as results
from genetic expression and interaction experiments, means that bioinformatics is now
an essential part of genetic and biological research. Researchers can now share data
throughout the world, and use computational techniques to make sense of the informa-
tion they gather. Neuroscience research is also starting to take advantage of computa-
tional techniques to share data and help understand the brain. The project described
in this thesis relies on informatics techniques to share and analyze data collected from
the fruit fly brain. The BrainTrap database, for example, links to and integrates with
other biological and neurological data sources from around the world.
Data collection methods, analysis techniques and computer algorithms developed
in this thesis share some aspects or goals with other published work. In this section I
will outline existing data resources, network analysis techniques, and image analysis
methods that share components with the methods I have used for collecting and analyz-
ing fruit fly brain data. Some examples use similar biological techniques, such as the
protein trap method, to image protein localization, and some use similar computational
techniques on different data.
1.5.1 Proteomics
Protein expression locations in the Drosophila brain are currently only known for a
small subset of the Drosophila proteome and localization information is usually col-
lected for investigations into a single protein, in a specific anatomical area. Common
techniques for determining protein localization include antibody staining, as in [101],
and targeted insertion of fluorescent protein into the genome to produce in vivo fluo-
rescence as in [81]. Both these papers use the techniques to study protein localization
in the Drosophila brain. Recent large scale projects undertaken by several universities
aim to catalog protein expression locations for as many proteins as possible with the
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use of fluorescent protein insertion techniques [6, 34, 113]. Rather than focusing on
single proteins and single areas, these projects aim to record expression information
for many areas of the Drosophila anatomy, at multiple stages of development.
Localization information will help to determine what biological functions each pro-
tein performs, and when combined into one large data set it will help determine which
pairs of proteins can potentially interact with each other by providing co-localization
information. The yeast two-hybrid (Y2H) method [29, 132, 102] has identified tens
of thousands of potential protein-protein interactions listed online in databases such as
DroID [142]. On further investigation many of these interactions may not be relevant
for the brain, or may not occur at all in vivo [113, 107]. Protein expression data is one
useful way to identify spurious interactions among the overly-connected interaction
networks. Proteins that co-locate in the same areas in vivo can potentially interact to
form protein complexes and proteins that do not co-locate are not able to interact with
each other, so many possible protein-protein interactions can be ruled out using this
co-location data, as demonstrated in Chapter 4, where 149 interactions can be ruled
out between a subset of 535 proteins.
The confocal imaging I have undertaken is part of a large scale collaborative re-
search project to collect expression location information for as many proteins as pos-
sible from protein trap lines generated by the CPT project as described in [113]. Large
scale projects like the CPT project are much easier to carry out in small model or-
ganisms such as Drosophila. Brain research in Drosophila can also have important
implications for humans because many neuron specific genes found in mammals have
at least one homologue gene in Drosophila and gene functions are well conserved be-
tween a wide range of species, including humans. Olfactory learning and memory is a
particular focus for this type of research because several olfactory learning genes are
found to be common to both mammals and Drosophila, and the behavioral effects of
these genes can be measured experimentally [24, 138].
Research into genetic diseases using Drosophila also has good potential for use-
ful research because out of all genes known to affect human disease as many as 77%
have orthologues in Drosophila [109]. Many other complex traits of human behavior
have also been linked to neurological genes well conserved in Drosophila. Replacing a
Drosophila gene with a human orthologue of the same gene has already proved useful
in studying genetic influences on alcohol dependence, sleep disorders, Huntington’s
disease, and neurodegenerative diseases such as Alzheimer’s and Parkinson’s disease
[80]. By forging links between the proteomics and anatomy of the Drosophila brain,
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Figure 1.4: FlyTrap Drosophila protein expression database. In this view 2D images
of protein expression in ovary and pupal wing discs can be displayed, for the selected
protein trap line.
the BrainTrap database can provide information about the operation of proteins impor-
tant for such disease research and for understanding the fundamental properties of the
brain.
1.5.2 Online Databases
Collecting biological and anatomical data and sharing it over the internet is essential
for both biological and neuroscience research. Several other databases and websites
exist for collecting this type of information. Here I briefly describe some of these
systems and compare the functionality they provide with the BrainTrap system for
collecting fruit fly brain protein expression patterns.
1.5.2.1 FlyTrap
The FlyTrap database, http://flytrap.med.yale.edu, includes information from several
large protein trap screens in Drosophila, and records protein localization patterns for
several anatomical areas [59], not including the brain. FlyTrap also lists a wide range
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Figure 1.5: FlAnnotator, the annotation website for the Cambridge Protein Trap (CPT)
project. Annotated 2D images from many anatomical regions of protein trap fruit fly
lines are listed in this database.
of information from the gene ontology consortium including information on biological
processes, cellular components, and molecular functions of each protein. Free text
searching is possible for all these fields, allowing researchers to search for protein trap
lines of interest. 554 protein trap lines are included in the database, however currently
only 184 lines have images associated with them. 2D images of protein expression are
available online, from confocal images of ovaries, and pupal wing disks. Images from
embryo and testes may also be included in the future.
FlyTrap shares a model organism and biological technique with the BrainTrap web-
site, however the focus of the information being collected is different. The FlyTrap
project aims to collect a very wide range of information about all protein trap lines
so that any Drosophila researcher can find protein trap lines of interest. However, the
image data available is currently limited to ovaries and pupal wing discs, whereas the
CPT project (section 1.5.2.2) has images from a wider variety of tissues, and BrainTrap
provides more advanced 3D image viewing functionality. 2D images are informative
for the anatomical areas of interest in the FlyTrap database (ovaries, wing discs, em-
bryo and testes) but because of the complicated 3D structure of the Drosophila brain it
is not possible to display the full expression information in a single image.
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Figure 1.6: MBL annotated mouse brain database. In this search results view, multiple
mouse brain slices can be viewed in a single 2D image.
1.5.2.2 Cambridge Protein Trap Project
A consortium of Universities from around the UK contribute to the Cambridge Protein
Trap (CPT) project by imaging different anatomical regions of protein trap Drosophila
lines generated at Cambridge University [112, 113, 107]. Image results are uploaded
and made available on the FlyProt website, http://www.flyprot.org/. The BrainTrap
website images are also available on the FlyProt site, where 2D images and expression
summaries are shown. Again it is not possible to show the full 3D structure of brain
expression patterns with single images, so the BrainTrap database provides 3D image
viewing functionality for this data [63]. The FlyProt site contains details for each line
including the insertion constructs used to generate each line, and sequencing informa-
tion showing the exact location of the genetic insertions. Links from the BrainTrap
website connect to the FlyProt site for this information.
1.5.2.3 Mouse Brain Library
The Mouse Brain Library (MBL), available online at http://www.mbl.org/, collects
high resolution images of brains from many genetically characterized strains of mice
[111]. The model organism and genetic techniques used by MBL differ from those
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Figure 1.7: MBL annotated brain atlas. Stacks between 6 and 14 images have been
annotated manually to indicate brain regions. Here the user can view annotated stacks
in coronal of horizontal sections.
used in this thesis, however the informatics technology used to share the images over
the internet serves the same purpose, and the MBL data also creates links between
genetic and anatomical levels of understanding.
MBL does not store gene or protein expression information but does store images
from many different species of mouse. Most strains of mouse are not aligned in a 3D
stack, but rather displayed in one large 2D image (Figure 1.6). These images can be
searched according to many physical characteristics of mice such as age, sex, weight
etc.
Another section of the MBL website includes a small number of brain atlases,
available at http://www.mbl.org/atlas/atlas.php. These are a set of images aligned in
a stack that have been annotated to show the different brain regions in a series of 2D
images (Figure 1.7). These stacks are easy to navigate, however each image stack
only consists of between 6 and 14 images, whereas confocal images taken from the
Drosophila brain can have between 100 to 200 images in a stack. A related site, the
Electronic Prenatal Mouse Brain Atlas (EPMBA), available at http://www.epmba.org/,
has many more images per brain, but navigation options are limited and it can be
difficult to browse through the 3D stack in one page.
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Figure 1.8: Allen Brain Atlas mouse brain 3D gene expression database. On the left, the
brain viewing window allows the user to view 3D expression patterns interactively. On
the right, an anatomical ontology allows the user to highlight brain regions of interest.
1.5.2.4 Allen Brain Atlas
The Allen Brain Atlas (ABA), available at http://www.brainatlas.org/, is a map of gene
expression of over 20,000 genes in the mouse brain. Genes are mapped onto loca-
tions in a 3D template mouse brain, annotated and colour coded against an anatomical
ontology [70].
The ABA requires a custom application (free to download) to view the template
brain and the gene expression patterns in a 3D environment. Some of the database is
also web-accessible, however for full functionality the application is easy to use and
enables the brain to be viewed from any angle. The interface allows users to search
for specific gene expression patterns and selected genes can be loaded into the viewer
and displayed several at a time. The ABA website also allows searches for genes to
be performed and the search form makes suggestions of possible gene names as you
type. Once the expression data is loaded into the application, clicking on an area of
expression retrieves the original 2D data that was used to generate any part of the 3D
map (Figure 1.8). Because all expression patterns are mapped to a template brain it is
easy to view several expression patterns at once and compare the expression locations.
The template brain has anatomical regions classified already, so this allows automatic
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Figure 1.9: Virtual Fly Brain (VFB) website. On the left, view controls allow the user to
change the 3D viewpoint and zoom level displayed in the viewing panel. In the center,
the viewing panel shows the VFB template brain, with regions of the brain highlighted
in different colours. On the right, the anatomical ontology allows the user to search for
regions of interest, and to highlight them in the viewing window.
classification of brain regions once the gene expression data is mapped to the template.
This is a very useful approach and is replicated in the BrainTrap website for a limited
number of brain scans.
The ABA ontology tree interface is simple and easy to use, but it can be difficult to
locate specific areas within the tree. BrainTrap tries to improve on this interface in a
web based environment with the help of ontology term completion.
Compared to BrainTrap, the model organism and genetic techniques used by the
ABA are different and the data distribution method requires a custom application.
However, the goal of linking genetic data to anatomical locations is the same, and
the anatomical resolution achieved is comparable between the two databases. In Sec-
tion 4.3.1 these similarities are used to find correlations between BrainTrap protein
expression and ABA gene expression data.
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1.5.2.5 Virtual Fly Brain
The Virtual Fly Brain (VFB) website provides a 3D view of an annotated Drosophila
brain and allows users to select regions of interest in the ontology to the right of the
screen (see Figure 1.9). Regions are highlighted in the viewing window in the center
of the screen. The brain ontology and region information was developed in collabo-
ration with many Drosophila researchers from around the world including Edinburgh
University, Cambridge University, Janelia Farm Research Campus, and Tokyo Uni-
versity. The VFB website demonstrates the anatomical ontology for the Drosophila
brain and allows users to view many annotated regions. The website also allows the
viewing plane to be adjusted to any angle. The anatomical ontology is the same as that
used in BrainTrap, and is essential for consistent communication in the Drosophila
research community. In the future, use of a common template throughout the research
community will allow researchers to pool results quickly, and link multiple levels of
understanding through resources such as the VFB website.
1.5.3 Network Analysis
Networks are a powerful tool for measuring complicated relationships and linking data
across modalities, such as the genetic, proteomic, anatomical and connectivity levels
considered in this thesis. Here I will discuss analysis methods already used for similar
tasks, which are further developed in Chapter 4.
Data from the ABA has previously been used to investigate properties of different
brain regions, to provide a more informed and detailed anatomical segmentation of the
mouse brain [9], thereby linking genetic and anatomical levels in the mouse brain. Be-
cause protein trap expression data achieves a similar level of detail (number of voxels
for a single brain scan) in fruit fly, as is available for mouse in the ABA data, methods
used to analyze mouse gene expression patterns can be adapted to analyze fly protein
expression patterns. In Chapter 4, I adapt the approach taken in [9] to segment regions
of the brain based on fly protein expression patterns. In [9] k-means is used to cluster
regions, and in Chapter 4, I demonstrate that Gaussian mixture models are more effec-
tive than k-means at segmenting fruit fly brain regions based on the protein expression
data.
ABA data was also used to identify correlated genes with similar expression pattern
profiles [90], to investigate the evolution of brain gene variability [26]. BrainTrap data
can be analyzed in the same way, as shown in Section 4.3.
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We can also use network analysis to combine data from ABA and BrainTrap databases.




Respectively, offer a way to connect the data in the BrainTrap website with data in
the ABA. Using protein expression patterns in BrainTrap and their homologus gene
expression patterns in the ABA to discover correlations between fly brain and mouse
brain regions. And using methods similar to [26] section 4.3.2 investigates the evolu-
tion of brain proteins using the BrainTrap protein expression patterns.
Connectivity data has also been analyzed in many ways before, and motif analysis
is a well established method for comparing networks of different types to discover
similar fundamental building blocks [87]. Using connectivity data from the C.elegans
connectome motif analysis has also been used to search for computational modules in
neural systems [108]. In section 4.4.1 this method is extended to incorporate neuron
type information for Daphnia magna and Drosophila lamina data. This is one way
that connectivity data could be combined with the BrainTrap protein expression data.
Connectivity data is currently not available for the full fruit fly brain, but this analysis
may be possible in future.
1.5.4 Template Registration
The stereotypical anatomy of the fruit fly brain allows us to compare brain images from
different fruit flies directly against each other. Natural biological variability and vari-
ability introduced by genetic techniques, dissection and staining of individual brains
for scanning means that images must be processed to allow direct comparison. This is
very important for brain research as it allows us to link results from multiple experi-
ments to the same anatomical locations.
One method often used to automate confocal image analysis is to use a template
brain image that has already been manually annotated [51]. Several software packages
are available to warp fruit fly brain images to a template, including the Computational
Morphometry Toolkit (CMTK) [110] and BrainAligner [103]. CMTK was used to cre-
ate the template registered brains on the BrainTrap website. Both systems are outlined
briefly in the following sections. The general approach is to match new brain images
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to the template by stretching so that the borders and detailed 3D structure of the new
image matches those in the template. Distortions are applied to the image to get a bet-
ter fit to the template. This approach is successful for comparing two similarly shaped
brains, and can be used in conjunction with an annotated template brain to determine
brain areas automatically. Repeating this process several times for different brain im-
ages it is possible to compare expression patterns directly. I demonstrate the use of
this approach on the BrainTrap website, where a selection from 40 protein expression
patterns can be merged into one single image.
1.5.4.1 CMTK
This open source, freely available software package consists of a collection of command-
line tools for 3D image registration [110]. It has been applied successfully to 3D CT
scans of human brain and 3D confocal images of insect brains, including Drosophila.
CMTK works by maximizing the mutual information between a new brain image
and a template brain image. In most cases the principal components of the image are
used to determine an initial affine transformation, which is then improved to find an
affine transformation that maximizes the mutual information between the transformed
image and the template image. Then a 3D grid of warp points are evenly distributed
throughout the image and grid point locations are adjusted to create a B-spline de-
formation that again maximizes the mutual information between warped image and
template. The grid is initially coarse, with perhaps 20-100 grid points, and successive
iterations use finer grids until the desired grid accuracy is reached.
The initial affine transform is important to get right because only minor corrections
are possible during the warping step. In most cases the principal components are suffi-
cient to produce a good transformation, however in some cases manual adjustment of
the initial affine transform is necessary.
Previous work on Drosophila brains has involved identifying anatomical differ-
ences between male and female brains [12] and mapping subsets of neurons traced
using fluorescent markers to the same template brain to investigate regional connectiv-
ity [49].
CMTK was used to perform brain registration on BrainTrap images in Chapter 3.
Details of CMTK methods can be found in Section 2.4.2.
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1.5.4.2 BrainAligner
The BrainAligner software [103] is available as a plug-in for V3D [105], which is a set
of software tools for confocal image analysis and annotation.
BrainAligner works by comparing selected landmark points in the template image
to points in the new brain image to be warped. Comparisons between landmark points
and points in the new image are made using a set of metrics: mutual information,
inverse intensity difference, correlation, and similarity of invariant image moments. A
consensus is calculated from these metric scores to determine the matching point in
the new image. A thin plate spline deformation is then calculated to transform the new
image to the template.
The software has been used to register many neurons to a single template image to
investigate regional connectivity in the Drosophila brain [103, 104].
The BrainAligner system requires many manually selected landmark points in the
template brain. For example, 172 points were used in [103]. CMTK does not require
any manually selected landmarks. For this reason I used CMTK for template registra-
tion in Chapter 3.
1.5.5 EM Reconstruction
Neuroscience knowledge is severely limited by the complicated experimental proce-
dures involved in measuring neuronal activity and the connections between neurons.
Connectivity is often inferred by measuring the correlated activity of neurons, but the
true nature of the full connectivity pattern between cells is very difficult to measure.
To reconstruct neural circuits from serial section transmission electron microscopy
(ssTEM) images it is first necessary to align consecutive 2D EM images. By repeating
this process over a collection of 2D images, a 3D image can be generated. Then by
identifying outlines of cell membranes in each of the 2D images, segments of neural
projections are identified, and by joining these in consecutive images it is possible to
generate a 3D reconstruction of neurons and to determine the pattern of neural con-
nectivity. 2D images are often aligned manually, with the help of some alignment soft-
ware, and cell boundary identification is usually performed manually by an expert user.
Alignment and reconstruction of the EM images is very time consuming, even when
using software to assist with the alignment. Tools such as IMOD [66] and Reconstruct
[28] are commonly used by researchers to assist in the alignment and reconstruction
process, but these tools are primarily used to record and database information entered
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Figure 1.10: Reconstruct [28] screen shot with showing data from Ian Meinertzhagen’s
lab with annotation from Nancy Butcher [126, 62].
by the user, without further analysis or optimization [10]. Some attempts have recently
been made to align stacks of EM images automatically and results suggest it is pos-
sible to improve upon manual alignment [23, 115], however small alignment errors
still exist in most cases. In Chapter 5, I describe an automatic alignment system that
can improve on existing alignments made either manually or by automatic landmark
detection systems.
Computer vision algorithms have been also applied to EM data to aid researchers in
annotation. However, depending on the image quality and methods of preparation and
imaging, accuracy is limited and many hours of annotation are still required in most
cases. Current algorithms used to perform this analysis repeat 2D operations many
times to build up a 3D volume. Partly this is because EM data has a high resolution in
two dimensions but a low resolution in the third dimension. In section 5.4 I show that
by adapting 2D algorithms, full 3D analysis is possible for some high resolution data
obtained using a focused ion beam / scanning electron microscope (FIB/SEM).
There are many software systems available for image alignment, annotation and
segmentation of neurons in EM images. In the following sections I will discuss some
commonly used packages.
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1.5.5.1 Reconstruct
Reconstruct is a free, open source software tool for computer assisted manual anno-
tation of EM volumes [28]. It is widely used in the community and can handle very
large volumes of data. Images can be manually aligned using landmarks to identify
alignment points in consecutive images, and any structure of interest can be manu-
ally annotated in 3D. The standard method of tracing a neuron is to manually draw
around the outline of the neuron profile (Figure 1.10), for every image in the stack.
After repeating this for all neurons or objects of interest a 3D view can be generated.
Reconstruct is very flexible, and can be used to annotate any structures of interest,
however the manual annotation is very time consuming. This software has been used
to perform many EM analysis annotation projects including Drosophila neurite recon-
structions [126, 71], mammalian spine and synapse reconstructions [56, 85, 22], and
many more.
1.5.5.2 TrakEM2
TrakEM2 is a free, open source plugin for ImageJ [115, 15]. It performs alignment
operations including microscope lens correction automatically. Many image process-
ing tools built into ImageJ can also be used, for example a random forest classifier
can perform trainable image segmentation [57] and there are tools for 3D visualiza-
tion [117]. Neurons can be traced by drawing around region profiles in each image or
by tracing out the skeleton of each neuron. For the skeleton tracing method only the
middle of each neuron profile is marked rather that the full profile shape. This means
the full volumetric shape of the neuron is not preserved, but the connectivity can still
be established with this method, and tracing is much faster (although still very time
consuming). TrakEM2 is a very useful tool which can perform many operations auto-
matically, semi-automatically, or manually. The flexibility in tracing style and number
of analysis methods available means that the interface can be difficult to learn and it
is not obvious how to use the software initially. TrakEM2 has been used to generate
several large scale connectivity reconstructions including reconstructions from mouse
cortex [8] and Drosophila larva [15, 14]. A compatible tool for collaborative annota-
tion using a web browser, named CATMAID, is also under development [114].
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Figure 1.11: KNOSSOS screen shot showing example SBFSEM data from the KNOS-
SOS website [41]. The red line in the upper right panel shows a partially traced skeleton
of a neurite.
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Figure 1.12: Ilastik screen shot showing segmentation results for an image from the
data used in [62].
1.5.5.3 KNOSSOS
An annotation system named KNOSSOS [41] has been optimized for the skeleton
tracing method and for serial block face serial electron microscope (SBFSEM) data.
The three panel view shown in Figure 1.11 allows the user to view the neurite profile
from three different angles at once. This view is more practical for isotropic, or near
isotropic data (where xy resolution is similar to z resolution) such as the SBFSEM
example data provided on the KNOSSOS website (Figure 1.11). Data obtained from
methods such as ssTEM are anisotropic, with a z resolution approximately 15 times
lower than the xy resolution, so tracing is usually performed in a single panel view.
The KNOSSOS system also allows many users to perform annotations at once. An-
other software tool, redundant-skeleton consensus procedure (RESCOP), was devel-
oped to merge annotation results into consensus traces and identify areas of disagree-
ment between different annotators [41]. KNOSSOS and RESCOP have been used to
reconstruct large connectivity networks in the mammalian retina [11].
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1.5.5.4 ilastik
The ilastik tool provides a targeted interface and very useful trainable segmentation
system that uses a random forest classifier to label images based on user selected ex-
amples. In the example in Figure 1.12 the system has been trained to recognize mem-
brane in EM images, however the system is very flexible and can be adapted to many
automated labeling tasks [123] . The segmentation performance is very good, and was
used to benchmark the segmentation system described in Chapter 5. By default ilastik
uses generic features for training. When modified to use receptive fields generated in
Chapter 5, EM image segmentation was improved [62].
1.6 Summary
The combination of proteomics data with anatomical specificity and connectivity in-
formation offers an opportunity to investigate hidden complexity in the neurobiology
of the brain. Functional units spanning multiple levels of complexity are likely to exist
between many levels in the brain, including the levels of molecular biology, anatomy
and connectivity. To link these levels I measured protein expression patterns in the
Drosophila brain, as described in Chapter 3, and combined results with multiple data
sources available today to link the molecular, anatomical and connectivity, as described
in Chapter 4. This analysis would not be possible without the aid of publicly available
databases containing results from many thousands of biological and computational ex-
periments. I also improve the automatic analysis of valuable EM image data to annotate
neuronal connectivity information, as described in Chapter 5. With renewed interest
in this area of connectomics, the development of more effective tools for this type of
annotation is essential for future research.
Sharing protein expression data online, and integration of biological data from mul-
tiple sources required the development of new computational tools as, described in
Chapter 3 and Chapter 4. This combination of computational analysis and experimen-




In this chapter I summarize the laboratory techniques, computational tools, and data
sources used throughout the remaining chapters.
2.1 Protein Trap Lines
Fruit fly lines used in confocal and electron microscopy experiments in Chapter 3
were generated at Cambridge University as part of the CPT project [113]. The pig-
gyBac insertion technique was used to randomly insert enhanced yellow fluorescent
protein (EYFP), along with affinity purification epitopes FLAG and StrepII, into the
Drosophila genome (Figure 3.1). The piggyBac method can insert sequences at ran-
dom locations in the genome with different preferred insertion sites from other tech-
niques [127, 43, 35].
2.2 Confocal Microscopy
Confocal microscope images are taken with a laser based microscope and can scan
through small samples of tissue, such as a Drosophila brain, to generate a series of
2D images arranged into a 3D image stack. These images can be used to identify the
location of fluorescent proteins and anatomical areas can be identified. Different struc-
tures within the Drosophila brain are visible using this approach and cell bodies can be
identified. In some cases individual axon and dendrite tracts can be identified within
the brain, but the fine structure of boutons and synapses is lost due to the resolution
limitations of the confocal microscope.
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In addition to the in vivo fluorescence of the endogenous EYFP, additional im-
munohistochemistry (IHC) was used to both enhance the EYFP signal, and to provide
a background stain for brain structure identification and template mapping. Drosophila
brains were prepared according to the following protocol:
Day 1 Dissect Drosophila brains under PBS (phosphate buffered saline).
Transfer dissected brains to 4% paraformaldehyde for one hour at room
temperature.
Wash in PBS once for at least 5 minutes.
Wash in PBT (PBS with 0.3% by volume Triton X-100) three times for at
least 20 minutes each time.
Incubate in primary antibodies overnight, for at least 20 hours (rabbit
anti-GFP, Invitrogen, 1:1000 dilution, and mouse anti-brp, Developmental
Studies Hybridoma Bank, 1:20 dilution).
Day 2 Wash in PBT three times for at least 20 minutes each time.
Incubate in secondary antibodies overnight, for at least 20 hours (goat
anti-rabbit 488 and goat anti-mouse 546, both Invitrogen, 1:400 dilution).
Days 3-5 Wash in PBT for at least two days (change solution twice per day, at least
20 minutes apart).
Day 6 Wash in PBT one final time and mount brains in slides under 50:50 Vec-
tashield and H2O, using glycerol gelatin to secure cover slips to the slide.
Image using Zeiss LSM 5 Pascal confocal microscope.
The confocal microscope was set up in dual scanning mode, with laser emission at
wavelengths of 488nm and 546nm, and two corresponding capture channels. When
EYFP expression was particularly strong sequential scanning mode was used to elimi-
nate any cross emission from the EYFP channel to the background channel. No cross
emission was observed from the background channel to the EYFP in either scanning
mode. In most cases a 20x objective lens was used and whole brains were scanned at a
resolution of approximately 1024x512x120 voxels, with a voxel size of approximately
0.55x0.55x1µm.
Figure 1.2 shows some typical scans showing EYFP expression in green and back-
ground expression in magenta.
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2.3 Electron Microscopy
Protein trap lines were also imaged using EM, in an attempt to identify the synaptic
localization of trapped proteins. Several variations of preembedding (antibody staining
is performed before embedding) and postembedding (antibody staining is performed
after embedding) protocols were used, as described in Section 3.2. The main protocols
followed for EM imaging are included here.
2.3.1 Preembedding
Drosophila brains were prepared for EM imaging using the following preembedding
protocol.
Day 1 Dissect Drosophila brains under PBS (phosphate buffered saline) and fix-
ative (well ventilated). Brains can be dissected, or alternatively the pro-
boscis can be removed and the whole head can be fixed.
Transfer dissected brains to fixative (4% paraformaldehyde / 1% gluter-
aldehyde or 4% paraformaldehyde / 1% acrolein) in well plates for two
hours.
Wash in PBT (PBS with 0.3% by volume Triton X-100) three times for at
least 30 minutes each time.
Block with BSA.
Incubate in primary antibody for two nights, at least 40 hours (rabbit anti-
GFP, Invitrogen, 1:1000 dilution) with NGS.
Day 3 Wash in PBT three times for at least 30 minutes each time.
Incubate in secondary antibody overnight, for at least 20 hours (goat anti-
rabbit 1.5nm gold) with NGS.
Days 4 Wash in PBT at least three times for at least 30 minutes each time.
Silver enhancement reaction.
Fix in 1% osmium tetroxide (30 minutes).
Wash in H2O (10 minutes)
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Dehydrate in alcohol 50%, 70%, 90%, 100%, 10 minutes each.
Embed in epoxy resin, polymerize for 48 hours.
Day 6 Cut into 50nm sections using diamond knife ultramicrotome, collect slices
on piloform grids.
Day 6-7 Image in electron microscope.
Results from preembedding experiments are shown in Figure 3.17. In this case, ultra-
structure preservation was poor due insufficient fixation.
2.3.2 Postembedding
Drosophila brains were prepared for EM imaging using the following postembedding
protocol.
Day 1 Dissect Drosophila brains under PBS (phosphate buffered saline) and fix-
ative (well ventilated). Brains can be dissected, or alternatively the pro-
boscis can be removed and the whole head can be fixed.
Transfer dissected brains to fixative (4% paraformaldehyde / 1% gluter-
aldehyde or 4% paraformaldehyde / 1% acrolein) for two hours.
Wash in PBT (PBS with 0.3% by volume Triton X-100) three times for at
least 30 minutes each time.
Fix in 1% osmium tetroxide (30 minutes).
Wash in H2O (10 minutes)
Dehydrate in alcohol 50%, 70%, 90%, 100%, 10 minutes each.
Embed in epoxy resin, polymerize for 48 hours.
Day 3 Cut into 50nm sections using diamond knife ultramicrotome, collect slices
on piloform grids.
Day 4 Etch away resin from slices with acid (20 seconds).
Wash in H2O (1 minute).
Block with BSA.
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Incubate in primary antibody for 30 minutes (rabbit anti-GFP, Invitrogen,
1:1000 dilution with NGS).
Wash in H2O (1 minute).
Incubate in secondary antibody for 30 minutes at room temperature (goat
anti-rabbit 10nm gold with NGS).
Wash in H2O (1 minute).
Stain with 2% uranyl acetate for 10 minutes at room temperature.
Image in electron microscope.
Results from postembedding experiments are shown in Figures 3.18 and 3.19. In this
case, ultrastructure preservation was good, and some weak immuno-gold staining is
visible.
2.4 BrainTrap Development
The BrainTrap website, http://fruitfly.inf.ed.ac.uk/braintrap/, was developed with the
following software tools.
2.4.1 Website
The BrainTrap website was developed using Ruby on Rails server-side functionality,
JavaScript to provide interactive browser elements, AJAX for dynamic communica-
tion between web pages and the server, XML for exporting database information. A
PostgreSQL database was used to store all non-image information. Image files were
extracted automatically from LSM files using Fiji at three different sizes for interactive
viewing. Full size, 768 wide and 512 wide images were extracted. Each channel can
be viewed separately or both viewed together in the interactive viewer.
The BrainTrap website uses the latest version of the FlyBase ontology [34] in all
anatomy tags and on the search form.
2.4.2 MultiBrain
It was also possible to register some scans to a template image using existing software
CMTK [110]. One confocal image of a male brain with a good nc82 channel signal
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was selected from the BrainTrap data as a template image (Figure 1.2). Then a further
40 protein trap images with good nc82 channel signal, and distinct expression patterns
were chosen and the nc82 channels were warped to the template brain. Using CMTK,
an initial affine transform was generated based on image principal components to ap-
proximately match the template image by using the make_initial_affine command.
The affine transform was then optimized to minimize the mutual information between
the two images with the registration command. The CMTK warp command was
then used to perform deformation adjustments to match the template exactly. In cases
where warping was unsuccessful the affine transform was manually adjusted to bet-
ter match the template image, and the warp command was repeated. Finally, protein
signal channels were warped to the template using the same transformations.
The BrainTrap online viewer was adapted to allow simultaneous viewing of mul-
tiple protein trap channels that have been mapped to the template in this way. The
viewer is available in the MultiBrain section of the BrainTrap website (Figure 3.14).
Examples of several such multichannel images are shown in Figures 3.15 and 3.16.
In order to assess the accuracy of the template registration performed by CMTK,
several pairs of registered protein expression patterns were compared to each other.
Expression pattern pairs were chosen from different brain scans from the same protein
trap line, or from expression patterns that highlighted the same anatomical structures.
For each pair, easily identifiable points were highlighted manually in the non-warped
version of the signal channel. For general expression patterns, annotations highlighted
anatomically identifiable points such as the heel of the mushroom body or the most
distal parts of the fan-shaped body. For sparse expression patterns annotations high-
lighted distinct features visible in both images such as cell bodies or bundles of neural
projections.
Highlighted points were then warped to the template brain, using the previously
computed warping functions based on the corresponding nc82 channels. Resulting
warped annotations were compared directly to each other and the distance between
highlighted points was measured. A total of 276 annotations were made on 14 brain
images (7 pairs of matching expression patterns). The average distance between all
highlighted points was 5.25µm, with a standard deviation of 4.23µm. This distance
represents a combination of both natural and introduced variation between one brain
image to another that cannot be corrected by CMTK. For example, we expect some
natural variation in neuron locations to occur randomly during development, and some
variation is unintentionally introduced by the dissection and scanning process.
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Note that annotations made on cell bodies and parts of the adult brain cortex were
significantly less accurate (average distance 7.34µm, s.d. 6.12µm) than annotations
made inside the neuropil regions of the brain (average distance 4.49µm, s.d. 3.23µm,
confidence level γ = 0.9). This suggests a higher variability in the location of cell bod-
ies and brain cortex features compared to the location of neuropil regions and bundles
of neural projections. However, an alternative explanation for this result is that the tem-
plate registration is less accurate for cell bodies and adult brain cortex because they are
located in a shell outside the nc82 expression pattern used to perform the alignment.
2.5 Density Development
The Density website described in section 5.3 was developed using Java and JPA server-
side functionality, JavaScript and Raphael to provide interactive browser elements,
AJAX for dynamic communication between web pages and exporting database infor-
mation. A PostgreSQL database was used to store all non-image information including
all trace annotations.
Density 2D tracing system was developed in Matlab and C++. Graphics proces-
sor unit (GPU) experiments were performed on an nVidia GTX 285, using Microsoft
Visual Studio 2008 and nVidia CUDA SDK v3.2 and nVidia CUFFT libraries for fast
Fourier transformations.
2.6 Data Sources
Data collected from external sources was used to analyze BrainTrap data in a wider
context in Chapter 4, and as training and test data for neuron tracing algorithms in
Chapter 5.
2.6.1 DroID
The Drosophila Interaction Database (DroID) [142] takes protein and gene interaction
data from a wide variety of sources, such as Y2H, mass spectrometry, and homology
data. A confidence score is calculated [141] to indicate the strength of evidence for
that interaction. Interaction data form DroID (Data version 2011_05) was used to
investigate protein-protein interactions with the BrainTrap data in Section 4.1.
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2.6.2 Ensembl Compara
The Ensembl Compara website contains gene and protein homology data for many
species, based on genome-wide species comparisons. Protein orthologue predictions
between Drosophila and mouse from this database were used in Section 4.3 to find
correlations between fly and mouse expression patterns. In Section 4.3.2, fly gene
homologues in the yeast and mouse genomes were used to assess variability in ancient
and recently evolved genes. The Ensembl Compara API was used to automatically
download homology information for proteins in the BrainTrap database:
http://www.ensembl.org/info/docs/api/compara/index.html
2.6.3 Allen Brain Atlas
Three dimensional mouse brain gene expression patterns were used in Section 4.3.1
to compare fly and mouse brain expression patterns. The mouse expression data was
obtained from the ABA [70], which is described briefly in section 1.5.2.4. Data was
downloaded in XML format using the Allen Mouse Brain Atlas API:
http://mouse.brain-map.org/api/index.html
Where possible, expression patterns from multiple experiments were combined and
the average expression level and density figures were used. In some cases ABA ex-
pression levels were found to be all zero or unavailable, and in other cases multiple
expression profiles for the same gene were found to be very different. In such cases
data for that gene was not used for further analysis.
2.6.4 EM Data
In Chapter 5, ssTEM images from a series of 50nm thick sections of the mushroom
body calycal neuropil of Drosophila were used as training and test data for the EM
segmentation and alignment improvement systems. The images were generated by
Zhiyuan Lu and Ian Meinertzhagen, Dalhousie University, and manually annotated by
Nancy Butcher, also of Dalhousie University see [71, 62] for details.
In Section 5.4.1 segmentation algorithms are further developed to utilize the extra
information available in near isotropic EM images generated by the FIB/SEM method.
Publicly available images provided by Graham Knott, EPFL, were used as training and
test data [61, 78].
Chapter 3
Protein Trap Screen
Proteins are the building blocks of all cells and they play a key role in the structure and
function of the brain. The location of particular proteins in the brain gives us important
information about how areas of the brain differ and provides a useful set of data to help
us understand how the brain is built, at the molecular level. This is particularly impor-
tant at the synapse, where many proteins interact at the connection between neurons
to form the post synaptic density. Research into synaptopathies, or diseases related to
disfunction at the synapse, requires us to understand the functions of the synapse at the
level of proteins. Synaptopathies already studied in the fruit fly include Alzheimer’s
disease, Huntington’s disease, Parkinson’s disease, and schizophrenia [80, 33].
To determine the location of proteins in the fruit fly brain researchers commonly
use immunohistochemistry (IHC), which requires antibodies to be generated for the
protein of interest. Because of the expensive and time consuming process of generat-
ing suitable antibodies these methods are usually only performed on proteins already
identified as informative, so many potentially interesting proteins are ignored by these
methods. An alternative approach is to modify the Drosophila genome by inserting a
construct based on the green fluorescent protein (GFP) into an exon of an endogenous
target protein. The intended outcome is that the target protein is expressed as usual,
with a GFP protein attached, so that it will be visible under a fluorescence or confo-
cal microscope. This is the approach taken in the CPT project [113, 112], where a
piggyBac insertion method was used to randomly insert enhanced yellow fluorescent
protein (EYFP), along with affinity purification epitopes FLAG and StrepII, into the
Drosophila genome, as depicted in Figure 3.1. Affinity purification epitopes allow
protein affinity capture and mass spectrometry to measure protein-protein interactions
for the target protein [107]. Several other research groups have used also used variants
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Figure 3.1: Schematic of the Cambridge Protein Trap (CPT) project insertion, using the
piggyBac method. An artificial exon is inserted into the genome at random locations.
When inserted within an intron of an existing gene the resulting tagged protein produces
in vivo enhanced yellow fluorescent protein (EYFP) fluorescence and contains affinity
purification epitopes StrepTagII and FLAG.
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of GFP to trap as many proteins as possible, so that localization can be cataloged for a
wider range of proteins, and so that protein interactions can be better understood. For
example, the Yale FlyTrap trap project, described in section 1.5.2.1, includes images
from Drosophila lines generated in labs around the world, including Yale University,
the Carnegie Institution of Washington, and Kings College London.
3.1 BrainTrap
In order to assist in this research, and to provide an open, online information resource
on protein expression in the fruit fly brain, I conducted a protein trap brain imaging
screen using fruit fly lines from the CPT project. Brains from protein trap Drosophila
lines generated by the CPT project were dissected and imaged using a confocal mi-
croscope. Images were annotated against the FlyBase anatomical ontology and an
online database was developed to make the resulting images publicly accessible. The
website, named BrainTrap, is available at http://fruit fly.inf.ed.ac.uk/braintrap, and cur-
rently contains protein expression information for 535 protein trap lines with 884 im-
age stacks of protein expression patterns in the fruit fly brain. Full brain image stacks
are viewable in a standard web browser and annotations mark expression in the brain
against the FlyBase anatomical ontology. Annotation data can be used to search for
proteins that express in a particular area of interest, or summarized to compare expres-
sion patterns of selected proteins side by side.
Some of this work also appears in the published paper “BrainTrap: a database of
3D protein expression patterns in the Drosophila brain”, included as Appendix A.
3.1.1 Confocal Microscopy
Once the protein trap lines are generated, EYFP fluorescence can be observed directly
under a fluorescence or confocal microscope to record the expression pattern of the
trapped protein. However the level of brightness is dependent on the endogenous level
of expression of the particular protein. Trapped proteins that are abundant in the brain
can be imaged successfully without further staining. For other proteins the expression
is low, making fluorescence levels weak and difficult to image clearly. Expression pat-
terns alone can also be difficult to interpret without a background stain also present
to give context and provide regional markers for the fine detail of different brain re-
gions. For these reasons we used IHC to enhance the EYFP signal and to provide a





















Table 3.1: Proteins trapped in the CPT project for proteins with expected expression
patterns, as reported in existing literature. Column “Lines” lists how many protein trap
lines have data available on the BrainTrap website and column “D.E.” shows the number
of lines that show a different expression pattern than the one expected from previously
reported results. Disagreement is observed in 16% of lines.
background stain to highlight the protein bruchpilot (brp), which is commonly used to
identify regions in insect brain images (Figure 1.2). Details of the protocol used can
be found in section 2.4
The confocal microscope was set up in dual scanning mode, with laser emission
at wavelengths of 488nm and 546nm, and two corresponding capture channels. When
EYFP expression was particularly strong sequential scanning mode was used to elimi-
nate any cross emission from the EYFP channel to the background channel. No cross
emission was observed from the background channel to the EYFP in either scanning
mode. In most cases a 20x objective lens was used and whole brains were scanned at a
resolution of approximately 1024x512x120 voxels, with a voxel size of approximately
0.55x0.55x1µm.
Figure 1.2 shows some typical scans showing EYFP expression in green and back-












































































Table 3.2: Proteins trapped multiple times in the CPT project, with insertions occurring
at different locations in the genome. Column “D.E.” shows the number of lines that show
different expression to the most commonly observed expression pattern for that protein.
Disagreement in expression patterns is observed in 11% of lines.
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3.1.2 Protein Expression
It is important to note that the genetic modification of proteins by insertion of the
artificial EYFP construct may affect the structure and therefore the localization of the
trapped protein. Ideally this effect is small enough that the trapped protein can function
as it normally would, however this is not always the case so results must be interpreted
with care.
Most proteins of interest to neurobiology are transported away from the cell body
to perform functions in other areas of the neuron such as in the dendrites and axons,
or at the synapse or the axon initial segment (AIS). For Drosophila the anatomy of the
brain is arranged with the neuron cell bodies located in a shell around the outside of the
brain, which is referred to as the “brain cortex”, (the area showing protein expression
in green in Figure 1.2). Cell structures more relevant to neurobiology are located in
the middle of the brain where axons and dendrites form a densely packed network
of interconnected projections, which is collectively referred to as neuropil, and forms
anatomical structures as shown by the brp antibody stain shown in magenta in Figure
1.2. This arrangement of the brain anatomy is convenient because proteins that are only
observed in the brain cortex and not in the neuropil are likely to be less interesting for
neurobiology. Trapped proteins that do not localize properly are observed in the brain
cortex, so protein expression patterns observed in the neuropil are less likely to have
been damaged by the insertion process, and are also more likely to be involved in
important brain function.
The CPT lines also provide a useful set of data with which to assess the perfor-
mance of the protein trap method. Some brain proteins captured by the screen have
previously been imaged by other methods such as IHC, so expression patters can be
compared to existing data. Also, some proteins were captured by several different lines
in the CPT screen, at slightly different insertion points in the genome. This allows us to
compare different insertions to each other. In most cases expression patterns observed
are the same, however for some genes such as Fas2 we see one line (CPTI-000483)
with an expression pattern matching the previously reported expression (Figure 3.4 B-
D) and another line (CPTI-001279) showing expression only in the brain cortex (data
not shown).
Overall, expression is consistent with previously reported results for 26 out of 31
protein trap lines where some pattern of expression is expected (table 3.1). For genes
that are trapped more than once in the screen only 19 out of 172 protein trap lines show
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disagreement between the different lines (table 3.2). These results are encouraging, and
show that the protein trap method is reliable, but care should be taken when interpreting
any individual result.
3.1.3 Results
It is not practical to discuss all proteins imaged by this screen, however to highlight
the importance of proteomics research for neurobiology I will summarize expression
patterns for some important genes here.
Behavior
dlg1 is a protein known to localize at the synapse and can be observed in the calyx of
the mushroom body synaptic structures (Figure 3.2 A-D). dlg1 has orthologues
in mouse and humans and has been shown to be important for learning in fruit
fly [128, 129, 64, 7]. There are 12 splice variants of dlg1 listed on the FlyBase
website (RA-RL). There are three protein trap lines in the BrainTrap database,
with insertions at different locations in the genome. Two lines, CPTI-0002596
and CPTI-002860, trap all splice variants except for RC, RI, and RJ (Figure 3.2
A, B). The third line, CPTI-000207, traps all splice variants except for RA RD
RE RG and RK (fig 3.2 C, D). These three lines show similar expression patterns
and give us the possibility of investigating splice variation during development
and localization at the anatomical and sub-cellular level.
nemy is required for learning in Drosophila [54, 46]. Trapped by line CPTI-004149,
nemy shows expression throughout the brain, particularly in the optic lobes in a
layer between the medulla and the lobula, as well as in the lateral horn and part
of the mushroom bodies (Figure 3.5 A-C, and Figure 3.16).
Fas2 is a well known mushroom body marker, required for olfactory learning [128, 7,
69]. An antibody for this protein is widely used experimentally to highlight the
mushroom bodies. Both Fas2 and its vertebrate orthologue, NCAM, are involved
in nervous system development [68]. Two lines trap this gene, and the expression
pattern observed in CPTI-000483 shows the expected mushroom body staining
(Figure 3.4, B-D), however line CPTI-001279 only shows low expression in the
adult brain cortex (data not shown).
42 Chapter 3. Protein Trap Screen
Figure 3.2: Maximum intensity projections (10µm: A,C. 5µm: B,D) of dlg1 protein trap
brain scans. Green indicates EYFP protein trap expression for lines CPTI-0002596 (A
and B) and CPTI-000207 (C and D), both of which trap dlg1. Magenta indicates the
anti-brp labeled, pre-synaptic background channel. Expression is higher in the optic
lobes, mushroom bodies (A,C), protocerebral bridge (B), and localizes to synapses in
the calyx of the mushroom body (D).
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Figure 3.3: Maximum intensity projections (10µm) of atpalpha, CaMKII and orb2 protein
trap brain scans. Green indicates EYFP protein trap expression for lines CPTI-002761
/ atpalpha (A and B) and CPTI-000994 / CaMKII (C and D), and CPTI-004204 / orb2
(E and F). Magenta indicates the anti-brp labeled background channel. All images are
maximum intensity projections from confocal image stacks available on the BrainTrap
website.
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Figure 3.4: Maximum intensity projections (10µm) of tau and Fas2 protein trap brain
scans. Green indicates EYFP protein trap expression for lines CPTI-002745 / tau (A)
and CPTI-000483 / Fas2 (B-D). Magenta indicates the anti-brp labeled background
channel.
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Figure 3.5: Maximum intensity projections (20µm) of nemy and Gad1 protein trap brain
scans. Green indicates EYFP protein trap expression for lines CPTI-004149 / nemy
(A-C) and CPTI-000977 / Gad1 (D-F). Magenta indicates the anti-brp labeled back-
ground channel. A-C: nemy shows expression throughout the brain, higher in the optic
lobes, antennal lobes and the mushroom bodies. D-F: Gad1 highlights inhibitory GABA
neurons throughout the brain.
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orb2 is required for long term courtship memory and synapse formation [58, 135,
83]. Trapped by line CPTI-004204, the protein shows expression throughout the
brain, with higher expression in the lateral horn, and parts of the protocerebrum;
areas known to be involved in courtship behavior [49, 60, 12] (Figure 3.3 E, F).
Neurobiology
Atpalpha (Atpα) is the alpha subunit of the sodium pump. This pump is fundamen-
tally important for neuron function, it moves Na+ ions out of the cell and K+ ions
into the cell to maintain the resting state of the cell, and has been used to study
aspects of human disease in Drosophila [16, 67]. Protein trap line CPTI-002761
shows expression throughout the brain, elevated in areas such as the optic lobes
and calyx of the mushroom body (Figure 3.3 A, B). Corresponding beta subunits
of the sodium pump, nrv1 and nrv2 are also in the BrainTrap data.
CaMKII is an important and well studied signaling protein for synaptic plasticity
which also regulates localization of already mentioned proteins Fas2 and dlg1
[64, 100, 7]. There is only one line in the screen that traps this protein, CPTI-
000994 which shows expression throughout the brain, with higher levels in the
optic lobes, and the calyx of the mushroom body (Figure 3.3 C, D, and Figure
3.15). The protein Cam, also trapped by lines CPTI-002888 and CPTI-001284,
is known to interact with CaMKII in a well studied cascade that occurs after an
action potential to regulate synaptic plasticity [30, 2].
Gad1 is a useful protein that highlights all neurons that express GABA, a the principle
inhibitory neurotransmitter in the fruit fly brain [27, 82, 53]. Images show a sub-
set of neurons activated (Figure 3.5 D-F), and some regions such as the ellipsoid
body show concentrated expression, indicating that many inhibitory neurites are
located here.
tau is a microtubule associated protein (MAP), homologue to the human tau. The
protein is implicated in several neurodegenerative diseases known as tauopoth-
ies, including Alzheimer’s disease, where neurofibulary tangles or plaques con-
sisting of large amounts of tau form where neurons die; many aspects of these
diseases have been studied in Drosophila [40, 137, 47, 17, 131, 116]. The pro-
tein trap lines show expression throughout the brain, higher in areas where many
neurons projecting in the same direction form tracts (Figure 3.4 A).
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3.1.4 BrainTrap Website
BrainTrap is part of a large scale collaborative research project to collect expression
information for as many proteins as possible from protein-trap lines generated by the
CPT project [113]. All image data generated by the brain imaging screen have been
released on an online database, BrainTrap, which at time of publication contains 884
3D image stacks from 535 CPT lines. On the home page (Figure 3.6) several proteins
of interest are highlighted with links directly to the interactive viewer.
3.1.4.1 Interactive Viewer
The main functionality provided by the BrainTrap website is to view the protein trap
images in an interactive viewer, in a similar way to desktop applications for viewing
microscopy images (Figure 3.7). The interactive viewer consists of a horizontal slider
that can be used to navigate through the stack in the z direction, links to change image
size (up to 100% of the original confocal scan) and buttons to select which channels are
visible. To the right of the viewer is a list of annotations that have been made against
that stack. Annotations linked to a location in the stack can be clicked to move the
viewer to the corresponding z location and highlight the area of interest in the viewing
window, as shown in Figure 3.7. In addition to the online viewer, confocal images files
can be downloaded in the original format.
3.1.4.2 Annotation
Annotations have been made against the FlyBase Drosophila anatomical ontology [34].
Annotators can log in and add new annotations using the same interactive web inter-
face with ontology term and synonym auto completion to help the annotator use the
ontology even if they are not familiar it. Free text annotation and ontology terms can
be combined to provide additional information. The provenance of all annotations is
retained in the database and, where possible, annotations are linked to a 3D location in
the volume showing the area of expression. Annotation data for each CPT line can be
downloaded in extensible markup language (XML) format, or summarized in a gene
comparison table for a subset of selected genes (Figure 3.10).
3.1.4.3 Search
BrainTrap takes advantage of the ontology structure used for annotations by providing
a fast ontology driven search page. An anatomical search query can be specified on the
48 Chapter 3. Protein Trap Screen
Figure 3.6: The BrainTrap home page displays information about the project and links
to related websites. Thumbnail previews of some images are visible at the bottom of
the page.
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Figure 3.7: BrainTrap interactive viewer. Controls at the top of the screen allow the user
to change the viewing size, up to 100% of the original confocal scan, select the visible
channels, and navigate through the image stack. To the right of the screen annotations
made for this stack are visible. Clicking on an annotation automatically highlights the
area marked by the annotator, as shown above for the calyx of the mushroom body.
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Figure 3.8: BrainTrap search form. On the left of the screen the FlyBase anatomical
ontology can be explored, and on the right a text search box allows the user to search
for anatomical terms. This form is used to specify an ontology-based anatomical search
for protein expression patterns.
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Figure 3.9: BrainTrap search results are displayed in summary format with annotation
tags and thumbnail previews of brain scans.
web form shown in Figure 3.8. Areas can be easily specified by browsing the ontology
tree (shown on the left) or by typing the area name or synonym into the search box.
Anatomical areas are suggested as the user types and synonyms or old terms for the
anatomical areas can be replaced with the correct term from the ontology. Once an area
is selected the “Locate” button locates and highlights the area in the ontology tree at
the left of the page. The subcomponents or supercomponents check boxes can be used
to specify the type of search to perform. The default is to search for all images tagged
with the selected term(s) or any subcomponents of those term(s), as determined by the
anatomical ontology. For example, searching for “adult mushroom body” annotations
will also match images tagged in a subcomponent, such as the “calyx of the adult
mushroom body”. Search results are shown in a preview format (Figure 3.8).
At the bottom of the page a “Quick Search” facility also allows you to search by
text for gene names, or text in the annotations.
3.1.4.4 Other features
To help users navigate the website, 7 links appear in the top navigation bar (Figure
3.6). In addition to the Home and Search pages already discussed, there are 5 more
areas of the website, and an administration area:
About Shows details of the methods used to generate CPT lines as well as the protocol
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Figure 3.10: The BrainTrap gene comparison feature allows expression patterns for
multiple selected genes to be compared side by side.
Figure 3.11: The BrainTrap “line list” page displays all CPT lines available in the
database, with links to further details in the BrainTrap site, or on the FlyProt site.
3.1. BrainTrap 53
Figure 3.12: The line details page summarizes genes trapped by each line and provides
links to the Kyoto Stock Center, the FlyProt website, and the FlyBase website. All
confocal images are displayed in thumbnail preview format, with a summary of the
annotations made for each image.
54 Chapter 3. Protein Trap Screen
Figure 3.13: The BrainTrap “all images” list displays a summary of all images in thumb-
nail preview format, with a summary of the annotations made for each image.
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Figure 3.14: The BrainTrap MultiBrain page (top) allows the user to select up to three
different expression patterns mapped to the same template brain. Clicking on “View
MultiBrain” takes the user to the MultiBrain interactive viewer (bottom) where each ex-
pression pattern is displayed in a different colour, in the same viewing window. Stack
viewing controls allow the user to change the size, the channels visible, and the po-
sition in the image stack. Annotations for each channel are visible on the right of the
screen. The “Random MultiBrain” selects three expression patterns randomly in differ-
ent colours.
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used to generate images, and map images to a template.
Genes This page summarizes all the genes listed in the website (Figure 3.10, left).
Links are provided to view all lines that trap each gene or to preview all images
for the selected gene, with links to the interactive viewer. To compare gene
expression patterns the user may simply select the genes of interest with check
boxes at the right of the page, and click “Compare Selected”. A table is displayed
summarizing the annotations made for each gene (Figure 3.10, right).
All Lines List each CPT line with links to further details and to the Cambridge FlyProt
site (Figure 3.11). The “further details” pages summarize each line, showing
previews of all confocal brain scans in the database, with additional links to the
Kyoto stock center where the lines can be ordered, and to the FlyBase listing for
the gene(s) trapped by the insertion. Thumbnails of all the images available for
the selected line are shown at the bottom of the page (Figure 3.12).
All Images Lists all images in preview mode, so that thumbnails of many images can
be viewed at once. Links take the user to the interactive viewer directly (Figure
3.13).
MultiBrain On this page a demonstration of the template mapping results are avail-
able. Currently, 40 expression patterns have been registered against a template
brain and this section of the site can be used to produce a composite image where
each protein is visible in a different colour. On the MultiBrain page the user se-
lects a colour (red, green or blue) for up to three different expression patterns
(Figure 3.14, top). Then clicking “View MultiBrain” displays the interactive
viewer with the three expression patterns combined into a single stack, each in
the selected colour (Figure 3.14, bottom).
Admin Administrators can log in to add or modify annotations and comments online.
The BrainTrap website provides a valuable resource for any researchers to find
proteins of interest and view their expression patterns in the fruit fly brain online. All
annotations are available in machine-readable XML format to enable transparent data
sharing throughout the scientific community. Data from the BrainTrap database, in
conjunction with publicly available data from multiple sources, is used in Chapter 4 to
link the levels of molecular biology, anatomy and connectivity. The protein trap lines
recorded in BrainTrap can also be used to investigate the sub-cellular localization of
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Figure 3.15: BrainTrap MultiBrain example images displayed on a white background,
with darker regions indicating higher levels of expression. Each brain shows three ex-
pression patterns at once, mapped to the same template brain. Top: Expression from
Myo10A / CG1041 (red), CaMKII (green) and Pkn (blue). Bottom: Expression from hth
(red), aop (green) and the anti-brp background stain (blue).
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Figure 3.16: BrainTrap MultiBrain example images displayed on a white background,
with darker regions indicating higher levels of expression. Each brain shows three ex-
pression patterns at once, mapped to the same template brain. Top: Expression from
Dsp1 (red), Map205 (green) and fax (blue). Bottom: Expression from Ten-m (red), Dek
(green) and nemy (blue).
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proteins, including synaptic localization (Figure 3.2, D). In the next section I describe
attempts made to image protein localization, in the same protein trap lines, at a higher
resolution using electron microscopy.
3.2 Electron Microscopy
Some of the proteins imaged in the CPT lines are known to locate at the synapse,
and play an important role in learning and memory, as discussed in Section 3.1.3.
To investigate some of these proteins further we decided to investigate whether the
protein trap lines could be detected with IHC at EM resolution. Immuno-staining at
the electron microscope level is difficult to achieve, and sample preparation methods
must be optimized for each protein and antibody used. The protein trap lines present
a possible solution to this difficulty, where a single protocol could be identified for
the EYFP insertion and this could be used to image any of the many protein trap lines
modified in this way. The GFP family is widely used as a fluorescent marker in biology
and a standardized protocol for imaging the molecule at the EM level would be very
useful.
To learn more about electron microscopy imaging and to investigate immuno-
staining of the GFP family of molecules under EM fixation conditions I traveled to
Dalhousie University in Halifax, Nova Scotia, to collaborate with Ian Meinertzhagen
and his lab.
While there I attempted several preparation methods to stain the EYFP insertion.
In some cases weak staining was observed, but no clear results were obtained in the
limited time I had for my visit. In the following sections I describe the experiments
performed and results obtained.
3.2.1 Requirements
For the synaptic protein lines it is desirable to image an entire synapse, including the
surrounding volume, to determine where proteins are in relation to the synapse. This
would allow identification of pre- or post- synaptic proteins, measurement of how far
away from the synapse proteins are located, and identification any preference for where
in the synapse they localize. To image a small 3D volume such as this we can use
serial section transmission electron microscopy (ssTEM). Very good EM preservation
is required for this method to work well, and to observe the fine structure of a synapse
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in three dimensions. Four major steps are usually used to prepare samples for this
imaging:
1. Strong fixatives are applied to the tissue to cross-link the proteins together to
preserve ultrastructure
2. Osmium is applied to cross-link the lipid membrane to preserve the ultrastructure
and also to provide an electron dense stain for imaging.
3. The tissue is embedded in epoxy resin and heated to polymerize to a solid block
4. The polymerized block is cut into thin sections, usually 50nm thick, ready for
TEM imaging.
Each of these three steps can damage protein immunoreactivity, depending on the
fragility and reactivity of the protein and the antibody used to tag it.
There are two main options for the process of staining proteins at EM level:
1. Preembedding, where antibodies are applied after the first fixation step
2. Postembedding, where antibodies are applied after sections are cut.
In order to investigate the staining of EYFP at the EM level we attempted several
methods for fixation, preembedding and postembedding, which are explained in detail
in the following sections. Below is a summary of the methods attempted:
• Antibody embedding: Preembedding / postembedding
• Antibody: normal anti-GFP / Heat-denatured GFP antibody
• Area of interest: Mushroom body / central complex / lamina / optic lobe
3.2.2 Fixation
To achieve good image quality in electron microscope images, strong chemical fixa-
tives such as paraformaldehyde (PFA), gluteraldehyde (GA) and acrolein (ACR) are
usually used to preserve tissue structure, and osmium tetroxide is used to preserve
and stain the lipid membrane of the cell walls. These fixatives can damage proteins
to the point where antibodies no longer bind to their targets. Performing IHC in tis-
sues fixed for EM imaging requires a balance between the level of fixation and the
immuno-reactivity of the protein of interest. This balance is different for each protein,
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Figure 3.17: Preembedding with silver enhancement staining. Dark black areas show
some staining, however in this case light fixation conditions caused poor ultrastructure
preservation.
with some proteins preserving well even under strong fixative conditions and others
being damaged easily. Unfortunately, both the fluorescence and immunoreactivity of
the GFP protein family is easily damaged by fixatives, so a major part of this inves-
tigation is finding the right fixation procedure to preserve GFP immunoreactivity and
tissue ultrastructure.
In an investigation into fixation methods I tried combinations of different fixative
chemicals (PFA+GA or PFA+ACR), different concentrations of the fixatives, and per-
formed the fixation over different lengths of time. The general protocols used for both
pre- and post- embedding are described in Section 2.3.
3.2.3 Preembedding
For the preembedding method antibody staining is performed after aldehyde fixation.
In this method no osmium staining is used. Instead a silver nitrate reaction is used
to create electron opaque stain on tissue and antibody-attached gold particles. The
increased amount of silver present in the sample can complicate the cutting procedure.
No staining was shown at normal EM fixation levels, and at lighter fixation levels some
staining was observed, however the tissue preservation was poor (Figure 3.17).
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Figure 3.18: Postembedding with 10nm gold particles. Bsg protein trap line shows
anti-GFP immuno-reactivity in the lamina at capitate projections and near membrane,
however signal is weak. Image widths are 0.8µm (left) and 1.5µm (right).
Figure 3.19: Postembedding with 10nm gold particles using heat denatured anti-GFP
antibodies. Some staining was observed for dlg1 protein trap lines in the calyx of the
mushroom body (left) and for Fas2 in the stalk of the mushroom body (right), however
signal is weak and possibly non-specific. Image widths are 1.1µm (left) and 0.8µm
(right).
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3.2.4 Postembedding
The main alternative method for immunostaining is postembedding. In this method
the tissue fixation steps are performed first. Tissue is embedded and cut, then immuno-
staining is performed on the 50nm slices before imaging. High fixation levels were
attempted first, to observe good preservation and osmium staining, making cutting and
serial section imaging easier. After cutting, the embedding medium is etched away
using acid, and antibodies are applied to the surface of the etched sample to attach to
the exposed proteins.
Some positive results were observed for postembedding, showing some expression
for Bsg near membrane, synapse and capitate projections in the lamina (fig 3.18). Bsg
fluorescence in the lamina is very high, but the level of staining achieved under EM
was only low, so further work is required to perfect this protocol.
One of the main problems encountered was that the harsh fixation conditions re-
quired for tissue preservation for EM quenched both EYFP fluorescence and immuno-
reactivity (Figure 3.20). A balance between fixation conditions and protein preserva-
tion must be found for this procedure to work properly. Another alternative that was
attempted was to use heat-denatured GFP antibody (Figure 3.19). This antibody pro-
vided some weak staining, but possible non-specific staining was observed and results
were inconclusive.
3.2.5 Alternatives
With no clear successes at the EM level I then investigated fluorescence and immuno-
reactivity under different fixation conditions at the light level. As shown in Figure 3.20,
the EYFP fluorescence and immuno-reactivity is present after 1 hour of fixation, but
is quenched after 2 hours of fixation. The mild fixation was not sufficient to achieve
good preservation at EM level.
When investigations were carried out it was not clear how to continue and investi-
gation of all possible alternatives for sample preparation would have taken a very long
time. Possibilities for future investigation include:
Staining HRP / DAB reaction by oxidation. Commonly used to stain samples at the
EM level, this reaction precipitates an electron dense stain. This method
still requires preembedding of antibodies conjugated to HRP at the pre-
embedding stage.
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Figure 3.20: Immunoreactivity and EYFP fluorescence is quenched by EM fixation.
(Left) Light fixation for 1 hour under 4% paraformaldehyde and 1% Gluteraldehyde.
Both fluorescence (green channel) and immuno-staining (magenta channel) are present
in the image. (Right) Normal fixation for 2 hours under the same conditions. In vivo flu-
orescence and immuno-staining are no longer present under these fixation conditions.
Both images are 368.55µm wide.
Fixation High pressure freezing / freeze substitution. In this method samples are
first frozen under high pressure, and then fixation occurs very slowly over
the following days. This method produces very good tissue preservation
under mild fixation conditions, but requires specialist equipment.
Microwave fixation. For this method milder fixatives are combined with
microwave excitation to speed up the fixation process.
Embedding It is also possible to use a UV polymerized embedding medium such as
LR White or Lowicryl rather than the heat polymerized epoxy resin, how-
ever this may make the cutting step more difficult.
Due to the time consuming nature of immuno-EM protocol development, further in-
vestigation was abandoned until more reliable methods of staining could be identified.
Since investigations were carried out, other labs have developed alternative pro-
tocols for staining proteins at the EM level and recent publications show that co-
expression of EGFP and horseradish peroxidase (HRP) is effective at both light and
EM level [72], and a new protein, miniSOG, was developed for the combination of
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light and EM imaging [120]. Utilizing these techniques for the CPT lines would re-
quire additional modification of the genetic insertion to a new protein. P-element tags
in the CPT lines allow straightforward modification of the existing construct in the
same location. This provides at least two possible methods for staining protein trap
lines at the EM level. Large scale EM screen of protein trap lines may now be possible
using these techniques.
3.3 Summary
BrainTrap allows fast access to a large set of information; there are currently 884 3D
image stacks from 535 protein trap lines available on the website. A wide variety of
expression patterns are observed within these images. Areas or proteins of interest can
be identified quickly with a simple search query and desired images can be accessed
in a few mouse clicks. Large scale biological screens, such as the CPT Project, create
huge amounts of raw data. Fast access to targeted information within this raw data
is very important for the field of biological and brain science as large scale screens
continue to grow in size. Structured annotation of the raw information also allows
further analysis to extract useful information from the large data sets. The BrainTrap
database will continue to grow if more protein trap data is made available, providing
a valuable resource for Drosophila neurobiology and brain research in the future. The
MultiBrain area of the site allows expression patterns to be compared directly between
different protein-trap lines.
Investigations into immuno-labelling of the protein trap lines at the EM level could
not be perfected enough to reliably image proteins in this way. There are several op-
tions for future research in this area; methods using alternative EM preparation or
further transgenic techniques offer potential paths for establishing an effective proto-
col.
In the next chapter I investigate methods for using the protein expression data
described in this chapter to link molecular biology with the levels of anatomy, and
connectivity to provide further insight into each level, and to gain a more wholistic




The network is a useful mathematical abstraction common to the levels of brain under-
standing considered in this thesis. For example, genes are linked together in a network
to regulate gene and protein production, proteins are linked in an interaction network,
anatomical regions are linked by an ontology network, and neurons are linked together
by a connectivity network.
The network representation allows us to apply mathematical analysis tools to these
networks. In this chapter, I will use some of these tools to analyze the protein expres-
sion information from the BrainTrap database in combination with other networks to
demonstrate some of the possible uses of this data. In Section 4.1, I use the BrainTrap
data to improve protein interaction networks by ruling out many potential protein-
protein interactions for the adult Drosophila brain. In Section 4.2, I produce a natural
anatomical segmentation of the fruit fly brain based on a subset of protein expression
patterns. This anatomical breakdown informs us about the similarities between regions
of the fruit fly brain at the molecular level. And in Section 4.3, I show that when com-
bined with homology data, the BrainTrap data can uncover similarities between insect
and mammalian neurobiology, and how evolution has driven brain development.
Traditionally, gene and protein networks are considered separately to neural con-
nectivity networks because of the lack of data connecting the two areas of study and
the difficulty of collecting both types of data at the same time. Anatomy provides a
3D environment in which both protein expression and neuronal connectivity networks
are embodied. This provides a bridge with which we can join the levels of molecular
biology and connectivity, and while a full neural connectivity network is not yet avail-
able for Drosophila we can begin to look at how this data can be joined and analyzed.
Motif analysis is a popular way of analyzing networks to distill out smaller building
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blocks of the network and compare the building blocks of different types of networks
for similarities. In Section 4.4.1, I describe an extension to the motif analysis method
that considers connectivity networks in the context of their biological properties, such
as protein expression or neuron type information. This analysis method allows a more
detailed understanding of the underlying network properties than motif analysis alone.
4.1 Protein Interaction Networks
Large protein interaction databases are available online, for example the DroID database
[142] contains protein-protein interactions for Drosophila proteins collected from many
data sources. Most of the data in these interaction databases is obtained using the yeast
two-hybrid method. This method involves expressing the two proteins of interest inside
a yeast cell, with two halves of a transcription factor bound to them. If the proteins in-
teract the transcription factor is activated and a reporter gene is expressed. Expression
of this reporter gene is measured to give an indication of the level of interaction be-
tween the two proteins. This method can be scaled up to investigate many thousands of
protein-protein interactions [29, 132, 102]. Unfortunately this method produces many
interaction results that are not observed in vivo. Due to protein expression in different
anatomical locations, or different stages of development, these interactions may not
ever happen in vivo.
Using data from the BrainTrap website we can determine which proteins are ex-
pressed in the same location in the brain, and which proteins do not localize to the same
place in the adult brain of Drosophila. Any protein-protein interactions detected in the
yeast two hybrid experiments that do not express in the same location can be ruled out
as unimportant for the adult Drosophila brain. Note that this does not mean that the
interaction does not occur at all (the interaction may occur in a different organ, or at a
different developmental stage) but it does tell us that the interaction is not important in
the adult brain.
Figure 4.1 shows some of the interactions listed in DroID that can be ruled out
by the BrainTrap data. The DroID database also calculates a confidence for each in-
teraction as described in [141]. The proteins shown in Figure 4.1 have many other
interactions that are not ruled out, and the interactions that are ruled out have low con-
fidence scores in the DroID database. Table 4.1 summarizes all the protein-protein
interactions that are called into question in this way. An additional 107 interactions
between the protein Ubx (a developmental gene) and other proteins are not listed.
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Figure 4.1: Interactions between proteins that can be ruled out by protein expression
information in the BrainTrap database. Circles indicate a subset of proteins present
in the BrainTrap database. Lines indicate protein-protein interactions from the DroID
database. Thickness of the lines indicate the confidence scores for each interaction
as listed in DroID. Each figure highlights the interactions that can be ruled out for two
central proteins Hsc70-4 (top) and tws (bottom). Interactions highlighted in red between
proteins highlighted in yellow are potentially ruled out by the BrainTrap data.
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Table 4.1: Interactions ruled out by BrainTrap expression data. Each protein-protein
interaction is listed only once, with the first protein alphabetically appearing in the first
column. The confidence column indicates the protein-protein interaction confidence
score calculated from experimental and computational evidence as listed in the DroID
database [142, 141]. Scores are between 0 and 1. An additional 107 interactions
between the protein Ubx (involved in development) and other proteins are not listed.
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Further investigations have been carried out using the CPT lines to investigate
protein-protein interactions using protein affinity and mass spectrometry [107]. Com-
bined with the localization data, this shows that the protein trap method is very useful
for improving our knowledge of protein interaction networks.
4.2 Natural Segmentation
By using image data mapped to a template brain, it was also possible to cluster areas
of the brain together based on the pattern of protein expression found at each point in
the brain. This is similar to the approach taken in [9] of clustering data from the ABA
using k-means to identify different anatomical areas in the mouse brain based on the
gene expression profiles at each location.
Unfortunately the quantity of data available for Drosophila does not match the
amount available in the ABA, which allowed the analysis in [9], to segment brain re-
gions based on 3041 gene expression patterns mapped to the same template. Here
I demonstrate the same techniques based on 18 protein expression patterns, selected
from the 40 expression patterns mapped to a template brain using CMTK. Sparse ex-
pression patterns were not used, and where several very similar expression patterns
existed, only one representative pattern was chosen.
For Drosophila brain segmentation, a subset of between 10 and 18 brain images
im1−n mapped to the same template brain (as described in section 2.4.2) were selected.
Signal channels were first smoothed using a 5x5 pixel 2D Gaussian smoothing ker-
nel, with a standard deviation of size 1 pixel, and then down-sampled to a size of
262x150x94 pixels. Each image pixel was then represented as an n-dimensional vec-
tor, vx,y,z = [p(1,x,y,z), p(2,x,y,z) , ... , p(n,x,y,z)], where p(i,x,y,z) represents the pixel at lo-
cation (x,y,z) in image i. Vectors of Euclidean norm length ||v|| less than 100 were
assumed to be background pixels and not used for clustering calculations. Seed points
were selected either randomly, or manually from 15-25 large anatomical structures in
the Drosophila brain. Each manual seed point consisted of only one pixel from the
middle of the anatomical structure, and only from one side of the brain. Clustering
methods were then used to identify the same number of clusters as seed points, based
on expression vectors v for all non-background pixels. Classification was performed
on full-sized 1048x600x94, n-dimensional images. Note that the spacial location of
each pixel was not considered for the clustering.
K-means results, for n = 10 with manually selected seed points and 15 clusters
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Figure 4.2: Natural segmentation of the Drosophila brain obtained by k-means and
Gaussian mixture model clustering techniques. Results are shown for 15 clusters,
based on selected start points throughout the brain. Similar results were obtained for
different numbers of clusters and for random start points. Clustering was performed on
10 protein trap image stacks mapped to a male template brain selected from protein
trap lines showing different expressions patterns.
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are shown in Figure 4.2 (left). Seed points were located in the adult brain cortex,
medulla, lobula, lobula plate, subesophageal ganglion, antennal lobe, calyx, gamma
lobe, heel (of the mushroom body), ellipsoid body, fan-shaped body, protocerebral
bridge, anterior ventral protocerebrum, superior lateral protocerebrum, and the lateral
horn.
To assess the symmetry of the segmentation, a mirror image warp was calculated
with CMTK to match the mirror image of the template brain nc82 channel to the non-
mirrored version of the same brain. The resulting mirror-warp was applied to the K-
means segmentation and each segment was compared with the mirror-warped version
of itself. The Dice coefficient measure of set similarity was used to calculate segment





Despite using seed points from only one side of the brain the resulting segmenta-
tion was symmetrical, with an average Dice coefficient of 0.81, s.d. 0.07, averaged
over all segments. Several distinct structures were segmented, including the medulla,
lobula, mushroom bodies, antennal lobes and the central complex. In contrast to the
FlyBase ontology, the noduli were not in the central complex segment, and the anten-
nal lobes shared a segment with a thin layer in the optic lobes. Several other regions
in the supraesophegeal ganglion were segmented, but these did not correspond well to
the regions of the FlyBase anatomical ontology, as depicted on the Virtual Fly Brain
website (Figure 1.9).
A Gaussian mixture model was also trained on the data with the same starting
points, resulting in the segmentation in Figure 4.2 (right). Again the segmentation
was symmetrical, with an average Dice coefficient of 0.83, s.d. 0.11, averaged over
all segments. This method also segmented medulla, lobula, mushroom bodies, anten-
nal lobes and central complex. In this case the noduli were included in the central
complex and antennal lobes did not share any spatially separated segments. Segments
corresponding to the clamp, and posterior slope, were also identifiable, despite no seed
points being placed in these areas. The mushroom bodies were identified as one seg-
ment, despite being initialized with 3 seed points from different parts of the mushroom
bodies. Compared to the k-means results, the Gaussian mixture model produced a
segmentation more similar to the FlyBase anatomical ontology.
Randomly initialized segmentations, and segmentations based on additional pro-
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Random Change K-means Gaussian Mixture Model
Seed Points mean 0.79, s.d. 0.171 mean 0.579, s.d. 0.187
Brain Images mean 0.642, s.d. 0.178 mean 0.642, s.d. 0.158
Table 4.2: Average segment consistency for segmentations repeated with random seed
points, or random brain images. Average Dice coefficients are shown for each clustering
method and each trial type. Each random trial was repeated 50 times.
tein trap images and clusters produced similar results. Slightly different groupings
were obtained, some of which segmented structures such as the protocerebral bridge,
layers of the fan-shaped body, and heel of the mushroom body from their neighbor-
ing regions. These segmentations are informative for how to segment regions of the
Drosophila brain, based entirely on the similarities of their protein expression profiles.
To quantify the sensitivity of both K-means and Gaussian mixture models to changes
in seed points and changes in input images, segmentation procedures were repeated 50
times with random starting points, and again 50 times with 10 brain images randomly
selected from the 18 available expression patterns. Segmentation results for each trial
were compared to the segmentations shown in Figure 4.2. The Dice similarity metric
was measured between each segment in the original segmentation, Origi (i = 1 . . .15),
and the new, random segmentation Rand j ( j = 1 . . .15). For each segment Origi, the
“best match” segment in the new segmentation, Randbest , was found so that the Dice
coefficient between the two segments was maximized. The average Randbest score for
all random trials was calculated to provide an indication of the stability or consistency
of segment Origi.
Because of the uncertainty in brain registration, small misalignments can occur
with an average of 4.49µm, s.d. 3.23µm, in neuropil regions (see section 2.4.2 for de-
tails). To allow for these small misalignments, a regional threshold of 5 pixels (2.44µm)
was allowed for segmentation results based on randomly selected brain images. This
threshold was not used for results based on randomly selected seed points.
Results averaged over all segments are summarized in Table 4.2, and for individual
segments in Table 4.3. Overall, segmentations are not very consistent, however some
segments are found consistently throughout the random trials, as shown in Table 4.3.
For example, K-means segments 1 (outer adult brain cortex), 2 (medulla), 12 (inner
adult brain cortex) and 15 (mushroom bodies) were more consistent throughout both
types of trial, changing seed points and changing input brain images. Similarly, Gaus-
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K-means Gaussian Mixture Model
Segment Seed Points Brain Images Seed Points Brain Images
1 0.76 0.74 0.65 0.77
2 0.93 0.72 0.76 0.81
3 0.74 0.55 0.40 0.52
4 0.88 0.58 0.51 0.65
5 0.76 0.55 0.87 0.88
6 0.96 0.62 0.60 0.66
7 0.64 0.61 0.57 0.49
8 0.84 0.68 0.60 0.65
9 0.91 0.65 0.45 0.63
10 0.87 0.65 0.49 0.67
11 0.81 0.61 0.46 0.63
12 0.72 0.82 0.50 0.41
13 0.80 0.47 0.41 0.53
14 0.51 0.61 0.53 0.62
15 0.99 0.76 0.89 0.72
Table 4.3: Average segment consistency for individual segments after segmentations
were repeated with random seed points, or random brain images. Average Dice co-
efficients are shown for each individual segment, grouped by clustering method and
random trial type. Each random trial was repeated 50 times. Note that K-means and
Gaussian Mixture Model segment numbers do not necessarily correspond.
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sian mixture model segments 1 (adult brain cortex), 2 (medulla), 5 (subesophageal
ganglion) and 15 (mushroom bodies) were more consistent than other segments.
Previous work on the mouse brain found that automatically derived segmentations
had a high correspondence with the classical, manually labeled, anatomical reference
atlas [9]. Because the segmentations derived here for Drosophila are based on only a
small number of expression patterns they remain sensitive to initial conditions and to
the expression patterns chosen. Despite this variability, several regions are consistent
across many trials and different expression patterns, and these generally agree with the
manually labeled FlyBase anatomical ontology. This suggests that using a larger set
of protein expression patterns, it would be possible to produce a more robust protein-
based segmentation, which would enable us to further understand the links between the
level of molecular biology and our current anatomical understanding of the Drosophila
brain.
4.3 Homology Networks
Protein trap expression information stored in the BrainTrap website is useful as a re-
source for studying protein expression in the brain. Additionally, the large amount of
raw data on expression location is useful for further understanding genetic similarities
between Drosophila and other organisms.
Genetic sequences allow us to compare genes between species. Anatomical protein
and gene expression information allows further comparison of anatomical specificity
and gene function between species. Furthermore, investigating differences in gene ex-
pression patterns between species informs us about how genes are preserved or mod-
ified and utilized in different ways throughout evolution. Studying the evolution of
brain proteins in particular can inform us about the organization of the brain, and brain
specialization [26].
Comparative analysis can also tell us how similar regions in the brain are to each
other, or how they are similar between different species. Protein trap data in the Brain-
Trap database enables us to perform this analysis more accurately with Drosophila. In
the mammalian brain, neuron cell bodies, where genes are expressed, are distributed
throughout the different regions of the brain. This means that gene expression data,
such as those recorded in the ABA, is sufficient to provide gross anatomical brain re-
gion profiles of genetic expression. In the Drosophila brain this task is more difficult
because neuron cell bodies are all located in the outer layer of the brain, and send
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neurites into the other areas of the brain. Protein localization is required to identify
which proteins are specific to particular brain areas in Drosophila. While protein and
gene expression have different properties, they both give anatomical expression pro-
files, and can be used to compare regions across species, at the anatomical level. In
Section 4.3.1, I use the BrainTrap data and mammalian data, from the ABA [70], to
identify brain regions that are homologous in gene / protein expression.
Comparative genomics databases contain a large amount of information on genes
that are homologous between mouse and Drosophila. From the list of BrainTrap pro-
teins, I identified a subset that have orthologues in mouse. Then from this subset I
compared expression patterns between species. Homologous brain areas and general
similarities between anatomical brain areas in mouse and Drosophila were identified,
linked through 362 fly protein, and 544 mouse gene, expression patterns. Protein trap
lines are selected at random with the piggyBac gene insertion method [43, 113] so this
should give an unbiased coverage of the fruit fly genome.
Because we share a common ancestor, there are genetic similarities between mam-
mals and insects. This allows us to study the operation of the same genes in different
organisms. Anatomical expression data also gives us information with which we can
measure aspects of evolution. Emes et. al. [26] previously investigated this with
data from the ABA, where the evolution of brain gene “variability” was measured for
ancient genes (with a shared homologue in yeast) and more recently evolved genes
(without any homologue in yeast). In section 4.3.2 I replicate this analysis with fly
brain protein expression data. Similar to the results obtained by Emes et. al. [26], a
trend towards more variability in recently evolved proteins was found.
4.3.1 Fly ~ Mouse Comparative Analysis
Using the gene expression information collected from the Allen Brain Atlas project
it was possible to compare fruit fly neurobiology to mammalian neurobiology using
homology networks to link the two anatomical expression pattern networks. Protein
expression patterns in Drosophila and gene expression patterns in mouse measure dif-
ferent biological indicators, but both give a distinct expression pattern for each anatom-
ical region of the respective brains.
To identify similarities between mouse brain regions and fly brain regions I corre-
lated protein annotations from the BrainTrap database with homologus gene expression
level data from the ABA. The Ensembl Compara database was used to identify homol-
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Figure 4.3: Fly Brain ~ Mouse Brain. This schematic summarizes the approach taken to
compare brain regions between Drosophila and mouse brain anatomy. Fruit fly protein
expression data from the BrainTrap database gives a protein expression profile for each
brain region. Similarly, mouse gene expression information from the Allen Brain Atlas
gives a gene expression profile for each brain region. Using the homology network
to identify similar genes and proteins allows a comparison of brain region expression
patterns across species.
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Figure 4.4: Correlations between fly brain protein expression, and homologous mouse
gene expression patterns. Results are shown for BrainTrap annotation data correlated
against mouse gene expression level (top) and density (bottom) from the Allen Brain
Atlas (ABA). All correlations shown are significant to p < 0.05. All other correlations
are shown as 0 correlation. Fly and mouse brain region abbreviations are explained in
section 4.3.1.
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Figure 4.5: Correlations between fly brain protein expression, and homologous mouse
gene expression patterns. Results are shown for BrainTrap annotation data correlated
against mouse gene expression density from the Allen Brain Atlas (ABA). * indicates
correlations significant to p < 0.05. ** indicates correlations significant to p < 0.01.
Mouse brain region abbreviations are explained in section 4.3.1.
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Figure 4.6: Correlations between fly brain protein expression, and homologous mouse
gene expression patterns. Results are shown for BrainTrap annotation data correlated
against mouse gene expression level from the Allen Brain Atlas (ABA). * indicates cor-
relations significant to p < 0.05. ** indicates correlations significant to p < 0.01. Mouse
brain region abbreviations are explained in section 4.3.1.
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ogous genes in mouse from the subset of Drosophila genes in the BrainTrap Database.
362 fly genes were found, with 544 homologus mouse genes. These 544 gene homo-
logue pairs were used as a basis for anatomical comparison across species, as depicted
diagrammatically in Figure 4.3. 12 Drosophila anatomical areas commonly annotated
in the BrainTrap data were selected: adult brain (AB), antennal lobe (AL), adult brain
cortex (BC), central body complex (CX), deutocerebrum (DCE), ellipsoid body (EB),
fan-shaped body (FB), adult mushroom body (MB), optic lobe (OL), protocerebrum
(PCE), adult pars intercerebralis (PI), and subesophageal ganglion (SOG). For each of
these areas proteins were assigned 1 (expression present) or 0 (no expression).
Similarly for the mouse brain, 17 major areas from the Allen Brain Atlas anatom-
ical regions were used: cerebellum (CB), cerebral cortex (CTX), hippocampal re-
gion (HIP), hippocampal formation (HPF), hypothalamus (HY), lateral septal com-
plex (LSX), midbrain (MB), medulla (MY), olfactory bulb (OLF), pons (P), pallidum
(PAL), retrohippocampal region (RHP), striatum-like amygdalar nuclei (sAMY), stria-
tum (STR), striatum dorsal region (STRd), striatum ventral region (STRv), and thala-
mus (TH). For each of these regions the average expression level and density were
calculated from the ABA data. It is not clear which measure (expression level or
expression density) is more appropriate to use for this analysis, so results for both
measurements are shown.
For each anatomical region pair, Pearson’s correlation coefficient (rho) and signifi-
cance test p-values, were calculated. Significant (p < 0.05) correlations are summarized
in Figure 4.4, and individual results for each fly brain region are shown in Figures 4.5
(expression density) and Figure 4.6 (expression level).
Several pairs of brain regions show significant correlation. The adult brain (a tag
used to identify proteins expression throughout the brain) showed significant correla-
tion with all mouse brain areas, as did the central complex and the mushroom bodies.
This general correlation is also seen for the ellipsoid body and fan-shaped body (parts
of the central complex). The adult protocerebrum shows correlation with mouse brain
areas such as the cerebellum, cerebral cortex and hippocampus. Compared to regions
such as the antennal lobe or subesophegeal ganglion (where there is no significant cor-
relation) these Drosophila brain regions have more in common with parts of the mouse
brain.
The adult brain cortex shows negative correlation with several brain areas including
the hypothalamus, lateral septal complex, and the striatum. As discussed in section
3.1.2, proteins that localize to to the adult brain cortex in Drosophila are less likely to
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Figure 4.7: Evolutionary brain protein expression variability. Ancient genes, shared with
yeast, are more likely to have low variability throughout the brain. More recently evolved
genes, observed in fly and mouse or fly only, are more likely to have a high variability
within the brain.
be involved in important brain function. This suggests a general negative correlation
showing that proteins less important for brain function in Drosophila are also less
important for brain function in mouse. Combined with the positive correlations seen
for other neuropil regions this is encouraging for Drosophila brain protein research.
4.3.2 Variability Yeast / Fly / Mouse
Previous research has compared gene expression variability between yeast and mouse,
showing the development of brain signaling proteins from yeast to mammal [26]. Us-
ing data from the BrainTrap screen and homology networks from Ensembl Compara,
I analyzed data from Drosophila in the same way, linking genes both to yeast and to
mouse.
Firstly I defined variability in terms of the anatomical tags in the BrainTrap database.
Genes that were tagged with expression throughout the adult brain, or in the adult brain
cortex were considered low variability. Genes tagged with expression in other areas
were considered specific.
Next, using homology data from the Ensembl Compara database, each protein in
the BrainTrap database was classified as either having homologues in yeast and mouse
(Yeast/Fly/Mouse), homologues in mouse only (Fly/Mouse), or having no known ho-
mologues (FlyOnly). The number of high or low variability genes were counted for
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each category and results are shown in Figure 4.7.
Generally expressed genes (with low variability) are more likely to have homo-
logues in yeast. Specific genes are more likely to have homologues in mouse or no
homologues at all (fly only). These results, based on fruit fly data, reflect the results
from [26], based on mouse data, and demonstrate the action of evolution. More ancient
genes which are shared with yeast are more likely to have low variability throughout
the brain, and newly evolved genes tend to have a high variability within the brain,
giving a detailed, more specific role for the genes that evolved later.
4.4 Connectivity Networks
Connectivity data is very difficult to collect (see Chapter 5 on tracing neurons). Re-
cently there has been much progress in this field, and many neurons have been traced
through various areas using light and electron microscopy techniques. In Drosophila
there is a bias in the available connectivity data towards well studied areas. Areas such
the optic lobes and the adult central complex have received much attention and many
connections have been recorded, but other areas such as the unstructured neuropils are
less well mapped out (Figure 4.8). Many parts of the unstructured neuropils in the pro-
tocerebrum are responsible for different behavior between sexes [86, 49, 60, 12]. With
data collected and available online [119] it is now possible to analyze connectivity data
in combination with anatomical expression to add information to the connectivity net-
work. In particular, synaptic and neurotransmitter / signaling molecule distribution can
tell us more about the properties of connections in each brain region. Unfortunately
obtaining information on many synaptic connections at once requires EM connectivity
maps, which are much more difficult to collect and annotate.
Many experiments on light level anatomical tract data are available in published
literature, and some of this data has been combined into a connectivity database [119].
Figure 4.8 shows the limitations of this data; regions are connected by observable tracts
of neurons, but in most cases direction of connectivity is not known. At present more
connectivity data is required for some regions, and light level connectivity of this kind
is not able to measure neuron-to-neuron connectivity for a large number of cells, so
analysis of this type of data is limited. In Section 4.4.1, I demonstrate one way this
data could be combined in future, by performing cross-species analysis on a small
amount of connectivity data. In the future, combining protein expression data with
connectivity data such as this could be very informative about the role of proteins in
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Figure 4.8: Undirected (top) and directed (bottom) region connectivity in the Drosophila
brain, from data collated in the Flybrain Neuron Database [119]. Line thickness rep-
resents the number of known connections from one region to another. Compared to
undirected connections, the directed connections are not well studied, and are biased
towards areas such as the optic lobes and the central complex.
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Figure 4.9: Top: Connectivity networks of Drosophila [84] and Daphnia [79] lamina.
Brightness indicates the number of synaptic connections between each neuron, accord-
ing to the keys on the right. Bottom: Randomized connectivity networks of Drosophila
and Daphnia lamina. Brightness indicates the number of synaptic connections between
each neuron, according to the keys on the right. Despite preserving the same number of
inward and outward connections for each neuron the randomized networks are visually
very different from the original networks.
wiring up the brain.
4.4.1 Enhanced Motifs
Motif analysis has emerged as a popular way to compare the basic building blocks for
different networks [87]. A diverse range of network types, from computer circuitry
and social networks to protein interaction and neural connectivity networks. Motif
analysis is a useful tool, but it is limited in the amount of insight it can provide. It
is unclear what the motif results tell us about different connectivity strategies. Here
I present a new method for adding node property information to motif analysis to
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Figure 4.10: Three-node network motifs over represented in reconstructions of
Drosophila and Daphnia lamina.
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Figure 4.11: Enhanced motifs for Drosophila and Daphnia lamina show more informa-
tion. Letters denote neuron type R: receptor cells, L: lamina cells, L*: Lamina cells from
a neighboring cartridge, C: central cells, A: Amacrine cells, T1: T1 transitional cells,
?: unknown cell type or untraced cell. These N-shaped motifs are found to be over-
represented compared to random networks in both Drosophila and Daphnia networks.
Additionally, different cell types show a preference for different locations in the motif.
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provide further insight to the similarities or differences between, in this case, neural
connectivity strategies.
Motif analysis is a way of analyzing information from large networks of data. Oc-
currences of small patterns of connectivity between nodes in the network can be com-
pared (Figure 4.10). Motif analysis has previously been used to compare many types of
network and has found common motif patterns in computer circuitry, gene networks,
food chains and neural networks [87]. The technique can also be used to analyze neural
connectivity collected from EM images, such as the C.elegans connectivity network,
which was analyzed in [108]. Node type information is discarded for this type of
analysis, and in the case of neural connectivity, inhibitory and excitatory neurons are
treated in the same way; so although motifs are powerful tools for network comparison
they ignore much important information included in the network.
The following method was developed to enhance the motif diagrams with node type
information. This provides more information about the types of node that contribute
to each position in the motif. It also provides a more powerful way of comparing
networks of the same type, revealing additional similarities or differences.
Following the notation used in [108], let the number of N-node patterns in the i-th
motif class in the actual network A be defined as cN,i(A). Also define the nth node in
pattern m of this motif class as having type Tn,m,N,i. Then after calculating significantly
overrepresented motifs [87, 108], for a significant motif of class i, measure for node n












Note that a single node can contribute to a motif class multiple times in the same
location within the motif, so it is possible for some nodes to be counted more than
once in this calculation. Also, when two or more nodes in a motif can be swapped
without changing the motif, the sum should be repeated for all such nodes, n1 and
n2 for example, and the total normalized by x ∗ cN,i(A), where x is the number of
interchangeable nodes.
Repeating the calculation for each node type we can construct an enhanced motif
representation as shown in Figure (4.11), and this can be repeated for all significantly
overrepresented motifs in the actual network. This procedure can also be repeated for
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motifs that are not significantly over represented in the actual network, however this is
not likely to be as insightful.
To demonstrate this technique I compared the connectivity networks of the lamina
of Drosophila [84] and Daphnia magna [79] (Figure 4.9, Top). Following the methods
described in [108] random networks were generated with the same number of uni-
directional and bidirectional connections for each node (Figure 4.9, Bottom). Motif
frequencies in the real network and the random networks were compared and motifs
overrepresented in the real network were identified (Figure 4.10).
Similar motifs overrepresented in two networks of neurons does not necessarily
mean the connectivity strategies are also similar; information on types of neurons con-
tributing to each motif are not considered. One way to include extra node type infor-
mation in the motif diagrams is to show the relative contributions of each type to each
node in the motif (Figure 4.11). This allows further, more detailed comparisons of
connectivity strategies between species.
In future, this approach could be applied to neural connectivity data combined
with protein or gene expression data, neuron type data (as shown in Figure 4.11),
inhibitory / excitatory data, or neurotransmitter type data. Neuronal connectivity data
at this level of detail is rare and, where it does exist, networks are very small, with the
exception of the C.elegans neural reconstruction [136]. Therefore, the application of
this technique to neural data is currently limited. In Chapter 5, I develop techniques to
assist researchers in the semi-automatic annotation of EM data required for this type
of reconstruction.
4.5 Summary
In this chapter I developed techniques for linking protein localization information col-
lected from the brain of Drosophila with the levels of anatomy and connectivity. This
approach was informative about possible protein-protein interactions, and about the
similarities of Drosophila brain regions at the molecular level. Taking an evolutionary
interpretation of the results it was possible to link regions of the fly brain to regions
of the mouse brain, based on similar protein and gene expression profiles. It was also
possible to reveal in greater detail the way that evolution has shaped the variability of
protein expression in the brain.
Neuron type data analyzed in conjunction with neural connectivity also has the
potential to uncover further information about the wiring specificity present in brain
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networks, as demonstrated by the enhanced motifs discussed in Section 4.4.1. The
amount of connectivity information is currently very limited and this technique will be
more powerful when further data is available for enhanced motif analysis.
Research into functional connectivity, and connectivity imaging techniques is re-
ceiving renewed interest in the scientific community [10, 74, 19], so we can expect
more connectivity data to be available in the future. In the next chapter I develop
methods for improving the automatic annotation of this connectivity data, inspired by
the properties of biological vision.

Chapter 5
Image Analysis and Neuron Tracing
All brains, from insects to mammals, consist of an intricate, densely interwoven 3D
structure in which neurons connect to each other in a specific way to produce the di-
verse range of behavior we observe in nature. The pattern of connectivity in any brain is
fundamental to the function of the neurons and the production of behavior. Because of
the difficult microscopy techniques required to measure the full synaptic level connec-
tivity between neurons, neuroscience has not yet been able to measure the full connec-
tivity of any organism other than C. elegans [136]. Such high resolution connectivity
data provides a basis for modelling and improving our understanding of the workings
of these nervous systems. This type of data can form the basis of well constrained
computational models, as demonstrated with models of the crustacean stomatogastric
ganglion [118, 125, 124], and C. elegans nervous system [125, 124, 55].
5.1 Motivation
Recently, a connectivity research renaissance has reawakened investigation of the con-
nectivity patterns in mammalian and insect brains [10, 74, 19]. Several labs have re-
cently used connectivity data to study functional connectivity, relating the structural
connectivity of neurons in the brain to the functions they perform [8, 11]. Both light
and EM images are employed by these experiments to determine the function of neu-
rons and measure the dense connectivity within the brain. These papers show that
the structural and connectivity strategies employed by the brain are measurable and
important for the functions performed by neurons. Other labs have used powerful ge-
netic techniques to image neurons at the light level and trace the path of neurons at the
neuromuscular junction [73, 77], in mouse cortex [76], and in the fly brain [36, 37].
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Because of the stereotypical layout of neurons in the fruit fly brain it is possible to
repeat these experiments in different brains and combine the results into a reference
brain where many neural projections from different experiments can be examined at
once.
Currently this research requires many hours of manual annotation to trace the lo-
cations and connectivity of neurons. To trace neurons imaged with light-based mi-
croscopy a researcher must manually trace the branching tree-like structure of single
neurons, or in some cases several differently coloured neurons. For neurons imaged
with electron microscopy, researchers, and sometimes large teams of annotators, must
manually follow the paths of each neuron through the volume and record the path
taken and the synaptic connections made in order to determine the connectivity in-
side a volume of tissue. This presents two challenges to computer science. Firstly,
and ideally, we need to provide algorithms capable of automatically annotating these
images of neural tissue. Current algorithms for such image annotation are far from
perfect [74, 19]. Therefore the second challenge is to provide effective interfaces to
allow human annotators to correct the partial annotations provided by the automated
methods. I have contributed towards solving these challenges by investigating a novel
method for tracing membrane in EM images and improving alignment between con-
secutive ssTEM images, and developing an example of a web interface for correcting
automatically generated ridge detection results.
5.2 EM Level Tracing
In order to assist in the task of manual annotation I investigated methods for automat-
ically detecting sections of membrane and aligning consecutive ssTEM images based
on these automatic detections. Some of this work also appears in the published paper
“Biologically inspired EM image alignment and neural reconstruction” [62], included
as Appendix 2. Here I will discuss the algorithms used in more detail, and provide
examples of possible extensions or alterations. Section 5.3 includes details of the web
interface for manual correction of the automatic membrane detection, and Section 5.4
describes an extension of the tracing algorithm to work with 3D receptive fields imple-
mented on a GPU to trace neurons in near-isotropic EM images.
Serial-section transmission electron microscopy (ssTEM) can produce reconstruc-
tions of neuronal morphology at very high resolution, including synaptic organelles
and the contacts between neurons that constitute circuits. Alignment and reconstruc-
5.2. EM Level Tracing 95
tion of ssTEM images is currently performed manually or semi-automatically, with the
aid of computer software, to generate a 3D model of the imaged neuron and, with other
such neurons, of the synaptic circuits to which that neuron contributes [136, 84, 126].
In some cases approximate alignment can be achieved automatically but, even so, high
quality circuit reconstructions still require many hours of manual tracing and annota-
tion, and are highly dependent upon the interpretative skill of the human observer and
the complexity of neuronal arborizations being reconstructed [10, 121, 25]. For exam-
ple, neurites are simple and have been completely reconstructed by manual means in
the nematode C. elegans [136], but are complex, highly branched and reconstructed
only with great difficulty or incompletely in the fruit fly [126].
Existing methods of image alignment usually rely on a control point selection
method. Semi-automatic alignment can be carried out by identifying control points
manually and aligning these by means of a particular algorithm [66, 28]. Automatic
alignment can be carried out with control point detection algorithms [3, 115], and
works best when image quality is consistent throughout the data, but performance can
be degraded when artifacts such as gaps, noise, or differing levels of brightness and/or
contrast are present in the images being aligned. Such artifacts are unfortunately fairly
common in ssTEM images because of the complicated preparative procedures and in-
crease as the series of images becomes longer.
ssTEM images are a series of high-resolution two-dimensional images that are not
aligned by default. Some algorithms exist to align these images, but alignment is
only approximate. I have tried a receptive field based approach for identifying and
tracing membrane in a set of serial section EM images generated by Zhiyuan Lu and
Ian Meinertzhagen, taken from the calyx of the mushroom body in a Drosophila brain
[71].
We explored a novel approach based on receptive fields to identify the likely loca-
tions for cell membranes, and a ridge detection approach to identify lines within the
receptive field responses. We then used a shortest-path approach to close the edges
detected in the image. Lines of cell membranes are aligned in 3D to improve the im-
age alignment and generate partial 3D reconstructions. Detected membrane points are
further analyzed to identify likely organelle and synapse locations within the ssTEM
images.
Receptive fields are a well-studied feature of many sensory interneurons, especially
in visual systems, and define a region within which the neuron responds to a particular
stimulus, such as a line segment at a particular orientation [44, 92, 31, 4]. Compu-
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tational models of the brain also use receptive fields to further understand the visual
system [93, 94, 13]. In the system presented here, receptive fields are learnt from
examples of image patches taken from ssTEM training data using supervised learning
techniques. The resulting Gabor-like receptive fields are applied to ssTEM data images
to automatically annotate neuronal membranes, synaptic connections, and organelles
such as mitochondria. These receptive fields are applied to ssTEM images with local
inhibition, and excitation for congruent receptive fields, similar to the lateral inhibition
and excitation observed in biological vision systems [38, 4, 98, 95]. Objects recog-
nized by the system are then used to improve the alignment of consecutive images and
produce partial 3D reconstructions as a starting point for manual annotation. Using
this biologically inspired approach to analyse and understand biological images has
the potential for further improvements in semi-automatic segmentation by applying
additional properties of biological vision.
Membrane receptive field responses were used as a basis for a ridge detection algo-
rithm as an alternative to the widely-used watershed algorithm. Results from ridge de-
tection were used to improve alignment between slices with the use of a new dynamic
programming procedure for aligning sequences. A variation of the Smith-Waterman
DNA sequence alignment procedure [122], with a cost metric based on the euclidean
distance and angular subtense, was developed for this purpose.
Results are still far from perfect, but objects recognized by the system can be used
to improve the alignment of consecutive images and produce partial 3D reconstructions
as a starting point for further manual annotation. A simple web annotation system has
also been developed to manually correct partial reconstructions and output full 3D
reconstructions. Based on manual corrections, membrane detection performance was
assessed, as shown in Figure 5.9. It was possible to detect 95.5% of membrane present
in the data with only a 13.9% false positive rate, or achieve a Rand index of 79.1%
(Table 5.1).
5.2.1 Receptive Fields
Over 500 examples of membrane, synapses and mitochondria from serial 50nm thick
sections of the mushroom body calycal neuropiles of Drosophila were manually anno-
tated (Figure 5.1). The images were generated by Zhiyuan Lu and Ian Meinertzhagen,
Dalhousie University, see [71] for details.
Training images were first normalized to have a range between -1 and 1. Then line
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Figure 5.1: Examples of manually annotated training image patches from 50nm thick
EM images of the calyx of the Drosophila mushroom body [71]. Four categories have
been annotated: sharp membranes that pass vertically through the section thickness
(a), blurred images of obliquely sectioned membrane (b), synaptic profiles (c) and mito-
chondria (d). Each image patch is 227x227nm.
Figure 5.2: Weight matrices obtained after training on over 500 manually annotated
image patches, such as those in Figure 5.1, and 400 randomly selected image patches
from the same data. Supervised learning using a pattern recognition neural network
produced results shown in (a). Unsupervised learning using SOM produced similar
results (b). Weight matrices from (a) were used as a basis for the membrane detection
algorithm. Pixel colours represent weights from input pixels, as shown in the right hand
keys.
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detection Gabor filters at different orientations were used to detect the best orienta-
tion for each image automatically. Images were rotated so that a vertical Gabor patch
produced the largest response. In the case of images of mitochondria and synapses,
rotation was performed to orientate the darkest half of the image to the left. Examples
of resulting image patches are shown in Figure 5.1.
In the next step, a neural network was trained on the manually annotated image
patches, randomly split into training and test groups, and a selection of 400 random
images from the same data. A standard feed forward back propagation neural network
was used, with a single input per pixel and as many outputs as target classes. All
weights and biases in the network were initialized to zero and mean squared error was
used as the error function. Membrane receptive fields were trained by specifying just
one target class and training on membrane (or oblique membrane) from the training
images with random images provided as negative examples. Synapse and mitochon-
dria receptive fields were trained at the same time by specifying two target classes
and training on positive examples from the manually annotated data, with membrane
and random images used as negative examples. Training continued until classification
performance on the test images stopped improving, typically after 10-20 iterations.
Resulting weight matrices for each class are shown in Figure 5.2a. Note that a self-
organizing map (SOM) unsupervised learning system also produced similar results and
was able to identify membrane, synapse and mitochondria classes, as shown in Figure
5.2b.
5.2.2 Segmentation
Generic filtering can be improved by using machine learning to customize filters, as
described in Section 5.2.1. The watershed algorithm is commonly used to segment
EM images, but it usually results in over-segmentation [19]. Here we explore a ridge
detection alternative to the watershed algorithm, which incorporates elements inspired
by lateral inhibition and excitation observed in biological vision systems.
Space-filling three-dimensional reconstructions require us to identify the surfaces
of neurons. These are necessary as the first step in identifying sites of contact between
reconstructions of neighbouring neurons. The two main steps usually performed for
EM image segmentation are filtering the image with an appropriate set of filters, fol-
lowed by processing of the filter responses to obtain a segmentation. Usually generic
filters, such as Gaussian smoothed Hessian (GSH), are used because they are fast to
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Figure 5.3: Membrane detection steps. Left: original EM image. Middle: maximum
filter responses (combined over all angles). Right: results from automatic membrane
detection and mitochondria / synapse classification results. Green lines indicate auto-
matically detected membrane, red circles highlight automatically detected membrane
that is classified as organelle (and therefore possibly false positive), and blue circles
highlight automatically detected membrane that is classified as synapse. Each image
is 1.4x1.4µm.
Figure 5.4: Ridge detection schematic for the step-wise ridge detection, based on re-
ceptive field responses. The area around the “Current point” is inhibited, and angle-
dependent excitation is applied in the expected direction. A search is performed in this
area for a local maxima, to find the “Next point”. Junction points are found away from
the expected forwards and backwards directions.
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Figure 5.5: Ridge detection results in areas of noise commonly found in ssTEM images.
This method is robust to many types of noise found in the images. Receptive fields are
relatively invariant to changes in contrast and brightness, and edge closure can join
gaps across small areas of noise.
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calculate, and for segmentation the watershed algorithm is the standard approach [19].
As the basis to detect membranes, we used the membrane weight matrices from
the neural network training to build a membrane detection tool. Weights were multi-
plied with a Gaussian probability density having a standard deviation chosen so that a
constant background input produced a response of 0. The resulting Gabor-like patches
were rotated to create a filter bank of membrane receptive fields. A total of 36 orienta-
tions was sufficient to produce reasonable accuracy to detect membranes (Table 5.1).
Filters were convolved over large image patches from the same data to produce filter
response images as shown in Figure 5.3 (middle panel).
Next, a ridge detection method was used instead of the watershed algorithm. The
approach is depicted schematically in figure 5.4. Start points are initially identified as
local maxima in the receptive field responses, above a chosen threshold. At each point,
local inhibition is applied to receptive field responses and lateral excitation is applied
at the expected next point. Excitation is angle dependent, so that continuous lines are
more likely to be detected. Modifying the scores for nearby receptive field responses
in this way can also be thought of as an approximation to the lateral inhibition and
excitation observed in biological visual systems [38, 98, 97, 45, 99]. The next point
is then found by searching for the resulting maximum in an area near the expected
next point. A search is also conducted for junction points, which can be located in
two arcs away from expected forwards and backwards directions for the current line.
This search was repeated in a step-wise manner to propagate the current line of mem-
brane progressively until a lower bound at some limit was reached. Neighbouring areas
of high response with different orientations were marked as potential junction points
and investigated in the same manner. An example of the results from this membrane
detection process is shown in Figure 5.3, right panel.
This ridge detection method can join membrane over small distances of difficult
to identify membrane, even in the presence of noise often found in ssTEM images
(Figure 5.5). With a small amount of gold standard segmentation data, ridge detec-
tion parameters including junction angles, backwards angle, start and stop thresholds
were optimized with gradient descent or the simplex algorithm to achieve improved
performance.
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5.2.3 Feature Detection
Each point of membrane detected by the ridge detection method was then classified as
synaptic profile, mitochondron, or normal membrane. Filter banks were created by ro-
tating synapse and mitochondron weight matrices (Figure 5.2) to the same orientations
to which the membrane Gabor-like patches were rotated. Note that twice the number
of orientations were required because these weight matrices were not symmetrical.
At each point of detected membrane, synapse and mitochondria filter responses
were calculated by element-wise multiplication and summation. Only two filter re-
sponses were calculated for each feature; one at the same orientation of rotation as the
detected membrane, and one at the same orientation plus 180 degrees. Filter response
thresholds were chosen to achieve acceptable error rates for synapse or mitochondria
classification.
5.2.4 Edge Closure
Lines of membrane detected in this way usually failed to produce a fully segmented
profile because line fragments near obliquely sectioned membrane remained unclosed.
We were able to complete closure by identifying end points and joining them to neigh-
bouring lines based on the shortest path through the energy function of the receptive
field responses. Dijkstra’s shortest path algorithm was used to calculate the shortest
path over a 4-connected image graph based on the distance function shown in Equa-










For correctly detected edges, reasonable closure was achieved with this method,
but incorrectly detected edges introduced additional edge errors when closing lines
were added.
5.2.5 Alignment Improvement
Sequential images can be manually aligned by selecting several pairs of control points
corresponding to the same x,y location for consecutive images z1 and z2. This ap-
proach is adopted by widely-used software, Reconstruct [28]. Automatic selection of
control points is also possible by searching for unique image features in both images,
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Figure 5.6: Alignment cost matrix obtained by calculating distance cost in Equation 5.6
(a = 20) for each combination of points between z1 and z2. Points of membrane from
consecutive images z1 and z2 were ordered into two sequences preserving individual
line segments, as described in Section 5.2.6. Each row corresponds to a point in z1
and each column corresponds to a point in z2. Cost matrix entries (orange to yellow)
give the cost of matching points from z1 and z2. The best matching line segments
appear as low cost (yellow) diagonal lines in this matrix. Blue dots highlight the resulting
alignment after calculating similarity matrix H (not shown) and performing the traceback
procedure. This alignment corresponds to the alignment shown in Figure 5.7 (middle).
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Figure 5.7: Alignment is improved by minimizing the average distance between all pairs
of aligned points. Left: Start state. Points from z1(×) and z2(◦) are shown before
alignment. Middle: Alignment results based on Figure 5.6. Each pair of aligned points
is shown as connected dots. Unmatched points remain as× or ◦. A transformation was
applied to z1 to minimize the distance between pairs of aligned points. Right: End state
after repeated iteration of the alignment algorithm. Average directional offset between
all aligned points is less than 1 pixel.
Figure 5.8: 3D rendering of membrane based on images from Figures 5.3 and 5.7.
Segments of membrane aligned by the algorithm are represented as surfaces in this
image. Six consecutive image patches were used. Surface colour (green to blue)
represents z depth. Volume reconstructed is 1.4x1.4x0.3µm.
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as demonstrated by software TrakEM2 [15, 115]. Automatic methods are usually ef-
fective at performing a global alignment, but significant local errors can be introduced
when too few control points are detected, or when image features are inconsistent
between images, as when sections have been locally distorted during microtomy or
imaging, resulting in the need for manual correction [15].
Lines of detected membrane are a useful means to improve an existing image align-
ment. Because membrane is abundant in EM images many potential control points can
be found by aligning ridge detection results. Drawing on experience with the linear
alignment of other biological structures for this purpose, we therefore developed a
dynamic programming algorithm, similar to the Needleman-Wunsch [89] and Smith-
Waterman [122] DNA sequence alignment procedures, with a cost metric based on the
euclidean distance and angular subtense.
The algorithm also has similarities with sequence matching algorithms implemented
in 2D for curve morphing [52] and in 3D for neuron shape recognition [14]. We in-
troduced a different cost metric, and a modified 3-pass alignment procedure that could
perform many-to-many alignments and allows branching to occur within sequences.
Combinations of this new alignment procedure with the existing application areas
allowed morphing of multiple curves at once, and recognition of branching neuron
shapes or even networks of branching neurons.
Two consecutive images (z1, z2) from the image stack were aligned by matching
sections of detected membrane in z1 with sections in z2, so that the distance and an-
gular subtense between all matched points were minimized. This problem was similar
to a many-to-many ends-free DNA sequence alignment with the cost metric shown in
Equation 5.2, where d(p1, p2) is the euclidean distance between points p1 and p2, and
a is an arbitrary angle constant (a = 20 for our implementation). In principle, align-
ment can occur in either the forwards or backwards direction, so that low-cost diagonal
lines in the cost matrix indicate the best alignment. Similarity matrix H was calculated
and the traceback procedure [89] used to find the best alignment of points in z1 to
points in z2. An example of a cost matrix and the corresponding alignment points is
shown in Figure 5.6. Further details, including the calculation of the similarity matrix,
a described in Section 5.2.6.
Cost (p1, p2) = d (p1, p2)+a |p1θ− p2θ| (5.2)
Once alignment was complete, the average offset between aligned points was cal-
culated and used to improve alignment between z1 and z2. This process was repeated
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until the average directional offset was less than 1 pixel. The result from a single
alignment is shown in Figure 5.7.
This alignment method assumes that the direction of membrane movement between
consecutive images, when averaged over a sufficiently large area, is close to zero. For
example, in a given alignment the amount of membrane moving to the left is assumed
to be approximately equal to the amount of membrane moving to the right. Depend-
ing on the angle of ultrathin sectioning and the particular area of neural tissue being
imaged, it is possible that there will be a bias in the direction of overall membrane
movement. This bias may exist for the entire image, or for small sections of it, espe-
cially where there are large bundles of neurites all running in the same direction.
Image alignment in this case does not differentiate between distortions due to
preparation or imaging artifacts and areas of bias resulting from membrane movement.
Ideally we would like to correct for distortions while preserving any movement bias.
However, based on 2D control points alone this problem is ambiguous without further
information.
One solution to this ambiguity is to perform membrane alignment only on the
highest-scoring sections of membrane; these sections of membrane have clearer, thin-
ner profiles in the image and are expected to be perpendicular to the cutting plane.
In this way we can assume that any alignment errors are more likely to be from dis-
tortions rather than membrane movement, and can use a deformation transform with
greater confidence. However, this method can still introduce small errors that accumu-
late, resulting in large errors over many sections.
A second solution is to simply use linear translation and rotation for the alignment
to ensure that no unwanted distortions are introduced. This method may result in poor
alignment where there are large areas of imaging artifacts.
Alignment results are considered as the surfaces of cell membranes or organelles
in 3D. By combining multiple alignment results it was possible to generate partial 3D
reconstructions as shown in Figure 5.8.
5.2.6 Alignment Algorithm
The following dynamic programming algorithm was developed to improve alignment
between membrane detected in slice z1 to membrane detected in consecutive slice
z2. The procedure is similar to the Needleman-Wunsch [89] and Smith-Waterman
[122] algorithms for DNA sequence alignment. This algorithm can be used to align
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any two segmentations or edge detection results provided that edges are broken into
a finite number of points with approximately equal spacing and each point can be
associated with an angle of orientation. Approximate alignment between images z1
and z2 should be performed first by some other control point detection method. To
reduce computational complexity, large images should be broken up into smaller image
patches and alignment repeated separately for each pair image patches (512x512 pixels
was a reasonable patch size for our images, as shown in Figure 5.7).
Let points of membrane detected in image z1 be represented as by sequence A,
consisting of a set of line segments, S1 . . .Sn, each of which is an ordered list of con-
nected points, Sa = {pa,1 . . . pa,m}. Each point is located in a 2d euclidean plane with
coordinates x,y, along with an associated angle of maximum filter response θ. For
convenience, A is also represented by the ordered list of points p1,1 . . . pn,k directly:
A = {S1, . . . ,Sn}= {p1,1, . . . , p1,m, p2,1, . . . pn,k}
Sa = {pa,1, . . . , pa,m}
pa,b = {x,y,θ}
(5.3)
Membrane is split into line segments S1 . . .Sn so that all start points pa,1 and end
points pa,m are junction points or end points. Additionally no junction points exist
between pa,1 and pa,m. Junction points are added multiple times, once for each line
segment that connects to it. Thus each line segment Sa is a one dimensional sequence
of connected points. The order of line segments S1..Sn is not important, but points
pa,1..pa,m are ordered according to the line segment connectivity. For convenience,
sets Astart_points = {pa,1;a = 1..n} and Aend_points = {maxk(pa,k);a = 1..n} are defined
to contain all start and end points of sequences S1 . . .Sn respectively. Sequence B is
similarly constructed from membrane detected in consecutive image z2.
To align points in sequence A with points in B we construct the similarity matrix
H, with rows of H (indexed by i below) corresponding to ordered points from A and
columns of H (indexed by j below) corresponding to ordered points from B. Note
that this alignment is asymmetric. All points in A are aligned with the best candidate
points in B, or remain unmatched with a gap penalty, so that the alignment score is
maximized. Some points in B may remain unmatched without affecting the score.
Columns of H are filled in over three passes. In the first pass rows are visited in as-
cending order of j considering matchdiagdown(:mdd), matchacross(:ma), gapacross(:ga),
and gapdown(:gd) moves. When i represents the start point of a line segment in A all
scores in the column are set to 0. When j represents a point at the start of a line in B
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only gapacross(:ga) moves are considered in the first pass. (5.4)
Then in the second pass, rows are visited in descending order of j, considering
the best move from the first pass (:nc), gapup(:gu) and matchdiag_up(:mdu) moves.
When j represents a point at the end of a line in B, no moves are considered in the
second pass. (5.5)
The third pass identifies possible split (:sp) moves, for a line in A that matches
more than one line segment in B, possibly corresponding to a junction point or a bro-
ken line in B. Any j that represents a start or end of a line segment in B (Bstart_points ∪
Bend_points) is a candidate split point. The highest scoring candidate split point in col-
umn i after pass 2 is identified and the score of this entry is recorded as split_score,
with the location recorded as split_ j. Any other candidate split point in column i with
a score of less than split_score− split_cost is updated to have this score. (5.6)
For each move, the match boolean and previous point location are recorded as sum-
marized in (5.7) so that the traceback procedure can be used and matching points iden-
tified. Note that the previous step from a split move updated in phase 3 is (i,split_ j).
Pass 1:









H(i, j) = max

H(i−1, j−1)+match−Cost(i, j) :mdd











H(i, j) = max

H(i, j) :nc
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Pass 3:















Move Pass Direction Match Previous
:s = start 1 0 /0
:mdd = matchdiagdown 1 ↘ 1 i−1, j−1
:ma = matchacross 1 → 1 i−1, j
:mdu = matchdiagup 2 ↗ 1 i−1, j+1
:ga = gapacross 1 → 0 i−1, j
:gd = gapdown 1 ↓ 0 i, j−1
:gu = gapup 2 ↑ 0 i, j+1
:sp = split 3 m 0 i,split_ j
:nc = nochange 2,3
(5.7)
The cost between two matching points p1 and p2 was chosen to minimize the over-
all euclidean distance d(p1, p2) and angular subtense between the two points (5.2).
Angle constant a can be chosen to give more or less importance to the angular sub-
tense.
In our implementation the cost constants shown in (5.8) were chosen to reward







Matched points are identified by finding the highest scoring point for each column
i in Aend_points and using the traceback procedure to trace the alignment through the ma-
trix until the corresponding start point is reached. Any matchdiag_down, matchacross,
or matchdiag_up moves indicate the matching points between points Ai and B j.
Once all pairs of matching points have been identified (for all image patches) they
are treated as control point pairs. A 2D transformation is constructed to minimize the
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distance between all control point pairs and this transformation is applied to image
z1 and the corresponding points of membrane in A. The alignment algorithm is then
repeated until the average distance between control point pairs is acceptably small.
In principle any deformation transformation could be used to minimize the distance
between control points, however we chose to use a rotation and translation transform
so that local shapes and sizes were preserved. Deformation transformations would be
more appropriate where there is evidence of local distortion in the original image.
5.2.7 Results
Manual reconstructions of EM data are difficult to compare directly with segmenta-
tions derived from algorithms. Reconstructions are usually performed with the inten-
tion of tracing the neuron correctly over many sections rather than identifying the exact
location of the cell membrane in every image. With these goals in mind, manual re-
constructions generate the general shape of the neuron and overall neuron morphology
along with the contacts made with other neurons correctly, but with the exact location
of membrane not necessarily accurate in all places. In areas where a membrane runs
obliquely in the section and appears blurred in its corresponding projection image, or
where a large presynaptic density is present (Figure 5.1b, 5.1c), membrane signal can
occupy a width of 20 pixels or more at a resolution of 3.7nm per pixel. For the same
data, tracing variation between experts can be up to 20 pixels, or 74nm, depending on
both the acceptable level of accuracy of tracing with a manually controlled mouse, and
true uncertainty in the location of oblique membranes (data not shown). This loose-
ness in manual tracing makes direct comparison between manual and automatic tracing
methods difficult to achieve. Choosing a performance metric that recognizes topologi-
cal correctness rather than small differences in boundary locations [48] and using high
quality image data against which to assess automatic tracing are both important con-
siderations.
To overcome the problem of the disparity between manual and automatic tracing
methods, an interactive web interface was developed to view and correct membrane
automatically traced from EM images that had previously been annotated manually.
Further details of the annotation system are included in Section 5.3. Errors made by
the algorithm were classified as either false positives (locations where membrane was
detected by the algorithm but was not actually present) or false negatives (where mem-
brane was present but not detected). Using the web interface we identified false posi-
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Figure 5.9: Segmentation evaluation. Top: Test EM image. Bottom: After ridge detec-
tion, edge closure and manual correction (as described in Section 5.3). True positives
(green, 97.4%) false positives (red, 14.9%), false negatives (blue 2.6%). Image size is
2.8x2.8µm.
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tive lines by clicking on them, and drawing in manually the missing, or false negative,
lines. Using this method all errors were identified and a fully traced membrane data
set was constructed within a small volume.
Selected trace results and alignment improvements were imported into manual re-
construction software, Reconstruct [28], for direct visual comparison with manual trac-
ing. 3D renderings of results are shown in Figure 5.10. Alignment improvement and
semi-automatic tracing produced a more accurate representation of the reconstructed
bouton of a projection neuron, the main input neuron to the mushroom body calyx. The
semi-automatic annotation is smoother and small misalignments in the z direction are
corrected. The correlation coefficient between pairs of consecutive images was also
calculated for the volume shown in Figure 5.10. The average correlation coefficient
was 0.29 after manual alignment, and 0.32 after alignment improvement using a linear
transformation. Note that this level of accuracy can also be achieved by careful man-
ual annotation but would take much longer to complete. Exact membrane accuracy is
usually traded for faster, less accurate tracing that preserves topological correctness.
The fully traced membrane data was used to optimize and test algorithm perfor-
mance. Convolutions necessary for the line detection algorithm were implemented on
a graphics processing unit (GPU) to improve algorithm speed. Edge detection parame-
ters were first estimated empirically, and then optimized by simplex or gradient descent
optimization to maximize metric scores. The Rand index, a commonly used measure of
segmentation performance [106, 133, 130], was used to assess performance, as shown
in Table 5.1. Performance was also measured by the number of separating pixels be-
tween segments that were correct or incorrect as a proportion of total true positive
separating pixels, as shown in Table 5.1 and displayed in a receiver operator character-
istic (ROC) in Figure 5.11. Membrane detected within 10 pixels of manually annotated
membrane was considered correct, because for the ssTEM images used here, this width
would correspond to a flat section of membrane at an oblique angle of 36 degrees.
Performance was benchmarked against GSH [88, 134] and a freely available ran-
dom forest classifier, ilastik [20], manually trained on a range of generic features to
identify cell membrane. Scores from both these benchmarks were segmented by the
watershed algorithm. Parameters were optimized to maximize metric scores in both
cases.
Responses of the Gabor-like receptive fields were robust to several types of noise
sometimes encountered in ssTEM images such as low contrast images, blurred or out-
of-focus areas, and sudden or gradual changes in brightness. After optimization the
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Rand Index Tp Fp Fn
Open Edges 0.791 0.976 0.254 0.024
Closed Edges 0.762 0.978 0.282 0.022
Ilastik / Watershed 0.711 0.973 0.283 0.027
GSH / Watershed 0.718 0.948 0.521 0.052
Table 5.1: Membrane detection performance: Rand index is expressed as a measure
of similarity, with 1 being identical to the manually corrected segmentation. Separat-
ing pixel true positive (Tp) false positive (Fp) and false negative (Fn) rates are shown
as a proportion of the total true positive separating pixels. Algorithm parameters were
optimized by simplex or gradient descent to find approximately 10 times more false pos-
itives than false negatives or to maximize the Rand index score. 5-fold cross validation
was used to validate Rand index scores.
ridge detection and edge closure methods were able to join gaps where noise such as
oblique membrane or stitching artifacts obscured the receptive field responses.
Line segments identified by edge detection and edge closure operations were fur-
ther classified as enclosing the profile of either a synapse or a mitochondrion by the
receptive fields shown in Figure 5.2a. Feature detection performance is shown in Fig-
ure 5.12. False positive rates were higher than those for membrane detection, however
many false positives were identified in regions near an actual synapse or mitochondria.
This level of performance could be useful for narrowing down search areas for manual
classification of such biologically significant features.
We also trained the ilastik classifier using the membrane receptive field responses
as input features. When trained on receptive field responses alone, results were slightly
better than those when trained on generic features (0.72 Rand index). Results improved
further when trained on both receptive field responses and generic features (0.74 Rand
index).
Results are still far from perfect, and errors in each 2D image propagate in 3D to
completely obfuscate the reconstructed connectivity network. However, when com-
bined with a usable computer interface, the imperfect automatically generated annota-
tions can be used as a starting point to reduce manual annotation time required to make
a complete annotation. In the next section I describe a basic web-based annotation sys-
tem developed to generate the gold standard annotations used here as training as test
data.
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Figure 5.10: 3D renderings of a reconstructed bouton and axon of a mushroom body
calycal projection neuron. Left: Manual alignment and tracing. Right: The same volume
after alignment improvement and semi-automatic tracing. Small alignment errors are
improved, resulting in a less jagged surface profile. Scale bars: 0.5µm.
5.2. EM Level Tracing 115
Figure 5.11: Receiver operator characteristic (ROC) curve for membrane detection per-
formance after optimization. Results were assessed before and after edge closure
(Open Edges and Closed Edges respectively). Performance is compared against the
watershed algorithm applied to an optimized Gaussian smoothed Hessian (GSH), and
to a manually trained random forest classifier (ilastik). False positives are expressed as
a percentage of true separating pixels, as determined by manual annotation.
Figure 5.12: ROC curve for feature detection performance of synapse and mitochon-
dria profiles. Line segments found by edge detection and edge closure were classified
as either synapses or mitochondria, and results were manually corrected. False posi-
tive rates are expressed as a percentage of line segments not in the target class (line
segments that do not form part of any synapse or mitochondria respectively).
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5.3 Density Website
Because no algorithms yet exist for completely automated reconstruction of ssTEM
images, it is necessary for images to be manually annotated. Fortunately, using computer-
based segmentation as a starting point it is much faster for an annotator to correct the
errors of an automatic segmentation than it would be to annotate the volume from
scratch. To generate training and test data used in [62], I developed a simple online an-
notation system, named Density, for correcting automatic ridge detection results (Fig-
ure 5.13). A demonstration system is available at http://fruitfly.inf.ed.ac.uk/density/.
Controls at the top of the screen allow the user to toggle the detected membrane
overlay, zoom in an out, and move up and down in the image stack (Figure 5.14).
To annotate images the user first chooses an initial confidence level to select the ap-
proximate amount of membrane enabled (Figure 5.15 A). Disabled membrane appears
faded and enabled membrane appears green according to algorithm confidence level.
After choosing an initial confidence level the user can click on detected membrane to
change it from enabled to disabled and back again (Figure 5.15 B). Missing sections
of membrane, not detected by the algorithm, can be drawn in manually with a series of
clicks on the image (Figure 5.15 C). By repeating this procedure throughout the image
it is possible to correct the automatically detected membrane (Figure 5.15 D).
The Density annotation system can also be used to annotate synapses or mitochon-
dria, and was used to provide a training and test data sets for assessment of feature
detection performance.
5.4 GPU Implementation
Recent advances in graphics processor technology, driven by the gaming industry, has
driven development towards many cores on a single graphics processing unit (GPU).
We can use these cores to perform computations and increase processing speed by
up to 100 times [96, 91]. However, limitations on memory transfer bandwidth and
algorithm implementation details mean that speedup is not always 100 times. I found
that 35 times speed up was possible for convolution operations used for neuron tracing
in section 5.16. This kind of speedup was not possible previously without cluster or
super computer implementations, so GPU technology offers a very cost effective way
to perform computationally expensive operations.
3D volumetric data is difficult to analyse computationally because processing time
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Figure 5.13: Density website interface. In this view detected membrane edges are
overlaid on top of the EM image. This image has been corrected manually, green
lines indicate true positive detections, gray lines false positives, that were manually
deselected, and blue lines false negatives, that were manually added.




Figure 5.14: Density view controls. The user can toggle overlay lines on and off (A),
to view the EM image directly, zoom in and out (B), and navigate up and down in the
image stack (C).





Figure 5.15: Density trace correction. Using the web interface the user can automati-
cally enable or disable lines based on the algorithm confidence (A), enable and disable
individual lines by clicking on them (B), and draw in additional lines of membrane not
detected by the algorithm (C,D). Manual correction is complete once all lines have been
toggled to the correct state, and extra lines added (D, right).
120 Chapter 5. Image Analysis and Neuron Tracing
Figure 5.16: Comparison of 2D convolution performance between a 4-core desktop
CPU (Intel core i5 750) and a 240 core GPU (nVidia GTX 285). Conventional and Fast
Fourier Transform (FFT) convolution methods are compared.
required for each operation quickly becomes prohibitive for large volumes. I have im-
plemented convolution-based 2D tracing algorithm operations for EM images, as men-
tioned previously, and extended receptive fields to 3D convolution for near-isotropic
EM images. Convolution operations, that form the basis of many algorithms, can be
efficiently implemented on GPU systems. Figure 5.16 shows performance improve-
ments attained so far for 2D convolution, which forms the basis of tracing algorithms
developed for EM image analysis.
In the next section, I describe an extension of the 2D ridge detection system with
3D receptive fields. Applied to publicly available FIB/SEM data from Graham Knott,
this system can achieve 88.84% segmentation accuracy (Rand index).
5.4.1 3D Receptive Fields
One way to improve the performance of the tracing algorithm is to improve the filter
accuracy by creating 3D filters. This presents two problems for us to solve. Firstly, the
amount computation required for convolution in 3D is an order of magnitude greater
than for 2D, making many experiments very time consuming to perform on a nor-
mal computer CPU. This problem is solved by using GPU computing, which allows
speedup of around 35 times in this case. The second problem is that in 3D there are
many more membrane surface shapes possible, and the type of filters used become even
more important. I address this problem by adapting 2D filters to the 3D environment,
and curving them to match several possible shapes of small patches of membrane in
3D.
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Figure 5.17: 3D receptive fields based on 2D receptive fields shown in Figure 5.2.
Receptive fields were rotated to form a disc shape in 3D, and curved to approximate
possible membrane and vesicle shapes observed in FIB/SEM data. Full receptive fields
consist of 15 z slices; 5 slices are shown. Pixel colours represent weights from input
pixels, as shown in the right hand key.
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Figure 5.18: Segmentation results from 3D receptive fields based on publicly avail-
able FIB/SEM data provided by Graham Knott, EPFL. Top: Original image. Bottom:
Segmented image, false coloured to show different neurons. The segmentation shown
achieves a Rand index (2D) of 82.79%. Each image is approximately 3.2x3.2µm
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Figure 5.19: Automatic segmentation results. 12 segments are shown from a small
volume. The same 3D scene is shown in both images, slightly rotated. Neurites oblique
to the imaging plane are segmented.
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2D receptive fields generated in Section 5.2.1 were rotated to form disc shaped
receptive fields, and warped to form cylinder, ellipsoid, and saddle shaped receptive
fields (Figure 5.17). Warping receptive fields further to form small spherical shapes
generated receptive fields were used to detect vesicles. A selection of disc, cylinder,
ellipsoid and saddle receptive fields were rotated to 300 different angles (evenly dis-
tributed around a sphere) and convolved over an input 3D image.
The anisotropic nature of ssTEM images made them difficult to analyze with 3D re-
ceptive fields. For further investigation into this method I used publicly available data,
provided by Graham Knott, EPFL, of neurons from rat striatum, imaged in a focused
ion beam (FIB) / Scanning Electron Microscope (SEM). This method of EM imaging
produces near-isotropic volumetric images; in this case a resolution of 5x5x9nm per
voxel was achieved.
After convolution, a combination of ridge detection (in 2D), as described in sec-
tion 5.2.2, and the 3D watershed algorithm was used to segment images. The ini-
tial segmentation was cleaned up by joining any small segments below a chosen size
threshold to their neighbouring segments. Assessed on a small volume, a Rand in-
dex performance of 88.84% was possible with this system (Figures 5.18 and 5.19).
This shows a significant improvement over the 2D ridge detection from Section 5.2.2,
which achieved a Rand index score of 68.26% assessed on the same data, without any
optimization.
It is not yet possible to apply this approach to all types of EM data, however it is
promising that GPU technology and new imaging techniques can improve automatic
EM segmentation performance significantly.
5.5 Summary
This chapter presented a set of computational methods for EM image alignment and
reconstruction, based on a set of receptive fields learnt from EM image data. The iden-
tification of many control points for aligning consecutive images can improve upon
manual alignment methods and is robust to many types of noise encountered in EM
images. Closing edges based on a shortest path algorithm can also achieve a full seg-
mentation of images, and additional receptive fields can be used to identify the profiles
of synapses and other organelles present in ssTEM images.
The ridge detection approach is complementary to existing regional or watershed-
based methods, and achieves similar or superior results. Aligning points of membrane
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by the dynamic programming algorithm is also complementary to existing control-
point based alignment methods and can improve upon these in some cases, especially
at places where areas of noise or imaging artifacts affect control point properties.
The GPU implementation of the tracing system using 3D receptive fields showed
promising performance improvements, and this area offers the potential for future re-
search. Improving 3D receptive fields, and the combined ridge detection and watershed
system is one area for further study, and further research into ssTEM image processing
could also benefit from 3D receptive fields.
The manual alignment and segmentation of detailed ssTEM images is very time
consuming, but information on synaptic connections obtained by these means is es-
sential for research in systems neuroscience [10]. This reawakened need has recently
received renewed recognition, identified in the recently designated field of connec-
tomics [74]. Inspired by the example of tools used in biology for molecular alignment,
the set of methods we report for improved alignment and detection of membrane is
able to assist in the time-consuming process of manual annotation.
Further information about likely membrane locations is also available from con-
secutive images in the stack. Areas where membrane alignment is poor between two
images in the z axis may indicate a false positive or false negative identification in ei-
ther image. Utilization of this additional information and further improvements in both
image processing techniques and image quality will help lead to the complete automa-
tion of neuronal reconstruction in 3D, and the complete identification and definition of
circuits constituted by such reconstructed neurons.
Currently all tracing algorithms described here are implemented in Matlab with
GPU development done in C++, using nVidia CUDA libraries. This approach was
effective for rapid prototyping and proof of concept development. However, in future
it would be useful to integrate the segmentation and annotation systems with widely
used software, such as TrakEM2, and the other systems discussed in section 1.5.5, so
that it can be of maximum benefit to the scientific community.
Approaches to image analysis based on receptive fields are inspired by research
into the visual systems especially of mammals [44] and insects [92], in which visual
interneurons have been shown to respond to bars, lines or edges. That area of vision
research is under constant evaluation, and advances in it can lead to improved accuracy
for segmentation and feature detection. Future avenues of research include identifying
additional useful receptive field types and combining outputs from different receptive
fields into a layered system for more accurate detection of cell membranes and other
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organelles. Applying these techniques to ssTEM data offers for the future an improved




This research has made progress towards the goal of investigating functional units
spanning multiple levels of biological organization in the brain. Linking information
from different levels, or modalities of understanding in neuroscience is essential for
building a more accurate picture of brain function, and brain disease. In Chapter 3, the
BrainTrap database spearheaded this research into protein localization imaging and
linked genetics and proteomics to anatomy in the fruit fly brain. In Chapter 4, network
analysis techniques were developed and used to further link protein expression data
with protein interaction networks, mouse gene expression patterns and connectivity
networks. And in Chapter 5, a biologically inspired approach to EM image analysis
was developed to assist in the task of connectivity data annotation. In the following
sections I discuss future work that would continue and extend this research, and some
areas for new research projects suggested by some of the work described in this thesis.
Finally, in section 6.4, I summarize the main achievements and conclusions.
6.1 Protein Imaging
The BrainTrap website provides a valuable resource for research in the fruit fly brain,
and provides insights into how biomolecular and anatomical modalities interact. The
protein trap method used to image Drosophila brains under confocal microscopy in
Chapter 3 has helped to bridge the gap between biomolecular and anatomical under-
standing. One obvious next step is to continue to image different proteins using tech-
niques such as the protein trap method. As more proteins are imaged in the brain we
will gain more insight into the interactions between proteins and the relationships be-
tween proteins and anatomy. In future, the set of 535 protein images in the BrainTrap
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database could be extended with additional proteins from labs around the world [59],
or the generation of further protein trap lines.
With greater coverage across the fruit fly genome, protein expression information
will become even more valuable by adding more precision to protein interaction net-
works, and further linking biomolecular and anatomical modalities.
Protein trap lines already imaged are also useful for further experimental investi-
gations into the trapped proteins, some of which are important for brain functions as
outlined in Section 3.1.3. Affinity purification combined with mass spectrometry is one
useful technique for discovering more about protein interactions with the protein trap
lines [107]. For example, by using this method to target interactions in the brain, with
synaptic protein trap lines, it would be possible to discover more details of synaptic
protein interactions, and with this build up a picture of how the synapse works.
Attempts to image EYFP protein trap lines under EM as described in section 3.2
were not as successful as I would have liked but some progress was made and there
are many options to pursue this line of investigation in future. Those options include
perfecting a protocol to image EYFP in the Drosophila brain, and using different fix-
ation conditions or staining techniques. Alternatively, the EYFP construct could be
swapped, using additional genetic modification, for a protein more readily imaged at
the EM level. If successful, this type of investigation could provide valuable infor-
mation as it would further highlight potentially spurious protein-protein interactions,
and would allow links between biomolecular, anatomical and connectivity levels of
research that are not yet possible. Knowing which proteins localize to the synapse
and how they interact in vivo is important information for computational models of
synaptic plasticity, and for research into synaptopathies such as Alzheimer’s disease
and schizophrenia, for example.
6.2 Network Analysis
Databases containing biological information such as genetic sequences, protein inter-
actions and evolutionary homology are vital tools for investigating the multiple levels
of biological organization in the brain. The network analysis methods used and de-
veloped in Chapter 4 offer some techniques for improving the quality of data, such
as protein interaction networks, and for gaining insights from the connections in the
data, such as automatically segmenting the fruit fly brain based only on the protein
expression profiles of different regions. Using evolutionary homology it was possible
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to measure correlations between fly and mouse brain expression patterns and compare
variability of ancient and recently evolved proteins in the fruit fly brain.
The amount of genetic and biological information available in online databases
is overwhelming when compared with what was available 10 years ago, and we can
expect this data to continue to both grow, and become more precise in the future. All
the analysis techniques used in Chapter 4 will gain more statistical power when based
on additional data. Therefore, in the future we can expect to be able to use the same
analysis techniques with greater power to find further correlations between species and
to identify genetically specific regions in the Drosophila brain with greater precision,
for example.
Enhanced motif analysis, introduced in section 4.4.1, offers one way to further
investigate connectivity data in conjunction with other data such as neuron type, or
protein expression information. In future it is likely that more connectivity data will
be available and this technique will be able to shed further light on the principles used
to wire up the brain.
A full understanding of the interplay between the many levels of biological organi-
zation in the brain will require further development of these neuroinformatics tools to
analyze the available data in a wholistic rather than reductionist way.
6.3 Tracing
Connectome research is currently struggling with the amount of manual annotation
required to extract useful information from EM images. This annotation bottleneck
limits connectome research to volumes so small that the modestly sized fruit fly brain
is a huge undertaking [19]. The automatic tracing and alignment improvement systems
described in Chapter 5 offer only partial relief from this bottleneck by allowing annota-
tors to correct the imperfect automatically annotated images. For connectome research
to scale beyond these limitations we will need to develop more accurate automatic an-
notation systems. The requirement for accuracy in these systems is very high; with
image series reaching up to hundreds or even thousands of consecutive images, even
one mistake per image will completely obfuscate the resulting connectivity network.
In the immediate future, the segmentation, alignment improvement and annota-
tion software developed here will be integrated with existing software systems, such
as TrakEM2, to provide maximum benefit to the scientific community. This type of
project requires scientists, annotators and software developers working together to cre-
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ate more usable and scalable systems that can be used by many different labs.
The receptive fields approach described in Chapter 5, inspired by biological visual
systems, offers many avenues for future research. For example, taking further insight
from the area of biological vision, future research could identify additional useful re-
ceptive field types, and combine outputs from different receptive fields into a layered
system, modeled on the layered vision systems observed in mammalian brains. Mito-
chondria and synapse feature detection could also be extended to recognize vesicles,
as discussed in section 5.8, and other organelles such as ribosomes, cell nuclei and the
axon initial segment. All of these elements are potentially important for fully under-
standing the connectome data, so measuring them automatically will provide valuable
information and save time required for researchers to interpret EM data.
6.4 Conclusion
Understanding the brain is an immense challenge. Even the fruit fly with only 100,000
neurons in its brain demonstrates complicated behavior which cannot be replicated
by the use of computational modeling or artificial intelligence. Some basic functions
have been studied and replicated in computational or robotic models, but the full range
of behavior and the speed and accuracy at which the fruit fly can perform them is
far beyond our current abilities to replicate in silico. Further understanding the fruit
fly brain gives us some idea, even at this basic level, of what biological intelligence
is. Additionally, because of our common evolutionary past and genetic similarities, it
provides us a tool with which to understand mammalian brain function at a biological
level, which will aid future research into brain diseases and provide a stepping stone
for furthering our understanding of human intelligence.
Anatomical protein localization is one area where further information is needed
for tying together the genetic, anatomical and connectivity levels. The new BrainTrap
database spearheads this research, with all information gathered publicly available and
presented in a format which is easy to use and search. Using an agreed upon ontology
to mark up expression patterns, BrainTrap demonstrates how public databases can be
linked to relevant resources and standards. In future, the BrainTrap website will be
maintained as a resource for the community, and any compatible data that is made
available will also be included on the website.
The BrainTrap data provides one example of information that can join multiple lev-
els of abstraction used for describing and understanding the brain. Biomolecular and
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anatomical levels come together in this data and this can help us to further understand
both levels.
The annotation data in BrainTrap was used to improve protein-protein interaction
data for the fly brain. A total of 149 interactions can be ruled out based on only 535
protein trap lines. With additional protein expression pattern information the num-
ber of ruled out interactions would grow exponentially. This information combined
with other protein research will greatly improve our currently limited understanding of
protein-protein interactions that occur in the brain.
The MultiBrain visualization feature demonstrates further the potential for protein
expression data. Once mapped to a common template, protein expression patterns
can be directly compared in a single image. Future work on registered brain volumes
could also achieve automatic annotation of 3D expression patterns. The BrainTrap data
would provide an ideal test set of data for such a project.
By using a selection of protein expression patterns mapped to a template, it was
also possible to create informative segmentations of Drosophila brain areas. With
further work in this area it may be possible to produce a more detailed brain atlas and
anatomical ontology based on brain region similarities at the molecular level. It will
also be possible to link detailed protein expression profiles to each area of the brain.
In addition to data sharing and visualization, the BrainTrap database contains an-
notations useful for combining this data with other sources of information. This was
demonstrated in section 4.3.1 with data from the Allen Brain Atlas. Even with the
limited number of protein expression patterns available, we discovered correlations
between brain areas in fly and mouse. In section 4.3.2, using homology data along
with the BrainTrap annotations, it was also possible to investigate the evolution of
brain proteins. Further analysis and more comprehensive databases of protein expres-
sion will in future provide an even more detailed understanding of these relationships
and our common evolutionary history.
Linking protein expression data to the connectivity level has potential to unlock
a much more detailed picture of the organization of the brain. Tools such as the en-
hanced motif method introduced in Section 4.4.1 demonstrate how this can be done.
Currently however, there is very little connectivity data available and this cannot yet
be investigated for large connectivity networks. With much effort currently going into
EM reconstruction techniques this may not be the case in the future.
Connectivity data is difficult to acquire and time consuming to annotate. Computer
algorithms are still unable to come close to gold standard accuracy levels which hu-
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mans routinely achieve for ssTEM images. I have contributed towards the automatic
annotation of high resolution connectivity data by implementing a segmentation and
alignment improvement system that provides an improvement over existing software.
Based on aspects of biological vision systems, the density2d ridge detection system
has potential for further improvement by integrating further aspects of biological vi-
sion into the system. Combining receptive field and ridge detection approaches with
other methods, such as random forest classifiers or the watershed algorithm, provides
additional areas for further research.
GPU technology has allowed these principles to be extended into full 3D image
analysis for neuron tracing in both EM and light microscopy data, as demonstrated in
section 5.4. The increased computing power available in GPU computing is encour-
aging for these computationally intensive methods. Microscopy techniques and EM
image quality and resolution are also improving and allowing very large volumes of
data to be imaged at this high resolution. Manual annotation of this data will not scale
at the same rate that data acquisition will. Fully automatic tracing should therefore be
the goal for future research in connectomics.
In this thesis I have discussed several levels at which we can understand the brain:
molecular biology, anatomy, and connectivity. Research has traditionally focused on
one level at a time. Linking these levels of knowledge is essential to further our under-
standing of the brain and discover hidden interactions between modalities, as demon-
strated by this research.
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