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Abstract
In Bargmann representation, the reggeon’s field theory[5] is caracterized by the non
symmetrical Gribov operator
Hλ′,µ,λ = λ
′A∗
2
A2 + µA∗A+ iλA∗(A+ A∗)A
where A∗ and A are the creation and annihilation operators; [A,A∗] = I.
(λ′, µ, λ) ∈ R3 are respectively the four coupling, the intercept and the triple coupling
of Pomeron and i2 = −1.
For λ′ > 0, µ > 0, let σ(λ′, µ) 6= 0 be the smallest eigenvalue of Hλ′,µ,λ, we show
in this paper that σ(λ′, µ) is positive, increasing and analytic function on the whole
real line with respect to µ and that the spectral radius of H−1λ′,µ,λ converges to that of
H−10,µ,λ as λ
′ goes to zero.
The above results can be derived from the method used in ([2] Commun. Math. Phys.
93, (1984), p:123-139) by Ando-Zerner to study the smallest eigenvalue σ(0, µ) of
H0,µ,λ, however as Hλ′,µ,λ is regular perturbation of H0,µ,λ then its study is much
more easily. We can exploit the structure of H−1λ′,µ,λ to deduce the results of Ando-
Zerner established on the function σ(0, µ) as λ′ goes to zero.
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1 Introduction
Usually, quantum Hamiltonians are constructed as selfadjoint operators; for certain
situations, however, non-selfadjoint Hamiltonians are also of importance. In particu-
lar, the reggeon field theory (as invented by V. Gribov [5]) for the high energy behavior
of soft processes is governed in zero transverse dimension by the non-selfadjoint op-
erator:
Hλ′,µ,λ = λ
′A∗
2
A2 + µA∗A+ iλA∗(A+ A∗)A (1.1)
Where A and A∗ are the standard Bose annihilation and creation operators that:
[A,A∗] = I (1.2)
and
λ′, µ, λ are real numbers (λ′ is the four coupling of Pomeron, µ is Pomeron in-
tercept and λ is the triple coupling of Pomeron see Gribov [5] or the excellent survey
of the development of Reggeon theory and its application to hadron interactions at
high energies given by Boreskov et al. at 2006 in [4].) and i2 = −1.
We denote the Bargmann space [3] by :
B = {φ : IC −→ IC entire;
∫
IC
| φ(z) |2e−|z|2dxdy <∞} (1.3)
The scalar product on B is defined by
< φ, ψ >=
∫
IC
φ(z)ψ(z)e−|z|
2
dxdy (1.4)
and the associated norm is denoted by || . ||.
B is closed in L2(C, dµ(z)) where the measure dµ(z) = e
−|z|2dxdy
An orthonormal basis of B is given by en(z) =
zn√
n!
;n = 0, 1, ....
In this representation, the annihilation and creation operators are defined by
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Aφ(z) = φ′(z) with domain D(A) = {φ ∈ B;φ′ ∈ B}
A∗ψ(z) = zψ(z) with domain D(A∗) = {ψ ∈ B; zψ ∈ B}
Therefore, the Gribov operator Hλ′,µ,λ can be written as
Hλ′,µ,λφ = (λ
′
z2 + iλz)φ′′(z) + (iλz2 + µz)φ′(z) (1.4)
where φ′ and φ′′ are the first and second derivatives of φ(z) at z.
As the vacum is the trivial eigenvector of Hλ′,µ,λ i.e zero is eigenvalue of Hλ′,µ,λ
without interest then the maximal domain of Hλ′,µ,λ is given by:
D(Hλ′,µ,λ) = {φ ∈ B0;Hλ′,µ,λφ ∈ B0} (1.5)
where
B0 = {φ ∈ B; φ(0) = 0}
In Bargmann representation [3], the principal spectral properties of Hλ′,µ,λ have
been studied in ref.[7] and [12].
The mathematical difficulties of this problem come of course from the non-self-
adjointness of Hλ′,µ,λ. Notice that this non-self-adjointness is regular if λ
′ 6= 0 ( the
domain of anti-adjoint part is inclued in the domain of adjoint part) and it is a rather
wild one if λ′ = 0; the word ”wild” meaning here that the domains of the adjoint
and anti-adjoint parts are not included in one another, nor is the domain of their
commutator.
For λ′ > 0, µ > 0, let σ(λ′, µ) 6= 0 be the smallest eigenvalue of Hλ′,µ,λ, we show
in this paper that σ(λ′, µ) is positive, increasing and analytic function on the whole
real line with respect to µ and that the spectral radius of H−1λ′,µ,λ converges to that of
H−1µ,λ,0 as λ
′ goes to zero.
The above results can be derived from the method used in ([2] Commun. Math.
Phys. 93, (1984), p:123-139) by Ando-Zerner to study the smallest eigenvalue σ(0, µ)
of H0,µ,λ, however as Hλ′,µ,λ is regular perturbation of H0,µ,λ then its study is much
more easily. We can exploit the structure of H−1λ′,µ,λ to deduce the results of Ando-
Zerner established on the function σ(0, µ) as λ′ goes to zero.
Now we give an outline of the content of this paper, section by section. In Section
2, we recall some spectral properties of Hλ′,µ,λ and of H0,µ,λ established in [7] which
are necessary for further development and we recall the results of Ando-Zerner [2] on
analyticity of σ(0, µ) with respect to the parameter µ.
In Section 3, we explicit the inverse of Hλ′,µ,λ on [0,−iρ′] which is given by:
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Kλ′,µ,λψ(−iy) =
∫ ρ′
0
Nλ′,µ,λ(y, y1)ψ(−iy1)dy1 (1.6)
where
Nλ′,µ,λ(y, y1) =
1
λ′y1
eρ
′y1(ρ′ − y1)δ
∫ min(y,y1)
0
e−ρ
′s(ρ′ − s)−(δ+1)ds (1.7)
with
. ρ′ = λ
λ′
, y ∈ [0, ρ′], s ∈ [0, y], y1 ∈ [s, ρ′] and ψ ∈ B1
where
B1 is the family of all restrictions φ|[0,−iρ′] to [0,−iρ′] of φ in B0.
This restriction permit us to show in section 4 thatKλ′,µ,λ can extended to Hilbert-
Schmidt operator of L2([0, ρ
′], r(y)dy) to L2([0, ρ
′], r(y)dy).
with
r(y) = e2ρ
′y(1− y
ρ′
)2δ; δ = ρ′(ρ+ ρ′)− 1. (1.8)
In section 5, By using the properties of kernel of Kλ′,µ,λ and by applying the
Jentzsch theorem [14], we show that the smallest eigenvalue Hλ′,µ,λ is positive, in-
creasing and analytic function on the whole real line with respect to µ and also that
the spectral radius of H−1λ′,µ,λ converges to that of H
−1
0,µ,λ as λ
′ goes to zero.
2 Revisited some spectral properties of Hλ′,µ,λ and
H0,µ,λ
Now, we begin by reviewing some spectral properties of the operators Hλ′,µ,λ and
H0,µ,λ established in [7]:
(a) For λ′ 6= 0, Hλ′,µ,λ has compact resolvent and its domain D(Hλ′,µ,λ) = D(S)
where
S = A∗2A2 and D(S) = {φ ∈ B;A∗2A2φ ∈ B}.
(b) For λ′ > 0 and µ > 0, Hλ′,µ,λ and H0,µ,λ are invertible on B0 = {φ ∈ B;φ(0) =
0} and H−1λ′,µ,λ converges to H−1µ,λ as λ′ goes to ze´ro.
(c) Pour λ′ > 0 and λ′ ≤ µλ′ + λ2, the spectrum of Hλ′,µ,λ is real and the system
of its root vectors of is dense in Bargmann space B
4
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(d) For µ > 0, the spectrum of H0,µ,λ is real.
(e) For µ > 0, there exists an eigenvalue σ(0, µ) 6= 0 in the spectrum of H0,µ,λ.
We can see [6], [8], [9], [10], [11], [12] and [13] for another spectral properties of
Hλ′,µ,λ and H0,µ,λ.
In [2], Ando and Zerner have given an explicit form of inverse of Hµ,λ on negative
imaginary axis; z = −iy with y > 0.
In this case , H−10,µ,λ can be written as integral operator in following form :
H−10,µ,λψ(−iy) =
∫ +∞
0
N0,µ,λ(y, s)ψ(−is)ds (2.1)
where
N0,µ,λ(y, s) =
1
λs
e
−s2
2
−µ
λ
s
∫ min(y,s)
0
e
u2
2
+µ
λ
udu. (2.2)
Let L2([0,+∞[, e−x2−2ωxdx) be the space of square integrable functions with re-
spect to the measure e−x
2−2ωxdx then we have the following result due to Ando-Zerner
[2]:
Proposition (Ando-Zerner [2])
i) ∀ µ ∈ C;Reµ ≥ ω then H−10,µ,λ can be extended to Hilbert-Schmidt
operator of L2([0,+∞[, e−x2−2ωxdx) to L2([0,+∞[, e−x2−2ωxdx) .
ii) For µ > 0, let σ(0, µ) be the smallest eigenvalue of H0,µ,λ then σ(0, µ)
is positive, increasing and analytic function on the whole real line with respect to µ.
3 Explicit inversion of Hλ′,µ,λ on [0,−i λλ′ ]
In all this section we put ρ′ = λ
λ′
, ρ = µ
λ
and δ = ρ′(ρ+ρ′)−1 for λ′ 6= 0 and λ 6= 0.
In analogy to Ando-Zener method [2], we begin by to explicit the inverse of Hλ′,µ,λ
on [0,−i λ
λ′
]
Let ψ ∈ B0 and φ ∈ D(Hλ′,µ,λ, we consider the equation Hλ′,µ,λφ = ψ witch can
be written under following form :
(λ′z2 + iλz)φ′′(z) = (iλz2 + µz)φ′(z) = ψ(z) (3.1)
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Let ψ ∈ B0 and choosing the straight line connecting −iρ′, z ∈ C parametrized by
γ : [0, 1]→ C, γ(t) = −iρ′ + t(z + iρ′) (γ(0) = −iρ′, γ(1) = z)
If we define
∫ z
−iρ′
ψ(ξ)dξ :=
∫
γ
ψ(ξ)dξ :=
∫ 1
0
ψ(γ(t))γ′(t)dt then the equation (3.1)
can be transformed to following integral equation :
φ(z) =
1
λ′
∫ z
−iρ′
e−iρ
′η(η + iρ′)−(δ+1)[
∫ η
−iρ′
eiρ
′ξ(ξ + iρ′)δ
ψ(ξ)
ξ
dξ]dη (3.2)
However, the integral representation of φ(z) in this last equation (3.2) is hard to
study in C for some existing results on eigenvalues and eigenfunctions of our opera-
tors. To overcome this difficulty, the study of (3.2) is restricted on negative imaginary
axis by setting :
z = −iy, u(y) = φ(−iy) and f(y) = ψ(−iy) with y ∈ [0, ρ′] then (3.1) can be
written in the following form:
(λ′y2 − λy)u′′(y) + (λy2 + µy)u′(y) = f(y) (3.3)
As ψ ∈ B0 then f(0) = 0 and if we put η = −is and ξ = y1 with , s ∈ [0, y] and
y1 ∈ [s, ρ′] then (3.3) can be transformed to following integral equation
φ(−iy) = 1
λ′
∫ y
0
e−ρ
′s(ρ′ − s)−(δ+1)
∫ ρ′
s
eρ
′y1(ρ′ − y1)δψ(−iy1)
y1
dy1ds (3.4)
then we get
Kλ′,µ,λψ(−iy) =
∫ ρ′
0
Nλ′,µ,λ(y, y1)ψ(−iy1)dy1 (3.5)
with
Nλ′,µ,λ(y, y1) =
1
λ′y1
eρ
′y1(ρ′ − y1)δ
∫ min(y,y1)
0
e−ρ
′s(ρ′ − s)−(δ+1)ds (3.6)
or
Nλ′,µ,λ(y, y1) =
1
λy1
eρ
′y1(1− y1
ρ′
)δ
∫ min(y,y1)
0
e−ρ
′s(1− s
ρ′
)−(δ+1)ds (3.7)
Let Υ = min(y, y1) and Θ(Υ) =
∫ Υ
0
e−ρ
′s(1− s
ρ′
)−(δ+1)ds
then we get the following elementary properties on the function Θ(Υ) near to
points zero and ρ′ respectively:
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Lemma 3.1
Let Υ = min(y, y1) et Θ(Υ) =
∫ Υ
0
e−ρ
′s(1− s
ρ′
)−(δ+1)ds then
i) Θ(Υ) ≡ Υ near zero.
ii)Θ(Υ) ≡ (ρ′ −Υ)−δ near ρ′.
4 Extension of Kλ′,µ,λ to L2([0, ρ
′], r(y)dy)
Let L2([0, ρ
′], r(y)dy) be the space of square integrable functions with respect to
the weight r(y) = e2ρ
′y(1− y
ρ′
)2δ; ρ′ = λ
λ′
and δ = ρ′(ρ+ ρ′)− 1.
By using the lemma 3.1 we obtain the following theorem:
Theorem 4.1
For λ′ > 0, µ > 0 and δ ≥ 0Kλ′,µ,λ can be extended to Hilbert-Schmidt operator of
L2([0, ρ
′], r(y)dy) to L2([0, ρ
′], r(y)dy).
Proof
Let r(y) = e2ρ
′y(1− y
ρ′
)2δ; δ = ρ′(ρ+ ρ′)− 1 then
Kλ′,µ,λψ(−iy) =
∫ ρ′
0
Nλ′,µ,λ(y, y1)ψ(−iy1)dy1
with
Nλ′,µ,λ(y, y1) =
1
λy1
eρ
′y1(1− y1
ρ′
)δ
∫ min(y,y1)
0
e−ρ
′s(1− s
ρ′
)−(δ+1)ds
can be written under the following form :
Kλ′,µ,λψ(−iy) =
∫ ρ′
0
N˜λ′,µ,λ(y, y1)ψ(−iy1)r(y1)dy1 (4.1)
with
N˜λ′,µ,λ(y, y1) =
1
λy1
√
r(y1)
∫ min(y,y1)
0
e−ρ
′s(1− s
ρ′
)−(δ+1)ds (4.2)
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or
N˜λ′,µ,λ(y, y1) =
1
λy1
√
r(y1)
Θ(min(y, y1)) (4.3)
Now we consider the following integral:
I =
∫ ρ′
0
∫ ρ′
0
N˜2λ′,µ,λ(y, y1)r(y)r(y1)dydy1 (4.4)
or
I =
∫ ρ′
0
∫ ρ′
0
1
λ2y21
Θ2(min(y, y1))r(y)dydy1 (4.5)
By applying Fubini theoren then (4.5) can be written as :
I =
∫ ρ′
0
∫ y1
0
1
λ2y21
Θ2(min(y, y1))r(y)dydy1 +
∫ ρ′
0
∫ ρ′
y1
1
λ2y21
Θ2(min(y, y1))r(y)dydy1
and we have:
I =
∫ ρ′
0
∫ y1
0
1
λ2y21
Θ2(y)r(y)dydy1+
∫ ρ′
0
∫ ρ′
y1
1
λ2y21
Θ2(y1)r(y)dydy1 = I1 + I2
with
I1 =
∫ ρ′
0
1
λ2y21
∫ y1
0
Θ2(y)r(y)dydy1 (4.6)
and
I2 =
∫ ρ′
0
Θ2(y1)
λ2y21
∫ ρ′
y1
r(y)dydy1 (4.7)
Now we remark that
i) For y1 near zero we have
∫ y1
0
Θ2(y)r(y)dy ≡ y31
and
ii) For y1 near ρ
′, the function y1 →
∫ y1
0
Θ2(y)r(y)dy is continuous.
then from i) et ii) we deduce that the first integral (4.6) converges. Similarly we
verify that the second integral (4.7) converges and consequently the operator Kλ′,µ,λ
is Hilbert-Schmidt on L2([0, ρ
′], r(y)dy).
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5. Application of an generalized version of
Jentzsch theorem to Kλ′,µ,λ
In this section we begin by recalling some generalizations of Jentzsch theorem
[14] which are necessary to prove the main results on the smallest eigenvalue of our
operator Hλ′,µ,λ.
The next theorem is due to Zerner which simplifies considerably the prove of an
theorem given in the page 337 of the book Schafer [17] which is presented as “a gen-
eral version of a classical theorem on kernel operators (theorem of Jentzsch [14])”.
Theorem 5.1 ([17], [18])
Let (X,Σ, τ) be a measure space with positive measure τ and Lp(τ) be the set
of all measurable functions on X whose absolute value raised to the p-th power has
finite integral.
Let T be an integral bounded operator defined on Lp(τ) by a kernel N ≥ 0.
We suppose that:
(i) There exists n ∈ N such that Tn is compact operator.
(ii) For S ∈∑; τ(S) > 0 and τ(X− S) > 0 we have :
∫
X−S
∫
S
N(s, t)τ(s)dτ(t) > 0 (5.1)
Then
the spectral radius r(T) of integral operator T is simple eigenvalue associated to
an eigenfunction f satisfying f(s) > 0 τ -almost everywhere.
And if N(s, t) > 0 τ ⊗ τ -almost everywhere, then every eigenvalue α of T
satisfies | α |< r(T).
Now to apply the above theorem at Kλ′,µ,λ, we need of some results given in [2]
that we recall under theorem form:
Theorem 5.2 (Ando-Zerner [2])
Let E be a Banach space immersed in Lp(τ) with more strong norm.
Under the same assumptions that of the above theorem, we suppose that:
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(i) The operator T is compact on E and E is invariant by T.
(ii) There exists a positive function in E.
Then
the spectral radius of T on E coincides with its spectral radius on Lp(τ).
Now for the operator (4.1) acting on L2([0, ρ
′], r(y)dy) recalled below
Kλ′,µ,λψ(−iy) =
∫ ρ′
0
N˜λ′,µ,λ(y, y1)ψ(−iy1)r(y1)dy1
with
N˜λ′,µ,λ(y, y1) =
1
λy1
√
r(y1)
∫ min(y,y1)
0
e−ρ
′s(1− s
ρ′
)−(δ+1)ds
or
N˜λ′,µ,λ(y, y1) =
1
λy1
√
r(y1)
Θ(min(y, y1))
we have the following spectral properties:
(i) Kλ′,µ,λ is Hilbert-Schmidt operator on L2([0, ρ
′], r(y)dy). In particular, it is a
compact operator on B1.
(ii) B1 is invariant by Kλ′,µ,λ.
(ii) Pour λ > 0, N˜λ′,µ,λ is positive.
(iii) The function φ(z) =
sin2iz
iz
is positive and belongs to B1.
By applying the above theorems 5.1 and 5.2, we get the following results given
under theorem form
Theorem 5.3
(i) For λ > 0, the operator Kλ′,µ,λ acting on L2([0, ρ
′], r(y)dy) has a non-zero
eigenvalue.
(ii) For λ > 0, the largest eigenvalue in modulus Ω(λ′, µ, λ) of the operator Kλ′,µ,λ
is simple, positive and the associated eigenfunction is positive on R+.
(iii) Ω(λ′, µ, λ) is the largest eigenvalue of Kλ′,µ,λ as an operator acting on B1,
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where B1 is the family of all restrictions φ|[0,−iρ′] to [0,−iρ′] of φ in B0.
Now we are going to study the convergence of r(y) = e2ρ
′y(1− y
ρ′
)2δ; δ = ρ′(ρ+ ρ′)− 1
and the convergence of Kλ′,µ,λ as λ
′ → 0 i.e as ρ′ → +∞.
If we set :
a) Nρ′(y, y1) = N˜λ′,µ,λ(y, y1)χ[0,ρ′]×[0,ρ′] where χ[0,ρ′]×[0,ρ′] is the indicator function
of the interval [0, ρ′]× [0, ρ′].
b) Kρ′ψ(−iy) =
∫ +∞
0
Nρ′(y, y1)ψ(−iy1)dy1
c) L2([0,+∞[, r∞(y)dy) be the space of square integrable functions with respect
to the measure r∞(y) = e
−y2−2ρydy
then we obtain
Lemma 5.4
(i) Let r(y) = e2ρ
′y(1− y
ρ′
)2δ with δ = ρ′(ρ+ ρ′)− 1 then
Lim r(y) = r∞(y) = e
−y2−2ρy as ρ′ → +∞.
(ii) Let Nρ′(y, y1) =
1
λy1
√
r(y1)
∫ min(y,y1)
0
e−ρ
′s(1− s
ρ′
)−(δ+1)ds then
Lim Nρ′(y, y1) = Nµ,λ(y, y1) =
1
λy1
e
−y21
2
−µ
λ
y1
∫ min(y,y1)
0
e
s2
2
+µ
λ
sds (the kernel asso-
ciated to H−1µ,λ) as ρ
′ → +∞.
Proof
i) As Log
√
r(y) = ρ′y + δLog(1− y
ρ′
) then for ρ′ → +∞ we have:
Log
√
r(y) ≡ ρ′y − δ y
2
2ρ′2
≡ ρ′y − ρ′(ρ+ ρ′) y
ρ′
+
y
ρ′
− ρ′(ρ+ ρ′) y
2
2ρ′2
+
y2
2ρ′2
≡ ρ′y − ρy − ρ′y + y
ρ′
− ρ y
2
2ρ′
− y
2
2
+
y2
2ρ′2
it follows that:
lim Log
√
r(y) = −y
2
2
− ρy lorsque ρ′ → +∞
11
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which establishes the result:
Limr(y) = r∞ = e
−y2−2ρy as ρ′ → +∞
ii) As in i), similarly if Aρ′ denotes Aρ′ = e
−ρ′s(1− s
ρ′
)(δ+1), it follows that:
Lim Aρ′ = e
s2
2
+ρs as ρ′ → +∞
which establishes the result:
Lim Nρ′(y, y1) = Nµ,λ(y, y1) =
1
λy1
e
−y21
2
−µ
λ
y1
∫ min(y,y1)
0
e
s2
2
+µ
λ
sds the kernel asso-
ciated to H−1µ,λ as ρ
′ → +∞.
To deduce the principal result of Ando-Zerner (proposition 1 [2]) and the conver-
gence of the spectral radius of H−1λ′,µ,λ to that of H
−1
0,µ,λ as λ
′ goes to zero, we need
to study N˜λ′,µ,λ with respect to the parameters λ
′ and µ in particular, its analyticity
with respect to the parameter µ.
Theorem 5.5
i) Let Nρ′(y, y1) =
1
λy1
√
r(y1)
∫ min(y,y1)
0
e−ρ
′s(1− s
ρ′
)−(δ+1)ds then
the function ρ′ → Nρ′ is decreasing.
ii) Let Nρ′(y, y1) =
1
λy1
e
−y21
2
−µ
λ
y1
∫ min(y,y1)
0
e
s2
2
+µ
λ
sds then
Lim
∫ ρ′
0
Nρ′(y, y1)ψ(−iy1)dy1 =
∫ +∞
0
Nµ,λ(y, y1)ψ(−iy1)dy1
iii) The integral operator Kρ′ can be extended to Hilbert-Schmidt operator of
L2([0,+∞[, r∞(y)dy) to L2([0,+∞[, r∞(y)dy).
iv) On L2([0,+∞[, r∞(y)dy), the integral operator Kρ′ converges to integral op-
erator K0,µ,λ as ρ
′ goes to infinity with respect to Hilbert-Schmidt norm.
v) Let Ω(λ′, µ, λ) be the spectral radius ofKλ′,µ,λ of kernel Nλ′,µ,λ and let Ω(0, µ, λ)
be the spectral radius of K0,µ,λ of kernel N0,µ,λ then
Lim Ω(λ′, µ, λ) = Ω(0, µ, λ) as λ′ → 0 or ρ′ → +∞.
vi) The functions µ→ N˜λ′,µ,λ and µ→ Ω(λ′, µ, λ) are creasing with respect to µ.
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vii) The function µ→ Ω(λ′, µ, λ) is analytic on the whole real line with respect to
µ and the function µ→ Ω(0, µ, λ) is also analytic on the whole real line with respect
to µ.
Proof
i) By observing that the map ρ′ → e aρ′ is decreasing where a is an positive con-
stant, we deduce that the map ρ′ → Nρ′ is also decreasing.
ii) We obtain this property from the above lemma.
iii) If we consider the integral
∫ +∞
0
∫ +∞
0
N2ρ′
r∞(y)
r∞(y1)
dydy1
then we have:
∫ +∞
0
∫ +∞
0
N2ρ′
r∞(y)
r∞(y1)
dydy1 =
∫ ρ′
0
∫ ρ′
0
N˜2λ′,µ,,λe
−(y2−y21)−2ρ(y−y1)dydy1
≤ Cρ′
∫ ρ′
0
∫ ρ′
0
N˜2λ′,µ,,λdydy1 where Cρ′ is a constant because the function e
−(y2−y21)−2ρ(y−y1)
is bounded.
As
∫ ρ′
0
∫ ρ′
0
N˜2λ′,µ,,λdydy1 < +∞ then we deduce the property iii) of this theorem.
iv) Let (X,Σ, τ) be a measure space with positive measure τ . An version of
the classical monotone convergence theorem of Beppo Levi formulated in terms of
functions of the Lebesgue space L2(X,Σ, τ) reads as follows: If (fn : n ≥ 1) is an
decreasing sequence (that is, fn(x) ≥ fn+1(x) for every n and almost every x in X) of
nonnegative,square integrable functions on X such that
∫
X
| f1(x) |2 dτ < +∞
Then
fn converges to some square integrable function f both almost everywhere and in
L2-norm as n→ +∞.
By applying this theorem, (ii) of lemma 5.4, (i) and (ii) of theorem 5.5 we deduce
that:
lim
∫ +∞
0
∫ +∞
0
G2ρ′
r∞(y)
r∞(y1)
dydy1 =
∫ +∞
0
∫ +∞
0
N2µ,λ
r∞(y)
r∞(y1)
dydy1 as ρ
′ → +∞
and
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Kρ′ converges toK(µ, λ) as ρ
′ goes to infinity in Hilbert-Schmidt norm on L2([0,+∞[, r∞(y)dy).
v) Let Ω(λ′, µ, λ) be the spectral radius ofKλ′,µ,λ of kernel Nλ′,µ,λ and let Ω(0, µ, λ)
be the spectral radius of K0,µ,λ of kernel N0,µ,λ then
As Nλ′,µ,λ is positive decreasing sequence of kernels which converges to the positive
kernel N0,µ,λ as goes to infinity we deduce that :
Ω(µ, λ) ≤ Lim Ω(λ′, µ, λ) as ρ′ → +∞.
Thus it suffices to show that
Lim Ω(λ′, µ, λ) ≤ Ω(0, µ, λ) as ρ′ → +∞.
From the above property iv) we deduce that
∀ n ∈ N, || Knλ′,µ,λ ||
1
n → || Kn0,µ,λ ||
1
n as ρ′ → +∞.
i.e.
∀ ǫ > 0, ∃ ρ1; ∀ ρ′ ≥ ρ1 we have || Kn0,µ,λ ||
1
n −ǫ ≤|| Knλ′,µ,λ ||
1
n≤|| Kn0,µ,λ ||
1
n +ǫ
set ρ1 =
µ
λ
′
1
then we get
|| Kn
λ
′
1,µ,λ
|| 1n≤|| Kn0,µ,λ ||
1
n +ǫ.
In particular, we get
Ω(λ
′
1, µ, λ) ≤ Ω(0, µ, λ) + ǫ (5.2)
Now as
Ω(λ′, µ, λ) = lim || Knλ′,µ,λ ||
1
n as n→ +∞
i.e.
∀ ǫ > 0, ∃ n0 ∈ N; ∀ n ≥ n0 we have Ω(λ′, µ, λ)− ǫ ≤|| Knλ′,µ,λ ||
1
n≤ Ω(λ′,µ,λ) + ǫ
By using the above right inequality and the decreasing of the map ρ′ → Nρ′ , we
deduce that:
|| Knλ′,µ,λ ||
1
n≤ Ω(λ′, µ, λ) + ǫ ≤ Ω(λ′1, µ, λ) + ǫ (5.3)
and by (5.2) and (5.3) and for all ǫ > 0, we get:
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lim Ωρ′ ≤ Ω(0, µ, λ) + 2ǫ as ρ′ → +∞
Then
lim Ω(λ
′
, µ, λ) = Ω(0, µ, λ) as λ′ → 0.
vi) Let N˜λ′,µ,λ(y, y1) =
1
λy1
√
r(y1)
∫ min(y,y1)
0
e−ρ
′s(1− s
ρ′
)−(δ+1)ds where
δ = ρ′(ρ+ ρ′)− 1 = ρ′2 + ρρ′ − 1
then N˜λ′,µ,λ(y, y1) can be written as
N˜λ′,µ,λ(y, y1) =
1
λy1
eρ
′y1(1− y1
ρ′
)ρ
′2−1
∫ min(y,y1)
0
e−ρ
′s(1− s
ρ′
)−ρ
′2
[
ρ′ − y1
ρ′ − s ]
ρρ′ds (5.4)
As 0 ≤≤ y1, the map µ→ [ρ
′ − y1
ρ′ − s ]
ρρ′ is creasing with respect to µ and we get vi).
vii) Let δβ = ρ
′(
β
λ
+ ρ′)− 1 and L2,β([0, ρ′], rβ(y)dy) be the space of square inte-
grable functions with respect to the measure rβ(y) = e
2ρ′y(1− y
ρ′
)2δβ
To use the results of chapter VII of Kato’s book [15] on the operators depending
of a parameter, we shall consider the map:
µ→< φ,Kλ′,µ,λψ >=
∫ ρ′
0
φ(−iy)
∫ ρ′
0
N˜λ′,µ,λ(y, y1)ψ¯(−iy1)dy1rβ(y)dy (5.5)
with φ ∈ L2,β([0, ρ′], rβ(y)dy) and ψ ∈ L2,β([0, ρ′], rβ(y)dy)
We being by showing that the map defined by (5.5) is continuous with respect to µ :
Let N˜λ′,β be the expression of N˜λ′,µ,λ where we have replaced δ by δβ.
Now, we set fµ(y, y1) = e
2ρ′y(1− y
ρ′
)2δβN˜λ′,µ,λ(y, y1)φ(−iy)ψ¯(−iy1) then for µ ≥ β
we have:
| fµ(y, y1) |= e2ρ′y(1− y
ρ′
)2δβN˜λ′,β(y, y1) | φ(−iy) || ψ¯(−iy1) |
then the continuity of (5.5) with respect to µ follows by applying the bounded
convergence theorem.
Now to show that the map defined by (5.5) is analytic with respect to µ, it suffices
to observe that for all closed curve we have
∫
γ
N˜λ′,µ,λdµ = 0 (5.6)
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and to apply the following theorem:
Theorem (Reed-Simon [16], theorem XII.8)
Let E be a complex Banach space and L(E) be the set of bounded operators on
E with respect to the operator norm.
Let T be an analytic function (µ ∈ C → T(µ) ∈ L(E)) and σ0 be a simple eigen-
value of T (µ0).
Then
There exists an analytic function σ of µ for µ near µ0 such that σ(µ) is simple
eigenvalue of T(µ) and σ(µ0) = σ0.
Conclusion
For λ′ 6= 0, the operator Hλ′,µ,λ has a rich set of spectral properties desired by
physicists.
For λ′ = 0, Ando-Zerner results were a major contribution in the spectral study
of the operator H0,µ,λ, however the density of its eigenvectors in Bargmann space is
open question.
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