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Given a (q + 1)-regular graph X and a second graph Y formed by
taking k copies of X and identifying them at a common vertex, we
form a ramiﬁed cover of the original graph. We prove that the re-
ciprocal of the zeta function for X “almost divides” the reciprocal
of the zeta function for Y , in the following sense. The reciprocal of
the zeta function of X divides the product of the reciprocal of the
zeta function of Y and some polynomial of bounded degree (which
depends only on the graph X , not on the number of copies). Two
speciﬁc examples show that in fact “almost divisibility” is the best
that can be hoped for.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The Ihara zeta function of a graphwasdeﬁnedby Ihara [3] in the 1960s. Itwasmodeled onother zeta
functions in its form, an inﬁnite product over primes in the graph, and has some analogous properties,
for example convergence to a rational function.
In an attempt to extend the theory of Ihara zeta functions and draw further parallels with Artin’s
zeta function of a curve over a ﬁnite ﬁeld, we seek a notion of ramiﬁed coverings of graphs for which
some divisibility relations between Ihara zeta functions can be found.

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Using a notion of ramiﬁcation proposed by Urakawa in [8], we ﬁnd an “almost divisibility” relation-
ship between the Ihara zeta functions of some simple ramiﬁed covers of graphs. In particular, if X is a
(q + 1)-regular graph, and Y is the graph consisting of k copies of X , identiﬁed at the same vertex in
each copy, then we prove that the reciprocal of the Ihara zeta function of X divides the product of the
reciprocal of the zeta function of Y and a polynomial P of bounded degree (where the degree depends
only on the original graph X and not on the number of copies k). We explicitly compute the Ihara zeta
functions of the complete graph on n vertices and the (q + 1, q + 1)-regular bipartite graph, as well as
the zeta functions of the corresponding covering graphs. These examples show that in fact we cannot
expect better than “almost divisibility” with this notion of ramiﬁcation in graphs.
2. Background
2.1. Ihara zeta functions
Let H be a ﬁnite connected graph with edge set E(H) and vertex set V(H). We arbitrarily orient
the edges so that we can refer to directions of travel along the edges, i.e. if e is an edge with an
arbitrary orientation, travelled in the direction of that orientation, let e−1 denote that edge travelled
in the opposite direction. Let P = a1a2 . . . an be a path in H, where ai ∈ E(H) for each i. A path is
said to contain a backtrack if ai = a−1i+1 for some i. A path is a closed if it starts and ends at the same
vertex. A closed path is said to contain a tail if a1 = a−1n . Two closed paths are considered equivalent
if they are the same cycle of edges with a different starting point. If C is a closed path in H, let [C]
denote the equivalence class of C in H. A prime path in H is a tailless, backtrackless, closed path C
such that C /= Ds for any positive integer s and path D in H. In other words, a prime is any closed path
without any backtracking that is not simply another path traced several times. A prime in a graph is
an equivalence class [C] of prime paths in the graph. The length of a prime [C] is the number of edges
in any representative of the class and is denoted ν(C).
Deﬁnition 1. Let u ∈ C with |u| sufﬁciently small. The Ihara zeta function of a ﬁnite connected graph
H is
ζH(u):=
∏
[P] primes in H
(1 − uν(P))−1.
Since the zeta function involves closed paths with no backtracking, we can assume that the graph
H has no vertices of degree 1. IfH did have vertices of degree 1, they could not be touched by any prime
paths so would not affect the zeta function.
To calculate the zeta function for anything but an extremely simple graph we will make use of
the following formula. It is known as Ihara’s formula, though the current form (and an elementary
proof) are due to Bass [2]. The adjacency matrix of a graph H with vertex set |V(H)| = m is anm × m
matrix where the (i, j)th entry is 1 if vertex i is adjacent to vertex j and 0 otherwise. Also, the rank
of the fundamental group of the ﬁnite, connected graph H with no vertices of degree 1 is equal to
|E(H)| − |V(H)| + 1.
Theorem 1 (Ihara et al.). Let A be the adjacency matrix of H, a ﬁnite connected graph with no vertices of
degree 1. Let I be the m × m identity matrix. Let Q be the diagonal matrix with the (j, j)th entry equal to
one less than the degree of vertex j. Let r be the rank of the fundamental group of H. Then
ζ−1H (u) = (1 − u2)r−1det(I − Au + Qu2). (1)
2.2. Ramiﬁcation and harmonic morphisms of graphs
Deﬁnition 2. LetG andH be graphs. A functionφ : V(G) ∪ E(G) → V(H) ∪ E(H) is called amorphism
if
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• φ(x) ∈ V(H) for all x ∈ V(G), and
• for every x ∈ V(G) and e ∈ E(G) such that x ∈ e, we have eitherφ(e) ∈ E(H) andφ(x) ∈ φ(e),
or φ(e) = φ(x).
A morphism φ : G → H is said to be harmonic if for all x ∈ V(G) with y = φ(x), the number of
edges e in E(G)which contain x thatmap to an edge e′ in E(H) is the same for all e′ which contain y, i.e.
φ is harmonic if for all x ∈ V(G), y ∈ V(H) with y = φ(x), there exists ny a positive integer such that∣∣∣{e ∈ E(G) : x ∈ e,φ(e) = e′}∣∣∣ = ny
for all e′ ∈ E(H) with y ∈ e′.
An unramiﬁed covering of graphs – a local homeomorphism, where the number of edges mapping
to each edge in the covered graph is constant and equals the number of verticesmapping to each vertex
in the covered graph – is a special case of a harmonic morphism of graphs as described in Deﬁnition
2. Terras and Stark [4,5,7] have studied the zeta functions for graphs H and G for which there exists an
unramiﬁed covering map H → G, proving in [4] that if G is an unramiﬁed covering of H, then ζ−1H (u)
divides ζ−1G (u) (see Terras’s book [6] for details). A natural hope is to ﬁnd some notion of ramiﬁcation
in covering maps of graphs yielding some relations between the Ihara zeta functions of the graphs
involved.
Urakawa [8] proved that the following is a well-deﬁned notion of the degree of a harmonic mor-
phism.
Deﬁnition 3. Let φ : G → H be a harmonic morphism of graphs with x ∈ V(G). The vertical multi-
plicity of φ at x is given by
vφ(x) = |e ∈ E(G) : φ(e) = φ(x)| .
The horizontal multiplicity of φ at x is given by
mφ(x) =
∣∣∣e ∈ E(G) : x ∈ e,φ(e) = e′∣∣∣
for any edge e′ ∈ E(G)withφ(x) ∈ e′. Forφ as above, and any vertex y ∈ V(H), the degree ofφ is given
by
deg(φ) = ∑
x∈V(G):φ(x)=y
mφ(x).
Based on these deﬁnitions ofmultiplicity anddegree, Baker andNorine [1] proved a graph-theoretic
analogue of the Riemann–Hurwitz formula. Since the Riemann–Hurwitz formula deals with ramiﬁ-
cation in curves, this formula indicates that the harmonic morphisms could be a good choice for
generalizing the idea of covering maps of graphs to include ramiﬁcation. (Note that Deﬁnition 2 does
not requireφ to be a local homeomorphism. It is possible to have a harmonicmorphism of graphswith
ramiﬁcation; that is, we might have a point in the covered graph which has fewer vertices in its ﬁber
than the degree of the covering map.)
In this paper, we consider the simplest version of a ramiﬁed covering, namely k 1 copies of a ﬁxed
graph X , with a single vertex on each graph identiﬁed. This ﬁts the deﬁnition of ramiﬁed covering given
in [1]. See Fig. 1 for an example.
3. Zeta functions and ramiﬁed covers
We ﬁx the following notation:
v(k) the kth component of vector v
In the n × n identity matrix
0n the n × n (square) matrix of all zeroes
0m,n them × nmatrix of all zeroes
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Fig. 1. K4 and three copies of the graph around a single identiﬁed vertex: (a) the complete graph on four vertices; (b) three
copies of K4.
Lemma 3.1. Deﬁne a square matrix
B =
⎛
⎜⎜⎜⎝
b11 b12 b13 · · · b1n
b21 b22 b23 · · · b2n
...
. . .
...
bn1 bn2 bn3 · · · bnn
⎞
⎟⎟⎟⎠
and deﬁne column vectors
b1j =
⎛
⎜⎜⎜⎝
b12
b13
...
b1n
⎞
⎟⎟⎟⎠ and bi1 =
⎛
⎜⎜⎜⎝
b21
b31
...
bn1
⎞
⎟⎟⎟⎠ .
So we may rewrite matrix B in the following form:
B =
⎛
⎜⎜⎜⎝
b11 b
T
1j
bi1 B
′
⎞
⎟⎟⎟⎠ ,
where B′ is the appropriate (n − 1) × (n − 1) square matrix.
Now deﬁne a new (1 + k(n − 1)) × (1 + k(n − 1)) quasi-block matrix by
B2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b11 b
T
1j b
T
1j · · · bT1j
bi1 B
′ 0n−1 0n−1
bi1 0n−1 B′ 0n−1
...
. . .
...
bi1 0n−1 0n−1 B′
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where there are k copies of the matrix B′ along the block diagonal. Finally, let d be the number of distinct
eigenvalues for the original matrix B.
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If both B and B′ are diagonalizable, then we may ﬁnd a basis for the eigenspace of B2 such that at most
d of the eigenvectors have nonzero ﬁrst coordinate. Furthermore, the eigenspace of B2 may be formed as
follows:
• Each linearly independent eigenvector of B′ yields k − 1 eigenvectors of B2 with the same eigenvalue,
each with ﬁrst coordinate 0, for a total of (n − 1)(k − 1) linearly independent eigenvectors.
• Each eigenvalue of Bwithmultiplicityμ yieldsμ − 1 linearly independent eigenvectors of B2with the
same eigenvalue, each with ﬁrst coordinate 0, for a total of n − d linearly independent eigenvectors.
• At most d other eigenvectors.
Proof. First consider the matrix B′. Suppose that v is an eigenvector of B′ with eigenvalue λ. Then it is
easy to check that for 1 i k − 1, the length 1 + k(n − 1) vector ui deﬁned below is an eigenvector
of B2 with eigenvalue λ. Themth component of ui is deﬁned by
u
(m)
i =
⎧⎪⎨
⎪⎩
v(m−1) if 2m n,
−v(m−1) if in + 1m(i + 1)n,
0 otherwise.
(2)
For example, if n = 3 and k = 3, then B′ is a 2 × 2 matrix. An eigenvector of B′,
v =
(
v(1), v(2)
)T
, produces two eigenvectors of B2,
u1 =
(
0, v(1), v(2),−v(1),−v(2), 0, 0
)T
and
u2 =
(
0, v(1), v(2), 0, 0,−v(1),−v(2)
)T
.
If v andw are linearly independent eigenvectors of B′, then the corresponding eigenvectors of B2 are
also linearly independent. Since B′ is diagonalizable, this yields (k − 1)(n − 1) linearly independent
eigenvectors of B2, all of which have ﬁrst coordinate 0.
We now turn our attention to the eigenvalues of thematrix B. If λ is an eigenvalue of B, wemay ﬁnd
a basis for the eigenspace Eλ such that at most one of the basis vectors has nonzero ﬁrst coordinate.
Furthermore, if v is an eigenvector of B with eigenvalue λ, then it is easy to check that the vector w
withmth coordinate deﬁned by
w(m) =
{
v(m) if 2m n,
0 otherwise
(3)
is an eigenvector of B2 with eigenvalue λ. Again, in the case n = k = 3, B is a 3 × 3 matrix. If
v =
(
0, v(2), v(3)
)
is an eigenvector of B, then
v =
(
0, v(2), v(3), 0, 0, 0, 0
)
is an eigenvector of B2 with the same eigenvalue.
Given the remarks above, if B has d distinct eigenvalues, then we may select basis vectors for the
eigenspace of B such that at most d vectors have nonzero ﬁrst coordinate. This yields an additional
n − d eigenvectors of B2.
Finally, the vectorsw and u described above form a linearly independent set of eigenvectors of B2.
(This can be seen by comparing the locations of zeroes in each vector.) We have constructed a total
of (n − 1)(k − 1) + (n − d) linearly independent eigenvectors of B2 with ﬁrst coordinate zero. This
leaves at most d eigenvectors of B2 with nonzero ﬁrst coordinate. 
Weare nowable to prove ourmain result, “almost divisibility” of the Ihara zeta functions for speciﬁc
ramiﬁed covers of (q + 1)-regular graphs. Here, the base graph is a ﬁnite (q + 1)-regular graph X and
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the covering graph is Yk , made up of k copies of X , all identiﬁed at the corresponding copy of some
vertex of X . Themap Yk → X sending each vertex in Yk to the corresponding vertex in X and each edge
in Yk to the corresponding edge in X is a harmonic morphism of degree k, with ramiﬁcation occurring
at the single identiﬁed vertex. (See Fig. 1 for an example.)
Theorem 3.2. Let X be a ﬁnite (q + 1)-regular graph with vertices labeled v1, v2, . . . , vn. Let AX be the
adjacency matrix for X, and suppose that AX has d distinct eigenvalues. Let Yk be the ramiﬁed cover of X
created by identifying vertex v1 on k copies of X. (Note that the graphs X and Y1 are the same.) Then there
exists a polynomial Pk,q(u) ∈ Z[u], with coefﬁcients depending on k and q (and on the original graph X)
and with degu P  2d, such that for k l,
ζ−1Yk (u)Pl,q(u) divides ζ
−1
Yl
(u)Pk,q(u). (4)
Remark 3.3. In particular, we have that for all k 1
ζ−1X (u) divides ζ−1Yk (u)P1,q(u).
The key is that the degree of the “bad term” is independent of both n and k, so the “badness” of the
divisibility is controlled.
Proof. We will use Eq. (1). Let r be the rank of the fundamental group of X . Then the rank of the
fundamental group of Yk is kr. For k l, we see that
(1 − u2)kr−1 divides (1 − u2)lr−1.
The rest of the proof focuses on “almost divisibility” in the determinant term.
We may write the adjacency matrix for X in the following form
AX =
⎛
⎜⎜⎜⎝
0 aT1
a1 A
′
⎞
⎟⎟⎟⎠ , (5)
where a1 represents the ﬁrst column of AX . Note that A
′ is the adjacencymatrix of the graph X′ formed
by deleting vertex v1 and all of its adjacent edges from the graph X . Because of this, we see that both
AX and A
′ are real symmetric matrices. Hence, they are both diagonalizable.
Also, the adjacency matrix for Yk has the following quasi-block form:
AYk =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 aT1 a
T
1 · · · aT1
a1 A
′ 0n−1 · · · 0n−1
a1 0n−1 A′ · · · 0n−1
...
. . .
...
a1 0n−1 0n−1 · · · A′
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (6)
with k copies of the matrix A′ along the block diagonal. The matrix AYk is also real symmetric. So we
mayﬁnd an orthonormal basis forRkn−k+1 of eigenvectors ofAYk , and from these an orthogonalmatrix
M such thatMTAYkM = Δk , where Δk is a diagonal matrix.
Applying Lemma 3 to the matrix AYk , we select a basis of eigenvectors for R
kn−k+1 comprised
of eigenvectors of AYk such that no more than d of the vectors have nonzero ﬁrst coordinate. Since
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AYk is real symmetric, eigenvectors corresponding to distinct eigenvalues are orthogonal. For a given
eigenvalue λ, at most one of the basis vectors for the eigenspace Eλ has nonzero ﬁrst coordinate. So
wemay performGram–Schmidt on each eigenspace Eλ, creating an orthonormal basis of eigenvectors,
and not changing the fact that at most d of the vectors have nonzero ﬁrst coordinate.
In other words, wemay in fact takeM so every column after the ﬁrst d columns has ﬁrst coordinate
0, and therefore every row ofMT after the ﬁrst d rows has ﬁrst coordinate 0. That is,
M =
⎛
⎜⎜⎜⎜⎝
m11 m12 · · · m1d 0 · · · 0
m21 m22 · · · m2d m2(d+1) · · · m2(kn−k+1)
...
. . .
...
...
. . .
...
m(kn−k+1)1 m(kn−k+1)2 · · · m(kn−k+1)d m(kn−k+1)(d+1) · · · m(kn−k+1)(kn−k+1)
⎞
⎟⎟⎟⎟⎠ ,
MT =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m11 m21 · · · m(kn−k+1)1
m12 m22 · · · m(kn−k+1)2
...
. . .
...
m1d m2d · · · m(kn−k+1)d
0 m2(d+1) · · · m(kn−k+1)(d+1)
...
. . .
...
0 m2(kn−k+1) · · · m(kn−k+1)(kn−k+1)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Lemma 3 also shows that the eigenvalues of AYk can be categorized as follows:
• each eigenvalue λA′ ,i of the matrix A′ (where 1 i n − 1) appears with multiplicity k − 1,• each eigenvalue λA,i of the matrix A (where 1 i d) with multiplicity μi appears with multi-
plicity μi − 1, for a total of n − dmore eigenvalues, and• d other eigenvalues, call them λ1, . . . , λd, which are the only ones where the eigenvector may
have nonzero ﬁrst coordinate.
Putting this all together, we see thatMTAYkM = Δk , where Δk is the diagonal matrix⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ1
. . . 0d,n−d 0d,(k−1)(n−1)
λd
λA,1
0n−d,d
. . . 0n−d,(k−1)(n−1)
λA,d
λA′ ,1
0(k−1)(n−1),d 0(k−1)(n−1),n−d
. . .
λA′ ,n−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We now consider the matrix Q for the graph Yk . Since X is (q + 1)-regular, every vertex except the
identiﬁed v1 is adjacent to exactly q + 1 others. Vertex v1 is adjacent to k(q + 1) vertices. So
Q =
⎛
⎜⎜⎜⎝
k(q + 1) − 1 0 0 · · · 0
0 q 0 · · · 0
...
. . .
...
0 0 0 · · · q
⎞
⎟⎟⎟⎠ .
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Note that we may rewrite Q = qIkn−k+1 + Q ′ where
Q ′ =
⎛
⎜⎜⎜⎝
(q + 1)(k − 1) 0 · · · 0
0 0 · · · 0
...
. . .
...
0 0 · · · 0
⎞
⎟⎟⎟⎠ .
We now return to Eq. (1), and see that for all k 1
det
(
I − AYku + Qu2
)
= det
(
MT
(
I − AYku + Qu2
)
M
)
= det
(
I − Δku + qIu2 + MTQ ′Mu2
)
.
Sowemust understand thematrixMTQ ′M. Given the forms ofM,MT , andQ ′ above, onemay check
that
MTQ ′M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
z11 · · · z1d
...
. . .
... 0d,nk−k+1−d
zd1 · · · zdd
0nk−k+1−d,d 0nk−k+1−d,nk−k+1−d
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Let
Pk,q(u) = det
⎛
⎜⎜⎝
(q + z11)u2 − λ1u + 1 z12u2 · · · z1du2
...
. . .
...
zd1u
2 zd2u
2 · · · (q + zdd)u2 − λdu + 1
⎞
⎟⎟⎠ .
Then
det
(
I − AYku + Qu2
)
= Pk,q(u)
d∏
i=1
(
qu2 − λA,iu + 1
)μi−1 n−1∏
j−1
(
qu2 − λA′ ,ju + 1
)k−1
.
The result now follows immediately. 
4. Speciﬁc examples
We continue with the notation from Section 3. In addition, we ﬁx the following notation:
1m,n them × nmatrix of all ones
1n the n × n (square) matrix of all ones
Kn the complete graph on n vertices.
Kq+1,q+1 the (q + 1, q + 1) regular bipartite graph.
Proposition 4.1. The Ihara zeta function for Kn is
ζ−1Kn (u) = (1 − u2)n(n−3)/2(u − 1) ((n − 2)u − 1)
(
(n − 2)u2 + u + 1
)n−1
. (7)
Proof. We again use Eq. (1). In the case of Kn, these matrices have particularly simple forms.We know
that I = In. The degree of each vertex is exactly n − 1, soQ = (n − 2)In. Further,we have A = 1n − In.
The matrix In has a single eigenvalue of one with multiplicity n. The matrix of all ones has an
eigenvalue of n with multiplicity one and an eigenvalue of 0 with multiplicity (n − 1). These two
matrices commute, so they are simultaneously diagonalizable. Therefore, the eigenvalues of A are −1
with multiplicity (n − 1) and (n − 1) with multiplicity one.
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Since In and Q commute with A, the matrix In − Au + Qu2 is similar to⎛
⎜⎜⎜⎜⎝
(n − 2)u2 − (n − 1)u + 1 0 0 · · · 0
0 (n − 2)u2 + u + 1 0 · · · 0
...
. . .
...
0 0 0 · · · (n − 2)u2 + u + 1
⎞
⎟⎟⎟⎟⎠ .
The result now follows from this and two comments. First, the rank of the fundamental group of Kn
is |E(Kn)| − |V(Kn)| + 1. Thenumber of vertices isn, and thenumber of edges isn(n − 1)/2. Therefore
r − 1 = n(n − 3)/2. Second, note that
(n − 2)u2 − (n − 1)u + 1 = (u − 1) ((n − 2)u − 1) . 
Proposition 4.2. Let Xn,k be the graph consisting of k copies of Kn around a single identiﬁed vertex. Then
the Ihara zeta function for Xn,k is
ζ−1Xn,k(u) = (1 − u2)r−1(u − 1)
(
(n − 2)(nk − k − 1)u3 + (n − 3)u − 1
)
×
(
(n − 2)u2 + u + 1
)k(n−2) (
(n − 2)u2 − (n − 2)u + 1
)k−1
, (8)
where r = k
(
(n−1)(n−2)
2
)
is the rank of the fundamental group of Xn,k.
Remark 4.3. When k = 1, Eq. (8) reduces to
ζ−1Kn (u) = (1 − u2)n(n−3)/2(u − 1)
×
(
(n − 2)2u3 + (n − 3)u − 1
) (
(n − 2)u2 + u + 1
)n−2
,
which is equivalent to Eq. (7).
Proof. We begin with the analysis of the eigensystem for the adjacency matrix A. In this case, A has
the quasi block matrix form
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
1
An−1 0 0 · · · 0
0 An−1 0 · · · 0
...
. . .
...
0 · · · An−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where An−1 is the adjacency matrix for Kn−1, the complete graph on n − 1 vertices described in
Proposition 4.1.
We know from Proposition 4.1 that An−1 has a simple eigenvalue of (n − 2) and an eigenvalue of−1 with multiplicity (n − 2). From Theorem 3.2, we see that we can create (k − 1)(n − 2) linearly
independent eigenvectors of Awith eigenvalues of−1 and (k − 1) linearly independent eigenvectors
of Awith eigenvalue (n − 2), and all of these eigenvectors can be chosen to have ﬁrst coordinate 0.
The matrix An has an eigenvector of −1 with multiplicity (n − 1), so again using the proof of
Theorem 3.2, we can create (n − 2) linearly independent eigenvectors of A with eigenvalue (n − 1),
and all of them may also be chosen to have ﬁrst coordinate 0.
Wehave found (k − 1)(n − 2) + (k − 1) + (n − 2) = kn − k − 1 linearly independenteigenvec-
tors of A, all with ﬁrst coordinate 0. We just need to ﬁnd the remaining two eigenvectors.
Consider a vector of the form
u(j) =
{
x if j = 1,
1 otherwise.
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If u is an eigenvector for A, then for some λ, we have
Au = λu,⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
1
An−1 0 0 · · · 0
0 An−1 0 · · · 0
...
. . .
...
0 · · · An−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎝
x
1
...
1
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
(n − 1)k
x + (n − 2)
...
x + (n − 2)
⎞
⎟⎟⎟⎠ = λ
⎛
⎜⎜⎜⎝
x
1
...
1
⎞
⎟⎟⎟⎠ .
This yields two equations:
λx = (n − 1)k,
λ = x + (n − 2).
Combining these, we ﬁnd that
x2 + (n − 2)x − (n − 1)k = 0. (9)
Eq. (9) has two distinct real roots for all positive integers n and k with n 3. Let x1 and x2 be those
roots. Then for i = 1, 2,
ui = (xi 1 . . . 1)T
is an eigenvector of Awith eigenvalue λi = xi + (n − 2).
Since A is real symmetric, there is an orthogonal matrix M such that MTAM = Δ, where Δ is a
diagonal matrix with the eigenvalues of A along the diagonal. Given the remarks above and the proof
of Theorem 3.2, we may take:
M =
⎛
⎜⎜⎜⎜⎜⎝
x1/‖u1‖ x2/‖u2‖ 0 · · · 0
1/‖u1‖ 1/‖u2‖
...
... ∗
1/‖u1‖ 1/‖u2‖
⎞
⎟⎟⎟⎟⎟⎠ ,
MT =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
x1/‖u1‖ 1/‖u1‖ · · · 1/‖u1‖
x2/‖u2‖ 1/‖u2‖ · · · 1/‖u2‖
0
... ∗
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, and
Δ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ1 0 0 0 0 0 · · · 0
0 λ2 0 0 0 0 · · · 0
0 0 −1 0 0 0 · · · 0
...
. . . 0 · · · ...
0 0 0 · · · −1 0 · · · 0
0 0 0 · · · 0 n − 2 · · · 0
...
. . .
...
0 0 0 · · · 0 0 · · · n − 2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Now consider the matrix Q . The center vertex has degree k(n − 1), and every other vertex has
degree (n − 1), so
Q = (n − 2)I + Q ′, where
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Q ′ =
⎛
⎜⎜⎜⎝
(k − 1)(n − 1) 0 · · · 0
0 0 · · · 0
...
. . .
...
0 0 · · · 0
⎞
⎟⎟⎟⎠ .
Then we have
ζ−1Xn,k(u) = (1 − u2)r−1 det
(
I − Au + Qu2
)
= (1 − u2)r−1 det
(
MT (I − Au + Qu2)M
)
= (1 − u2)r−1 det
(
I − Δu + (n − 2)Iu2 + MTQ ′Mu2
)
.
To calculate the determinant, we need to understand the matrixMTQ ′M. A straightforward calcu-
lation shows that
MTQ ′M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
(k−1)(n−1)x21
‖u1‖2
(k−1)(n−1)x1x2‖u1‖‖u2‖ 0 · · · 0
(k−1)(n−1)x1x2‖u1‖‖u2‖
(k−1)(n−1)x22
‖u2‖2 0 · · · 0
0 0 0 · · · 0
...
. . .
...
0 0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (10)
For ease of typesetting, we let
X =
(
(n − 2) + (k − 1)(n − 1)x
2
1
‖u1‖2
)
u2 − λ1u + 1,
Y =
(
(n − 2) + (k − 1)(n − 1)x
2
2
‖u2‖2
)
u2 − λ2u + 1,
Z =
(
(k − 1)(n − 1)x1x2
‖u1‖‖u2‖
)
u2,
V = (n − 2)u2 + u + 1, and
W = (n − 2)u2 − (n − 2)u + 1.
Then
det
(
I − Δu + (n − 2)Iu2 + MTQ ′Mu2
)
= det
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
X Z 0 0 0 0 · · · 0
Z Y 0 0 0 0 · · · 0
0 0 V 0 0 0 · · · 0
...
. . . 0 · · · ...
0 0 0 · · · V 0 · · · 0
0 0 0 · · · 0 W · · · 0
...
. . .
...
0 0 0 · · · 0 0 · · · W
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= XYVk(n−2)Wk−1 − Z2Vk(n−2)Wk−1
=
(
XY − Z2
)
Vk(n−2)Wk−1.
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Hence
ζ−1Xn,k(u) = (1 − u2)r−1
(
XY − Z2
) (
(n − 2)u2 + u + 1
)k(n−2)
×
(
(n − 2)u2 − (n − 2)u + 1
)k−1
.
Comparing the above to Eq. (8), we see that it remains only to show that
XY − Z2 = (u − 1)
(
(n − 2)(nk − k − 1)u3 + (n − 3)u − 1
)
. (11)
We will do this by examining the coefﬁcients for each power of u. Before beginning, we note the
following useful facts, which we will use repeatedly in our calculations. First, from Eq. (9):
(a) x1 + x2 = −(n − 2), and
(b) x1x2 = −k(n − 2).
We also know that
(c) λi = xi + (n − 2) for i = 1, 2.
Combining the facts above, we get
(d) λ1 + λ2 = n − 2, and
(e) λ1λ2 = −k(n − 1).
Finally, we note that for i = 1, 2
(f) ‖ui‖2 = x2i + k(n − 1).
We now proceed with analyzing Eq. (11). The constant term on both sides of the equation is 1. The
coefﬁcient of u on the LHS is −(λ1 + λ2) and on the RHS is −(n − 2). Using the facts above, we see
that the coefﬁcients of u are indeed equal.
On the RHS, the coefﬁcient of u2 is (n − 3). On the LHS, we get(
(n − 2) + (k − 1)(n − 1)x
2
1
‖u1‖2
)
+
(
(n − 2) + (k − 1)(n − 1)x
2
2
‖u2‖2
)
+ λ1λ2
= 2n − 4 − k(n − 1) + (k − 1)(n − 1)
(
x21
‖u1‖2 +
x22
‖u2‖2
)
.
Using facts (a)–(f) above, we see that
x21
‖u1‖2 +
x22
‖u2‖2 = 1. (12)
So the coefﬁcient of u2 on the RHS is
2n − 4 − k(n − 1) + (k − 1)(n − 1) = (n − 3).
The coefﬁcient of u3 on the LHS is −(n − 2)(nk − k − 1). On the RHS, we have
−λ1
(
(n − 2) + (k − 1)(n − 1)x
2
2
‖u2‖2
)
− λ2
(
(n − 2) + (k − 1)(n − 1)x
2
2
‖u1‖2
)
= −(λ1 + λ2)(n − 2) − (k − 1)(n − 1)
(
λ2x
2
1
‖u1‖2 +
λ1x
2
2
‖u2‖2
)
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= −(n − 2)2 + (k − 1)(n − 1)(n − 2)
= −(n − 2)(nk − k − 1),
where the third line comes from applying facts (a)–(f).
Finally, we turn to the coefﬁcient of u4. On the LHS, we have (n − 2)(nk − k − 1). On the RHS, we
have
(n − 2)2 + (n − 2)
(
(k − 1)(n − 1)x21
‖u1‖2
)
+ (n − 2)
(
(k − 1)(n − 1)x22
‖u2‖2
)
= (n − 2)2 + (n − 2)(k − 1)(n − 1)
= (n − 2)(nk − k − 1),
where in the second line we have again applied Eq. (12).
We have shown Eq. (11) holds, and this completes the proof. 
An immediate corollary of Propositions 4.1 and 4.2 is a speciﬁc form of Theorem 3.2 in the case
where the base graph is Kn.
Corollary 4.4. Let Xn,k be the graph consisting of k copies of Kn around a single identiﬁed vertex. If i j,
then ζ−1Xn,i (u)((n − 2)(nj − j − 1)u3 + (n − 3)u − 1) divides ζ−1Xn,j (u)((n − 2)(ni − i − 1)u3 + (n −
3)u − 1). In particular, for all k 1
ζ−1Kn (u) divides ζ
−1
Xn,k
(u)
(
(n − 2)2u3 + (n − 3)u − 1
)
.
Recall that in Theorem 3.2, the degree of the polynomial Pk,q(u) as a polynomial in uwas bounded
by twice the number of distinct eigenvalues for the original graph X . It’s not clear a priori that the
polynomial Pk,q(u) is nontrivial (giving true divisibility of the reciprocals of the zeta functions). Here
wehave a speciﬁc example of a graphKn and a ramiﬁed cover of the graphXn,k , where ζ
−1
Kn
(u)  ζ−1Xk,n(u).
We see that each term of (7) divides some term of Eq. (8), except for the term
(n − 2)2u3 + (n − 3)u − 1,
which will never divide
(n − 2)(nk − k − 1)u3 + (n − 3)u − 1
(nor will it divide any other term of ζ−1Xk,n(u) when n > 3).
In the special case n = 3 we do actually have ζ−1K3 (u) | ζ−1X3,k(u) for every k 1. The u3 − 1 term
divides into an “extra” copy of (u − 1)(u2 + u + 1), where the ﬁrst term arises from (1 − u2)r−1, and
the other arises from (u2 + u + 1)k .
We turn now to the next simplest case: the (q + 1, q + 1)-regular bipartite graph. See Fig. 2 for an
example.
Proposition 4.5. The Ihara zeta function for Kq+1,q+1 is
ζ−1Kq+1,q+1(u) = (1 − u2)q
2−1 (qu2 − (q + 1)u + 1) (13)
×
(
qu2 + (q + 1)u + 1
) (
qu2 + 1
)2q
.
Proof. We again use Eq. (1), and the fact that for Kq+1,q+1 the matrices in question have particularly
simple forms. Note that the rank of the fundamental group of Kq+1,q+1 is∣∣E(Kq+1,q+1)∣∣− ∣∣V(Kq+1,q+1)∣∣+ 1 = (q + 1)2 − 2(q + 1) + 1 = q2,
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Fig. 2. K3,3 and two copies of the graph around a single identiﬁed vertex: (a) the (3,3)-complete bipartite graph; (b) two copies
of K3,3.
which leads to the exponent on the ﬁrst term in Eq. (13).
Since the graph is (q + 1)-regular and has 2(q + 1) vertices, we know that I = I2(q+1) and Q =
qI2(q+1). We may choose a labeling for the vertices such that the adjacency matrix has the form
Aq+1 =
(
0q+1 1q+1
1q+1 0q+1
)
.
Deﬁne vectors u1 and u2 as follows:
u
(j)
1 = 1 for 1 j 2q + 2, and u(j)2 =
{
1 for 1 j q + 1,
−1 for q + 2 j 2(q + 1).
So in the case q = 3, we have
u1 = (1, 1, 1, 1, 1, 1, 1, 1)T , and
u2 = (1, 1, 1, 1,−1,−1,−1,−1)T
It is a simple matter to check that these are eigenvectors of Aq+1 with eigenvalues of (q + 1) and−(q + 1) respectively.
Also deﬁne 2q linearly independent vectors as follows. For 1 j q, let
v
(m)
1,j =
⎧⎨
⎩
−1 if m = q + 2,
1 if m = (q + 2) + j,
0 otherwise.
(14)
(Note that each vector v1,j has ﬁrst coordinate zero.) Also for 1 j q, let
v
(m)
2,j =
⎧⎨
⎩
−1 if m = 2,
1 if m = 2 + j,
0 otherwise
for j > 1 and v
(m)
2,1 =
⎧⎨
⎩
−1 if m = 1,
1 if m = 2,
0 otherwise.
(15)
(Note that each vector v2,j has ﬁrst coordinate zero except v2,2.)
So, for q = 3 we have the vectors
v1,1 = (0, 0, 0, 0,−1, 1, 0, 0)T ,
v1,2 = (0, 0, 0, 0,−1, 0, 1, 0)T ,
v1,3 = (0, 0, 0, 0,−1, 0, 0, 1)T ,
v2,1 = (−1, 1, 0, 0, 0, 0, 0, 0)T ,
v2,2 = (0,−1, 1, 0, 0, 0, 0, 0)T , and
v2,3 = (0,−1, 0, 1, 0, 0, 0, 0)T .
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Each vi,j is an eigenvector of Aq+1 with eigenvalue 0, and they are easily checked to be linearly
independent by comparing the placement of the nonzero coordinates. With this, we have found a
complete eigensystem for Aq+1.
Since I2(q+1) and qI2(q+1) both commute with any square matrix of appropriate dimension, we see
that the matrix I2(q+1) − Aq+1u + Qu2 is similar to⎛
⎜⎜⎜⎜⎜⎜⎝
qu2 − (q + 1)u + 1 0 0 · · · 0
0 qu2 + (q + 1)u + 1 0 · · · 0
0 0 qu2 + 1
...
. . .
...
0 0 0 · · · qu2 + 1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
The result follows by computing this determinant. 
Proposition 4.6. Let Xq+1,k be the graph consisting of k copies of Kq+1,q+1 with a single vertex on each of
the k copies identiﬁed. Then the Ihara zeta function for Xq+1,k satisﬁes
ζ−1Xq+1,k(u) = (1 − u2)kq
2−1 (qu2 + 1)k(2q−1) (16)
×
(
q2u4 − q(q − 1)u + 1
)k−1
(u2 − 1)Pk,q(u), where
Pk,q(u) = (q2((q + 1)k − 1)u4 + q(q − 1)u2 − 1). (17)
Proof. The proof proceeds much like the one of Proposition 4.2.
Because Xq+1,k consists of k copies of a graph with fundamental group having rank q2 around a
single identiﬁed vertex, the rank of the fundamental group of Xq+1,k is kq2. This gives the exponent on
the ﬁrst term in Eq. (16).
For ease of notation, deﬁne the column vector bq+1 of dimension 2q + 1 by
b
(j)
q+1 =
{
0 if 1 j q,
1 if q + 1 j 2q + 1.
In the case q = 3, that is
b3 = (0, 0, 0, 1, 1, 1, 1)T .
Also deﬁne a (2q + 1) × (2q + 1) matrix by
A′ =
(
0q 1q,q+1
1q+1,q 0q+1
)
.
Then we may label vertices of Xq+1,k so that the adjacency matrix has the quasi block form
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 bTq+1 bTq+1 · · · bTq+1
bq+1 A′ 02q+1 02q+1
bq+1 02q+1 A′ 02q+1
...
. . .
...
bq+1 02q+1 02q+1 A′
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
In order to understand the eigensystem of A, we will ﬁrst understand the eigensystem of A′
For 1 i q − 1, deﬁne column vectors xi of dimension 2q + 1 by
x
(m)
i =
⎧⎨
⎩
−1 if m = 1,
1 if m = i + 1,
0 otherwise.
(18)
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So for q = 3, we have two vectors
x1 = (−1, 1, 0, 0, 0, 0, 0)T and
x2 = (−1, 0, 1, 0, 0, 0, 0)T .
For 1 i q, deﬁne column vectors yj of dimension 2q + 1 by
y
(m)
j =
⎧⎨
⎩
−1 if m = q + 1,
1 if m = (q + 1) + j,
0 otherwise.
(19)
Again, for q = 3 we have
y1 = (0, 0, 0,−1, 1, 0, 0)T ,
y2 = (0, 0, 0,−1, 0, 1, 0)T and
y2 = (0, 0, 0,−1, 0, 0, 1)T .
This is easily checked to be a system of 2q − 1 linearly independent eigenvectors of A′, all having
eigenvalue zero.
Now, let u be a column vector of dimension 2q + 1 deﬁned by
u(j) =
{
x if 1 j q,
1 if q + 1 j 2q + 1.
Then (
A′u
)(j) = {q + 1 if 1 j q,
qx if q + 1 j 2q + 1.
So in the case q = 3, we have
u = (x, x, x, 1, 1, 1, 1)T and
A′u = (4, 4, 4, 3x, 3x, 3x, 3x)T .
If u is an eigenvector of A′, then for some λ we have
q + 1 = λx and
qx = λ.
These two equations yield q + 1 = qx2, or in otherwords x = ±√(q + 1)/q. Since q 1,we have two
more eigenvalues
λ = qx = ±
√
q(q + 1).
Thus we have a complete eigensystem for A′.
From Theorem 3.2, we see that this yields
• (k − 1) linearly independent eigenvectors of Awith eigenvalue √q(q + 1),
• (k − 1) linearly independent eigenvectors of Awith eigenvalue −√q(q + 1), and
• (2q − 1)(k − 1) linearly independent eigenvectors of Awith eigenvalue 0.
It will be useful to have a description of the eigenvectors with eigenvalue 0, so we provide that
here. Eq. (18) combined with the construction described in Eq. (2), give the following eigenvectors for
3 i q + 1 and 1 j k − 1
t
(m)
i,j =
⎧⎨
⎩
−1 if m = 2 or j(2q + 1) + i,
1 if m = i or j(2q + 1) + 2,
0 otherwise.
(20)
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For example, if q = 3 and k = 3 (so the graph is 3 copies of K4,4), we have the vectors
t3,1 = (0,−1, 1, 0, 0, 0, 0, 0, 1,−1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T ,
t4,1 = (0,−1, 0, 1, 0, 0, 0, 0, 1, 0,−1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T ,
t3,2 = (0,−1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1,−1, 0, 0, 0, 0, 0)T ,
t4,2 = (0,−1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0,−1, 0, 0, 0, 0)T .
Similarly, Eq. (19) combinedwith the construction described in Eq. (2), give the following eigenvectors
for 3 i q + 2 and 1 j k − 1
u
(m)
i,j =
⎧⎨
⎩
−1 if m = q + 2 or j(2q + 1) + (q + i)
1 if m = q + i or j(2q + 1) + (q + 2)
0 otherwise.
(21)
Again, we illustrate the vectors if q = 3 and k = 3:
u3,1 = (0, 0, 0, 0,−1, 1, 0, 0, 0, 0, 0, 1,−1, 0, 0, 0, 0, 0, 0, 0, 0, 0)T ,
u4,1 = (0, 0, 0, 0,−1, 0, 1, 0, 0, 0, 0, 1, 0,−1, 0, 0, 0, 0, 0, 0, 0, 0)T ,
u5,1 = (0, 0, 0, 0,−1, 0, 0, 1, 0, 0, 0, 1, 0, 0,−1, 0, 0, 0, 0, 0, 0, 0)T ,
u3,2 = (0, 0, 0, 0,−1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1,−1, 0, 0)T ,
u4,2 = (0, 0, 0, 0,−1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0,−1, 0)T ,
u5,2 = (0, 0, 0, 0,−1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0,−1)T .
In addition, the analysis of the eigensystem of Aq+1 in Proposition 4.5 has 0 as an eigenvalue with
multiplicity 2q, meaning that we have an additional 2q − 1 linearly independent eigenvectors of A
with eigenvalue 0. Again, we will ﬁnd it useful to describe these vectors explicitly.
Eq. (14) together with the process described in Eq. (3) yields the following eigenvectors of A for
1 j q
v
(m)
1,j =
⎧⎨
⎩
−1 if m = q + 2,
1 if m = (q + 2) + j,
0 otherwise.
(22)
Similarly, Eq. (15) together with the process described in Eq. (3) yields the following eigenvectors of A
for 1 j q − 1
v
(m)
2,j =
⎧⎨
⎩
−1 if m = 2,
1 if m = 2 + j,
0 otherwise.
(23)
In the case q = k = 3, we have
v1,1 = (0, 0, 0, 0,−1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T ,
v1,2 = (0, 0, 0, 0,−1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T ,
v1,3 = (0, 0, 0, 0,−1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T ,
v2,1 = (0,−1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T ,
v2,2 = (0,−1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T .
Additionally, deﬁne a single column vector of dimension 2kq + k + 1 by
z(m) =
⎧⎨
⎩
−q if m = 1,
1 if m ≡ 2, 3, . . . , q (mod 2q + 1),
0 otherwise.
(24)
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So z has ﬁrst coordinate−q, followed by alternating blocks of q ones and then q + 1 zeroes. In the case
q = 3 and k = 3 as above, we have
z = (−3, 1, 1, 1, 0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 1, 1, 1, 0, 0, 0, 0)T .
From the quasi-block form of the matrix A, we see that z is another eigenvector of A with eigenvalue
0, linearly independent from the ones described above, since all of those have ﬁrst coordinate zero.
We have found 2kq + k − 1 linearly independent eigenvectors for A, leaving only two more. Let
w
(m)
1 =
⎧⎪⎪⎨
⎪⎪⎩
−k
√
q+1
q+k if m = 1,
−
√
q+1
q+k if (i − 1)q + (i + 1)m iq + i,
1 otherwise,
(25)
w
(m)
2 =
⎧⎪⎪⎨
⎪⎪⎩
k
√
q+1
q+k if m = 1,√
q+1
q+k if (i − 1)q + (i + 1)m iq + i,
1 otherwise.
(26)
In other words, for i = 1, 2 the vector wi consists of a ﬁrst coordinate (−1)ik
√
q+1
q+k , then for each
block of 2q + 1 coordinates (corresponding to each copy of the graph Kq+1,q+1), the vector consists
of q entries of (−1)i
√
q+1
q+k followed by q + 1 entries of 1. Using the quasi-block form of A, we may
calculate:
(Aw1)
(m) =
⎧⎨
⎩
kq if m = 1,
q if (i − 1)q + (i + 1)m iq + i,
−√(q + 1)(q + k) otherwise,
(Aw2)
(m) =
⎧⎨
⎩
kq if m = 1,
q if (i − 1)q + (i + 1)m iq + i,√
(q + 1)(q + k) otherwise.
A simple calculation then shows that
Aw1 = −
√
(q + 1)(q + k) w1 and
Aw2 =
√
(q + 1)(q + k) w2.
Note that in the case k = 1 (so the graph is simply Kq+1,q+1), these ﬁnal two eigenvalues reduce to±(q + 1) and the eigenvectors are exactly the eigenvectors corresponding to these eigenvalues from
Proposition 4.5.
Sowe have found the ﬁnal two eigenvectors and eigenvalues of A. As in the proof of Proposition 4.2,
we ﬁnd an orthogonal matrix M so that MTAM = Δ, where Δ is the diagonal matrix of eigenvalues
described above.
Because the matrix A is real symmetric, eigenvectors corresponding to different eigenvalues are
orthogonal. Furthermore, only eigenvectorswith nonzero ﬁrst coordinate affect the value of thematrix
MTQ ′M as in Eq. (10). Given these facts, we must normalize the vectors w1 and w1 in Eqs. (25) and
(26), and ﬁnd an orthonormal basis for the eigenspace of 0.
Comparing the vector z (Eq. (24)) with the vectors ti,j (Eq. (20)), one ﬁnds that for all i, j
z · ti,j = −1 + 1 + 1 − 1 = 0.
Similarly, comparing the vector zwith the vectors v1,j (Eq. (22)), on ﬁnds that for all j
z · v1,j = −1 + 1 = 0.
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Comparing the vector z to the vectors ui,j (Eq. (21)), one ﬁnds that for all i, j
z · ui,j = 0.
And comparing the vector z to the vectors v2,j (Eq. (22)), on ﬁnds that for all j
z · v2,j = 0.
(In the ﬁnal two cases above, the nonzero coordinates are in complementary positions.)
Hence, to ﬁnd an orthonormal basis for the eigenspace of 0, we simply normalize the vector z and
then perform Gram–Schmidt on the other basis vectors described above.
Using the vectors z, v1, and v2, along with the facts that for i = 1, 2
‖wi‖ =
√
2k(q + 1) and
‖z‖ =
√
q(k + q),
we can ﬁnd the relevant entries in the matricesM andMT
M =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−
√
k
2(q + k)
√
k
2(q + k) −
√
q
(q + k) 0 · · · 0
w
(2)
1 /‖w1‖ w(2)2 /‖w2‖ z(2)/‖z‖
...
... ∗
w
(2kq+k+1)
1 /‖w1‖ w(2kq+k+1)2 /‖w2‖ z(2kq+k+1)/‖z‖
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
MT =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−
√
k
2(q + k) w
(2)
1 /‖w1‖ · · · w(2kq+k+1)1 /‖w1‖√
k
2(q + k) w
(2)
2 /‖w2‖ · · · w(2kq+k+1)2 /‖w2‖
−
√
q
(q + k) z
(2)/‖z‖ · · · z(2kq+k+1)/‖z‖
0
... ∗
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
Δ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ1 0 0
0 λ2 0
0 0 0
02kq−k √
q(q + 1)Ik−1
−
√
q(q + 1)Ik−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where
λi = (−1)i
√
(q + 1)(q + k). (27)
We now turn to the matrix Q . Each vertex of Xq+1,k connects to q + 1 others, except the central
vertex, which connects to k(q + 1) others. Thus,
Q = qI2kq+k+1 + Q ′ where (28)
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Q ′ =
⎛
⎜⎜⎜⎝
(k − 1)(q + 1) 0 · · · 0
0 0 · · · 0
...
. . .
...
0 0 · · · 0
⎞
⎟⎟⎟⎠ .
Using the relevant entries ofM andMT above, we can ﬁnd the matrixMTQ ′M. We have
MTQ ′M =
⎛
⎜⎜⎜⎜⎜⎜⎝
b1,1 b1,2 b1,3
b2,1 b2,2 b2,3 03,2kq+k−2
b3,1 b3,2 b3,3
02kq+k−2,3 02kq+k−2,2kq+k−2
⎞
⎟⎟⎟⎟⎟⎟⎠
,
where
b1,1 = b2,2 = b3,3 = −b1,2 = −b2,1 = k(k − 1)(q + 1)
2(k + q) , (29)
b2,3 = b3,2 = −b1,3 = −b3,1 = (k − 1)(q + 1)
(k + q)
√
kq
2
. (30)
Then reasoning as in the proof of Proposition 4.2, we have
ζ−1Xq+1,k(u) = (1 − u2)kq
2−1 det
(
I − Δu + qIu2 + MTQ ′Mu2
)
.
For ease of notation, let
B =
⎛
⎜⎝
(
q + b1,1) u2 − λ1u + 1 b1,2u2 b1,3u2
b2,1u
2
(
q + b2,2) u2 + λ2u + 1 b2,3u2
b3,1u
2 b3,2u
2
(
q + b3,3) u2 + 1
⎞
⎟⎠ .
Then by the arguments above, det(I − Au + Qu2) can be calculated as the determinant of the
following block matrix,⎛
⎜⎜⎜⎜⎜⎜⎜⎝
B
(qu2 + 1)I2kq−k
(qu2 −
√
q(q + 1)u + 1)Ik−1
(qu2 +
√
q(q + 1)u + 1)Ik−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Using the deﬁnitions of the λi and the bi,j in Eqs. (27), (29), and (30), Mathematica calculates
det B = (u − 1)(u + 1)
(
kq3u4 + kq2u4 − q2u4 + q2u2 − qu2 − 1
)
.
Let
Pk,q(u) =
(
kq3u4 + kq2u4 − q2u4 + q2u2 − qu2 − 1
)
,
which is equivalent to the form given in (13). The result follows immediately. 
Remark 4.7. The result above again shows that “almost divisibility” is the best one may achieve for
zeta functions of these special ramiﬁed covers of graphs. The polynomial Pk,q(u) will not divide any
term of ζXq+1,l(u)
−1 when k < l.
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