Abstract-We propose two classes of constant weight codes, which can be used for correcting t symmetric errors and simultaneously detecting all unidirectional errors. Codes in the first class are in quasi-systematic form and codes in the second class are in systematic form. Since each codeword of codes in both classes can be divided into a data part and a parity check part, the proposed codes have the merit of easily mapping messages into codewords.
I. INTRODUCTION RROR control coding [1]-
consists of important tech-E niques for computer or communication systems to increase the reliability against errors. Different systems may be vulnerable to different types of errors. If the 1 + 0 errors and 0 ---f 1 errors occur with equal probability in each code bit, we classify this type of error as symmetric. If 1 + 0 errors and 0 + 1 errors are both likely to occur but not simultaneously in each codeword of a system, we classify this type of error as unidirectional. Conventional error detectingkorrecting codes are usually designed for combatting symmetric errors [l] , [2] . It has been reported [4] that the most likely faults in VLSI chips cause unidirectional errors. Therefore, the number of symmetric errors is usually limited while the number of unidirectional errors can be very large. Hence, there are some research works [5] - [lo] aiming at designing codes for correcting up to t symmetric errors and detecting all unidirectional errors. These codes are called t-EC/AUED codes. Most research works about t-ECIAUED codes concentrate on systematic t-ECIAUED codes, which are constructed by applying Berger techniques [3] , [12] to some systematic linear codes. Systematic codes have the merit of easily mapping messages into codewords. However, some nonsystematic codes also have the merit of easily mapping messages into codewords. For example, let us consider a code in quasi-systematic form, for which each codeword is divided into a data part and a parity check part, where the data part has a one-to-one correspondence with the meassage to be encoded. Clearly, mapping messages into codewords is easy if the size of message space is not large. In case the The author is with the Department of E1ec;rical Engineering, National Taiwan University, Taipei 106, Taiwan, ROC.
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size of message space is very large, we can make a small compromise by slightly increasing the code length to achieve a much simplified implementation of mapping messages into codewords, which will be illustrated in Example 7 of this paper. Bose and Rao [5] have shown that constant weight codes with minimum distance 2t + 2 are t-EC/AUED codes.
In [5] , Bose and Rao introduced a class of constant weight codes with minimum distance 4, which are in quasi-systematic form. In [ 131- [15] , some classes of quasi-systematic constant weight codes with distances of 6, 8, and 10 were proposed.
In this paper, we present two classes of constant weight codes as t-ECIAUED codes. Codes in the first class are in quasisystematic form, which are generalized from the Bose and Rao codes and are modified from the codes in [13] - [15] . Codes in the first class can be designed to have minimum distances of 2t, where t 2 2. Codes in the second class are in systematic form, which are constructed by combining the technique of designing the Bose and Rao codes and the technique of designing the systematic constant weight codes presented by Boinck and van Tilborg in [lo] . Codes in the second class have the minimum distances of 4t + 2, where t 2 1. Some specific codes proposed in this paper are very efficient in the coding rate. For all the codes presented in this paper, we also design an efficient decoding algorithm based on the well-developed technique of decoding binary BCH codes.
QUASI-SYSTEMATIC CONSTANT WEIGHT CODES PROPOSED BY BOSE AND RAO
In this section, we describe the quasi-systematic constant weight codes of distance 4 proposed by Bose and Rao in [5] .
Let n be an integer. There are (7) n-tuples of weight I , which can represent (7) distinct messages. Let N be the set of all the n-tuples of weight 1 and M be the set of (7) messages. Let f : M + N represent a one-to-one mapping. A quasi-systematic constant weight code C of length ( n + p) which has (7) codewords can be constructed by appending a p-tuple of weight r to each of the (7) n-tuples of weight I, which is firstly encoded from one of the ( ; ) messages. The n -tuple and p-tuple of a codeword are called the data part and the parity check part, respectively. The parity check part of a codeword is designed to maximize the minimum distance between ( n + 1)-tuples. patterns. Hence, the detectable but uncorrectable error patterns include all the unidirectional errors. Note that the detectable but uncorrectable error patterns also include all the error patterns of two symmetric errors. Therefore, this class of quasisystematic constant weight codes with distance 4 proposed by Bose and Rao can be used as 1-EC/AUED codes. This class of quasi-systematic 1-EC/AUED codes, which can be easily encoded and decoded, sometimes are more efficient than the best systematic 1-EC/AUED codes. For example, by taking n = 10,l = 5 , p = 5, and r = 2, we have a 1-EC/AUED code of length 15 and (A41 = 252. Let k = [log, 2521 = 7.
The best known systematic 1-EC/AUED code with a 7-bit message has code length of 16 [lo] .
to represent the one-to-one mapping, where P is a subset of the set of all the p-tuples of weight r and the cardinality of P is n. Suppose a message E E M is encoded into the data part Ti E N . We The codes constructed in this section are generalized from the Bose and Rao codes in [5] and are modified from the codes in [13] iii) For any condition not in i and ii, we detect an uncorrectable error pattern in E*.
In [SI, it has been shown that any constant weight code with minimum distance of 2t + 2 is a t-EC/AUED code.
Using the above decoding algorithm, we are able to correct
where P is a subset of the_set of all the p-tuples of weight r and the cardinality of P is 2'". For each message E from A4, we have Ti = f(E),@ = h(Eycta; -a;) and
Hence, C is a constant weight code in quasi-systematic form.
The distance property of C can be examined as follows. 
The decoding is then implemented as follows: 1) We decode [Z*lV*] according to a technique similar to that used for quasi-systematic codes with distance 4 except that in step ii of decoding, the syndrome S1 is used to replace S. If Using this decoding algorithm for C, we can correct up to 2 symmetric errors and detect all unidirectional errors. Moreover, the detectable but uncorrectable error patterns include all the error patterns of 3 symmetric errors.
Example I: Let n = 15,p = 6 , l = 7, and r = 3. The code C is a quasi-systematic constant weight code of length 27, 
B. Construction I-B: Codes with Distance 8
We now construct a quasi-systematic constant weight code C of distance 8. It is required that 2p -1 and 3 be relatively prime and n 5 2p -1. Each codeword E of C is divided into five parts, zi,?J,Z!Z!Z, where ? i is an n-tuple of weight 1,5,Ei,Z are p-tuples of weight r and Z is a q-tuple of Furthermore, z = C ( C~~~ 'u; . pi), where the definition of vi . Pi is similar to that for ai . ai described in Section 11.
C. Let us check the following conditions to see the distance property of C:
The BCH bound shows that
Combining 1-7, we see that C has minimum distance of at least 8. Clearly, C is a quasi-systematic constant weight code of length n + 3 p + q and weight 1 + 37-+ s. This code can be used as a 3-EC/AUED code.
Let c) In step 1 ET;* is decoded and in step 2, mT* = E;* then the message E*** is equal to S T * . We calculate S i = ( E : : :
. Then, we use S-1, So, Si, S i and the decoding algorithm for 3-errorcorrecting BCH codes to remove errors in si* and obtain the associated message E***. If the decoding algorithm for BCH codes cannot be processed, then an uncorrectable error condition is detected.
@*,E***)
> 3, then an uncorrectable error pattern in C* is detected. Otherwise, ET*** is the finally decoded message.
5) For any condition not applicable to the previous steps, we detect an uncorrectable error pattern in C*.
Using the decoding algorithm just described for C, we can correct up to three symmetric errors and detect all unidirectional errors. The detectable but uncorrectable error patterns also include all the error patterns of 4 symmetric errors. a by a', a , Pt be the subset of the set of all pt-tuples of weight rt with cardinality 2f'. We need a one-to-one mapping gt: The set of allp-tuples + Pt.
2) For 1 5 J < t, the design of Vt-J+l and Wt-3+1 has the following requirement. Let v3,1 be the integer such that 2"-l P 1 -1 < pt-,+l 5 2 "~ -1. Let p3 be a primitive element in the field of GF (2"3 l) . We mark the pt-3+1 [5] it has been shown that a constant weight code with minimum distance 2t + 2 is an t-EC/AUED code, the code C constructed in this section is a (2t)-ECIAUED code.
2) Suppose that
It should be noted that we can make the code be constructed more efficiently under the following conditions. In case that t > 1, the design of and G1 can be made a little bit differently. Under this condition, we mark the pa positions of 212 by the elements of an additive abelian group of cardinality pz and we only require that ( : ; ) 2 pa. Let Pi be the subset of all pl-tuples of weight r1 with cardinality p z . Then, the mapping g1 is modified to be a mapping from the set of the additive abelian group into Pi, Since 
2)
If 21f-i is detected to be in error we increase i by 1 and repeat step 2, where we mean that V: -i is detected to be in error by the condition that 3) If G;-j is detected to be in error we increase j by 1 and repeat step 3, where we mean that T5:-j is detected to be in error by the condition that G;-j is not in Pt-i. 4 ) Let E* = ti*** and we encode E*** into E*** = [a;** I . . . IT$** IE*** I$** I . . le;**]. If d(E*, ,***) 5 24 then ti*** is correctly decoded; otherwise we proceed to step 5. are detected to be in error, then we detect an uncorrectable error pattern in E*; otherwise we proceed to step 6. 6) Let T:t*-ri+l = g;-1i(21:-i) and 7J:lj+l = gt-j(wt-j).
is not in Pt-i.
)
If all the E;-i and -1 -* Similarly, we decode G;-j+z into G:t*-rj+2 from ji;tj+2 = gt--1j+l(5;-j-l) and 6;-j+2. In this way, we finally have 21;" and G;*. 7) We decode ?i* into E*** from E* and V:* using the decoding algorithm for a t-error-correcting BCH code. End(E*, E***) 5 2t, then E*** is correctly decoded; otherwise we proceed to step 8.
8) We decode ti* into E*** from E* and G:* using the decoding algorithm for a t-error-correcting BCH code. En-@*,E***) 5 2t, then E*** is correctly decoded; otherwise we proceed to step 9. 9) We decode ? i * into E*** from E*,$* and E;* using the decoding algorithm for a (2t)-error-~orrecting BCH code.
If d(Z*,E***) 5 2t, then E** is correctly decoded, otherwise we proceed to step 10. 10) Increase i by 1 and proceed to step 2 and complete steps 6 to 9. If E*** is still not correctly decoded, we proceed to step 11. 11) Increase j by 1 and proceed to step 3 and complete steps 6-10.
12) In case that we obtain E*** which results in the condition that d(Z,E***) 5 2t, we have the decoded message 5 i = f-'(Z***). Otherwise, we detect an uncorrectable condition. We now check the validity of the above decoding procedure. Assume that the number of total symmetric errors in E* is at most 2t. Denote the number of symmetric errors in a , wt--i, wt-j by e, et-i and ft-j, respectively. Clearly, if e = 0, we can have the correct E*** = E* in step 4 of decoding. Hence, we assume e # 0 in the following conditions of ii-iv to be checked. i) For 0 5 i < t and 0 5 j < t , all the et-i and f t -j are nonzero. Since the total number of errors is assumed to be 2t, the data part E* is correct. : J+l, . . , wt and E** decoded correctly.
c) e + e t + . -. + e t -I + l > t and e + f t + --. + f t -J + l > t:
In this case, it must be that et + ... + et-I+l < t and ft + ... + ft-J+I < t. We see that et, .. . Since C is a constant weight code of distance 4t + 2 and we can remove up to 2t symmetric errors, the uncorrectable but detectable error patterns include all the unidirectional errors.
Example 4: Let t = 2 , n = 23, and I = 11. We require that p1 = 5 so that 2p1 -1 1 n = 23. Then, p = 1-11 + p2 = 10. Using p2 = 13 and 7-2 = 6, we have ( y ) = 1716 2 2'" = 21°.
Using p l = 6 and r1 = 3, we have kt) = 20 2 13. For 2 5 j < t, the design of gt-j+l has the following requirements. Let Xj,l be the integer such that 2x3J-1 -1 < qt-j+l 5 2'3%' -1. Let yj be a primitive element in the field of GF(2'3J). We mark the qt-j+l positions of gt-j+1 by $ , T~, . . . ,,yF-i+l-l , respectively. Suppose that we need Z ( t -j ) -1 X j , l , Xj,2, . . . , Xj+j bits to represent ~j , $, . . . , yj Let X j = Xj,l + Xj,2 + . . . + Xj,t-j. We require that (:;I:) 1 2'3. Let Qt-j be the subset of the set of all qt-j-tuples of weight st-j with cardinality 2xj. We need a one-to-one mapping ht+: The set of allXj-tuples --f Qt-j.
The encoding of code C is designed as follows. A message E from the message space M is first mapped into E by f ( E ) , where f is the mapping defined in Section 11. Then, E will be mapped into Tt,Zt-l,. . . ,VI exactly the same as in the case 1. The mapping of E into Zt-1, . . . , E1 is implemented as follows. Let n-1 n-1
In-1
which is a $-tuple. We then have Zi-1 by ht-i(j7'). For 2 5 j < t, we have
The vector jji-j+l is a Xj-tuple. Then, Et-j = h t -j (~~-j + l ) . The minimum distance of C can be shown to be 4t using the argument similar to that used in case 1. C is a quasi-systematic constant weight code of length n+pl+. . .+pt+ql+. . .+qt-l and weight 1 + r1 + ... + rt + s1 + . .. + st-l. Hence, C is a quasi-systematic (2t -1)-EC/AUED code. The decoding of codes of case 2 can be implemented similar to that for case 1.
IV. CONSTRUCTION 11: SYSTEMATIC CONSTANT WEIGHT CODES WITH DISTANCE 6
It is clear that a systematic constant weight code with distance 2t + 2 is a systematic t-EC/AUED code. In [lo] , Boinck and van Tilborg presented a very simple but sometimes most efficient systematic constant weight codes. The construction is described as follows. Consider a code of length 2n for which each codeword is in the form of [ElZ], where E is an n-tuple and E' is the n -tuple that is equal to the binary complement of E. It can be easily checked that this code is a constant weight code of length 272 and weight n. If we encode each b -bit message E into E, which is a codeword of an (n,lc,d) systematic binary code, then we see that this code has minimum distance of 2d. Hence, this code is a systematic (d -1)-EC/AUED code. In this section, we modify this construction to a class of more powerful constant weight codes.
A. Construction II-A: Codes with Distance 6
We now construct systematic constant weight codes with distance 6 by adding some constant weight parity check part similar to those used in constructing quasi-systematic constant weight codes to the codes designed by Boinck and van Tilborg.
Let C be a code of length 2n + p for which each codeword is in the form of [Ti161Cc] , where Ti is an n-tuple, Tic is the binary complement of Z and 6 is a p-tuple of weight r. Let (a0 = 0, a1, . . , an-1} be an abelian additive group and P be a subset of p-tuples of weight r , which has cardinality of n. Mark the n positions of E by QO, a1 ,.. . , a,-l and define the one-by-one mapping g: {ao, a l , . . . , an--l} --f P as we did in Section 11. Here, Ti is a codeword of an (n, n -1,2) binary systematic code V. The encoding of C is done by first encoding each ( n -1)-bit message E into a codeword Z of V. Then, E is equal to g(C::i a, . a,) and ZC is obtained by taking the binary complement of Z. Let E = [Z161Zc] and 2 4 from the argument used in Section 11.
Therefore, the code C has minimum distance of 6. Note that C is a systematic constant code of length 2n + p and weight n + r. Hence C is a 2-EC/AUED code. Combining the previous two conditions, we note that the minimum distance of C is at least 4t + 2. The code C is a systematic constant weight code of length 2n + p and weight n + r. Clearly, C is a systematic (2t)-ECIAUED code.
Construction II-A is very similar to the special case of Construction II-B with t = 1 except that the former requires that (8) 2 n and the latter requires that (F) 2 2p > n.
Therefore, sometimes the former is more efficient than the latter. Both Constructions II-A and II-B can be decoded in the following way. Let [E*lb*ITi"*] be the vector to be decoded. 2) Denote [Ti*l6*] by using the decoding algorithm of the t-error-correcting BCH code.
3) If the number of symmetric errors in E* is at most 2t, then at least one of the decodings from steps 1 to 2 will result in the correct decoding. Otherwise, an uncorrectable error pattern will be detected.
Example 6: Let V be the (n, k) shortened BCH code of distance 4 where n = 15,k = 10. Let p = 6 and r = 3. Then, we have a systematic constant weight code C of length n' = 2n + p = 36 and weight 18. Since the minimum distance 0 of C is 10, C is a systematic 4-EC/AUED code.
V. COMPARISONS
We list some codes constructed in this paper in Tables I, 11 , and 111. For comparisons, we also list the codes constructed by Nikolo, Gaitanis, and Philokyprou (NGP codes) [7] and the systematic codes constructed by Boinck and van Tilborg (BV codes) [ 101 in the tables. In the tables, the symbol n' is used to denote the length of the t-ECIAUED code, n is used to denote the length of the base code for constructing the NGP code and the BV code, and k = Llog, [MI] In addition to the code rates, decoding complexities are also important parameters to be considered. For each code represented in this paper, the decoding is repeating the decoding procedures of several binary BCH codes of shorter lengths. For a t-ECIAUED code of Construction I, the decoding complexity is about the complexity of decoding a t -errorcorrecting binary BCH code plus decoding several i -errorcorrecting binary BCH codes, where i < t -1. Note that for Construction I-D, the parameter i 5 [t/21. For a t-EC/AUED codes of Construction 11, the decoding complexity is only the complexity of decoding a (t/2) -error-correcting binary BCH code plus decoding an i-error-correcting binary BCH code, where i = (t/2) -1. Clearly, the decoding complexity of a code in Construction I1 is very low. For a quasi-systematic code with large value of k, the one-to-one mapping between M and N may be complicated. We can make a small compromise by slightly increasing the code length to achieve a much simplified mapping algorithm. This technique can be explained by the following example. is a 14-tuple of weight 6 mapped from Tii2. For i = 1 and 2, the mapping between Ei and Z i can be easily implemented by a 11 x 14 ROM. With this modification, the code length is increased by 2 for either Example 2 or Example 3. For both codes modified from Example 2 and Example 3, they are still more efficient than the corresponding NGP and BV codes.
--VI. CONCLUSION We generalize the technique of constructing constant weight codes of distance 4 used by Bose and Rao to construct two classes of constant weight codes as t-ECIAUED codes. The proposed codes are in either quasi-systematic or systematic form. Therefore, the mapping between messages and codewords can be easily implemented. Moreover, decoding of each proposed code can be adapted from the well-developed technique of decoding BCH codes and hence the complexity is about the order of decoding a comparable binary BCH code. In particular, decoding complexity for the proposed code in systematic form is very low. In addition, code rates of the proposed codes are very efficient in some cases.
