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Abstract—It is crucial today that economies harness renewable
energies and integrate them into the existing grid. Conventionally,
energy has been generated based on forecasts of peak and low
demands. Renewable energy can neither be produced on demand
nor stored efficiently.
Thus, the aim of this paper is to evaluate Deep Learning-based
forecasts of energy consumption to align energy consumption
with renewable energy production. Using a dataset from a use-
case related to landfill leachate management, multiple prediction
models were used to forecast energy demand. The results were
validated based on the same dataset from the recycling industry.
Shallow models showed the lowest Mean Absolute Percentage
Error (MAPE), significantly outperforming a persistence baseline
for both, long-term (30 days), mid-term (7 days) and short-term
(1 day) forecasts. A potential decrease of up to 23% in peak
energy demand was found that could lead to a reduction of 3,091
kg in CO2-emissions per year.
Our approach requires low finanacial investments for energy-
management hardware, making it suitable for usage in Small and
Medium sized Enterprises (SMEs).
Index Terms—Microgrids, Deep Learning, Renewable Energy
Integration, Waste Management, Artificial Neural Networks,
Regression, Peak flattening, Nonlinear Optimization
I. INTRODUCTION
The transition to renewable energy is still a major challenge
for economies [1,2]. Countries differ in their ambitions to
tackle the climate crisis and in their achievements while
doing so [3]. By 2017, Germany reduced its CO2-emissions
compared to 1990 by 28%, while striving for an overall
reduction of 40% until 2020. While this goal will presumably
be missed, the urgency to transform the economy to a more
sustainable form increases. [4]
While the transition to renewable energies reduces CO2-
emissions, new challenges arise [5]. The generation of most
types of renewable energy depends strongly on meteorological
This research was supported by the project EWIMA (project number:
EFRE-0800681) funded by the European Regional Development Fund and
Ministry of Economic Affairs and Energy of the State of North RhineWest-
phalia in Germany.
factors such as wind and sun, making these resources highly
unpredictable and uncontrollable [6]. Hence, by increasing the
share of renewable energy in the energy mix, the volatility in
the electrical grid increases. This leads to increased stress on
the existing electrical grid, which is designed to transfer energy
from centralized fossil power plants to distributed energy
consumers. [7]
One approach to address these issues is microgrids. Micro-
grids were introduced by Lasseter as a solution to integrate
Distributed Energy Ressources (DERs) into existing energy
systems. There is no commonly accepted definition for the
term Microgrid. There is a common understanding that ”a
Microgrid can be described as a cluster of loads, Distributed
Generation (DG) units and Energy Storage Systems (ESSs)
operated in coordination to reliably supply electricity, con-
nected to the host power system at the distribution level at a
single point of connection, the Point of Common Coupling
(PCC).” [8] As the overarching goal in all electrical grids
is the sufficient quality of available power [9], the energy
production needs to match the energy consumption at all
times. This can be a highly complex task when taking into
account peaks in energy demand, times when the Microgrid’s
energy production cannot meet its own demand, and the global
distribution network has to be used.
Considering the aforementioned unpredicatability of renew-
able energy sources, other means must be considered to match
energy production and consumption [10]. One approach is
Demand Side Management (DSM). [11] The German Energy
Agency (dena) defines DSM as ”load management that is
carried out on the basis of inter-company, energy-economical
or grid-side incentives such as control power calls or price
peaks on the electricity spot market.” [12]
In practice, this goal is achieved using load balancing [12].
Load balancing can occur in the form of valley filling and
load shifting. Flexible loads are activated, when the energy
production is high and deactivated if energy production is low
and the energy is used for more fundamental tasks.
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Fig. 1. The current leachate in the reservoir basin over a period of 2704 days.
The red line represents the basin’s total capacity at 7500 m.
In this paper, the potentials of six prediction methods are
investigated to predict loads. These predictions are used to
balance loads and align energy production and consumption.
The paper is structured as followed. Chapter II describes the
case from which the dataset was obtained, chapter III describes
the data preprocessing, forecasting methodology, and energy
calculation used, chapter IV the results of the comparison,
and chapter V discusses the results. Chapter VI concludes the
paper and gives an outlook.
II. CASE STUDY
This paper focuses on the use of energy forecasts at an open
landfill as part of a waste treatment facility microgrid. Open, in
this case, means that the landfill is not covered and rainwater
can flow freely into the landfill. As the resulting leachate must
not be allowed to pollute the groundwater, the leachate has to
be collected in a basin and pumped off to a treatment facility
[13]. This first step also acts as a part of the treatment; hence,
the basin must always have a minimal amount of water inside
due to the microorganisms requiring moisture. The historical
water level inside the basin is depicted in Fig. 1.
The water pumps operating on the leachate inside the basin
pose a flexible load usable for peak shifting, as long as a
minimum and maximum threshold of the volume of the basin
is not reached. Additionally, the maximum output flow and
input flow are not equal at 260 m/d and 800 m/d, respectively,
making worst-case situations possible where overflow cannot
be prevented. Against these requirements stands the potential
of peak shifting of energy demand via DSM which motivates
creating plans via using forecasts of the future leachate flowing
into the basin. This paper evaluates the forecasting quality
using state-of-the-art methods and, sequentially, analyzes sce-
narios where the forecasts can be used in order to shift energy
demand to times where renewable energy is available in order
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Fig. 2. Scatter plot of the daily leachate pump output and the total energy
consumption of the leachate treatment facility.
to minimize peak loads. This has the potential to save on CO2-
emissions and increase the microgrid autonomy. The following
scenarios will be used to evaluate the saving potentials:
1) Usage of long-term forecasts (thirty days) to predict
periods of high water inflow to minimize the risk of an
overflow of the treatment facility due to extreme weather
conditions.
2) Usage of mid-term forecasts (seven days) to assist the
holistic energy planning of the landfill in order to
use available micro-grid energy from neighboring grid
nodes.
3) Usage of short-term forecasts (single day) to schedule
short-term energy-intensive work at the landfill, e.g.,
repairs.
In the given Microgrid, there are several renewable DG,
including a solar power plant and a combined power and heat
power plant using locally collected landfill gas.
III. METHODS
A. Data preprocessing
Due to unavailable data on the specific factor of energy
consumption of the pump depending on the pumping volume
in m, the relationship of the total energy consumption and
the pumping volume in the leachate treatment facility was
estimated using the Pearson correlation coefficient to analyze
the linear relationship between both parameters for the avail-
able data of energy consumption for six months as depicted
in Fig. 2, resulted in a coefficient of 0.81 which indicated a
strong linear correlation.
Following this, we interpolated the pump energy consump-
tion function of the leachate pump using an Ordinary least
squares (OLS) regressor resulting in the following estimate of
the energy consumption in Wh for a single day:
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Fig. 3. Scatter plot of the time difference from a single measurement to the
subsequent measurement.
C(xi) = 24h× (388.12W
m3
x+ 67504.55W ) (1)
where x is the pumping volume in m3 on day xi.
In addition to the given landfill water intake, exogeneous
data on the landfill weather (rainfall, air pressure, temperature,
wind direction, humidity) and the power supply of the landfill
(battery voltage, power flow) was used in the prediction
models. Since this data was only available for 635 days, this
reduced the total time-series length. These different datasets
are depicted in Table I.
TABLE I
THE DATASET CONFIGURATION USED FOR THE FORECAST EVALUATION.
Dataset Data included num samples
inflow target 2704 days
Merged data target + exogeneous 635 days
As measurements were not done on weekends, the daily
flow was linearly interpolated between weekdays. The plot in
Fig. 3 shows that the difference between measurements has
little to no influence on the flow.
B. Forecasting model specification
This paper uses the following forecasting methods in com-
parison against the dataset:
1) Baseline naı¨ve persistence forecast using the mean of
k previous values. yˆn = 1k
∑k
i=1 yt−i, note that the
forecast for all n steps is equal.
2) Autoregressive Integrated Moving Average (ARIMA) as
the state-of-the art method for time-series forecasting.
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Fig. 4. The total dataset of 2704 days of data
The AutoARIMA package was used to find the optimal
parameters [14].
3) Ordinary least squares (OLS) regression.
4) Dual-Stage Attention-Based Recurrent Neural Network
(RNN), a state-of-the-art algorithm in forecasting [15].
5) Gradient tree boosting using the LightGBM library [16].
6) Multi-layer Artificial Neural Network (ANN).
The last three forecasting methods used a reformulation of the
forecasting problem into a supervised learning problem via
treating each time-step independently and providing the last
K values as input while forecasting the next N time-steps.
C. Forecast evaluation
The dataset is split into data reserved for validation and
testing data. The split is shown in Fig. 4, showing that the final
100 days of the available data was used for validation, while
the rest was used for training. The chosen 100 days include
a period of both high and low inflow variance. This relatively
small period was done to accommodate for the smaller period
of 635 days of available weather and leachate inflow data in
contrast to the longer period where only water inflow data was
available.
For evaluation of the forecast quality, we use the MAPE
metric defined as follows for multi-step forecasts:
MAPE =
100
M ∗N
M−1∑
i=0
N∑
j=1
|yi+j − yˆi+j
yi+j
| (2)
where M is the number of forecasts, N number of forecast
steps in individual forecast, yx is the true value when looking
x time-steps into the future and yˆx is the respective predictor
output.
D. Energy saving potential evaluation
Using the dataset of the data on energy consumption within
the Micro-Grid of two neighboring companies, the following
formula is used to calculate short-term forecast-based CO2
savings Es:
Es =
365∑
i=1
C(xi)︸ ︷︷ ︸
annual energy consumption
− 0.5×
52∑
i=1
C(xi)︸ ︷︷ ︸
peak shift
(3)
where xi is the pumping volume in m at day i. The calculation
is done on the basis of the assumption that a weekly energy
intensive activity is being done at the facility that takes up
half a day.
The mid-term energy savings Em are calculated as follows:
Em =
j=52∑
j=1
min(
∑
i∈Wj
C(xi)︸ ︷︷ ︸
workday energy
,
∑
i/∈Kj
C(260− xi)︸ ︷︷ ︸
weekend energy shift capacity
) (4)
where the sets Wj and Kj contain the working days (Mon-
Fr) and weekend days (Sat, Sun) of the week j, respectively.
In the right-hand term, the maximal pumping capacity of 260
m3 is subtracted from the individual historical pumping. The
shifting to non-working day is motivated by peak times in
energy demand when the landfill is operated during working
days apparent when looking at the total energy consumption
of the facility.
Additionally, the forecast uncertainty expressed via the
MAPE metric can be factored into the savings assuming that
shifts will only be made up to the level that the forecast can
be trusted. Utilizing the associativity of the min function, the
following formula is used:
E′m = (1−MAPE) ∗ Em (5)
Based on the assumption that the shifted demand can be
fullfilled using renewable energy production, all calculations of
CO2-savings use the figure of 523 g/kWh of CO2-emmissions.
This figure is based on the German energy production average
in 2016. [17]
CO2(E) = .523
kg
Wh︸ ︷︷ ︸
CO2-factor
× E︸︷︷︸
energy savings
(6)
IV. RESULTS
The evaluation of the different forecasting models presented
in III-B resulted in the following forecast MAPE depending
on forecast length:
For the baseline, K values of 1,1, and 30 provided the best
MAPE for 1,7, and 30-day forecasts respectively
For ANN, the best results were achieved using a linear
activation function, and a single hidden layer with dropout
regularization and a dropout rate of 0.2. The training was done
in mini batches with batch size 20 and ADAM.
These results have been used to optimize energy consump-
tion in two of the three described scenarios II in Table III for
the historical pumping data in 2018.
TABLE II
MAPE OF THE FORECASTING ALGORITHMS (LOWER IS BETTER).
TRAINED ON THE DATASETS DESCRIBED IN I, GRID SEARCH WAS APPLIED
TO FIND THE BEST PARAMETERS FOR PARAMETERIZED MODELS. NOTE
THAT THE BOOSTING ALGORITHM AND ATTENTION RNN COULD NOT
FORECAST MULTIPLE DAYS.
Model Dataset 1 day 7 days 30 days
Baseline inflow 13.31 26.74 39.87
ARIMA inflow 15.56 29.95 47.56
OLS regression merged 12.76 24.71 33.00
OLS regression inflow 11.54 21.73 29.59
Attention RNN merged 15.35 n/a n/a
Attention RNN inflow 15.26 n/a n/a
Boosting inflow 11.78 n/a n/a
ANN merged 11.64 19.52 29.90
ANN inflow 12.01 19.38 29.90
TABLE III
POTENTIAL PEAK LOAD SAVINGS DEPENDING ON FORECAST LENGTH
CALCULATED USING THE FORMULAS IN III-D.
Forecast length Annual savings in % CO2 in kg
short-term Es 4.75 632
mid-term Em 28.79 3834
mid-term E′m (inc. MAPE) 23.21 3091
V. DISCUSSION
A. Forecast quality
The given prediction quality indicates that the expected non-
linear relationship between the weather data is complex as the
exogeneous data did not provide a significant improvement in
prediction quality. This nonexisting increase in performance
can have a multitude of reasons such as sensory inaccuracy,
poor data quality, or other external factors not measured.
In comparison, shallow models provided a lower (better)
MAPE score. Analyzing the parameters during grid search
indicated that increasing model size by adding layers to the
ANN and changing the activation function from linear to a
rectified linear unit (ReLU) did decrease performance, which
may indicate overfitting on the problem parameters. One
advantage of shallower models is their higher efficiency, which
would reduce the footprint of the forecasting itself.
This paper used classical state-of-the-art time-series meth-
ods for energy consumption methods forecasting, leaving
other, holistic methods unexplored [18,19].
B. Energy saving potential
The energy savings presented in chapter III show that energy
demand prediction for landfills offers the potential to realize
significant savings.
Calculation of the savings happened under various assump-
tions, for example that the energy exchange can happen freely
between generators and users of energy within the microgrid
without considering transmission losses . Also, it was assumed
that the energy consumption of the water pumps follows a
linear relationship of input power to m pumped. In addition,
amortized costs of building renewable energy infrastructure
were not looked into.
The numbers calculating CO2 savings assume that 100%
of the non-peak energy can be used from renewable energy
sources while peaks in demand have to be fulfilled using
power from the German electrical grid. While being close to
reality in our use case, other leachate plants may not be subject
to such assumptions. Therefore, the application of the results
depends strongly on the spread in CO2-footprint of the energy
produced in the microgrid and the German energy mix.
Future work could pair the demand forecasting algorithm
with an algorithm forecasting renewable energy supply to
create holistic approaches in energy optimization for the case
[20].
C. Long-term forecast usage
As production planning accuracy decreases in longer-term
forecasts, using the longer term leachate forecast does not
bear as much potential for energy planning. However, due
to the nature of the minimum and maximum water storage
requirements described in I, long-term forecast accuracy can
help in managing the leachate treatment. As the climate shifts
towards more extreme weather conditions with climate change,
forecasting has the potential to assist proactive adaption pump-
ing volume to periods of drought and flood [21].
VI. CONCLUSION
Analyzing a data set of leachate processing in an open
landfill within a Microgrid, this paper evaluated state-of-the-
art machine learning models for their effectiveness in energy
usage forecasting of open landfill leachate pumps.
Shallow models showed the lowest MAPE, significantly
outperforming a persistence baseline for both, long-term (30
days), mid-term (7 days) and short-term (1 day) forecast.
Using mid-term forecasts, a potential decrease of up to 23% in
peak energy demand was found that could lead to a reduction
of up to 3,091 kg in CO2-emissions per year when shifting
peak load within an existing Microgrid.
The described methods require only low financial invest-
ments for energy-management hardware for training and de-
ployment, making them suitable for usage in SMEs.
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