














母数ξ ∈ Ξ,確率変数 x ∈ Xに対し，未知の確率測度 p(x)と非負有限測度











p(x) log q(x; ξ)dx,
で与えられる．確率測度のモデル q0(·; ξ) により q(·; ξ) = q0(·; ξ)z(ξ),
z(ξ) :=
∫
X q(x; ξ)dx > 0 と表す．最尤推定は標本 (x1, ..., xn)の経験分布
とq0(·; ξ) のKL-divergenceの最小化であるが，事前分布の対数を l̃(ξ) =





α接続∇(α), ただしΓ(α)i j,k := E[(∂i∂ jl)(∂kl)] + (1 − α)S i jk/2, α ∈ R に
対しα-Laplace作用素を∆(α) f := ∇(α)i∇(α)i f で定義する．lは尤度の対
数，S i jk := E[(∂il)(∂ jl)(∂kl)], ∂i = ∂/∂ξiである．Fisher計量テンソルを
gi j = E[(∂il)(∂ jl)]，ベクトル場X,Yの内積を⟨X,Y⟩ = gi jXiY jで表す．
定理 1 (HM).正則条件の下，不偏推定可能函数 fと事前分布の対数 l̃(ξ)が
∆(−1) f + 2⟨∂l̃, ∂ f ⟩ = o(n−1) (1)
を満たすとき，ξ̂をξのMAP推定量として，f (ξ̂)は f (ξ)の2次漸近不偏推
定量 (偏りがo(n−1))であり，完備十分統計量があれば f (ξ̂)は一様最小分
散不偏推定量(UMVUE)にO(n−1)まで一致する．
注意 1. f (ξ̂)は最尤推定量と同じく2次漸近有効である．
Hirose, Lahiri (2018)の混合効果モデルに関する結果は次の例である．
系 1. 1次元モデル多様体を考える．正則条件の下，不偏推定可能函数
























ン座標ξについて ξ̂を (α − 1)/2平行事前分布によるMAP推定量として，







定理 2 (Frobenius). C∞級多様体上の分布Dが完全可積分であるための必
要十分条件はDが包合的であることである．




∫ t ∆(−1) f
⟨∂ f , ∂ f ⟩dt̃ + const., (2)
t = f (ξ)で与えれば，ξ̂をξのMAP推定量として，f (ξ̂)は f (ξ)の2次漸近不
偏推定量で，完備十分統計量があればUMVUEにO(n−1)まで一致する．
l̃(ξ)についての1階偏微分方程式 (1)が (d − 1)次元の包合的分布を定
めるとき，Frobeniusの定理より，(2)はレベル集合Nt0 = {ξ : f (ξ) = t0},




原点を中心とする円の族 {Nr : r > 0}, Nr0 = {(r, ω) : r = r0, ω ∈ S 1}はそ
の葉層をなす．測地距離rの推定を考える．(2)より l̃(r2) = − log r/2, 規
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