Testing mutual independence for high dimensional observations is a fundamental statistical challenge. Popular tests based on linear and simple rank correlations are known to be incapable of detecting non-linear, non-monotone relationships, calling for methods that can account for such dependences. To address this challenge, we propose a family of tests that are constructed using maxima of pairwise rank correlations that permit consistent assessment of pairwise independence. Built upon a newly developed Cramér-type moderate deviation theorem for degenerate U-statistics, our results cover a variety of rank correlations including Hoeffding's D, Blum-Kiefer-Rosenblatt's R, and Bergsma-Dassios-Yanagimoto's τ * . The proposed tests are distribution-free, implementable without the need for permutation, and are shown to be rate-optimal against sparse alternatives under the Gaussian copula model. As a by-product of the study, we reveal an identity between the aforementioned three rank correlation statistics, and hence make a step towards proving a conjecture of Bergsma and Dassios.
Introduction
Let X = (X 1 , . . . , X p ) be a random vector taking values in R p and having all univariate marginal distributions continuous. This paper is concerned with testing the null hypothesis H 0 : X 1 , . . . , X p are mutually independent, (1.1) based on n independent realizations X 1 , . . . , X n of X. Testing H 0 is a core problem in multivariate statistics that has attracted the attention of statisticians for decades; see e.g. the exposition in Anderson (2003, Chap. 9) or Muirhead (1982, Chap. 11) . Traditional methods such as the likelihood ratio test, Roy's largest root test (Roy, 1957) , and Nagao's L 2 -type test (Nagao, 1973) target the case where the dimension p is small and perform poorly when p is comparable to or even larger than n. A line of recent work seeks to address this issue and develops tests that are suitable for modern applications involving data with large dimension p. This high dimensional regime is in the focus of our work, which develops distribution theory based on asymptotic regimes where p = p n increases to infinity with the sample size n. Many tests of independence in high dimensions have been proposed recently. For example, Bai et al. (2009) and Jiang and Yang (2013) derived corrected likelihood ratio tests for Gaussian data. Using covariance/correlation statistics such as Pearson's r, Spearman's ρ, and Kendall's τ , Bao et al. (2012) , Gao et al. (2017) , Han et al. (2018) , and Bao (2018) proposed revised versions of Roy's largest root test. Schott (2005) and Leung and Drton (2018) derived corrected Nagao's L 2 -type tests. Finally, Jiang (2004) , Zhou (2007) , and Han et al. (2017) proposed tests using the magnitude of the largest pairwise correlation statistics. Subsequently we shall refer to tests of this latter type as maximum-type tests.
The aforementioned approaches are largely built on linear and simple rank correlations. These, however, are incapable of detecting more complicated non-linear, non-monotone dependences as Hoeffding (1948) noted in his seminal paper. Recent work thus proposed the use of consistent rank (Bergsma and Dassios, 2014a) , kernel-based (Gretton et al., 2008; Pfister et al., 2018) , and distance covariance/correlation statistics (Székely et al., 2007) . However, much less is known about high dimensional tests of H 0 that use these more involved statistics. Notable exceptions include Leung and Drton (2018) and Yao et al. (2018) . There, the authors combined Nagao's L 2 -type methods with rank and distance covariance statistics that in a tour de force are shown to weakly converge to a Gaussian limit under the null. In addition, Yao et al. (2018) proved that an infeasible version of their test is rate-optimal against a Gaussian dense alternative (Gaussian distribution with equal correlation), while still little is known about optimality of Leung and Drton's. In this paper, we derive maximum-type tests that are counterparts of Leung-Drton and YaoZhang-Shao L 2 -type ones. As noted in Han et al. (2017) , Leung and Drton (2018) , and Yao et al. (2018) , maximum-type tests will be more sensitive to strong but sparse dependence. Our tests are formed using statistics based on pairwise rank correlation measures such as Hoeffding's D (Hoeffding, 1948) , Blum-Kiefer-Rosenblatt's R (Blum et al., 1961) , and Bergsma-Dassios-Yanagimoto's τ * (Bergsma and Dassios, 2014a; Yanagimoto, 1970) . Assuming the pair of random variables X i and X j to have an absolutely continuous distribution, these measures all satisfy the following three desirable properties summarized in Weihs et al. (2018) 
I-consistency. If X i and X j are independent, the correlation measure is zero.
D-consistency.
If X i and X j are dependent, the correlation measure is nonzero.
Monotonic invariance. The correlation measure is invariant to monotone transformations.
As we shall review in Section 2, the aforementioned correlation statistics can all be treated as instances of degenerate U-statistics, with important special properties.
The contributions of our work are threefold. First, we prove that all the maximum-type test statistics we propose in Section 3 have a null distribution that converges to a (non-standard) Gumbel distribution under high dimensional asymptotics. No distributional assumption is required for this result and the parameters for the Gumbel limit can be given explicitly. This allows one to avoid permutation analysis in problems of larger scale. Second, we conduct a power analysis and give explicit conditions on a sparse local alternative under which our proposed tests have power tending to one. Third, we show that the maximum-type tests based on Hoeffding's D, Blum-KieferRosenblatt's R, and Bergsma-Dassios-Yanagimoto's τ * are all rate-optimal in the class of Gaussian (copula) distributions with sparse and strong dependence as characterized in the power analysis. These results are developed in Section 4. The theoretical advantages of our tests are highlighted in simulation studies (Section 5). We note that, as an interesting by-product of the study, we give an identity among the above three statistics that helps make a step towards proving Bergsma-Dassios's conjecture about general D-consistency of τ * . We end the paper with a discussion (Section 6). All proofs are deferred to a supplement.
Notation. The sets of real, integer, and positive integer numbers are denoted R, Z, and Z + , respectively. The cardinality of a set A is written #A. For m ∈ Z + , we define [m] = {1, 2, . . . , m} and write P m for the set of all m! permutations of [m] . Let v = (v 1 , . . . , v p ) ∈ R p , M = [M jk ] ∈ R p×p , and I, J be two subsets of [p] . Then v I is the sub-vector of v with entries indexed by I, and both M I,J and M[I, J] are used to refer to the sub-matrix of M with rows indexed by I and columns indexed by J. The matrix diag(M) ∈ R p×p is the diagonal matrix whose diagonal is the same as that of M. We write I p for the identity matrix in R p×p . For a function f : X → R, we define f ∞ := max x∈X |f (x)|. For any function f : R → R, we write f (v) = (f (v 1 ), . . . , f (v p )) . The greatest integer less than or equal to x ∈ R is denoted x . The symbol 1(·) is used for indicator functions. For any two real sequences {a n } and {b n }, we write a n b n , a n = O(b n ), or equivalently b n a n , if there exists C > 0 such that |a n | ≤ C|b n | for any large enough n. We write a n b n if both a n b n and a n b n hold. We write a n = o(b n ) if for any c > 0, |a n | ≤ c|b n | holds for any large enough n. Throughout, c and C will refer to positive absolute constants whose values may differ in different parts of the paper.
Rank correlations and degenerate U-statistics
This section introduces the pairwise rank correlations that will later be aggregated in a maximumtype test of the independence hypothesis in (1.1). We present these correlations in a general Ustatistic framework. In the sequel, unless otherwise stated, the random vector X is assumed to have continuous margins, that is, its marginal distributions are continuous, though not necessarily absolutely continuous.
Let X 1 , . . . , X n be i.i.d. copies of X, with
, and let h : (R 2 ) m → R be a kernel of order m. The kernel h defines a U-statistic of order m:
For our purposes h may always be assumed to be symmetric, i.e., h(z 1 , . . . , z m ) = h(z σ(1) , . . . , z σ(m) ) for all permutations σ ∈ P m and z 1 , . . . , z m ∈ R 2 . Letting z i = (z i,1 , z i,2 ) , if both vectors (z 1,1 , . . . , z m,1 ) and (z 1,2 , . . . , z m,2 ) are free of ties, i.e., have marginal distinct entries, then we have well-defined vectors of ranks (r 1,1 , . . . , r m,1 ) and (r 1,2 , . . . , r m,2 ), and we define r i = (r i,1 , r i,2 ) for
for all z 1 , . . . , z m ∈ R 2 with (z 1,1 , . . . , z m,1 ) and (z 1,2 , . . . , z m,2 ) free of ties. In this case, we also say that the "correlation" statistic U jk as well as the corresponding "correlation measure" E U jk is rank-based. Rank-based statistics have many appealing properties with regard to independence. The following three will be of particular importance for us. Proofs can be found, e.g., in Chapter 31 in Kendall and Stuart (1979) , Lemma C4 in the supplement of Han et al. (2017) , and Lemma 2.1 in Leung and Drton (2018) . We also note that, in finite samples, the statistics { U jk ; j < k} are generally not mutually independent.
Proposition 2.1. Under the null hypothesis in (1.1) and assuming continuous margins, we have:
(i) The statistics { U jk , j = k} are all identically distributed and are distribution-free, i.e., the distribution of U jk does not depend on the marginal distributions of X 1 , . . . , X p ;
(ii) Fix any j ∈ [p], then the statistics { U jk , k = j}, are mutually independent;
Our focus will be on those rank-based correlation statistics and the corresponding measures that are induced by the kernel h(·) and are both I-and D-consistent. The kernels of these measures satisfy important additional properties that we will assume in our general treatment. Further concepts concerning U-statistics are needed to state this assumption. For any kernel h, any number ∈ [m], and any measure P Z , we write
where Z 1 , . . . , Z m are m independent random vectors with distribution P Z . The kernel as well as the corresponding U-statistic is degenerate under P Z if h 1 (·) has variance zero. We use the term completely degenerate to indicate that the variances of h 1 (·), . . . , h m−1 (·) are all zero. Finally, let P 0 be the uniform distribution on [0, 1], and write P 0 ⊗ P 0 for its product measure, the uniform distribution on [0, 1] 2 . Note that by Proposition 2.1(i), the study of U jk under independent continuous margins X j and X k can be reduced to the case with (X j , X k ) ∼ P 0 ⊗ P 0 .
Assumption 2.1. The kernel h is rank-based, symmetric, and has the following three properties:
(i) h is bounded.
(ii) h is mean-zero and degenerate under independent continuous margins, i.e., h 1 (z 1 ; P 0 ⊗ P 0 ) is almost surely zero.
(iii) h 2 (z 1 , z 2 ; P 0 ⊗ P 0 ) has uniformly bounded eigenfunctions, that is, it admits the expansion
where {λ v } and {φ v } are the eigenvalues and eigenfunctions satisfying the integral equation
The first boundedness property is satisfied for the commonly used rank correlations, including Kendall's τ , Spearman's ρ, and many others. The latter two properties are much more specific, but exhibited by rank correlation measures for which consistency properties are known; we discuss the main examples below. Note also that the assumption Λ > 0 implies λ 1 > 0, so that h 2 (·) is not a constant function.
Example 2.1 (Hoeffding's D) . From the symmetric kernel
we recover Hoeffding's D statistic, which is a rank-based U-statistic of order 5 and gives rise to the Hoeffding's D correlation measure Eh D . The kernel h D (·) satisfies the first two properties in Assumption 2.1 in view of the results in Hoeffding (1948) . To verify the last property, we note that under the measure P 0 ⊗ P 0 , h D,2 (·) is known to have eigenvalues
see, e.g., Theorem 4.4 in Nandy et al. (2016) or Proposition 7 in Weihs et al. (2018) . The corresponding eigenfunctions are
The eigenvalues are positive and sum to Λ D := i,j λ i,j;D = 1/12, and sup i,j φ i,j;D ∞ ≤ 2. In addition, it has been proven that, once the pair is absolutely continuous in R 2 , the correlation measure Eh D = 0 if and only if the pair is independent (Hoeffding, 1948; Yanagimoto, 1970) . This property, however, generally does not hold for discrete data or data generated from a bivariate distribution that is continuous but not absolutely continuous; see Remark 1 in Yanagimoto (1970) for a counterexample.
Example 2.2 (Blum-Kiefer-Rosenblatt's R). The symmetric kernel
yields Blum-Kiefer-Rosenblatt's R statistic (Blum et al., 1961) , which is a rank-based U-statistic of order 6. One can verify the three properties in Assumption 2.1 similarly to Hoeffding's D by using that h R,2 = 2h D,2 . In addition, for any pair of random variables, we have the correlation measure Eh R = 0 if and only if the pair is independent; cf. page 490 of Blum et al. (1961) . 
Here, 1(y 1 , y 2 < y 3 , y 4 ) := 1(y 1 < y 3 )1(y 1 < y 4 )1(y 2 < y 3 )1(y 2 < y 4 ). It holds that h τ * ,2 = 3h D,2 and all properties in Assumption 2.1 also hold for h τ * (·). Theorem 1 in Bergsma and Dassios (2014a) shows that for a pair of random variables whose distribution is discrete, absolutely continuous, or a mixture of both, the correlation measure Eh τ * = 0 if and only if the variables are independent. It has been conjectured that this fact is true for any distribution on R 2 .
The Bergsma-Dassios-Yanagimoto's correlation measure τ * := Eh τ * deserves more discussion. Hoeffding (1948) stated a problem about the relationship between equiprobable rankings and independence that was solved by Yanagimoto (1970) . In the proof of his Proposition 9, Yanagimoto (1970) presented a correlation measure that is proportional to τ * of Bergsma-Dassios if the margins are absolutely continuous (cf. Proposition 6.1 in Section 6). Accordingly, we term the correlation "Bergsma-Dassios-Yanagimoto's τ * ". Yanagimoto's key insight is a relation that gives rise to an interesting identity between Hoeffding's D, Blum-Kiefer-Rosenblatt's R, and Bergsma-DassiosYanagimoto's τ * statistics. This identity appears to be unknown in the literature. In detail, if z 1 , . . . , z 6 ∈ R 2 have no tie among their first and their second entries, then
Equation (2.3) can be easily verified by calculating all 6! entrywise permutations of {1, 2, . . . , 6}.
Using the identity, we can make a step towards proving the conjecture raised in Bergsma and Dassios (2014a) , that is, for an arbitrary random pair (Z 1 , Z 2 ) ∈ R 2 , do we have Eh τ * ≥ 0 with equality if and only if Z 1 and Z 2 are independent?
Theorem 2.1. For any random vector Z = (Z 1 , Z 2 ) ∈ R 2 with continuous marginal distributions, we have Eh τ * ≥ 0 and the equality holds if and only if Z 1 is independent of Z 2 .
Theorem 2.1 extends the results in Theorem 1 in Bergsma and Dassios (2014a) to random vectors with continuous margins but a bivariate joint distribution that need not be (absolutely) continuous. The proof hinges on the identity (2.3), the fact that random vectors of continuous margins almost surely have no ties among the values of each coordinate, and the following proposition, which is a simple consequence of the definitions of Hoeffding's D and Blum-Kiefer-Rosenblatt's R; see Hoeffding (1948, Sec. 3) and Blum et al. (1961, p. 490) . Proposition 2.2. For any random vector Z = (Z 1 , Z 2 ) ∈ R 2 , we have Eh D ≥ 0 and Eh R ≥ 0.
The identity (2.3) now gives that Eh τ * ≥ 0 and that Eh τ * = 0 if and only if Eh D = Eh R = 0, which in turn implies independence of the considered pair of random variables.
Similarly, a monotonicity property of Eh D and Eh R proved by Yanagimoto (1970, Sec. 2) extends to Eh τ * . We state the Gaussian version of this property.
Theorem 2.2. If Z = (Z 1 , Z 2 ) ∈ R 2 is bivariate Gaussian with (Pearson) correlation ρ, then Eh D and Eh R and, thus, also Eh τ * are increasing functions of |ρ|.
Example 2.4. Unfortunately, identity (2.3) may be false when ties exist. Indeed, if we take
. . , z 6 ) = 3/2, and 6 4 −1
Remark 2.1. In view of Example 2.4, the proof of Theorem 2.1 cannot be directly extended to pairs consisting of both discrete and continuous random variables, and the question if Bergsma-Dassios's conjecture is correct remains open in that regard. However, Theorem 2.1 does imply that Eh τ * > 0 when Z is uniformly distributed on the unit-circle in R 2 , giving an affirmative answer to a comment raised in Weihs et al. (2018, p. 551) ; see also Proposition 6.2 in the discussion section. Moreover, by the Lebesgue decomposition theorem, in order to prove Bergsma-Dassios's conjecture it suffices to prove the case where the pair follows a mixture of discrete and singular measures.
3 Maximum-type tests of mutual independence
We now turn to tests of the mutual independence hypothesis H 0 in (1.1). As in Han et al. (2017) , we propose maximum-type tests. However, in contrast to Han et al. (2017) , we suggest the use of consistent and rank-based correlations with the practical choices being these from Examples 2.1-2.3. As these measures are all nonnegative, it is appropriate to consider a one-sided test in which we aggregate pairwise U-statistics U jk in (2.1) into the test statistic
We then reject H 0 if M n is larger than a certain threshold. Note that we tacitly assumed U jk = U kj when maximizing over j < k; this symmetry holds for any reasonable correlation statistic. By Proposition 2.1(i), the statistic M n is distribution-free. An exact critical value for rejection of H 0 could thus be approximated by Monte Carlo simulation. However, as we will show, extreme-value theory yields asymptotic critical values that avoid any extra computation all the while giving good finite-sample control of the test's size. When presenting this theory, we write X If, under H 0 , the studied statistic (n − 1) U jk weakly converged to a chi-square distribution with one degree of freedom, as in Theorems 1 and 2 of Han et al. (2017) , then extreme-value theory combined with Proposition 2.1 would imply that a suitably standardized version of M n would weakly converge to a type-I Gumbel distribution with distribution function exp{−(8π) −1/2 exp(−y/2)}. However, the degeneracy stated in Assumption 2.1(ii) rules out this possibility. Classical theory yields that instead of a single chi-square variable, we encounter convergence to much more involved infinite weighted series (Serfling, 1980, Chap. 5.5 .2).
Proposition 3.1. Let X have continuous margins, and let j = k. If h(·) satisfies Assumption 2.1,
where {ξ v , v = 1, 2, . . .} are i.i.d. standard Gaussian random variables.
Our intuition for the asymptotic forms of the maxima now comes from the following fact.
Here G follows a Gumbel distribution with distribution function
where µ 1 is the multiplicity of the largest eigenvalue λ 1 in the sequence {λ 1 , λ 2 , · · · }, κ := ∞ v=µ 1 +1 (1− λ v /λ 1 ) −1/2 , and Γ(z) := ∞ 0 x z−1 e −x dx is the gamma function. Obviously, when setting λ 1 = 1, λ 2 = λ 3 = · · · = 0 in Proposition 3.2, we recover the Gumbel distribution derived by Han et al. (2017) . Based on Propositions 3.1 and 3.2, for any pre-specified significance level α ∈ (0, 1), our proposed test is
where 
According to (3.1), the corresponding test is
where
According to (3.1), it yields the test
Note that, by the definitions of the kernels and the identity (2.3), as long as there is no tie in the data, for any j, k ∈ [p],
(3.2)
Theoretical analysis
This section provides theoretical justifications of the tests proposed in Section 3. The section is split into two parts. The first part rigorously justifies the proposed asymptotic critical values. The second part gives a power analysis and shows optimality properties.
Size control
In this section, we derive the limiting distribution of the statistic M n under H 0 . The below Cramér-type moderate deviation theorem for degenerate U-statistics under a general probability measure is the foundation of our theory. There has been a large literature on deriving the moderate deviation theorem for non-degenerate U-statistics (see, for example, Shao and Zhou (2016) for some recent developments) as well as Berry-Esseen-type bounds for degenerate U-statistics (see Bentkus and Götze (1997) and Götze and Zaitsev (2014) among many). However, to our knowledge, the literature does not provide a comparable moderate deviation theorem for degenerate U-statistics.
Theorem 4.1 (Cramér-type moderate deviation for degenerate U-statistics). Let Z 1 , . . . , Z n be (not necessarily continuous) i.i.d. random variables with distribution P Z . Consider the U-statistic
where the kernel h(·) is symmetric and such that (i) h ∞ < ∞, (ii) h 1 (z 1 ; P Z ) = 0 almost surely, and (iii) h 2 (z 1 , z 2 ; P Z ) admits the eigenfunction expansion,
if infinitely many of eigenvalues λ v are nonzero, and θ = 1/3 otherwise.
In Theorem 4.1, when there are only finitely many nonzero eigenvalues, the range (0, o(n 1/3 )), which is the standard one for Cramér moderate deviation, is recovered. When there is infinite number of nonzero eigenvalues, it is still unclear if the range (0, o(n θ )) is the best possible one. It is certainly an interesting question to investigate the optimal range for degenerate U-statistics in the future. With the aid of Theorem 4.1 and combining it with Proposition 3.2, we have now been able to show that, under H 0 , even if p is exponentially larger than the sample size n, our maximum-type test statistic still weakly converges to the Gumbel distribution specified in Proposition 3.2. Hence, the proposed test T α in (3.1) can effectively control the size.
Theorem 4.2 (Limiting null distribution). Assume X 1 , . . . , X p are continuous and the independence hypothesis H 0 holds. Let U jk , j < k, have a common kernel h that satisfies Assumption 2.1. Define the parameter θ as in (4.1). Then if p = p n goes to infinity with n such that log p = o(n θ ), it holds for all y ∈ R that
Consequently,
We emphasize that our theory holds without any moment assumption on X. This property of being distribution-free is essentially shared by all rank-based correlation measures, but is clearly not satisfied by other measures like linear or distance covariance as was illustrated, for example, by Jiang (2004) and Yao et al. (2018) .
As a simple consequence of Theorem 4.2, the following corollary shows that the tests in Examples 3.1-3.3 have asymptotically correct sizes, with θ being explicitly calculated.
Corollary 4.1. Let X 1 , . . . , X p be continuous. Let p go to infinity with n in such a way that log p = o(n 1/8−δ ) for some arbitrarily small pre-specified constant δ > 0. Then
Power analysis and rate-optimality
We now investigate the power of the proposed tests from an asymptotic minimax perspective. The key ingredient is the choice of a suitable distribution family as an alternative to the null hypothesis in (1.1). Recall the definition of h (1) (·) in (2.2). For any kernel function h(·) and constants γ > 0 and q ∈ Z + , define a general q-dimensional (not necessarily continuous) distribution family as follows:
where L(X) is the distribution (law) of X, and P jk , E jk (·), and Var jk (·) stand for the probability measure, expectation, and variance operator on the bivariate distribution of (X j , X k ) , respectively. The family D(γ, q; h) intrinsically characterizes the slope of the function Var jk {h (1) (·; P jk )} with regard to the dependence between X j and X k characterized by the "correlation measure" E jk h. Furthermore, once X j is independent of X k , P jk reduces to P j ⊗ P k , the product measure of the two marginal measures P j , P k . If P j and P k are further continuous, the according variance is
provided that h(·) satisfies the properties in Assumption 2.1. Therefore, in view of (4.2), it is reasonable to expect that D(γ, q; h), for large enough γ, contains many interesting continuous multivariate distributions. Indeed, the Gaussian family belongs to D(γ, q; h) for all the kernels h(·) considered in Examples 2.1 to 2.3, provided γ is large enough.
Lemma 4.1. There exists an absolute constant γ > 0 such that for all q ∈ Z + , any q-dimensional Gaussian distribution is in D(γ, q; h D ), D(γ, q; h R ), and D(γ, q; h τ * ).
Next we introduce a class of matrices indexed by a positive constant C as
Such matrices will define a "sparse local alternative" as considered also in Section 4.1 in Han et al. (2017) . Note, however, that in our case the scale is at the order of log p/n as opposed to (log p/n) 1/2 in Han et al. (2017) . This is due to our statistics being degenerate under independence. Hence, the variance of h (1) (·) is zero under the null, while nonzero for these statistics investigated in Han et al. (2017) . The following theorem now describes "local alternatives" under which the power of our general test T α tends to one as n, and with it p, goes to infinity. Theorem 4.3 (Power analysis, general). Given any γ > 0 and a kernel h(·) satisfying Assumption 2.1, there exists some sufficiently large C γ depending on γ such that
where, for each specified (n, p), the infimum is taken over all distributions in D(γ, p; h) that have the matrix of population dependence coefficients
The proof of Theorem 4.3 only uses the Hoeffding decomposition for U-statistics, Bernstein's inequality for the sample mean part, and Arcones and Giné's inequality for the degenerate Ustatistics parts (Arcones and Giné, 1993) . Consequently, we do not have to assume any continuity of X. The theorem immediately yields the following corollary, characterizing the local alternatives under which the three rank-based tests from Examples 3.1-3.3 have power tending to 1.
Corollary 4.2 (Power analysis, examples). Given any γ > 0, we have, for some sufficiently large C γ depending on γ,
where, for each specified (n, p), the infima are taken over all distributions in
We now turn to optimality of the proposed tests. There have been long debates on the power of consistent rank-based tests compared to those based on linear and simple rank correlation measures. As a matter of fact, Blum et al. (1961) have given interesting comments on this topic, stating that the required sample size for the bivariate independence test based on h R (·) is of the same order as that in common parametric cases, hinting that even under a particular parametric model these nonparametric consistent tests of independence can be as rate-efficient as tests that specifically target the considered model. Recently, Yao et al. (2018) made a first step towards a minimax optimality result for consistent tests of independence. Their result shows an infeasible version of a test based on distance covariance to be rate-optimal against a Gaussian dense alternative. However, it remained an open question if there exists a feasible (consistent) test of mutual independence in high dimensions that is rate-optimal against certain alternatives. Below we are able to give an affirmative answer.
We shall focus on the proposed tests in Examples 3.1-3.3 and show their rate-optimality in the Gaussian model. To this end, we define a new alternative class of matrices
where M 0 denotes positive semi-definiteness. We then have the following theorem as a consequence of Corollary 4.2. It concerns the proposed tests' power under a Gaussian model with some nonzero pairwise correlations but for which these are decaying to zero as the sample size increases. Since the test statistics are all rank-based and thus invariant to monotone marginal transformations, extension of the following result to the corresponding Gaussian copula family is straightforward.
Theorem 4.4 (Power analysis, Gaussian). For a sufficiently large absolute constant C 0 > 0, we
and inf
where infima are over centered Gaussian distributions with (Pearson) covariance matrix
The proof of Theorem 4.4 is given in the supplement. It relies on Lemma 4.1 and the fact that D jk , R jk , τ * jk Σ 2 jk as Σ jk → 0. Combined with the following result from Han et al. (2017) , Theorem 4.4 yields minimax rate-optimality of the tests in Examples 3.1-3.3 against the sparse Gaussian alternative.
Theorem 4.5 (Rate optimality, Theorem 5 in Han et al., 2017) . There exists an absolute constant c 0 > 0 such that for any number β > 0 satisfying α + β < 1, in any asymptotic regime with p → ∞ as n → ∞ but log p/n = o(1), it holds for all sufficiently large n and p that
Here the infimum is taken over all size-α tests, and the supremum is taken over all centered Gaussian distributions with (Pearson) covariance matrix Σ.
Simulation studies
In this section we study the finite-sample performance of the three tests (Extreme D, Extreme R, and Extreme τ * ) from Section 3 via Monte Carlo simulations. We compare their performances to the following eight existing tests proposed in the literature. The first five tests are rank-based and hence distribution-free, while the other three tests are distribution-dependent. 
Computational aspects
Throughout this section {z i = (z i,1 , z i,2 ) } i∈[n] is a bivariate sample that contains no tie. We first discuss how to compute the U-statistics D, R, and τ * for Hoeffding's D, Blum-Kiefer-Rosenblatt's R, and Bergsma-Dassios-Yanagimoto's τ * , respectively. As we review below, efficient algorithms are available for D and τ * . The value of R may then be found using the relation in (3.2). Hoeffding (1948) himself observed that D can be computed in O(n log n) time via the following formula
and r i and s i are the ranks of z i,1 among {z 1,1 , . . . , z n,1 } and z i,2 among {z 1,2 , . . . , z n,2 }, respectively. Moreover, c i is the number of pairs z i for which z i ,1 < z i,1 and z i ,2 < z i,2 . Weihs et al. (2016) and Heller and Heller (2016) proposed algorithms for efficient computation of the Bergsma-Dassios-Yanagimoto statistic τ * . Without loss of generality, let z 1,1 < · · · < z n,1 , i.e., r i = i. Weihs et al. (2016) proved that 2 τ * /3 = N c / n 4 − 1/3 with
where for all < ,
Weihs et al. (2016) went on to give an algorithm to compute these counts, and thus τ * , in O(n 2 log n) time with little memory use. Heller and Heller (2016) showed that the computation time can be further lowered to O(n 2 ) via calculation of the following matrix based on the empirical distribution of the ranks r i and s i ,
Here, B[r, 0] := 0 and B[0, s] := 0. We may then find
for all < ; recall that s i is the rank of z i,2 in {z 1,2 , . . . , z n,2 }. As a consequence, formula (3.2) now also yields an O(n 2 ) algorithm for R. Regarding other competing statistics, note that Pearson's r and Spearman's ρ can be naively computed in time O(n) and O(n log n), respectively. Knight (1966) proposed an efficient algorithm for computing Kendall's τ that has time complexity O(n log n). Finally, the algorithm of Huo and Székely (2016) computes the distance covariance statistic in O(n log n) time.
Simulation results
We evaluate the size and power of the eleven competing tests introduced above for both Gaussian and non-Gaussian distributions. The values reported below are based on 5, 000 simulations at the nominal significance level of 0.05, with sample size n ∈ {100, 200} and dimension p ∈ {50, 100, 200, 400, 800}. All data sets are generated as an i.i.d. sample from the distribution specified for the p-dimensional random vector X.
We investigate the sizes of the tests in four settings, where X = (X 1 , . . . , X p ) has mutually independent entries.
Example 5.1.
(c) X = W 3 with W ∼ N p (0, I p ) (heavy-tailed Gaussian copula).
(d) X 1 , . . . , X p are i.i.d. with a t-distribution with 3 degrees of freedom.
The simulated sizes of the eight distribution-free tests are reported in Table 1 . Those of the three distribution-dependent tests are given in Table 2 . As expected, the tests derived from Gaussianity (SC, CJ) fail to control the size for heavy-tailed distributions. In contrast, the other tests control the size effectively in most circumstances. A slight size inflation is observed for Extreme D at small sample size, which can be addressed using Monte Carlo approximation to set the critical value.
In order to study the power properties of the different statistics, we consider three sets of examples. In the first set (Example 5.2), the signal is rather dense. The other two sets of examples focus on sparse settings.
Example 5.2.
(a) The data are generated from the distribution of the random vector
(b) The data are generated from the distribution of the random vector
Example 5.3.
(a) The data are generated as X = (X 1 , X 2 ) , where
with ω ∼ N 2 (0, I 2 ), and where X 2 ∼ N p−10 (0, I p−10 ) is independent of X 1 .
(b) The data are generated as X = (X 1 , X 2 ) , where
with ω ∼ N 5 (0, I 5 ), and where X 2 ∼ N p−10 (0, I p−10 ) is independent of X 1 .
Example 5.4.
(a) The data are drawn as X ∼ N p (0, R * ) with R * generated as follows: Consider a random matrix ∆ with all but eight random nonzero entries. We select the locations of four nonzero entries randomly from the upper triangle of ∆, each with a magnitude randomly drawn from the uniform distribution in [0, 1]. The other four nonzero entries in the lower triangle are determined to make ∆ symmetric. Finally, First, throughout all examples, we found that the proposed tests have the highest powers on average, followed by LD τ * that performs well except for Example 5.4. Among the three proposed tests, the power of Extreme D is highest on average, followed by Extreme τ * . Recall, however, that D can be subject to slight size inflation. Second, Table 3 shows that, under the dense alternative case, the powers of the proposed tests, YZS, and LD τ * are all perfect, while the performance of the other methods is considerably worse. Third, comparing the results in Examples 5.2 and 5.3 shows that, as more independent components are added, the power of YZS significantly decreases. This is as expected and indicates that YZS is less powerful in detection of sparse dependences. In addition, both HCL τ and HCL ρ perform unsatisfactorily in both settings, indicating that they are powerless in detecting the considered non-linear, non-monotone dependences, an observation that was also made in Yao et al. (2018) . Fourth, Tables 4 and 5 jointly confirm the intuition that, for sparse alternatives, the proposed maximum-type tests dominate L 2 -type ones including both YZS and LD τ * , especially when p is large. In addition, we note that, under the setting of Example 5.4, the performances of HCL τ and HCL ρ are the second best to the proposed consistent rank-based tests, indicating that there exist cases in which simple rank correlation measures like Kendall's τ and Spearman's ρ can still detect aspects of non-linear non-monotone dependences.
We end this section with a discussion of the simulated-based approach. In view of Proposition 2.1, the distributions of rank-based test statistics are invariant to the generating distribution, and hence we may use simulations to approximate the exact distribution of
In detail, we pick a large integer M to be the number of independent replications. For each t ∈ [M ], compute S (t) as the value of S for an n × p data matrix drawn as having i.i.d. Uniform(0,1) entries. Let F n,p;M (y) = 1 M M t=1 1{S (t) ≤ y}, y ∈ R, be the resulting empirical distribution function. For a specified significance level α ∈ (0, 1), we may now use the simulated quantile Q α,n,p;M := inf{y ∈ R : F n,p;M (y) ≥ 1 − α} to form the test
The test becomes exact in the large M limit, by the Dvoretzky-Kiefer-Wolfowitz inequality for discontinuous distribution functions (e.g. Kosorok, 2008 , Theorem 11.6). Table 6 gives the sizes and powers of the proposed tests with simulation-based critical values (M = 5, 000). The table shows results only for Examples 5.1 and 5.4 as the simulated powers under Examples 5.2 and 5.3 were all perfectly one. It can be observed that all sizes are now well controlled, with powers of the proposed tests only slightly different from the ones without using simulation. 6 Further discussion of τ * We conclude our work with some further comments on the correlation measure τ * , which has attracted a lot of attention following the seminal work of Bergsma and Dassios (2014a) . For an absolutely continuous bivariate random vector, we have τ * ≥ 0 and equality holds if and only if the pair is independent. Our Theorem 2.1 generalizes this result and has a simple proof based on a relation among U-statistic kernels. The relation is obtained from insights of Yanagimoto (1970) . We now provide a second proof of Theorem 2.1 that connects the correlation measures raised by Bergsma and Dassios (2014a) and the one in the proof of Proposition 9 in Yanagimoto (1970) . We believe the resulting alternative representation of the population τ * is of independent interest, e.g., from the point of view of multivariate extensions of τ * as considered by Weihs et al. (2018) . 
where the term on the righthand side of the identity (ii) is Yagagimoto's correlation measure.
Like previous results, Proposition 6.1 is proven in the appendix and the proof is different from the conditioning argument used in Section 2 of Bergsma and Dassios (2014b) .
Finally, we revisit a comment of Weihs et al. (2018) who note that based on existing literature "it is not guaranteed that Eh τ * > 0 when (X, Y ) is generated uniformly on the unit circle in R 2 ." We are able to calculate the values of D and R for this example and, thus, can deduce the value of τ * .
Proposition 6.2. For (X, Y ) following the uniform distribution on the unit circle in R 2 , we have
A Proofs
We first introduce more notation. For any vector v ∈ R p , we denote v as its Euclidean norm. We define the L ∞ norm of a random variable as X ∞ = inf{t ≥ 0 : |X| ≤ t a.s.}, the ψ 2 (subgaussian) norm as X ψ 2 = inf{t > 0 : E exp(X 2 /t 2 ) ≤ 2}, and the ψ 1 (sub-exponential) norm as X ψ 1 = inf{t > 0 : E exp(|X|/t) ≤ 2}. For any measure P Z and kernel h, we let H ( ) n (·; P Z ) be the U-statistic based on the completely degenerate kernel h ( ) (·; P Z ) from (2.2):
A.1 Proofs for Section 3 of the main paper 
for x > −Λ as x → ∞ by Equation (6) in Zolotarev (1962) . Take x = 4λ 1 log p+λ 1 (µ 1 −2) log log p− Λ + λ 1 y. Noticing that x → ∞ as p → ∞ and recalling d = p(p − 1)/2, we obtain
Combing (A.2) and (A.4), we deduce that
which concludes the proof of the lemma.
A.2 Proofs for Section 4 of the main paper

A.2.1 Proof of Theorem 4.1
Proof of Theorem 4.1. It is easily derived from the results in Chapter 5.5.2 of Serfling (1980) that (n − 1) U n weakly converges to
, which implies, for any bounded x,
For the proof we may thus only consider, without loss of generality, those x's that goes to infinity and θ's that are positive. We proceed in two steps, proving first the case m = 2 and then generalizing to m ≥ 2. For notational convenience we introduce the constants b 1 := h ∞ < ∞ and b 2 := sup v φ v ∞ < ∞.
Step I. Suppose m = 2. We start with the scenario that there are infinitely many nonzero eigenvalues. For a large enough integer K to be specified later, we define the "truncated" kernel of
. In view of the expansions of h 2,K (·) and h 2 (·), U K,n and U n can be written as
n .
We now quantify the approximation accuracy of U K,n to U n . Using Slutsky's argument, we obtain
where 1 , 2 are constants to be specified later. The first term on the right-hand side of (A.5) may be controlled using Zaȋtsev's multivariate moderate deviation theorem. For this, we require a dimension-free bound on
Thus all assumptions in Theorem 1.1 in Zaȋtsev (1987) are satisfied with the τ in his Equation (1.5) chosen to be n −1/2 Λ 1/2 b 2 . We obtain the following bound:
where 3 is a constant to be specified later. Combining (A.5) and (A.6), we find using Slutsky's argument once again that
where 4 is another constant to be specified later. In the following, we separately study the five terms on the right-hand side of (A.7), starting from the first term.
where p ζ (x) is the density of the random variable ζ := ∞ v=1 λ v (ξ 2 v − 1). We turn to the second term in (A.7). Proposition 2.6.1 and Example 2.5.8 in Vershynin (2018) yield that
Applying the triangle inequality and Lemma 2.7.6 in Vershynin (2018), we deduce that
Using Proposition 2.7.1 in Vershynin (2018) , this is seen to further imply that, for any 1 > 0,
we obtain, for
We next study the third term in (A.7). Again, Proposition 2.6.1 and Example 2.5.8 in Vershynin (2018) give
which further yields
Using Proposition 2.5.2 in Vershynin (2018), we have, for any 2 > 0,
The fourth term in (A.7) is explicit, and it remains to bound the fifth and last term. Since ξ v is a sub-gaussian random variable, ξ 2 v − 1 is sub-exponential. One readily verifies ξ 2 v − 1 ψ 1 ≤ 4, and accordingly
By Proposition 2.7.1 in Vershynin (2018) , this further implies that, for any 4 > 0,
(A.11)
We now specify the integer K to be n (1−3θ)/5 . By the definition of θ, there exists a positive absolute constant C λ such that ∞ v=K+1 λ v ≤ C λ n −θ for all sufficiently large n. Combining this fact and inequalities (A.7)-(A.11), we obtain
which we shall prove to be o(1). The starting point for proving this are Equations (5) and (6) in Zolotarev (1962) , which yield that the density p ζ (x) and the survival function
for x > −Λ tending to infinity. Here µ 1 is the multiplicity of the largest eigenvalue λ 1 and κ :=
Consider the first term in (A.12). We claim that there exists an absolute constant x 0 > 0 such that, for all 0 < ≤ λ 1 /2,
Indeed, we have p ζ (x)/F ζ (x) = (2λ 1 ) −1 {1 + o(1)}, and thus there exists
. Now (A.13) holds when taking x 0 = x 0 + λ 1 /2. From (A.13), we conclude that the first term in (A.12) tends to 0 as → 0 uniformly over
we deduce that the first term in (A.12) is o(1) as n → ∞ by
. Recall that we consider x ∈ (0, o(n θ )). One can further verify that the other four terms in (A.12) are also o(1) as n → ∞:
Here C and C are some absolute positive constants.
If there are only finitely many nonzero eigenvalues, a simple modification to (A.12) gives
where K is the number of nonzero eigenvalues. Choosing 2 = n −1/3 , 3 = n −1/6 , and using 2 + 2 3 x 1/2 − 2 3 = o(1), we obtain that the right-hand side of (A.14) is o(1). We thus proved that
and that this holds uniformly over x ∈ (0, o(n θ )). It can be shown similarly that the left hand side in the display is lower-bounded by an o(1) term uniformly over x ∈ (0, o(n θ )), which concludes the proof of the case m = 2.
Step II. We use the Hoeffding decomposition and the exponential inequality for bounded completely degenerate U-statistics of Arcones and Giné (1993) to prove the general case m ≥ 2. Write
Using Slutsky's argument, we have
where { 5, , = 3, . . . , m} are constants to be specified later and 5 := m =3 5, . We analyze the first term and the remaining terms on the right-hand side of (A.15) separately. To bound the latter, we employ Theorem 4.1.12 in de la Peña and Giné (1999) , which states that there exist absolute positive constants C and C such that for all 5 > 0, (A.16) where h ( ) (·; P Z ) ∞ ≤ 2 b 1 by the alternative definition of h ( ) (z 1 , . . . , z ; P Z ) as below:
Plugging (A.16) into each term in the sum on the right of (A.15) implies, for n ≥ 2, (A.17) where the last step is due to the fact that a ≤ 1/3 ≤ 1 − 2/ for ≥ 3. Taking
, the sum on the right-hand side of (A.17) is seen to be o(1). It remains to control the first term in (A.15). We start by writing the term as
The first factor in (A.18) is 1 + o(1) by the proof in Step I. For the second term in (A.18), we have
for x > x 0 and 5 ≤ λ 1 /2 by (A.13). Since 5 = m =3 5, = o(1), we have the second term in (A.18) is 1 + o(1) as well. Therefore, we obtain the right-hand side of (A.15) is 1 + o(1) uniformly over x ∈ (0, o(n θ )). Consequently,
uniformly over x ∈ (0, o(n θ )). Again a similar derivation yields a corresponding lower bound of order o(1), completing the proof of the general case m ≥ 2.
A.2.2 Proof of Theorem 4.2
Proof of Theorem 4.2. Since the marginal distributions are assumed continuous, we may assume, without loss of generality, that they are uniform distributions on [0, 1]. Theorem 4.1 can then directly apply to the studied kernel h(·) in view of Assumption 2.1. The main tool in this proof is Theorem 1 in Arratia et al. (1989) . Specifically, we use the version presented in Lemma C2 in Han et al. (2017) . We let I := {(j, k) : 1 ≤ j < k ≤ p}, and for all u := (j, k) ∈ I, we define B u = {( , v) ∈ I : { , v} ∩ {j, k} = ∅} and
Then the theorem yields that .19) where L n = u∈I P(η u > t),
and
We now choose an appropriate value of t such that L n tends to a constant independent of p as n → ∞. Let
By Theorem 4.1,
Using Example 5 in Hashorva et al. (2015) , we have for any t > −Λ,
Combining (A.20) and (A.21) yields (A.22) where κ := v=µ 1 +1 (1 − λ v /λ 1 ) −1/2 . Next we bound A 1 , A 2 , and A 3 separately. We have
Moreover, since Hoeffding's D is a rank-based U-statistic, Proposition 2.1(ii) yields that η u is independent of η β for all u ∈ I, β ∈ B u \{u}. Hence,
Again, by Proposition 2.1(iii), we have A 3 = 0. Accordingly,
This completes the proof.
A.2.3 Proof of Corollary 4.1
Proof of Corollary 4.1. We only give the proof for Hoeffding's D here. The proofs for the other two tests are very similar and hence omitted. As in the proof of Theorem 4.2, we may assume the margins to be uniformly distributed on [0, 1] without loss of generality. To employ Theorem 4.2, we only need to compute θ. We claim that
If this claim is true, then by the definition of θ, one obtains θ = 1/8 − δ, where δ is an arbitrarily small pre-specified positive absolute constant.
of pairs (i, j) satisfying ij ≤ M is exactly K:
identically distributed random vectors that follow a bivariate normal distribution with mean (0, 0) and covariance matrix
We have
jk ) is the joint density of (X ij , X ik ) . Notice that D jk is smooth with respect to Σ jk :
In order to prove D jk Σ 2 jk , it suffices to establish that D jk = 0 when Σ jk = 0, the first derivative of D jk with respect to Σ jk is 0 at Σ jk = 0, and the second derivative of D jk with respect to Σ jk is 5/π 2 at Σ jk = 0, which can be confirmed by a lengthy but straightforward computation. Now we turn to our claim. Recall that Var jk {h
(1) D (·; P jk )} = 0 when Σ jk = 0. We will show that the first-order term in the Taylor series of Var jk {h (1) D (·; P jk )} with respect to Σ jk is also 0. Suppose, for contradiction, the first-order coefficient (denoted by a 1 ) in the Taylor series of Var jk {h 
A.2.5 Proof of Theorem 4.3
Proof of Theorem 4.3. It is clear that we only have to consider max j<k U jk = C γ (log p/n) for some sufficiently large C γ . The main idea here is to bound max j<k U jk −max j<k U jk with high probability. To do this, we first construct a concentration inequality for | U jk −U jk |. The Hoeffding decomposition of the difference is
For controlling the first term in (A.26), recall that h ∞ ≤ b 1 < ∞, and then h (1) (·; P jk ) = h 1 (·; P jk ) − Eh is bounded by 2b 1 almost surely and Eh (1) (·; P jk ) = 0. We then apply Bernstein's inequality, giving .27) By the definition of the distribution family D(γ, p; h), we have
Plugging this into (A.27) and taking t 1 = C 1 (log p/n), where C 1 is a constant to be specified later, yields
We then handle the remaining term. By Theorem 4.1.12 in de la Peña and Giné (1999) , there exist absolute constants C , C > 0 such that for all t ∈ (0, 1], 2 ≤ ≤ m,
, which further implies that
Taking t 2 = C 2 (log p/n), where C 2 is another constant to be specified later, we have
Putting (A.28) and (A.29) together, and choosing
we deduce
Then using Slutsky's argument gives
which implies that, with probability at least 1
Hence for n ≥ 2, we have with probability no smaller than 1
where the last inequality is satisfied by choosing C γ large enough. Accordingly, for any given Q α , the probability that
tends to 1 as p goes to infinity. The proof is thus completed. A.3 Proofs for Section 6 of the main paper A.3.1 Proof of Proposition 6.1
Proof of Proposition 6.1. We prove identities (i)-(iii) sequentially. Let Ψ 1 , Ψ 2 , Ψ 3 denote the expressions on the right-hand side of identities (i), (ii), (iii), respectively.
be four independent realizations of (X, Y ) . For BergsmaDassios-Yanagimoto's τ * , we have, by Equation (6) in Bergsma and Dassios (2014a) , 1 18
We study the three terms in (A.30) separately, starting from the first term. Using Fubini's theorem, we get
and A := {X 3 ≤ x}, B := {X 4 ≤ X}, C := {Y 3 ≤ y}, D := {Y 4 ≤ y},
From the inclusion-exclusion principle, we obtain P{min(X 3 , X 4 ) ≤ x, min(Y 3 , Y 4 ) ≤ y} = P(I) + P(II) + P(III) + P(IV ) − P(I ∩ II) − P(I ∩ III) − P(I ∩ IV ) − P(II ∩ III) − P(II ∩ IV ) − P(III ∩ IV ) + P(I ∩ II ∩ III) + P(I ∩ II ∩ IV ) + P(I ∩ III ∩ IV ) + P(II ∩ III ∩ IV ) 
The identity (i) follows by plugging (A.33), (A.38), and (A.41) into (A.30).
Identity (ii). Next we prove that Ψ 1 − Ψ 2 = 0. A straightforward computation gives which completes the proof of identity (ii).
Identity (iii). This identity was discovered by Yanagimoto (1970) . To see this, it suffices to show that Ψ 3 − Ψ 2 = F We start from the identity Proof of Proposition 6.2. The copula of (X, Y ) is given by Nelsen (2006, p. 56) : We summarize the copula in Figure 1a . Since both X and Y are continuous, by the arguments in Schweizer and Wolff (1981) , we obtain Eh D = 30 {F (x, y) − F 1 (x)F 2 (y)} 2 dF (x, y) = 30 {C(u, v) − uv} 2 dC (u, v) and Eh R = 90 {F (x, y) − F 1 (x)F 2 (y)} 2 dF 1 (x)dF 2 (y) = 90 {C(u, v) − uv} 2 dudv.
We first compute Eh D . Notice that ∂ 2 C(u, v)/∂u∂v = 0 in [0, 1] × [0, 1] except for the support of C(u, v) (marked in red in Figure 1a) . Therefore, we only need to compute the integral on the support consisting of four line segments. In Figure 1b , we illustrate how to find dC(u, v) on the line segment from (0, 1/2) to (1/2, 0) (denoted by C 1 ). We have
and thus the integral on the line segment C 1 is given by We can evaluate the integral on the other three line segments (denoted by C 2 , C 3 , C 4 , respectively) similarly, and we find
The computation of Eh R = 90 {C(u, v) − uv} 2 dudv = 1/16 is standard, and we omit details. Finally, using the identity (2.3), we deduce that Eh τ * = 1/16.
