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Abstract
Unstructured grid is a tessellation of geometric shapes in irregular patterns that provides flexibility
in grid design for groundwater modeling. However, groundwater modeling is mostly developed
with uniform grid tessellation and layer, which could simplify model structure or cause expensive
computational costs in high-resolution simulations. Unstructured grid incorporates non-uniform
horizontal and non-uniform vertical discretizations providing the capability to replicate complex
hydrostratigraphy, capture geologic features that are crucial for groundwater flow simulation, and
reduce computational costs while maintaining a high resolution for areas of interest. This study
contains three parts to investigate unstructured-grid approach on constructing high-fidelity
groundwater models, comparisons with analytical relief well evaluation, and optimization
implementation on relief well operations. The first study develops a three-dimensional (3-D)
groundwater model using MODFLOW-USG on an unstructured grid to evaluate relief well
performance at the Profit Island vicinity levee and conduct comparative analysis with conventional
seepage analysis (i.e., blanket theory). Consequently, this case study indicates that 3-D modeling
is a more accountable and precise tool than blanket theory. The second study proposes relief well
operations optimization as an alternative to increase levee and floodwall factor of safety against
underseepage, which is achieved by a multi-objective mixed-integer non-linear programming
implemented with a 3-D unstructured groundwater model. The approach is demonstrated at the
Inner Harbor Navigation Canal, New Orleans, Louisiana. Relief well operations optimization
provides decision-makers useful tradeoffs between averaged factor of safety deficit, total pumping
rate, and the number of pumping wells for making pumping decisions. The third study advances
unstructured grid to develop a high-fidelity 3-D groundwater model using a lithology model for
the Louisiana Capital Area Groundwater Conservation District (District) on the Southern Hills

xvi

Aquifer System. Groundwater flow simulation, water budget analysis, uncertainty analysis, and
comparisons with satellite data provide comprehensive understanding of groundwater storage
variation in the District and evaluate groundwater depletion induced by excessive prolonged
groundwater withdrawals in the Baton Rouge area. This study successfully demonstrates the
capability of unstructured-grid approach on groundwater modeling to simulate groundwater
dynamics within complex subsurface hydrogeological structures, evaluate relief well
performances, and optimization implementation.

xvii

Chapter 1. Introduction
1.1.

Motivations
Groundwater flow modeling is a numerical technique to simulate groundwater dynamics

within subsurface aquifer systems. Groundwater models can simulate seepage conditions for levee
safety, quantify groundwater gain or loss to evaluate groundwater depletion, or qualify
groundwater to trace contaminant transport. However, it is essential and challenging to construct
robust hydrostratigrahy models to develop groundwater models in a high fidelity. Most
groundwater models are constructed based on uniform grids that could simplify aquifer and
aquitard architectures. A large number of cell/model layer is usually required to develop a high
grid resolution model to better characterize the aquifer systems, which results in a computationally
expensive model. Thus, this study presents unstructured-grid approach to better capture complex
hydrostratigraphy and geological features and implements it into groundwater flow modeling to
improve groundwater flow simulations. Furthermore, the unstructured-grid groundwater modeling
is utilized to conduct comparisons with analytical seepage models, to optimize relief well
operations, and to develop a high-fidelity groundwater model in an aquifer-system scale. Three
studies associated with unstructured-grid approach are conducted and corresponding motivations
in three study area are described as follows:
The first study is motivated by the Profit Island vicinity levee (PIVL) that is located
approximately 32 km upstream of Baton Rouge, Louisiana, along the western bank of the
Mississippi River (Figure 1.1). The PIVL includes 84 relief wells that were designed in 1995 to
release pore water pressures underneath the levees for levee safety. Available measured discharge
rates from the 84 relief wells during the high water event in 1997 were found significantly lower
than the design flow rates for a similar river stage (up to 2,000 m3/d or 365 gpm). The discrepancy
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in discharge rates may be attributed to several factors including the subsurface hydrogeological
structure, relief well dimensions and effects caused during well installation, and various
components of the original design. The relief well design approach is based on blanket theory, but
quantifying relief well performance is a three-dimensional boundary condition problem. A threedimensional model would be more applicable to relief well evaluations.
The second study is motivated by the Inner Harbor Navigation Canal (IHNC), a man-made
and industrial waterway connecting the Lake Pontchartrain (LP) to the Mississippi River in the
city of New Orleans, Louisiana (Figure 1.1). The canal is deeply dredged such that canal water
connects to the underlying subsurface groundwater system (USACE 1968). Dominant
physiographic features in this area are marshes, natural levees, abandoned distributaries, pro-delta
clay, and buried beach sand. Due to the existence of large sand deposits and silt layers and their
proximity to the surface, conditions are conducive to excessive seepage and uplift problems. Lack
of knowledge in groundwater dynamics and hydrogeology would be limited to understand levee
underseepage conditions, groundwater-surface water interactions, and efficiency of seepage
control measures during flood and storm surge events.
The third study is influenced by groundwater resources in the Louisiana Capital Area
Groundwater Conservation District (CAGCD, or District). The CAGCD (Figure 1.1) is located in
the southwest of the Southern Hills Aquifer System (SHAS) (Buono 1983), and is part of the
Coastal Lowlands Aquifer System (CLAS) along the Gulf of Mexico (Weiss, 1990). The SHAS
provides abundant groundwater resources to support public supply, industry, power generation,
agriculture, and aquaculture in the District. Groundwater demands in industry growing since early
20 century results in a large cone of depression in the Baton Rouge area (Reken 1998). Observed
water levels were declining in the over decades due to prolonged groundwater withdrawals. The

2

declining water levels locally reversed hydraulic gradient and created northward flow through the
Baton Rouge Fault which caused saltwater intrusion in the Baton Rouge area ((Morgan and Winner
1964) and land subsidence (Whiteman 1980). It is crucial to understand the groundwater dynamics
in the District and quantify the atherogenic impacts on groundwater resources as foundations for
establishing water management strategies to address the alarming concerns.

Figure 1.1. Three study area in the southeastern Louisiana. They are the Profit Island vicinity levee
(PIVL), Inner Harbor Navigation Canal (IHNC), and Louisiana Capital Area Groundwater
Conservation District (CAGCD).
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1.2.

Research questions
•

How beneficial could a non-uniform grid (unstructured grid) contribute to

groundwater modeling for complex subsurface aquifer systems?
•

What are technical challenges in developing and calibrating high-fidelity three-

dimensional groundwater models with an unstructured grid?
•

What are technical challenges in linking optimization algorithms with high-fidelity

three-dimensional unstructured-grid groundwater models?
•

How could high-fidelity three-dimensional groundwater modeling advance levee

underseepage studies and evaluation of relief well performance?
•

If relief wells are insufficient, how would a design of pumping at existing relief

wells enhance relief well performance?
•

How does the unstructured grid approach capture the complexity of the Southern

Hills aquifer system?
•

What are aquifer conditions in the Capital Area Groundwater Conservation District

of Louisiana under excessive groundwater withdrawals?
1.3.

Objectives
This study uses unstructured-grid approach on groundwater modeling to investigate the

aforementioned questions within three studies. The corresponding objectives are described as
follows:
The first objective is to compare the difference of numerical groundwater modeling using
unstructured-grid approach and analytical solutions on relief well evaluations. According to the
relief well discharge rates observed by USACE at the PIVL, Louisiana, the observed discharge
rates at some relief wells were inconsistent from the discharge rates designed by the blanket theory.
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The flow discrepancy can be attributed to geological settings, relief well installation, and relief
well design. Thus, this study develops a 3-D numerical groundwater model using unstructuredgrid approach to evaluate relief well performance and levee underseepage for the PIVL and
conduct comparative analysis between numerical solutions with analytical solutions from the
blanket theory.
The second objective is to implement unstructured-grid groundwater modeling into relief
well operations optimization. In urban environments with limited right of way, relief wells are an
option for addressing underseepage and sand boil development. Instead of adding more wells if
problems persist, this study investigates the potential of active pumping at relief wells as an
alternative to increase levee and floodwall factor of safety against underseepage. Relief well
operations optimization is achieved by a multi-objective mixed-integer non-linear programming
approach. The relief well operations optimization is demonstrated at the IHNC, New Orleans,
Louisiana, near the Seabrook Bridge at Lake Pontchartrain. Relief well performance and seepage
conditions are evaluated corresponding to the 500-year return storm. Relief well operations
optimization provides decision-makers useful tradeoffs between averaged Factor of safety deficit,
total pumping rate, and the number of pumping wells for making pumping decisions.
The final objective of this study is to advance the unstructured-grid approach to develop a
high-fidelity groundwater model to evaluate anthropogenic impacts on groundwater conditions for
the District on the SHAS. The SHAS is comprised of a sequence of complex freshwater-bearing
aquifers with interbedded clays and low-permeability geological faults, which provides abundant
and high-quality groundwater to public and industry in the District. High demands on groundwater
cause significant declines in the groundwater levels in various aquifers in Baton Rouge area,
consequently resulting in groundwater depletion, land subsidence, and saltwater intrusion in the
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area between the Baton Rouge Fault and Denham Springs-Scotlandville Fault since the 1960s. The
study develops a 3-D groundwater model using a lithology model on unstructured grid which can
replicate complex hydrostratigraphy, capture geologic features such as unconformity, pinch-outs,
and faults that are crucial for groundwater flow simulation. The well-calibrated groundwater model
helps to understand groundwater dynamics in the District under human activities and compares
groundwater variations with satellite observations.
1.4.

Organizations
This dissertation is organized in five chapters. Chapter 1 introduces motivations, research

questions, objectives, and organizations of the dissertation. Chapter 2 to 4 present three studies to
address research questions associated with unstructured grid modeling approach. Each chapter is
organized as an independent study that includes introduction, methodology, results and
discussions, and conclusions. Chapter 2 conducts comparative analysis between analytical
approach and 3-D groundwater modeling to evaluate levee underseepage and relief well
performance. Chapter 3 introduces relief well operations optimization achieved by utilizing
unstructured-grid groundwater modeling with optimization technique. Chapter 4 advances the
unstructured-grid modeling approach to develop a high-fidelity groundwater model for the
Southern Hills Aquifer System to evaluate anthropogenic impacts on groundwater. Chapter 5
includes overall conclusions of this dissertation.
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Chapter 2. Relief Well Evaluation: Three-Dimensional Groundwater
Modeling and Blanket Theory
2.1.

Introduction
Mississippi River levees experience excessive underseepage during high water periods,

leading to potential concerns of levee erosion, piping, heaving, and uplifting (USACE 1956;
Camillo 2012; Hird et al. 1978; Kolb 1975; Olson and Morton 2015). During the 1927 Mississippi
River flood and following flood events, significant underseepage and sand boils were observed
along numerous reaches of the Mississippi River Levees (USACE 1956; Kolb 1975; Alfortish et
al. 2011; Jafari et al. 2019). In addition, as climatic changes bring more frequent and amplified
Mississippi River flooding events (Munoz et al. 2018), substratum pressure and underseepage
control measures become critical. To combat underseepage, the United States Army Corps of
Engineers (USACE) utilizes several seepage control measures including seepage berms, cutoffs,
and relief wells. 1
First installed by the USACE Omaha District in 1942 at Fort Peck Dam, Montana, relief
wells are a passive control measure (i.e., no mechanical pumping) constructed along the landside
toe of a levee to provide pressure relief and controlled seepage outlets (Turnbull and Mansur 1959;
USACE 1956, 1992; Fell and Fry 2007). Relief wells discharge groundwater if the total head
produced by river water is higher than total head required to overcome the elevation of riser top
(i.e., total head in the aquifer is greater than the top elevation of a riser) as well as any frictional
losses. Relief wells may undergo several processes that reduce their pressure reduction efficiency
over time, such as clogging of well screens by intrusions of muddy surface waters, bacterial growth,

This chapter was previously published as Chen, Y.-H., Tsai, F.T.-C. Cadigan, J., Jafari, N.H., Shih, T.-H., 2021. Relief
well evaluation: three-dimensional modeling and blanket theory. Journal of Geotechnical and Geoenvironmental
Engineering, 147(8), 04021054. https://doi.org/10.1061/(ASCE)GT.1943-5606.0002547. Reprinted by permission of
ASCE.
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or iron and manganese incrustation (USACE 1992, 1998). Therefore, relief well systems are
dynamic and transient systems that require regular evaluations to quantify their long-term
performance.
This study developed a 3-D underseepage model using USGS MODFLOW-USG (Panday
et al. 2013) to evaluate a series of relief wells and compare the solutions of a 3-D computational
model with the analytical solutions presented by blanket theory. Current blanket theory
calculations for dams and levees are outlined in several USACE design manuals (USACE 1993,
2000) and were developed by modifying the blanket theory to incorporate the solutions of Muskat
and Wyckoff (1937). Various publications outline design examples and calculations for relief wells
(Jervis 1939, 1944; Bennett 1944; USACE 1939, 1942, 1949, 1952) as well as more formal design
guidance (USACE 1955, 1956, 1963, 1992). Design procedures detailed in Civil Works Engineer
Bulletin 55-11 (USACE 1955) and TM 3-424 (USACE 1956) were predominantly used until the
current design manual EM 1110-2-1914 (USACE 1992).
The computational model replicates the in-situ conditions from a case study in the Profit
Island vicinity levee (PIVL). At the site, eighty-four (84) stainless steel relief wells with a diameter
of 0.2 m (8 inch) were constructed along the 3.2 km (2 mile) levee beginning in 1995, with detailed
example designs available in USACE (1990). Two years later, a flooding event with similar
magnitude as the design stage (i.e., 15.24 m compared to the design of 15.97 m designed) allowed
for direct well flow rate observation and comparison. The measured discharged rates of some relief
wells during this high water event in 1997 were significantly lower than the design flow rates for
a similar river stage (up to 2,000 m3/d or 365 gpm). The 3-D seepage model of the PIVL system
incorporating relief wells was developed for comparison to blanket theory relief well design
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methodology and to investigate the potential reasons why observed well flow rates are significantly
lower than the design flow rates.
2.2.

Study area: Profit Island vicinity levee relief well system
The PIVL is located approximately 32 km (20 miles) upstream of Baton Rouge, Louisiana,

along the western bank of the Mississippi River (Figure 2.1a). The study area resides in the alluvial
valley of the Lower Mississippi River and contains primarily Holocene point bars, natural levees,
abandoned channels, and backswamp deposits (Russell 1940; Fisk 1944; USACE 1983). A seepage
control project (USACE 1990) resulted in a design for 84 relief wells along 24 reaches in an
attempt to alleviate the high aquifer pressures beneath the PIVL (Figure 2.1b). Individual relief
well consists of a stainless steel pipe with a continuous slot well screen surrounded by a gravel
filter pack. Most of the 84 relief wells are screened in the upper-most portion of the alluvial aquifer,
at the contact directly below the point bar deposits (USACE 1994). The area hydrogeology has
been extensively studied, as it was one of the meander-cutoff locations proposed to help reinforce
the viability of the present channel of the Mississippi River (Kolb 1980; Martinez 1986).
Available measured discharge rates from the 84 relief wells at the peak stage 15.24 m
NGVD29 (NGVD29 is 0.11 m below NAVD88) on 27 March 1997 are compared with the designed
discharge rates in Figure 2.2. Given a tolerance of ± 100 m3/d (~18 gpm), five (5) relief wells
produced similar well flow to the design flow. Fifty-eight (58) relief wells produced well flowrates
lower than the design. Twenty-one (21) relief wells produced higher well flowrates than designed.
A clear spatial difference is present in Figure 2.2, with the northern wells generally flowing at rates
lower than design and the southern wells generally flowing at higher flow rates. The discrepancy
in discharge rates may be attributed to several factors including the subsurface hydrogeological
structure, relief well dimensions and effects caused during well installation, and various
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components of the original design (e.g., allowable net head under the top stratum, river stage and
the effective seepage entry and exit points). This provided the motivation to investigate why the
measured relief well flow rates diverge to such a degree from the design.
2.3.

Three-dimensional underseepage modeling

2.3.1. PIVL hydrogeology
The PIVL model domain shown in Figure 2.1a includes the Profit Island vicinity levee
system, 84 relief wells, 27 piezometers along the levee (Figure 2.1b), and a segment of the
Mississippi River (river mile (RM) 249 to 252). The model domain is approximately 4,650 m wide
by 5,100 m long. The domain of 23.72 km2 is sufficiently large such that the assigned boundary
conditions display minimum influence on the seepage flow around the relief wells.

Figure 2.1. (a) Location of the PIVL model domain and 192 borings; and (b) location of the 84
relief wells, 27 piezometers along 24 reaches and 2 areas for mesh refinement. Basemap is from
Esri ArcGIS.
10

Figure 2.2. Designed vs. measured discharge rates for the 84 relief wells split into (a) northern to
middle and (b) middle to southernmost wells at peak river stage (15.24 m) on 3/27/1997.

The 3-D hydrogeological model for the study area was constructed using a quadtree grid,
with indicator kriging interpolation conducted across 192 boring logs (see Figure 2.1a). Indicator
kriging is one of indicator geostatistics that are widely used in hydrogeology (Johnson 1995; Proce
et al. 2004; Elshall et al. 2013; Pham and Tsai 2017). Indicator kriging provides smooth
estimations and is a viable method for estimating uncertainties of hydrogeological interpretation
using qualitative data (Johnson and Dreiss 1989). The expected value of the indicator at an
unobserved location is estimated as
N

v ( x 0 ) =   i I ( xi )

(1)

i =1

where v(x0) is the expected value at unobserved location x0, N is the number of boring logs, 𝜆I is
the indicator kriging weight, and I(xi) is the indicator data at observed location xi. The expected
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value of indicator random function represents the probability that the soil type at a location x0 fall
into sand or clay. The indicator function of random variable v can be defined as follows:

1: sand if v(x0 )  
I (x0 ) = 
0 : clay if v(x0 )  

(2)

where α is the cutoff. A value of 0.5 is commonly used for a neutral selection (Olea 1999).
The borings include 182 drillers’ logs and 10 wire-line electric logs. The 192 logs were
provided by the Louisiana Department of Natural Resources and the USACE. Considering the
local geological conditions (Russell 1940; Fisk 1944, 1946; Fisk and McFarlan 1955; USACE
1956, 1958; Saucier 1969; Autin et al. 1991), all boring logs were classified into two general soil
types: high-permeability alluvial aquifer sands and gravels and low-permeability aquitard silts and
clays.
A quadtree grid is a type of unstructured grids capable of being refined locally by dividing
a computational cell into four quadrants. It is one of many unstructured grids suggested in the
MODFLOW-USG (Panday et al. 2013) and is often used in the literature. Using a quadtree grid
increases modeling resolution along the area of interest and reduces modeling computation time.
Quadtree grids offer flexible grid refinement and requires less efforts on grid development. The
quadtree grid developed in this study contains a coarse background grid with two fine-mesh areas
(about 100 m in width) enclosing the 84 relief wells (Figure 2.1b and Figure 2.3). The cell size of
the background grid is 50 m and is gradually refined to 3.1 m in the fine-mesh areas.
The high-resolution topobathymetry of the stratigraphy model is the combination of a
digital elevation model and bathymetry data of the Mississippi River (Figure 2.4). The DEM
possesses 5 m horizontal resolution and is from the LSU Atlas (Cunningham et al. 2007). The
Mississippi River bathymetric data for river miles 249 to 252 possesses 0.6-m horizontal resolution
and was obtained during a 2013 USACE hydrographic survey (USACE 2013).
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Figure 2.3. Two-dimensional unstructured grid with quadtree tessellation and local refinement
along the PIVL. The cell size of parent grid is 50 m and decreases to 3.1 m around the PIVL.
Basemap is from Esri ArcGIS.

Figure 2.4. Topobathymetry of the PIVL model.
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The hydrogeological model in Figure 2.5 is represented using one of two homogenous and
isotropic facies, aquifer sands and aquitard silts/clays. There are 24 layers starting at the top
elevation of the levee, and spans from approximately 17 m above NGVD29 to 91 m below
NGVD29 for a total domain thickness of around 108 m. Layer thickness is heterogeneous and
varies from 0.30 m to 22.3 m. The hydrogeological model was validated with the subsurface
geological conditions documented by the USACE (1990), as well as in historical reports such as
Fisk (1944). Thus, the density of the boring logs and subsurface information are sufficient for the
model validation. The resulting indicator data was used to compute experimental semivariograms
in the horizontal direction (Figure 2.6a), where the sill is 0.224 and the range is 56 m. This study
adopted the exponential semivariogram model for the indicator kriging. The aquifer and aquitard
distributions in each model layer reveal several geological characteristics in the study area.

Figure 2.5. Hydrogeological model of the PIVL from model layer 1 to layer 24 delineating the
elevations (top to bottom) of each layer. The main alluvial aquifer is located from layer 8 to layer
18 (Elevation -5 to -68 m).
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1. Point bar sands are present in layers 4 to 7 (0.6 m to -6 m) at the river bend south of the
Mississippi River.
2. The presence of the riverbed in layers 9 to 14 (-10 m to -31 m) indicates deep erosion at
the south bank that introduces a more direct hydraulic connection to the alluvial aquifer
than in the north section. The direct hydraulic connection in the southern portion of the
domain likely contributes to increased aquifer flow and thus higher discharge rates for the
relief wells (Figure 2.2).
3. The primary location of the alluvial aquifer is from -6 m (layer 8) to -63 m (layer 18).
4. There is direct contact between the Mississippi River and the alluvial aquifer sands,
explaining the high aquifer pressures characteristic of the region.
5. The semi-impervious and non-uniformly thick clay blanket (thickness of 14 m to 39 m)
suggests that surficial recharge to the alluvial aquifer (e.g., Lake Clause) is expected to be
insignificant relative to the river (Figure 2.6b).
Cross-sections of the hydrogeological model shown in Figure 2.6c and Figure 2.6d reveal that the
alluvial aquifer is not uniform and contains many interbedded clay lenses. The discontinuous
stratigraphy also indicates that the alluvial aquifer and deeper Pleistocene sands are hydraulically
connected in some places (Griffith 2003). Figure 2.6e shows that the screens of relief wells are in
the alluvial aquifer sands but not all installed to a uniform depth.
2.3.2. Seepage modeling
USGS MODFLOW-USG is an open-source groundwater model developed to support a
wide variety of structured and unstructured grid types for simulating groundwater flow and tightly
coupled processes based on a control volume finite-difference method (Panday et al. 2013). The
control volume finite-difference method allows a cell to be connected to an arbitrary number of
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adjacent cells. The unstructured grid approach features to fit irregularly shaped boundaries and
enhance resolution to areas of interest. Groundwater flow process implemented in MODFLOWUSG is formulated by Dehotin et al. (2011) based on the unstructured grid approach. The threedimensional (3-D) transient groundwater flow equation is written as follows:
  ( K h ) = S s

h
+W
t

(3)

where K is hydraulic conductivity, h is groundwater head, Ss is specific storage, t is time, and W is
volumetric source or sink per unit volume.

Figure 2.6. (a) Exponential indicator semivariogram and experimental indicator variogram model;
(b) oblique view for the hydrogeological model of the PIVL with assigned constant boundary
(green) and general head boundary (blue); (c) an east-west cross section; (d) a north-south cross
section; (e) two cross sections along the levee showing screens of 84 relief wells (bars); and (f) an
illustration of a relief well simulated by the combination of a CLN and a drain.
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The MODFLOW-USG model contains 24 layers with a total of 1,204,888 active cells.
Three types of boundary conditions were considered in the PIVL model. A total head-dependent
flux boundary (blue area in Figure 2.6b) was adopted to simulate flow interactions between the
Mississippi River and the alluvial aquifer and for the eastern boundary of the model domain
(Harbaugh 2005). Leakance, defined as the hydraulic conductivity per unit thickness, is a key
factor in determining the amount of river water flowing into an aquifer. In this case, leakances
were determined through model calibration for the riverbed and for the eastern boundary. A
constant total head boundary condition of 6.1 m above NGVD29 was assigned to the western
boundary of the model domain (green in Figure 2.6b). The constant total head value is the average
of historic groundwater levels near the western boundary and was assigned as the initial head
condition to all computational cells. A no-flow boundary condition was applied to the northern,
southern, and bottom boundaries.
A combination of the Connected Linear Network (CLN) Process and the Drain (DRN)
Package in MODFLOW-USG computationally simulates the PIVL relief wells. The CLN Process
simulates 1-D water conveyances that are much smaller than the groundwater model cell size, with
the drain package (DRN) used to simulate the output of the relief wells (Panday et al. 2013). Figure
2.6f illustrates a CLN well connected with a DRN for simulating a relief well. The relief well
screen is assigned to the CLN cells (yellow dots) that directly connect to groundwater flow cells
to simulate seepage flow from the alluvial aquifer to the relief well. The riser pipe for each relief
well is assigned to the CLN cells (red dots) that do not connect with groundwater flow cells. The
bottom elevation of a drain in the DRN package is connected to the top CLN cell (black dot),
where the top of the riser pipe is located. The drain only receives well flow when groundwater
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head inside the CLN is higher than the bottom elevation of the drain. There are 84 CLNs and 84
drains to simulate the 84 relief wells.
The efficiency of a relief well directly correlates to head loss across a well screen. A skin
factor (Sf) in the CLN process represents a zone of affected hydraulic properties near the well
screen, expressed through the following head loss form (Konikow et al. 2009):
hloss =

Sf
2 bK

Q

(4)

where hloss is the head loss across a well screen, b is the length of a CLN cell, and Q is the flow
rate entering the CLN cell. Sf is the key parameter to present the degree of well efficiency and is
estimated through model calibration for individual relief wells. A relief well with a high skin factor
indicates the head loss is significantly high such that it limits flow entering the well, implying
potential clogging of the well screen.
2.3.3. Model calibration
The PIVL model was calibrated iteratively until a match was achieved between the model
and field-measured piezometer readings and relief well discharge rates. The parameters estimated
through the model calibration include hydraulic conductivity for the alluvial aquifer, riverbed
leakance for the Mississippi River, leakance for the eastern boundary, and relief well skin factors.
Other parameters for the alluvial sand aquifer (specific storage and specific yield) and clay aquitard
(hydraulic conductivity, specific storage, and specific yield) were predetermined using
representative hydrogeological averages (Batu 1998; Chin 2006).
There are daily measured piezometric head for the 27 piezometers and daily measured
discharge rates for the 84 relief wells over 41 days during the March-May 1997 spring flood event
(Figure 2.7a), which were made available by USACE MVN. As there is not a river gage located
in the geographic bounds of the site, the river stage used in the seepage model was obtained by
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linearly interpolating USACE’s river stage data at the Baton Rouge gage station (Station No. 01160,
RM 228.4) and the St. Francisville gage station (Station No. 01145, RM 260.3). The river stages
employed in the model are illustrated in Figure 2.7a, with a peak stage of 15.24 m (50 feet) on
March 27, 1997. The river stage in the modeling period was always at least elevation 0.6 m
NGVD29. A daily model was run representing the time period of 1 March 1997 to 31 May 1997
(92 days).
The calibration results for the March-May 1997 flood event are shown in Figure 2.7b and
Figure 2.7c. The results indicate strong agreement between observed field data and 3-D model
results. The estimated model parameters and other predetermined parameters used in the PIVL
model are listed in Table 2.1. There is a root mean square error (RMSE) of 98.3 m3/d (~18 gpm)
in the relief well discharge rates (Figure 2.7b) and a RMSE of 0.22 m (0.72 feet) in piezometric
heads (Figure 2.7c). The RMSEs for each relief well and each piezometer also show strong
agreements between observed field data and 3-D model results. 84 RMSEs in the relief well
discharge rates for each well have an average of 91.9 m3/d (~17 gpm) with a standard deviation of
34.4 m3/d (~6.3 gpm). This indicates that 95% of RMSEs in the relief well discharge rates for each
well is less than 160 m3/d (~29 gpm). 27 RMSEs in piezometric heads for each piezometer have
an average of 0.18 m (0.59 feet) and a standard deviation of 0.12 m (0.39 feet). This indicates that
95% of RMSEs in piezometric heads for each piezometer is less than 0.42 m (1.37 feet). These
results correspond to a Nash-Sutcliffe model efficiency coefficient (NSE) of 0.99 in the relief well
discharge rates and an NSE of 0.83 in piezometric heads. A NSE indication of sufficient model
quality is recommended to be at least 0.65 (Ritter and Muñoz-Carpena 2013).
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Figure 2.7. (a) River stages of the Mississippi River during the March-May 1997 flood event; (b)
a scatter plot of simulated against observed relief well discharge rates at relief wells; and (c) a
scatter plot of simulated against observed piezometric head at piezometers.
Table 2.1. Predetermined and estimated model parameter values for the PIVL model.
Parameter
Hydraulic conductivity of aquifer
(sand) (cm/s)
Hydraulic conductivity of aquitard
(clay)a (cm/s)
Specific storage of aquiferb (m-1)
Specific storage of aquitardb (m-1)
Specific yield of aquifera
Specific yield of aquitarda
Leakance of riverbed (d-1)
Leakance of east boundary (d-1)
Source: a (Chin 2006); b (Batu 1998)

Predetermined value

Estimated value

-

0.14

0.00001

-

0.000166
0.001919
0.30
0.03
-

0.10
0.15
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2.3.4. Composite scaled sensitivities
Composite scaled sensitivities (CSS) indicate importance of observations as a whole to a
single parameter (Hill 1998). A greater value of CSS indicates the field observations are more
sensitive to a specific model parameter. To estimate CSS for the jth parameter with observations,
the following equation is defined as follows (Hill 1998):

2
 ND
  ( dssij ) 

CSS j =  i =1
 ND 



0.5

(5)

where ND is the number of observations; and dssij is dimensionless scaled sensitivity for the jth
parameter associated with the ith observation. dssij is defined as follows (Hill 1998):

 dy 
dssij =  i  b ji0.5
 db 
 j

where

(6)

dyi
is the sensitivity of the simulated value yi associated with the ith observation
db j

to the parameter b j ; and  i is the weight for the ith observation. As it is advantageous to define the
weight as i =

1
(  is observation error standard deviation), dssij can be defined in another
i2 i

equation (Hill and Tiedeman 2006):

 dy  b j
dssij =  i 
 db  100
 j

 100 


 i 

(7)

The dssij indicates the amount of simulated value will change, expressed as a percent of the
observation error standard deviation, given a 1% increase in the parameter value (Hill and
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Tiedeman 2006). This study compared the importance of relief well discharge rate and total
hydraulic head beneath the clay blanket to the skin factor and top elevation of the well riser pipe
by estimating the CSS of the parameters.

Figure 2.8. Distribution of groundwater head near the PIVL in model layers 1 to 16 at the peak
river stage (15.24 m) during the March-May flood event of 1997.
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2.3.5. Vertical variation of hydraulic heads
The distribution of groundwater head from the calibrated model at the peak river stage
(15.24 m) on 27 March 1997 is shown in Figure 2.8 for model layers 1 to 16. In layer 1 (16 m to
5 m), groundwater head is lower than landside ground elevation, indicating that there should be
minimal underseepage through the levee foundation and into the landside clay blanket. The higher
groundwater head present in the southern section of the levee from layer 2 to layer 7 (5 m to -10
m) indicates significant levee underseepage. Levee underseepage prevails throughout the entire
levee reach from layer 8 to layer 16 (-6 m to -91 m).
2.3.6. Discharge rates of relief wells
In Figure 2.9, relief well discharge rates are plotted against with the top elevations of riser
pipe and estimated skin factors of well screen. At the peak river stage in 1997, model results show
that most relief wells in the southern portion of the system generally produced higher discharges
(black circles in Figure 2.9). Some relief wells produced relatively low discharges in the middle
and north of PIVL (e.g., 24K, 24M, 24S and 24X, white circles in Figure 2.9) because of low
hydraulic connections between the Mississippi River and alluvial aquifer caused by shallow river
incision. Some relief wells in the southern reaches (i.e., 25O) produced low discharges because
the skin factor of the well screen is above 10. In general, relief wells that produce high discharge
rates (more than 2500 m3/d or 459 gpm) correspond to low skin factors (less than 4, Figure 2.9).
However, relief wells with similar skin factors do not necessarily produce similar discharge rates.
In particular, relief wells may possess significantly low skin factors (less than 4) and still yield low
discharge rates (less than 1000 m3/d or 183 gpm, see reach 24K, 24M and 25G in Figure 2.9). The
reason behind these low discharge rates can be attributed to higher top elevations of the riser for
these wells (larger circles in Figure 2.9). This is especially true for reaches 24N and 24O, where
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the tops of the wells are 1 ft higher than hydraulic head in the wells on average. Based on the PIVL
model results, a small head differential (<0.5 m) between the total head in the well and top of the
riser can produce significant discharges > 3,000 m3/d (550 gpm) between wells 25O, 25P, 25S,
25T and 25U.

Figure 2.9. Estimated well discharge rates (Qw), estimated skin factors (Sf), and top elevation of
riser pipes (Hriser) at peak river stage (15.24 m) for the March-May 1997 event. White dots
correspond to relief wells in reach 24 (northern reach) and black dots correspond to relief wells in
the reach 25 (southern reach).

2.4.

Blanket theory relief well design

2.4.1. Governing equations
Blanket theory is used extensively by the USACE for seepage analyses, and a modified
version for relief well design is outlined in EM 1110-2-1914 (USACE 1992). Design of a typical
system of relief wells is shown in Figure 2.10a. The top stratum is taken as a semi-infinite low24

permeability blanket with thickness ZbL. Water pressure enters the substratum from the effective
seepage entry point on the riverside. Underneath the top stratum is the permeable substratum,
typically a high-permeability alluvial aquifer in the Mississippi River Valley with a transformed
aquifer thickness D. The land surface is taken as the vertical datum. If the surface and beds are
sloping, the land surface is elevated above the effective seepage exit point (Zw). During a flood
event, the net head of the river above the datum (H) is exerted on the substratum and pressure
enters at the effective seepage entry point. The hydraulic head decreases from landside-to-riverside
as groundwater flows beneath the levee.
The top of the relief wells is typically situated at or slightly above the land surface. A
visualization of the distances from a relief well to the effective seepage entry point (S) and to the
effective seepage exit point (X3) is shown in Figure 2.10a. The substratum total head is
approximated linearly (Wolff 1993) by a hydraulic slope between the effective seepage entry and
exit points. This hydraulic gradient difference (∆M) between the effective seepage entry point and
the effective seepage exit point is:

M =

H − H av H av
−
S
X3

(8)

where S is the distance from the effective seepage entry point to the relief well located at the levee
toe, X3 is the distance from the levee toe to the effective seepage exit point, H is the net head
produced by the river stage above the ground surface datum, and Hav is the average net head in the
plane of relief wells (USACE 1992). When the land surface is sloping, the elevated land surface
(Zw) should be subtracted from Hav.
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Figure 2.10. (a) 2D cross section of levee and relief well in blanket theory for relief well design
(modified from USACE (1992)) for sloping beds and (b), relationship among well discharge rate
(Qw), hydraulic gradient difference (∆M), average net head in the plane of wells (Hav), and factor
of safety (FS) in blanket theory for partially penetrating relief wells.
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With a known ∆M, discharge for a system of relief well (Qw) can be estimated by using the
following equation with an assumed well spacing and aquifer hydraulic conductivity (USACE
1992):
Qw = aMk f D

(9)

where a is well spacing, kf is the horizontal aquifer hydraulic conductivity, and D is transformed
aquifer thickness. A design discharge for a system of relief wells is estimated through an iterative
design process by tuning relief well dimension and spacing for each reach to minimize cost while
maintaining an allowable total head at the base of the blanket at the levee toe to produce a sufficient
factor of safety (USACE 1992).
2.4.2. Factor of safety calculation
The Factor of Safety (FS) with respect to uplift is estimated from a ratio of buoyant or
effective weight of the soil to the net pressure head exerted on the blanket, which is commonly
used as an indicator for the potential of sand boils and uplift (Harr 1962; USACE 1993; FEMA
2015). FS with respect to uplift is also referred as the ratio of the critical upward hydraulic gradient
to the upward hydraulic gradient:
FS =

i=

ic
,
i

Ha
Zbl

(10)

(11)

where ic is the critical hydraulic gradient, and i is the upward exit hydraulic gradient estimated. Ha
is allowable net head under the top stratum at landside toe of levee. If Ha is greater than 0 (net head
above land surface), FS is a positive value. If Ha is less than or equal to 0 (net head at or below
land surface), the seepage exit gradient may not directly result in a low FS. But an exit gradient of
0.2 still can result in light to medium seepage (USACE 1956). The allowable critical hydraulic
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gradient is assumed ic = 0.8 based on field observations collected along the Mississippi River
during a flood event (USACE 1956). As relief well design calculations were formulated assuming
full-penetration relief wells, the net head midway between relief wells (Hm) is commonly taken as
the allowable net head for relief well system design (USACE 1992, 1993), though flow effects to
partially penetrating wells may cause the average net head in the plane of wells (Hav) to control
design (USACE 1992, 1993).
2.5.

Comparison of blanket theory and 3-D seepage modeling
Several principal differences exist between blanket theory and the 3-D seepage model:

1. Blanket theory assumes a transformed two-layer stratum composed of a pervious substratum
overlain by a uniform semi-impervious top stratum. USACE (1956) provides equations for
transforming multilayer strata into an equivalent two-layer stratum. The aquifer and blanket
are assumed to be of uniform thickness across the study reach (Wolff 1993). The 3-D seepage
model can account for realistic geological conditions without the transformation assumptions
of blanket theory through flexibility of the cell geometry, such as layers of varying thickness
or discontinuities.
2. Blanket theory solves closed-form analytical expressions in which only horizontal flow is
considered in the substratum and only vertical flow is considered in the top stratum, while a 3D seepage model provides approximate solutions using numerical methods (e.g., finiteelement method). In terms of computation time, blanket theory is generally significantly more
economical than a 3-D seepage model, but the 3-D seepage model addresses complex
geological conditions that may arise, especially in fluvial and alluvial deposits.
3. In field conditions, low-permeable deposits found at the bottom of river could potentially
induce head loss to for infiltrating flow. Blanket theory does not consider the head loss induced
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by riverbed materials when river water flows into the aquifer while the 3-D seepage model
does.
In reality, due to economic and geological conditions along the Mississippi River Valley,
most relief wells are partially penetrating (Cadigan 2019; USACE 2019), and due to flow effects
the relief well design report assumes Hav controls design for the partially penetrating relief well
systems (USACE 1992). Thus, Hav is subsequently used as the allowable total head (Ha) in these
analyses to estimate FS for comparative analysis.
2.5.1. Comparative analysis
Blanket theory equations used for estimating ∆M, Hav, and FS are illustrated in a
dimensionless coordinate plane in Figure 2.10b. The figure allows for theoretical comparisons
between the FS provided by actual well flow rates and the blanket theory and may be useful for
understanding the various scenarios in which the blanket theory may over or under predict FS. To
transform the parameters into a dimensionless coordinate plane, the following parameters are
normalized by the maximum hydraulic gradient difference:
M1 =

H
S

HX 3 −
H av =

X 3 SQw
ak f D

S + X3

(12)

(13)

where ∆M1 acts as a mathematical bound representing the limit of the maximum possible hydraulic
gradient (i.e., all excess hydraulic aquifer pressure dissipated over effective seepage entry distance
S). The 45˚ line in quadrant one illustrates the linear relationship between ∆M/∆M1 and
Qw/akfD∆M1 from blanket theory. The second quadrant shows a linear relationship between ∆M
and Hav from Eq. (8). If well discharge is 0, Hav (Eq. 13) is at the no-flow hydraulic grade line
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(∆MQ=0, Figure 2.10a). The third quadrant shows the non-linear relationship between FS and Hav.
As Hav is reduced through increased flow rates, FS correspondingly rises. When the 3-D seepage
model is used, the simulated discharge rate and hydraulic gradient difference can be calculated.
There are six (6) comparison cases between the 3-D model and the blanket theory
illustrated on Figure 2.10b. Solid dots represent the various 3-D model solutions. Case 1 represents
a scenario where the 3-D model flow rates match the blanket theory flow rates and the hydraulic
grade line of the 3-D model also matches the blanket theory. In Figure 2.10b, black circle at Case
1 is located directly on the blanket theory 45˚ line. A horizontal line projects left to quadrant two
until its intersection with the ∆M/∆M1 line. A line is then plotted directly down into quadrant three
to intersect the FS, where 3-D and blanket theory are equal. Case 2 represents a scenario where for
a given flow rate, the 3-D model predicts a better pressure dissipation than the blanket theory, and
hence plots closer to unity on the ΔM/ΔM1 axis. Moving left across to quadrant 2 to the ΔM/ΔM1
solid line and then vertically down to the FS line, it is shown that the FS plots higher than the FS
of blanket theory. Thus, the blanket theory FS is significantly lower than the 3-D model.
Conversely, in Case 3, the pressure relief simulated by the 3-D model is below the 45˚ blanket
theory line (both less than blanket theory). After plotting horizontally to ΔM/ΔM1 and then
vertically down to the FS line, it is found that the FS from the 3-D model is below that of the
blanket theory. In other words, the blanket theory FS is higher than the 3-D model. Case 4
represents a scenario in which the pressure relief provided by the 3-D model results in a steeper a
hydraulic grade than ∆M1, which physical means the Hav is below the ground surface. The aquifer
pressures are therefore lower than the datum by the levee toe and FS is correspondingly high. Case
5 is a scenario in which the simulated 3-D model flow rates are higher than those calculated by
blanket theory, but the pressure relief is well below that predicted by the blanket theory. Following

30

to the ΔM/ΔM1 and FS lines, the blanket theory predicts a significantly higher FS compared to the
3-D model. Case 6 represents a scenario in which the pressure reliefs provided by the 3-D model
and the blanket theory are sufficient to provide steeper hydraulic grades than ∆M1 (i.e., Hav trends
below the ground surface). Therefore, the seepage pressures are lower than the elevation datum by
the levee toe so both FS are correspondingly high.
2.6.

Results and discussions

2.6.1. Evaluation of relief wells
The PIVL model was run under steady-state conditions at the peak river stage (15.24 m)
for the 1997 flood event to compare against the analytical blanket theory solutions. To calculate
the FS, the geometrical parameter values a, D, Hentry, Hexit, S, X3, Zt and Zw from Eq. (8) and Eq.
(13) were extracted from the 3-D model (see Figure 2.11). Well spacing between the 84 relief wells
varies from approximately 11 m to 67 m. Reaches 24I, 25P, 25S and 25U are near the ends of the
finite relief well system and were designed with decreasing well spacing to accommodate spatially
varying pressure relief in finite well line design (Figure 2.11a) (USACE 1955, 1990, 1992).
Alluvial aquifer thickness for the relief well sites spans from 47 m to 75 m. The alluvial aquifer at
reaches 25O to 25T is relatively thick (Figure 2.11a). The groundwater head at effective seepage
entry points is approximately 1.7 m lower than the peak river stage due to head loss through the
riverbed (Figure 2.11b). Total head at effective seepage exit points is on average 7.25 m,
approximately the same as the land surface elevation and validating the assumptions of the original
system designers (Figure 2.11b) (USACE 1990). Based on the available geotechnical
investigations, no borrow pits are modelled on the riverside of the PIVL. Downward seepage
through riverside blanket is not significant in the PIVL model due to the low permeability of the
clay blanket. The effective seepage entry point distance was therefore determined by measuring
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the horizontal distance from the river bank to the relief well location. The effective seepage entry
point distance varies from 300 m to 900 m, and decreases from the north to the south (Figure 2.11c).
The effective seepage exit point was determined by locating the intersection of simulated
groundwater head from the levee to the tailwater elevation. The effective seepage exit point is
around 2,000 m from the levee toe for the 73 relief wells at the northern reaches (Figure 2.11c),
while the effective seepage exit points for the southern reaches is approximately triple that of the
northern reaches due to higher groundwater heads (Figure 2.11c). The elevation of the land surface
above the effective seepage exit points ranges from 1.5 m to 4.1 m (Figure 2.11d). The transformed
blanket thickness (Zt) at 84 relief well sites used for calculating FS is shown in Figure 2.11d.
2.6.2. Factor of safety by blanket theory
Because all relief wells along the PIVL were partially penetrating, Hav was used to estimate
FS in this study. With the simulated discharge rates (Figure 2.9), blanket theory predicted a FS >
1.5 for all 84 relief wells (see Figure 2.12). The lowest FS of 1.8 occurs at reach 24X. The total
hydraulic head around 19 relief wells across eight reaches (24I, 24P, 24Y, 25O, 25P, 25S, 25T and
25U) is located below the ground surface. Therefore, the FS for these 19 relief wells were
significantly high, FS > 20 (Figure 2.12). Of these 19 relief wells, 18 produced discharges higher
than 1,700 m3/d (312 gpm). Blanket theory found that the relief wells performed satisfactorily
during the 1997 flood event.
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Figure 2.11. Parameter values (a) well spacing a, and transformed aquifer thickness D; (b) head at
effective seepage entry point Hentry, and effective seepage exit point Hexit; (c) effective seepage
entry point S, and effective seepage exit point X3 for the 84 relief wells at peak river stage (15.24
m) of the March-May 1997 flood event; and (d) transformed blanket thickness Zt, and elevation of
sloped land surface Zw.
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Figure 2.12. A comparison of factor of safety for 84 relief well sites between blanket theory and
the PIVL model at peak river stage (15.24 m) for the March-May 1997 event for (a) the northernto-middle reaches and (b) middle-to-southern reaches. Factor of safety above 20 is shown as FS=20.
2.6.3. Factor of safety by 3-D model
Using the PIVL model to evaluate FS first requires calculating the total hydraulic head
midway between the relief wells. Then, FS was calculated by Eq. (11) using the same transformed
blanket thickness in Figure 2.11d. At the peak stage of the 1997 flood, the 3-D model results show
that FS of the 84 relief wells are also all above 1.5 (Figure 2.12). The total hydraulic head for
reaches 24N and 24O are below ground surface, so the FS was calculated >20. In Figure 2.9 and
Figure 2.12, significantly high discharge rates (more than 2500 m3/d or 459 gpm, e.g., relief wells
at southern reaches) do not indicate a corresponding high FS. Zero discharge or less than 300 m3/d
(e.g., 24K, 24N, and 24O) also do not directly indicate low FS.
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USACE designed the maximum discharge with FS =1.5 for relief wells along the PIVL in
a condition with 70% clogging (USACE 1990) with an expectation that the FS is greater than 1.5
if the design discharge rate is met. However, the 3-D model simulations indicate that the field FS
can be higher than 1.5 even though the actual discharge rate is less than the blanket theory design
discharge rate. Although not observed in this study, the FS could be lower than 1.5 in the field even
though actual discharge rate is higher than design discharge rate by the blanket theory. This
reasoning involves the riser pipe elevation and is discussed in more detail subsequently.
Nevertheless, the lessons learned indicate that it is unlikely for agreement or close correlation to
occur between the 3-D modeling and blanket theory results given a complex geological setting.
2.6.4. Impact of skin factor and top elevation of riser pipe
As high skin factor is generally believed to cause low well flow rate and high average net
head in plane of wells, top elevation of riser pipe will significantly reduce well flow rate if it is
installed above the design elevation. For example, increasing the skin factor from 1 to 100 times
higher than Sf_1997 (1997 skin factor) significantly reduces discharge rates to approximately zero
(Figure 2.13a). Average net head in plane of wells can increase as high as 2.6 m with increasing
skin factors (Figure 2.13c). As skin factor higher than 100 times of Sf_1997, the model suggests a
fully clogged well because discharge rate is nearly zero. The abscissa of Figure 2.13b and Figure
2.13d is the ratio of H-Hriser and H-Hriser_1997. In particular, H and Hriser_1997 are 15.24 m and 9.45
m, respectively, for the 1997 flood event. The sensitivity analysis involved raising and lowering
Hriser by 3 m from Hriser_1997 by increments of 0.5 m. Therefore, the x-axis range of (H-Hriser)/(HHriser_1997) for Figure 2.13b and Figure 2.13d is 0.5 to 1.5. This signifies that raising riser pipes up
3 m in the model will reduce the total head differential to river stage, significantly reduce discharge
rates, and increases the average net head in plane of wells up to 2 m. In Figure 2.13b and Figure
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2.13d, this corresponds to the abscissa less than unity. In comparison, lowering riser pipes up to 3
m in the model would increase head differential to river stage, significantly increase discharge
rates, and decrease average net head in plane of wells, as shown in Figure 2.13b and Figure 2.13d
for values greater than unity.

Figure 2.13. Variations of well discharge rate (Qw) and average net head in plane of wells (Hav)
with respect to changes in skin factor (Sf) and top elevation of riser pipe (Hriser) at peak river stage
(15.24 m) of the March-May 1997 flood event.
The CSS comparisons for the discharge rate and average net head in plane of wells to skin
factor and riser pipe elevation are presented in Table 2.2. The sensitivities from Eq. (5) were
estimated using a 10% difference from the Sf_1997 and Hriser_1997 values. The discharge rate is shown
to be more sensitive to the skin factor by a factor of 1.6 than Hav and is a factor of 2.4 times more
sensitive to the top elevation of riser pipe than Hav. Discharge rate is 17 times more sensitive to
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the top elevation of riser pipe than to skin factor. The Hav is 11 times more sensitive to the top
elevation of the riser pipe than to skin factor. The finding that the top elevation of the riser pipe is
a key factor controlling well discharge explains the minimal to zero discharge rates observed in
the field and the model for reaches 24K, 24M, 24N, and 24O.
Table 2.2. Composite scaled sensitivity (CSS) of relief well discharge rate (Qw) and average net
head in the plane of wells (Hav) with respect to skin factor (Sf) and top elevation of riser pipe (Hriser).
CSS

Skin factor (Sf)

Top elevation of riser
pipe (Hriser)

Relief well discharge rate (Qw)
Average net head in the plane of wells (Hav)

0.08
0.05

1.37
0.57

2.6.5. Comparison of 3-D model to blanket theory
As the 3-D model can rigorously calculate Hav for each relief well, it is possible to compare
the results of the blanket theory and the 3-D model directly using the ratio ∆M/∆M1. Five
comparison cases are shown within Figure 2.14. For example, the 3-D model and blanket theory
for seven relief well sites exhibit nearly identical ∆M/∆M1 ratios, given a tolerance of 0.03. This
scenario is classified as Case 1 and results in the same FS between the 3-D model and blanket
theory. Of the remaining relief wells, 29 wells indicate a FS underestimated by blanket theory
(Case 2), and 24 wells demonstrate a FS overestimated by blanket theory (Case 3). In addition, 5
wells indicate a 3-D model predicted total head (Hav) below the ground surface, but a hydraulic
head above the ground surface predicted by blanket theory (Case 4). These 5 relief wells are in
reaches 24O and 24N and coincide with locations of zero discharge (Figure 2.9). For Case 5, 19
relief well sites feature a 3-D model predicted hydraulic head above the ground surface, but a
hydraulic head predicted by blanket theory below the ground surface. In this case, the blanket
theory results in a FS significantly higher than the 3-D model, which may not reflect field
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conditions. The 4 relief wells in Figure 2.14 (see orange square labels) located to the extreme right
signify a significant deviation from the blanket theory solution because these wells produced
higher discharges than the rest of the relief wells (Figure 2.9) and correspond to relatively small
well spacing (Figure 2.11a). The practical implications of classifying the performance of the relief
wells into Figure 2.10b is to demonstrate where blanket theory and more complex, physics-based
3-D model are comparable, when they deviate, and why they may differ. This can help design
engineers and levee district managers understand make more informed decisions in the efficacy of
relief wells, if relief wells need to be rehabilitated or more wells are needed, and when a 3-D model
is necessary to quantify the hydrogeological conditions more accurately.
2.6.6. Sensitivity analyses
Sensitivity analyses of the PIVL model were conducted to compare ∆M and Hav of the 3D model to the blanket theory through several means: (1) varying the river stage from 11 to 17 m
in 1 m increments (7 scenarios), (2) reducing or adding 1, 2, 3 m to the top elevation of riser pipe
at the 84 relief wells in 6 scenarios, and (3) adding 5, 10, 50, 100, 1,000 or 10,000 to the skin factor
Sf_1997 at the 84 relief wells (6 scenarios). In each scenario, only one parameter was changed at a
time prior to running the 3-D model. Given a combination of those parameter values in each
scenario (Hentry, Hexit, Qw and X3) were recalculated from the 3-D model to estimate ∆M and Hav.
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Figure 2.14. Comparison of normalized hydraulic gradient difference (∆M/∆M1) between the PIVL
model and blanket theory for the 84 relief wells for peak river stage (15.24 m) of the March-May
1997 flood event.
Four (4) representative relief wells (W24K02, W24M08, W24S09 and W25T01) were
selected to compare the results in Figure 2.15. For example, in Figure 2.15a-d the river stage is
modified across the seven aforementioned scenarios from 11 m to 17 m. W24S09 exhibited similar
solutions from the 3-D model and blanket theory as shown by the clustering of data points around
(1,1), except when the river stage is 11 m (Figure 2.15c), at which point the blanket theory under
predicted pressure reduction by the well. The comparison for well W24K02 starts at a river stage
of 14 m. When the river stage is below 14 m, Hav from both methods is below the ground surface
(Figure 2.10b - Case 6) and the values of ∆M/∆M1 plot outside the figure bounds (Figure 2.15a).
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As the river stage increases to 16 m, W24M08 shows the model ∆M/∆M1 approaching the blanket
theory solution, while in W24K02 the blanket theory begins to overestimate pressure reduction
and predicts correspondingly high FS for the relief well site (Figure 2.10b - Case 5). For W25T01,
the blanket theory always overestimates pressure reduction (Figure 2.10b - Case 5) except for the
scenario where the river stage is 11 m (Figure 2.15d) at which point the model and blanket theory
solutions agree.
In comparison, when the top elevation of the riser pipe decreases, ∆M/∆M1 always
increases for all four wells (Figure 2.15e-h). In W24S09, the 3-D model and blanket theory again
produce nearly identical solutions as the riser top elevation is modified (Figure 2.15g). In W24K02
and W24M08, blanket theory starts at Case 2, where the top elevation of riser pipe is 3 m higher.
A sharp increase in ∆M/∆M1 is observed when the riser elevation by 1 m to 2 m, although discharge
rate does not appreciably change. As the top elevation of riser pipe is further reduced (Figure
2.15e,f), both methods predict high FS (Figure 2.10b - Case 6). For W25T01, blanket theory
always overestimates pressure reduction as the riser elevation changes (Figure 2.15h).
With an increase in skin factor (Sf), the well discharge rate and ∆M/∆M1 are expected to
decrease. Three wells (W24M08, W24S09 and W25T01) show this expected relationship (Figure
2.15j, k, and l). However, ∆M/∆M1 for W24K02 shows an inverse relationship where ∆M/∆M1
increases as discharge rate decreases for skin factors lower than 5 (Figure 2.15i). For skin factors
greater than 5, the discharge rate for W24K02 decreases and hence ∆M decreases as expected. The
inverse relationship at low skin factors for this well is likely due to large discharge rates by the
adjacent relief wells, which cannot be readily incorporated by blanket theory as it is assumed flow
rate will be uniform across an infinite line of wells.
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Figure 2.15. Four (4) different types of paths for ∆M/∆M1 represented by 4 selected relief wells
(W24K02, W24M08, W24S09 and W25T01) in the scenarios of (a)-(d) river stage (Hriver); (e)-(h)
top elevation of riser pipe (Hriser); and (i)-(l) skin factor (Sf).
When the river stage resides between 11 m and 17 m, the difference in Hav between the two
methods ( H av = H av _ BT − H av _ 3D ) is rarely less than 0.01 m (Figure 2.16a). At a river stage of
11 m, 75 of the 84 relief wells show a head difference of less than 0.5 m. As the river stage increases
to 17 m, only 35 relief wells show a difference of less than 0.5 m for Hav. This means increasing
the river stage causes the 3-D model and blanket theory to diverge. Similarly, raising the top
elevation of the riser pipe by 3 m results in 73 relief wells experience less than a 0.5 m difference
(Figure 2.16b). Lowering the top elevation by 3 meters brings the number of wells with a head
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difference below 0.5 m to approximately 30, meaning more wells possess a larger deviation in total
head between blanket theory and the 3-D model (Figure 2.16b). A lower riser elevation (ΔHriser =
-3 m) suggests more discharge, which indicates both methods diverge by any means that increases
the flow rate. Increasing the skin factor by 50 or more results in more than 50 relief wells having
a Hav difference less than 0.5 m (Figure 2.16c). Based on the sensitivity analysis results for the
1997 flood event, 87% of relief well discharge rates greater than 2500 m3/d result in Hav difference
above 0.5 m, which indicates that the 3-D model and blanket theory tend to exhibit different Hav
at significantly high discharge rates.
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Figure 2.16. Number of relief wells with the absolute Hav difference less than 0.01, 0.05, 0.1, 0.3
and 0.5 m between blanket theory and the PIVL model under different (a) Hriver, (b) Hriser, and (c)
Sf values.
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2.7.

Conclusions
The USGS MODFLOW-USG (unstructured grid) model is capable of efficiently

simulating relief well flow in a 3-D complex geological environment. The quadtree grid which
contains a high-resolution section nested within a coarse background grid facilitates seepage
simulation accuracy while maintaining computational efficiency. The 3-D modeling results show
that the FS was much greater than 1.5 for all relief wells during the high water event of 1997. The
FS was maintained at or above the 1.5 threshold even though some of the relief wells discharged
minimal or no groundwater during the event. The lack of flow from these relief wells is unlikely
due to clogging issues but is rather most attributed to the relatively high elevations of the riser pipe
tops, which creates an insurmountable head difference. Sensitivity analyses identified that the top
elevation of the riser pipes exhibits more influence on well discharge rates than well screen
permeability (represented through the skin factor). The PIVL case study shows that the well
discharge rate is seventeen (17) times more sensitive to the top elevation of the riser pipe than to
the skin factor of the well.
The FS provided by blanket theory for relief wells is highly dependent on the accuracy of
input parameters determined during the design phase. For the PIVL case study, the results from
the blanket theory relief well design show the effects of being unable to precisely model complex
geological conditions in that those results differ significantly to those of the calibrated 3-D
groundwater model. The discrepancy between the calibrated model and the predicted flow rates
from the design grows as relief well discharge increases. As the blanket theory can both over- and
under-predict relief well performance, there is no direct correlation between the calibrated 3-D
model results and the blanket theory design results. As the calibrated 3-D model allows for
stakeholders to better understand the effects of in-situ hydrogeological conditions, transient
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groundwater levels and river stages, and rapid quantification of the consequences of various
scenarios such as adding/rehabilitating relief wells in the system, the 3-D model provides a tool to
more accurately understand the performance of a relief well system.
A 2-D seepage model can replicate the blanket theory sufficiently well, but quantifying the
performance of relief wells is a 3-D boundary condition problem. This precludes the use of a 2-D
seepage model. Accordingly, blanket theory, 2-D models, and 3-D models are all tools for seepage
design. This study does not mandate a new design method, only demonstrates that 3-D models are
highly applicable to relief well performance and are becoming more prevalent in practice that they
should be considered more frequently.
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Chapter 3. Relief Well Operations Optimization
3.1.

Introduction
Levees and floodwalls built for protecting property damages from river and hurricane

flooding typically undergo excessive underseepage during high water. Excessive seepage can lead
to internal erosion (e.g., piping, uplifting, or heaving), which can cause sand boils and loss of
foundation materials, potentially cascading into instability of protected structures (Hird et al. 1978;
Kolb 1975). Sand boils usually occur at the locations of geological discontinuity and the locations
where point bar and adjacent swales or channel fill deposits pass beneath the levee (Davidson et
al. 2013). To prevent the internal erosion, common seepage control measures include relief wells,
seepage berms, and cutoff walls (USACE 1956).
Relief wells are a passive control measure (i.e., no active pumping) constructed along the
landside toe of a levee to provide pressure relief (USACE 1956; Turnbull and Mansur 1959;
USACE 1992; Fell and Fry 2007). Relief wells produce water if total groundwater head in the
substratum is greater than the top elevation of the riser pipe. Through installing relief well systems
along the Mississippi River vicinity levees, the occurrences of sand boils or piping are significantly
reduced (Mansur et al. 2000). Relief well systems are designed by modifying blanket theory
calculations originated from Bennet’s (1945) calculations for seepage through blankets upstream
of dams (Wolff 2002). The design procedures are detailed in the USACE Relief Well Engineering
Manual, EM 1110-2-1914 (USACE 1992). 2
Relief wells reduce in efficiency over time, primarily due to clogging of well screens by
intrusion of muddy surface waters (Mansur et al. 2000), bacterial growth, or iron and manganese

This chapter was previously published as Chen, Y.-H., Tsai, F.T.-C. Jafari, N.H., 2021. Multi-objective Optimization
of Relief Well Operations to Improve Levee Safety. Journal of Geotechnical and Geoenvironmental Engineering,
147(7), 04021041. https://doi.org/10.1061/(ASCE)GT.1943-5606.0002532. Reprinted by permission of ASCE.
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incrustation (USACE 1992; 1998). Present remedial measures for reduction of efficiency are well
rehabilitation, which includes mechanical and chemical redevelopment methods (USACE 1998).
If relief wells are evaluated as no longer acceptable due to collapse, clogging or other conditions,
the relief wells are properly abandoned and new well replacements are installed. Adequate
performance of relief wells is imperative for seepage control, especially during river floods and
hurricane events in New Orleans, LA, USA. To address short-term excessive seepage, pumping at
relief wells can be a potential approach to improve relief well performance without the capital cost
of installing new wells. However, it is critical for decision-makers to determine the efficacy of
such an alternative by quantifying the pumping rate, number of pumping wells, and which wells
to pump for lowering groundwater head to a desired level. Thus, this study proposes the
methodology on how to evaluate relief well performance using a three-dimensional MODFLOW
model and develop an algorithm to optimize relief well operations.
Pumping optimization is widely applied to various hydrologic fields, including water
allocation (Condon and Maxwell 2013; Martinsen et al. 2019; Yang et al. 2014), contaminated
groundwater remediation (McKinney and Lin 1995; Misirli and Yazicigil 1997; Zou et al. 2009),
and saltwater intrusion control (Dhar and Datta 2009; Mantoglou 2003). These studies primarily
aim to maximize well production for benefits of economic development or minimize operation
costs of extraction wells. However, pumping optimization problems, which can be crucial for
increasing levee and floodwall safety, are rarely discussed in seepage control. Seepage-induced
floodwall breaches at London Avenue in New Orleans during Hurricane Katrina revealed the
importance of seepage control for levee safety (Duncan et al. 2008; IPET 2006; Link 2010; Ubilla
et al. 2008). The hydraulic connection between London Avenue Canal and Pine Island beach sand
beneath the floodwall resulted in significant subsurface flow, high pore-water pressure, and high
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uplift gradient, which ultimately led to floodwall instability (Brandon et al. 2008; Duncan et al.
2008; Song et al. 2014; Dunbar and Britsch 2008; Sills et al. 2008). With respect to seepage
control, the relief well operations optimization aims to maximize the factor of safety against uplift
force at levee and floodwall toes while minimizing pumping rates and number of pumping wells.
Pumping optimization problems are generally developed with mixed-integer programming
(MIP) because mixed-integer variables can be used to control activation of pumping wells.
McKinney and Lin (1995) summaries three approaches to solve MIP problems. The first approach
is the Branch-and-Bound method (Fletcher 1987), which reduces a mixed-integer non-linear
problem into non-linear programming sub-problems to be solved by a reduced gradient method
(Brion and Mays 1991; Lansey and Mays 1989). The second approach is to project the MIP
problem onto the space of integer variables and then apply either outer approximation/equality
relaxation (Duran and Grossmann 1986; Kocis and Grossmann 1987) or generalized Benders'
decomposition (Geoffrion 1972; Paules and Floudas 1989) to iteratively solve sub-problems and
master problems. The third approach is to use heuristic methods such as simulated annealing
(Dougherty and Marryott 1991) or genetic algorithms (Zou et al. 2009; Guo et al. 2019). In
addition, applying combinations of gradient-based methods, heuristic methods, and other search
methods can achieve improved outcomes (Tsai et al. 2003a,b).
Relief well operations optimization in this study is formulated into a multi-objective
mixed-integer non-linear programming (MOMINLP) problem. The mixed integer is used to
manage pumping at relief wells. Three objectives are considered: (1) minimize factor of safety
(FS) deficit to a threshold value, (2) minimize total pumping rate, and (3) minimize the number of
pumping wells. Binary decision variables are used to determine the optimal relief wells to pump.
Minimizing FS deficit requires groundwater head reduction, which generally conflicts with
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minimizing total pumping rate and minimizing the number of pumping wells. Pareto optimal
solutions (Pareto 1971) providing tradeoffs among conflicting objectives are commonly derived
through a multi-objective programming approach. This study employed the controlled elitist Nondominated Sorting Genetic Algorithm-II (NSGA-II) (Deb and Goel 2001) to solve the relief well
operations optimization problem.
NSGA-II (Deb 2000) is a heuristic and search-based optimization technique that is widely
applied to various water management problems with multi-objectives (Ashbolt et al. 2016; Dhar
and Datta 2009; Yang et al. 2019). Kollat and Reed (2006) compared various modified NSGA-II
and discussed their advantages. A controlled elitist NSGA-II can increase diversity of population
while keeping better fitness values (Deb and Goel 2001). When addressing multi-objective
problems, NSGA-II can provide a set of Pareto optimal solutions to analysts and decision-makers
to understand tradeoff of objectives within management problems (Guazzelli et al. 2019; Pierro et
al. 2009; Roy and Datta 2019). Conventional methods (e.g., weighting and ε-constraint methods)
convert multi-objective problems into a single objective problem and obtain only one Paretooptimal solution per optimization (Peralta et al. 2014). To benefit a practical problem, this study
demonstrates the relief well operations optimization to the Inner Harbor Navigation Canal (IHNC),
New Orleans, Louisiana.
3.2.

Study area: Inner Harbor Navigation Canal
The Inner Harbor Navigation Canal is a 8.9 km (5.5 mile) long, man-made and industrial

waterway connecting the Lake Pontchartrain (LP) to the Mississippi River in the city of New
Orleans (Figure 3.1a). The canal is deeply dredged such that canal water connects to the underlying
subsurface groundwater system, especially at LP where the geology is characterized by the Pine
Island beach sand (USACE 1968). This connection could create high excessive pore-water
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pressures in the subsurface during flood and storm surge events. To understand the geology of
New Orleans and to build an IHNC groundwater model, 1,628 drillers’ logs and 153 geotechnical
borings shown in Figure 3.1a were collected from the Louisiana Department of Natural Resources,
the Coastal Protection and Restoration Authority (CPRA) of Louisiana, and the site specific relief
well design report (USACE 1968). The study area covers the northern portion of the IHNC, near
the Seabrook gate (Figure 3.1b). A total of 78 relief wells at the eastern levee and 120 relief wells
at the western levee of the IHNC were constructed in 1968, 2006, 2009 and 2011. The model
domain is approximately 3,920 m wide and 4,640 m long. The domain is sufficiently large enough
such that assigned boundary conditions show minimum influence on the seepage flow around the
relief wells. Figure 3.1b shows locations of nine (9) piezometers along the levees, which were
constructed in 1967. Figure 3.1c shows 11 zones delineated from the model domain following Pine
Island beach sand trends (Saucier 1994) and are used for assigning measured hydraulic
conductivities of the beach sand and fine-grained soils based on the hydraulic conductivity data
from URS (2006) and USACE (2011).
Dominant physiographic features of the study area are marshes, natural levees, and
abandoned distributaries. A relatively stable, but lower (3–5 m lower than present) sea level 4,000–
6,000 years ago permitted sediments from the Pearl River, located to the east of New Orleans, to
be concentrated by longshore drift, forming a prominent sandy spit or barrier beach complex
known as the Pine Island Beach (Saucier 1968). Recent deposit at the north of the IHNC, a
discontinuous layer of marsh clay, organic, peat and levee clay and silt, underlain by a thick
sequence of the Pine Island Beach sand with shells and shell fragments that overline a thin medium
to stiff pro-delta clays (USACE 1968). At south reaches along the IHNC East and West levees, a
wedge of very softy to soft interdistributary clays with lenses and layers of silt and sand exists
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between the upper marsh and natural levee deposits and the underlying buried beach sands. The
march, natural levee, interdistributary, abandoned distributary, buried beach sand, pro-delta clay
lain by Pleistocene deposits along the entire IHNC East and West levees. Due to the existence of
large sand deposits and silt layers and their proximity to the surface, particularly near the north
end of the project, conditions are conducive to seepage and uplift problems.

Figure 3.1. (a) Location of the IHNC model domain, New Orleans levee system, drillers’ logs, and
geotechnical borings; and (b) 186 relief wells and 9 piezometers along IHNC levees. 32 target
relief wells in the IHNC west were considered for pumping. (c) 11 zones for assigning hydraulic
conductivity values to Pine Island beach sand and fine-grained soils.
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3.3.

Relief well operations optimization
Relief well operations optimization aims to optimally operate pumping at the relief wells

for improving the factor of safety midway between relief wells where the factor of safety is less
than a threshold while minimizing the number of pumping wells and total pumping rate.
3.3.1. Factor of safety for levees
Factor of safety (FS) is calculated from a ratio of buoyant or effective weight of the soil to
net pressure head against on the low-permeability top stratum or blanket (Harr 1962; USACE
1993; FEMA 2015). Low FS raises concerns of sand boils and uplifting caused by heavy seepage
from the high permeability substratum. To apply the FS to a relief well system, Figure 3.2 shows
a cross section that illustrates the benefit of using relief wells, where the river water level is H. The
net head of the river above the datum is exerted on the substratum and pressure enters at the
effective seepage entry point. Head loss at the effective seepage entry point can be induced by the
low permeability riverbed materials when river water flows into the aquifer. The hydraulic head
decreases from riverside to landside as groundwater flows beneath the levee. The FS is calculated
by the ratio of the critical upward hydraulic gradient to in-situ upward hydraulic gradient (USACE
1956):
FS =

ic
i

(14)

where ic is the critical hydraulic gradient that triggers a soil uplift, and i is the in-situ upward
hydraulic gradient across the top stratum. The critical hydraulic gradient is calculated by

ic =


w

(15)

where   is the buoyant unit weight, and  w is unit weight of water. The hydraulic gradient is
calculated by
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i=

Hm
,
ZbL

(16)

where Hm is the net head midway between relief wells, and ZbL is the top stratum thickness (blanket
thickness). Hm is calculated by

Hm = h − Zs ,

(17)

where h is the groundwater head midway between relief wells and Zs is the land surface elevation.
If Hm is greater than 0 (groundwater head above land surface), FS is a positive value. If Hm
is less than or equal to 0 (groundwater head at or below land surface), the soil uplift does not need
to be considered. Blanket thickness (ZbL) in real-world cases is unlikely to be uniform and usually
includes interbedded non-clay sediments. Transformed blanket thickness (Zt) (USACE 1956) is
used to substitute blanket thickness (ZbL). Moreover, a more conservative critical hydraulic
gradient of ic = 0.8 is used in this study based on the approximate theoretical hydraulic critical
gradient for homogenous clay (USACE 1956).

Figure 3.2. A schematic of a cross section of a levee with a plane of relief wells.
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3.3.2. Formulation of relief well operations optimization problem
The relief well optimization problem is formulated into a multi-objective mixed-integer
problem. The objectives are to (1) minimize the FS deficit to a threshold at the point midway
between relief wells; (2) minimize total pumping rates; and (3) minimize the number of pumping
wells. A FS threshold of 1.5 is generally used to design relief wells by the USACE (USACE 1992).
To achieve the first objective, the FS deficit is defined as follows:
FSi = max FS0 − FSi ,0

(18)

where ∆FSi is the FS deficit at the ith midpoint between relief wells, FSi is the ith FS midway
between relief wells, and FS0 is the FS threshold of 1.5. Eq. (18) indicates no FS deficit if FS is
greater than or equal to FS0.
The first objective function aims to minimize the averaged FS deficit and is formulated in
Eq. (19), where m is number of net head midway between relief wells.

min FSavg =

1 m
 FSi
m i =1

(19)

The second objective is to minimize total pumping rate as follows:
n

min QT =  q j u j

(20)

j =1

where qj is the pumping rate of relief well j; uj is a binary variable for relief well j; and n is the
number of relief wells. When uj is 1, relief well j is pumped. When uj is 0, no pumping occurs at
relief well j. Pumping rate is bounded by an upper bound and a lower bound. This study set qmin =
0 and qmax = 500 m3/day (~91.7 gpm).

qmin  q j  qmax
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(21)

The third objective is to minimize the number of pumping wells as follows:
n

min U =  u j

(22)

j =1

3.3.3. Groundwater head linearization
FS calculation requires computing groundwater head at relief well sites, which is
computationally expensive when involving a groundwater simulation model in the NSGA-II.
Instead, groundwater head is suggested to be linearized with respect to pumping rate using the
first-order Taylor series expansion to expedite optimization (Peralta et al. 1991):
hk +1 = hk +

h
(qk +1 − qk )
q

(23)

where hk and hk+1 are the groundwater head in the kth and (k+1)th iterations, respectively; qk
and qk+1 are the pumping rates at the kth and (k+1)th iterations, respectively; and h q is the
sensitivity of groundwater head with respect to pumping rate. Then, Hm at (k+1)th iteration is
calculated by Eq. (24).
H mk +1 = hk +

h
(qk +1 − qk ) − Z s .
q

(24)

Once the optimized pumping rates are obtained by the NSGA-II, hk are updated by hk+1 and

h q are updated by the optimized pumping rates for the next iteration.
3.3.4. Successive optimization process
The relief well operations optimization links a groundwater model and NSGA-II through
inner-outer iterations shown in Figure 3.3. To begin with, user-defined pumping rate (q) and binary
variable (u) are given into the groundwater model to calculate initial sensitivities of groundwater
head with respect to pumping rate for each relief well. In NSGA-II, an initial parent population of
(q, u) is randomly generated within the bounds of q and u. For each solution (q, u), the fitness
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values of the three objective functions are calculated (Eqs. 19, 20, and 22). Solutions with the
better fitness values are chosen to generate a child population of (q, u) through tournament
selection, crossover, and mutation (Deb 2000). Next, NSGA-II performs non-dominated sorting to
determine non-dominated solutions and performs crowding distance sorting to create a new parent
population of (q, u). The inner iteration continues to improve the parent population until stopping
criteria (maximum number of generations or average relative change in fitness value below a
tolerance) are met. Once the inner iteration finishes, sensitivities are updated using the current
parent population of (q, u) through the outer iteration. The updated sensitivities and current parent
population are input to NSGA-II to improve the non-dominated solutions. The inner-outer
iterations are completed when the solutions of q and u converge. Minimal average FS deficit,
minimal total pumping rate and least number of pumping wells are obtained.
3.4.

IHNC groundwater model development

3.4.1. Model structure
The IHNC groundwater model was constructed based on MODFLOW-USG (Panday et al.
2013) on a quadtree grid (Figure 3.4). All drillers’ logs and geotechnical borings were considered
into the soil classification interpolation approach (Pham and Tsai 2017; Li et al. 2019) to gain a
more complete understanding of the hydrogeological structure of the IHNC (Figure 3.1a). In
particular, the drillers’ logs outside of the model domain were required to interpolate the landside
areas of the IHNC East and West where less drillers’ logs were available. The drillers’ logs and
borings were interpreted into four soil facies: sand, silt, clay, and peat. A complex 16-layer model
structure was built as shown in Figure 3.5, where each layer contains non-uniform thickness.
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Figure 3.3. Flowchart of the relief well operations optimization using a groundwater model and
NSGA-II.
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Figure 3.4. Two-dimensional unstructured grid with quadtree tessellation and local refinement
along the LP and the IHNC. The cell size of parent grid is 80 m and decreases to 20 m around the
LP and to 2.5 m around the IHNC. Basemap is from Esri ArcGIS.

The distribution of soil types reveals several interesting geological characteristics around
the IHNC. First, the Pine Island beach sand aquifer is underlain by the prodelta clay (model layers
9-11, thickness varying from 0.9 m to 4.3 m), which is underlain by the Pleistocene sand (USACE
1968). Pine Island beach sand also extends westward to the foundations of 17th Street and London
Avenue Canal, where levees breached during Hurricane Katrina (Dunbar and Britsch 2008).
Second, the IHNC cuts into the Pine Island beach sand as deep as 28 m below NAVD88. Lake
Pontchartrain at the outfall of the IHNC also connects to Pine Island beach sand as deep as 20 m
below NAVD88. These hydraulic connections can transmit either the lake or the canal high water
into the Pine Island beach sand regardless of the Seabrook Floodgate. Third, the relief wells are
located in several areas (4W to 37AW) with thin clay blanket thicknesses, which suggests
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potentially low FS. The screens of the relief wells were installed in the Pine Island beach sand
(Figure 3.6). The high density of relief wells along the IHNC West floodwall suggests a poor
geological condition because of a lack of a top blanket. The characteristics of the sand and clay
distributions are generally consistent with the USACE field investigation (USACE 1968).
Four types of boundary conditions were applied to the IHNC groundwater model. First,
two head-dependent flux boundaries were adopted to the model interfaces with the IHNC and Lake
Pontchartrain. The IHNC water stage and Lake Pontchartrain water stage were separated at the
Seabrook Floodgate and assigned independently to the boundaries. Second, two constant-head
boundaries were assigned to the east and west boundaries of the model domain. Third, no-flow
boundary condition was assumed for the north, south, and bottom boundaries. Fourth, Horizontal
Flow Barrier (HFB) package is used to simulate the effect of I-wall floodwall sheet pile. The sheet
pile wall implemented in the IHNC as a no flow boundary condition. The depth of sheet piles
ranges from -1.83 m (-6 ft) to -5.18 m (-17 ft) for the IHNC East and West floodwalls (USACE
1967). However, the sheet pile depths along the IHNC West and East reaches do not penetrate the
beach sand. The Seabrook sheet pile depth extends to -10.67 m (-35 ft).
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Figure 3.5. Distribution of sand, clay, silt, and peat facies in the 16-layer MODFLOW-USG model.
White areas represent air.
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Figure 3.6. (a) A cross section along the IHNC eastern levee showing screens of 78 relief wells
(bars); and (b) a cross section along the IHNC western levee showing screens of 108 relief wells
(bars).

3.4.2. Relief well simulation
Combination of the Connected Linear Network (CLN) Process and the Drain (DRN)
Package in the MODFLOW-USG was developed to simulate relief wells. The CLN Process
simulates one-dimensional water conveyances (e.g., wells) that are much smaller than groundwater
model cells (Panday et al. 2013). Drains were assigned to the topmost CLN cell to remove
immediately discharges out of passive relief wells. A drain receives groundwater discharge only
when groundwater head inside the CLN is higher than the bottom elevation of the drain. A total of
186 CLNs and 186 drains were built into the groundwater model to simulate the 186 relief wells.
Efficiency of a relief well directly relates to head loss across a well screen. A skin factor (Sf) in the
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CLN Process represents a zone of affected hydraulic properties close to the well screen, which has
the following head loss form (Konikow et al. 2009):
hloss =

Sf
2 bK

Q

(25)

where hloss is the head loss across a well screen; b is the length of a CLN cell, K is the hydraulic
conductivity of the groundwater flow cell connecting to the CLN cell, and Q is the flow rate
entering the CLN cell. Sf is the key parameter to present the degree of well efficiency and is
estimated through model calibration for individual relief wells. High skin factor indicates low
relief well efficiency.
3.4.3. Model calibration
The IHNC groundwater model calibration involved two independent tasks. The first task
was to estimate the riverbed leakance for the IHNC and LP using piezometric data from 18-20
January and 2-3 March 1967 at 9 piezometers in the IHNC East and IHNC West (Figure 3.1b). No
other groundwater head data was available. Pine Island beach sand trends in the southwestnortheast direction and is deeper at Lake Pontchartrain and becomes shallower in southeast
direction (Saucier 1994). Thus, the IHNC model reflects these trends, as indicated by the lines
delineating zone 1 to zone 11 that are parallel to the Lake Pontchartrain shoreline (Figure 3.1c).
The assigned values of hydraulic conductivities for the Pine Island beach sand, Pleistocene sand,
and fine-grained soils are listed in Table 3.1. This study investigated the impact of long-lasting
high water in the IHNC, so a steady-state groundwater model was deemed adequate. For hurricane
events, the steady-state IHNC model will provide more conservative results than transient
simulations. However, transient modeling was not furthered investigated because of the lack of
temporal groundwater data for the IHNC and the likelihood that the landside pore-water pressure
will rise with rising IHNC water levels because of the high hydraulic conductivity and low
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coefficient of volume compressibility (Stark et al. 2014). The second task was to estimate skin
factors for the screens of the 186 relief wells using specific capacity test data from 2005, 2006,
2009 and 2011, which were provided by CPRA. Specific capacity tests aim to determine the
acceptability of the well and to evaluate its performance and loss of efficiency with time (USACE
1992). The specific capacity tests resulted in the drawdown data in the relief wells given pumping
rates. Skin factor of individual relief wells was determined such that the error to the drawdown
data was less than 3 cm (0.1 ft).
Table 3.1. Assigned hydraulic conductivities for Pine Island beach sand and fine-grained soils.
Parameter
Value
Ksand, m/d (zone 1)
10.8a
Ksand, m/d (zone 2)
15.552a
Ksand, m/d (zone 3)
38.88a
Ksand, m/d (zone 4)
17.28a
Ksand, m/d (zone 5)
12.528a
Ksand, m/d (zone 6)
6.48a
Ksand, m/d (zone 7)
10.80a
Ksand, m/d (zone 8)
30.24b
Ksand, m/d (zone 9)
19.44b
Ksand, m/d (zone 10)
8.64b
Ksand, m/d (zone 11)
8.64b
Ksand, m/d (Pleistocene)
15.552 a
Ksilt, m/d (zone 1)
0.0864a
Ksilt, m/d (zone 2)
0.3223a
Ksilt, m/d (zone 3)
0.2488a
Ksilt, m/d (zone 4)
0.2565a
Ksilt, m/d (zone 5)
0.2262a
Ksilt, m/d (zone 6)
0.01296a
Ksilt, m/d (zone 7)
0.01296a
Ksilt, m/d (zones 8-11)
0.195158b
Kclay, m/d (zone 1)
0.000864a
Kclay, m/d (zone 2)
0.01728a
Kclay, m/d (zone 3)
0.00432a
Kclay, m/d (zone 4)
0.01728a
Kclay, m/d (zone 5)
0.0432a
Kclay, m/d (zone 6)
0.00432a
Kclay, m/d (zone 7)
0.00432a
Kclay, m/d (zones 8-11)
0.016896b
Kpeat, m/d
0.864c
Source: aUSACE 2011; bURS 2006; cHogan et al., 2006
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Table 3.2. Averaged observed groundwater level and simulated groundwater level at piezometers.
Groundwater levels at piezometers were measured on January 18-20 and March 2-3, 1967.
Piezometer
P-1E, P-2E, P-3E
P-1W, P-2W, P-3W
P-4W, P-5W, P-6W

3.5.

Averaged observed
groundwater level (m)
-1.08
-1.57
-2.26

Simulated groundwater
level (m)
-0.94
-1.54
-1.91

Results and discussions

3.5.1. Hydraulic parameter estimation
Table 3.2 shows the averaged observed and simulated groundwater levels at the
piezometers, which indicates a root-mean-square error of 0.22 m (0.72 ft). The estimated riverbed
leakance of the IHNC and LP values are summarized in Table 3.3. A greater riverbed leakance
indicates more river water flowing into an aquifer.
Table 3.3. Estimated riverbed leakance for the IHNC and LP in the IHNC model.
Parameter
k/L (IHNC), 1/d
k/L (LP), 1/d

Value
0.02
0.009

3.5.2. Comparison of screen skin factor and specific capacity
The estimated screen skin factors based on the specific capacity values in Figure 3.7
indicate that the IHNC East relief wells are generally more efficient than those in the IHNC West.
The estimated skin factors for all relief wells in the IHNC East are below 30. However, 59 relief
wells in the IHNC West exhibit skin factors higher than 30 and low specific capacity below 35.8
m2/d (2 gpm/ft). These wells are located from 18W to 38N1. These high skin factors indicate that
the well capacity to relieve pressure head is limited, which is substantiated by the low specific
capacities on the abscissa of Figure 3.7. The practical implication is that the relief wells are likely
not significantly contributing to the reduction of total head at the landward side because water
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cannot enter and discharge from the wells. Relief wells with low skin factor (water easily enters
the well) and low specific capacity (i.e., minimal drawdown for an applied flow rate) are likely
due to poor geological conditions that restrict groundwater flow to relief wells. These wells are
34EW, 35EW, and 37EW in the IHNC East and 42W, 43W 45W, 46W, and 47W in the IHNC
West which are located south of the model domain (Figure 3.7), where the screens of relief wells
are partially covered by low permeability fine-grained soil (Figure 3.6).

Figure 3.7. Skin factor of well screens and specific capacity at (a) the IHNC East relief wells; and
(b) the IHNC West relief wells.

3.5.3. Relief well evaluation without pumping
The 500-year return storm, where IHNC water level is 3.08 m (10.1 ft) NAVD88 and LP
water level is 4.24 m (13.9 ft) NAVD88, was applied to the IHNC groundwater model for relief
well evaluations under steady-state simulation. The modeling results show that the simulated
discharge rates at 186 relief wells are all below 80 m3/d (~14.7 gpm) (see Figure 3.8). The
discharges are apparently lower than the design well discharge of approximately 245 m 3/d (~45
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gpm) (USACE 1968). This is generally because of high skin factors associated with the relief
wells. In comparison, the IHNC West relief wells with higher skin factors produce less total
simulated discharges than the IHNC East relief wells. For example, the 59 discharge rates
(boldfaced well names) are less than 20 m3/d (3.7 gpm) along the IHNC West because of high skin
factors and low well specific capacity (Figure 3.7).
The IHNC model shows that the estimated FS < 1.5 is found at 26 midpoints along the 38
IHNC West relief wells (4W to 23N2, Figure 3.8), but it is not observed along the IHNC East relief
wells for the 500-year return storm (Figure 3.8a). The computed FS for the IHNC East is above 5.
The reasons for the low FS in the IHNC West include low relief well discharge rates (Figure 3.8b)
and thin clay blanket thicknesses (Figure 3.6). When the FS is greater than 1.5, this signifies that
the uplift gradient is sufficiently low. The critical hydraulic gradient used in this study is 0.8, so
the uplift gradient at the relief well sites should be less than 0.53 to maintain the FS above 1.5
based on Eq. (14). Moreover, the uplift gradient for the sand boils measured during 1950 and 1993
high water of the Mississippi River primarily approximately ranges from 0.5 to 0.8 (USACE 1956;
Mansur et al. 2000). Thus, the estimated FS suggests that the IHNC West relief wells are not
performing to the anticipated and assumed design values.
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Figure 3.8. Estimated relief well discharge rates (Qw) and factor of safety (FS) midway between
relief wells for the 500-year return storm level (IHNC is 3.08 m and LP is 4.24 m): (a) IHNC East;
(b) IHNC West (Well 1W to 26N1); and (c) IHNC West (Well 26AW to 47W). FS midway at 1W
in the figure refers to the FS midway between Well 1W and Well 2W, and so forth. The boldfaced
well names refer the IHNC West wells exhibiting high skin factor (higher than 30) and low well
specific capacity (less than 35.8 m2/d or 2 gpm/ft).
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A water budget was estimated by quantifying the volume of water entering and exiting a
region 20-30 m wide to a depth of -15.24 m (-50 ft) NAVD88 around the relief well system (Figure
3.9). Table 3.4 indicates that the flow rates from the canal to the protected side of the East and
West I-wall floodwall are approximately 2927 m3/d and 2682 m3/d, respectively, for the calibrated
skin factors. The corresponding flow rates for the IHNC East and West into the relief wells are
2328 m3/d and 1226 m3/d, respectively. In other words, the relief wells are capturing ~80% and
~46%, respectively, of the seepage flowing from the IHNC during a hurricane stage of 2.32 m (7.6
ft). This efficiency is significantly higher in the East compared to the West, which is reflected by
the skin factors and specific capacity in Figure 3.7 and Figure 3.8.

Figure 3.9. (a) Plan view of the MODLOW model showing two water budget regions for the IHNC
East and West; and (b) front view of the cross-section A-A’ delineating depth of the water budget
region.
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Table 3.4. Comparison of relief well efficiency to capture seepage from the IHNC (water level
2.32 m (7.6 ft) and 3.08 m (10.1 ft)) for calibrated skin factors.
IHNC=2.32 m
LP=3.29 m

IHNC=3.08 m
LP=4.24 m

IHNC East

IHNC West

IHNC East

IHNC West

2927

2682

3483

3194

Outflow (m /d)

600

1455

605

1455

Discharge to
relief wells
(m3/d)

2328

1226

2878

1739

Seepage
captured by
relief wells

~80%

~46%

~83%

~54%

Inflow (m3/d)
3

3.5.4. Pareto solutions of pumping strategy
Relief well operations optimization was applied to the 32 out of 38 relief wells (4W to
23N2, Figure 3.1b) to improve the seepage conditions at the 26 midpoints between the IHNC West
relief wells, where FS was predicted less than 1.5 (Figure 3.8b). This study only conducted
optimization on relief wells in the IHNC West to demonstrate the methodology because the FS
predicted by MODFLOW along the IHNC East suggests greater than 1.5 with regards to
underseepage. For NSGA-II, the maximum generation is 150. The tolerance for average relative
change in fitness value is 0.0001. The solutions are considered converged when average relative
changes in q and u are less than 5%. A total of 140 Pareto optimal solutions were generated at the
500-year return storm level in Figure 3.10. The optimal averaged ΔFS nonlinearly decreases with
respect to increasing optimal total pumping rate (Figure 3.10a). The relationship is highly fitted
with a quadratic function of total pumping rate. Optimal averaged ΔFS decreases nonlinearly and
discretely with respect to increasing optimized the number of pumping wells (Figure 3.10b). Given
a number of pumping wells, the averaged ΔFS can be different because the tradeoff solutions offer
different pumping locations and pumping rates. Optimal total pumping rate discretely increases
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with the optimized number of pumping wells (Figure 3.10c). When the total IHNC West pumping
rate is ~1,463 m3/d (~268 gpm) at the 4 relief wells, FS at the 26 midway relief wells can be
improved above 1.5 (averaged FS deficit is 0). The total pumping rate seems realistic in practice
and unlikely to cause the potential for subsidence in the cone of well influences because the
average pumping rate (366 m3/d or 67 gpm) is around 1.5 times the design discharge rate of relief
well (245 m3/d or 45 gpm). The pumped volume of groundwater can be supportable by the capacity
of the drainage system that was designed for the existing relief wells. Regarding pumping
operations, only 4 power portable pumps are needed to be setup at the relief well sites for pumping
during a flood event, which is manageable for a site such as IHNC where there are over 100 wells.
In general, the optimization results reveal that pumping at relief wells can compensate so the relief
wells achieve adequate performance.
3.5.5. Statistical analysis of Pareto solutions for relief wells
Selection probability for pumping, pumping rate, and probability of FS>1.5 for an
individual relief well were statistically calculated based on the 140 Pareto solutions and are shown
in Figure 3.11. Nine (9) relief wells are selected at least once to be pumped (Figure 3.11a), and 23
relief wells are never selected. Relief wells 12W and 19N3 are more than 60% likely to be selected
for pumping, which reveals the importance of both pumping locations on improving FS across the
IHNC West. The practical implication is that an option exists for installing permanent remotely
operated electric pumps at these locations if vehicular access to the relief well sites is not possible.
Box plots of pumping rates for the selected 9 wells are shown in Figure 3.11b. Pumping
rates can increase as high as 495 m3/day (91 gpm) at Well 14W and as low as 4.4 m3/day (0.8 gpm)
at Well 19N3. Approximately 82% of the pumping rates are more than 200 m3/d (37 gpm). Thus,
a relief well with high selection probability for pumping does not necessarily infer a high pumping
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rate. The 140 Pareto solutions indicate 10 midways between relief wells are more than 50% likely
to achieve a FS > 1.5 (Figure 3.11c). The high probability of FS above 1.5 corresponds with a low
ΔFS (e.g., the midpoint 17W-18W in Figure 3.8b).

Figure 3.10. Pareto optimal solutions for the 500-year return storm in two-dimensional scatter
plots: (a) averaged FS deficit (∆FSavg) with respect to total pumping rate (QT); (b) averaged FS
deficit with respect to the number of pumping wells (U); and (c) total pumping rate with respect
to the number of pumping wells.

71

Figure 3.11. (a) Probability of relief wells to be selected for pumping (selection probability); (b)
box plot of pumping rate at relief wells; and (c) probability of FS midway between relief wells
higher than 1.5.
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3.5.6. Impacts of Pareto solutions on relief wells
Total discharge rate from non-pumped relief wells in the IHNC West decreases as total
pumping rate at pumped relief wells increases (Figure 3.12a). Using higher total pumping rate and
more pumping wells in Figure 3.12b and Figure 3.12c, respectively, show a reduction in the
number of FS midway between relief wells less than 1.5 (NFS<1.5). Given the same number of
pumping wells, tradeoff solutions result in a range of NFS<1.5 as a consequence of different
pumping locations and pumping rates (Figure 3.12c). Using the Pareto solution at maximum
pumping rate of 1,463 m3/d, only 4 relief wells need to be pumped (Figure 3.12c) and all the FS
along the IHNC West relief well sites increase above 1.5 (Figure 3.12b). Beyond the actively
pumped wells, all of the non-pumped relief wells still discharge groundwater at approximately
1,200 m3/d (~220 gpm) (Figure 3.12a).
Pumping at IHNC West relief wells can also reduce groundwater discharge at the IHNC
East relief wells as shown in Figure 3.13a. However, the estimated discharge reduction is
insignificant. As much as 60 m3/d (~11 gpm) of groundwater discharge from IHNC East relief
wells could be reduced from the Pareto solutions. Net head midway between relief wells (Hm) at
the IHNC East floodwall can also be reduced by pumping at the IHNC West relief wells (see
Figure 3.13b), but the estimated ΔHm in the IHNC East is negligible.
At the 500-year storm water level, groundwater head may be as high as 4.5 m above land
surface around the landside toe of IHNC levees (Figure 3.14a). Using the maximum total pumping
rate (~1,463 m3/d or ~268 gpm) at the IHNC West relief wells, groundwater head above land
surface in the IHNC West can be significantly reduced by up to 1.5 m while not impacting the
groundwater head along the IHNC East (Figure 3.14b).
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Figure 3.12. (a) Total relief well discharge rate (Qw) in the IHNC West reduced by total pumping
rate (QT); (b) number of relief well sites with FS<1.5 (NFS<1.5) in the IHNC West reduced by total
pumping rate (QT); and (c) NFS<1.5 compared to the number of pumping wells (U).

Figure 3.13. (a) Total relief well discharge rate (Qw) in the IHNC East reduced by total pumping
rate (QT); and (b) averaged change of net head midway (∆Hm) between relief wells in the IHNC
East reduced by total pumping rate (QT).
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Figure 3.14. Distribution of groundwater head above land surface at the 500-year return storm
level (IHNC is 3.08 m and LP is 4.24 m): (a) no pumping at relief wells; and (b) maximum total
pumping rate (~1,463 m3/day or 268 gpm). White areas represent either surface water or
groundwater head below land surface.

Figure 3.15. Distribution of pore-water pressure around IHNC floodwalls at the 500-year return
storm level (IHNC is 3.08 m and LP is 4.24 m): (a) no pumping at relief wells; and (b) maximum
total pumping rate (~ 1,463 m3/day or ~268 gpm).
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Pore-water pressure around the landside toe of the IHNC floodwalls is from 45 kPa to 70
kPa at the 500-year storm water level (Figure 3.15a). Using the maximum total pumping rate
(~1,463 m3/d or ~268 gpm) at the IHNC West relief wells, pore-water pressure significantly
decreases up to 16 kPa along specific region of the IHNC West while not impacting the pore-water
pressure in the IHNC East (Figure 3.15b).
3.5.7. Impacts of Pareto solutions on seepage from IHNC and Lake Pontchartrain
Figure 3.16 shows that seepage rates from the IHNC and Lake Pontchartrain to aquifers
can be increased by pumping relief wells. It was estimated that the seepage rate from the IHNC
can increase from 8,600 m3/d to 9,140 m3/d (1,578 to 1,677 gpm), while seepage rate from Lake
Pontchartrain can increase from 5,788 m3/d to 5,880 m3/d (1,062 to 1,077 gpm) as the total
pumping rate at IHNC West relief wells increases from 0 to the maximum total pumping rate 1,463
m3/d (268 gpm).

Figure 3.16. Increased groundwater recharge rate from the IHNC and Lake Pontchartrain (LP) to
Pine Island beach sand by increasing total pumping rate at IHNC West relief wells during the 500year return storm level (IHNC is 3.08 m and LP is 4.24 m).
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3.5.8. Impacts of IHNC water stages
A sensitivity analysis was conducted to compare Pareto optimal solutions at five different
IHNC water stages from 2.06 m (6.75 ft) to 4.11 m (13.5 ft) with 0.51 m (1.68 ft) increment (5
scenarios). FS improvement was calculated as the FS difference before and after well pumping.
The FS improvement for the FS above 1.5 is not included. Averaged FS improvement at higher
IHNC water stages is more pronounced than that at lower IHNC water stages (Figure 3.17).
Averaged FS improvement becomes marginal as total pumping rate increases, especially at lower
IHNC water stages.

Figure 3.17. Averaged FS improvement at relief well sites with respect to total pumping rates at
various IHNC design storm levels 4.11 m, 3.59 m, 3.08 m, 2.57 m, and 2.06 m.

3.6.

Conclusions
Multi-objective relief well operations optimization proposed in this study provides a

suitable and reliable technique to water managers with tradeoff solutions to increase FS for levees
and floodwalls with relief wells. The multi-objective relief well operations optimization was
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successfully demonstrated to relief wells along the Inner Harbor Navigation Canal (IHNC), New
Orleans with the following conclusions. The relief well operations optimization can also be applied
to relief well systems in other area with a developed seepage model.
The geological setting at the IHNC is significantly complex as revealed by well log data.
The IHNC and Lake Pontchartrain hydraulically connect to the Pine Island beach sand aquifer
likely due to channel dredging and hence are the sources of high pore-water pressures underneath
the levees during high water stages. Thin clay blanket (top stratum) thicknesses are found more
extensive at the IHNC West floodwall reach compared to the IHNC East, indicating more potential
seepage problems along the IHNC West.
Groundwater modeling results support the geological implication that IHNC West
floodwalls are situated in this poor geological setting because 24% of midway between relief wells
at the IHNC West shows a FS less than 1.5 for the 500-year return storm. The lower FS may be
attributed to the thin blanket thickness and well screen clogging problems revealed by the specific
capacity tests.
The study also focuses on multi-objective relief well operations optimization at the IHNC
West. The optimization results support the general concept that ΔFS can be reduced by increasing
pumping rates and increasing pumping wells. Given the pumping rate limit 500 m3/d (~92 gpm),
the FS midway between relief wells at the IHNC West increases above 1.5. The Well 12W and
19N3 reveals the importance of pumping locations to improve seepage conditions for the IHNC
West because of high selection probability. High probability of FS above 1.5 corresponds with a
low ΔFS.
Optimized pumping at relief wells successfully improves the FS midway between relief
wells at the IHNC West and significantly reduces groundwater head in the surrounding area.
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However, the pumping has insignificant impacts on FS along the IHNC East. Total relief well
discharge in the IHNC West decreases more significantly than in the IHNC East as optimal total
pumping rate at relief wells increases. In addition, the total pumping rate increases groundwater
recharge from the IHNC and Lake Pontchartrain to Pine Island beach sand, especially the
groundwater recharge from the IHNC.
FS improvement changes with IHNC water stages. Large averaged FS improvement is
expected when the IHNC water stage is high. FS improvement and total pumping rate generally
increase and then approach a horizontal asymptote. This signifies that additional pumping rate
does not reflect an improvement in FS.
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Chapter 4. Unstructured-Grid Approach to Develop High-Fidelity
Groundwater Model to Understand Aquifer System Complexity and Assess
Groundwater Conditions
4.1.

Introduction
Groundwater depletion is a long-term phenomenon of water level declining caused by

prolonged groundwater pumping. Narrowly speaking, groundwater depletion is the decrease in
volume of stored groundwater. The long-term groundwater depletion is mainly dominated by the
sustained overexploitation (e.g., groundwater withdrawals), yet the short-term groundwater
depletion can be dependent on the natural variability of precipitation and recharge over months
and years (Konikow and Kendy 2005; Konikow 2015). For the regions where the groundwater
recharge is limited by low precipitation and high evaporation rates, the risk of overexploitation is
high (Konikow and Kendy 2005; Scanlon et al. 2007; Wada et al. 2010). Many regions through
the world such as India, the USA, Pakistan, China, the Middle East, and Mexico have experienced
groundwater depletion due to high demands on agricultural and municipal supplies (Konikow and
Kendy 2005; Wada et al. 2016). Meanwhile, the high groundwater withdrawals can cause
irreversible land subsidence (Galloway et al. 1999; Whiteman 1980; Wada et al. 2016), saltwater
intrusion in coastal aquifers (Tomaszewski, 1996; Konikow and Kendy 2005), and streamflow
depletion where aquifers are hydraulic connected with streams (Konikow and Kendy 2005).
Groundwater depletion is generally evaluated through three approaches in the past studies,
water level measurement, groundwater flow modeling, and satellite measurement. Water level
measurement is the most straightforward and efficient approach among them. Water-level declines
give a direct evidence of groundwater depletion and severity of depletion problems. The changes
of observed water levels can be used with specific storativity/specific storage to estimate
volumetric groundwater storage change (ΔGWS) in unconfined (McGuire 2003; Wang et al.
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2020)/confined aquifers (Konikow and Neuzil 2007; Rateb et al. 2020). Numerical groundwater
modeling is another common approach to estimate ΔGWS (Faunt et al. 2009; Scanlon et al. 2012;
Cao et al. 2013; Qin et al. 2013; Döll et al. 2014; de Graaf et al. 2017). However, simple
approximation of the true aquifer systems could underestimate groundwater depletion rates in the
deep confined aquifers (de Graaf et al. 2017). A high-fidelity groundwater model can quantify
reliable groundwater storage changes that are used to link with anthropogenic activities for
assessing groundwater depletion and water resources managements. However, the accuracy and
precision of a numerical model reply on the adequate observation data, expertise, and experiences
on the modeling development. Third, utilizing the Gravity Recovery and Climate Experiment
(GRACE) satellite data to evaluate groundwater depletion becomes popular in recently years after
the NASA launched the satellites in 2002 (Tapley et al., 2004). GRACE measures large-scale and
monthly gravity changes that are beneficial to estimate terrestrial water storage anomalies over the
world. Furthermore, groundwater storage anomalies can be isolated from the terrestrial water
storage anomalies with other water storage components (e.g., soil water storage change, snow
water storage change). Although the anomaly cannot quantify the magnitude of groundwater
storage, the trend changes in groundwater storage have been used to evaluate groundwater
depletion problems in many regional studies (Rodell and Famiglietti 2002; Yeh et al. 2006; Rodell
et al. 2007; Rodell et al. 2009; Feng et al. 2013). These three approaches together are able to
reliably assess groundwater conditions.
Local grid refinement in numerical modeling is an approach to increase resolution in the
areas of interest and keep low resolutions in the parent cells in order to reduce computational cost.
USGS MODFLOW-related programs like MODFLOW-LGR (Mehl and Hill 2013), MODFLOWUSG (unstructured grid; Panday et al., 2013), and MODFLOW 6 (Langevin et al., 2017), is capable

81

of implementing local grid refinement in groundwater modeling. This study adopted MODFLOWUSG for groundwater modeling (Chen at al. 2021a,b).
This study presents a high-fidelity groundwater modeling approach with an unstructured
grid that provides high resolution in the areas of interest while keeping the coarser parent grid.
Unstructured grid approach is able to replicate complex geological features (e.g., faults,
unconformities, and pinch-outs) in groundwater models. The term “unstructured grid” in this study
has the same meaning as in MODFLOW-USG that the number of connections may vary for each
cell (Panday et al. 2013). An unstructured-grid groundwater modeling approach is applied to the
Louisiana Capital Area Groundwater Conservation District (CAGCD, or District) to assess the
groundwater conditions. Moreover, the study compares ΔGWS derived from the GRACE data and
from the high-fidelity groundwater model. This study also quantifies prediction uncertainty
originated from model parameters.
4.2.

Study area
The study area includes five parishes in the southeastern Louisiana, which are East Baton

Rouge (EBR) Parish, West Baton Rouge (WBR) Parish, Pointe Coupee (PC) Parish, East Feliciana
(EF) Parish, and West Feliciana (WF) Parish (Figure 4.1), which covers five of the six parishes in
the CAGCD. The study area is located in the southwest of the Southern Hills Aquifer System
(SHAS) (Buono 1983), and is part of the Coastal Lowlands Aquifer System (CLAS) along the
Gulf of Mexico (Weiss, 1990). The aquifer system in the study area encompasses a sequence of
complexly interbedded, interconnected, alluvial, freshwater-bearing, clayey and sandy strata in
age from Holocene to Miocene, dipping south toward the Gulf of Mexico (Griffith 2003). Some
aquifers pinch out at the northern parishes and outcrop to form recharge zones. The hydrogeologic
framework of the study area encompasses four CLAS hydrogeologic units (regional scale) to depth
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of 1000 meters, which are the Mississippi River alluvial aquifer (MRAA), the Chicot formation
(CHCT), the Evangeline formation (EVGL), and the Jasper formation (JSP) in a stratigraphic
sequence (Teeple et. al 2020). The geological formations refer to permeable sands interbedded by
clays within certain depth interval. Sometimes, clays can be extensive to form low-permeability
layers. From the subregional scale perspective, aquifers in the study area were named based on the
depth they were found in the Baton Rouge area (Meyer and Turcan, 1955). A regional-scale
hydrogeologic unit can include a number of subregional-scale aquifers. Table 4.1 shows the
stratigraphic relationship between the regional-scale hydrogeologic units and the subregional-scale
aquifers in the study area.
Table 4.1. Hydrogeologic units, subregional-scale aquifers, and number of pilot points applied to
the hydrogeologic units. HGU: hydrogeologic unit.
Series

HGUa

Holocene- MRAA
Pleistocene
Pleistocene Chicot

Label

Subregional-scale
aquifers
MRAA MRAA

K

Ss

1

CHCT

Pliocene

Evangeline EVGL

Miocene

Jasper

JSP

400-foot and 600foot sands
800-foot, 1000-foot,
1200-foot, 1500-foot,
and 1700-foot sands
2000-foot, 2400-foot,
and 2800-foot sands

CHD

1

DSSF BRF
HC
HC
1
1

2

5

2

2

6

23

12

5

8

19

20

6

5

8

12

1

Source: aTeeple et. al. (2020)
Two major west-to-east trending growth faults, the Denham Springs-Scotlandville Fault
and the Baton Rouge Fault (Figure 4.1b), which cross the East Baton Rouge and West Baton Rouge
Parishes, were reactivated in Late Pleistocene with increasing displacements in depth (Hanor 1982;
McCulloh and Heinrich 2013). The fault surface traces in the west of Mississippi River were
eroded and were approximated by McCulloh and Heinrich (2013). The Baton Rouge Fault is a
leaky barrier that impedes saltwater at the south of the Baton Rouge Fault from moving northward
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(Whiteman 1979; Tomaszewski 1996). The Denham Springs-Scotlandville Fault is also believed
to be a leaky fault (Elshall et al. 2013, Pham and Tsai 2017).

Figure 4.1. Model domain of the Louisiana Capital Area Groundwater Conservation District.
Locations and bottom elevation ranges for (a) 4577 drillers’ logs; (b) 727 electric logs; (c) 310
observation wells and 20 gage stations; and (d) 577 pumping wells. Five parishes are East Baton
Rouge (EBR) Parish, West Baton Rouge (WBR) Parish, Pointe Coupee (PC) Parish, East Feliciana
(EF) Parish, and West Feliciana (WF) Parish. Two faults (dash lines) are the Denham SpringsScotlandville (DSS) Fault and the Baton Rouge (BR) Fault. Yellow area represents the extent of
the Mississippi River alluvial aquifer.
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The SHAS provides abundant, high-quality, and low-cost groundwater to the public and
industry in the study area. In 2015, 767,000 cubic meters (203 million gallons) of groundwater
were withdrawn every day from the CAGCD, of which 44% were used for public supply and 40%
were used for industries (Collier and Sargent 2018). High demands on groundwater cause
significant declines in the groundwater levels in various aquifers (Renken 1998), consequently
resulting in groundwater depletion and saltwater intrusion in the area between the two faults since
the 1960s (Morgan and Winner 1964; Whiteman 1979; Tomaszewski 1996), and land subsidence
(Whiteman 1980). Groundwater models were developed to simulate groundwater flow in the
CAGCD under pumping effects. However, the past models were built based on structured grids
that either were not able to capture the complexity of the SHAS (e.g., Heywood et al. 2014) or had
to use a large number of model layers to capture the complexity (e.g., Pham and Tsai 2017). It is
imperative to build a groundwater model that is able to capture the geological complexity and to
understand the current groundwater conditions in the District.
4.3.

Methodology

4.3.1. Lithofacies modeling on unstructured grid
The process of building a lithology model includes tessellation, discretization, translation,
interpolation, and back-translation (Vahdat-Aboueshagh and Tsai 2021). The USGS National
Hydrogeologic Grid (NHG) (Clark et al., 2018) was used as the parent grid for the study area. The
NHG cell size is 1 km. The grid resolution was gradually increased to a cell size of 32 m around
the fault traces (McCulloh and Heinrich 2013) as shown in Figure 4.2a to form an unstructured
grid in two dimensions. The number of 2D cells is 34,246. Voronoi cells were used to refine the
areas around the faults.
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The study area was tessellated into four tiles to account for unconformity between the MRAA and
its underlying Chicot formation and discontinuity at fault traces (Figure 4.2b). The structural dip
slope for the MRAA is about 0.0005 and the Chicot, Evangeline, and Jasper formations are about
0.005 (Hosman 1996; Weiss, 1990). The SHAS without MRAA was split into three tiles. The
Denham Springs-Scotlandville Fault separates the north tile and the middle tile. The Baton Rouge
Fault separates the middle tile and the south tile. The MRAA tile covers the three tiles in the west.
The unstructured grid was mapped to the four tiles such that each tile has its own discretization.

Figure 4.2. (a) Two-dimensional unstructured grid with Voronoi tessellation and local refinement
along the Denham Springs-Scotlandville Fault and Baton Rouge Fault, and (b) the area is split
into four tiles for capturing discontinuity at fault traces and unconformity of the MRAA. The cell
size of parent grid is 1 km and decreases to 32 m around the fault areas.
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The drillers’ logs up to depth around 120 m (400 ft) and the entire length of electric logs
were used to construct a sub-lithology model of sands and clays for each tile. Readers are referred
to Vahdat-Aboueshagh and Tsai (2021) for details of constructing a lithology model. The four sublithology models were assembled into the final lithology model. Each 3D cell has a different
number of surrounding 3D cells to connect to. Therefore, the lithology model is built on a 3D
unstructured grid of 1,145,363 cells. Each 3D cell is labelled as either a sand or clay cell.
Several hydrogeologic features are revealed in the lithology model shown in Figure 4.3.
First, 19% of the study area is covered by surficial sands and most surficial sands are situated in
the north (Figure 4.3a). This indicates that surficial recharge in East Baton Rouge and West Baton
Rouge Parishes are limited, so is the MRAA. Second, the cross sections confirm complex
interconnected sand depositions interbedded with clays (Figure 4.3b-d). Many clays are extensive
within individual hydrogeologic units. A distinct confining unit separates the Evangeline and
Jasper formations (Griffith 2003). Third, distinct displacements (up to around 100 m) around the
Denham Springs-Scotlandville Fault and the Baton Rouge Fault are also revealed in the lithology
model. Displacement at the Baton Rouge Fault is greater than that at the Denham SpringsScotlandville Fault (Elshall et al. 2013). Other cross sections of the lithology model also justify
the aforementioned hydrogeologic features (Figure 4.4).
Juxtaposition of the sub-lithology models of the middle tile and the south tile creates the
leaky windows along the Baton Rouge Fault (Figure 4.3e), where groundwater can flow from one
side of sands to other side of sands. Similarly, juxtaposition of the sub-lithology models of the
north tile and the middle tile creates the leaky windows along the Denham Springs-Scotlandville
Fault (Figure 4.3f). It cannot be emphasized enough the complexity of the leaky windows at these
two faults.
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Figure 4.3. Lithology model for the District in (a) top view; (b) A-A’ cross section; (c) B-B’ cross
section; and (d) C-C’ cross section. Leaky windows of (e) Baton Rouge Fault and (f) Denham
Springs-Scotlandville Fault. Color blue represents sand and color white below land surface
represents clay. Four hydrogeologic units are delineated based on well logs. The vertical direction
is magnified 20 times. The vertical datum is NAVD 88.
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Figure 4.4. Lithology model for the District in north-south (a)-€; and east-west cross sections (f)(j). Color blue represents sand and color white below land surface represents clay. The vertical
direction is magnified 20 times. The vertical datum is NAVD88.

4.3.2. Groundwater model development
An MODFLOW-USG groundwater model was developed to capture the complexity of the
lithology model through an unstructured grid. The groundwater model contains a total of 1,145,363
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active cells. Each computation cell may have different number of connections to its neighboring
cells and difference size of shared faces. A DISU Package was generated based on the
configurations of the computational cells. Then, each computational cell was given a cell
identification number to build other packages files. Table 4.1 lists the key packages used in the
groundwater model with other associated information.
The nearest natural neighbor (zonation) method with pilot points (Doherty et al., 2010) was
adopted to parameterize hydraulic conductivity (K) and specific storage (Ss) of sands in the LPF
Package. The number of pilot points assigned to each hydrologic unit varies. This study considers
homogeneous K and Ss for the MRAA (2 pilot points), homogeneous K and Ss for clays (2 pilot
points), and heterogeneous K and Ss with various number of pilot points for the Chicot, Evangeline,
and Jasper Formations (Table 4.2). Isotropic hydraulic conductivity was assumed. Values at the
pilot points were estimated through model calibration explained in the later section. Hydraulic
conductivity values are bounded by the USGS aquifer test data of the Gulf coastal regional aquifer
system (Prudic 1991). Specific storage values are bounded by field values from aquifer properties
(Kuang et al. 2020).
Four rivers (Mississippi River, Atchafalaya River, Amite River, Comite River) and two
oxbow lakes (False River, and Raccourci Old River) were considered in the groundwater model.
They were modeled through the GHB Package. Figure 4.5 shows locations where rivers and lakes
connect to their underlying aquifer and to be considered in the GHB Package based on the lithology
model and bathymetry information. Individual riverbed or lakebed leakance was assumed
homogenous and was assigned one pilot point for each. Range of riverbed and lakebed leakance
values are based on published case studies (Cherkauer and Taylor 1990; Dysart et al. 1999; Chen
and Chen 2003).
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Table 4.2. Key MODFLOW-USG packages and associated information.
Package
Unstructured
Discretization
(DISU)
Layer-Property
Flow (LPF)

General-Head
Boundary
(GHB)

Time-Variant
Specified-Head
(CHD)
Horizontal
Flow Barrier
(HFB)
Recharge
(RCH)
Drain (DRN)

Connected
Linear
Network
(CLN)
Well (WEL) +
CLN

Application
Grid generation

Data
Cell
configurations

Parameter

Data Source
Lithology
model

Hydraulic
conductivity,
specific storage of
sand and clay cells
Mississippi River,
Atchafalaya River,
Amite River,
Comite River, False
River, and
Raccourci Old
River
Model boundaries

Sand and clay
cells

Pilot points of
Hydraulic
conductivity and
specific storage
Pilot points of
riverbed and
lakebed leakance

Lithology
model

USGS

Baton Rouge Fault,
Denham SpringsScotlandville Fault
Surficial sand

Fault traces

Pilot points at
model
boundaries
Pilot points of
hydraulic
characteristics

Surficial sand

Land surface
elevation

Observation well,
connector well

Well location,
screen,
diameter

USGS, LDNR
CAGCD

Pumping wells

Well location,
screens,
diameters, and
pumping rates

LDNR, LSU
AgCenter,
USGS,
CAGCD

River stages,
lake stages, and
sand and clay
cells

Groundwater
levels

Recharge rates
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USGS,
USACE,
lithology model

McCulloh and
Heinrich (2013)
Reitz and
Sanford (2019)
USGS (2018)

Figure 4.5. Location of river/lake-aquifer interactions in the District. Red color refers to the river
segments where aquifer and river/lake are connected based on the lithology model and bathymetry
information.

The CHD package was applied to the model boundaries. Specified groundwater levels at
boundaries were estimated based on historical groundwater levels and pilot points placed at the
model boundaries. Table 4.2 shows the number of CHD pilot points for different hydrogeologic
units.
The HFB Package was used to simulate the low-permeability Baton Rouge Fault and
Denham Springs-Scotlandville Fault. Pilot points for different hydrogeologic units were placed
along the fault traces to estimate zonal hydraulic characteristics of faults (Table 4.2). The range of
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hydraulic characteristic values is based on the past modeling results (Elshall et al. 2015; Pham and
Tsai 2017).
The monthly recharge rates (Reitz and Sanford 2019) were applied to the surficial sand
cells to build an RCH Package. Unavailable recharge rates after 2015 were estimated by averaging
the corresponding monthly recharge rates from 2003 to 2015. The Drain (DRN) Package was
applied to surficial sands to avoid the flooding situation by removing excessive recharge rates from
Reitz and Sanford (2019). By this way, effective surficial recharge can be estimated.
This study employed the CLN Package to obtain simulated groundwater levels at
observation wells for the model calibration purpose. A connector well that convey groundwater
from the 800-foot sand to the 1,500-foot sand was also modeled in the CLN Package.
Pumping wells with single screen and multiple screens were modeled by the combination
of the WEL Package and the CLN Package. Well configurations were obtained from the Louisiana
Department of Natural Resources (LDNR). Monthly groundwater pumpage data from 2004 to
2020 were provided by the CAGCD, the USGS and the LSU Agricultural Center. Groundwater
uses include public supply, industry, agriculture/aquaculture/livestock, and power generation
(Figure 4.6). The major groundwater users are public supply and industry. The monthly average
of pumpage for public supply is 10.3 million m3 and for industry is 8.5 million m3. The monthly
average of total pumpage is 20.8 million m3. Interestingly, the pumping rates for public supply
reveal high demands in water during summers.
In total, there were values of 148 pilot points to be estimated.
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Figure 4.6. Monthly groundwater pumpage in the District during 2004 to 2020. Groundwater uses
include agriculture/aquaculture/livestock, industry, power generation, and public supply.

4.3.3. Model calibration
Historical groundwater levels from 2004 to 2008 (1516 data points) were used to estimate
the 148 pilot point values through the model calibration process. Then, the groundwater model
was validated by 3448 groundwater levels from 2009 to 2020. The monthly stress period was
adopted in the groundwater model according to available monthly pumpage records from 2004 to
2020.
Values of 148 pilot points are estimated by minimizing the root mean square error (RMSE):

min RMSE =
p

1
N obs

N obs

 (h
i =1

obs
i

− hi (p) )

2

(26)

where hiobs and hi are the observed and simulated groundwater levels, respectively; N obs is the
number of the observed groundwater levels, and p is the vector of values of pilot points to be
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estimated. The dimension of p is the number of pilot points. Nash-Sutcliffe model efficiency
coefficient (NSE) is also used to evaluate model performance:

(h
N

NSE = 1 −

i =1
N

obs
i

(h
i =1

obs
i

− hi )

−h

2

)

(27)

obs 2

where hi obs is the average of observed groundwater levels.
Each groundwater model run took about 0.5 hours. To expedite the model calibration. the
groundwater model was calibrated through a steady-state model in the first stress period, and then
through a transient model for the rest of the stress periods. Using the steady-state model, the values
of 123 pilot points (without 25 pilot points associated with specific storage) were estimated first.
This study utilized the covariance matrix adaptation evolution strategy (CMA-ES) (Hansen et al.
2003), a stochastic and derivative-free search algorithm, to minimize the RMSE. The CMA-ES
has been implemented to parallel computing and has the capability of providing a full covariance
matrix of estimated parameters to quantify uncertainty for high-fidelity groundwater models
(Elshall et al. 2015; Pham and Tsai 2017; Vahdat-Aboueshagh et al. 2021). This study
implemented the parallel CMA-ES that was run on LSU’s SuperMike-II (a 440 computer node
cluster).
4.4.

Results and discussions

4.4.1. Model calibration and validation results
The values of all 123 pilot points were first estimated through the steady-state model and
an RMSE of 2.82 m was achieved. Then, using the transient model and prior information from the
steady-state model, the values of all 148 pilot points were estimated by the CMA-ES and an RMSE
of 2.86 was achieved (Figure 4.7a), which is satisfactory in comparison to the past developed
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groundwater models (Elshall et al. 2015; Pham and Tsai 2017). An NSE of 0.983 indicates a very
small estimation error variance. The estimated values or range of values of the pilot points
associated with model parameter in the HGU and the rivers are shown in Table 4.3 and Table 4.4,
respectively. The calibration result indicates that sands in the Chicot formation have lower
hydraulic conductivity values than sands in other formations. The low values of hydraulic
characteristics confirm that the Baton Rouge Fault and the Denham Springs-Scotlandville Fault
are horizontal flow barriers. Moreover, the Baton Rouge Fault is less permeable than the Denham
Springs-Scotlandville Fault. The riverbed leakance of Comite River hits the lower bound,
indicating low groundwater-river exchange through the Comite River.
Table 4.3. Estimated values or range of values at the pilot points. HGU: hydrogeologic unit.
HGU

K (m/d)

Ss (1/m)

MRAA

141.21

CHCT

2.66a∼24.94

EVGL

0.88a∼215.4

JSP

1.52a∼224.8

1.1×10-7
1.7×10-7∼
2.4×10-3
1.0×10-7a∼
4.0×10-4
1.0×10-7a∼
3.1×10-4
8.9×10-5

Clay
9.91×10-6
a
Bound value

HC of DSS fault
(1/d)
0.7
5.6×10-1∼
6.7×10-1
1.0×10-7a∼
7.2×10-1
3.6×10-3∼
6.6×10-1
-

Table 4.4. Estimated riverbed/lakebed leakance.
River/lake
Riverbed leakance (1/d)
Mississippi River
0.48
Atchafalaya River
1.94
Amite River
0.28
Comite River
0.001a
*
False River
3.92
*
Raccourci Old River
0.73
a
*
Bound value, Oxbow lake
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HC of BR fault
(1/d)
1.3×10-2
1.0×10-7a∼
1.3×10-2
1.0×10-7a∼
6.9×10-1
1.0×10-7a∼
5.9×10-1
-

CHD
(m)
-4.5
-26.3∼117.8
-28.6∼120a
-30b∼42.1
-

Figure 4.7. (a) Model calibration results using 1516 historical groundwater levels from 2004 to
2008; (b) model validation results using 3448 historical groundwater levels from 2009 to 2020.
Temporal observed and simulated groundwater heads at four representative observation wells: (c)
WBR-146 in the Mississippi River alluvial aquifer (MRAA); (d) EB-1264 in the Chicot formation
(CHCT); (e) EB-168 in the Evangeline formation (EVGL); and (f) WBR-100B in the Jasper
formation (JSP). Standard deviation (STD) represents uncertainty of groundwater level originating
from model parameters.
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The groundwater model was validated by 3448 groundwater levels from 2009 to 2020
(Figure 4.7b). An RMSE of 3.31 m and an NSE of 0.981 indicate good model performance in this
period.
4.4.2. Uncertainty and sensitivity analyses
The means and the covariance matrix of estimated parameters from the CMA-ES were
used to generate 150 realizations through the Latin hypercube sampling (McKay et al. 1979).
Uncertainty analysis was conducted to evaluate the variability of the groundwater model output
associated with model parameter uncertainties. As shown in Figure 4.7c-f at four observation wells
in the four hydrogeologic units, observed data are generally within one standard deviation bound
in the model calibration period (2004-2008) and in the model verification period (2009-2020),
indicating that the groundwater model is capable of replicating the historical behaviors of
groundwater levels driven by either the Mississippi River or by groundwater withdrawals. It is also
interesting to see that the width of one standard deviation bound increases towards deeper
formations at these four wells, indicating that simulated groundwater levels in the MRAA are less
sensitive to the parameter uncertainties associated with the MRAA. However, simulated
groundwater levels in the Jasper formation are much more sensitive to its corresponding parameter
uncertainties.
Composite scaled sensitivities (CSS) (Hill 1998) were calculated to compare the
importance of model parameters with respect to simulated groundwater levels at the observation
time and location (Figure 4.8). The CSS values of the 148 pilot points (see Supplementary
Materials) confirm that hydraulic conductivity of the aquifers (except for the MRAA) are the most
sensitive parameters to the simulated groundwater levels, followed by the specified groundwater
levels at the model boundaries. The hydraulic characteristic of the Baton Rouge Fault at the Jasper
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formation also shows a noticeable sensitivity value. Otherwise, the rest of the parameters have
relatively low sensitivity values.

Figure 4.8. Composite scaled sensitivity for model parameters including hydraulic conductivity,
fault hydraulic characteristic (HC), riverbed leakance, specific storage, and pilot points for Timevariant specified-head boundary. The hydrogeological parameters are subclassified regarding four
hydrogeologic units (i.e., the MRAA, CHCT, EVGL, and JSP formations). The composite scaled
sensitivity values are scaled between 0 and 1 for the sake of comparison.

4.4.3. Groundwater conditions in the District
Averaged groundwater levels in 2004-2020 (Figure 4.9) as high as 38 m to 50 m in the East
and West Feliciana Parishes are due to the surficial recharge to outcrop zones of the SHAS
including the Citronelle aquifers (Boswell 1979). Groundwater flow direction is generally from
northeast to the south and southwest. The distinct cone of depression between the Baton Rouge
Fault and the Denham Springs-Scotlandville Fault with groundwater level 10 m to 35 m below
NAVD 88 is the result of prolonged groundwater pumping for the public supply and industrial
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uses (Renken 1998; Collier and Sargent 2018). The groundwater level is distinctly discontinuous
at the Baton Rouge Fault due to the low fault permeabilities that significantly restrict horizontal
flows through various leaky windows (Figure 4.3e). The groundwater level difference across the
Denham Springs-Scotlandville is relatively less. The flow pattern supports the past modeling
results for the Baton Rouge area (Pham and Tsai 2017) and validates the saltwater encroachment
from the south of the Baton Rouge Fault (Whiteman, 1979; Tomaszewski, 1996).
Based on the 150 parameter realizations, groundwater levels in the area between the two
faults show high uncertainties up to 4.7 m in terms of the standard deviation, especially along the
Baton Rouge Fault (Figure 4.9b). It is likely attributed to the significant groundwater pumping
activities and the high sensitivities of hydraulic conductivity in the Evangeline and Jasper
formations, and the hydraulic characteristic of the Baton Rouge Fault in the Jasper formation
(Figure 4.8).
Detailed averaged groundwater levels (2004-2020) in each hydrogeologic unit are shown
in cross sections (Figure 4.9c-d). Flow directions are generally from north to south and from east
to west. As shown in the cross sections, groundwater levels are significantly low in the Evangeline
and Jasper formations due to substantial groundwater withdrawals for industrial uses and public
supply (Collier and Sargent 2018). The groundwater levels were dropped to 30 m to 60 m below
NAVD 88. Groundwater head differences across the Baton Rouge Fault are significant (58 meters
maximum) shown in these cross sections due to low fault permeability (Table 4.3) and significant
fault throws (Figure 4.3b). Groundwater head differences across the Denham SpringsScotlandville are also noticeable (38 meters maximum). More cross sections of the simulated
groundwater levels confirm the flow characteristics (Figure 4.10).
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Figure 4.9. (a) Averaged monthly groundwater levels (2004-2020); (b) uncertainty of groundwater
level represented by standard deviation; and (c) averaged monthly groundwater levels in A-A’, BB’, and C-C’ cross sections referred to Figure 4.3a. Blanks below land surface in the cross sections
refer to clay.

101

Figure 4.10. Averaged monthly groundwater levels (2004-2020) in (a)-(e) north-east cross
sections; and (f)-(j) east-west cross sections. The cross sections are referred to Figure 4.4a. Color
white below land surface in the cross sections refers to clay.

4.4.4. Groundwater storage change in the District
Monthly groundwater storage changes (ΔGWS) with respect to Jan. 1, 2004 and their
uncertainties in terms of the standard deviation bounds are shown in Figure 4.11. The ΔGWS
uncertainty estimated from the 150 parameter realizations is negligible, which provides confidence
in the monthly cumulative ΔGWS (the line chart in Figure 4.11). The monthly cumulative ΔGWS
represents the gaining or losing storage of that month with respective with the storage at Jan. 1,
2004. The monthly ΔGWS is generally within 5 million m3/day and its fluctuation follows the net
fluxes of the river/lake-aquifer interactions, indicating that river/lake-aquifer interactions dominate
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the groundwater storage changes in the District. Consecutive groundwater storage depletion in
2005-2008 and 2013-2015 w.r.t. year 2004 was due to the low river stages in these years. The huge
storage gain in years 2019 and 2020 were the result of prolonged Mississippi River high water. In
2019, there were 222 days of Mississippi River above the flood stage at the Red River Landing
and 165 days in 2020. Overall, the groundwater model estimates that the District gained about 203
million m3 of groundwater at the end of 2020 w.r.t. year 2004, largely from the rivers.

Figure 4.11. Monthly groundwater storage changes (ΔGWS) in the District and cumulative ΔGWS
with respect to Jan. 1, 2004 and their uncertainties in terms of the standard deviation bounds.
The river/lake influence on the ΔGWS in the District is shown in Figure 4.12. The net
river/lake-aquifer fluxes have a wide range and have high Pearson’s correlation coefficient value
(𝑟 = 0.87) to the ΔGWS. As a result, the net fluxes passing the model boundaries decreases (or
increases) as ΔGWS increases (or decreases), which results in a negative Pearson’s correlation
coefficient value (𝑟 = −0.61). Nevertheless, the positive net boundary fluxes imply the effect of
the reversed flow direction by pumping in the south.
Groundwater withdrawals have low negative Pearson’s correlation coefficient value (𝑟 =
−0.23) to ΔGWS indicating that groundwater pumping has a significant local effect in the Baton
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Rouge area, but has a limited impact in terms of the entire District. This is evident as the pumping
rate is a fraction of the ΔGWS. Effective surficial recharge was estimated only 5% of the recharge
rates provided by Reitz and Sanford (2019). Effective surficial recharge rate relatively small in
comparison to the other flux components and has negligible Pearson’s correlation coefficient value
(𝑟 = 0.07).

Figure 4.12. Box plots of water budget components in the District. 𝑟 refers to Pearson’s correlation
coefficient.

River-aquifer flow direction depends on local hydraulic gradient across the interface. In
general, Mississippi River and Atchafalaya River recharge the MRAA during the flood season
(Figure 4.13a-e, and Figure 4.13l) and receive groundwater during the non-flood season (Figure
4.13f-j). The model result shows that Raccourci Old River (oxbow lake) constantly recharges the
MRAA. Amite River in the north constantly receive groundwater from the SHAS (Figure 4.13)
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due to high groundwater levels in the Citronelle aquifer (Boswell 1979). Comite River and False
River have negligible interactions with aquifers.

Figure 4.13. Averaged river/lake-aquifer fluxes (2004-2020) in the District from (a) January to
(l) December.
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4.4.5. Comparisons with GRACE-derived ΔGWS
Monthly terrestrial water storage anomalies data (Landerer 2021) was scaled and used to
estimate groundwater storage anomalies and compare to the groundwater model results. This study
followed the approach in Rodell and Famiglietti (2002) to isolate groundwater storage anomalies
by removing land water storage anomalies derived from the Global Land Data Assimilation
System (GLDAS) Noah model (Rodell 2020). The targeted 1-degree grid cell is shown in Figure
4.14a, 65% of which covered by the current groundwater model (simulation years 2004-2020) and
a small part of the Chicot aquifer groundwater model (simulation years 2004-2014) (VahdatAboueshagh et al. 2021). The area between the two groundwater models is the Atchafalaya River
Basin, which is not active in pumping. ΔGWS was calculated in terms of water depth (cm) over
the entire 1-degree grid cell.
The magnitude of simulated ΔGWS in 2004-2014 (two groundwater models) is similar to
that in 2015-2020 (one groundwater model), indicating that the ΔGWS in the Chicot aquifer
portion is insignificant (Figure 4.14b). The GRACE-derived ΔGWS generally exhibits higher
amplitudes than the simulated ΔGWS. The interquartile range of the GRACE-derived ΔGWS in
2004-2014 and 2015-2020 is about 3.5 and 4.5 times greater than that of the simulated ΔGWS,
respectively (Figure 4.14c). Nevertheless, Pearson’s correlation coefficient values (𝑟 = 0.62 for
2004-2014 and 𝑟 = 0.63 for 2015-2020) show moderate correlations between the GRACE data
and the modeled data. The good similarity in the ΔGWS pattern supports that groundwater storage
changes in the District is majorly dominated by the river-aquifer interactions. The ΔGWS averages
for both GRACE data and the groundwater model in 2004-2020 are close to zero, indicating that
groundwater storage in the District was literally no change in the past decade or two.
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Figure 4.14. (a) The extent (blue color) of the CAGCD groundwater model, the Chicot aquifer
groundwater model, and the 1-degree grid cell; (b) comparisons of monthly groundwater storage
changes between GRACE data and model simulations; and (c) box plots of monthly groundwater
storage changes for GRACE data and model simulations.

4.4.6. MRAA condition and interactions with SHAS\MRAA
Groundwater flow direction in the MRAA is generally from northeast to south and
southwest during the year (Figure 4.15), which is consistent with the general flow direction in the
District (Figure 4.9a) and with the river stage of Mississippi River higher than that of Atchafalaya
River. Groundwater level near the Mississippi River increases during the flood season from March
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to July. The cone of depression near at the south represents the pumping result and is expanded
from August to November.

Figure 4.15. Averaged monthly groundwater levels (2004-2020) in the Mississippi River alluvial
aquifer from (a) January to (l) December.
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The net river/lake-aquifer fluxes are in a wide range (Figure 4.16) and are highly correlated
with ΔGWS in the MRAA (𝑟 = 0.91). The ΔGWS has moderate negative correlation with net
fluxes passing through MRAA boundaries (𝑟 = −0.52). The negative net boundary fluxes are the
result of low groundwater levels at the south boundary due to groundwater withdrawals.
Groundwater pumping and surficial recharge has negligible influence on ΔGWS in the MRAA. A
modified version of the ZONEBUDGET program (Harbaugh 1990) for the MODFLOW-USG was
used to calculated groundwater fluxes across the interface of the MRAA and the SHAS excluding
MRAA (denoted as SHAS\MRAA). The result shows that the MRAA receives net groundwater
fluxes from the SHAS\MRAA about 698,000 m3/day (Figure 4.16) through the eastern boundary.

Figure 4.16. Box plots of water budget components in the Mississippi River alluvial aquifer. 𝑟
refers to Pearson’s correlation coefficient.

4.4.7. Groundwater condition in the SHAS\MRAA
Surficial recharge is the driven factor to ΔGWS in the SHAS\MRAA with high correlation
(𝑟 = 0.84) as shown in Figure 4.17. Increasing surficial recharge increases groundwater storage,
which results in increases net groundwater discharge to the Amit River, and vice versa. This
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phenomenon results in high positive correction (r =0.83) between the net discharge fluxes to the
Amit River and ΔGWS in the SHAS\MRAA. The SHAS\MRAA constantly gains high amounts
of groundwater about 2.3 million m3/day in medium from the boundaries. On the other hand. The
SHAS\MRAA constantly loses high amounts of groundwater to Amit River (about 0.8 million
m3/day in medium), groundwater pumping (about 0.6 million m3/day in medium), and the MRAA
(about 0.7 million m3/day).

Figure 4.17. Box plots of water budget components in the Southern Hills Aquifer System
excluding Mississippi River alluvial aquifer. 𝑟 refers to Pearson’s correlation coefficient.

4.4.8. Groundwater conditions in Baton Rouge area
Specifically, we analyze groundwater condition in the Baton Rouge area in detail as
groundwater levels are significantly low compared to other areas in the District. Averaged
groundwater levels in 2004-2020 for different hydrogeologic units between the two geological
faults are shown Figure 4.18. Groundwater level in MRAA is generally above 4 meter and is above
-8 meters in the Chicot formation, which are higher than the groundwater level in underlying
aquifers because of relatively low groundwater withdrawal rates. Moreover, MRAA recharges the
Chicot formation as they are hydraulically connected (Griffith 2003). The Upper Evangeline
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formation includes the 800-foot sand, 1,000-foot sand, and 1,200-foot sand (Figure 4.18c), where
public supply pumping in the 1,200-foot sand creates a distinct cone of depression centered at the
Industrial District. On the other hand, Lower Evangeline formation (Figure 4.18d) including 1,500foot sand and 1,700-foot sand show multiple cones of depression centered at public-supply well
fields. Large sand absence restricts groundwater flow in the west of Lower Evangeline.
Upper Jasper formation includes the 2,000-foot sand and 2,400-foot sands (Figure 4.18e).
Averaged groundwater level can as low as 62 meters below NAVD 88 due so substantial pumping
in the last several decades, centered at the Industrial District. The cone of depression is wide and
groundwater level deep extending from the Denham Springs-Scotlandville Fault to the Baton
Rouge Fault. Lower Jasper formation is the 2,800-foot sand and is saline between the two faults.
Therefore, groundwater level is much higher because of no groundwater withdrawals (Figure
4.18f). However, Lower Jasper formation in the north of the Denham Springs-Scotlandville Fault
contains fresh water and is being pumped (Prakken and Wright 2009).
The periodic pattern of cumulative ΔGWS in the MRAA (Figure 4.19a) indicates
interactions with the Mississippi River. However, ΔGWS is small (maximum 700 m3/day).
Groundwater storage in the Chicot formation in general was maintained more than that in year
2004 (Figure 4.19b) because groundwater withdrawals were decreasing from 2004 to 2019 in the
Chicot formation together with MRAA recharges. However, large groundwater withdrawals and
low MRAA recharge in year 2020 made groundwater storage drop below that in 2004.
Groundwater withdrawals in the Evangeline formation were high with an average of
196,000 m3/day. Figure 4.19c shows groundwater withdrawal rate increased about 50,000 m3/day
from 2004 to 2010 and then dynamically plateaued. However, groundwater storage was increasing.
This paradox is because groundwater (around 21,000 m3/day in average) was flowing from the
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Chicot formation to the Evangeline formation together with inflows from surrounding boundaries.
The small ΔGWS indicates that the Evangeline formation is literally in the equilibrium condition.
Nevertheless, continuing saltwater inflows from south of the Baton Rouge Fault remain the urgent
issue to the Evangeline formation in the Baton Rouge area (Whiteman 1979; Tomaszewski 1996).

Figure 4.18. Averaged monthly groundwater levels (2004- 2020) in the Baton Rouge area: (a) the
Mississippi River alluvial aquifer (MRAA); (b) the Chicot formation (CHCT); (c) the Upper
Evangeline formation (Upper EVGL); (d) Lower Evangeline formation (Lower EVGL); (e) Upper
Jasper formation (Upper JSP); and (f) Lower Jasper formation (Lower JSP).

The model shows that the Jasper formation lost considerable amount of groundwater
between 2005 and 2013 (Figure 4.19d) which is about 20% of groundwater withdrawals of 145,000
m3/day in average. Groundwater storage loss was quickly recovered to the 2004 condition after
significant reduction in groundwater pumping in 2014, indicating that the Jasper formation is a
prolific aquifer. Groundwater pumping was also substantially reduced in 2019-2020 such that there
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was 20,000 m3/day of groundwater storage gain in 2020. Nevertheless, the Jasper formation suffers
the same saltwater intrusion problem as the Evangeline formation. The estimated groundwater
storage gain in 2020 is not sufficient to slow down salt water across the Baton Rouge fault.
4.4.9. Groundwater budget analysis in Baton Rouge area
Groundwater flow directions and net fluxes of water budget components in the Baton
Rouge area are shown in Figure 4.20. The MRAA is mainly recharged by the Mississippi River
up to 140,000 m3/d with great variation. However, the ΔGWS is negligible because the majority
of groundwater is flowing out to the west, followed by outflow to the south through the Baton
Rouge Fault, and to the Chicot formation (Figure 4.20a).
The Chicot formation is recharged by net groundwater inflows from the south through the
Baton Rouge Fault, from the north through the Denham Springs-Scotlandville Fault, and from the
east. The majority of groundwater is either pumped or discharged to the Evangeline formation,
followed by outflow to the west. As a result, the ΔGWS varies within ± 5,000 m3/d (Figure 4.20b).
Owing to significant groundwater pumping in the Evangeline formation, groundwater
flows from all directions toward the centers of the cones of depression (Figure 4.20c). As discussed
previously, the very small ΔGWS variation indicates that the Evangeline formation is literally in
the equilibrium condition. Moreover, groundwater flow from the Evangeline formation to the
Jasper formation is negligible.
The Jasper formation has a similar flow pattern (Figure 4.20d) as the Evangeline formation
because of substantial groundwater pumping in the Industrial District. Due to literally no
groundwater recharge from the Evangeline formation, the ΔGWS variation is noticeable between
+10,000 m3/d and -20,000 m3/d, majorly influenced by groundwater withdrawals (𝑟 = −0.77).
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Figure 4.19. Monthly groundwater storage change (ΔGWS) with respect to Jan. 1, 2004 and
groundwater pumpage for the four hydrogeologic units in the Baton Rouge area: (a) the Mississippi
River alluvial aquifer (MRAA); (b) the Chicot formation (CHCT); (c) the Evangeline formation
(EVGL); and (d) the Jasper formation (JSP).

114

Figure 4.20. (a) Net flow directions and box plots of water budget components for the four
hydrogeologic units in the Baton Rouge area: (b) Mississippi River alluvial aquifer (MRAA); (c)
Chicot formation (CHCT); (d) Evangeline formation (EVGL); and (e) Jasper formation (JSP).

4.5.

Conclusions
This study demonstrates the need of utilizing an unstructured grid to develop a high-fidelity

three-dimensional groundwater model in order to capture the complexity of a sedimentary aquifer
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system. Unstructured vertical discretization captures unconformity and discontinuity of
hydrogeologic feature (e.g., fault displacements and pinch-outs). Unstructured horizontal
discretization utilizes a coarser parent grid to reduce computational cost while maintaining high
grid resolution in the areas of interest (e.g., fault traces). The methodology was successfully
implemented to the Southern Hills Aquifer System in the Louisiana Capital Area Groundwater
Conservation District (CAGCD). The developed CAGCD groundwater model is able to evaluate
aquifer condition under natural and anthropogenic impacts for the very complex aquifer system.
The CMA-ES method, a global derivative-free optimization algorithm, is able to be
parallelized to expedite the expensive unstructured groundwater model calibration and provide a
parameter covariance matrix for uncertainty analysis. Calibrating the unstructured groundwater
model in a steady state to derive prior parameter information for calibrating the transient
unstructured groundwater model is proven to be an effective strategy to expedite model calibration.
Monthly groundwater storage changes within the CAGCD during 2004 to 2020 are
estimated within 5 million m3/day and are dominated by the interactions between the major rivers
(Mississippi River and Atchafalaya River) and the Mississippi River alluvial aquifer. The
groundwater storage changes are moderately correlated with the GRACE data, while the variations
are three to five times smaller than the GRACE data. Groundwater withdrawals have a significant
local effect (e.g., distinct cones of depression) in the Baton Rouge area, but do not impact much
on the entire District’s groundwater storage over the last decade or two.
The Southern Hills Aquifer System in the CAGCD receives significant inflows from the
northern and eastern boundaries, but its groundwater storage change is majorly driven by surficial
recharge. Consequently, the Southern Hills Aquifer System constantly discharges groundwater to
the Amite River (about 0.8 million m3/day), loses groundwater to anthropogenic pumping (about
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0.6 million m3/day), and rechanges groundwater to the Mississippi River alluvial aquifer (about
0.7 million m3/day).
Groundwater budget analysis of the Baton Rouge area reveals the historical groundwater
depletion and the cause of saltwater intrusion due to substantial and prolonged groundwater
withdrawals. The Jasper formation lost considerable groundwater between 2005 and 2013 (about
20% of pumpage) with respect to the other formations. Groundwater storage quickly recovered
after significant reduction in groundwater pumping in 2014 indicating that the Jasper formation is
a prolific aquifer. Groundwater storage change in 2004-2020 in the Evangeline formation is small
because of groundwater inflows from the surrounding areas and from the Chicot formation.
Although groundwater storage in the CAGCD has literally no change in the past decade or two,
northward saltwater inflow through the Baton Rouge Fault remains an urgent issue to the
Evangeline and Jasper formations in the Baton Rouge area.
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Chapter 5. Concluding Remarks
The goal of this study aims to utilize unstructured grid approach on groundwater modeling
to increase fidelity of groundwater model for complex subsurface architectures and reduce
computation costs while maintaining a high grid resolution in the areas of interest. Three studies
associated with unstructured-grid groundwater modeling were conducted and corresponding
conclusions are described as follows:
The first study successfully constructed a 3-D groundwater model on an unstructured grid
using USGS MODFLOW-USG to efficiently simulate relief well flow in a three-dimensional
complex geological environment. The modeling results indicate that the upward hydraulic
gradients at all relief wells at the Profit Island vicinity levee were sufficiently low during the high
water event of 1997 in terms of factor of safety larger than 1.5. Besides, the model indicates that
the relief wells without low or no discharge rates were attributed to relatively high top elevation
of riser pipes rather than clogging issues. The results from blanket theory that differ significantly
to those of the calibrated 3-D groundwater model show the effects of being unable to precisely
model complex geological conditions. The discrepancy between both results grows as relief well
discharge increases. However, there is no correlation between the 3-D groundwater model results
and the blanket theory design results. As the calibrated 3-D model allows for stakeholders to better
understand the effects of in-situ hydrogeological conditions, transient groundwater levels and river
stages, and rapid quantification of the consequences of various scenarios such as
adding/rehabilitating relief wells in the system, the 3-D model provides a tool to more accurately
understand the performance of a relief well system.
The second study proposes multi-objective relief well operations optimization which
provides a suitable and reliable technique to water managers with tradeoff solutions to increase
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factor of safety for levees and floodwalls with relief wells. The approach is achieved by
incorporating multi-objective mixed-integer non-linear (MOMINLP) programming with a 3-D
MODFLOW-USG groundwater model that simulates relief wells along the Inner Harbor
Navigation Canal (IHNC), New Orleans, Louisiana. Simulated high pore-water pressures
underneath the IHNC floodwalls during high water stages by the groundwater model indicates
hydraulic connections between the IHNC and Lake Pontchartrain and the Pine Island beach sand
aquifer. The groundwater model shows that 24% of midway between relief wells has a factor safety
less than 1.5 for the 500-year return storm, which is likely attributed to poor geological setting and
well screen clogging issues. The relief well operations optimization successfully improves the
factor of safety midway between relief wells at the IHNC West and significantly reduces
groundwater head in the surrounding area. As pumping rate and number of pumping wells
increase, the factor of safety deficit is reduced. The relief well operations optimization also causes
reducing relief well discharges and increasing groundwater recharge from the IHNC and Lake
Pontchartrain. The successful demonstration indicates the relief well operations optimization can
be applied to other relief well systems in a different area with a developed seepage model.
The third study demonstrates the need of utilizing an unstructured grid to develop a highfidelity 3-D groundwater model in order to capture the complexity of a sedimentary aquifer system.
Unstructured vertical discretization captures unconformity and discontinuity of hydrogeologic
feature (e.g., fault displacements and pinch-outs). Unstructured horizontal discretization utilizes a
coarser parent grid to reduce computational cost while maintaining high grid resolution in the areas
of interest (e.g., fault traces). The methodology was successfully implemented to the Southern
Hills Aquifer System in the Louisiana Capital Area Groundwater Conservation District (CAGCD).
The developed CAGCD groundwater model is able to evaluate aquifer condition under natural and
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anthropogenic impacts for the very complex aquifer system. Monthly groundwater storage changes
within the CAGCD during 2004 to 2020 are estimated within 5 million m3/day and are dominated
by the interactions between the major rivers (Mississippi River and Atchafalaya River) and the
Mississippi River alluvial aquifer. Groundwater withdrawals have a significant local effect (e.g.,
distinct cones of depression) in the Baton Rouge area, but do not impact much on the entire
District’s groundwater storage over the last decade or two. Groundwater budget analysis of the
Baton Rouge area reveals the historical groundwater depletion and the cause of saltwater intrusion
due to substantial and prolonged groundwater withdrawals. Although groundwater storage in the
CAGCD has literally no change in the past decade or two, northward saltwater inflow through the
Baton Rouge Fault remains an urgent issue to the Evangeline and Jasper formations in the Baton
Rouge area.
In overall, this study successfully demonstrates the capability of unstructured-grid
approach on groundwater modeling to simulate groundwater dynamics within complex subsurface
hydrogeological structures, evaluate relief well performances, and optimization implementation.
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