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BOUNDEDNESS OF BILINEAR MULTIPLIERS WHOSE SYMBOLS HAVE A
NARROW SUPPORT
FRE´DE´RIC BERNICOT AND PIERRE GERMAIN
Abstract. This work is devoted to studying the boundedness on Lebesgue spaces of bilinear mul-
tipliers on R whose symbol is narrowly supported around a curve (in the frequency plane). We are
looking for the optimal decay rate (depending on the width of this support) for exponents satisfying
a sub-Ho¨lder scaling. As expected, the geometry of the curve plays an important role, which is
described.
This has applications for the bilinear Bochner-Riesz problem (in particular, boundedness of multi-
pliers whose symbol is the characteristic function of a set), as well as for the bilinear restriction-
extension problem.
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1. Introduction
1.1. The central question. Pseudo-products were introduced by Bony [3] and Coifman-Meyer [6];
we shall define, and study them, only in the case of bilinear operators. Given a symbol m(ξ, η),
the pseudo-product Bm, acting on functions over R
d, is given by
Bm(f, g)(x) :=
1
(2π)d/2
∫
Rd
∫
Rd
eix(ξ+η)m(ξ, η)f̂ (ξ)ĝ(η) dη dξ
= F−1
[
ξ →
∫
R
m(ξ − η, η)f̂ (ξ − η)ĝ(η) dη
]
(x)
(notations, in particular the convention used for the Fourier transform, are given in Section 2). Our
aim is to study, for d = 1, the connection between singularities of m (on various scales, and along
any possible smooth geometry) and the boundedness properties of Bm.
A relevant model is the following: consider a smooth curve Γ ⊂ R2, and let mǫ be a symbol, of
size less than 1, and 0 at a distance ǫ of Γ. What about the regularity of mǫ? A first possibility is
to simply ask that it varies on a typical length ǫ; one can also ask more smoothness in the direction
tangential to Γ: see definitions 1.2 and 1.3 for more precise definitions.
Question: Set d = 1. For which Lebesgue exponents (p, q, r) ∈ [1,∞]3 and for which functions
α(ǫ) does there hold
(1.1) ‖Bmǫ‖Lp×Lq→Lr′ . α(ǫ)
or, to put it in a more symmetrical fashion,
(1.2) |〈Bmǫ(f, g) , h〉| . α(ǫ) ‖f‖Lp ‖f‖Lq ‖f‖Lr ?
(Typically, α(ǫ) will be a power function with perhaps a logarithmic correction).
As we will see, answering to the above question contributes to solving the following problems:
• (Bilinear Bochner-Riesz) Given a compact domain K with a smooth boundary, for which
p, q, r, κ is BmκK bounded from L
p × Lq to Lr′ , if mκK(η, ξ) = χK(ξ, η) dist((ξ, η), ∂K)κ?
• (Bilinear restriction-extension) Given a curve Γ, for which p, q, r is BdσΓ bounded from
Lp × Lq to Lr′?
(the notations χK and dσΓ are defined in Section 2).
1.2. Analogy with the linear case. The above questions have clear analogs in the linear case:
these are the well-known Bochner-Riesz (boundedness between Lebesgue spaces of f 7→ F−1
[
f̂χK dist(·, ∂K)κ
]
for K subset of Rd), restriction (boundedness of f 7→ f̂ |Γ for Γ hypersurface of Rd) and extension
(boundedness of f 7→ f̂ dσΓ) problems. Notice that combining the restriction and extension problem
gives the transformation f 7→ ̂̂fdσΓ, which we called restriction-extension in the bilinear setting.
The case of dimension 1 only requires very standard harmonic analysis. The case of dimension
2, which we now address, is more subtle, and the geometry (of K, Γ) starts playing an important
role.
Let us discuss first the Bochner-Riesz problem. By Plancherel, it is clear that Fourier multipliers
with symbol χK dist(·, ∂K)κ will be bounded on L2. If K is a polygon, they will be bounded
on Lp by appealing to the one-dimensional theory. It came as a surprise that if the boundary
of K is curved, the corresponding multiplier is only bounded on Lp if p = 2: this is the content
of the Fefferman ball multiplier theorem [13]. We emphasize that for the linear theory, a key
dichotomy is flat versus curved boundary of ∂K. Boundedness of Fourier multipliers with symbols
(|ξ|2−1)κ+, with κ > 0, was characterized by Carleson and Sjo¨lin [5], with different proofs proposed
by Fefferman [14] and Cordoba [7].
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The restriction and extension problems are simply dual to one another. Here again, the key
distinction is Γ flat versus Γ curved: if Γ is flat, no restriction theorem holds (ie f 7→ f̂ |Γ is never
bounded), but if Γ is curved, restriction properties can be proved. The full restriction theorem for
the circle is due to Fefferman and Stein [14], with a different proof proposed by Co´rdoba [8].
Let us notice here that many of the above proofs rely on the study of linear operators with
symbols of the type described above: mǫ(η, ξ).
The Bochner-Riesz or restriction problems in higher dimension d ≥ 3 are still open, we refer to
the monographs by Stein [36] and Grafakos [17] for an introduction.
1.3. Known results for the bilinear case. Much of the research on bilinear operators has
focused on boundedness between Lebesgue spaces at the Ho¨lder scaling: from Lp ×Lq to Lr′ , with
1
p +
1
q =
1
r .
The first results, obtained by Coifman and Meyer [6], allowed for a singularity localized at a
point: the symbol m satisfies a Mikhlin-type condition
∣∣∣∂αξ ∂βηm(ξ, η)∣∣∣ . 1(|ξ|+|η|)|α|+|β| . Then Bm
is bounded from Lp × Lq to Lr′ if 1 = 1p + 1q + 1r , and 1 < p, q, r < ∞. For another result on
boundedness with a singularity at a point, see Gustafson, Nakanishi and Tsai [22], and the version
of their result in Guo and Pausader [21].
The bilinear Hilbert transform corresponds to taking d = 1, and for m the characteristic function
of a (perhaps tilted) half-plane: m is singular along a line. The celebrated results of Lacey and
Thiele [27, 28, 29, 30] gave boundedness of Bm from L
p × Lq to Lr′ with 1 < p, q < ∞ and
0 < 1r′ =
1
p +
1
q <
3
2 . These results were later extended by Grafakos and Li [19, 32] to cover the
case where m is the characteristic function of a polygon. We refer the reader to [1], where the
first author proved boundedness for particular square functions built on a covering of the frequency
plane with polygons.
Finally, let us discuss the case where m is the characteristic function of the ball: the singularity
is now localized on a curved set. Diestel and Grafakos proved that the characteristic function
of the four-dimensional ball is not a bounded bilinear multiplier operator from Lp(R2) × Lq(R2)
into Lr
′
(R2) outside the local L2-case, i.e. when 1/p + 1/q + 1/r = 1 and 2 ≤ p, q, r < ∞ fails.
Conversely, it was shown by Grafakos and Li [20] that the characteristic function of the unit disc
in R2 is a bounded bilinear multiplier on Lp(R2) × Lq(R2) into Lr′(R2) in the local L2-case. The
corresponding problem in higher dimension remains unresolved. The positive results of boundedness
can be extended to ellipses.
Let us point out that the easiest case, i.e. for p = q = r = 2 can be directly studied with
Plancherel inequality. This very particular setting has been involved with the use of Xs,b spaces,
and also has been extended for less regular symbols to the so-called “multilinear convolution in L2”
by Tao in [37].
1.4. Obtained results. While the previously cited works deal with the critical (and more com-
plicated) case where the exponents p, q, r ∈ [1,∞] satisfy the Ho¨lder scaling 1 = 1r + 1p + 1q , and
sometimes allow for Lebesgue exponents less than one, we shall also assume in this whole article
that
1 ≤ p, q, r ≤ ∞,
and extend attention to the “sub-critical” range
(1.3) 1 ≤ 1
r
+
1
p
+
1
q
.
What are the important geometric features of Γ as far as boundedness of Bmǫ is concerned? As
will be illustrated in the following theorems, the crucial point is actually whether Γ has tangents
parallel to the axes {ξ = 0}, {η = 0}, and {ξ + η = 0} axes.
4 FRE´DE´RIC BERNICOT AND PIERRE GERMAIN
Definition 1.1. Given a smooth curve Γ in the (ξ, η) plane, its characteristic points are the points
where its tangent is parallel to the {ξ = 0}, {η = 0}, or {ξ + η = 0} axes. We call Γ characteristic
(respectively, non-characteristic) if such points exist (respectively, do not exist).
The best bounds for Bmǫ are obtained if Γ is non-characteristic; the next best thing is when the
set of characteristic points is finite, with non zero curvature of Γ; and the worst possibility is of
course when a piece of Γ is a segment parallel to one of the axes ξ, η, or ξ + η.
It is worth noticing that, as opposed to the linear case, the curvature of Γ does not play any
role per se, but only because a non zero curvature prevents the points close to a characteristic
point of being too close to characteristic themselves. In particular, at non-characteristic points, it
is indifferent whether Γ has a curvature or not.
Before stating our theorems, let us define the regularity classes for mǫ which we will use. The
first class only requires mǫ to be supported in an ǫ-neighborhood of Γ, with derivatives of order
1
ǫ .
Definition 1.2. The scalar-valued symbol mǫ belongs to the class MΓǫ if
• Γ is a smooth curve in R2.
• mǫ is supported in B(0, 1), as well as in a neighborhood of size ǫ of Γ.
•
∣∣∣∂αξ ∂βηmǫ(ξ, η)∣∣∣ . ǫ−|α|−|β| for sufficiently many indices α and β.
The above class turns out to be too weak in the following case: Γ characteristic, with a non-
vanishing curvature, and nearly Ho¨lder exponents. Then more tangential smoothness is required:
this is the point of the next definition (which could be weakened a lot, but appropriate conditions
would then become too technical).
Definition 1.3. Close to Γ, it is possible to define “normal directions” simply by prolonging the
normals to Γ, and “tangential directions”: these are lines whose tangents are everywhere orthogonal
to normal directions. If ν is the distance function to Γ, ∇ν can be considered as the direction of
the local normal coordinate and (∇ν)⊥ as the direction of the local tangential coordinate. We are
interested in symbols mǫ satisfying a nice behavior in the tangential directions given by (∇ν)⊥.
For a vector X, define
∂X := X · ∇.
The scalar-valued symbol mǫ belongs to the class N Γǫ if
• Γ is a smooth curve in R2.
• mǫ is supported in B(0, 1), as well as in a neighborhood of size ǫ of Γ.
• for sufficiently many indices α, β∣∣∣∂α∇ν∂β(∇ν)⊥mǫ(ξ, η)∣∣∣ . ǫ−|α|.
We now come to the obtained results; though we do not always state them in an optimal way for
the sake of concision and clarity. The interested reader can refer to sections 5, 6, 7, and 8, where
the precise statements are given. Moreover, Section 3 contains extensions to rough curves Γ (as
soon as they satisfy some rectifiability and Ahlfors regularity properties).
1.4.1. The non-characteristic case.
Theorem 1.4 (Corollary 8.3). Assume that Γ is nowhere characteristic, and let mǫ belong to MΓǫ ;
consider p, q, r in (1,∞). Then
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• If

1 ≤ 1p + 1q + 1r ≤ 2
1
r +
1
q ≤ 32
1
p +
1
q ≤ 32
1
p +
1
r ≤ 32 ,
, then ‖Bmǫ‖Lp×Lq→Lr′ . ǫ
1
p
+ 1
q
+ 1
r
−1
, and this exponent of ǫ is
optimal.
• If

q ≥ 2 ≥ p, r
1
p +
1
r ≥ 32 ,
, then ‖Bmǫ‖Lp×Lq→Lr′ . ǫ
1
q
+ 1
2 .
• The above statement of course remains true if the indices (p, q, r) are permuted.
• If
{
p, q, r ≤ 2
1
p +
1
q +
1
r ≥ 2
, then ‖Bmǫ‖Lp×Lq→Lr′ . ǫ and this bound is optimal.
The three cases distinguished in the above theorem cover the full range 1 < p, q, r < ∞. The
bounds are optimal except in the second case. Optimality extends to symbols in the smoother class
N Γǫ , and this will also be the case in the next theorems when optimality is stated.
The proof of this theorem can be found in Section 8, where the interpolation between endpoint
type results obtained in sections 5 and 6 is performed. The optimality statements follow from
Section 4.
1.4.2. The non-vanishing curvature case. In our first theorem, we only assume that mǫ ∈ MΓǫ .
Theorem 1.5. Assume Γ has non-vanishing curvature, and let mǫ belong to MΓǫ ; consider p, q, r
in (1,∞). Then
• If p, q, r ≥ 2, then ‖Bmǫ‖Lp×Lq→Lr′ . ǫ
1
p
+ 1
q
+ 1
r
−1 and this power of ǫ is optimal.
• If
 q > 2p, r < 2 , then ‖Bmǫ‖Lp×Lq→Lr′ . ǫ− 12+ 1q+ 12
(
1
p
+ 1
r
)
−δ
for any δ > 0. The above power
of ǫ is optimal up to the additional δ.
• The above statement remains true if the indices (p, q, r) are permuted.
• If 1
p
+
1
q
+
1
r
>
5
2
, then ‖Bmǫ‖Lp×Lq→Lr′ . ǫ and this bound is optimal.
• If

p, q, r < 2
3
2 ≤ 1p + 1q + 1r ≤ 52 ,
, then ‖Bmǫ‖Lp×Lq→Lr′ . ǫ
1
2
(
1
p
+ 1
q
+ 1
r
− 1
2
−δ
)
. for any δ > 0.
The above theorem only leaves out the case where exactly one of the three Lebesgue indices is
less than 2. The bounds stated are optimal except in the last case above; see Section 1.5.1 for some
improvements in this direction.
In order to cover the remaining cases, more tangential regularity from mǫ is needed: we will now
assume that it belongs to N Γǫ .
Theorem 1.6. Assume Γ has non-vanishing curvature, and let mǫ belong to N Γǫ ; consider p, q, r
in (1,∞).
• If

p < 2
q > r > 2
1
p +
1
r > 1
then ‖Bmǫ‖Lp×Lq→Lr′ . ǫ
− 1
2
+ 1
q
+ 1
2
(
1
p
+ 1
r
)
−δ
for any δ > 0, and this is
optimal up to the additional δ.
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• If

1
p +
1
r < 1
1
p +
1
q < 1
1
p +
1
q +
1
r > 1
, then ‖Bmǫ‖Lp×Lq→Lr′ . ǫ
1
p
+ 1
q
+ 1
r
−1−δ for any δ > 0, and this is
optimal up to the additional δ.
• The above statements remain true if the indices (p, q, r) are permuted.
The three cases distinguished above do not completely cover the range where exactly one of the
three Lebesgue indices is less than 2. We refrained from giving bounds for any (p, q, r) since the
obtained formulas become too complicated.
As for Theorem 1.4, the two theorems above are proved by interpolating between the results of
sections 5, 6 and 7, and the optimality statements follow from Section 4. This procedure is however
not detailed, since it is very similar to Theorem 1.4.
1.4.3. The general case.
Theorem 1.7 (Theorem 8.1). Let Γ be an arbitrary curve, and let mǫ belong to MΓǫ ; consider
p, q, r in (1,∞). Then
• If p, q, r ≥ 2 and verify (1.3), then ‖Bmǫ‖Lp×Lq→Lr′ . ǫ
1
p
+ 1
q
+ 1
r
−1
and this power of ǫ is
optimal.
• If at least two of the three indices (p, q, r) are smaller than 2, then ‖Bmǫ‖Lp×Lq→Lr′ .
ǫ
inf
(
1
p
, 1
q
, 1
r
)
, and this power of ǫ is optimal.
Of all possible values for (p, q, r), the previous theorem only leaves aside the case where exactly
two of the three indices (p, q, r) are greater than 2. Once again, it can be obtained by interpolating
between the results of sections 5, 6, and using the optimality criteria of Section 4.
Remark 1.8 (Ho¨lder case). Overall, when do we get the expected bound of order 1 for Bmǫ when the
exponents 1 < p, q, r <∞ satisfy 1p + 1q + 1r = 1? In two cases: either when Γ is non-characteristic,
or when p, q, r > 2. If Γ has non-zero curvature and mǫ ∈ N Γǫ , then we are able to prove that Bmǫ
has a norm ∼ ǫρ from Lp×Lq → Lr′ with ρ→ 0 as 1p + 1q + 1r approaches 1 from above. We believe
that the techniques developed in this paper can lead to the same result for arbitrary curves Γ.
1.5. Applications.
1.5.1. Bilinear restriction-extension inequalities. The limiting point of view (when ǫ goes to 0)
can be partially described in term of “bilinear restriction-extension” inequalities. It is said that a
curve Γ satisfies such inequalities for exponents (p, q, r) ∈ [1,∞]3 if for every smooth, compactly
supported function λ, the bilinear multiplier Bm is bounded from L
p ×Lq into Lr′ with m = λdσΓ
and dσΓ the arc-length measure on Γ (carried on this curve).
It is easy to see that if (1.1) holds for p, q, r with α(ǫ) . ǫ then the operator BλdσΓ inherits this
boundedness. Indeed, it can be realized as the limit of the operators with symbol ǫ−1(λdσΓ)∗χ(ǫ−1·),
with χ a function in C∞0 with integral 1. In other words, Γ satisfies then a (p, q, r) bilinear restriction-
extension inequality.
Thus we deduce from theorems 1.4 and 1.5 that if Γ is non-characteristic, then BdσΓ is bounded
for p, q, r ≥ 2 and 1p + 1q + 1r ≥ 2; whereas if the curvature of Γ does not vanish, the condition
becomes 1p +
1
q +
1
r >
5
2 .
This last condition is improved in Section 9. Moreover, still in Section 9, the relation between
a bilinear restriction-extension inequality for exponents (p, q, r) and the property (1.1) for a decay
rate α(ǫ) = ǫ is investigated. We shall prove that these are equivalent for specific symbols mǫ of
the class N Γǫ .
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1.5.2. Bilinear Bochner-Riesz problem. In Section 10.1, conditions on a compact set K, and a real
number λ > 0, are deduced such that the operators with symbol
χK(ξ, η) or χK(ξ, η) dist((ξ, η), ∂K)
κ
are bounded from Lp × Lq to Lr′ .
As usual, this has the consequence, if Int(K) contains 0, and if we denote λK for the dilation of
K around 0 by a factor λ, that
BκλK(f, g)→ fg in Lr
′
if (f, g) ∈ Lp × Lq and 1p + 1q = 1r′ .
1.5.3. Singular symbols. In section 10.2, results on boundedness over Lebesgue spaces of operators
with symbols of the type
Φ(ξ, η) dist((ξ, η),Γ)−α
(where Φ ∈ C∞0 , Γ a smooth curve, and α a positive number) are given.
Recall that Kenig and Stein [26] derived sharp results in the same spirit in the case when Γ is a
line; in this specific situation, the bilinear multiplier Bmǫ can be represented by bilinear fractional
integral operators. These authors were able to deal with Lebesgue exponents less than 1.
1.5.4. Dispersive PDEs. This paragraph is devoted to explaining one of the motivations for the
study of our multilinear multipliers.
Let us consider the following dispersive PDE, with a real symbol p : ∂tu+ ip(D)u = Bm(u, u)u(t = 0) = u0.
where we follow the above notation in denoting Bm for the pseudo-product with a symbol m; of
course other nonlinearities can be dealt with in a similar way. For instance, the nonlinearity of
the water-waves problem can be expanded as a sum of pseudo-product operators: see [16]. Or it
is well-known that a nonlinearity H(u) can for many purposes be replaced by its paralinearization
H(u(t, .)) ≃ πH′(u(t,.))(u(t, .)): see the seminal work of Bony [3]).
In order to understand how u behaves for large t, in particular whether it scatters, let us change
the unknown function from u to
f(t, x) = eitp(D)[u(t, .)](x),
so that the PDE becomes
∂tf = e
itp(D)[Bm(u, u)] = e
itp(D)[Bm(e
−itp(D)f, e−itp(D)f)]
and integrating in time gives
f(t, x) = u0(x) +
∫ t
0
eisp(D)Bm(u(s), u(s))(x) ds
= u0(x) +
∫ t
0
∫ ∫
eix·(ξ+η)eis[p(ξ+η)−p(η)−p(ξ)]f̂(s, ξ)f̂(s, η)m(ξ, η) dξ dη ds(1.4)
we isolate in the right-hand side the oscillations in the term ei[(s−t)p(ξ+η)−sp(η)−sp(ξ)]. With the
phase function given by φ(ξ, η) := p(ξ + η)− p(η)− p(ξ), we get
(1.5) f(t, x) := u0(x) + e
−itp(D)
[
x→
∫ t
0
∫ ∫
eix·(ξ+η)eisφ(ξ,η)f̂(s, ξ)f̂(s, η)m(ξ, η) dξ dη d
]
(x)s.
So
f(t) = u0 + e
−itp(D)
[∫ t
0
Teisφm(f(s), f(s))ds
]
.
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Understanding the bilinear quantity above (for f ∈ L∞T Lp) is of crucial importance. Let us consider
first that f is independent of s, which corresponds to examining the interaction of two linear waves.
But the bilinear operator
(1.6) (f, g)→
∫ t
0
Beisφm(f, g)ds
has symbol
eitφ − 1
iφ
which, under suitable assumptions on φ, fits into the previous setting, relatively
to the curve Γ := φ−1({0}). We refer the reader to [2] (Section 9.3) for a first work of the authors
concerning such bilinear oscillatory integrals. There, the proofs are based on decay in s due to the
assumed non-stationary phase φ and the set Γ = φ−1({0}) did not play any role. Here we propose
a more precise study in the one-dimensional case and when the symbol is supported near the curve
Γ. We shall describe boundedness of bilinear quantities appearing in (1.5) and (1.6), see Subsection
1.5.4.
2. Notations and Preliminaries
2.1. Some standard notations. We adopt the following notations
• A . B if A ≤ CB for some implicit, universal constant C. The value of C may change
from line to line.
• A ∼ B means that both A . B and B . A.
• If E is a set, χE is its characteristic function.
• The “japanese brackets“ 〈·〉 stand for 〈x〉 = √1 + x2.
• If Γ is a rectifiable curve, dσΓ is the 1-dimensional Hausdorff measure restricted to Γ and
for ǫ > 0, we set Γǫ for its ǫ-neighborhood
Γǫ :=
{
ξ ∈ R2, d(x,Γ) ≤ ǫ} .
• H1 for the one-dimensional Hausdorff measure.
• The standard L2 scalar product is denoted 〈f , g〉 := ∫
Rd
f g¯.
• If f is a function over Rd then its Fourier transform, denoted f̂ , or F , is given by
f̂(ξ) = Ff(ξ) = 1
(2π)d/2
∫
e−ixξf(x) dx thus f(x) =
1
(2π)d/2
∫
eixξf̂(ξ) dξ.
In the text, we systematically drop the constants such as 1
(2π)d/2
since they are not relevant.
• The Fourier multiplier with symbol m(ξ) is defined by
m(D)f = F−1 [mFf ] .
2.2. Some harmonic analysis. Let us now recall some useful and well-known operators on R.
Definition 2.1. For s > 0, the fractional integral operator of order s > 0 is defined by
Is(f)(x) := x→
∫
R
f(y)|x− y|s−1dy.
For s = 0, I0 is not defined since 1/| · | is not locally integrable, so we consider the right substitute:
the Hardy-Littlewood maximal function:
M(f)(x) := sup
r>0
1
2r
∫
B(x,r)
|f(z)|dz.
For s ≥ 1, we set Ms for its Ls-version defined by Ms(f) = [M(|f |s)]1/s.
These operators are bounded over in Lebesgue spaces.
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Proposition 2.2. Let s ∈ (0, 1) and let 1 < p < q <∞ satisfying
1
p
− 1
q
= s.
Then Is is bounded from L
p to Lq (see [23]). For all s ≥ 1 and p ∈ (s,∞], Ms is Lp-bounded.
We recall the boundedness of Rubio de Francia’s square functions (see [35]):
Proposition 2.3. Let 2 ≤ p < ∞ and I := (Ii)i be a bounded covering of R. Then the square
function
f →
(∑
i
|πIi(f)|2
)1/2
is Lp-bounded. The non-smooth truncations πIi can be replaced by smooth ones.
2.3. Bilinear multipliers. Let us recall some usual facts about bilinear multipliers. To a symbol
m ∈ S(R2)′, we can define in the distributional sense the following bilinear multiplier :
Tm(f, g)(x) :=
∫
R2
eix(ξ+η)f̂(ξ)ĝ(η)m(ξ, η)dξdη.
It is well-known that reciprocally, any translation invariant bilinear multiplier which is bounded
from S(R)× S(R) into S(R)′ can be written in the previous form.
Seeing things in physical space, the bilinear operator Tm can be represented as
(2.1) Bmǫ(f, g)(x) =
√
2π
∫ ∫
m̂ǫ(y − x, z − x)f(y)g(z) dy dz.
3. The setting of rough curves and extension of the results
In this subsection, we define some notions of rough curve, allowing us to extend the results. We
first recall the notion of rectifiable and Ahlfors regular curve, which will then support a measure.
Then, we precise some of our results which still hold in this general setting.
Definition 3.1 (Rectifiable curve). A rectifiable curve is the image of a continuous map γ : [0, 1]→
Rd with
length(γ) := sup
0≤t0≤···≤tn≤1
n∑
j=1
|γ(tj)− γ(tj−1)| <∞.
We refer the reader to [9, 11] for more details concerning rectifiable sets. If Γ is compact then it is
a rectifiable curve if and only if it is connected and has a finite one-dimensional Hausdorff measure.
Then, it is well-known that we can construct a finite measure dσΓ (corresponding to the measure of
the length) on Γ such that dσΓ is equivalent to H1|Γ (the restriction of the one-dimensional Hausdorff
measure to the set Γ). For any measurable subset E ⊂ Γ
σΓ(E) ≃ H1|Γ(E) = lim
δ→0
inf
E⊂∪iUi
diam(Ui)≤δ
∑
i
diam(Ui)
where Ui are open sets.
Definition 3.2 (Ahlfors regular curve). A continuous curve Γ ⊂ R2 is said Ahlfors regular if
(3.1) sup
z∈Γ
sup
ǫ∈(0,1)
H1(Γ ∩B(z, ǫ))
ǫ
<∞.
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For ǫ ≤ length(Γ) and z ∈ Γ, then there exists a part of Γ of length larger than ǫ included into
B(z, ǫ), so we obviously have
(3.2) 1 ≤ inf
z∈Γ
sup
ǫ<length(Γ)
H1(Γ ∩B(z, ǫ))
ǫ
<∞.
We refer the reader to [9] for the analysis of and on such curves, satisfying these regularity.
Proposition 3.3. Let Γ be a continuous Ahlfors regular curve. Then there exists a sequence of
symbols mǫ ∈ MΓǫ for ǫ > 0 such that ǫ−1mǫ weakly converges to dσΓ in the distributional sense.
Proof. First since Γ satisfies (3.1), it is obvious that Γ is a rectifiable curve and so admits a arc-
length measure (denoted dσΓ). Moreover it is easy to see that (3.1) self-improves in
(3.3) sup
z∈R2
sup
ǫ∈(0,1/2)
H1(Γ ∩B(z, ǫ))
ǫ
<∞
Let choose a nonnegative smooth function χ : R2 → R supported on B(0, 1) with ∫
R2
χ(x)dx = 1.
Then for ǫ ∈ (0, 1/2), we consider the following symbols
mǫ(x) :=
∫
Γ
1
ǫ
χ
(
x− y
ǫ
)
dσΓ(y).
It is easy to see that mǫ is supported on Γǫ and for all α ∈ N2
‖∂αmǫ‖∞ . ǫ−|α| sup
x∈Γǫ
σΓ(B(x, ǫ))
ǫ
. ǫ−|α| sup
x∈Γǫ
H1(Γ ∩B(x, ǫ))
ǫ
. ǫ−|α|,
where we have used (3.3). Consequently, the symbolmǫ belong toMΓǫ . In addition, for a compactly
smooth function f ∈ C∞0 (R2), we have
ǫ−1
∫
R2
mǫ(x)f(x)dx =
∫
Γ×R2
f(x)χ
(
x− y
ǫ
)
dxdσΓ(y)
ǫ2
=
∫
Γ×R2
f(y + ǫz)χ(z)dxdσΓ(y)dz.
Hence, since f is uniformly continuous and compactly supported, we easily check that
lim
ǫ→0
ǫ−1
∫
R2
mǫ(x)f(x)dx =
∫
Γ
f(y)dσΓ(y),
thanks to the L1-normalization of χ. That concludes the proof of the proposition. 
Lemma 3.4. If Γ is a rectifiable curve of finite length then there exists a constant cΓ such that for
small enough ǫ > 0
|Γǫ| ≤ cΓǫ.
Proof. Consider ǫ small enough with respect to the length of Γ and choose a nonnegative smooth
function χ : R2 → R supported on B(0, 1) with χ(x) = 1 for |x| ≤ 1. For all z ∈ Γǫ, we have
1
ǫ
∫
Γ
χ
(
z − y
2ǫ
)
dσΓ(y) ≥ H
1(Γ ∩B(z, 2ǫ))
ǫ
.
However since z ∈ Γǫ, there exists x ∈ Γ ∩B(z, ǫ), hence
H1(Γ ∩B(z, 2ǫ)) ≥ H1(Γ ∩B(x, ǫ)).
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Since ǫ is assumed to be smaller than the length of Γ, it follows that there exists at most a part of
Γ of length larger than ǫ included into B(x, ǫ). We also deduce that
1
ǫ
∫
Γ
χ
(
z − y
2ǫ
)
dσΓ(y) ≥ 1.
Consequently,
|Γǫ| ≤
∫
R2
1
ǫ
∫
Γ
χ
(
z − y
2ǫ
)
dσΓ(y)dz
. ǫ
(∫
R2
χ(x)dx
)(∫
Γ
dσΓ(y)
)
. ǫ,
where we have used that Γ has a finite length. 
Then, to extend the results, we have to perform a suitable decomposition of the curve. We also
introduce the two following notions :
Definition 3.5. Let Γ be a Ahlfors-regular curve in R2. Then consider π1, π2, π3, respectively the
orthogonal projection on the degenerate line {η = 0}, {ξ = 0} and {ξ + η = 0}. The curve Γ is
said to have “finitely bi-Lipschitz projections” if Γ can be split into several pieces (Γi)i=1...N with
for every i, a bi-Lipschitz parametrization of πk(Γi) for at least two indices k ∈ {1, 2, 3}.
We know that an Ahlfors-regular curve can be split into bi-Lipschitz parametrized pieces. Here
we required that these pieces have bi-Lipschitz parametrization through some projections.
Obviously, smooth curves satisfy this property, as well as polygons. We point out that some
Ahlfors-regular curves (even with a finite length) may not respect this property, for example consider
a logarithmic spiral.
Definition 3.6. A Ahlfors-regular curve Γ in R2 is said to be nowhere characteristic if there exists
a constant c such that for all real t ∈ R, for every characteristic angle θ ∈ {0, π/2, 3π/4} and all
small enough ǫ > 0
(3.4) H1(Γ ∩ {(ξ, η), t ≤ ξ − tan(θ)η ≤ t+ ǫ}) ≤ cǫ.
This assumption describes that the curve Γ has no tangential directions (Ahlfors regular curve
admits almost every where a tangential vector) which would be characteristic.
It is easily to check that a nowhere characteristic curve has “finitely bi-Lipschitz projections”.
With these two notions, we let the reader check the following possible extensions (we only give
a sample of these).
Proposition 3.7. We can extend the results as follows :
• Let Γ be a Ahlfors regular curve in R2 having “finitely bi-Lipschitz projections” (not neces-
sarily bounded) then for p, q, r ∈ [2,∞) there exists a constant c such that for all symbols
mǫ ∈MΓǫ ,
‖Bmǫ‖Lp×Lq→Lr′ ≤ cǫ
1
p
+ 1
q
+ 1
r
−1.
• If Γ is nowhere characteristic then we can allow one of the three exponents to be lower than
2.
• Let Γ be Ahlfors regular, nowhere characteristic, then bilinear Fourier restriction-extension
inequalities still holds for 1p +
1
q +
1
r > 2 (since (1.1) is true with α(ǫ) . ǫ).
Indeed, the technical point relies on this following lemma, which gives a suitable decomposition
at the scale ǫ :
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Lemma 3.8. Let Γ be a Ahlfors regular curve in R2 having “finitely bi-Lipschitz projections” (see
above Definition 3.5) and fix ǫ > 0. Then there exist a number N (independent on ǫ > 0) and N
collections of balls Bj := (B(zi, ǫ))i∈Ij with zi ∈ Γ satisfying the following property:
Let us write I1j,i, I
2
j,i and I
3
j,i intervals of length equal to 2ǫ such that for all i ∈ Ij
(3.5)
{
(ξ, η, ξ + η), (ξ, η) ∈ B(zi, ǫ)
} ⊂ I1j,i × I2j,i × I3j,i.
For l = 1, 2 and l = 3, there exists a subset I lj ⊂ Ij such that Ij = I1j ∪ I2j ∪ I3j and for each
l ∈ {1, 2, 3} and k ∈ {1, 2, 3} \ {l}, the intervals (Ikj,i)i∈Ilj are disjoint. Here the constant N is a
numerical constant, independent with respect to ǫ.
We let the details to the reader. The proof is a direct consequence of the geometrical assumptions
”finitely bi-Lipschitz projections”. Indeed if the curve Γ is only assumed to be bi-Lipschitz, then
by considering γ a bi-Lipschitz parametrization, we have that |x− y| . |γ(x)− γ(y)| for all x, y. It
follows that for at least two integers k, k′, |x− y| . |πk(γ(x)) − πk(γ(y))| (we recall that πk is the
projection on one of the degenerate lines). The main difficulty is that these two integers k, k′ may
depend on the couple (x, y). The geometrical assumption allows us to deal with same integers k, k′
for all points x, y.
4. Necessary conditions and the specific case of a straight line for Γ
4.1. Necessary conditions. It is well-known that multilinear multipliers (commuting with the
simultaneous translations) cannot loose integrability. So any bilinear multiplier can be bounded
from Lp × Lq into Lr′ only if
1
r′
≤ 1
p
+
1
q
which corresponds to (1.3).
Remark 4.1. Next notice that, since Γ is compactly supported, (1.1) holds for (p, q, r, α(ǫ)) if it
does hold for (P,Q,R, α(ǫ)) with p ≤ P , q ≤ Q and r ≤ R. Thus our job will be to push indices
up !
Let Γ be a smooth and compact curve in R2. Let us recall that we are looking for exponents
p, q, r ∈ [1,∞] verifying (1.3) and function α(ǫ) such that for small enough ǫ > 0, any symbol mǫ
in the class MΓǫ or N Γǫ gives rise to a bilinear multiplier Bmǫ with
(4.1) ‖Bmǫ‖Lp×Lq→Lr′ . α(ǫ).
This subsection is devoted to describe some necessary conditions.
Proposition 4.2 (Necessary conditions). Assume that mǫ ∈ N Γǫ , mǫ ≥ 0, and mǫ = 1 on a (non
empty) curve Γ′ ⊂ Γ. With p, q, r verifying (1.3), for (4.1) to hold, it is necessary that
(i) α(ǫ) & ǫ (for any Γ),
(ii) α(ǫ) & ǫ
1
p
+ 1
q
+ 1
r
−1
(for any Γ),
(iii) α(ǫ) & ǫ
− 1
2
+ 1
q
+ 1
2
(
1
p
+ 1
r
)
+δ
for δ > 0 (if Γ′ has non -vanishing curvature and has, in the
coordinates (ξ, η), a tangent which is parallel to the ξ axis).
(iv) α(ǫ) & ǫ
1
p (if mǫ(ξ, η) = χ
(
ξ
ǫ
)
χ(η), with χ a smooth function, equal to 1 on B(0, 1), and
0 outside of B(0, 2)).
Proof. Let consider a suitable nonnegative symbol mǫ. (i) Take R such that Suppmǫ ⊂ B(0, R),
and f , g, and h in S(R) such that f̂ = ĝ = ĥ = 1 on B(0, 10R). Then an obvious computation
with Lemma 3.4 give
〈Bmǫ(f, g) , h〉 ∼ ǫ,
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hence the bound on α.
(ii) Assume that Γ′ goes through (0, 0), and take f , g, h in S(R) such that f̂ , ĝ, ĥ ≥ 0 and
Supp f̂ , Supp ĝ, Supp ĥ ⊂ B(0, 1100 ). Define then
f ǫ = ǫf(ǫ·), gǫ = ǫg(ǫ·) and hǫ = ǫh(ǫ·).
Then obviously
〈Bmǫ(f ǫ, gǫ) , hǫ〉 = ǫ2
∫ ∫
f̂(ξ)ĝ(η)ĥ(−ξ − η)mǫ(ǫξ, ǫη)dξdη
∼ ǫ2
whereas
‖f ǫ‖Lp ‖gǫ‖Lq ‖hǫ‖Lr ∼ ǫ3−
1
p
− 1
q
− 1
r ;
this gives the bound on α.
(iii) We only treat the case where p, q, r > 1, a small modification being needed if one of the
exponents is 1. With the hypotheses made on Γ′, this curve can be parameterized in some region
by η = φ(ξ), with φ′ vanishing at a point, φ′(ξ0) = 0, but φ′′(ξ0) 6= 0 since the curvature of Γ′ does
not vanish. For simplicity, we shall assume that φ′(0) = 0, and φ′′(0) = 1. The test functions we
will use read
f̂(ξ) =
Φ(ξ)
|ξ|a , ĝ(ξ) =
Φ(ξ)
|ξ|b and ĥ(ξ) =
Φ(ξ)
|ξ|c ,
where Φ ∈ C∞0 is non negative and does not vanish at 0, and
a = 1− 1
p
− δ
3
, b = 1− 1
q
− δ
3
and c = 1− 1
q
− δ
3
for some small δ > 0. It is easy to check that f , g, and h belong, respectively, to Lp, Lq, and Lr.
Next we want to estimate 〈Bmǫ(f, g) , h〉. For some appropriate constant c0,
〈Bmǫ(f, g) , h〉 =
∫ ∫
mǫ(ξ, η)f̂ (ξ)ĝ(η)ĥ(−η − ξ) dη dξ &
∫
|η|≤c0ǫ
∫
|ξ|∼c0
√
ǫ
1
|ξ|a
1
|η|b
1
|ξ + η|c dη dξ.
An easy computation gives then
〈Bmǫ(f, g) , h〉 ≥ ǫ−
1
2
+ 1
q
+ 1
2
(
1
p
+ 1
r
)
+3δ
which is the desired result.
(iv) With mǫ = χ
(
ξ
ǫ
)
χ(η), Bmǫ(f, g) = χ
(
D
ǫ
)
fχ(D)g. Choosing f, g, h in the Schwartz class
with Fourier transforms localized in B
(
0, 12
)
, set furthermore f ǫ = f(ǫ·). Then
< Bmǫ(f, g) , h >=
∫
f(ǫ·)gh→ f(0)
∫
gh as ǫ→ 0
whereas
‖f ǫ‖Lp ‖g‖Lq‖h‖Lr = ǫ−
1
p ‖f‖Lp‖g‖Lq‖h‖Lr .
This implies immediately (iv). 
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4.2. Necessary and sufficient conditions in the case mǫ = [λdσΓ] ∗ ǫ−1χǫ. We assume in this
subsection that
mǫ = [λdσΓ] ∗ ǫ−1χǫ,
where χǫ = χ(ǫ
−1·) a smooth, nonnegative function, supported on B(0, 2), equal to one on B(0, 1);
λ belongs to C∞0 ; and dσΓ is the arc-length measure on the smooth curve Γ. Notice that this type
of mǫ belongs to Mǫ; and it belongs to N Γǫ if λ = 1, Γ = S1.
Proposition 4.3. (i) Let mǫ = dσΓ ∗ ǫ−1χǫ. Then if the curvature of Γ does not vanish,
‖Bmǫ‖L1×L1→Lp′ ∼

ǫ if 2 < p′ <∞
ǫ
√− log ǫ if p′ = p = 2
ǫ1/2+1/p if 1 < p′ < 2
(ii) We have the restricted type estimate at the point (1, 1, 2): for any three sets F , G, and H,
|〈Bmǫ(χF , χG) , χH〉| . ǫ|F ||G||H|1/2.
(iii) If Γ is non-characteristic on Suppλ, the only change to (i) is the point (1, 1, 2) which
becomes
‖Bmǫ‖L1×L1→L2 ∼ ǫ.
The curvature of the curve Γ can be used via the following result (we move the reader to Section
3.1 Chap VIII of [36] for details on this topic), the proofs rely on the study of oscillatory integrals.
Lemma 4.4. Assume that Γ is a smooth curve in R2 with a non-vanishing Gaussian curvature.
Then for all compactly smooth function ψ in R2, we have∣∣∣∣∫
R2
ei(x1ξ+x2η)ψ(ξ, η)dσΓ(ξ, η)
∣∣∣∣ . (1 + |(x1, x2)|)−1/2,
where dσΓ is the carried surface measure on Γ.
Proof. Another expression for ‖Bmǫ‖L1×L1→Lp′ Suppose B is a general bilinear operator with a
kernel K(x, y, z) which is smooth and decaying at infinity:
B(f, g)(x) =
∫ ∫
K(x, y, z)f(y)g(z) dy dz.
Then
(4.2) ‖B‖L1×L1→Lq = sup
y,z
‖K(·, y, z)‖Lq .
The first side of the above equality is straightforward:
‖B(f, g)(x)‖Lq =
∥∥∥∥∫ ∫ K(x, y, z)f(y)g(z) dy dz∥∥∥∥
Lq
. sup
y,z
‖K(x, y, z)‖Lq‖f‖L1‖g‖L1 .
To see the other direction, let (fn) =
(
n−1φ
( ·
n
))
, with φ ∈ C∞0 , be an approximation of the Dirac
delta function: this sequence has constant norm 1 in L1, but converges to δ weak-star in the sense
of bounded measures. Then
B(fn(· − y0), fn(· − z0))(x)→ K(x, y0, z0) in L1 as n→∞
This implies ‖B‖L1×L1→Lq ≥ ‖K(·, y0, z0)‖Lq , hence the equality (4.2). Translating (4.2) in the
context of our problem, this gives
(4.3) ‖Bmǫ‖L1×L1→Lp′ = sup
y,z
‖m̂ǫ(y − x, z − x)‖Lp′ .
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Estimates on the convolution kernels It is well-known (see Lemma 4.4), that, if the curvature of Γ
does not vanish, we have the bound∣∣∣λ̂dσΓ(x)∣∣∣ . 1〈x〉1/2 for x in R2.
Furthermore, examining further the stationary phase argument which gives the above, we find the
following: suppose that the normals to Γ on Suppλ span a subset [α, β] of S1. Then if (x1,x2)|(x1,x2)|
belongs to [α+ ǫ, β − ǫ], for a small ǫ, ∣∣∣λ̂dσΓ(x)∣∣∣ & 1〈x〉1/2 .
On the other hand, if (x1,x2)|(x1,x2)| does not belong [α− ǫ, β + ǫ], for a small ǫ,∣∣∣λ̂dσΓ(x)∣∣∣ . 1〈x〉N .
Finally, recall that
F [λdσΓ] ∗ ǫ−1χǫ = F [λdσΓ] ǫχ̂(ǫ·).
The above bounds, combined with (4.3), give the desired bounds, except for the restricted type
estimates, to which we now turn.
The restricted type estimate For these estimates, we argue with the physical space version of Bmǫ .
Recall mǫ = χǫ ∗ dσΓ. Thus
m̂ǫ = ǫλ̂dσΓχ̂ǫ.
Since χ is in the Schwartz class, so is χ̂; since Γ has a non-vanishing curvature, it is well known
that ∣∣∣λ̂dσΓ(X)∣∣∣ . 1√〈X〉 .
Thus
|m̂ǫ(X)| . 1√〈X〉 .
This implies
|m̂ǫ(x− y, x− z)| . ǫ 1√〈(x− y, x− z)〉 . ǫ 1√〈(x− y, z − y)〉 .
Therefore,
|〈Bmǫ(χE , χF ) , χG)| . ǫ
∫ ∫ ∫
1√〈(x− y, z − y)〉χF (y)χG(z)χH(x) dx dy dz
. ǫ|F | sup
y
∫ ∫
1√〈(x− y, z − y)〉χG(z)χH (x) dx dz
(4.4)
By symmetry in y, the desired estimate will be a consequence of the inequality∫ ∫
1√〈(x, z)〉χG(z)χH(x) dx dz . |G||H|1/2.
But this inequality follows from∫ ∫
1√〈(x, z)〉χG(z)χH(x) dx dz ≤
∫
χG(z)
∫
1√〈x〉χH(x) dx dz
≤ |G|
∫ |H|
0
1√〈x〉 dx . |E||F |1/2.
(4.5)

16 FRE´DE´RIC BERNICOT AND PIERRE GERMAIN
4.3. The specific case where Γ is a line. Consider a symbol of the type mǫ(ξ, η) = χ
(
ξ−λη
ǫ
)
with χ a smooth function supported in B(0, 1). Such symbols belong to MΓǫ relatively to the line
Γ := {(ξ, η), ξ = λη}.
The degenerate lines are those corresponding for λ ∈ {0,−1}.
4.3.1. The non-characteristic case. In that case, we have
Bmǫ(f, g)(x) =
∫
R
ǫχ̂(ǫy)f(x+ y)g(x− λy) dy
thus
(4.6) 〈Bmǫ(f, g) , h〉 =
∫
R2
ǫχ̂(ǫy)f(x+ y)g(x− λy)h(x) dydx.
Proposition 4.5. If λ 6= 0,−1 then
(4.7) |〈Tmǫ(f, g) , h〉| . ǫρ‖f‖Lp‖g‖Lq‖h‖Lr .
holds if and only if
1 ≤ ρ+ 1 = 1
p
+
1
q
+
1
r
≤ 2.
Proof. Let us just point out some easy observations, whose proofs we leave to the reader.
(1) First of all, the scaling imposes ρ = 1p +
1
q +
1
r − 1.
(2) We already have explained that necessarily 1p +
1
q +
1
r ≥ 1.
(3) Next, the exponent 1p +
1
q +
1
r − 1 cannot be larger than 1; otherwise you get a vanishing
limit as ǫ goes to zero for the “restriction problem”.
(4) It is easy to see (by Young’s inequality) that (4.7) holds for 1p +
1
q +
1
r = 1 if 1 ≤ p, q, r ≤ ∞
(with ρ = 0).
(5) Finally, the case 1p +
1
q +
1
r = 2 with 1 ≤ p, q, r ≤ ∞ and ρ = 1 follows easily from (4.6) by
Ho¨lder’s inequality with respect to x and then Young inequality.
Interpolating between the two last points, and taking into account the necessary conditions derived
above, ends the proof. 
4.3.2. The characteristic case. Let us now consider one of the degenerate lines, for instance when
λ = 0. In that case, we have
Tmǫ(f, g) =
[
χ
(
D
ǫ
)
f
]
g
and so
〈Tmǫ(f, g) , h〉 =
∫ [
χ
(
D
ǫ
)
f
]
gh.
Proposition 4.6. If λ = 0 then
(4.8) |〈Tmǫ(f, g) , h〉| . ǫρ‖f‖Lp‖g‖Lq‖h‖Lr .
holds if and only if
1 ≤ ρ+ 1 = 1
p
+
1
q
+
1
r
≤ 2 with 1
q
+
1
r
≤ 1.
We do not detail the proof. Indeed points 1 to 4 of the previous proof remain valid. Furthermore,
it is easy to see that the following condition in necessary: 1q +
1
r ≤ 1. Finally, it is easy to see that
the case (p, q, r) = (1, q, r) with 1q +
1
r = 1 is admissible, which allows us to conclude.
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5. The local-L2 case with finite exponents
Let us first study the case where the three exponents p, q, r belong to [2,∞).
Proposition 5.1. Consider Γ a compact and smooth curve. Let p, q, r ∈ [2,∞) be exponents
satisfying
2s :=
1
p
+
1
q
+
1
r
− 1 ≥ 0.
Then there exists a constant C = C(p, q, r) such that for every ǫ > 0 and symbols mǫ ∈ MΓǫ , then
‖Tmǫ(f, g)‖Lr′ ≤ Cǫ
1
p
+ 1
q
+ 1
r
−1‖f‖Lp‖g‖Lq .
Moreover, Proposition 4.2 implies that the decay in ǫ is optimum.
Proof. First, the domain Γǫ can be covered by balls of radius ǫ with bounded intersection. A
partition of the unity associated to this covering allows us to split the symbol mǫ as follows :
mǫ =
∑
i∈Θ
miǫ
where for each index i, miǫ is a symbol satisfies the same regularity as mǫ and is supported in a ball
of radius ǫ. Let us write I1i , I
2
i and I
3
i for intervals of length comparable to ǫ such that{
(ξ, η, ξ + η),miǫ(ξ, η) 6= 0
} ⊂ I1i × I2i × I3i .
For J an interval, we write ∆J the Fourier multiplier associated to the symbol φJ (a smooth version
of 1J at the scale |J | such that 1J ≤ φJ ≤ 12J ).
The kernel m̂ǫ satisfies ∣∣∣m̂iǫ(y, z)∣∣∣ . ǫ2(1 + ǫ|(y, z)|)N
for all nonnegative real N (since miǫ is supported on a ball of radius ǫ). Hence, the operator Tmiǫ
satisfies ∣∣〈Tmiǫ(f, g), h〉∣∣ . ∫
R3
ǫ2
(1 + ǫ|(x− y, x− z)|)N |∆I1i f(y)||∆I2i g(z)||∆I3i h(x)|dxdydz.
Then
|〈Tm(f, g), h〉| .
∑
i
∫
R3
ǫ2
(1 + ǫ|(x− y, x− z)|)N |∆I1i f(y)||∆I2i g(z)||∆I3i h(x)|dxdydz.
By Lemma 3.8, it suffices to treat the case where (I1i ) and (I
2
i ) form a bounded covering of the
real line. Let assume that s > 0 (we explain at the end of the proof the modifications for s = 0).
Consider non-negative real numbers sp, sq ∈ (0, 1) such that 2s = sp + sq and
1
p
− sp > 0 1
q
− sq > 0.
This is possible since
1
r
=
1
p
+
1
q
− 2s > 0.
Using that
(1 + ǫ|(x− y, x− z)|) ≤ (1 + ǫ|x− y|)(1 + ǫ|x− z|),
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we get for Np = 1− sp and Nq = 1− sq
|〈Tm(f, g), h〉|
.
∑
i
∫
R
(∫
R
ǫ
(1 + ǫ|x− y|)Np |∆I1i f(y)|dy
)(∫
R
ǫ
(1 + ǫ|x− z|)Nq |∆I2i g(z)|dz
)
|∆I3i h(x)|dx
. ǫ2s
∑
i
∫
R
Isp(|∆I1i f |)(x)Isq (|∆I2i g|)(x)|∆I3i h(x)|dx
. ǫ2s
∫
R
(∑
i
Isp(|∆I1i f |)(x)
2
)1/2(∑
i∈
Isq(|∆I2i g|)(x)
2
)1/2
sup
i
|∆I3i h(x)|dx,
where Isp is the fractional integral operator of order sp (see Definition 2.1). Using that the maximal
operator is bounded by the Hardy-Littlewood maximal function, we deduce that
|〈Tm(f, g), h〉| . ǫ2s
∫
R
(∑
i
Isp(|∆I1i f |)(x)
2
)1/2(∑
i
Isq(|∆I2i g|)(x)
2
)1/2
M(h)(x)dx.
Then by Ho¨lder inequality with the exponents ps, qs such that
1
r′
=
1
p
+
1
q
− 2s =
(
1
p
− sp
)
+
(
1
q
− sq
)
:=
1
ps
+
1
qs
,
it follows (by boundedness of M over Lebesgue spaces) that
|〈Tm(f, g), h〉| . ǫ2s
∥∥∥∥∥∥
(∑
i
Isp(|∆I1i f |)
2
)1/2∥∥∥∥∥∥
Lps
∥∥∥∥∥∥
(∑
i
Isq(|∆I2i g|)
2
)1/2∥∥∥∥∥∥
Lqs
‖h‖Lr .
As a consequence,
|〈Tm(f, g), h〉| . ǫ2s
∥∥∥∥∥∥
(∑
i
Isp(|∆I1i f |)
2
)1/2∥∥∥∥∥∥
Lps
∥∥∥∥∥∥
(∑
i
Isq(|∆I2i g|)
2
)1/2∥∥∥∥∥∥
Lqs
‖h‖Lr .
Thanks to Proposition 2.2, we know that the fractional integral operator Isp (resp. Isq) is bounded
from Lp to Lps (resp. from Lq to Lqs). Then it admits an l2-valued extension (see Theorem 4.5.1
in [17] and the original work of Marcinkiewicz and Zygmund [34]). Consequently,
A(3) . ǫ2s
∥∥∥∥∥∥
(∑
i
|∆I1i f |
2
)1/2∥∥∥∥∥∥
Lp
∥∥∥∥∥∥
(∑
i
|∆I1i g|
2
)1/2∥∥∥∥∥∥
Lq
‖h‖Lr .
Recall that (I1i ) and (I
2
i ) form a bounded covering. We can thus apply Rubio de Francia’s result
(see Proposition 2.3) for p, q ≥ 2 to obtain
|〈Tm(f, g), h〉| . ǫ2s ‖f‖Lp ‖g‖Lq ‖h‖Lr .
Let us now deal with the limit case s = 0. In this particular situation, argue similarly, replacing
the fractional integrations operators Isp and Isq by the Hardy-Littlewood maximal operator M.
We let the reader check that everything still works with this minor modification since the Hardy-
Littlewood maximal function admits l2-valued extension too (see Theorem 4.6.6 in [17] and the
original work of Fefferman and Stein [12]). 
Remark 4.1 implies the following corollary.
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Proposition 5.2. Let Γ be a smooth and compact curve, and mǫ ∈ MΓǫ . For exponents p, q, r ∈
[1,∞), there exists a constant C = C(p, q, r) such that
‖Tmǫ(f, g)‖Lr′ ≤ Cǫ
1
max{p,2}+
1
max{q,2}+
1
max{r,2}−1‖f‖Lp‖g‖Lq
as soon as
2s :=
1
max{p, 2} +
1
max{q, 2} +
1
max{r, 2} − 1 ≥ 0.
Finally, when the curve Γ is supposed to be nowhere characteristic, we can improve the decay in
ǫ in the non local-L2 case.
Proposition 5.3. Consider Γ a smooth and compact curve, which is nowhere characteristic (see
Definition 1.1). For exponents p, q, r ∈ (1,∞) verifying (1.3) and min{p, q, r} < 2, there exists a
constant C = C(p, q, r) such that
‖Tmǫ(f, g)‖Lr′ ≤ Cǫρ‖f‖Lp‖g‖Lq
with
ρ := min
{
1
max{p, 2} +
1
max{q, 2} +
1
max{r, 2} − 1 +
(
max{1
p
,
1
q
,
1
r
} − 1
2
)
, 1
}
.
Since min{p, q, r} < 2 then
(
max{1p , 1q , 1r} − 12
)
is non negative so the new exponent ρ is bigger
than the one given by the previous proposition.
Proof. First assume that only one of the three exponents p, q, r is lower than 2. Since p, q, r play
a symmetrical role, assume that p = min{p, q, r} ∈ (1, 2). The proof is exactly the same as for
Proposition 5.1, with the following modification. Since the curve γ is supposed to be nowhere
characteristic, then we can perform the decomposition (explained in Lemma 3.8) only for k = 1.
The Proposition follows by Remark 4.1. 
6. Study of particular points
6.1. The point (1, 1, 2).
Proposition 6.1. Let mǫ ∈ MΓǫ . Then
(i) If Γ is nowhere characteristic,
‖Bmǫ(f, g)‖L2 . ǫ‖f‖L1‖g‖L1 .
(ii) If Γ has a non vanishing curvature,
‖Bmǫ(f, g)‖L2 . ǫ
√
− log ǫ‖f‖L1‖g‖L1 .
and we have the restricted type inequality: for any three sets F , G, and H,
|〈Bmǫ(χF , χG) , χH〉| . ǫ|F ||G||H|1/2.
(iii) If Γ is arbitrary,
‖Bmǫ(f, g)‖L2 .
√
ǫ‖f‖L1‖g‖L1 .
Furthermore, the above estimates are optimal in that the powers of ǫ cannot be improved.
Proof. The TT ∗ argument. It is the first step of the proof:
‖Bmǫ(f, g)‖2L2 = ‖FBmǫ(f, g)‖22
=
∫ ∫ ∫
mǫ(ξ − η, η)f̂ (ξ − η)ĝ(η)mǫ(ξ − ζ, ζ)f̂(ξ − ζ)ĝ(ζ) dη dζ dξ
=
∫ ∫ ∫ ∫
f(x1)f(x2)g(y1)g(y2)Kǫ(x
1 − y1, x2 − y2,−x1 − x2) dx1 dx2 dy1 dy2,
(6.1)
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where
Kǫ(a, b, c) =
∫ ∫ ∫
mǫ(ξ − η, η)mǫ(ξ − ζ, ζ)eiηa+ζb+ξcdη dζ dξ.
In other words, Kǫ = F−1(mǫ(ξ − η, η)mǫ(ξ − ζ, ζ)), if one views mǫ(ξ − η, η)mǫ(ξ − ζ, ζ) as a
function of η, ζ, ξ.
Upper bounds for Bmǫ : L
1 × L1 → L2. It is clear from (6.1) that
‖Bmǫ(f, g)‖2L2 ≤ ‖Kǫ‖L∞(R3)‖f‖2L1‖g‖2L1 .
Hence
‖Bmǫ‖2L1×L1→L2 ≤ ‖Kǫ‖L∞(R3) ≤ ‖mǫ(ξ − η, η)mǫ(ξ − ζ, ζ)‖L1(R3) =
∫ (∫
|mǫ(ξ − η, η)| dη
)2
dξ.
We now distinguish between the three cases of the theorem:
• If Γ is non characteristic, then for any ξ, ∫ mǫ(ξ − η, η) dη . ǫ thus∫ (∫
|mǫ(ξ − η, η)| dη
)2
dξ . ǫ2
and ‖Bmǫ‖L1×L1→L2 . ǫ.
• If Γ is arbitrary, then Cauchy-Schwarz gives∫ (∫
|mǫ(ξ − η, η)| dη
)2
dξ .
∫ ∫
|mǫ(ξ − η, η)|2 dη dξ . ǫ
which implies ‖Bmǫ‖L1×L1→L2 .
√
ǫ.
• If Γ has a non-vanishing curvature, the estimate is a little more involved. It is easy to see
that one can restrict to regions where Γ is parameterized as ξ = Φ(η). Then mǫ(ξ − η, η)
is localized ǫ away from ξ = η+Φ(η). Difficulties appear where Φ′(η) = −1; let us assume,
without loss of generality, that Φ′(0) = −1. Picking C0 big enough, and δ small enough, a
small computation shows that for |ξ| ≤ C0ǫ,
∫
mǫ(ξ−η, η) dη .
√
ǫ, whereas for δ ≥ ξ ≥ C0ǫ,∫
mǫ(ξ − η, η) dη . ǫ√|ξ| . Thus∫
|ξ|≤δ
(∫
mǫ(ξ − η, η) dη
)2
dξ =
∫
|ξ|≤C0ǫ
ǫ dξ +
∫
δ≥ξ≥C0ǫ
ǫ
ξ
dξ . ǫ| log(ǫ)|.
This gives ‖Bmǫ‖L1×L1→L2 .
√
ǫ
√− log ǫ.
Optimality It follows by Proposition 4.3 and Proposition 4.2. 
6.2. The point (2, 2, 1).
Proposition 6.2. Let mǫ ∈ MǫΓ.
(i) If Γ is nowhere characteristic,
‖Bmǫ(f, g)‖L∞ . ǫ‖f‖L2‖g‖L2 .
(ii) If Γ has a non vanishing curvature,
‖Bmǫ(f, g)‖L∞ . ǫ3/4‖f‖L2‖g‖L2 .
(iii) If Γ is arbitrary,
‖Bmǫ(f, g)‖L∞ .
√
ǫ‖f‖L2‖g‖L2 .
Furthermore, the above exponents of ǫ are optimal.
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Proof. Proof of (i): Γ non characteristic. Define Γǫ to be an ǫ-neighbourhood of Γ. We split Γǫ by
considering its intersection with strips {(ξ, η) , nǫ < η ≤ (n + 1)ǫ} where n ∈ Z - of course, only
finitely many of these intersections are non empty. Since Γ is non characteristic, it is possible to
write
Γǫ ∩ {(ξ, η) , nǫ < η ≤ (n + 1)ǫ} ⊂ {(ξ, η) , nǫ < η ≤ (n+ 1)ǫ and xǫn − C0ǫ < ξ ≤ xǫn + C0ǫ}
where (xǫn) is a family of real numbers; C0 a constant independent of ǫ; the above decomposition
is almost orthogonal in ξ, as it obviously is in η: there exists a constant M , also independent of ǫ,
such that at most M intervals [xǫn − C0ǫ, xǫn + C0ǫ] can have a non empty intersection. Then by
Cauchy-Schwarz and the almost orthogonality property,
|Bmǫ(f, g)(x)| =
∣∣∣∣∫ ∫ eix(ξ+η)mǫ(ξ, η)f̂(ξ)ĝ(η) dη dξ∣∣∣∣
.
∫ ∫
Γǫ
|f̂(ξ)||ĝ(η)| dη dξ
.
∑
n
∫ xǫn+C0ǫ
xǫn−C0ǫ
∫ (n+1)ǫ
nǫ
|f̂(ξ)||ĝ(η)| dη dξ
=
∑
n
∫ xǫn+C0ǫ
xǫn−C0ǫ
|f̂(ξ)| dξ
∫ (n+1)ǫ
nǫ
|ĝ(η)| dη
.
∑
n
√
ǫ‖f̂‖L2([xǫn−C0ǫ,xǫn+C0ǫ])
√
ǫ ‖ĝ‖L2([nǫ,(n+1)ǫ])
. ǫ
[∑
n
‖f̂‖2L2([xǫn−C0ǫ,xǫn+C0ǫ])
]1/2 [∑
n
‖ĝ‖2L2([nǫ,(n+1)ǫ])
]1/2
. ǫ‖f‖L2‖g‖L2 .
The norm ǫ for this bilinear operator is of course optimal by Proposition 4.2 (i).
Proof of (ii): Γ has non vanishing curvature. The proof of (i) is valid except where Γ, in (ξ, η)
coordinates, has a tangent which is parallel to the ξ or η axes. By symmetry it suffices to focus
on the former possibility, and assume that Γ can be parameterized by η = φ(ξ), the problem being
to treat regions where φ′ vanishes. Without loss of generality, let us assume that φ′ remains small,
say less than 1/10; it means that Γǫ is contained in {|φ(ξ) − η| < 3ǫ}. Proceeding as above, we
split Γǫ by considering its intersection with strips {(ξ, η) , nǫ < η ≤ (n + 1)ǫ} where n ∈ Z. These
intersections can be covered as follows:
Γǫ ∩ {nǫ < η ≤ (n+ 1)ǫ} ⊂ {(ξ, η) , nǫ < η < (n+ 1)ǫ and (n− 1)ǫ < φ(ξ) < (n+ 2)ǫ}
:= (xǫn, y
ǫ
n)× (nǫ, (n+ 1)ǫ).
The almost orthogonality property for the intervals (xǫn, y
ǫ
n) is obvious from their definition. Fur-
thermore, since the curvature of Γ does not vanish, their size can be bounded by
yǫn − xǫn .
√
ǫ.
It is then easy to follow the proof of (i), and get the desired estimate; it is optimal by Proposition 4.2
(iii).
Proof of (iii): Γ arbitrary. By duality, it suffices to prove
‖Bmǫ(f, g)‖L2 .
√
ǫ‖f‖L1‖g‖L2 .
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But this is a simple consequence of the Cauchy-Schwarz, Hausdorff-Young, and Plancherel inequal-
ities:
‖Bmǫ(f, g)‖L2 =
∥∥∥∥∫ mǫ(ξ − η, η)f̂ (ξ − η)ĝ(η) dη∥∥∥∥
L2(ξ)
≤
∥∥∥∥∥∥∥∥f̂∥∥∥L∞
[∫
mǫ(ξ − η, η)2 dη
]1/2
‖ĝ‖L2
∥∥∥∥∥
L2(ξ)
. ‖f‖L1‖g‖L2
[∫ ∫
mǫ(ξ − η, η)2 dη dξ
]1/2
.
√
ǫ‖f‖L1‖g‖L2 .
This bound is optimal by Proposition 4.2 (iv). 
6.3. The point (∞, 1, 2).
Proposition 6.3. Let mǫ ∈ MΓǫ .
(i) If Γ is nowhere characteristic,
‖Bmǫ(f, g)‖L2 . ǫ1/4‖f‖L∞‖g‖L1 .
(ii) If Γ has a non vanishing curvature,
‖Bmǫ(f, g)‖L2 . ǫ1/4
√
− log(ǫ)‖f‖L∞‖g‖L1 .
(iii) If Γ is arbitrary,
‖Bmǫ(f, g)‖L2 . ‖f‖L∞‖g‖L1 .
Furthermore, the bounds (ii) and (iii) are optimal up to the logarithmic factor.
Proof. The TT ∗ argument. Recall (6.1):
‖Bmǫ(f, g)‖2L2 =
∫ ∫ ∫ ∫
f(x1)f(x2)g(y1)g(y2)Kǫ(x
1 − y1, y2 − x2, x2 − x1) dx1 dx2 dy1 dy2,
where
Kǫ(a, b, c) =
∫ ∫ ∫
mǫ(ξ − η, η)mǫ(ξ − ζ, ζ)eiηa+ζb+ξcdη dζ dξ.
Thus
‖Bmǫ(f, g)‖2L2 ≤ ‖f‖2L∞
∫ ∫
|g(y1)||g(y2)|
∫ ∫ ∣∣Kǫ(x1 − y1, y2 − x2, x2 − x1)∣∣ dx1 dx2 dy1 dy2,
.
(
sup
y1,y2
∫ ∫ ∣∣Kǫ(x1 − y1, y2 − x2, x2 − x1)∣∣ dx1 dx2) ‖f‖2L∞‖g‖2L1 .
Everything now boils down to estimating∫ ∫
|Kǫ(x1 − y1, y2 − x2, x2 − x1)| dx1 dx2.
A change of variables gives
Kǫ(x
1 − y1, y2 − x2, x2 − x1) =
∫ ∫
Fy(α, β)e
iα(y1−x1)eiβ(x
2−y2) dαdβ = F̂y(x1 − y1, y2 − x2)
where
(6.2) Fy(α, β) =
∫
mǫ(α, ξ − α)mǫ(β, ξ − β)e−iyξ dξ and y = y1 − y2.
Combining the few last lines,
(6.3) ‖Bmǫ(f, g)‖2L2 .
(
sup
y
‖F̂y‖L1
)
‖f‖2L∞‖g‖2L1 .
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Proof of (i): Γ non characteristic. If Γ is non characteristic, the support of (α, ξ) 7→ mǫ(α, ξ − α)
is contained in the set {|α − φ(ξ)| ≤ C0ǫ} for a certain invertible function φ, and a constant C0.
Given the definition of Fy (6.2), this implies immediately that
|SuppFy| ∼ ǫ and ‖Fy‖L∞(R2) . ǫ.
Furthermore, since taking derivatives of the symbol mǫ essentially amounts to multiplying it by
1
ǫ ,
we also obtain
‖∇2α,βFy‖L∞(R2) .
1
ǫ
.
Combining these two estimates with Plancherel’s identity gives now:
‖F̂y‖L1(R2) . ‖F̂y‖1/2L2(R2)‖| · |2F̂y‖
1/2
L2(R2)
= ‖Fy‖1/2L2(R2)
∥∥∇2α,βFy∥∥1/2L2(R2)
.
[
|SuppFy|1/2‖Fy‖L∞(R2)|SuppFy|1/2‖∇2α,βFy‖L∞(R2)
]1/2
.
√
ǫ.
By (6.3), this gives the desired bound.
Proof of (ii): Γ has non vanishing curvature. Consider the curve Γ in the coordinates (α, ξ − α).
In regions where it can be parameterized by α = φ(ξ), with φ smooth, and with a smooth inverse,
the result follows from (i). Difficulties appear when the parameterization becomes α = φ(ξ), with
φ′ vanishing, or ξ = ψ(α), with ψ′ vanishing. We focus on these two cases from now on. In both
cases, we assume for simplicity that the vanishing occurs at 0: φ′(0) = 0 and ψ′(0) = 0. Since the
curvature does not vanish, φ′′(0) as well as ψ′′(0) are non zero. Focusing on a small neighborhood
[−δ, δ] of 0 in both cases, we will simply consider that φ(ξ) = ξ2, ψ(α) = α2: it makes notations
lighter, while retaining all the essential difficulties.
• Let us start with the case where Γ is parameterized by α = ξ2, where we restrict α to [−δ, δ].
The support of (α, ξ) 7→ mǫ(α, ξ−α) is then contained in the set {α ∈ [−δ, δ], |α−ξ2| ≤ 2ǫ}.
For fixed α, the set {ξ , |ξ2 − α| < 2ǫ} has size
|{ξ , |ξ2 − α| < 2ǫ}| .

√
ǫ if |α| < 10ǫ
ǫ√
|α| if |α| > 10ǫ
.
This implies
|Fy(α, β)| .

√
ǫ if |α| < 10ǫ
ǫ√
|α| if |α| > 10ǫ
.
Since furthermore |α− β| < 3ǫ on the support of Fy, we obtain
‖Fy‖22 =
∫ ∫
|Fy(α, β)|2 dα dβ .
∫
ǫ sup
β
|Fy(α, β)|2 dα
.
∫
|α|<10ǫ
ǫ2 dα+
∫
10ǫ<|α|<δ
ǫ√|α| dα . −ǫ3 log(ǫ).
• Let us consider now the case where Γ is parameterized by ξ = α2. The support of (α, ξ) 7→
mǫ(α, ξ−α) is then contained in the set {α ∈ [−δ, δ], |ξ −α2| ≤ 2ǫ}. An examination of the
definition of Fy reveals that
‖Fy‖L∞(R2) . ǫ
and that, for fixed α, the set SuppFy(α, ·) has size
|SuppFy(α, ·)| .

√
ǫ if |α| < 10√ǫ
ǫ
|α| if |α| > 10ǫ .
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This implies immediately that
|SuppFy| . −ǫ log(ǫ),
which gives in turn, recalling that ‖Fy‖L∞(R2) . ǫ,
‖Fy‖2L2(R2) . |SuppFy|‖Fy‖2L∞(R2) . −ǫ3 log(ǫ).
Thus we could prove in both cases that ‖Fy‖2L2(R2) . −ǫ3 log(ǫ). One can deduces similarly that
‖∇2α,βFy‖2L2(R2) . − log(ǫ)ǫ . These two bounds imply ‖Fy‖L1(R2) . −
√
ǫ log(ǫ), which is the desired
bound. It is optimal by Proposition 4.2 (iii).
Proof of (iii): Γ arbitrary. The L2 norm of Fy can be estimated by Cauchy-Schwarz’ inequality:
‖Fy‖2L2(R2) =
∫ ∫ (∫
mǫ(α, ξ − α)mǫ(β, ξ − β)e−iyξ dξ
)2
dα dβ
≤
(∫ ∫
|mǫ(α, ξ − α)|2 dξdα
)(∫ ∫
|mǫ(β, ξ − β)|2 dξdβ
)
=
(∫ ∫
|mǫ(α, ξ − α)|2 dξ dα
)2
. ǫ2.
Recall that taking derivatives of the symbol mǫ essentially amounts to multiplying it by
1
ǫ . There-
fore, proceeding as above one can prove∥∥∇2α,βFy∥∥2L2(R2) . ǫ2 1ǫ4 = 1ǫ2 .
Putting these two estimates together gives, with the help of Plancherel’s identity:
‖F̂y‖L1(R2) . ‖F̂y‖1/2L2(R2)‖| · |2F̂y‖
1/2
L2(R2)
= ‖Fy‖1/2L2(R2)
∥∥∇2α,βFy∥∥1/2L2(R2) . 1.
By (6.3), this gives the bound that we sought. It is optimal by Proposition 4.2 (iv). 
6.4. The point (1, 1,∞).
Proposition 6.4. Let mǫ ∈ MΓǫ .
(i) If Γ is nowhere characteristic,
‖Bmǫ(f, g)‖L1 .
√
ǫ‖f‖L1‖g‖L1 .
(ii) If Γ has a non-vanishing curvature,
‖Bmǫ(f, g)‖L1 .
√
ǫ| log ǫ|‖f‖L1‖g‖L1 .
(iii) If Γ is arbitrary,
‖Bmǫ(f, g)‖L1 . ‖f‖L1‖g‖L1 .
Furthermore, the ǫ-dependence of these bounds are optimal up to the logarithmic factor.
Proof. Proof of (i): Γ non characteristic. Recall (2.1)
Bmǫ(f, g) =
∫ ∫
m̂ǫ(y − x, z − x)f(y)g(z) dy dz;
this implies
‖Bmǫ(f, g)‖L1 ≤ ‖f‖L1‖g‖L1
(
sup
y,z
‖m̂ǫ(y − ·, z − ·)‖L1
)
.
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Thus it suffices to estimate supy,z ‖m̂ǫ(y − ·, z − ·)‖L1 . In order to do so, write m̂ǫ as
m̂ǫ(y − x, z − x) =
∫
eiξ(x−y)
∫
eiη(x−z)mǫ(ξ, η) dη dξ :=
∫
eixαFy,z(α) dα,
with
Fy,z(α) :=
∫
ξ+η=α
e−i(ξy+ηz)mǫ(ξ, η) dη dξ.
Hence
sup
y,z
‖m̂ǫ(y − ·, z − ·)‖L1 = sup
y,z
∥∥∥F̂y,z∥∥∥
L1
.
In order to estimate F̂y,z in L
1, we want to interpolate it between L2 and L2(x2dx). Since Γ is non
characteristic and bounded, ∥∥∥F̂y,z∥∥∥2
L2
= ‖Fy,z‖2L2 . ‖Fy,z‖2L∞ . ǫ2.
Similarly, using the fact that ∇mǫ has size at most 1ǫ , one finds∥∥∥xF̂y,z(x)∥∥∥2
L2
= ‖∂ξFy,z‖2L2 . ǫ2
1
ǫ2
.
This gives the estimate since
sup
y,z
‖m̂ǫ(y − ·, z − ·)‖L1 . sup
y,z
∥∥∥F̂y,z∥∥∥
L1
. ‖F̂y,z‖1/2L2 ‖xF̂y,z(x)‖
1/2
L2
.
√
ǫ.
Optimality is a consequence of Proposition 4.3.
Proof of (ii): Γ has a non-vanishing curvature. Proceeding as above, things boil down to estimating
‖F̂t‖L1 for every t = (y, z); as above, we will obtain this estimate by interpolating L1 between L2
and L2(x2dx).
Treating the parts of Γ which are non-characteristic can be done by using the previous case. We
now focus on a part of Γ which is characteristic, namely it has a tangent parallel to the (ξ − η)
axis. For the sake of simplicity, we just consider a model case: Γ will be given (say in the ball of
radius 1) around (0, 0) by the equation (ξ+ η)2 = (ξ− η)2. Next, we denote Γǫ for the set of points
which are within ǫ of Γ, and Dα for the line given by the equation ξ + η = α.
The formula giving F(y,z) implies immediately that
|F(y,z)(α)| ≤ |Dα ∪ Γǫ| .
{ √|α| if |α| ≤ 100ǫ
ǫ√
|α| otherwise
Thus by Plancherel’s inequality∥∥∥F̂y,z∥∥∥2
L2
= ‖Fy,z(α)‖22 ≤
∫
|α|≤1
|Dα ∪ Γǫ|2 dα . ǫ2| log ǫ|.
One finds as above
‖xF̂t‖2L2 = ‖∂ξFt‖2L2 . | log ǫ|,
and the result follows by interpolation. It is optimal up to the logarithmic factor by Proposition 4.3.
Proof of (iii): arbitrary Γ. Still following the above pattern, we get by Cauchy-Schwarz
‖F̂t‖2L2 . ‖Ft‖2L2 ≤
∫ ∣∣∣∣∫ |mǫ(ξ − η, η)| dη∣∣∣∣2 dξ . ∫ ∫ |mǫ(ξ, η)|2 dη dξ . ǫ.
Similarly,
‖xF̂t‖2L2 = ‖∂ξFt‖2L2 .
1
ǫ
.
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This gives
‖xF̂t‖L1 . ‖F̂t‖1/2L2 ‖xF̂t(x)‖
1/2
L2
. 1
which allows us to conclude the proof. Optimality follows from Proposition 4.2 (iv). 
6.5. The point (1, 1, 1).
Proposition 6.5. For an arbitrary Γ,
‖Bmǫ(f, g)‖L∞ . ǫ‖f‖L1‖g‖L1 ,
and the ǫ-dependence of the bound is optimal.
Proof. The optimality follows from Proposition 4.2 (i). To prove that the bound holds, recall (2.1),
which gives
< Bmǫ(f, g), h >=
∫ ∫ ∫
m̂ǫ(y − x, z − x)f(y)g(z)h(x) dx dy dz.
Therefore,
|< Bmǫ(f, g), h >| . ‖m̂ǫ‖L∞(R2) ‖f‖L1‖g‖L1‖h‖L1 ,
and
‖m̂ǫ‖L∞(R2) . ‖mǫ‖L1(R2) . ǫ.
The optimality comes from Proposition 4.2. 
7. Close to Ho¨lder points, in the non-vanishing curvature case
In this section, we examine the case of Lebesgue exponents (p, q, r), with 1p +
1
q +
1
r close to 1
when Γ has a non-vanishing curvature. If all three exponents are larger than 2, this case is taken
care of by Proposition 5.1, and the assumption mǫ ∈ MΓǫ suffices. If one exponent is less than 2, it
seems that more regularity is needed from mǫ, namely that it belongs to N Γǫ . We will distinguish
two cases: (p, q, r) = (2,∞, 2); and (p, q, r) close to (∞,∞, 1). Interpolation will then give all
Lebesgue exponents such that 1p +
1
q +
1
r > 1, with an arbitrarily small deviation from the optimal
bound ǫ
1
p
+ 1
q
+ 1
r
−1.
7.1. The point (2, 2,∞).
Proposition 7.1. Assume that mǫ belongs to N Γǫ , and that Γ has a non-vanishing curvature. Then
‖Bmǫ(f, g)‖L1 . ‖f‖L2‖g‖L2 .
Proof. Step 1: decomposition of mǫ. The proof of the proposition presents new difficulties when
the tangent of Γ is parallel to one of the coordinate axes; otherwise, it is possible to rely on
Proposition 5.3.
For the sake of simplicity in the notations, we will only treat a model case. Namely, we shall
assume that Γ is the circle with radius one and center (ξ = 0, η = 1) i.e. Γ is given by the equation
ξ2+(η− 1)2 = 1. We shall focus on the tangency point of the circle with the ξ axis, (ξ = 0, η = 0):
thus we can assume that mǫ = 0 if |(ξ, η)| ≥ 120 . Recall that the support of mǫ is contained in a
strip of width 2ǫ around Γ.
Next we split smoothly mǫ into a sum of symbols each of which is supported on a chord of length
1√
ǫ
. Switch for a moment to polar coordinates with center (ξ = 0, η = 1), denoting θ for the angular
coordinate, with the convention that θ = 0 corresponds to the η axis below (0, 1): {ξ = 0, η ≤ 1}.
Next let Φ be a smooth function on R, equal to 0 outside of [−2, 2], equal to 1 on [−1, 1], and such
that
∑
n∈ZΦ(· − n) = 1. Finally set
mkǫ (ξ, η) := mǫ(ξ, η)Φ
(
θ√
ǫ
− k
)
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so that
mǫ(ξ, η) =
∑
|k|≤ 1
10
√
ǫ
mkǫ (ξ, η)
(notice that the above sum runs over |k| ≤ 1
10
√
ǫ
due to our assumption that mǫ vanishes for
|(ξ, η)| ≥ 120 ). So each of the symbols is supported on a chord of length ∼
√
ǫ, thickened to reach a
width of length ∼ ǫ, and with an angular parameter θ ∼ k√ǫ. Thus it suffices to control
Bmǫ(f, g)(x) =
∑
k
∫ ∫
m̂kǫ (y − x, z − x)f(y)g(z) dy dz.
Now denote Ik, respectively Jk, the intervals given by the projection of the support of m
k
ǫ (ξ, η) on
the ξ, respectively η axis. It is easy to check that these intervals are almost orthogonal:
∀x,
∑
k
χIk(x) . 1 and
∑
k
χJk(x) . 1
(where the implicit constants do not depend on k). Define
fk := χIk(D)f gk := χJk(D)g.
The quantity to control can thus also be written
(7.1) Bmǫ(f, g)(x) =
∑
k
∫ ∫
m̂kǫ (y − x, z − x)fk(y)gk(z) dy dz.
Step 2: examination of the kernels. We claim that the kernels m̂kǫ are uniformly bounded in L
1(R2.
By translation and rotation invariance, it suffices to see this for m̂0ǫ . Then, with the notations of
Definition 1.3, in the chord of length
√
ǫ around the point (0, 0) we can write
∂ξ = ∂(∇ν)⊥ +O(ǫ
1/2)∂∇ν .
Since mǫ belongs to N Γǫ , we also have∥∥∥∂αξ ∂βηm0ǫ∥∥∥
L1(R2)
. ǫ3/2ǫ−
α
2
−β.
This gives on the Fourier side (keeping in mind that F maps L1 to L∞)
(7.2)
∣∣∣m̂0ǫ(y, z)∣∣∣ . ǫ3/2 inf
(
1 ,
1
(
√
ǫ|y|+ ǫ|z|)N
)
for any number N . This implies obviously the desired bound.
Step 3: orthogonality; It suffices now to use that the (Ik) and (Jk) form a bounded covering of the
real line to get
‖Bmǫ(f, g)‖1 .
∑
k
∥∥∥∥∫ ∫ m̂kǫ (y − x, z − x)fk(y)gk(z) dy dz∥∥∥∥
L1(x)
.
∑
k
∥∥∥m̂kǫ∥∥∥
L1(R2)
‖fk‖L2(Ik) ‖gk‖L2(jk)
.
(∑
k
‖fk‖2L2(Ik)
)1/2(∑
k
‖fk‖2L2(Jk)
)1/2
. ‖f‖L2‖g‖L2 .

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7.2. Points close to (∞,∞, 1).
Proposition 7.2. Assume that mǫ belongs to N Γǫ , and that Γ has a non-vanishing curvature. Then
for exponents p, q ≥ 2,
‖Bmǫ(f, g)‖L∞ . ǫ
3
4q
+ 1
2p | log ǫ|‖f‖Lp‖g‖Lq .
Remark 7.3. This proposition is interesting in the limit where p and q tend to ∞. One approaches
the point (p, q, r) = (∞,∞, 1), with a bound O(ǫ 34q+ 12p ) which converges to the optimal one at the
limit point, namely O(1).
Proof. Step 1: decomposition of mǫ. This step is identical to Step 1 of the previous proposition; so
we simply adopt the notations defined there. The only difference is that it now suffices to control
(by translation invariance)
(7.3) Bmǫ(f, g)(0) =
∑
k
∫ ∫
m̂kǫ (y, z)fk(y)gk(z) dy dz.
Step 2: reduction to simpler kernels. The choice of the length scale
√
ǫ ensures that m̂kǫ is essentially
supported on a rectangle. We shall establish this for m0ǫ , the general case following by rotating the
plane. Since m0ǫ belongs to N Γǫ , it satisfies∥∥∥∂αξ ∂βηm0ǫ∥∥∥
L1(R2)
. ǫ3/2ǫ−
α
2
−β.
This gives on the Fourier side (keeping in mind that F maps L1 to L∞)
(7.4)
∣∣∣m̂0ǫ(y, z)∣∣∣ . ǫ3/2 inf
(
1 ,
1
(
√
ǫ|y|+ ǫ|z|)N
)
for any number N . Denoting F for the characteristic function of the unit cube, the above inequality
implies that m̂0ǫ(y, z) can be bounded by∣∣∣m̂0ǫ(y, z)∣∣∣ . ǫ3/2∑
ℓ∈N
αℓF (2
−ℓ√ǫy , 2−ℓǫz)
where the sequence (αk) decays very fast. Denoting Rφ for the rotation of angle φ around (0, 0),
one can show just like the above inequality that∣∣∣m̂kǫ (y, z)∣∣∣ . ǫ3/2∑
ℓ∈N
αℓF
(
Rk
√
ǫ(2
−ℓ√ǫy , 2−ℓǫz)
)
.
We see from (7.3) that
(7.5) |Bmǫ(f, g)(0)| . ǫ3/2
∑
k
∑
ℓ
αℓ
∫
F
(
Rk
√
ǫ(2
−ℓ√ǫy , 2−ℓǫz)
)
|fk(y)| |gk(z)| dy dz.
Step 3: the crucial claim and why it implies the proposition. Let us denote from now on
F kǫ (y, z) = F
(
Rk
√
ǫ(
√
ǫy , ǫz)
)
.
We will prove the following claim, which will imply the proposition.
Claim 7.4. For any sequence of functions (fk),
(7.6)
∥∥∥∥∥∥
[∑
k
∣∣∣∣∫ F kǫ (y, z)fk(y) dy∣∣∣∣2
]1/2∥∥∥∥∥∥
Lq′ (z)
. ǫ
3
4q
+ 1
2p | log ǫ|
∥∥∥∥∥∥
[∑
k
f2k
]1/2∥∥∥∥∥∥
Lp
.
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Why does this claim imply the proposition? Starting from (7.3) and using successively the
Cauchy-Schwarz (in k) and Ho¨lder (in z) inequalities; the above claim; and Rubio de Francia’s
inequality gives
|Bmǫ(f, g)(0)|
.
∑
k
∑
ℓ
αℓ
∫ ∫
F
(
Rk
√
ǫ(2
−ℓ√ǫy , 2−2ℓǫz)
)
|fk(y)| |gk(z)| dy dz
.
∑
ℓ
αℓ
∥∥∥∥∥∥
[∑
k
∣∣∣∣∫ F (Rk√ǫ(2−ℓ√ǫy , 2−2ℓǫz) |fk(y)| dy∣∣∣∣2
]1/2∥∥∥∥∥∥
Lq′(z)
∥∥∥∥∥∥
[∑
k
g2k
]1/2∥∥∥∥∥∥
Lq
. ǫ
3
4q
+ 1
2p | log ǫ|
∥∥∥∥∥∥
[∑
k
f2k
]1/2∥∥∥∥∥∥
Lp
∥∥∥∥∥∥
[∑
k
g2k
]1/2∥∥∥∥∥∥
Lq
. ǫ
3
4q
+ 1
2p | log ǫ| ‖f‖Lp ‖g‖Lq .
(7.7)
This is exactly the statement of the proposition.
Step 4: decomposition of fk along its level sets. Write
fk(y) =
∑
j
f jk(y)
where f jk(y) takes either values between 2
j−1 and 2j , or equals 0. We can a fortiori assume that f jk
either takes the value 2j , or equals 0. In other words, we will assume that
f jk = 2
jχEkj
for some set Ekj . Observe that for any z, SuppF
k
ǫ (·, z) ⊂
[
−C0k√
ǫ
, C0k√
ǫ
]
for a constant C0. Thus we
can assume
Ekj ⊂
[
− k√
ǫ
,
k√
ǫ
]
,
for the parts of Ekj outside of
[
− k√
ǫ
, k√
ǫ
]
do not contribute to (7.6). We will need a bound on∑n
k=1 |Ejk|, which we now derive:
n∑
k=−n
|Ejk| =
n∑
k=−n
∫ C0n√
ǫ
−C0n√
ǫ
χ
Ejk
(y) dy = 2−2j
∫ C0n√
ǫ
−C0n√
ǫ
n∑
k=−n
f jk(y)
2 dy
. 2−2j
∥∥∥∥∥∥
(∑
k
(f jk)
2
)1/2∥∥∥∥∥∥
2
Lp
(
n√
ǫ
)1− 2
p
.(7.8)
Finally, observe that it suffices to prove the Claim 7.4 when fk is replaced by f
j
k . Indeed, the scales
j such that 2j < ǫ100 can be estimated trivially, whereas summing over the other scales simply
contributes log ǫ. Thus it suffices to prove∥∥∥∥∥∥
[∑
k
∣∣∣∣∫ F kǫ (y, z)f jk(y) dy∣∣∣∣2
]1/2∥∥∥∥∥∥
Lq′ (z)
. ǫ
3
4q
+ 1
2p
∥∥∥∥∥∥
[∑
k
f2k
]1/2∥∥∥∥∥∥
Lp
in order to deduce the claim.
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Step 5: discretization of the z variable. The variable z in (7.6) can be restricted to |z| ∈ [−2ǫ , 2ǫ ],
for otherwise F kǫ (y, z) vanishes. We now split the interval
[−2ǫ , 2ǫ ] into ∼ 1√ǫ intervals [ Z√ǫ , Z+1√ǫ ]
(Z is an integer such that |Z| ≤ 2√
ǫ
).
Observe that if z ∈
[
Z√
ǫ
, Z+1√
ǫ
]
, Suppy F
k
ǫ (y, z) ⊂ Ik,zǫ where
Ik,zǫ :=
[
tan(k
√
ǫ)
Z√
ǫ
− C0
ǫ
, tan(k
√
ǫ)
Z√
ǫ
+
C0
ǫ
]
.
for a sufficiently big constant C0. Thus, if z ∈
[
Z√
ǫ
, Z+1√
ǫ
]
,
∣∣∣∣∫ F kǫ (y, z)χE(y) dy∣∣∣∣ . ǫ√ǫ ∣∣∣Ik,zǫ ∩ Ekj ∣∣∣ .
This implies that
∥∥∥∥∥∥
[∑
k
∣∣∣∣∫ F kǫ (y, z)f jk(y) dy∣∣∣∣2
]1/2∥∥∥∥∥∥
Lq′ (z)
. ǫ
√
ǫ2j
 ∑
|Z|≤ 2√
ǫ
1√
ǫ
(∑
k
∣∣∣Ik,Zǫ ∩ Ejk∣∣∣2
) q′
2

1
q′
= ǫ
3
2
− 1
2q′ 2j
[∑
Z
∥∥∥∣∣∣Ik,Zǫ ∩ Ejk∣∣∣∥∥∥q′
ℓ2(k)
] 1
q′
.
(7.9)
Step 6: proof of the claim. We will bound the above right-hand side by interpolating the ℓ2 norm
between ℓ1 and ℓ∞. The ℓ∞ bound is the easier one: since the number of indices Z is of the order
of 1√
ǫ
, and the length of Ik,zǫ is bounded by 2C0
1√
ǫ
,
(7.10)
[∑
Z
∥∥∥∣∣∣Ik,Zǫ ∩ Ejk∣∣∣∥∥∥q′ℓ∞k
] 1
q′
=
[∑
Z
(
sup
k
∣∣∣Ik,Zǫ ∩ Ejk∣∣∣)q′
] 1
q′
.
[
1√
ǫ
(
1√
ǫ
)q′] 1q′
. ǫ
− 1
2
− 1
2q′ .
For the ℓ1 bound, use first the embedding ℓ1 →֒ ℓq,
[∑
Z
∥∥∥∣∣∣Ik,Zǫ ∩ Ejk∣∣∣∥∥∥q′
ℓ1k
] 1
q′
=
∑
Z
(∑
k
∣∣∣Ik,Zǫ ∩ Ejk∣∣∣
)q′ 1q′ .∑
Z
∑
k
∣∣∣Ik,Zǫ ∩ Ejk∣∣∣(7.11)
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Next use that, given k, a number x can belong to at most ∼ 1
k
√
ǫ
intervals Ik,Zǫ . This implies that∑
k |Ik,Zǫ ∩ E| . 1k√ǫ |E|. Thus the above can be bounded with (7.8) by
(7.11) .
∑
|k|≤ 1
10
√
ǫ
|Ejk|
k
√
ǫ
.
1√
ǫ
1
10
√
ǫ
−1∑
n=0
[(
1
n
− 1
n+ 1
)( n∑
k=0
|Ejk|
)]
+
√
ǫ√
ǫ
1
10
√
ǫ∑
k=0
|Ejk|
. 2−2j
∥∥∥∥∥∥
(∑
k
(f jk)
2
)1/2∥∥∥∥∥∥
2
Lp
 1√
ǫ
1
10
√
ǫ
−1∑
n=0
1
1 + n2
(
n√
ǫ
)1− 2
p
+
(
1
ǫ
)1− 2
p

. 2−2j
∥∥∥∥∥∥
(∑
k
(f jk)
2
)1/2∥∥∥∥∥∥
2
Lp
ǫ−1+
1
p .
(7.12)
Starting with the inequality (7.9), and interpolating between (7.10) and (7.12) gives∥∥∥∥∥∥
[∑
k
∣∣∣∣∫ F kǫ (y, z)f jk(y) dy∣∣∣∣2
]1/2∥∥∥∥∥∥
Lq′ (z)
. ǫ
3
2
− 1
2q′ 2j
ǫ− 12− 12q′ 2−2j
∥∥∥∥∥∥
(∑
k
(f jk)
2
)1/2∥∥∥∥∥∥
2
Lp
ǫ−1+
1
p
1/2
. ǫ
3
4q
+ 1
2p
∥∥∥∥∥∥
(∑
k
(f jk)
2
)1/2∥∥∥∥∥∥
Lp
.
As noticed at the end of Step 4, this inequality implies the claim; this concludes the proof. 
Remark 7.5. Let us come back to (7.5). It can be written as follows
|Bmǫ(f, g)(0)| .
∑
k,l
22lαl
ǫ3/2
22l
∫
(
√
ǫy,ǫz)∈R−k√ǫ([−2l,2l]2)
|fk ⊗ gk(y, z)|dydz.
The set
{(y, z), (√ǫy, ǫz) ∈ R−k√ǫ([−1, 1]2)}
is a rectangle of dimensions 2l+1ǫ−1/2 and 2l+1ǫ−1 whose the measure is 22l+2ǫ−3/2. As a conse-
quence, we have
|Bmǫ(f, g)(0)| .
∑
k,l
22lαlKǫ−1/2(fk ⊗ gk)(0, 0)
.
∑
k
Kǫ−1/2(fk ⊗ gk)(0, 0),
with Kǫ−1/2 the Kakeya maximal operator on R2 (see Section 10.3 in [17] for a modern review on
this subject). Translating in x, we get
|Bmǫ(f, g)(x)| .
∑
k
Kǫ−1/2(fk ⊗ gk)(x, x).
So the boundedness of Bmǫ is closely related to the boundedness of a “bilinear Kakeya operator”
(the one corresponding to restrict a 2-dimensional linear Kakeya operator on the diagonal.
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Figure 1. exponents (p−1, q−1, r−1) ∈ [0, 1]3
8. Interpolation of the different results
Theorem 8.1. Let p, q, r ∈ [1,∞] be exponents satisfying
1 ≤ 1
p
+
1
q
+
1
r
.
Then for all smooth and bounded curve Γ, we have
‖Tmǫ‖Lp×Lq→Lr′ . ǫρ,
where
(8.1) ρ :=
1
max{p, 2} +
1
max{q, 2} +
1
max{r, 2} − 1
in the following cases:
a) if 1 ≤ 1p + 1q + 1r ≤ 32 with p, q, r <∞ and ρ ≥ 0;
b) if 32 ≤ 1p + 1q + 1r (with eventual one infinite exponent and in this case, ρ is always non-
negative).
Moreover, if p, q, r ≤ 2 the exponent ρ can be improved in ρ˜ given by
ρ˜ := min
{
1
p
,
1
q
,
1
r
}
.
We point out that if at least two of the three indices (p, q, r) are lower than 2, then ρ = ρ˜.
Proof. The case for p, q and r finite was proved in Proposition 5.2. So, let us just consider the case
b−) with only one infinite exponent (since we cannot have two infinite exponents), by symmetry
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p = ∞. Then 1q + 1r ≥ 32 implies q, r ≤ 2. Proposition 6.3 proves the result for (q, r) = (1, 2) and
by symmetry for (q, r′) = (2, 1) and Proposition 6.4 proves the result for (q, r) = (1, 1). So by
interpolation, we have the desired estimate for all exponents 1q +
1
r ≥ 32 , which ends the proof of
case b).
Let us now show the last claim about an improvement for p, q, r ≤ 2. Indeed, from Propositions
5.1, 6.1 and 6.2, we know that the exponent ρ = 1/2 is optimal on the points (p, q, r) = (2, 2, 2),
(2, 2, 1), (1, 1, 2). As a consequence by symmetry and interpolation, we know that we can obtain an
exponent 1/2 as soon as max{p, q, r} = 2, which corresponds to ρ given by (8.1). Since Proposition
6.5 proves that we can have an exponent 1 at the point (1, 1, 1), we can interpolate each point
u := (x, y, z) belonging to the cube C := [1/2, 1]3 by the end-point (1, 1, 1) with another point
belonging to the subset
C¯ := {(p−1, q−1, r−1), max{p, q, r} = 2}.
Indeed, if x = min{x, y, z} then we have
(x, y, z) = (2x− 1)(1, 1, 1) + 2(z − x)(1
2
,
1
2
, 1) + 2(y − x)(1
2
, 1,
1
2
) + (2 + 2x− y − z)(1
2
,
1
2
,
1
2
),
which by interpolation gives the exponents
ρ˜ = (2x− 1) + 1
2
[2(z − x) + 2(y − x) + (2 + 2x− y − z)] = x.

As we have seen the exponent can be improved if the curve Γ is nowhere characteristic.
Theorem 8.2. Let p, q, r ∈ [1,∞] be exponents satisfying
(8.2) 1 ≤ 1
p
+
1
q
+
1
r
and min{p, q, r} < 2 (else we are in the local-L2 case, and the above estimates cannot be improved).
Then for all smooth, bounded and nowhere characteristic curve Γ, we have
‖Tmǫ‖Lp×Lq→Lr′ . ǫρ,
where
(8.3) ρ := min
{
1
max{p, 2} +
1
max{q, 2} +
1
max{r, 2} − 1 +
(
max{1
p
,
1
q
,
1
r
} − 1
2
)
, 1
}
in the following cases:
a) if 1 ≤ 1p + 1q + 1r ≤ 2, p, q, r <∞ and in that case, ρ is always non-negative ;
b) if 1p +
1
q +
1
r = 2 (with eventually one infinite exponent).
Moreover, if p, q, r ≤ 2 and 1p + 1q + 1r ≥ 2, then ρ = 1.
Proof. For the case a), it is a direct consequence of Proposition 5.3 : if p := min{p, q, r} then we
can estimate the operator in Lp and not in L2 since the curve is nowhere characteristic. Indeed if
two exponents are lower than 2, it is obvious that ρ ≥ 0 and if only one exponent is lower than 2
then
ρ =
1
p
+
1
q
+
1
r
− 1 ≥ 0
due to (8.2). So the improved exponent ρ is always non-negative.
Concerning the case b), the point (1, 1,∞) has been studied in Proposition 6.4 and so by symmetry
and interpolation we get all the points (p, q, r) with 1p +
1
q +
1
r = 2.
Let us now check the last point when 1p +
1
q +
1
r ≥ 2. The extremal points of the corresponding set
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of exponents are (1, 1, 1), (1, 2, 1), (1, 2, 2) and the symmetrical points. So the result is obtained by
interpolation and Propositions 6.1, 6.2 and 6.4. 
Corollary 8.3. Assume that Γ is nowhere characteristic, and let mǫ belong to MΓǫ . Then
• If

1 ≤ 1p + 1q + 1r < 2
1
r +
1
q ≤ 32
1
p +
1
q ≤ 32
1
p +
1
r ≤ 32 ,
, then ‖Bmǫ‖Lp×Lq→Lr′ . ǫ
1
p
+ 1
q
+ 1
r
−1, and this exponent of ǫ is
optimal.
• If

q ≥ 2 ≥ p, r
1
p +
1
r ≥ 32 ,
, then ‖Bmǫ‖Lp×Lq→Lr′ . ǫ
1
q
+ 1
2 .
• The above statement of course remains true if the indices (p, q, r) are permuted.
Proof. Let consider the first point. Since the previous result, we know that the first claim is true
for (p, q, r) such that
1 ≤ 1
p
+
1
q
+
1
r
≤ 2
with at most one exponent lower than 2. This set of exponents is also composed of 4 sub-squares
of length 1/2. Then interpolating between them, the convex hull of these ones is exactly described
by the given inequalities.
The second claim is a consequence of the interpolation of the different extremal points : (p, q, r) =
(1, 2, 2), (2, 2, 1), (1, t, 2), (2, t, 1) (with t→∞ described in the last theorem) and (p, q, r) = (1, 2, 1), (1,∞, 1)
(obtained in Subsections 6.1 and 6.4). 
9. Bilinear Fourier transform restriction-extension inequalities
Definition 9.1. Let p, q, r ∈ [1,∞] satisfy (1.3). We say that a curve Γ ⊂ R2 satisfies a (p, q, r)
restriction-extension inequality if the frequency restriction-extension bilinear multiplier
TΓ := (f, g)→ TΓ(f, g)(x) :=
∫
eix(ξ+η)f̂(ξ)ĝ(η)dσΓ(ξ, η),
where dσΓ is the arc-length measure on the curve, is bounded from L
p(R)× Lq(R) into Lr′(R).
Let us first say a few words concerning the linear theory. For exponents p, r ∈ [1,∞] and Γ a
curve in R2, we could ask when the linear operator on R2
UΓ(f) := x→
∫
eix.ξ f̂(ξ)dσΓ(ξ)
is bounded from Lp(R2) into Lr
′
(R2). This operator is a multiplier and corresponds to the convo-
lution operation with “d̂σΓ”.
From Lemma 4.4, it follows that for a compact smooth curve Γ, d̂σΓ belongs to L
4+ǫ(R2) for every
ǫ > 0. By Young inequality, we deduce that the operator UΓ is bounded from L
p(R2) to Lr
′
(R2)
for every exponents p, r ≥ 1 satisfying
1
r′
+ 1 <
1
4
+
1
p
,
which is equivalent to
1
p
+
1
r
>
7
4
.
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Under the same assumption of non-vanishing curvature, we now want to obtain similar results for
the bilinear operator TΓ.
Proposition 9.2 (Bilinear restriction). Assume that the compact and smooth curve Γ has a non
vanishing Gaussian curvature. Then, for all exponents p, q, r ∈ [1,∞) satisfying
(9.1)
1
p
+
1
q
+
1
r
>
5
2
,
we have the bound
‖TΓ(f, g)‖Lr′ . ‖f‖Lp‖g‖Lq ,
so Γ satisfies a (p, q, r) restriction-extension inequality.
Proof. This follows from Theorem 1.5. An alternative proof is as follows: due to the assumption
on the curvature, Lemma 4.4, yields∣∣∣∣∫ ei(x1ξ+x2η)dσΓ(ξ, η)∣∣∣∣ . (1 + |(x1, x2)|)−1/2.
Consequently, the bilinear kernel K in R2 of TΓ belongs to L
4+ǫ(R2) for all ǫ > 0. Then the result
comes from usual estimates for bilinear convolution (Brascamp-Lieb inequality [4] [33]). 
Proposition 9.3. Assume that the curve Γ ⊂ R2 satisfies a (p, q, r)-restriction inequality with
p, q, r ∈ (1,∞). Then for all smooth symbol m ∈ S(R2), there exists a constant C such that
‖BmdσΓ(f, g)‖Lr′ ≤ C‖f‖Lp‖g‖Lq .
Proof. We just develop the smooth symbol σ via Fourier transform: there exists a smooth function
k ∈ S(R2) such that
σ(ξ, η) =
∫
ei(ξy+ηz)K(y, z)dydz.
So we have
BmdσΓ =
∫
K(y, z)TΓ(τyf, τzg)dydz.
Then, using that the translation do not change the Lebesgue norm and K ∈ L1(R2), it follows by
Minkowski inequality that BmdσΓ is bounded from L
p × Lq to Lr′ . 
We want now to combine the two previous kinds of argument (using the decay of the kernel due to
the curvature and the orthogonality properties in the frequency space, used in Section 6).
Proposition 9.4. Assume that the smooth curve Γ has a non vanishing curvature. Then the
bilinear multiplier TΓ associated to the singular symbol m(ξ, η) := dσΓ(ξ, η) is bounded from L
p(R)×
Lq(R) into Lr
′
(R) as soon as p, q, r ∈ (1,∞) satisfy
(9.2)

1
p − 1q + 1r ≤ 1
−1
p +
1
q +
1
r ≤ 1
1
p +
1
q − 1r ≤ 1
1
p +
1
q +
1
r >
7
3 .
So Γ satisfies a (p, q, r)-restriction inequality for such exponents.
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Proof. The idea is to improve the previous estimates by interpolating with the decay of the kernel
(Lemma 4.4).
Consider K the linear kernel in R2 given by
K(x1, x2) :=
∫
ei(x1ξ+x2η)dσΓ(ξ, η).
We split the kernel in the space variable, using a function Ψ ∈ S (such that Ψ(0) = 0, Ψ̂ is
compactly supported in [−1, 1], and ∑j Ψ(2j ·) = 1) as follows:
K(x1, x2) =
∑
j≥0
Ψ(2−j(x1, x2))K(x1, x2) + Φ(x1, x2)K(x1, x2) :=
∑
j
Kj +Kφ,
where Φ satisfies
Φ(·) = 1−
∑
j≥0
Ψ(2−j·).
Since K satisfies the bound
|K(x1, x2)| . (1 + |(x1, x2)|)−1/2,
(due to Lemma 4.4), it follows that
‖Kj‖L∞(R2) . 2−j/2,
which gives
(9.3) ‖B
K̂j
‖L1×L1→L∞ . 2−j/2.
Moreover since K ∈ L∞, it comes
(9.4) ‖B
K̂Φ
‖L1×L1→L∞ . 1.
In addition, by writing the kernel Kj in the frequency space, we have
K̂j(ξ1, η1) =
∫
22jΨ̂(2j(ξ1 − ξ2, η1 − η2))dσΓ(ξ2, η2).
Consequently the bilinear symbol (ξ, η)→ 2−jK̂j(ξ1, η1) belongs to MΓ2−j .
According to Subsection 6.2, the bilinear operator associated to 2−jKj is bounded from L2timesL2
into L∞ (and by changing the role of p, q, r). So, we know that
(9.5) ‖B
K̂j
‖
Lp0×Lq0→Lr′0 . 2
j2−3j/4 . 2j/4
for all exponents p0, q0, r0 ∈ [1, 2] satisfying
(9.6)
1
p0
+
1
q0
+
1
r0
= 2.
Concerning the remainder term KΦ, it is clear that
(9.7) ‖B
K̂Φ
‖
Lp0×Lq0→Lr′0 . 1.
Using real or complex bilinear interpolation in a one hand between (9.3) and (9.5) and in the
other hand between (9.4) and (9.7), it yields that for every “intermediate” triplet (p, q, r) between
(p0, q0, r0) and (1, 1, 1) (where (p0, q0, r0) is any triplet of [1, 2]
3 verifying (9.6))
(9.8) ‖B
K̂Φ
‖Lp×Lq→Lr′ . 1 and ‖BK̂j‖Lp×Lq→Lr′ . 2
−ǫj ,
with some ǫ := ǫ(p, q, r) > 0 as soon as 1p +
1
q +
1
r >
7
3 . Then, summing over j ≥ 0 proves the
boundedness of TK : ‖TK‖Lp×Lq→Lr′ < ∞. The range of allowed exponents exactly is the one
described by (9.2). Indeed the first inequality in (9.2) is the one given by the plane containing
p = q = r = 1, p = q = 2 r = 1 and p = 1 q = r = 2, the second inequality is given by the
plane containing p = q = r = 1, p = q = 2 r = 1 and q = 1 p = r = 2 and the third inequality is
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given by the plane containing p = q = r = 1, r = q = 2 p = 1 and q = 1, p = r = 2. The fourth
equation in (9.2) corresponds to the condition required in order to have some ǫ > 0 (due to the
strict inequality) such that (9.8) holds. 
The set of (p, q, r) given by (9.2) is the tetrahedron built on the points (1, 1, 1), (1, 3/2, 3/2),
(3/2, 1, 3/2) and (3/2, 3/2, 1). So by interpolation with Proposition 9.2, we get the following result.
Theorem 9.5. Assume that the smooth curve Γ has a non vanishing curvature. Then the bilinear
multiplier TΓ associated to the singular symbol m(ξ, η) := dσΓ(ξ, η) is bounded from L
p(R)×Lq(R)
into Lr
′
(R) as soon as (p, q, r) ∈ [1, 2]3 belongs to the convex hull of the seven following points :
(9.9) (1, 1, 1), (1, 1, 2), (3/2, 3/2, 1)
and the others ones obtained by symmetry. So Γ satisfies a (p, q, r)-restriction inequality for such
exponents.
Having obtained some “bilinear Fourier restriction-extension inequalities”, we now come back to
the smooth symbols mǫ. For a curve Γ, it should be reasonable from a bilinear Fourier restriction-
extension inequality to prove (1.1) with a decay function α(ǫ) = ǫ. However, to do that, we have to
decompose the ǫ-neighborhood at the scale ǫ and then to sum up all these small pieces. Since we
start from a global estimate with a symbol carried on the whole curve, we have to do this splitting
uniformly “along the tangential variable”. That is why we cannot deduce (1.1) for all symbols mǫ
belonging to the class MΓǫ .
Let us assume that Γ is a smooth and compact curve and denote the distance function ν := dΓ.
For every (ξ, η) /∈ Γ, we know that |∇ν(ξ, η)| = 1. With this notation, ∇ν can be considered as the
direction of local normal coordinates and (∇ν)⊥ as the direction of the local tangential coordinate.
We are interesting in symbols mǫ satisfying a nice behavior in the tangential directions given by
∇ν⊥. More precisely, we are interested with the symbols mǫ taking the following form
(9.10) mǫ :=
1
ǫ
∫
Γ
φ
(
(ξ, η) − λ
ǫ
)
m(λ)dσΓ(λ),
with a smooth and compactly supported function m on Γ and a smooth function φ ∈ C∞0 (R2) such
that φ(ξ, η) = 1 if |(ξ, η)| ≤ 1/2 and φ(ξ, η) = 0 if |(ξ, η)| ≥ 1.
Let us check the following point “mǫ is regular at the scale ǫ in the normal direction and at the
scale 1 in the tangential direction”.
Proposition 9.6. Let mǫ be a symbol given by (9.10), then it satisfies the following regularity :
(9.11) ‖∇αmǫ‖L∞(R2) . ǫ−|α|,
∥∥∥〈(∇ν)⊥,∇mǫ〉∥∥∥
L∞(R2)
. 1.
Proof. First for fixed (ξ, η),
|mǫ(ξ, η)| ≤ ǫ−1H1(Γ ∩B((ξ, η), ǫ)) . 1
and
∇mǫ(ξ, η) = 1
ǫ2
∫
Γ
∇φ
(
(ξ, η) − λ
ǫ
)
m(λ)dσΓ(λ).
By iterating, we easily get that ‖∇αmǫ‖L∞(R2) . ǫ−|α|. Let us check the tangential derivative. Let
us choose γ a normalized parametrization of Γ : γ : [0, 1] → R2 with |γ′(t)| = 1. Then,
∇mǫ(ξ, η) = 1
ǫ2
∫ 1
0
∇φ
(
(ξ, η) − γ(t)
ǫ
)
m(γ(t))dt.
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Since
1
ǫ
∫ 1
0
〈∇φ
(
(ξ, η)− γ(t)
ǫ
)
, γ′(t)〉m(γ(t))dt = −
∫ 1
0
[
d
dt
φ
(
(ξ, η) − γ(t)
ǫ
)]
m(γ(t))dt
=
∫ 1
0
φ
(
(ξ, η) − γ(t)
ǫ
)[
d
dt
m(γ(t))
]
dt.
So as previously, ∣∣∣∣ 1ǫ2
∫ 1
0
〈∇φ
(
(ξ, η) − γ(t)
ǫ
)
, γ′(t)〉m(γ(t))dt
∣∣∣∣ . 1.
Consequently,∣∣∣∣ 1ǫ2
∫ 1
0
〈∇φ
(
(ξ, η) − γ(t)
ǫ
)
, (∇ν)⊥〉m(γ(t))dt
∣∣∣∣
. 1 +
∣∣∣∣ 1ǫ2
∫ 1
0
〈∇φ
(
(ξ, η) − γ(t)
ǫ
)
, γ′(t)⊥〉〈γ′(t)⊥, (∇ν)⊥〉m(γ(t))dt
∣∣∣∣ .
However 〈γ′(t)⊥, (∇ν)⊥〉 = 〈γ′(t),∇ν〉 and since |(ξ, η) − γ(t)| ≤ ǫ, the smoothness of the curve Γ
implies that ∣∣〈γ′(t),∇ν〉∣∣ . ǫ,
which concludes the proof of (9.11). 
By similar arguments, we can obtain estimates for the higher order differentiation of these specific
symbols.
Corollary 9.7. The symbols mǫ given by (9.10) belong to the class N Γǫ .
For such specific symbols mǫ, we can prove equivalence for every exponents p, q, r between a
restriction-extension property and a decay rate in (1.1) with α(ǫ) = ǫ.
Proposition 9.8. Let Γ be a smooth and compact curve. Assume that for some exponents p, q, r′ ∈
[1,∞], the compact curve Γ satisfies a (p, q, r)-restriction inequality. Then there exists a constant
c such that for all ǫ ≤ 1 and all symbol mǫ given by (9.10)
(9.12) ‖Tmǫ‖Lp×Lq→Lr′ ≤ cǫ.
Proof. By a change of variables, it comes
Tmǫ(f, g)(x) := ǫ
−1
∫
Γ
∫
R2
eix(ξ+η)φ
(
(ξ, η) − λ
ǫ
)
m(λ)f̂(ξ)ĝ(η) dξdηdσΓ(λ)
= ǫ−1
∫
Γ
∫
R2
eix(ξ+η+λ1+λ2)φ
(
(ξ, η)
ǫ
)
m(λ)f̂(ξ + λ1)ĝ(η + λ2) dξdηdσΓ(λ).
Hence,
Tmǫ(f, g)(x) = ǫ
−1
∫
R2
φ
(
(ξ, η)
ǫ
)
eix(ξ+η)TmdσΓ(Mηf,Mξg)(x) dξdη,
whereMξ andMη are modulation operators. Since TdσΓ is assumed to be bounded andm is smooth
(at the scale 1) then TmdσΓ is still bounded from L
p ×Lq into Lr′ . Minkowski inequality concludes
the proof. 
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10. Applications to bilinear multipliers
10.1. Non-smooth bilinear multipliers and bilinear Bochner-Riesz means. This subsec-
tion is devoted to the following question: whether characteristic functions of a compact set of R2
give a bilinear multiplier bounded from Lp(R) × Lq(R) into Lr′(R2). We refer the reader to the
introduction for a presentation of works concerning the ball and polygons.
We only give a sample of results in this direction, but do not aim at exhaustiveness.
Theorem 10.1. Let K be a compact subset of R2
(i) If ∂K is an Ahlfors regular curve in R2 with “finitely bi-Lipschitz projections”, then for
exponents p, q, r′ ∈ [2,∞),
(10.1) ‖BχK (f, g)‖Lr′ . ‖f‖Lp‖g‖Lq
as soon as
1
p
+
1
q
+
1
r
> 1.
If p, q, r′ > 1, then (10.1) still holds if
1
max{p, 2} +
1
max{q, 2} +
1
max{r, 2} > 1.
(ii) If ∂K is smooth, and has a non-vanishing curvature, then for exponents p, q, r′ ∈ (1,∞),
‖BχK (f, g)‖Lr′ . ‖f‖Lp‖g‖Lq
as soon as
1
p
+
1
q
+
1
r
> 1.
Proof. We simply explain the proof of the first statement. Let us denote Γ = ∂K. Without loss of
generality and just for convenience, we assume that the diameter of K is less than one.
Next we need a partition of unity (χn)n≥0 such that
• we have the decomposition for all (ξ, η) in K
1 =
∑
n≥0
χn(ξ, η)
• for each integer n ≥ 0, χn is supported in Γ102−n
• for each integer n ≥ 0 and every multi-index α,
‖Dαχn‖L∞(R2) . 2n|α|.
To build this decomposition, consider a Whitney covering of Kc by balls (Oi = B(xi, ri))i. Then
we can consider a smooth adapted partition of unity χOi and set
χn :=
∑
2−n≤d((ξ,η),S)<2−n+1
χOi .
We let the reader check that these functions satisfy the expected properties due to the notion of
Whitney balls.
Then
BχK (f, g) =
∑
n≥0
Bχn(f, g).
In addition, the symbol mn belongs to MΓǫ with ǫ = 2−n. Hence, by Proposition 5.1 (with Propo-
sition 3.7), we have
‖Tmn(f, g)‖Lr′ ≤ C2−2sn‖f‖Lp‖g‖Lq .
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Since s > 0, we can sum with n ∈ N and we finish the proof. The second claim is obtained by the
same reasoning with Proposition 5.2. 
For example, we can consider K being a disc, a square or any polygon. In the specific case
of a disc, Grafakos and Li have obtained in [20] boundedness in the local-L2 case for the bilinear
multiplier under the Ho¨lder scaling. Here we have general results for general sets but in the sub-
Ho¨lder scaling.
When the exponents p, q, r satisfy Ho¨lder relation
(10.2) 1 =
1
r
+
1
p
+
1
q
Proposition 5.1 allows us to get estimate for the bilinear multipliers mǫ without decay. So we cannot
sum over n ≥ 0 the different inequalities. To get around this difficulty, we can proceed as for the
Bochner-Riesz means. Let us recall this phenomenon in the linear setting : the linear multiplier
T := f → ̂1B(0,1)f̂
−1
is bounded in L2(Rd) for every integer d ≥ 1 and is not bounded in Lp(R2) for every p 6= 2. This
is a famous result of Fefferman, see [13]. In order to remedy this unboundedness, a possibility is to
add some regularity near the boundary and so to study the following linear operator
T λ(f)(x) :=
∫
Rn
eix.ξ(1− |ξ|2)λ+f̂(ξ)dξ
where
(1− |ξ|2)+ := (1− |ξ|2)1|ξ|≤1.
This new symbol corresponds to a regularization of the initial symbol 1
B(0,1)
at the boundary.
Note that T λ(f) converges to T (f) for λ > 0 goes to 0. However, the symbol in T λ is a little more
regular at the boundary Sd−1. The main question relies on the range of exponent p (depending on
λ and d) on which T λ is Lp(Rd)-bounded. The question remains open for any dimension d but is
completely solved for d = 2 :
Theorem 10.2 ([5]). For d = 2 and λ ∈ (0, 1/2], T λ is Lp(R2)-bounded if and only if
4
3 + 2λ
< p <
4
1− 2λ.
We refer the reader to Section 10.2 in [17] for a modern review of this subject and point out this
main idea : add regularity on the characteristic function at the boundary of the set in order to gain
integrability of the multiplier.
We aim to apply this same idea in our bilinear and current setting. So consider a set K ⊂ R2 as
in Theorem 10.1. The bilinear multiplier associated to the symbol 1K may be not bounded from
Lp × Lq to Lr, so we regularize this symbol at the boundary ∂K to get boundedness.
Theorem 10.3. Let K be a compact set, set
m(ξ, η) := χK(ξ, η)d((ξ, η),K)
λ
with λ > 0. and let (p, q, r) satisfy (10.2).
(i) If ∂K is an Ahlfors regular curve in R2 with “finitely bi-Lipschitz projections”, then for
exponents p, q, r ∈ [2,∞) satisfying (10.2),
(10.3) ‖Tm(f, g)‖Lr′ ≤ C‖f‖Lp‖g‖Lq
(ii) If ∂K is a smooth curve with non-vanishing curvature, then for exponents p, q, r ∈ (1,∞)
‖Tm(f, g)‖Lr′ ≤ C‖f‖Lp‖g‖Lq .
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Proof. We only prove the first assertion. As previously, we can decompose the symbol mλ
m =
∑
n≥0
mn
with mn a symbol supported in
K ∩ {(ξ, η), 2−n−1 ≤ d((ξ, η), ∂K) ≤ 2−n+2}
and for all integer d ≥ 0
‖∇dmn‖L∞(R2) . 2−λn2−dn.
As a consequence, we deduce from Proposition 5.1 that Tmn is bounded from L
p × Lq to Lr′ with
‖Tmn‖Lp×Lq→Lr′ . 2−λn
and so T is bounded by summing with n ≥ 0. 
We let the reader to obtain the other boundedness (with taking other exponents p, q, r) according
to the geometrical assumptions of the curve Γ.
10.2. Singular symbols. Proceeding pretty much as in Section 10.1, one obtains the following
theorem.
Theorem 10.4. Let Φ be a smooth compactly supported function, Γ a smooth curve, and let
m(η, ξ) = Φ(η, ξ) dist((η, ξ),Γ)−α
with α > 0. Suppose 2 < p, q, r <∞, and
α <
1
p
+
1
q
+
1
r
− 1.
Then Bm is bounded from L
p × Lq to Lr′.
We could of course obtain corresponding statements for the whole range of exponents (p, q, r),
with conditions on α depending on the properties of Γ. We chose to present only the case p, q, r > 2
for the sake of simplicity.
10.3. Bilinear oscillatory integral near a singular domain. Let φ : R2 → R be a smooth func-
tion, m be a smooth, compactly supported symbol, and consider the following bilinear oscillatory
integral,
Bt(f, g)(x) :=
∫ t
0
∫
R2
eisφ(ξ,η)f̂(s, ·)(ξ)ĝ(s, ·)(η)m(ξ, η)dξdηds,
where f and g are functions on R+ × R. Some multilinear integrals appear in the space-time
resonances method, as explained in [15, 2] (see Subsection 1.5.4).
The integration over s of the gives∫ t
0
eisφ(ξ,η)ds =

eitφ(ξ,η)−1
φ(ξ,η) if φ(ξ, η) 6= 0
t if φ(ξ, η) = 0.
So let us consider the singular set
S := φ−1(0) := {(ξ, η), φ(ξ, η) = 0}
and assume that ∇φ is not vanishing on Γ, in order that S is a smooth sub-manifold of dimension
1.
Assumption : Let us assume that for some exponents p, q, r, there exists ρ ∈ (0, 1] such that for
all small enough parameter ǫ then
(10.4) ‖Tmǫ(f, g)‖Lr′ . ǫρ‖f‖Lp‖g‖Lq
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as soon as mǫ is a symbol in MSǫ or N Sǫ .
Then we have the following result
Proposition 10.5. Assume that the smooth symbol m is supported on Sǫ for ǫ ≤ 1. Then, the
operator Bt is uniformly bounded (with respect to ǫ and T ) from L
∞
T L
p×L∞T Lq into L∞T Lr
′
as soon
as
Tǫρ . 1.
Proof. Using a partition of unity associated to S, and covering Sǫ as in the proof of 10.1 (for
2−n ≤ ǫ), define for s ∈ [0, T ] Bnt the bilinear multiplier with symbol
σn = e
isφ(ξ,η)χn(ξ, η)m(ξ, η),
satisfying for all multi-index α:
‖Dασn‖L∞(R2) . 2n|α|.
We let the reader check this estimate. Indeed, differentiation may make appear quantities bounded
by sb2nc with b+ c ≤ |α| and in this case, we use that s ≤ T ≤ ǫ−ρ ≤ 2−nρ ≤ 2−n, since ρ ≤ 1.
So by assumption, we know that Bns is bounded from L
p × Lq to Lr′ with
‖Bns (f(s, ·), g(s, ·))‖Lr′ . 2−ρn‖f(s, ·)‖Lp‖g(s, ·)‖Lq
. 2−ρn‖f‖L∞T Lp‖g‖L∞T Lq .
Then we can sum for n ≥ 0 with 2−n . ǫ and we get for all t ∈ [0, T ]
‖Bt(f, g)‖Lr′ .
∫ s
0
∥∥∥∥∫
R2
eisφ(ξ,η)f̂(s, ·)(ξ)ĝ(s, ·)(η)m(ξ, η)dξdη
∥∥∥∥
Lr′
ds
. Tǫρ‖f‖L∞T Lp‖g‖L∞T Lq .
This estimate is uniform with respect to t ∈ [0, T ], so by taking the supremum over t we conclude
the proof. 
Corollary 10.6. The bilinear multipliers
(f, g)→
∫ t
0
∫
|φ|≤ǫ
eisφ(ξ,η)f̂(s, ·)(ξ)ĝ(s, ·)(η)m(ξ, η)dξdηds
are uniformly bounded from L∞T L
p × L∞T Lq into L∞T Lr
′
as soon as Tǫρ . 1.
Corollary 10.7. In particular for time-independent functions f, g, we get that the bilinear multi-
pliers
(f, g)→
∫ t
0
∫
|φ|≤ǫ
eisφ(ξ,η)f̂(ξ)ĝ(η)m(ξ, η)dξdηds
are uniformly bounded from Lp × Lq into L∞T Lr
′
as soon as Tǫρ . 1.
Example 1. We would like to describe an example in the linear theory for showing that under
assumption (10.4), we cannot expect a better result than the previous corollary.
So consider the function φ(ξ) = |ξ|2 and the corresponding linear operator
Tǫ,t := f →
∫ t
0
∫
|φ|≤ǫ
eisφ(ξ)f̂(ξ)m(ξ)dξds.
Let us see when T remains bounded as t → ∞ and ǫ → 0. So consider a smooth function f then
by a change of variables, it comes
Tǫ,t(f)(x) =
∫
|η|≤√tǫ
eixη/
√
t 1− eiη
2
η2
tf̂(η/
√
t)m(ξ/
√
t)
dη√
t
≃ t→∞
ǫ→0
tǫf̂(0)m(0).
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So the limit can be defined only in L∞ as soon as tǫ is bounded and f ∈ L1 (to give a sense to
f̂(0)). However let us now see when assumption (10.4) is satisfied in this particular setting. So we
consider a smooth symbol mǫ at the scale ǫ of φ
−1(0) = {0} and we estimate the multiplier
mǫ(D)(f)(x) :=
∫
eixξ f̂(ξ)mǫ(ξ)dξ.
Then, it comes that
|mǫ(D)(f)(x)| .
∫
|f(y)| ǫ
(1 + ǫ|x− y|)M dy
for every large enough integer M . Consequently we get that mǫ(D) is bounded from L
1 to L∞ with
a bound controlled by ǫ. So in this case, assumption (10.4) is satisfied for ρ = 1 with L1 → L∞ and
we have checked that we can not expect a better result than the one described in Corollary 10.7.
We could work with other spaces. For example, the previous computation gives that πmǫ is bounded
from L2 to L∞ with a ǫ1/2-bound. In this case, we have to bound the operator Tǫ,t with the L2-norm
of f , which can be done as follows
‖Tǫ,t(f)‖∞ ≤
∥∥∥∥∥
∫
|ξ|≤ǫ
eixξ
1− eitξ2
ξ2
f̂(ξ)m(ξ)dξ
∥∥∥∥∥
L∞(x)
. ‖f‖L2
∫
|ξ|≤ǫ
∣∣∣∣∣1− eitξ
2
ξ2
∣∣∣∣∣
2
dξ
1/2
. tǫ1/2‖f‖L2 .
Moreover, the previous inequalities can be indeed equivalent for some specific choices of m and f .
So we recover that
‖Tǫ,t‖L2→L∞ ≃ tǫ1/2.
So one more time, we cannot obtain a better decay in ǫ than the one described in Assumption 10.4.
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