Abstract. In this paper we consider formal solutions of the following form for some linear partial di¤erential equations:û uðt; xÞ ¼ P , we show multisummability of the formal solutionsû uðt; xÞ. It is our key of proofs to find a solution of exponential growth for convolution equations with polynomial coe‰cients with respect to y via the change of variable log t ¼ y.
Introduction
Let t; y A C and x ¼ ðx 1 ; . . . ; x n Þ A C n x . For any a ¼ ða 1 ; . . . ; a n Þ A N n , jaj ¼ a 1 þ Á Á Á þ a n and ðq=qxÞ a ¼ ðq=qx 1 Þ a 1 . . . ðq=qx n Þ a n . Let us introduce D R :¼ fx A C n x ; jx i j < R for i ¼ 1; . . . ; ng. We denote by OðDÞ the set of all holomorphic functions on a domain D.
Set
where the coe‰cients c j ðxÞ are in OðD R Þ for j ¼ 1; . . . ; l À 1. Let 1 a l < m and we define an index set I m by I m ¼ fðk; j; aÞ A N Â N Â N n ; k þ j þ jaj a mg.
Then we consider the following equation: and fa k; j; a ðt; xÞg ðk; j; aÞ A I m are subsets of Oðfjtj < Tg Â D R Þ and rðxÞ is in OðD R Þ. In ð1:1Þ, we assume that the function rðxÞ satisfies C l ðrðxÞ; xÞ 1 0 on D R and Re rð0Þ > 0.
Let us introduce our motivation. We consider the following example: where the function rðxÞ is in OðD R Þ with Re rð0Þ > 0 and rð0Þ B N Ã ¼ f1; 2; . . .g, and the function f ðt; xÞ is in Oðfjtj < Tg Â D R Þ with f ð0; xÞ 1 0, and a j A C for j ¼ 0; 1; 2. For (1.2) let us give some known facts. We have formal solutionsû uðt; xÞ ¼ P y i¼1 u i ðxÞt i of (1.2) with ju i ðxÞj a AB i Gði þ 1Þ on D R 0 for 0 < R 0 < R:
In case a 0 0 0 or a 1 0 0, the equation (1.2) has true solutions uðt; xÞ and u uðt; xÞ is the asymptotic expansion of uðt; xÞ by Ō uchi [7] .
In case a 0 ¼ a 1 ¼ 0 and a 2 0 0,û uðt; xÞ is Borel summable in some suitable directions by Ō uchi [8] .
In case a 0 ¼ a 1 ¼ a 2 ¼ 0 by Gérard-Tahara [5] we have the following two results. (1)û uðt; xÞ is the unique holomorphic solution. (2) Our plan is to give answer to the following questions:
(1) How is the summability defined for (1.3)? (2) Is (1.3) summable in this sense?
In [5] Gérard-Tahara used the change of variable log t ¼ y in the proofs. For (1.3), setŵ wðt; x; log tÞ ¼ P wðt; x; yÞ þ tx þ yr 0 ðxÞ w wðt; x; yÞ þ tf 0 ðxÞ þ tf 1 ðxÞ y where f 0 ðxÞ ¼ a 2 frðxÞg 2 jðxÞ þ j 0 ðxÞ and f 1 ðxÞ ¼ r 0 ðxÞjðxÞ. Therefore we consider the equation (1.1).
Braaksma studied multisummability of formal power series solutionsû uðt; xÞ for ordinary di¤erential system equations in [3] and [4] , and used convolution equations to show thatû uðt; xÞ is multi summable. We follow the ideas by Braaksma to show our theorem.
In Section 2 we state our main theorem and the definition of multisummability, and in Section 3 we give one remark on multisummability of formal solutions of the form ð1:3Þ. In Section 4 we give some lemmas in order to prove the main theorem, and in Section 5 and 6 we introduce a convolution equation, give theorems to the convolution equation and we give a proof of the main theorem. In Section 7 we give proofs of the theorems of Section 6.
Main result and definitions
In this section we give four conditions on the equation ð1:1Þ that are needed for the main result and the definition of the Newton polygon for ð1:1Þ. Next we state the main theorem and the definition of multisummability of a formal series of the forms P ib1 P kami f i; k ðxÞt i y k . Let us give two conditions ðC 1 Þ and ðC 2 Þ on ð1:1Þ. Let r 1 ðxÞ; . . . ; r l ðxÞ be the characteristic roots of C l ðr; xÞ.
Set J þ ¼ fi A f1; . . . ; lg : Re r i ð0Þ > 0g and n ¼ the cardinal of J þ . When n b 1 we can assume after a change of indices that
Re r i ð0Þ > 0 for 1a i a n a 0 for n þ 1 a i a l:
Let n b 1. We assume the following (i)-(iv) on the characteristic roots:
( i ) r 1 ðxÞ; . . . ; r n ðxÞ are holomorphic on D R , ( ii ) r i ð0Þ 0 r j ð0Þ for 1 a i 0 j a n, (iii) C l ð1; 0Þ 0 0 and (iv) C l ði þ j Á rð0Þ; 0Þ 0 0 for all ði; jÞ A N Â N n satisfying i þ j jj b 2 where where CHfÁg is the convex hull of a set fÁg.
The boundary of NP(1.1) consists of a vertical half line S 0 , a horizontal half line S p Ã and segments
We define operators L i with respect to the segments S i and give two conditions ðC 3 Þ and ðC 4 Þ on L i for i ¼ 1; . . . ; p Ã À 1. Set 
Then the equation ð1:1Þ has a formal solutionŵ wðt; x; yÞ ¼ P ib1; kami w i; k ðxÞt i y k and the formal solutionŵ wðt; x; yÞ is g-summable in S Â D R 0 Â V R 0 ; t in the sense of Definition 2.5(P.7) for 0 < R 0 < R and a su‰ciently small parameter t > 0.
Let us define multisummability of a formal power series X Let us define the Laplace transform, the Borel transform and multisummability. We refer details of these topics and Lemmas to Balser [1] . 
which acts on fðx; x; yÞ A Expðg; S where dðxÞ means the delta function with support at x ¼ 0. In the following notation x Àg =Gð0=gÞ means dðxÞ. Then it holds that
The formal ðg 0 ; gÞ-acceleration is defined byÂ 
We call S multisector and d multidirection.
Definition 2.5.f f ðt; x; yÞ ¼ P y i¼1 f i ðx; yÞt i is g-summable in multisector S when the following conditions are satisfied:
(1) Let f p ðx; x; yÞ :¼ ðB B g pf f Þðx; x; yÞ. Then there exists a positive constant r p > 0 such that x g p f p ðx; x; yÞ converges uniformly on any compact set in fjxj < r p g Â D R Â fy A C; jxy m j < r m g. (2) For i ¼ p; p À 1; . . . ; 1, respectively, the function f i ðx; x; yÞ can be holomorphically extensible to S Â D R Â V r; t and is of exponential growth of order k i , that is, there exist constants A and c such that
for a small parameter t > 0, and if i 0 1 define f iÀ1 ðx; x; yÞ :¼ ðA g iÀ1 ; g i ; d i f i Þðx; x; yÞ, which is holomorphic in S
Then g-sum off f ðt; x; yÞ in multisector S is defined by ðL g 1 ; d 1 f 1 Þðt; x; yÞ and denoted by simply f ðt; x; yÞ. By considering the behavior at x ¼ 0 and the estimate (2.7), we have
for 0 < R 0 < R and 0 < r 0 < r.
Remarks on multisum of formal solutions with logarithm terms
In this section we give remarks on multisum of formal solutions of the following form:f
where the coe‰cients f i; k ðxÞ are in OðD R Þ. In this paper it is our motivation to give multisummability of the formal solution (1.3). Let us give the definition of multisummability of (3.1).
Definition 3.1. We say define that (3.1) is g-summable in multisector S when the formal series where a j; a ðt; xÞ and f ðt; xÞ are holomorphic functions in a neighborhood of ðt; xÞ ¼ ð0; 0Þ. We assume the following condition: (C 0 2 ) a j; a ð0; xÞ 1 f ð0; xÞ 1 0 for j þ jaj a m:
Under the condition (C 0 2 ) we can set a j; a ðt; xÞ ¼ t s j; a b j; a ðt; xÞ where s j; a > 0 and b j; a ð0; xÞ 2 0.
We define the Newton polygon NP(3.2) of (3.2) by 
Then we have Remark 3.3. In the formal solutionû uðt; xÞ, P y i¼1 u i ðxÞt i is g-summable in multisector S in the sense of the definition in [8] (Ō uchi, p. 519).
The following proof leans on a reduction to that of the main theorem. 
We remark thatû u 0 ðt; xÞ is g-summable in multisector S in the sense of the definition in [8] by Ō uchi's theorem. So we only show thatĵ j p ðt; xÞ is g-summable in our sense.
Let rðxÞ be a characteristic root of C l ðr; xÞ ¼ 0 with Re rð0Þ > 0. Set jðt; xÞ ¼ t rðxÞ ðj 0 ðxÞ þ j 1 ðt; xÞÞ where j 0 ðxÞ is any holomorphic function on D R and j 1 ðt; xÞ is an unknown function. We seek for the equations that j 1 ðt; xÞ satisfies when jðt; xÞ is a solution of (3.5). By a simple calculation, we have Q.E.D.
Remark 3.5. We give comments on an analyticity for logarithm terms. In general if t ! 0 in S d; y then jlog tj ! y. Let us investigate a holomorphic domain with respect to log t for g-sum of the formal solution (3.3) in Theorem 3.2. As in the proof of Theorem 2.2 in Section 6 (p. 14) we have that for P y i¼1 P kami f i; k ðxÞt i y k a holomorphic domain with respect to y is jyj < r 1 =t for some r 1 > 0. Then the radius r 1 =t > 0 is any large because we can take the parameter t > 0 any small. Hence we get that the holomorphic domain with respect to log t is any large and bound.
Preliminary lemmas
In this section we give the lemmas for the g-Laplace transform, the g-Borel transform and the g-convolution. The lemmas are needed in Section 6, and coincide with those in [8] . The di¤erence with respect to that work is the appearance of an additional variable y. Since functions in this paper are holomorphic with respect to the variable y, we can reduce the lemmas to those in [8] by setting ðx 1 ; . . . ; x n ; yÞ 7 ! x. 
and 
Formal equations
In this section we get formal convolution equations by applying the formal g-Borel transform to the equation (1.1). We assume that the equation (1.1) has a formal solutionŵ wðt; x; yÞ ¼ P y n¼1 w n ðx; yÞt n , and we find out the formal convolution equations that ðB B gŵ wÞðx; x; yÞ satisfies. Our plan in this section is along to the plan of Section 3 in [8] .
Let us introduce constants C g; j; s (1 a s a j).
C g; 1; 1 :¼ g and C g; j; s :¼ ÀgsC g; jÀ1; s þ gC g; jÀ1; sÀ1 for j b 2:
Then we have 
Gðd=g p Ã À1 À sÞ
. . . ; j and Proposition 5.3 we get
Hence a function fðx; x; yÞ satisfies the equation (5.1). The last assertion is obvious.
Q.E.D.
Convolution equations
In this section we get convolution equations from the equation (1.1) using an analytical method. The analytic method is treated in [3] and [4] . Moreover we give a proof of Theorem 2.2 by solving the convolution equations.
Set R þ ¼ ð0; yÞ. Let C g; d ðD R Â V r; t Þ be the set of all continuous functions fðx; x; yÞ on e id R þ Â D R Â V r; t which satisfy the following three conditions:
( i ) fðÁ; x; yÞ is holomorphic on D R Â V r; t ( ii ) fðx; x; yÞ ¼ 0 on
Remark 6.1. We will prove one can remove the assumption (ii) of the support of fðx; x; yÞ.
We have For ðk; j; aÞ A I i we denote the order of the zero of b k; j; a ð0; xÞ À b k; j; a ðt; xÞ at t ¼ 0 by s Ã k; j; a > 0 and set a k; j; a ðt; xÞ ¼ t s k; j; a b k; j; a ð0; xÞ þ t s k; j; a ðb k; j; a ðt; xÞ À b k; j; a ð0; xÞÞ ¼ t s k; j; a b k; j; a ð0; xÞ þ t s k; j; a þs Ã k; j; a c k; j; a ðt; xÞ. Then ð j þ jaj; s k; j; a þ s Ã k; j; a Þ is the inside of NPð1:1Þ for ðk; j; aÞ A I i . Reset s k; j; a þ s Ã k; j; a 7 ! s k; j; a . Then by the condition ðC 3 Then we obtain the following Proposition for (6.5). We can prove Proposition 6.4 as in the proof of Proposition 4.5 in [8] .
Let us give the proof of Theorem 2.2. Letŵ wðt; x; yÞ ¼ P ib1 P kami j i; k ðxÞt i y k be a formal solution of (1:1). Set f k ðt; xÞ ¼ P ib1 f k; i ðxÞt i and a k; j; a ðt; xÞ ¼ P ib1 a k; j; a; i ðxÞt i . By using
we obtain the following recursion formulas: 
We give the proof of Proposition 6.5 in Section 8. 
If K 2 j yj 0 1 then by the estimate (6.8) we get 
Proof of Proposition 6.3
In this section we give a proof of Proposition 6.3. The proof is followed that of Proposition 4.4 in [8] [Section 5, p. 535].
We reduce the equation (6.5) to the following equation in order to prove Proposition 6.3: Then we can reform the left hand side of (7.1) as follows; Let us construct formal solutions fðx; x; yÞ ¼ P y n¼0 f n ðx; x; yÞ of (7.5) and we give estimates for f n ðx; x; yÞ on S Ã d; y . We define positive integers n s; l k; j; a and n s; l j by the same rule as (6.7) in [8] in order to construct formal solutions of (7.5).
Since
We determine formal solutions fðx; x; yÞ ¼ P nb0 f n ðx; x; yÞ by By recursion formula (7.6), we get formal solutions fðx; x; yÞ ¼ P nb0 f n ðx; x; yÞ. . . . ; mðn þ 1Þ. Let us give estimates for f n . We summarize the estimates that are needed until now.
( i )
for ðx; xÞ A S Let us introduce some lemmas that are needed to give estimates for f n . For the integers n iÀ1 and
(ii) Suppose r
for 0 a j 1 a j and
Proof. The second formula of (i) and the second formula of (ii) di¤er from the state of the Lemma 6.1 in [8] . However we omit the details since we can prove Lemma 7.3 by easy calculations.
We define a norm by kf n; m ðx; Á; ÁÞk R :¼ sup
Then we have the following lemma for k Á k R :
Lemma 7.4. If a holomorphic function f ðxÞ on D R satisfies
Corollary 7.5. If a holomorphic function f ðyÞ on V R; t satisfies
For the proof, see Hö rmander ([2] lemma 5.1.3).
Then we have the following proposition:
Then there exist non negative numbers j n; m such that for
, and P nb0 P mðnþ1Þ m¼0 j n; m l m t n converges for a su‰ciently small jtj that depends on l.
Proof. By the recursion formula (7.6), the estimates (7.7) and (7.9), the estimate (7.10) holds for n ¼ 0 where j 0; m ¼ C À1 HGð1=g i Þ. Let us show that the estimate (7.10) holds for n b 1 by induction. We expand the operator B 1 as follows; With the same rule we expand the operators B 2 and B 3 as follows; 
By 0 < j À j 1 a j a m, there exists a positive constant M > 0 such that
Moreover for a su‰ciently large constant K > 0 the followings hold
By the estimates (7.13), (7.14), (7.15) and t ¼ l À1 we gety
and by the estimate (7.11) and Lemma 4. 
Further for n 0 b 1 and 0 a l a m we have
for a su‰ciently large constant K > 0. Then by the estimates (7.16) and (7.17), for x A S 
Let us give estimates at two cases. Case 1 is the case q i ðs k; j; a À eði À 1Þ þ g i ðl À sÞÞ > 0 and Case 2 is the case q i ðs k; j; a À eði À 1Þ þ g i ðl À sÞÞ a 0.
Case 1: By the estimates (7.7), (7.18) and Lemma 7.3-(i) for x A S 
ð7:20Þ
and the estimate (7.19) we get 
We remark that mðn À n 0 þ 1Þ a mn holds by n 0 b 1. 
Moreover for a su‰ciently large constant K > 0 the following holds
By Lemma 7.3-(ii), the estimates (7.18), (7.20), (7.22), (7.23) and (7.24) for
where
. Then the estimate (7.10) holds for any n b 0.
Let us show that a series P nb0 P mðnþ1Þ m¼0 j n; m l m t n converges. We consider the following functional equations:
Let us show that fðx; x; yÞ is converges on S By Proposition 7.6, g iÀ1 > g i and 0 < r < 1, we show that j P nb0 f n j converges on S Ã d; y Â D r Â V r; t . Since Theorem 7.1-(2) can be proved as in the proof of theorem 5.1 in [8] , it is omitted.
Reduction of the equation (6.5)
We can prove Proposition 6.3 by Theorem 7.1. Then it is su‰cient to show that the equation (6.5) is reduced to (7.1).
For a function f ðxÞ we write
that is introduced in [6] . Let fðx; x; yÞ A OðS Hence this completes the proof of Proposition 6.3.
Proof of Proposition 6.5
In this section we will give a proof of Proposition 6.5 by majorant functions.
For a series f ðxÞ ¼ P y n¼0 f n x n denote j f n j a g n by f ðxÞ f gðxÞ where gðxÞ ¼ P y n¼0 g n x n with g n b 0. We call gðxÞ a majorant function for f ðxÞ. are defined in Ō uchi [7] and [9] where a constant c > 0 is taken so that F r ðX ÞF r ðX Þ f F r ðX Þ satisfies. We have the following lemma for the function F r ðX Þ. Proof. For i ¼ 1, by the relation ð6:6Þ and the estimate ð8:3Þ, we have the estimate ð8:6Þ. For i b 2 we show the estimate ð8:6Þ on induction.
Firstly we give an estimate for j i; mi ðxÞ, secondly give estimates for j i; miÀ1 ðxÞ; j i; miÀ2 ðxÞ; . . . ; in order.
Let us give the estimate (8.6) for k ¼ mi. From (6.7) we have 
