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A R T I C L E  





1. Introduction  
The concept of coupled fixed point for a partially ordered set 𝑋 was introduced in [4] by Bhaskar and Lakshmikantham. Several other authors 
such as Ciric and Lakshmikantham [5], Sabetghadam  et al. [12] have proved some coupled fixed point results in metric spaces. The concept of a 
partial metric space (PMS) was introduced in 1992 by Matthews [7]. The PMS is a generalization of the usual metric spaces in which 𝑑(𝑥, 𝑥) need 
not be zero. Recently, many authors have contributed much to the literature (see [1-3,6-7,8-11]). Recently, Hassen Aydi [3] proved some coupled 
fixed point results on PMS. Our new results are unification, an extension and a generalization of [3] and [12]. In the sequel, we give some 
definitions of some applicable concepts. 
Definition 1.1 [3]. An element (𝑥, 𝑦) ∈ 𝑋 × 𝑋 is said to be a coupled fixed point of the mapping 𝐹: 𝑋 × 𝑋 → 𝑋 if 𝐹(𝑥, 𝑦) = 𝑥 and 𝐹(𝑦, 𝑥) = 𝑦. 
Definition 1.2 [3]. A partial metric on a nonempty set 𝑋 is a function 𝑝: 𝑋 × 𝑋 → ℜ+ such that for all 𝑥, 𝑦, 𝑧 ∈ 𝑋: 
(p1) 𝑥 = 𝑦 ⇔ 𝑝(𝑥, 𝑥) = 𝑝(𝑥, 𝑦) = 𝑝(𝑦, 𝑦) 
(p2) 𝑝(𝑥, 𝑦) ≤ 𝑝(𝑥, 𝑦) 
(p3) 𝑝(𝑥, 𝑦) = 𝑝(𝑦, 𝑥) 
(p4) 𝑝(𝑥, 𝑦) ≤ 𝑝(𝑥, 𝑧) + 𝑝(𝑧, 𝑦) − 𝑝(𝑧, 𝑧). 
A partial metric space is a pair (𝑋, 𝑝) such that 𝑋 is a nonempty set and 𝑝 is a partial metric on 𝑋. 
Remark 1.1. Observe that if 𝑝(𝑥, 𝑦) = 0, then by (p1), (p2) and (p3) 𝑥 = 𝑦. But 𝑥 = 𝑦 does not imply that 𝑝(𝑥, 𝑦) is zero. 
If 𝑝 is a partial metric on a nonempty set 𝑋, then the function 𝑝𝑠 : 𝑋 × 𝑋 → ℜ+ given by 𝑝
𝑠(𝑥, 𝑦) = 2𝑝(𝑥, 𝑦) − 𝑝(𝑥, 𝑥) − 𝑝(𝑦, 𝑦), is a metric on 
𝑋. 
 Example 1.1 [6]. If 𝑋: = ℜ𝑁0 ∪  ‍𝑛≥1 ℜ
{0,1,⋯,𝑛−1}, where 𝑁0 is the setof nonnegative integers. By 𝐿(𝑥) denote the set {0,1, ⋯ , 𝑛} if 𝑥 ∈
ℜ{0,1,⋯,𝑛−1} for some 𝑛 ∈ 𝑁, and the set 𝑁0 if 𝑥 ∈ ℜ
𝑁0 . Then a partial metric is defined on 𝑋 by 
𝑝(𝑥, 𝑦) = inf{2−𝑖 |𝑖 ∈ 𝐿(𝑥) ∩ 𝐿(𝑦)    𝑎𝑛𝑑    ∀𝑗 ∈ 𝑁0(𝑗 < 𝑖 ⇒ 𝑥(𝑗) = 𝑦(𝑗))}.  
Set 𝜌𝑝 : = inf{𝑝(𝑥, 𝑦): 𝑥, 𝑦 ∈ 𝑋} = inf{𝑝(𝑥, 𝑥): 𝑥 ∈ 𝑋}. Notice that 𝑋𝑝  may be empty. 
Example 1.2 [6]. If 𝑋: = {[𝑎, 𝑏]|𝑎, 𝑏 ∈ ℜ, 𝑎 ≤ 𝑏} then 𝑝([𝑎, 𝑏], [𝑐, 𝑑]) = max{𝑏, 𝑑} − min{𝑎, 𝑏} defines a partial metric 𝑝 on 𝑋. 
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In this paper, we obtain some new coupled fixed point theorems for mappings satisfying some 
contractive conditions on complete partial metric space. Our results unify, extend and generalize 
the results of [3] and [12].  
 













 Definition 1.3 [3]. Let (𝑋, 𝑝) be a partial metric space, then 
(i) a sequence {𝑥𝑛} in a partial metric space (𝑋, 𝑝) converges to a point 𝑥 ∈ 𝑋 if and only if 𝑝(𝑥, 𝑥) = lim𝑛→+∞𝑝(𝑥, 𝑥𝑛); 
(ii) a sequence {𝑥𝑛} in a partial metric space (𝑋, 𝑃) is called a Cauchy  sequence if there exists (and is finite) lim𝑛 ,𝑚→+∞𝑝(𝑥𝑛 , 𝑥𝑚 ); 
(iii) a partial metric space (𝑋, 𝑝) is said to be complete if every Cauchy sequence {𝑥𝑛} in 𝑋 converges to a point 𝑥 ∈ 𝑋, that is, 
𝑝(𝑥, 𝑥) = lim𝑛 ,𝑚→+∞𝑝(𝑥𝑛 , 𝑥𝑚 ). 
Lemma 1.1 [3]. Let (𝑋, 𝑝) be a partial metric space; 
(a) {𝑥𝑛} is a Cauchy sequence in (𝑋, 𝑝) if and only if it is a Cauchy  sequence in the metric space (𝑋, 𝑝
𝑠). 
(b) a partial metric space (𝑋, 𝑝) is complete if and only if the metric space (𝑋, 𝑝𝑠) is complete; furthermore, lim𝑛→+∞𝑝
𝑠(𝑥𝑛 , 𝑥) = 0 if 
and only if 𝑝(𝑥, 𝑥) = lim𝑛→+∞𝑝(𝑥𝑛 , 𝑥) = lim𝑛 ,𝑚→+∞𝑝(𝑥𝑛 , 𝑥𝑚 ). 
Hassen Aydi [3] proved the following coupled fixed point results on PMS.  
𝑝 𝐹 𝑥, 𝑦 , 𝐹 𝑢, 𝑣  ≤ 𝑘𝑝 𝑥, 𝑢 + 𝑙𝑝 𝑦, 𝑣                                                                                                                                                                      (1) 
𝑝(𝐹(𝑥, 𝑦), 𝐹(𝑢, 𝑣)) ≤ 𝑘𝑝(𝐹(𝑥, 𝑦), 𝑥) + 𝑙𝑝(𝐹(𝑢, 𝑣), 𝑢)                                                                                                                                                (2) 
𝑝(𝐹(𝑥, 𝑦), 𝐹(𝑢, 𝑣)) ≤ 𝑘𝑝(𝐹(𝑥, 𝑦), 𝑢) + 𝑙𝑝(𝐹(𝑢, 𝑣), 𝑥)                                                                                                                                               (3) 
with 𝑘 + 𝑙 < 1 in (1.1) - (1.2) and 𝑘 + 2𝑙 < 1 in (3).  
2. Main Results 
Theorem 2.1. Let (𝑋, 𝑝) be a complete partial metric space. Suppose that the mapping 𝐹: 𝑋 × 𝑋 → 𝑋 satisfies the following contractive 
condition for all 𝑥, 𝑦, 𝑢, 𝑣 ∈ 𝑋 
𝑝(𝐹(𝑥, 𝑦), 𝐹(𝑢, 𝑣)) ≤ 𝑎1𝑝(𝑥, 𝑢) + 𝑎2𝑝(𝑦, 𝑣) + 𝑎3𝑝(𝐹(𝑥, 𝑦), 𝑥)
+𝑎4𝑝(𝐹(𝑢, 𝑣), 𝑢) + 𝑎5𝑝(𝐹(𝑥, 𝑦), 𝑢)
+𝑎6𝑝(𝐹(𝑢, 𝑣), 𝑥)                                                                                                                            (4)
 
where 𝑎1, 𝑎2, ⋯ , 𝑎6 are nonnegative constants with 𝑎1 + 𝑎2 + 𝑎3 + 𝑎4 + 𝑎5 + 2𝑎6 < 1. Then, 𝐹 has a unique coupled fixed point. 
 Proof. Choose 𝑥0 , 𝑦0 ∈ 𝑋 and set 𝑥1 = 𝐹(𝑥0, 𝑦0) and 𝑦1 = 𝐹(𝑦0, 𝑥0). Continuing this process, set 𝑥𝑛+1 = 𝐹(𝑥𝑛 , 𝑦𝑛) and 𝑦𝑛+1 = 𝐹(𝑦𝑛 , 𝑥𝑛). Then 
by (4), we obtain: 
𝑝(𝑥𝑛 , 𝑥𝑛+1) = 𝑝(𝐹(𝑥𝑛−1, 𝑦𝑛−1), 𝐹(𝑥𝑛 , 𝑦𝑛))
≤ 𝑎1𝑝(𝑥𝑛−1 , 𝑥𝑛) + 𝑎2𝑝(𝑦𝑛−1, 𝑦𝑛) + 𝑎3𝑝(𝐹(𝑥𝑛−1, 𝑦𝑛−1), 𝑥𝑛−1)
+𝑎4𝑝(𝐹(𝑥𝑛 , 𝑦𝑛), 𝑥𝑛) + 𝑎5𝑝(𝐹(𝑥𝑛−1, 𝑦𝑛−1), 𝑥𝑛)
+𝑎6𝑝(𝐹(𝑥𝑛 , 𝑦𝑛), 𝑥𝑛−1)
= 𝑎1𝑝(𝑥𝑛−1 , 𝑥𝑛) + 𝑎2𝑝(𝑦𝑛−1, 𝑦𝑛) + 𝑎3𝑝(𝑥𝑛 , 𝑥𝑛−1)
+𝑎4𝑝(𝑥𝑛+1, 𝑥𝑛) + 𝑎5𝑝(𝑥𝑛 , 𝑥𝑛) + 𝑎6𝑝(𝑥𝑛+1, 𝑥𝑛−1)
≤ 𝑎1𝑝(𝑥𝑛−1 , 𝑥𝑛) + 𝑎2𝑝(𝑦𝑛−1, 𝑦𝑛) + 𝑎3𝑝(𝑥𝑛 , 𝑥𝑛−1)
+𝑎4𝑝(𝑥𝑛+1, 𝑥𝑛) + 𝑎5𝑝(𝑥𝑛 , 𝑥𝑛+1) + 𝑎6𝑝(𝑥𝑛+1, 𝑥𝑛−1)
≤ 𝑎1𝑝(𝑥𝑛−1 , 𝑥𝑛) + 𝑎2𝑝(𝑦𝑛−1, 𝑦𝑛) + 𝑎3𝑝(𝑥𝑛 , 𝑥𝑛−1)
+𝑎4𝑝(𝑥𝑛+1, 𝑥𝑛) + 𝑎5𝑝(𝑥𝑛 , 𝑥𝑛+1)
+𝑎6𝑝(𝑥𝑛+1, 𝑥𝑛) + 𝑎6𝑝(𝑥𝑛 , 𝑥𝑛−1).                                                                                                                            (5)    
 
Similarly, 
𝑝(𝑦𝑛 , 𝑦𝑛+1) ≤ 𝑎1𝑝(𝑦𝑛−1, 𝑦𝑛) + 𝑎2𝑝(𝑥𝑛−1, 𝑥𝑛) + 𝑎3𝑝(𝑦𝑛 , 𝑦𝑛−1)
+𝑎4𝑝(𝑦𝑛+1, 𝑦𝑛) + 𝑎5𝑝(𝑦𝑛 , 𝑦𝑛+1) + 𝑎6𝑝(𝑦𝑛+1, 𝑦𝑛)
+𝑎6𝑝(𝑦𝑛 , 𝑦𝑛−1).                                                                                                                            (6)    
 
Set 
𝑑𝑛 = 𝑝(𝑥𝑛 , 𝑥𝑛+1) + 𝑝(𝑦𝑛 , 𝑦𝑛+1)
≤ 𝑎1𝑝(𝑥𝑛−1 , 𝑥𝑛) + 𝑎2𝑝(𝑦𝑛−1 , 𝑦𝑛) + 𝑎3𝑝(𝑥𝑛 , 𝑥𝑛−1)
+𝑎4𝑝(𝑥𝑛+1, 𝑥𝑛 ) + 𝑎5𝑝(𝑥𝑛 , 𝑥𝑛+1) + 𝑎6𝑝(𝑥𝑛+1, 𝑥𝑛) +
𝑎6𝑝(𝑥𝑛 , 𝑥𝑛−1) + 𝑎1𝑝(𝑦𝑛−1 , 𝑦𝑛) + 𝑎2𝑝(𝑥𝑛−1 , 𝑥𝑛)
+𝑎3𝑝(𝑦𝑛 , 𝑦𝑛−1) + 𝑎4𝑝(𝑦𝑛+1, 𝑦𝑛) + 𝑎5𝑝(𝑦𝑛 , 𝑦𝑛+1)
+𝑎6𝑝(𝑦𝑛+1, 𝑦𝑛) + 𝑎6𝑝(𝑦𝑛 , 𝑦𝑛−1)
= (𝑎1 + 𝑎2 + 𝑎3 + 𝑎6)𝑝(𝑥𝑛 , 𝑥𝑛−1)
+(𝑎1 + 𝑎2 + 𝑎3 + 𝑎6)𝑝(𝑦𝑛 , 𝑦𝑛−1)
+(𝑎4 + 𝑎5 + 𝑎6)𝑝(𝑥𝑛 , 𝑥𝑛+1)





(1 − 𝑎4 − 𝑎5 − 𝑎6)[𝑝(𝑥𝑛 , 𝑥𝑛+1) + 𝑝(𝑦𝑛 , 𝑦𝑛+1)]
≤ (𝑎1 + 𝑎2 + 𝑎3 + 𝑎6)
𝑝(𝑥𝑛 , 𝑥𝑛−1) + (𝑎1 + 𝑎2
+𝑎3 + 𝑎6)𝑝(𝑦𝑛 , 𝑦𝑛−1).                                                                                                                            (8)
 
This implies that 
𝑝(𝑥𝑛 , 𝑥𝑛+1) + 𝑝(𝑦𝑛 , 𝑦𝑛+1) ≤
𝑎1 + 𝑎2 + 𝑎3 + 𝑎6
1 − 𝑎4 − 𝑎5 − 𝑎6
[𝑝(𝑥𝑛 , 𝑥𝑛−1)
+𝑝(𝑦𝑛 , 𝑦𝑛−1)].                                                                                                                                 (9)
 
i.e 𝑑𝑛 ≤ 𝜆𝑑𝑛−1, where 𝜆 =
𝑎1+𝑎2+𝑎3+𝑎6
1−𝑎4−𝑎5−𝑎6
< 1. Conseqquently, for all 𝑛 ∈ 𝑁, we obtain:  
𝑑𝑛 ≤ 𝜆𝑑𝑛−1 + 𝜆
2𝑑𝑛−2 ≤ ⋯ ≤ 𝜆
𝑛𝑑0.                                                                                                                               (10) 
𝑑0 = 0 implies that 𝑝(𝑥0, 𝑥1) + 𝑝(𝑦0, 𝑦1) = 0. Hence, from Remark 1.1, we obtain 𝑥0 = 𝑥1 = 𝐹(𝑥0, 𝑦0) and 𝑦0 = 𝑦1 = 𝐹(𝑦0, 𝑥0), meaning that 
(𝑥0, 𝑦0) is a coupled fixed point of 𝐹. If 𝑑0 > 0, for all 𝑛 ≥ 𝑚, we obtain,in view of (p4) 
𝑝(𝑥𝑛 , 𝑥𝑚 ) ≤ 𝑝(𝑥𝑛 , 𝑥𝑛−1) + 𝑝(𝑥𝑛−1, 𝑥𝑛−2) − 𝑝(𝑥𝑛−1, 𝑥𝑛−1)
+𝑝(𝑥𝑛−2, 𝑥𝑛−3) + 𝑝(𝑥𝑛−3, 𝑥𝑛−4) − 𝑝(𝑥𝑛−3, 𝑥𝑛−3)
+ ⋯ + 𝑝(𝑥𝑚+2, 𝑥𝑚+1) + 𝑝(𝑥𝑚+1, 𝑥𝑚 ) − 𝑝(𝑥𝑚+1, 𝑥𝑚+1)
≤ 𝑝(𝑥𝑛 , 𝑥𝑛−1) + 𝑝(𝑥𝑛−1, 𝑥𝑛−2) + ⋯ + 𝑝(𝑥𝑚+1, 𝑥𝑚 ).                                                                                                                                    (11)
 
Similarly, we obtain 
𝑝(𝑦𝑛 , 𝑦𝑚 ) ≤ 𝑝(𝑦𝑛 , 𝑦𝑛−1) + 𝑝(𝑦𝑛−1 , 𝑦𝑛−2) + ⋯ + 𝑝(𝑦𝑚+1, 𝑦𝑚 ).                                                                    (12) 
Hence, 
𝑝(𝑥𝑛 , 𝑥𝑚 ) + 𝑝(𝑦𝑛 , 𝑦𝑚 ) ≤ 𝑑𝑛−1 + 𝑑𝑛−2 + ⋯ + 𝑑𝑚
≤  𝜆𝑛−2 + 𝜆𝑛−2 + ⋯ + 𝜆𝑚  𝑑0 ≤
𝜆𝑚
1 − 𝜆
𝑑0.                                                                                                                           (13) 
Using the definition of 𝑝𝑠 , we obtain 𝑝𝑠(𝑥, 𝑦) ≤ 2𝑝(𝑥, 𝑦), hence for each 𝑛 ≥ 𝑚  
𝑝𝑠(𝑥𝑛 , 𝑥𝑚 ) + 𝑝
𝑠(𝑦𝑛 , 𝑦𝑚 ) ≤ 2𝑝(𝑥𝑛 , 𝑥𝑚 ) + 2𝑝(𝑦𝑛 , 𝑦𝑚 ) ≤ 2
𝜆𝑚
1−𝜆
𝑑0,                                                            (14) 
this implies that {𝑥𝑛} and {𝑦𝑛} are Cauchy sequences in (𝑋, 𝑝
𝑠), since 𝜆 =
𝑎1+𝑎2+𝑎3+𝑎6
1−𝑎4−𝑎5−𝑎6
< 1. But the PMS (𝑋, 𝑝) is complete, and by Lemma 1.1, 







∗) = 0,                                                                                                                                  (15) 
using Lemma 1.1, we obtain:  





𝑝(𝑥𝑛 , 𝑥𝑛),                                                                                                                        (16) 





𝑝(𝑦𝑛 , 𝑦𝑛).                                                                                                                        (17) 
Using condition (p2) and (10), we obtain:  
𝑝(𝑥𝑛 , 𝑥𝑛) ≤ 𝑝(𝑥𝑛 , 𝑥𝑛+1) ≤ 𝑑𝑛 ≤ 𝜆
𝑛𝑑0.                                                                                                                        (18) 
But 𝜆 ∈ [0,1), by letting 𝑛 → +∞, we obtain lim𝑛→+∞𝑝(𝑥𝑛 , 𝑥𝑛) = 0. Hence,  





𝑝(𝑥𝑛 , 𝑥𝑛) = 0.                                                                                                                        (19) 
Similarly, we obtain:  





𝑝(𝑦𝑛 , 𝑦𝑛) = 0.                                                                                                                        (20) 
Consequently, by (p4) and (4), 
𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) ≤ 𝑝(𝐹(𝑢∗, 𝑣∗), 𝑥𝑛+1) + 𝑝(𝑥𝑛+1, 𝑢
∗) − 𝑝(𝑥𝑛+1, 𝑥𝑛+1)
≤ 𝑝(𝐹(𝑢∗, 𝑣∗), 𝐹(𝑥𝑛 , 𝑦𝑛)) + 𝑝(𝑥𝑛+1, 𝑢
∗)
≤ 𝑎1𝑝(𝑢
∗, 𝑥𝑛) + 𝑎2𝑝(𝑣
∗, 𝑦𝑛) + 𝑎3𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢∗)
+𝑎4𝑝(𝐹(𝑥𝑛 , 𝑦𝑛), 𝑥𝑛) + 𝑎5𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑥𝑛)
+𝑎6𝑝(𝐹(𝑥𝑛 , 𝑦𝑛), 𝑢
∗) + 𝑝(𝑥𝑛+1, 𝑢
∗)
= 𝑎1𝑝(𝑢
∗, 𝑥𝑛) + 𝑎2𝑝(𝑣
∗, 𝑦𝑛) + 𝑎3𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢∗)
+𝑎4𝑝(𝑥𝑛+1, 𝑥𝑛) + 𝑎5𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑥𝑛)
+𝑎6𝑝(𝑥𝑛+1, 𝑢
∗) + 𝑝(𝑥𝑛+1, 𝑢
∗)
≤ 𝑎1𝑝(𝑢
∗, 𝑥𝑛) + 𝑎2𝑝(𝑣
∗, 𝑦𝑛) + 𝑎3𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢∗)
+𝑎4𝑝(𝑥𝑛+1, 𝑥𝑛) + 𝑎4𝑝(𝑢
∗, 𝑥𝑛) + 𝑎5𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢∗)
+𝑎5𝑝(𝑢
∗, 𝑥𝑛) + 𝑎6𝑝(𝑥𝑛+1, 𝑢
∗) + 𝑝(𝑥𝑛+1, 𝑢





Now letting 𝑛 → +∞, and using (16)-(17), we have: 
𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) ≤ 𝑎3𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢∗) + 𝑎5𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢∗)
+(𝑎3 + 𝑎5)𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢∗).                                                                                                                            (22)    
 
From (22), suppose that 𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) ≠ 0, so that we can conclude that 1 ≤ (𝑎3 + 𝑎5) which is a contradiction. Hence 𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢∗) = 0, 
i.e 𝐹(𝑣∗, 𝑢∗) = 𝑣∗. Hence (𝑢∗, 𝑣∗) is a coupled fixed point of 𝐹. Next, we prove the uniqueness of the coupled fixed point of 𝐹. Suppose that 
(𝑢′ , 𝑣′ ) is another coupled fixed point of 𝐹, then, by using (4), 
𝑝(𝑢′ , 𝑢∗) = 𝑝(𝐹(𝑢′ , 𝑣′ ), 𝐹(𝑢∗ , 𝑣∗))
≤ 𝑎1𝑝(𝑢
′ , 𝑢∗) + 𝑎2𝑝(𝑣
′ , 𝑣∗) + 𝑎3𝑝(𝐹(𝑢
′ , 𝑣′ ), 𝑢′ )
+𝑎4𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢∗) + 𝑎5𝑝(𝐹(𝑢
′ , 𝑣′ ), 𝑢∗)
+𝑎6𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢′ )
= 𝑎1𝑝(𝑢
′ , 𝑢∗) + 𝑎2𝑝(𝑣
′ , 𝑣∗) + 𝑎3𝑝(𝑢
′ , 𝑢′ ) + 𝑎4𝑝(𝑢
∗, 𝑢∗) +
𝑎5𝑝(𝑢
′ , 𝑢∗) + 𝑎6𝑝(𝑢
∗, 𝑢′ )
≤ 𝑎1𝑝(𝑢
′ , 𝑢∗) + 𝑎2𝑝(𝑣
′ , 𝑣∗) + 𝑎3𝑝(𝑢
′ , 𝑢∗) + 𝑎4𝑝(𝑢
′ , 𝑢∗)
+𝑎5𝑝(𝑢
′ , 𝑢∗) + 𝑎6𝑝(𝑢
∗, 𝑢′ )                                                                                                                            (23)
 
Similarly,  
𝑝(𝑣′ , 𝑣∗) ≤ 𝑎1𝑝(𝑣
′ , 𝑣∗) + 𝑎2𝑝(𝑢
′ , 𝑢∗) + 𝑎3𝑝(𝑣
′ , 𝑣∗)
+𝑎4𝑝(𝑣
′ , 𝑣∗) + 𝑎5𝑝(𝑣
′ , 𝑣∗) + 𝑎6𝑝(𝑣
∗, 𝑣′ ).                                                                                                                            (24)
 
Hence, 
𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗) ≤ (𝑎1 + 𝑎2 + 𝑎3 + 𝑎4 + 𝑎5 + 𝑎6)[𝑝(𝑢
′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗)]                                       (25)
 
 
But 𝑎1 + 𝑎2 + 𝑎3 + 𝑎4 + 𝑎5 + 2𝑎6 < 1 implies that 𝑎1 + 𝑎2 + 𝑎3 + 𝑎4 + 𝑎5 + 𝑎6 < 1. This implies that 𝑝(𝑢
′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗) = 0, hence 
𝑢∗ = 𝑢′  and 𝑣∗ = 𝑣′ . Hence, 𝐹 has a unique coupled fixed point. ∎ 
Theorem 2.1 lead to the following Corollary: 
Corollary 2.1. Let (𝑋, 𝑝) be a complete partial metric space. Suppose that the mapping 𝐹: 𝑋 × 𝑋 → 𝑋 satisfies the following contractive 
condition for all 𝑥, 𝑦, 𝑢, 𝑣 ∈ 𝑋 
𝑝(𝐹(𝑥, 𝑦), 𝐹(𝑢, 𝑣)) ≤
𝑎1
6
[𝑝(𝑥, 𝑢) + 𝑝(𝑦, 𝑣) + 𝑝(𝐹(𝑥, 𝑦), 𝑥) + 𝑝(𝐹(𝑢, 𝑣), 𝑢)
+𝑝(𝐹(𝑥, 𝑦), 𝑢) + 𝑝(𝐹(𝑢, 𝑣), 𝑥)]                                                                                                                            (26)
 
where 0 ≤ 𝑎1 < 1. Then, 𝐹 has a unique coupled fixed point. 
 Example 2.1. Let 𝑋 = [0, +∞) endowed with the usual partial metric 𝜌 defined by 𝑝: 𝑋 × 𝑋 → [0, +∞) with 𝑝(𝑥, 𝑦) = max{𝑥, 𝑦}. The partial 
metric space (𝑋, 𝑝) is complete because (𝑋, 𝑝𝑠) is complete. Indeed, for any 𝑥, 𝑦 ∈ 𝑋,  
𝑝𝑠(𝑥, 𝑦) = 2𝑝(𝑥, 𝑦) − 𝑝(𝑥, 𝑥) − 𝑝(𝑦, 𝑦) = 2max{𝑥, 𝑦} − (𝑥 + 𝑦) = |𝑥 − 𝑦|,                                                                       (27) 
Thus, (𝑋, 𝑝𝑠) is the Euclidean metric space which is complete. Consider the mapping 𝐹: 𝑋 × 𝑋 → 𝑋 defined by 𝐹(𝑥, 𝑦) =
𝑥+𝑦
12
. For any 
𝑥, 𝑦, 𝑢, 𝑣 ∈ 𝑋, we have 
𝑝(𝐹(𝑥, 𝑦), 𝐹(𝑢, 𝑣)) =
1
12
max{𝑥 + 𝑦, 𝑢 + 𝑣, 𝐹(𝑥, 𝑦) + 𝐹(𝑢, 𝑣), 𝑥 + 𝑢,




[max{𝑥, 𝑢} + max{𝑦, 𝑣} + max{𝐹(𝑥, 𝑦), 𝑥}





[𝑝(𝑥, 𝑢) + 𝑝(𝑦, 𝑣) + 𝑝(𝐹(𝑥, 𝑦), 𝑥)
+𝑝(𝐹(𝑢, 𝑣), 𝑢) + 𝑝(𝐹(𝑥, 𝑦), 𝑢) + 𝑝(𝐹(𝑢, 𝑣), 𝑥)].                                                                (28)    
 
Observe that (28) is the contractive condition (26) with 𝑎1 =
1
2
. Hence by Corollary 2.1, 𝐹 has a unique coupled fixed point, which is (0,0). 
Observe that if the mapping 𝐹: 𝑋 × 𝑋 → 𝑋 is given by 𝐹(𝑥, 𝑦) =
(𝑥+𝑦)
6
, then 𝐹 satisfies the contractive condition (26) for 𝑎1 = 1, i.e  
𝑝 𝐹 𝑥, 𝑦 , 𝐹 𝑢, 𝑣  =
1
6








 𝑝 𝑥, 𝑢 + 𝑝 𝑦, 𝑣 + 𝑝 𝐹 𝑥, 𝑦 , 𝑥 + 𝑝 𝐹 𝑢, 𝑣 , 𝑢 + 𝑝 𝐹 𝑥, 𝑦 , 𝑢 + 𝑝 𝐹 𝑢, 𝑣 , 𝑥                                      
 50 
 
However,  0,0  and  1,1  are both coupled fixed points of 𝐹 under this condition that 𝑎1 = 1. This shows that the condition 𝑎1 < 1 is essentialin 
Corollary 2.1 and Theorem 2.1 to obtain a unique coupled fixed point of 𝐹. 
Remark 2.1. Theorem 2.1 is a unification, an extension and a generalization of Theorem 2.1 [3], Theorem 2.4 [3] and Theorem 2.5 [3]. If 
𝑎3 = 𝑎4 = 𝑎5 = 𝑎6 = 0, then we obtain the results of Theorem 2.1 [3]. If 𝑎1 = 𝑎2 = 𝑎5 = 𝑎6 = 0, then we obtain Theorem 2.4 [3]. If 
𝑎1 = 𝑎2 = 𝑎3 = 𝑎4 = 0, then we obtain Theorem 2.5 [3]. Similarly, Corollary 2.1 extends, unifies and generalizes Corollary 2.2 [3], Corollary 2.6 
[3] and Corollary 2.7 [3]. 
 Theorem 2.2. Let (𝑋, 𝑝) be a complete partial metric space. Suppose that the mapping 𝐹: 𝑋 × 𝑋 → 𝑋 satisfies the following contractive 
condition for all 𝑥, 𝑦, 𝑢, 𝑣 ∈ 𝑋  
𝑝 𝐹 𝑥, 𝑦 , 𝐹 𝑢, 𝑣  ≤ 𝑘ℓ𝑥 ,𝑦 ,𝑢 ,𝑣                                                                                                                                                                                         (29) 
where  
ℓ𝑥 ,𝑦 ,𝑢 ,𝑣 ∈ {𝑝(𝑥, 𝑢), 𝑝(𝑦, 𝑣), 𝑝(𝐹(𝑥, 𝑦), 𝑥), 𝑝(𝐹(𝑢, 𝑣), 𝑢),
𝑝(𝐹(𝑥, 𝑦), 𝑢) + 𝑝(𝐹(𝑢, 𝑣), 𝑥)
2
}                                              (30) 
and 𝑘 ∈ [0,1). Then 𝐹 has a unique coupled fixed point. 
Proof. Choose 𝑥0, 𝑦0 ∈ 𝑋 and set 𝑥1 = 𝐹(𝑥0, 𝑦0) and 𝑦1 = 𝐹(𝑦0, 𝑥0). Continuing this process, set 𝑥𝑛+1 = 𝐹(𝑥𝑛 , 𝑦𝑛) and 𝑦𝑛+1 = 𝐹(𝑦𝑛 , 𝑥𝑛). Then 
by (29) and (p2) we obtain: 
𝑝(𝑥𝑛 , 𝑥𝑛+1) = 𝑝(𝐹(𝑥𝑛−1, 𝑦𝑛−1), 𝐹(𝑥𝑛 , 𝑦𝑛)) ≤ 𝑘ℓ𝑥 ,𝑦 ,𝑢 ,𝑣  
where 
ℓ𝑥 ,𝑦 ,𝑢 ,𝑣 ∈ {𝑝(𝑥𝑛−1, 𝑥𝑛), 𝑝(𝑦𝑛−1 , 𝑦𝑛), 𝑝(𝐹(𝑥𝑛−1, 𝑦𝑛−1), 𝑥𝑛−1),
𝑝(𝐹(𝑥𝑛 , 𝑦𝑛), 𝑥𝑛),
𝑝(𝐹(𝑥𝑛−1, 𝑦𝑛−1), 𝑥𝑛) + 𝑝(𝐹(𝑥𝑛 , 𝑦𝑛), 𝑥𝑛−1)
2
}
= {𝑝(𝑥𝑛−1, 𝑥𝑛), 𝑝(𝑦𝑛−1 , 𝑦𝑛), 𝑝(𝑥𝑛 , 𝑥𝑛−1), 𝑝(𝑥𝑛+1, 𝑥𝑛),
𝑝(𝑥𝑛 , 𝑥𝑛) + 𝑝(𝑥𝑛+1 , 𝑥𝑛−1)
2
}
≤ {𝑝(𝑥𝑛−1, 𝑥𝑛), 𝑝(𝑦𝑛−1 , 𝑦𝑛), 𝑝(𝑥𝑛 , 𝑥𝑛−1), 𝑝(𝑥𝑛+1, 𝑥𝑛),
𝑝(𝑥𝑛 , 𝑥𝑛+1) + 𝑝(𝑥𝑛+1 , 𝑥𝑛−1)
2
}
≤ {𝑝(𝑥𝑛−1, 𝑥𝑛), 𝑝(𝑦𝑛−1 , 𝑦𝑛), 𝑝(𝑥𝑛 , 𝑥𝑛−1), 𝑝(𝑥𝑛+1, 𝑥𝑛),
𝑝(𝑥𝑛 , 𝑥𝑛+1) + 𝑝(𝑥𝑛+1 , 𝑥𝑛) + 𝑝(𝑥𝑛 , 𝑥𝑛−1)
2




𝑝(𝑦𝑛 , 𝑦𝑛+1) = 𝑝(𝐹(𝑦𝑛−1, 𝑥𝑛−1), 𝐹(𝑦𝑛 , 𝑥𝑛)) ≤ 𝑘ℓ𝑥 ,𝑦 ,𝑢 ,𝑣                                                                                                                           (32) 
where 
ℓ𝑥, 𝑦, 𝑢, 𝑣 ∈ {𝑝(𝑦𝑛−1 , 𝑦𝑛), 𝑝(𝑥𝑛−1, 𝑥𝑛), 𝑝(𝑦𝑛 , 𝑦𝑛−1), 𝑝(𝑦𝑛+1, 𝑦𝑛),
𝑝(𝑦𝑛 , 𝑦𝑛+1) + 𝑝(𝑦𝑛+1, 𝑦𝑛) + 𝑝(𝑦𝑛 , 𝑦𝑛−1)
2
}                                                                                                                               (33)
 
Set 𝑑𝑛 = 𝑝(𝑥𝑛 , 𝑥𝑛+1) + 𝑝(𝑦𝑛 , 𝑦𝑛+1). 
Case 1. If ℓ𝑥 ,𝑦 ,𝑢 ,𝑣 = 𝑝(𝑥𝑛−1, 𝑥𝑛) + 𝑝(𝑦𝑛−1, 𝑦𝑛), then 𝑑𝑛 ≤ 𝑝(𝑥𝑛−1, 𝑥𝑛) + 𝑝(𝑦𝑛−1 , 𝑦𝑛) = 𝑑𝑛−1 ≤ 𝑘𝑑𝑛−1 . Hence, (29) is satisfied. 
Case 2. If ℓ𝑥 ,𝑦 ,𝑢 ,𝑣 = 𝑝(𝑥𝑛+1, 𝑥𝑛) + 𝑝(𝑦𝑛+1, 𝑦𝑛),  then 𝑑𝑛 = 𝑝(𝑥𝑛+1, 𝑥𝑛) + 𝑝(𝑦𝑛+1, 𝑦𝑛) ≤ 𝑘𝑑𝑛 . Hence, (29) is satisfied. 
Case 3. If ℓ𝑥 ,𝑦 ,𝑢 ,𝑣 =
𝑝(𝑥𝑛 ,𝑥𝑛+1)+𝑝(𝑥𝑛+1 ,𝑥𝑛 )+𝑝(𝑥𝑛 ,𝑥𝑛−1)
2
+




𝑝(𝑥𝑛 , 𝑥𝑛+1) + 𝑝(𝑥𝑛+1, 𝑥𝑛) + 𝑝(𝑥𝑛 , 𝑥𝑛−1)
2
+
𝑝(𝑦𝑛 , 𝑦𝑛+1) + 𝑝(𝑦𝑛+1, 𝑦𝑛) + 𝑝(𝑦𝑛 , 𝑦𝑛−1)
2
=
2𝑝(𝑥𝑛+1, 𝑥𝑛) + 𝑝(𝑥𝑛 , 𝑥𝑛−1)
2
+
2𝑝(𝑦𝑛+1, 𝑦𝑛) + 𝑝(𝑦𝑛 , 𝑦𝑛−1)
2
≤ 𝑝(𝑥𝑛 , 𝑥𝑛+1) +
𝑝 𝑥𝑛 , 𝑥𝑛−1 
2
+ 𝑝(𝑦𝑛 , 𝑦𝑛+1) +
𝑝 𝑦𝑛 , 𝑦𝑛−1 
2
.                                                                                                                                (34)
 






, this implies that 0 ≤ 𝑝(𝑥𝑛 , 𝑥𝑛−1) + 𝑝(𝑦𝑛 , 𝑦𝑛−1) = 𝑑𝑛−1. Hence (29) is satisfied in all 
cases.  
Conseqquently, for all 𝑛 ∈ 𝑁, we obtain:  
 
𝑑𝑛 ≤ 𝑘𝑑𝑛−1 + 𝑘
2𝑑𝑛−2 ≤ ⋯ ≤ 𝑘
𝑛𝑑0.                                                                                                                          (35) 
 51 
 
𝑑0 = 0 implies that 𝑝(𝑥0, 𝑥1) + 𝑝(𝑦0, 𝑦1) = 0. Hence, from Remark 1.1, we obtain 𝑥0 = 𝑥1 = 𝐹(𝑥0, 𝑦0) and 𝑦0 = 𝑦1 = 𝐹(𝑦0, 𝑥0), meaning that 
(𝑥0, 𝑦0) is a coupled fixed point of 𝐹. If 𝑑0 > 0, for all 𝑛 ≥ 𝑚, we obtain,in view of (p4) 
𝑝(𝑥𝑛 , 𝑥𝑚 ) ≤ 𝑝(𝑥𝑛 , 𝑥𝑛−1) + 𝑝(𝑥𝑛−1, 𝑥𝑛−2) − 𝑝(𝑥𝑛−1, 𝑥𝑛−1)
+𝑝(𝑥𝑛−2 , 𝑥𝑛−3) + 𝑝(𝑥𝑛−3 , 𝑥𝑛−4) − 𝑝(𝑥𝑛−3 , 𝑥𝑛−3)
+ ⋯ + 𝑝(𝑥𝑚+2, 𝑥𝑚+1) + 𝑝(𝑥𝑚+1, 𝑥𝑚 ) − 𝑝(𝑥𝑚+1 , 𝑥𝑚+1)
≤ 𝑝(𝑥𝑛 , 𝑥𝑛−1) + 𝑝(𝑥𝑛−1, 𝑥𝑛−2) + ⋯ + 𝑝(𝑥𝑚+1, 𝑥𝑚 ).                                                                                                                                       (36)
 
 
Similarly, we obtain: 
𝑝(𝑦𝑛 , 𝑦𝑚 ) ≤ 𝑝(𝑦𝑛 , 𝑦𝑛−1) + 𝑝(𝑦𝑛−1, 𝑦𝑛−2) + ⋯ + 𝑝(𝑦𝑚+1 , 𝑦𝑚 ).                                                                         (37) 
Hence, 
𝑝(𝑥𝑛 , 𝑥𝑚 ) + 𝑝(𝑦𝑛 , 𝑦𝑚 ) ≤ 𝑑𝑛−1 + 𝑑𝑛−2 + ⋯ + 𝑑𝑚




𝑑0.                                                                                                                                           (38) 
 
 
Using the definition of 𝑝𝑠 , we obtain 𝑝𝑠(𝑥, 𝑦) ≤ 2𝑝(𝑥, 𝑦), hence for each 𝑛 ≥ 𝑚  
𝑝𝑠(𝑥𝑛 , 𝑥𝑚 ) + 𝑝
𝑠(𝑦𝑛 , 𝑦𝑚 ) ≤ 2𝑝(𝑥𝑛 , 𝑥𝑚 ) + 2𝑝(𝑦𝑛 , 𝑦𝑚 ) ≤ 2
𝑘𝑚
1−𝑘
𝑑0,                                                              (39) 
this implies that {𝑥𝑛} and {𝑦𝑛} are Cauchy sequences in (𝑋, 𝑝
𝑠), since 𝑘 ∈ [0,1). 







∗) = 0,                                                                                                                          (40) 
using Lemma 1.1, we obtain:  





𝑝(𝑥𝑛 , 𝑥𝑛),                                                                                                                          (41) 
 





𝑝(𝑦𝑛 , 𝑦𝑛).                                                                                                                          (42) 
Using condition (p2) and (35), we obtain:  
𝑝(𝑥𝑛 , 𝑥𝑛) ≤ 𝑝(𝑥𝑛 , 𝑥𝑛+1) ≤ 𝑑𝑛 ≤ 𝜆
𝑛𝑑0.                                                                                                                          (43) 
But 𝜆 ∈ [0,1), by letting 𝑛 → +∞, we obtain lim𝑛→+∞𝑝(𝑥𝑛 , 𝑥𝑛) = 0. Hence,  





𝑝(𝑥𝑛 , 𝑥𝑛) = 0.                                                                                                                          (44) 
Similarly, we obtain:  





𝑝(𝑦𝑛 , 𝑦𝑛) = 0.                                                                                                                          (45) 
Hence, by using (29) and (p4), we obtain: 
𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) ≤ 𝑝(𝐹(𝑢∗, 𝑣∗), 𝑥𝑛+1) + 𝑝(𝑥𝑛+1, 𝑢
∗) − 𝑝(𝑥𝑛+1, 𝑥𝑛+1)
≤ 𝑝(𝐹(𝑢∗, 𝑣∗), 𝐹(𝑥𝑛 , 𝑦𝑛)) + 𝑝(𝑥𝑛+1, 𝑢
∗)
≤ 𝑘ℓ𝑥𝑛 ,𝑦𝑛 ,𝑢∗,𝑣∗ + 𝑝(𝑥𝑛+1, 𝑢
∗),                                                                                                                                      (46)
 
where 
ℓ𝑥𝑛 ,𝑦𝑛 ,𝑢∗,𝑣∗ ∈ {𝑝(𝑢
∗ , 𝑥𝑛 ), 𝑝(𝑣
∗, 𝑦𝑛), 𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢∗),
𝑝(𝐹(𝑥𝑛 , 𝑦𝑛), 𝑥𝑛),








𝑝 𝐹 𝑢∗, 𝑣∗ , 𝑥𝑛 + 𝑝 𝑥𝑛+1 , 𝑢
∗ 
2
}.                                                                                                                      (47)
 
We now consider the following cases: 
𝐶𝑎𝑠𝑒    10 . If ℓ𝑥𝑛 ,𝑦𝑛 ,𝑢∗,𝑣∗ = 𝑝(𝑢
∗, 𝑥𝑛), then from (46) we obtain:  
𝑝(𝐹(𝑢∗ , 𝑣∗), 𝑢∗) ≤ 𝑘𝑝(𝑢∗, 𝑥𝑛) + 𝑝(𝑥𝑛+1, 𝑢
∗).                                                                                                                          (48) 
By letting 𝑛 → +∞ and using (44)-(45), we obtain 𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) = 0. 
𝐶𝑎𝑠𝑒    20 . If ℓ𝑥𝑛 ,𝑦𝑛 ,𝑢∗,𝑣∗ = 𝑝(𝑣
∗, 𝑦𝑛), then from (46), we obtain:  
𝑝(𝐹(𝑢∗ , 𝑣∗), 𝑢∗) ≤ 𝑘𝑝(𝑣∗ , 𝑦𝑛) + 𝑝(𝑥𝑛+1 , 𝑢
∗).                                                                                                                          (49) 
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By letting 𝑛 → +∞ and using (44)-(45), we obtain 𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) = 0. 
𝐶𝑎𝑠𝑒    30 . If ℓ𝑥𝑛 ,𝑦𝑛 ,𝑢∗,𝑣∗ = 𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢∗), then from (46), we obtain:  
𝑝(𝐹(𝑢∗ , 𝑣∗), 𝑢∗) ≤ 𝑘𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) + 𝑝(𝑥𝑛+1 , 𝑢
∗).                                                                                                                          (50) 
By letting 𝑛 → +∞ and using (44), we obtain:  
𝑝(𝐹(𝑢∗ , 𝑣∗), 𝑢∗) ≤ 𝑘𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗).                                                                                                                          (51) 
From (51), we can obtain a contradiction if we assume that 𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) ≠ 0, this implies that 1 ≤ 𝑘 which ultimately gives a contradiction, 
hence 𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) = 0. 
𝐶𝑎𝑠𝑒    40 . If ℓ𝑥𝑛 ,𝑦𝑛 ,𝑢∗,𝑣∗ = 𝑝(𝑥𝑛+1, 𝑥𝑛), then from (46), we obtain: 
𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) ≤ 𝑘𝑝(𝑥𝑛+1, 𝑥𝑛) + 𝑝(𝑥𝑛+1, 𝑢
∗)
≤ 𝑘𝑝(𝑥𝑛+1, 𝑢
∗) + 𝑘𝑝(𝑢∗ , 𝑥𝑛 ) + 𝑝(𝑥𝑛+1, 𝑢
∗).                                                                                                                                     (52)
 
By letting 𝑛 → +∞ and using (44)-(45), we obtain 𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) = 0. 




, then from (46), we have: 
𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) ≤ 𝑘[
𝑝(𝐹(𝑢∗, 𝑣∗), 𝑥𝑛) + 𝑝(𝑥𝑛+1, 𝑢
∗)
2














∗).                                                                                                                                      (53)
 
By letting 𝑛 → +∞ and using (44)-(45), we obtain  
𝑝(𝐹(𝑢∗ , 𝑣∗), 𝑢∗) ≤ 𝑘(
𝑝(𝐹(𝑢∗,𝑣∗),𝑢∗)
2
).                                                                                                                          (54) 




Hence in all cases, we have 𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) = 0, that is 𝐹(𝑢∗, 𝑣∗) = 𝑢∗. 
Similarly, we obtain 𝐹(𝑣∗, 𝑢∗) = 𝑣∗, this means that (𝑢∗, 𝑣∗) is a coupled fixed point of 𝐹. Next, we prove that the coupled fixed point of 𝐹 is 
unique. Suppose that (𝑢′ , 𝑣′ ) is another coupled fixed point of 𝐹, then, in view of (29), we have: 
𝑝(𝑢′ , 𝑢∗) = 𝑝(𝐹(𝑢′ , 𝑣′ ), 𝐹(𝑢∗, 𝑣∗))
≤ 𝑘ℓ𝑢 ′ ,𝑢∗ .                                                                                                                                                                (55)
 
where, 
ℓ𝑢 ′ ,𝑢∗ ∈ {𝑝(𝑢
′ , 𝑢∗), 𝑝(𝑣′ , 𝑣∗), 𝑝(𝐹(𝑢′ , 𝑣′ ), 𝑢′ ), 𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗),
𝑝(𝐹(𝑢′ , 𝑣′ ), 𝑢∗) + 𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢′ )
2
}.                                                                                                                           (56)
 
Similarly, 
𝑝(𝑣′ , 𝑣∗) = 𝑝(𝐹(𝑣′ , 𝑢′ ), 𝐹(𝑣∗, 𝑢∗))
≤ 𝑘ℓ𝑣 ′ ,𝑣∗                                                                                                                                                 (57)
 
where, 
ℓ𝑣 ′ ,𝑣∗ ∈ {𝑝(𝑣
′ , 𝑣∗), 𝑝(𝑢′ , 𝑢∗), 𝑝(𝐹(𝑣′ , 𝑢′ ), 𝑣′ ), 𝑝(𝐹(𝑣∗, 𝑢∗), 𝑣∗),
𝑝(𝐹(𝑣′ , 𝑢′ ), 𝑣∗) + 𝑝(𝐹(𝑣∗, 𝑢∗), 𝑣′ )
2
}.                                                                                                                                        (58)
 
Adding (55) and (57), we obtain 𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗).  
We now consider the following cases: 
𝐶𝑎𝑠𝑒    11 . If ℓ𝑢 ′ ,𝑢∗ = 𝑝(𝑢
′ , 𝑢∗), ℓ𝑣 ′ ,𝑣∗ = 𝑝(𝑣
′ , 𝑣∗) then from (55) and (57), we obtain: 
𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗) ≤ 𝑘[𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗)].                                                                                                                                                                        (59)  
But 𝑘 ∈ [0,1), implies that 𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗) = 0. Hence, 𝑢∗ = 𝑢′  and 𝑣∗ = 𝑣′ . 
𝐶𝑎𝑠𝑒    21 . If ℓ𝑢 ′ ,𝑢∗ = 𝑝(𝑣
′ , 𝑣∗), ℓ𝑣 ′ ,𝑣∗ = 𝑝(𝑢
′ , 𝑢∗), then from (55) and (57), we obtain: 
𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗) ≤ 𝑘[𝑝(𝑣′ , 𝑣∗) + 𝑝(𝑢′ , 𝑢∗)].                                                                                                                                                                        (60)   
But 𝑘 ∈ [0,1), implies that 𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗) = 0. Hence, 𝑢∗ = 𝑢′  and 𝑣∗ = 𝑣′ . 
𝐶𝑎𝑠𝑒    31 . If ℓ𝑢 ′ ,𝑢∗ = 𝑝(𝐹(𝑢
′ , 𝑣′ ), 𝑢′ ), ℓ𝑣 ′ ,𝑣∗ = 𝑝(𝐹(𝑣
′ , 𝑢′ ), 𝑣′ ), then we have 
𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗) ≤ 𝑘[𝑝(𝐹(𝑢′ , 𝑣′ ), 𝑢′ ) + 𝑝(𝐹(𝑣′ , 𝑢′ ), 𝑣′ )]
= 𝑘[𝑝(𝑢′ , 𝑢′ ) + 𝑝(𝑣′ , 𝑣′ )]




But 𝑘 ∈ [0,1), implies that 𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗) = 0. Hence, 𝑢∗ = 𝑢′  and 𝑣∗ = 𝑣′ . 
 
𝐶𝑎𝑠𝑒    41 . If ℓ𝑢 ′ ,𝑢∗ = 𝑝(𝐹(𝑢
∗, 𝑣∗), 𝑢∗), ℓ𝑣 ′ ,𝑣∗ = 𝑝(𝐹(𝑣
∗, 𝑢∗), 𝑣∗), then we have 
𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗) ≤ 𝑘[𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢∗) + 𝑝(𝐹(𝑣∗ , 𝑢∗), 𝑣∗)]
= 𝑘[𝑝(𝑢∗, 𝑢∗) + 𝑝(𝑣∗, 𝑣∗)]
≤ 𝑘[𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗)].                                                                                                                                     (62)
 
But 𝑘 ∈ [0,1), implies that 𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗) = 0. Hence, 𝑢∗ = 𝑢′  and 𝑣∗ = 𝑣′ . 
𝐶𝑎𝑠𝑒    51 . If 
ℓ𝑢 ′ ,𝑢∗ =
𝑝(𝐹(𝑢 ′ ,𝑣 ′ ),𝑢∗)+𝑝(𝐹(𝑢∗,𝑣∗),𝑢 ′ )
2
, ℓ𝑣 ′ ,𝑣∗ =
𝑝(𝐹(𝑣 ′ ,𝑢 ′ ),𝑣∗)+𝑝(𝐹(𝑣∗,𝑢∗),𝑣 ′ )
2
, then we obtain: 
𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗) ≤ 𝑘[
𝑝(𝐹(𝑢′ , 𝑣′ ), 𝑢∗) + 𝑝(𝐹(𝑢∗, 𝑣∗), 𝑢′ )
2
+




𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑢∗, 𝑢′ )
2
+
𝑝(𝑣′ , 𝑣∗) + 𝑝(𝑣∗, 𝑣′ )
2
]
= 𝑘[𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗)]                                                                                                                                      (63)
 
But 𝑘 ∈ [0,1), implies that 𝑝(𝑢′ , 𝑢∗) + 𝑝(𝑣′ , 𝑣∗) = 0. Hence, 𝑢∗ = 𝑢′  and 𝑣∗ = 𝑣′ . 
Hence, in all cases, we have established that 𝑢∗ = 𝑢′  and 𝑣∗ = 𝑣′ . Hence (𝑢∗, 𝑣∗) is a unique coupled fixed point of 𝐹.  
Remark 2.2. Theorem 2.2 is a unification, an extension and a generalization of the results of [12]. Since [12, Theorem 2.2], [12, Corollary 2.3], 
[12, Theorem 2.6], [12, Corollary 2.7] and [12, Corollary 2.8] are all special cases of Theorem 2.2. 
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