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CONFORMAL METRICS WITH PRESCRIBED FRACTIONAL
SCALAR CURVATURE ON CONFORMAL INFINITIES
WITH POSITIVE FRACTIONAL YAMABE CONSTANTS
SEUNGHYEOK KIM
Abstract. Let (X, g+) be an asymptotically hyperbolic manifold with conformal infinity
(M, [hˆ]). Our primary aim is to introduce the prescribed fractional scalar curvature problem
on M and to provide its solutions under various geometric conditions on X and M . We also
deduce the existence results for the fractional Yamabe problem in the end-point cases, e.g.,
n = 3, γ = 1
2
and M is non-umbilic, etc. Finally, we prove that all solutions we find here
are smooth on M .
1. Introduction
The main objective of this paper is to introduce and to examine the prescribed fractional
scalar curvature problem. It is the nonlocal version of the prescribed scalar curvature problem
which has been served as one of the central problems in conformal geometry.
Suppose that Xn+1 is an (n + 1)-dimensional smooth manifold with boundary Mn and ρ
is a defining function for M , namely, a function in X satisfying
ρ > 0 in X, ρ = 0 on M and dρ 6= 0 on M.
We say that a metric g+ in X is conformally compact if there is a defining function ρ such that
g¯ := ρ2g+ is a smooth compact metric on the closure X of X. If [hˆ] denotes the conformal
class of the metric hˆ = g¯|M onM , then (M, [hˆ]) is called the conformal infinity of the manifold
X. An asymptotically hyperbolic manifold is a conformally compact manifold such that all
sectional curvatures tend to -1 as a point approaches to M .
Assume that (X, g+) is conformally compact and Einstein. It is called Poincare´-Einstein
and known to be a special example of asymptotically hyperbolic manifolds. In [25], Graham
and Zworski introduced the fractional conformal Laplacian P γ [g+, hˆ] on the conformal in-
finity (M, [hˆ]) for n > 2γ. It is a pseudo-differential operator which satisfies the conformal
covariance property
P γ [g+, w
4
n−2γ hˆ]u = w−
n+2γ
n−2γ P γ [g+, hˆ](wu) (1.1)
for all u,w ∈ C∞(M) such that w > 0 on M , and
σ(P γ [g+, hˆ]) = σ((−∆hˆ))
γ) (1.2)
where σ denotes the principal symbol and (−∆hˆ)
γ is the fractional power of the Laplace-
Beltrami operator on M . If γ = 1 or 2, it agrees with the classical conformal Laplacian and
the Paneitz operator, respectively. More generally, it is the same as the GJMS operator [24]
for each γ ∈ N, constructed via the ambient metric. For general asymptotically hyperbolic
manifolds, the fractional conformal Laplacians on their conformal infinities can be still defined
as in Joshi and Sa´ Barreto [33] or Guillarmou [26]; see also [40, 11, 22].
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Set the fractional scalar curvature (or γ-scalar curvature) by Qγ [g+, hˆ] := P γ [g+, hˆ](1). If
(X, g+) is Poincare´-Einstein and γ = 1 or 2, then it is nothing but the scalar curvature or
Branson’s Q-curvature up to a constant multiple, respectively. In this paper, we study the
prescribed fractional scalar curvature problem (or the prescribed γ-scalar curvature problem)
for γ ∈ (0, 1), which addresses:
Given a smooth function f on the boundaryM , can one find a metric hˆ0 ∈ [hˆ] onM whose
γ-scalar curvature Qγ [g+, hˆ0] is f?
By virtue of (1.1), solving this problem is equivalent to looking for a solution to the equation
P γ [g+, hˆ]u = fu
n+2γ
n−2γ and u > 0 on (Mn, hˆ) (1.3)
provided that n > 2γ.
This type of the problems dates back to at least the work of Kazdan and Warner in 1970s.
In [34], they proved that for a compact manifold Mn with n ≥ 3, a smooth function f that is
somewhere negative on M can be a scalar curvature, and every smooth function f can be a
scalar curvature if and only if M admits a metric whose scalar curvature is positive. To get
these results, they attempted to make use of (1.3) with γ = 1. Unfortunately, there exists
a function f such that the equation does not have a solution. To resolve this obstacle, they
introduced an auxiliary diffeomorphism ϕ on M and replaced the right-hand side of (1.3)
with (f ◦ ϕ)u
n+2γ
n−2γ . This idea gives additional flexibility for the existence of u.
Later, by studying the associated constrained minimization problem to (1.3) with γ = 1,
Escobar and Schoen [19] proved that (1.3) with γ = 1 has a solution if (M, hˆ) is a locally
conformally flat compact manifold whose scalar curvature R[hˆ] is positive and fundamental
group is non-trivial, f is a function positive somewhere on M , and it achieves a global
maximum point at which ∇kf = 0 for k = 1, · · · , n− 2. They also considered when a locally
conformally flat manifold M has the vanishing scalar curvature. Using a similar idea, Aubin
and Hebey [5] and Hebey and Vaugon [28] studied when the Weyl tensor is not entirely zero
on M .
For a smooth compact Riemannian manifold (X
n+1
, g¯) with boundary (Mn, hˆ), Escobar
[18] introduced the prescribed mean curvature problem, which is deeply related to (1.3) with
γ = 12 , and solved it under various geometric settings. For instance, if X has the positive
Sobolev quotient, then one can find a solution provided that either
- f is positive somewhere on M and achieves a global maximum at a non-umbilic point
y where
−∆hˆf(y)
f(y)
< c‖II−Hhˆ‖2
hˆ
(y)
for some sufficiently small constant c > 0; or
- X is locally conformally flat but not conformally diffeomorphic to the Euclidean ball,
M is umbilic, f is a function positive somewhere on M , and it achieves a global
maximum point at which ∇kf = 0 for k = 1, · · · , n− 1.
In the above, II is the second fundamental form on (M, hˆ) ⊂ (X, g¯), H is the mean curvature
and ‖ · ‖hˆ is the tensor norm.
As we will see, our theorems provide extensions of the above mentioned results, which cover
all γ ∈ (0, 1) and most of situations such that the fractional Yamabe constant Λγ(M, [hˆ]),
which will be defined in (2.10), is positive.
If (X, g+) is the Poincare´ ball and its conformal infinity (Mn, hˆ) is the standard sphere, Eq.
(1.3) is said to be the fractional Nirenberg problem. By means of the stereographic projection,
it is reduced to the problem
(−∆)γu = fu
n+2γ
n−2γ and u > 0 on Rn. (1.4)
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For γ ∈ (0, 1), by employing the Caffarelli-Silvestre extension [7], Jin et al. [29] showed that
the solution set of (1.4) is compact if f is positive somewhere on Rn and has flatness order
greater than n − 2γ at each critical point1. Also, in [30], they deduced an existence result
by applying the compactness theorem of [29] and the degree counting argument; compare
this with our Theorem 1.6, especially, paying attention to the flatness order of f . On the
other hand, the authors in [1, 13] obtained some existence criterions involving a topological
condition on the level set of f , by establishing Euler-Hopf type index formulae. Furthermore,
Abdelhedi et al. [2] dealt with the case when the flatness order of f is in (1, n − 2γ]. For
γ ∈ (0, n2 ), Jin et al. [31] recently extended the results of [29, 30] by analyzing (1.4) through
its integral representations instead of appealing the extension theorem.
If f is a constant on M , we call (1.3) the fractional Yamabe problem (or the γ-Yamabe
problem). As in the classical case γ = 1, if M is the standard sphere, the solution set of (1.3)
or (1.4) with f = 1 consists of the bubbles wλ,σ defined in (2.14); refer to [29, Theorem 1.8] for
its proof. Their scaling invariance induces the loss of compactness of the Sobolev embedding
Hγ(Ω) →֒ L
2n
n−2γ (Ω) on a smooth bounded domain Ω. For general manifolds and γ ∈ (0, 1),
(1.3) has been investigated by several researchers [22, 23, 35, 39, 16] and most of cases are
covered up to now. Also, Qing and Raske [41] studied it assuming that γ ∈ [1, n2 ) and M is
locally conformally flat manifold with positive Yamabe constant and Poincare´ exponent less
than n−2γ2 .
The next theorem describes the result of Kim et al. [35], which generalizes the pioneering
works of Gonza´lez and Qing [22] and Gonza´lez and Wang [23].
Theorem A (Kim, Musso, Wei [35]). Assume that the first L2(X)-eigenvalue λ1(−∆g+) of
the Laplace-Beltrami operator −∆g+ satisfies
λ1(−∆g+) >
n2
4
− γ2. (1.5)
Suppose also that ρ is the geodesic defining function in (X, g+) associated to (M, hˆ), which is
a unique defining function splitting the metric g¯ = ρ2g+ into dρ2 + hρ near M with a family
of metrics {hρ}ρ on M such that h0 = hˆ. If one of the following conditions
(a) n ≥ 2, γ ∈ (0, 12) and the boundary (M, hˆ) of (X, g¯) has a point at which the mean
curvature H is negative;
(b) n ≥ 4, γ ∈ (0, 1), (M, hˆ) is the non-umbilic boundary of (X, g¯) and
R[g+] + n(n+ 1) = o(ρ2) as ρ→ 0 uniformly on M (1.6)
where R[g+] denotes the scalar curvature of (X, g+);
(c) n > 3 + 2γ, γ ∈ (0, 1), (M, hˆ) is the umbilic boundary of (X, g¯) such that a covariant
derivative Rρρ;ρ[g¯] of the component Rρρ[g¯] of the Ricci tensor on (X, g¯) is negative
somewhere on M , and (1.6) holds;
(d) n > 4 + 2γ, γ ∈ (0, 1), (M, hˆ) is the umbilic non-locally conformally flat boundary of
(X, g¯) and
R[g+] + n(n+ 1) = o(ρ4) as ρ→ 0 uniformly on M (1.7)
is satisfied, then the γ-Yamabe problem is solvable.
Remark 1.1. For the precise meaning of the solvability of the γ-Yamabe problem, refer to
Theorem 1.8 below. We have two additional remarks on the previous theorem.
(1) The sign of H or Rρρ;ρ[g¯] at a given point on M is intrinsic, namely, independent of the
choice of a representative of the conformal class [hˆ] on M . The proof of this fact is given in
1A function f ∈ C(M) is said to have flatness order grater than d > 0 at a point y ∈ M , if for some
local coordinate system x¯ = (x1, · · · , xn) of M centered at y, there exists a neighborhood N of 0 such that
f(x¯) = f(0) + o(|x¯|d) in N .
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[22, Lemma 2.3] and [23, Lemma 2.3], respectively. On the other hand, if (1.6) is valid, then
H = 0 on M . Refer to our Lemma 2.6.
(2) Our condition (1.7) on (d) is weaker than the corresponding one in [35, (1.19)]. In fact,
one can prove [35, Lemma 3.2] by employing (1.7) only, while the argument presented in [35]
requires [35, (1.19)]. See Lemma 2.7 for details.
The first main theorem of this paper deals with the existence of positive solutions to (1.3)
provided that one of the geometric assumptions (a), (b), (c) and (d) in Theorem A is valid
and the function f has a suitable behavior.
Theorem 1.2. Assume that (1.5) holds, Λγ(M, [hˆ]) > 0 and f is a smooth function positive
somewhere on M . If one of the following conditions
(A) condition (a) holds;
(B) condition (b) holds, f achieves a global maximum point at a nonumbilic point y of
M and
−∆hˆf(y)
f(y)
< c1n,γ‖II‖
2
hˆ
(y) (1.8)
for some constant c1n,γ > 0 depending only on n and γ;
(C) condition (c) holds, f achieves a global maximum point at y ∈M , −∆hˆf(y) = 0 and
Rρρ;ρ[g¯](y) < 0;
(D) condition (d) holds, f achieves a global maximum point at a non-locally conformally
flat point y of M ,
−∆hˆf(y) = 0 and
−(−∆hˆ)
2f(y)
f(y)
< c2n,γ‖W‖
2
hˆ
(y) (1.9)
for some constant c2n,γ > 0 depending only on n and γ
is satisfied, then the prescribed γ-scalar curvature problem (1.3) is solvable. Here
- Λγ(M, [hˆ]) > 0 is the fractional Yamabe constant whose definition is introduced in
(2.10);
- −∆hˆ is the Laplace-Beltrami operator on (M, hˆ), a positive semi-definite operator;
- II is the second fundamental form on (M, hˆ) ⊂ (X, g¯) and ‖II‖hˆ is its 2-tensor norm;
- W is the (0, 4) Weyl tensor on (M, hˆ) and ‖W‖hˆ is its 4-tensor norm.
Remark 1.3. For the precise meaning of the solvability of the γ-scalar curvature problem,
refer to Theorem 1.8 below. We have two additional remarks on the previous theorem.
(1) Clearly, it holds that −∆hˆf(y) ≥ 0 for any local maximum point y ∈M of f .
(2) In (4.4) and (4.9), we present explicit values of the positive constants c1n,γ and c
2
n,γ . It is
interesting to know if the suggested values are somehow optimal.
In fact, we can extend the above theorems to the end-point case. First, inspired by the
works of Marques [38] and Almaraz [3] for the boundary Yamabe problem, we can prove the
following result on the 12 -Yamabe problem. It validates the expectation in Remarks 1.2 (4)
and 1.4 (3) of [35].
Theorem B. Suppose that γ = 12 and (1.5) is valid. If one of the following conditions
(b′) n = 3, (M, hˆ) is the non-umbilic boundary of (X, g¯) and (1.6) holds;
(c′) n = 4, (M, hˆ) is the umbilic boundary of (X, g¯), Rρρ;ρ[g¯] is negative at some point on
M and (1.6) holds;
(d′) n = 5, (M, hˆ) is the umbilic non-locally conformally flat boundary of (X, g¯) and (1.7)
holds
is satisfied, then the γ-Yamabe problem is solvable.
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Unlike the boundary Yamabe problem, the 12 -Yamabe problem allows us to choose a metric
only on the conformal infinity M . Theorem B confirms that the decay assumptions on the
scalar curvature R[g+] given as (1.6) and (1.7) take away the difference of these problems.
Based on the previous theorem, we are able to deduce the following result.
Theorem 1.4. Assume that γ = 12 , (1.5) holds, Λ
γ(M, [hˆ]) > 0 and f is a smooth function
positive somewhere on M . If one of the following conditions
(B′) condition (b′) holds and f achieves a global maximum point at a nonumbilic point y
of M ;
(C′) condition (c′) holds, f achieves a global maximum point at y ∈M , −∆hˆf(y) = 0 and
Rρρ;ρ[g¯](y) < 0;
(D′) condition (d′) holds, f achieves a global maximum point at a non-locally conformally
flat point y of M and −∆hˆf(y) = 0
is satisfied, then the prescribed γ-scalar curvature problem (1.3) is solvable.
Remark 1.5. Our proof for the above theorem also produces analogous results to (B), (B′),
(D) and (D′) for the prescribed mean curvature problem, which extend the work of Escobar
[18]. In [18, Theorem 3.3], the result corresponding to (B) was obtained for the prescribed
mean curvature problem under the additional assumption that n ≥ 6. It is notable that
maxM f = 1 is implicitly assumed in condition (3.20) of [18].
For the classical prescribed scalar curvature problem, which corresponds to γ = 1, an
analogous result to (D) was obtained by Aubin and Hebey [5]. Our method gives the way
to compute the explicit value of c2n,1, which was not treated in their paper. See Hebey and
Vaugon [28] for further investigation in this direction.
Suppose now that (X, g+) is Poincare´-Einstein and (M, hˆ) is locally conformally flat2. Let
ρ be the geodesic defining function in X associated to (M, hˆ). In [35, Proposition 1.5], it was
shown that for each y ∈M , there exists the Green’s function G(·, y) on X \ {y} which solves−divg¯(ρ
1−2γ∇G(·, y)) + E(ρ)G(·, y) = 0 in (X, g¯),
∂γνG(·, y) := −κγ
(
lim
ρ→0+
ρ1−2γ
∂G(·, y)
∂ρ
)
= δy on M
in the distribution sense where κγ :=
22γΓ(γ)
2Γ(1−γ) > 0 and δy is the Dirac measure at y. Consult
Proposition A below for the motivation of the definition of our Green’s function. Moreover,
it was shown in [39, Corollary 6.1] that the Green’s function can be written as
G(x, y) = gn,γ dg¯(x, y)
−(n−2γ) +A+Ψ(dg¯(x, y)) (1.10)
for any x ∈ X near y ∈M , where gn,γ > 0 is a suitable normalizing constant, A ∈ R and Ψ
is a function in R satisfying
|Ψ(t)| ≤ C|t|min{1,2γ} and |Ψ′(t)| ≤ C|t|min{0,2γ−1}
for t small. Under a technical condition A > 0, we can deduce the following theorem.
Theorem 1.6. Suppose that γ ∈ (0, 1), (1.5) holds, (X, g+) is a Poincare´-Einstein manifold,
Λγ(M, [hˆ]) > 0 and f is a smooth function positive somewhere on M . Assume also that the
constant A in (1.10) is positive. If one of the following conditions
(E) n > 2γ, (M, hˆ) is locally conformally flat, f achieves a global maximum y ∈ M and
it has flatness order greater than n− 2γ at y; or
(E′) n = 2, f achieves a global maximum y ∈ M and it has flatness order greater than
2− 2γ at y
is satisfied, then the prescribed γ-scalar curvature problem (1.3) is solvable.
2Recall that all 2-dimensional Riemannian manifolds are locally conformally flat.
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Remark 1.7. (1) Suppose that γ = 1 and either n ≤ 7 or M is locally conformally flat. In
this situation, the positive mass theorem of Schoen and Yau [42, 43] implies that A ≥ 0, and
the condition A > 0 holds if and only if M is not conformally equivalent to the standard
sphere Sn. Currently, formulating and proving an analogue of the positive mass theorem for
the case γ ∈ (0, 1) is left as a challenging open problem.
(2) Condition (E′) is automatically satisfied if n = 2 and γ ∈ [12 , 1).
(3) The flatness condition on f in (E) and (E′) corresponds to the results of Jin, Li and Xiong
[29, Theorems 1.2, 1.3] for the fractional Nirenberg problem on the standard n-dimensional
unit sphere.
The proof of Theorems 1.2, 1.4, 1.6 and B is based on the constrained minimization
technique and the Chang-Gonza´lez extension theorem stated in Proposition A. In particular,
the statement in the above theorems that ‘the γ-Yamabe problem or the prescribed γ-scalar
curvature problem is solvable’ actually means the existence of a weak solution to the equation
−divg¯(ρ
1−2γ∇U) + E(ρ)U = 0 in (X, g¯),
U > 0 in X, U = u on M,
∂γνU = −κγ
(
lim
ρ→0+
ρ1−2γ
∂U
∂ρ
)
= fu
n+2γ
n−2γ on M
(1.11)
that belongs the weighted Sobolev spaceH1,2(X; ρ1−2γ), a space defined in the next paragraph
to Proposition A. The following regularity theorem assures that it is a classical solution to
(1.3) under the general condition H = 0 on M .
Theorem 1.8. Suppose that γ ∈ (0, 1), (1.5) holds, Λγ(M, [hˆ]) > 0, f ∈ C∞(M) and
the mean curvature H on (M, hˆ) ⊂ (X, g¯) vanishes. Then the trace u on M of each weak
solution U ∈ H1,2(X; ρ1−2γ) to (1.11) is contained in the space C∞(M) and so solves (1.3)
in a classical sense.
This result has been regarded to be true since the study on the fractional Yamabe problem was
initiated. See, for example, [22, Proposition 3.2]. However, we need to pay more attention to it
since the component g¯(n+1)(n+1) of our metric g¯ on X may not be constant; compare with the
settings of [6, 29, 20, 8] where regularity results of nonlocal problems were obtained. Indeed,
due to this fact, the equation of a difference quotient of U with respect to a tangential direction
to M (see (5.2)) may have an inhomogeneous term involving the normal derivative ∂ρU of U ,
which is not easy to handle directly. To bypass this issue, we shall pick a representative of
the conformal class [hˆ] on M such that the exponential map at some point is a local volume
preserving map, whose existence is guaranteed by Cao [9] and Gu¨nther [27]. Then it will
suffice to control ρ∂ρU instead of ∂ρU , which is a rather simple task owing to the scaling
property of (1.11).
The paper is organized as follows. In Section 2, we introduce background materials such as
the Chang-Gonza´lez extension theorem, the weighted Sobolev space H1,2(X; ρ1−2γ) and the
fractional Yamabe constant Λγ(M, [hˆ]). In Sections 3 and 4, we derive a sufficient condition to
ensure the existence of a solution to (1.3) and describe several situations when the condition
holds, proving Theorems 1.2, 1.4 and 1.6. Section 5 is devoted to regularity of solutions to
(1.3), and especially, the proof of Theorem 1.8. Finally, in Appendix A, we prove Theorem
B by employing various arguments from the papers [22, 35, 38, 3] on the fractional and
boundary Yamabe problem.
Notations.
- We use 2∗ := n+2γn−2γ and Einstein summation convention throughout the paper.
- We always assume that 1 ≤ i, j, k, l ≤ n and 1 ≤ a, b ≤ N := n+ 1.
- C > 0 is a generic constant which can vary from line to line.
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- For any x ∈ RN+ and r > 0, we set by B
N (x, r) the N -dimensional open ball of radius r and
center x, and BN+ (x, r) = B
N (x, r) ∩ RN+ .
- Let Cα(Ω) = C⌊α⌋,α−⌊α⌋(Ω) for a number 0 < α /∈ N and a subset Ω of Rn. Here ⌊α⌋
denotes the largest integer that does not exceed α.
2. Preliminaries
2.1. Extension results, functional spaces and the fractional Yamabe constant. Let
n > 2γ, γ ∈ (0, 1), (Xn+1, g+) be an asymptotically hyperbolic manifold, (Mn, [hˆ]) its confor-
mal infinity and ρ a geodesic defining function of (M, hˆ). Then g¯ = ρ2g+ becomes a smooth
metric on X. We also write P γ [g+, hˆ] to denote the fractional conformal Laplacian on (M, hˆ).
Since the metric g+ in X is always fixed, we will use a simplified notation P γ
hˆ
= P γ [g+, hˆ].
We first recall the local interpretation of the operator P γ
hˆ
. To this end, we need to introduce
a space
D :=
{
U = u+ vρ2γ + o(ρ2γ) ∈ C∞(X) ∩ C0(X) : u, v ∈ C∞(M)
}
. (2.1)
Proposition A (Chang, Gonza´lez [11]). Let H be the mean curvature on (M, hˆ) ⊂ (X, g¯).
Define
E(ρ) = ρ−1−s(−∆g+ − s(n− s))ρ
n−s in X where s :=
n
2
+ γ.
Then it can be shown to be
E(ρ) = −
(
n− 2γ
2
)(
∂ρ
√
|g¯|√
|g¯|
)
ρ−2γ in M × (0, r0) (2.2)
for some small r0 > 0; refer to [15, Remark 2.2] for its derivation. Suppose that (1.5) holds,
H = 0 on M for γ ∈ (12 , 1) and a function u ∈ C
∞(M) is given.
(1) Let U ∈ D be a solution to{
−divg¯(ρ
1−2γ∇U) + E(ρ)U = 0 in (X, g¯),
U = u on M
(2.3)
whose unique existence is guaranteed in [33, 25, 11]. Then it holds that
∂γνU = −κγ
(
lim
ρ→0+
ρ1−2γ
∂U
∂ρ
)
=

P γ
hˆ
u for γ ∈ (0, 1) \
{
1
2
}
,
P γ
hˆ
u−
(
n− 1
2
)
Hu for γ =
1
2
.
(2.4)
(2) There is a defining function ρ∗ such that
E(ρ∗) = 0 in X and ρ∗(ρ) = ρ(1 +O(ρ2γ)) near M, (2.5)
which is called adaptive. In addition, if we denote U˜ = (ρ/ρ∗)
n−2γ
2 U ∈ D, then it solves
−divg¯∗
(
(ρ∗)1−2γ∇U˜
)
= 0 in (X, g¯∗),
∂γν U˜ = −κγ
(
lim
ρ∗→0+
(ρ∗)1−2γ
∂U˜
∂ρ∗
)
= P γ
hˆ
u−Qγ
hˆ
u on M
(2.6)
where g¯∗ := (ρ∗)2g+ and Qγ
hˆ
is the fractional scalar curvature.
Define the weighted Sobolev space H1,2(X; ρ1−2γ) with weight ρ1−2γ as the completion of
the space D in (2.1) with respect to the norm
‖U‖H1,2(X;ρ1−2γ ) :=
(∫
X
ρ1−2γ(|∇U |2g¯ + U
2)dvg¯
) 1
2
. (2.7)
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By (2.5), H1,2(X; (ρ∗)1−2γ) is a Hilbert space equivalent to H1,2(X; ρ1−2γ).
In addition, for any element U ∈ H1,2(X; ρ1−2γ), we set the energy Iγ(U) associated to
(2.3) and (2.4) by
Iγ(U)
=

κγ
∫
X(ρ
1−2γ |∇U |2g¯ + E(ρ)U
2)dvg¯ for γ ∈ (0, 1) \
{
1
2
}
,
κγ
∫
X(ρ
1−2γ |∇U |2g¯ + E(ρ)U
2)dvg¯ +
(
n− 1
2
)∫
M HU
2dvhˆ for γ =
1
2
,
(2.8)
and the energy Jγ(U) associated to (2.6) by
Jγ(U) = κγ
∫
X
(ρ∗)1−2γ |∇U |2g¯ dvg¯ +
∫
M
Qγ
hˆ
U2dvhˆ. (2.9)
Let Hγ(M) be the fractional Sobolev space realized as the space of the traces of functions in
H1,2(X; ρ1−2γ). Then it holds that Hγ(M) →֒ L2
∗+1(M) and the fractional Yamabe constant
Λγ(M, [hˆ]) = inf
u∈Hγ(M)\{0}
∫
M uP
γ
hˆ
udvhˆ
(
∫
M |u|
2∗+1dvhˆ)
n−2γ
n
(2.10)
is well-defined. If we also set
Λ
γ
(X, [hˆ]) = inf
U∈H1,2(X;ρ1−2γ )\{0}
Iγ(U)
(
∫
M |U |
2∗+1dvhˆ)
n−2γ
n
(2.11)
and
Λ˜γ(X, [hˆ]) = inf
U∈H1,2(X;ρ1−2γ )\{0}
Jγ(U)
(
∫
M |U |
2∗+1dvhˆ)
n−2γ
n
,
then the result of Case [10] shows that
Λγ(M, [hˆ]) = Λ
γ
(X, [hˆ]) = Λ˜γ(X, [hˆ]) > −∞ (2.12)
under the validity of (1.5). We remark that only Poincare´-Einstein manifolds were treated
in [10], but the arguments in it can be generalized to arbitrary asymptotically hyperbolic
manifolds as far as it holds that H = 0 for γ ∈ (12 , 1).
Fix any γ ∈ (0, 1) \ {12} and assume that (M, [hˆ]) is a conformal infinity with positive
fractional Yamabe constant. In the remaining part of this subsection, we briefly explain how
to extend the operator P γ
hˆ
: C∞(M)→ C∞(M) to P γ
hˆ
: Hγ(M)→ H−γ(M) := (Hγ(M))∗.
Lemma 2.1. If γ ∈ (0, 1)\{12}, (1.5) holds, Λ
γ(M, [hˆ]) > 0, and H = 0 on M for γ ∈ (12 , 1),
then Iγ(U) ≥ 0 for all U ∈ H1,2(X; ρ1−2γ). Furthermore, ‖U‖∗ :=
√
Iγ(U) serves as an
equivalent norm to the standard H1,2(X; ρ1−2γ)-norm introduced in (2.7).
Proof. The first claim trivially comes from (2.11) and (2.12). The proof of the second claim
can be found in [12, Lemma 3.4]. 
Lemma 2.2. Given γ ∈ (0, 1) \ {12}, the operator P
γ
hˆ
: Hγ(M) → H−γ(M) is well-defined
and bounded. Moreover, if (1.5) holds, Λγ(M, [hˆ]) > 0, and H = 0 on M for γ ∈ (12 , 1), then
for any u ∈ Hγ(M), there exists a unique function U ∈ H1,2(X; ρ1−2γ) such that (2.3) and
(2.4) are valid in weak sense.
Proof. Given any fixed element u0 ∈ H
γ(M), let {um}m∈N ⊂ C
∞(M) such that um → u0 in
Hγ(M). For each v ∈ Hγ(M), we define∫
M
(P γ
hˆ
u0)v dvhˆ := limm→∞
∫
M
(P γ
hˆ
um)v dvhˆ.
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Then (1.2) tells us that it is well-defined and in fact independent of a choice of {um}m∈N.
Also, P γ
hˆ
: Hγ(M)→ H−γ(M) is clearly bounded.
For each um ∈ C
∞(M), let Um ∈ D be a unique solution to (2.3). We get from Lemma
2.1 that
C‖Um‖
2
H1,2(X;ρ1−2γ ) ≤ I
γ(Um) =
∫
M
(P γ
hˆ
um)umdvhˆ ≤ C sup
m∈N
‖um‖
2
Hγ (M) <∞.
Therefore, Um ⇀ U0 in H
1,2(X; ρ1−2γ) for some U0 ∈ H
1,2(X; ρ1−2γ). It is plain to verify
that U0 weakly solves (2.3) and (2.4) with u = u0. The uniqueness of U0 again results from
Lemma 2.1. 
It is notable that the conformal covariance property (1.1) still holds for all u ∈ Hγ(M).
2.2. Bubbles. Let N = n + 1, RN+ = {(x¯, xN ) : x¯ ∈ R
n, xN > 0} and H˙
1,2(RN+ ;x
1−2γ
N ) be
the homogeneous weighted Sobolev space with weight x1−2γN , i.e., the completion of the space
C∞c (R
N
+ ) with respect to norm
‖U‖
H˙1,2(RN+ ;x
1−2γ
N )
:=
(∫
RN+
x1−2γN |∇U(x¯, xN )|
2dx
) 1
2
.
As can be seen in [22, Proposition 1.3], there exists the optimal constant Sn,γ > 0 depending
only on n ∈ N and γ ∈ (0, 1) such that
‖U(·, 0)‖2L2∗+1(Rn) ≤ Sn,γ‖U‖
2
H˙1,2(RN+ ;x
1−2γ
N )
(2.13)
for any function U ∈ H˙1,2(RN+ ;x
1−2γ
N ).
Given any λ > 0 and σ ∈ Rn = ∂RN , let wλ,σ be a function on R
n defined by
wλ,σ(x¯) := αn,γ
(
λ
λ2 + |x¯− σ|2
)n−2γ
2
where αn,γ := 2
n−2γ
2
[
Γ(n+2γ2 )
Γ(n−2γ2 )
]n−2γ
4γ
(2.14)
and Wλ,σ the unique solution in H˙
1,2(RN+ ;x
1−2γ
N ) of the equation{
−div(x1−2γN ∇Wλ,σ) = 0 in R
N
+ ,
Wλ,σ = wλ,σ on R
n.
(2.15)
Then
∂γνWλ,σ := −κγ
(
lim
xN→0+
x1−2γN
∂Wλ,σ
∂xN
)
= (−∆)γwλ,σ = w
2∗
λ,σ on R
n
(see [7]) and the equality of (2.13) is attained by U = cWλ,σ for any c > 0, λ > 0 and σ ∈ R
n.
If γ = 12 , the function Wλ,σ can be explicitly written as
Wλ,σ(x) = αn, 1
2
(
λ
(λ+ xN )2 + |x¯− σ|2
)n−1
2
for x = (x¯, xN ) ∈ R
N
+ . (2.16)
Throughout the paper, we call either wλ,σ or Wλ,σ a bubble.
It can be easily checked that Wλ,0(·, xN ) is radially symmetric for each xN > 0. Moreover,
an immediate consequence of (2.12) and (2.13) is that
Λ
γ
(HN , [hˆc]) = S
−1
n,γκγ =
(∫
Rn
w2
∗+1
λ,σ dx¯
)2γ
n
(2.17)
where (HN , g+ =
dx¯2+dx2N
x2N
) is the Poincare´ half-space model and hˆc := x
2
Ng
+|Rn = dx¯
2.
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2.3. Results on the metric. Let us recall the expansion of the metric g¯ on X near the
boundary M . Its proof can be found in Escobar [17, Lemma 3.1].
Lemma 2.3. Given any point y ∈ M , let x = (x¯, xN ) ∈ R
N
+ be the Fermi coordinate on X
around y. Then it holds that
g¯ij(x) = δij + 2IIijxN +
1
3
Rikjl[hˆ]xkxl + g¯
ij
,NkxNxk + (3IIikIIkj +RiNjN [g¯])x
2
N +O(|x|
3)
and√
|g¯|(x) = 1− nHxN +
1
2
(
n2H2 − ‖II‖2 −RNN [g¯]
)
x2N − nH,ixixN −
1
6
Rij [hˆ]xixj +O(|x|
3)
for x ∈ BN+ (0, r1) with r1 > 0 small. Here 1 ≤ i, j, k, l ≤ n,
- II is the second fundamental form on (M, hˆ) ⊂ (X, g¯) and ‖II‖2 = g¯ikg¯jlIIijIIkl;
- H is the mean curvature on M , that is, the average of the diagonal component of II;
- Rikjl[hˆ] and RiNjN [g¯] are components of the full Riemannian curvature tensors on
(M, hˆ) and (X, g¯), respectively;
- Rij [hˆ] and RNN [g¯] are components of the Ricci tensors on (M, hˆ) and (X, g¯), respec-
tively.
Commas mean partial derivatives and all the coefficients are computed at y.
Remark 2.4. In general, it holds that |E(ρ)| ≤ Cρ−2γ in X for some C > 0, so the energy
functionals Iγ(U) or Jγ(U) in (2.8) and (2.9) are well-defined for all U ∈ H1,2(X; ρ1−2γ) and
γ ∈ (0, 12); see the proof of [15, Lemma 3.1]. Because the coefficient of xixjxN contains H,ij,
one of xixjxkxN contains H,ijk and so on, if H = 0 on M , then we have that |∂ρ
√
|g¯|| ≤ Cρ
in X. Owing to (2.2), this in turn implies that |E(ρ)| ≤ Cρ1−2γ in X, and Iγ(U) and Jγ(U)
are well-defined for all U ∈ H1,2(X; ρ1−2γ) and γ ∈ (0, 1).
We also have the following higher order expansion of the metric g¯ due to Marques [38].
Lemma 2.5. Given y ∈ M , let x = (x¯, xN ) ∈ R
N
+ be the Fermi coordinate on X around y.
If II = II;i = II;ij = II;ijk = 0 at y, it holds that√
|g¯|(x) = 1−
1
12
Rij;k[hˆ]xixjxk −
1
2
RNN ;i[g¯]x
2
Nxi −
1
6
RNN ;N [g¯]x
3
N
−
1
20
(
1
2
Rij;kl[hˆ] +
1
9
Rmiqj [hˆ]Rmkql[hˆ]
)
xixjxkxl −
1
4
RNN ;ij[g¯]x
2
Nxixj
−
1
6
RNN ;Ni[g¯]x
3
Nxi −
1
24
[
RNN ;NN [g¯] + 2(RiNjN [g¯])
2
]
x4N +O(|x|
5)
and
g¯ij(x) = δij +
1
3
Rikjl[hˆ]xkxl +RiNjN [g¯]x
2
N +
1
6
Rikjl;m[hˆ]xkxlxm +RiNjN ;k[g¯]x
2
Nxk
+
1
3
RiNjN ;N [g¯]x
3
N +
(
1
20
Rikjl;mq[hˆ] +
1
15
Riksl[hˆ]Rjmsq[hˆ]
)
xkxlxmxq
+
(
1
2
RiNjN ;kl[g¯] +
1
3
Symij(Riksl[hˆ]RsNjN [g¯])
)
x2Nxkxl +
1
3
RiNjN ;kN [g¯]x
3
Nxk
+
1
12
(RiNjN ;NN [g¯] + 8RiNsN [g¯]RsNjN [g¯]) x
4
N +O(|x|
5)
for x ∈ BN+ (0, r1). Here 1 ≤ i, j, k, l,m, q ≤ n, semicolons mean covariant derivatives and
every tensor is computed at y.
The next lemmas explain how to choose a good conformal metric hˆ on M and to control
extrinsic quantities such as the mean curvature H or the second fundamental form II on M
with the help of conditions (1.6) or (1.7).
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Lemma 2.6. Suppose that (XN , g+) is an asymptotically hyperbolic manifold with conformal
infinity (M, [hˆ]). If (1.6) holds, then there exist a representative hˆ0 ∈ [hˆ], the geodesic
boundary defining function ρ0 associated to hˆ0 and g¯0 = ρ
2
0g
+ such that
H = 0 on M, Rij [hˆ0](y) = 0 and Rρ0ρ0 [g¯0](y) =
1− 2n
2(n− 1)
‖II0(y)‖
2 (2.18)
for a fixed point y ∈M , where II0 is the second fundamental form on (M, hˆ0) ⊂ (X, g¯0).
Proof. The proof can be found in [35, Lemma 2.4]. 
The next lemma is a slight generalization of [35, Lemma 3.2] in that the decay condition
of R[g+] is relieved compared to that of [35].
Lemma 2.7. For n ≥ 3, let (XN , g+) be an asymptotically hyperbolic manifold such that
the conformal infinity (Mn, [hˆ]) is umbilic. If (1.7) holds, then there exist a representative
hˆ0 ∈ [hˆ], the geodesic boundary defining function ρ0 (= xN near M) associated to hˆ0 and the
metric g¯0 = ρ
2
0g
+ such that (2.18) is true and
(1) SymijkRij;k[hˆ0](y) = 0, Symijkl
(
Rij;kl[hˆ0] +
2
9
Rmiqj [hˆ0]Rmkql[hˆ0]
)
(y) = 0,
(2) II = 0 on M , RNN ;N [g¯0](y) = RaN [g¯0](y) = 0,
(3) R;ii[g¯0](y) = −
n‖W0(y)‖
2
6(n− 1)
, RNN ;ii[g¯0](y) = −
‖W0(y)‖
2
12(n − 1)
,
(4) RiNjN [g¯0](y) = Rij [g¯0](y), RNN ;NN [g¯0](y) =
3
2n
R;NN [g¯0](y)− 2(Rij [g¯0](y))
2,
(5) RiNjN ;ij[g¯0](y) =
(
3− n
2n
)
R;NN [g¯0](y)− (Rij [g¯0](y))
2 −
‖W0(y)‖
2
12(n− 1)
for a fixed point y ∈M , where ‖W0‖ is the norm of the Weyl tensor W0 := W [hˆ0] of (M, hˆ0).
Proof. Fix y ∈ M . In view of the previous lemma and the existence of a conformal normal
coordinate [36, Theorem 5.2], see also [9, 27], we may assume that the metric hˆ0 onM satisfies
(2.18) and (1) in the statement. Then we see from the umbilicity of M and Lemma 2.5 that
II(y) = 0 and that (1.7) is equivalent to
2n
[
−RNN [g¯0]−RNN ;i[g¯0]xi −
1
2
RNN ;N [g¯0]xN −
1
2
RNN ;ij[g¯0]xixj
−
1
2
RNN ;Ni[g¯0]xNxi +
{
1
2
(RNN [g¯0])
2 −
1
6
RNN ;NN [g¯0]−
1
3
(RiNjN [g¯0])
2
}
x2N
]
×
(
1 +
1
2
RNN [g¯0]x
2
N
)
+
(
R[g¯0] +R,i[g¯0]xi +R,N [g¯0]xN +
1
2
R,ij[g¯0]xixj +R,iN [g¯0]xixN +
1
2
R,NN [g¯0]x
2
N
)
= o(x2N ) +O(|x|
3)
in the Fermi coordinate on X around y. All tensors here are evaluated at y. Hence the
coefficient of 1, xN , x
2
i and x
2
N in the left-hand side should be 0, which implies
0 = 2nRNN [g¯0] = R[g¯0], nRNN ;N [g¯0] = R;N [g¯0], 2nRNN ;ii[g¯0] = R;ii[g¯0] (2.19)
and
2n
[
RNN ;NN [g¯0] + 2(RiNjN [g¯0])
2
]
= 3R;NN [g¯0] (2.20)
at y. Note that R,aa[g¯0] = R;aa[g¯0] at y for each a = 1, · · · , N .
By the Codazzi equation RijkN [g¯0] = IIik;j− IIjk;i and the second Bianchi identity, it holds
that RiN [g¯0] = 0 and R,N [g¯0] = 2RNN ;N [g¯0] at y. This with the second equality in (2.19)
gives RNN ;N [g¯0] = 0 at y, proving (2).
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Furthermore, the Gauss-Codazzi equation and the proof of [36, Theorem 5.1] lead to
R;ii[g¯0] = 2RNN ;ii[g¯0]−R;ii[hˆ] = 2RNN ;ii[g¯0]−
‖W0‖
2
6
at y. Hence, together with the third equality in (2.19), we deduce (3).
We also have that
Rij [g¯0] = Rikjk[g¯0] +RiNjN [g¯0] = Rij[hˆ0] +RiNjN [g¯0] = RiNjN [g¯0]
at y. Therefore (4) follows from (2.20).
Finally, combining the contracted second Bianchi identity R;NN [g¯0] = 2RaN ;aN [g¯0], the
Ricci identity
RiN ;iN [g¯0]−RiN ;Ni[g¯0] = RaiiN [g¯0]RaN [g¯0] +RaNiN [g¯0]Ria[g¯0] = (Rij [g¯0])
2
and
RiN ;Ni[g¯0] = −RNjjN ;ii[g¯0]−RNjNi;ji[g¯0] = −
‖W0‖
2
12(n − 1)
−RiNjN ;ij[g¯0]
at y, we arrive at (5). The proof is finished. 
3. An existence criterion
3.1. Constraint set and accompanying quantities. Throughout this section, we always
assume that f is a smooth function on M , somewhere positive. One way to search solutions
for (1.3) is to examine the existence of positive solutions to a more general class of problems
P γ
hˆ
u = f |u|β−1u on (Mn, hˆ) (3.1)
for β ∈ (1, 2∗]. Thanks to Proposition A and Lemma 2.2, it can be interpreted as
−divg¯(ρ
1−2γ∇U) + E(ρ)U = 0 in (X, g¯),
U = u on M,
∂γνU = f |u|β−1u on M,
(3.2)
where the last equation should be modified adequately if γ = 12 .
Since f is positive at some point on M , the constraint set
Cβ,f =
{
U ∈ H1,2(X; ρ1−2γ) : U = u on M,
∫
M
f |u|β+1dvhˆ = 1
}
(3.3)
is nonempty. If we set
Θ
γ
(β, f) = inf
U∈Cβ,f (M)
Iγ(U), Θ˜γ(β, f) = inf
U∈Cβ,f (M)
Jγ(U) (3.4)
and
Θγ(β, f) = inf
{∫
M
uP γ
hˆ
u dvhˆ : u ∈ H
γ(M),
∫
M
f |u|β+1dvhˆ = 1
}
(3.5)
where Iγ and Jγ are functionals defined in (2.8) and (2.9), then we have the following relation.
Lemma 3.1. Suppose that (1.5) is valid, H = 0 for γ ∈ (12 , 1), Λ
γ(M, [hˆ]) > 0 and β ∈ (1, 2∗].
Then it holds that
Θγ(β, f) = Θ
γ
(β, f) = Θ˜γ(β, f) ≥ 0.
Proof. By the condition Λγ(M, [hˆ]) > 0, [10, Theorem 1.1] and the density argument,
0 ≤ Θγ(β, f) ≤ min
{
Θ
γ
(β, f), Θ˜γ(β, f)
}
.
Suppose that {um}m∈N ⊂ C
∞(M) is a minimizing sequence of Θγ(β, f). By virtue of
(1.5), for each um, the eigenvalue problem
−∆g+v − s(n− s)v = 0 in X, s :=
n
2
+ γ
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has a solution of the form
vm = Fρ
n−s +Gρs, F,G ∈ C∞(X), F |ρ=0 = um (3.6)
where ρ is the geodesic defining function associated to (M, hˆ); see for instance [40, 33, 25]. In
[11], it is proved that Um := ρ
−(n−s)vm ∈ H
1,2(X; ρ1−2γ) is a solution of (2.3) with u = um
and ∂γνUm = P
γ
hˆ
um on M . Thus, by putting Um in (2.3), we observe
Θ
γ
(β, f) ≤ Iγ(Um) =
∫
M
umP
γ
hˆ
umdvhˆ → Θ
γ(β, f).
Similarly, we have that Θ˜γ(β, f) ≤ Θγ(β, f). This finishes the proof. 
If H = 0 on M and U ∈ Cβ,f achieves the infimum Θ
γ
(β, f), then it solves{
−divg¯(ρ
1−2γ∇U) + E(ρ)U = 0 in (X, g¯),
∂γνU = Θ
γ
(β, f)f |U |β−1U on M
(3.7)
in the weak sense. Since |U | also attains Θ
γ
(β, f), we may assume that 0 ≤ U 6= 0 in X.
Then Remark 5.2 below implies that U is in fact positive in X and Θ
γ
(β, f) > 0; refer also
to the Hopf lemma in [22, Theorem 3.5, Corollary 3.6]. Therefore a constant multiple of U
gives a positive solution of (3.2). In the next subsection, we shall provide a criterion which
guarantees the existence of a minimizer U ∈ Cβ,f .
3.2. Subcritical approximation. The main goal of this subsection is to show
Proposition 3.2. Suppose that (1.5) holds, H = 0 for γ ∈ (12 , 1), Λ
γ(M, [hˆ]) > 0 and f is a
smooth function positive somewhere on M . For any U ∈ C2∗,f , it is valid that(
max
x∈M
f(x)
)n−2γ
n
Θγ(2∗, f) ≤ Λ
γ
(HN , [hˆc]) (3.8)
where Θγ(2∗, f) and Λ
γ
(HN , [hˆc]) are quantities defined in (3.5) and (2.17), respectively.
Moreover, if the strict inequality in (3.8) holds, there exists a function U2∗ ∈ C2∗,f attaining
Θ
γ
(2∗, f). It can be chosen to be positive on X, and so it gives a weak solution to (1.11).
Remark 3.3. (1) Escobar and Schoen [19], and Escobar [18] gave the proof of the above result
for γ = 1 and 12 , which is rather sketchy. Aubin [4] also proved it provided that γ = 1 and f
is positive everywhere on M .
(2) Setting f = 1 recovers the solvability criterion for the fractional Yamabe problem, which
appeared firstly in Gonza´lez and Qing [22, Theorem 1.4]. Our argument is a bit more com-
plicated than that of [22], because we allow the situation that f attains a negative value. See
the proof of Lemmas 3.6 and 3.7 below.
(3) Suppose that
−∞ < Λ
γ
(X, [hˆ]) < Λ
γ
(HN , [hˆc]) (3.9)
holds, which is the case when one of the conditions (a)-(d) in Theorem A is true. Then there
exists a small number ǫ > 0 which depends only on the underlying manifold (Xn+1, g+), its
boundary (Mn, [hˆ]) and γ ∈ (0, 1) such that if f is a positive function satisfying supM f ≤
(1+ǫ) infM f , then the strict inequality in (3.8) holds. To verify it, one may estimate Θ˜
γ(2∗, f)
with the constant function (
∫
M fdvhˆ)
−1/(2∗+1) ∈ C2∗,f . This argument was given by Aubin
[4] for γ = 1.
The former part of Proposition 3.2 can be deduced immediately. Assume that there exists
a number r2 > 0 small enough so that for each fixed point y ∈ M , the Fermi coordinate
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around y is well-defined in its (2r2)-geodesic neighborhood in X. Let also χ be a smooth
radial cut-off function in RN+ which satisfies
0 ≤ χ ≤ 1 on RN+ and χ =
{
1 in BN+ (0, 1),
0 outside BN+ (0, 2).
(3.10)
Proof of Proposition 3.2: Derivation of (3.8). We will adapt the proof of [22, Theorem 1.4].
Choose y ∈ M such that f(y) = maxx∈M f(x) > 0 and consider the Fermi coordinate on X
around y, identifying y ∈M with 0 ∈ Rn. If χr2 := χ(·/r2) ∈ C
∞
c (R
N
+ ), then for small ǫ > 0,
0 < µ0 :=
∫
Bn(0,2r2)
f(χr2wǫ,0)
2∗+1
√
|hˆ|dx¯ = f(y)
∫
Rn
w2
∗+1
1,0 dx¯+ o(1)
where o(1)→ 0 as ǫ→ 0. Hence Uǫ := µ
−(2∗+1)
0 χr2Wǫ,0 ∈ C2∗,f , and by (2.17),(
max
x∈M
f(x)
)n−2γ
n
Θ˜γ(2∗, f) ≤ f(y)
n−2γ
n µ
−n−2γ
n
0 κγ
∫
BN+ (0,2r2)
x1−2γN |∇(χr2Wǫ,0)|
2
√
|g¯|dx+ o(1)
=
(∫
Rn
w2
∗+1
1,0 dx¯
) 2γ
n
+ o(1) = Λ
γ
(HN , [hˆc]) + o(1).
Taking ǫ→ 0 and employing Lemma 3.1, we obtain (3.8). 
On the other hand, we need several preliminary lemmas to prove the latter part of Propo-
sition 3.2.
The next result follows from the standard variational argument with the compactness of
the trace operator H1,2(X; ρ1−2γ) →֒ Lβ(M) for β ∈ (2, 2∗ + 1) and the strong maximum
principle given in Remark 5.2. We omit the proof.
Lemma 3.4. Suppose that (1.5) holds, H = 0 for γ ∈ (12 , 1), Λ
γ(M, [hˆ]) > 0 and f is
a smooth function positive somewhere on M . For all β ∈ (1, 2∗), there exists a positive
minimizer U˜β ∈ Cβ,f (M) of Θ˜
γ(β, f), which solves{
−divg¯∗
(
(ρ∗)1−2γ∇U
)
= 0 in (X, g¯∗),
∂γνU = Θ˜γ(β, f)f |U |β−1U −Q
γ
hˆ
U on M ;
(3.11)
refer to (3.3) and (3.4).
The following lemma shows that Θ˜γ(β, f) is upper semi-continuous from the left at β = 2∗.
Note that finiteness of Θ˜γ(2∗, f) is guaranteed by (3.8).
Lemma 3.5. It holds that
lim sup
β→2∗−
Θ˜γ(β, f) ≤ Θ˜γ(2∗, f). (3.12)
Proof. Let D be the function space introduced in (2.1). Observe that for each U ∈ D such
that
∫
M f |U |
β+1dvhˆ > 0, we have
lim sup
β→2∗−
Θ˜γ(β, f) ≤ lim sup
β→2∗−
Jγ(U)(∫
M f |U |
β+1dvhˆ
) 2
β+1
≤
Jγ(U)(∫
M f |U |
2∗+1dvhˆ
)n−2γ
n
.
Taking the infimum over U ∈ D, we deduce the desired inequality (3.12). 
We also need a uniform regularity result on the family of functions U˜β.
Lemma 3.6. Suppose that the assumptions in Lemma 3.4 hold. For each β ∈ (1, 2∗), let
U˜β ∈ Cβ,f(M) be a positive minimizer of Θ˜
γ(β, f). If Λγ(M, [hˆ]) > 0, then there exists a
constant C > 0 and small ε > 0 such that
sup
β∈[2∗−ε,2∗)
‖U˜β‖H1,2(X;ρ1−2γ ) ≤ C and sup
β∈[2∗−ε,2∗)
‖U˜β‖Cα(K) ≤ C (3.13)
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for some α ∈ (0, 1) and K := {y ∈M : f(y) ≤ 0}.
Proof. Let ε > 0 be a sufficiently small number. We see from (2.12) and (3.12) that
Λγ(M, [hˆ])
(∫
M
U˜2
∗+1
β dvhˆ
)n−2γ
n
≤ Jγ(U˜β) = Θ˜
γ(β, f) ≤ 2Θ˜γ(2∗, f) (3.14)
for β ∈ [2∗ − ε, 2∗). Thus∫
X
(ρ∗)1−2γ |∇U˜β|
2
g¯∗dvg¯∗ ≤ 2Θ˜
γ(2∗, f) + ‖Qγ
hˆ
‖L∞(M)
∫
M
U˜2βdvhˆ
and the right-hand side is uniformly bounded in β ∈ [2∗ − ε, 2∗). On the other hand, [15,
Lemma 3.1] implies that the norm(∫
X
(ρ∗)1−2γ |∇U |2g¯∗dvg¯∗ +
∫
M
U2dvhˆ
) 1
2
for U ∈ H1,2(X; ρ1−2γ)
is equivalent to the standard H1,2(X; ρ1−2γ)-norm. As a result, we establish the first inequal-
ity in (3.13).
To deduce the second inequality in (3.13), it suffices to verify that there exists an η-
neighborhood Bη(K) ⊂M of K such that
sup
β∈[2∗−ε,2∗)
‖U˜β‖L∞(Bη(K)) ≤ C. (3.15)
Then together with the De Giorgi-Nash-Moser estimate stated in Lemma 5.1 (2), one can get
the Cα(K)-uniform estimate for {U˜β}β∈[2∗−ε,2∗) for some α ∈ (0, 1).
We will apply the blow-up argument close to the proof of [22, Theorem 1.4]. Suppose that
there exist sequences βm → 2
∗, U˜m := U˜βm and ym ∈ Bη(K) such that
Mm := U˜m(ym) = ‖U˜m‖L∞(Bη(K)) →∞, Θ˜
γ(βm, f)→ Θ˜0 ≤ Θ˜
γ(2∗, f)
and ym → y0 ∈ Bη(K) as m → ∞. Take a Fermi coordinate system around y0, identified
with 0 ∈ RN+ , and define
V˜m(x) =M
−1
m U˜m(δmx¯+ ym, δmxN ) for x = (x¯, xN ) ∈ B
N
+ (0, 2r2/δm)
where δm := M
−βm−1
2γ
m and r2 > 0 is a small number. Let also χr2/δm = χ(δm · /r2) where
χ ∈ C∞c (R
N
+ ) is an arbitrary function such that (3.10) holds. Then Vm := χr2/δm V˜m solves{
−divg¯∗m
(
(ρ∗m)
1−2γ∇Vm
)
= 0 in BN+ (0, r2/δm)
∂γνVm = Θ˜
γ(βm, f)fmV
βm
m − (Q
γ
hˆ
)mδ
2γ
m Vm on B
n(0, r2/δm)
where
g¯∗m(x¯, xN ) := g¯
∗(δmx¯+ ym, δmxN ), ρ
∗
m(x¯, xN ) := ρ
∗(δmx¯+ ym, δmxN ),
and fm and (Q
γ
hˆ
)m are similarly defined. Also,∫
BN+ (0,2r2/δm)
x1−2γN |∇Vm|
2dx ≤ C
∫
BN+ (0,2r2/δm)
x1−2γN
(
|∇V˜m|
2 + |∇χr2/δm |
2V˜ 2m
)
dx
≤ CM
(n−2γ)(βm−1)
2γ
−2
m ‖U˜m‖
2
H1,2(X;ρ1−2γ ) ≤ C0
(3.16)
for some constant C0 > 0 where the exponent of Mm is always negative since βm < 2
∗.
Therefore Vm → V0 strongly in C
α′
loc(R
N
+ ) and weakly H˙
1,2(RN+ ;x
1−2γ
N ) for some nonzero
bounded function V0 and α
′ ∈ (0, 1). It is easy to check that V0 is a solution to{
−div(x1−2γN ∇V0) = 0 in R
N
+ ,
∂γνV0 = Θ˜0f(y0)V
n+2γ
n−2γ
0 on R
n.
(3.17)
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If Θ˜0 = 0 or f(y0) ≤ 0, a contradiction immediately arises since it should hold that V0 = 0 in
RN+ . Suppose that Θ˜0 > 0 and f(y0) > 0. For any δ > 0, one can select small η > 0 so that
f(y) ≤ δ for any y ∈ Bη(K). By the classification theorem [29, Theorem 1.8] of Eq. (3.17),
we know that V1 := (Θ˜0f(y0))
n−2γ
4γ V0 is the bubble Wλ,0 for some λ > 0. Consequently,
C0 ≥ ‖V0‖H˙1,2(RN+ ;x
1−2γ
N )
= (Θ˜0f(y0))
−n−2γ
4γ ‖Wλ,0‖H˙1,2(RN+ ;x
1−2γ
N )
≥
(
Θ˜γ(2∗, f)δ
)−n−2γ
4γ
‖W1,0‖H˙1,2(RN+ ;x
1−2γ
N )
,
which is a contradiction to (3.16) provided δ > 0 small enough. Hence (3.15) is true. 
If Λγ(M, [hˆ]) > 0, we are able to improve Lemma 3.5 by showing the Θ˜γ(β, f) is continuous
from the left at β = 2∗. Unlike the fractional Yamabe problem, it is less clear here due to
the negative part of f .
Lemma 3.7. Under the assumption in Lemma 3.4, we have
lim
β→2∗−
Θ˜γ(β, f) = Θ˜γ(2∗, f).
Proof. Let U˜β ∈ Cβ,f be the positive minimizer of Θ˜
γ(β, f). Then we infer from Ho¨lder’s
inequality and Lemma 3.6 that for any given δ > 0, there exists a small number ε > 0 such
that ∫
M
fU˜2
∗+1
β dvhˆ ≥
∫
M
fU˜β+1β dvhˆ − δ = 1− δ
for all β ∈ [2∗ − ε, 2∗). Therefore we have
Θ˜γ(2∗, f) ≤
Jγ(U)
(
∫
M fU˜
2∗+1
β dvhˆ)
n−2γ
n
≤ (1− δ)−
n−2γ
n Θ˜γ(β, f)
for β ∈ [2∗ − ε, 2∗). Taking δ → 0, we prove the assertion. 
We are now ready to conclude the proof of Proposition 3.2.
Completion of the proof of Proposition 3.2. By (3.13), there exists a nonnegative function
U˜2∗ ∈ H
1,2(X; ρ1−2γ) such that U˜β ⇀ U˜2∗ weakly in H
1,2(X; ρ1−2γ). Thanks to Lemma 5.1
(2), it is not hard to see that U˜2∗ is Ho¨lder continuous on X and solves (3.11) with β = 2
∗.
Besides, by the strong maximum principle in Remark 5.2, we have that U˜2∗ > 0 on X unless
it is trivial.
We claim that U˜2∗ is nonzero provided that the strict inequality in (3.8) holds. As in [32,
Proposition 2.5], one can prove that for any ǫ > 0, there exists A(ǫ) > 0 such that(∫
M
|U |2
∗+1dvhˆ
) 2
2∗+1
≤ (1 + ǫ)Sn,γ
∫
X
(ρ∗)1−2γ |∇U |2g¯∗dvg¯∗ +A(ǫ)
∫
M
U2dvhˆ
for any U ∈ H1,2(X; ρ1−2γ). Since Jγ(U˜β) = Θ˜
γ(β, f), it follows that(∫
M
U˜2
∗+1
β dvhˆ
) 2
2∗+1
≤ (1 + ǫ)Sn,γκ
−1
γ Θ˜
γ(β, f) +A′(ǫ)
∫
M
U˜2βdvhˆ (3.18)
where A′(ǫ) := (Sn,γ + ǫ)κ
−1
γ ‖Q
γ
hˆ
‖L∞(M) + A(ǫ). Meanwhile, we get from U˜β ∈ Cβ,f and
Ho¨lder’s inequality that
1 ≤
(
max
x∈M
f(x)
)
|M |
2∗−β
β+1
(∫
M
U˜2
∗+1
β dvhˆ
) β+1
2∗+1
. (3.19)
Thus, putting (3.18), (3.19), (2.17) and Lemma 3.7 together, we obtain
1− (1 + 2ǫ)
(
max
x∈M
f(x)
)n−2γ
n
Θ˜γ(2∗, f)
(
Λ
γ
(HN , [hˆc])
)−1
≤ C
∫
M
U˜2βdvhˆ
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for β close to 2∗. Now the left-hand side is positive if ǫ > 0 is chosen small enough. Hence
the L2(M)-norm of U˜2∗ , or U˜2∗ itself, is nonzero.
Thanks to the assumption Λγ(M, [hˆ]) > 0 and (3.14), we obtain
Θ˜γ(2∗, f)
∫
M
fU˜2
∗+1
2∗ dvhˆ = J
γ(U˜2∗) ≥ 0 (3.20)
by testing U˜2∗ in (3.11) with β = 2
∗. Thus Lemma 3.1 yields that Θ˜γ(2∗, f) > 0. Notice that
we cannot have that Θ˜γ(2∗, f) = 0, since we would get U˜2∗ = 0 on M if it is so. By reasoning
in the same way, we obtain µ1 :=
∫
M fU˜
2∗+1
2∗ dvhˆ > 0 as well. Using the lower semi-continuity
of Jγ and Lemma 3.7, we see
Θ˜γ(2∗, f)µ1 = J
γ(U˜2∗) ≤ lim inf
β→2∗−
Jγ(U˜β) = lim
β→2∗−
Θ˜γ(β, f) = Θ˜γ(2∗, f),
so µ1 ∈ (0, 1]. Now if we set V = µ
−1/(2∗+1)
1 U˜2∗ ∈ C2∗,f , we deduce from (3.20) that
Θ˜γ(2∗, f) ≤ Jγ(V ) = µ
−n−2γ
n
1 J
γ(U˜2∗) = µ
2γ
n
1 Θ˜
γ(2∗, f).
Therefore µ1 = 1 and U˜2∗ ∈ C2∗,f is a minimizer of Θ˜
γ(2∗, f). Let U2∗ = (ρ
∗/ρ)
n−2γ
2 U˜2∗ > 0
on X. Then it is an element in C2∗,f which attains Θ
γ
(2∗, f) and solves (3.7). In view of the
discussion at the end of Subsection 3.1, the proof is completed. 
4. Existence results
4.1. Proof of Theorems 1.2 and 1.4. In light of Proposition 3.2, we just need to verify that
the strict inequality in (3.8) holds in each situation. As in the previous section, we assume
that for each fixed y ∈M , the Fermi coordinate around y is well-defined in its (2r2)-geodesic
neighborhood on X.
Condition (A). Let χ ∈ C∞c (R
N
+ ) be a cut-off function satisfying (3.10) and χr2 = χ(·/r2).
In [35, Proposition 2.5], it is proved that for sufficiently small ǫ > 0,
Iγ(χr2Wǫ,0) ≤ κγ
∫
RN+
x1−2γN |∇W1,0|
2dx
+ ǫκγH(y)
[
2n2 − 2n+ 1− 4γ2
2(1− 2γ)
] ∫
RN+
x2−2γN |∇W1,0|
2dx+ o(ǫ)
where Iγ is the functional given in (2.8) andWǫ,0 is the bubble defined in terms of Eq. (2.15).
On the other hand, if y ∈M is the maximum point of f , then
f(y)∫
M f(χr2wǫ,0)
2∗+1dvhˆ
=
(∫
Rn
w2
∗+1
1,0 dx¯
)−1
+O(ǫ2).
Combining these two estimates and using Lemma 3.1, we conclude that(
max
x∈M
f(x)
)n−2γ
n
Θγ(2∗, f) =
[
f(y)∫
M f(χr2wǫ,0)
2∗+1dvhˆ
]n−2γ
n
Iγ(χr2Wǫ,0)
< Λ
γ
(HN , [hˆc]).
(4.1)
From Proposition 3.2, we obtain a weak solution to (1.11).
Condition (B). We pick hˆ0 ∈ [hˆ] satisfying (2.18) and define
Ψ1ǫ(x) := C1IIij(y)xixjxNr
−1∂rWǫ,0(x) for x ∈ R
N
+ (4.2)
where 1 ≤ i, j ≤ n, r := |x¯| and C1 ∈ R. Then the computation in the proof of [35,
Proposition 2.8] shows that if we select C1 ∈ R appropriately, then we get
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Iγ(χr2(Wǫ,0 +Ψ1ǫ)) ≤ κγ
∫
RN+
x1−2γN |∇W1,0|
2dx
− ǫ2κγ‖II(y)‖
2M1(n, γ)
∫
RN+
x3−2γN |∇W1,0|
2dx+ o(ǫ2)
with
M1(n, γ) :=
(
1 + γ
3
)[
3n2 + n(16γ2 − 22) + 20(1 − γ2)
8n(n− 1)(1 − γ2)
+
16(n − 1)(1 − γ2)
n(3n2 + n(2− 8γ2) + 4γ2 − 4)
]
> 0 for n ≥ 4, γ ∈ (0, 1).
Since y ∈M is the maximum point of the function f , we have∫
M
f(χr2(wǫ,0 + 0))
2∗+1dvhˆ0 = f(y)
∫
Rn
w2
∗+1
1 dx¯
+ ǫ2
(
∆f(y)
2n
)∫
Rn
|x¯|2w2
∗+1
1 dx¯+O(ǫ
3) (4.3)
where the number 0 in the integrand of the left-hand side emphasizes that Ψ1ǫ vanishes on
M . As remarked in the proof of [18, Theorem 3.3], we still have (1.8) with the same value of
c1n,γ even though hˆ is replaced with hˆ0. Therefore, choosing
c1n,γ =
[
2n(n− 2)
n− 2γ
]∫RN+ x3−2γN |∇W1,0|2dx∫
RN+
x1−2γN |∇W1,0|
2dx
M1(n, γ)
=
[
16n(n − 1)(1 − γ)γ
(n− 2γ)(n − 2 + 2γ)(n − 2− 2γ)
]
M1(n, γ),
(4.4)
where the second equality can be computed as in [22, 35], we obtain(
max
x∈M
f(x)
)n−2γ
n
Θγ(2∗, f) ≤ Λ
γ
(HN , [hˆc]) + ǫ
2c11n,γ
(
−∆hˆf(y)
f(y)
− c1n,γ‖II‖
2(y)
)
+ o(ǫ2)
< Λ
γ
(HN , [hˆc])
for some c11n,γ > 0. Proposition 3.2 implies the existence of a solution to (1.11).
Condition (B′). Putting (A.2) and the estimate∫
M
f(χr2(wǫ,0 + C
′
1IIijxixj∂rwǫ,0))
3dvhˆ0 = f(y)
∫
Rn
w31dx¯+O(ǫ
2)
together, we find(
max
x∈M
f(x)
)2
3
Θγ(2, f) ≤ Λ
γ
(H4, [hˆc])− Cǫ
2| log ǫ|+O(ǫ2) < Λ
γ
(H4, [hˆc])
for some C > 0. Therefore there exists a solution to (1.11).
Conditions (C) and (C′). As before, we pick hˆ0 ∈ [hˆ] satisfying (2.18). Then, under
condition (c), we have
Iγ(χr2Wǫ,0) ≤ κγ
∫
RN+
x1−2γN |∇W1,0|
2dx
+ ǫ3κγRNN ;N (y)
[
4n2 − 12n + 9− 4γ2
24n(3− 2γ)
] ∫
RN+
x4−2γN |∇W1|
2dx+ o(ǫ3)
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as computed in [35, Proposition 3.4]. Since −∆hˆf(y) = 0 and wǫ,0 is radially symmetric,
(4.3) gives ∫
M
f(χr2wǫ,0)
2∗+1dvhˆ0 = f(y)
∫
Rn
w2
∗+1
1 dx¯+O(ǫ
4).
Hence (4.1) holds provided that RNN ;N (y) < 0 and (1.11) has a solution. A similar calculation
can be conducted when condition (c′) holds.
Condition (D). Select hˆ0 ∈ [hˆ] satisfying all the conditions imposed in Lemma 2.7 and
write hˆ0 = uhˆ for some positive function u on M . Set also a function
Ψ2ǫ = C2RiNjN [g¯](y)xixjx
2
Nr
−1∂rWǫ,0 in R
N
+ (4.5)
where 1 ≤ i, j ≤ n, r = |x¯| and C2 ∈ R. From the proof of [35, Proposition 3.7], we see
Iγ(χr2(Wǫ,0 +Ψ2ǫ)) ≤ κγ
∫
RN+
x1−2γN |∇W1,0|
2dx
− ǫ4κγ
[
‖W0‖
2M21(n, γ) + (Rij [g¯0])
2M22(n, γ)
] ∫
RN+
x5−2γN |∇W1,0|
2dx+ o(ǫ4)
for an optimally chosen number C2 ∈ R. Here, the metric g¯ is replaced with g¯0, W0 =W [hˆ0],
M21(n, γ) :=
15n4 − 120n3 + 20n2(17− 2γ2)− 80n(5− 2γ2) + 48(4− 5γ2 + γ4)
7680n(n − 1)(n − 3)(1 + γ)(1 − γ)(2− γ)
and
M22(n, γ) :=
25n3 − 20n2(9− γ2) + 100n(4 − γ2)− 16(4 − γ2)2
5n(n − 4− 2γ)(n − 4 + 2γ)(5n2 − 4n(1 + γ2)− 8(4 − γ2))
.
The constants M21(n, γ) and M22(n, γ) are positive for any n > 4 + 2γ and γ ∈ (0, 1).
Because y ∈M is the maximum point of the function f at which ∆hˆf = 0, we have
∆hˆ0f(y) = u
−1∆hˆf(y) = 0 and ∂ijf(y) = 0 for each 1 ≤ i, j ≤ n,
where the latter assertion can be checked by mathematical induction on n. Furthermore, one
obtains using Lemma 2.7 (1) that∫
M
f(χr2wǫ,0)
2∗+1dvhˆ0 = f(y)
∫
Rn
w2
∗+1
1 dx¯
+ ǫ4
[
(−∆)2f(y)
8n(n+ 2)
] ∫
Rn
|x¯|4w2
∗+1
1 dx¯+O(ǫ
5). (4.6)
Meanwhile, the function u can be assumed to satisfy u(y) = 1 and u,i(y) = 0; see Lee-Parker
[36, Section 5]. It follows that
(−∆hˆ0)
2f(y) = u(y)−2
[
(−∆hˆ)
2f + (n− 2)∂iju∂ijf
]
(y) = (−∆hˆ)
2f(y). (4.7)
Moreover, it is a well-known fact that the (1, 3)-Weyl tensor is invariant under the conformal
transformation. Hence
‖W0‖
2 = hˆij0 hˆ
kl
0 hˆ
pq
0 hˆ
rs
0 (W0)ikpr(W0)jlqs = hˆ
kl
0 hˆ
rs
0 (W0)
j
kpr(W0)
p
sjl
= u−2hˆklhˆrsW jkprW
p
sjl = ‖W‖
2
(4.8)
at y, where the indices i, j, k, l, p, q, r and s range from 1 to n. By (4.7) and (4.8), assumption
(1.9) should be still valid with the same value of c2n,γ > 0, even after we substitute hˆ0 for hˆ.
As a consequence, our selection
c2n,γ =
[
8n(n − 2)(n − 4)
n− 2γ
]∫RN+ x5−2γN |∇W1,0|2dx∫
RN+
x1−2γN |∇W1,0|
2dx
M21(n, γ)
=
[
1024(n − 3)(n − 1)n(2 − γ)(1− γ)γ
3(n − 2γ)(n − 2− 2γ)(n − 2 + 2γ)(n − 4− 2γ)(n − 4 + 2γ)
]
M21(n, γ),
(4.9)
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where the second equality comes from the arguments in [22, 35], allows us to deduce(
max
x∈M
f(x)
)n−2γ
n
Θγ(2∗, f)
≤ Λ
γ
(HN , [hˆc])− ǫ
4c21n,γ
(
(−∆hˆ)
2f(y)
f(y)
+ c2n,γ‖W‖
2(y) + c22n,γ(Rij [g¯0])
2
)
+ o(ǫ4)
< Λ
γ
(HN , [hˆc])
for some c21n,γ , c
22
n,γ > 0.
Condition (D′). The desired inequality (4.1) follows from (A.3) and (4.6).
4.2. Proof of Theorem 1.6. We shall give a brief sketch of the proof of Theorem 1.6 under
(E). Let Φǫ,r2 be a Schoen-type test function constructed in (4.9) (with ̺0 = r2) of Kim et
al. [35], which is equal to the bubble Wǫ,0 in X ∩ B
N (0, r2) and a constant multiple of the
Green’s function G(x, 0) in X \BN (0, 2r2). It is nonnegative in X and satisfies
Iγ(Φǫ,r2) ≤ κγ
∫
RN+
x1−2γN |∇W1,0|
2dx− c3n,γAǫ
n−2γ + o(ǫn−2γ)
for some c3n,γ > 0; see the proof of [35, Proposition 4.5]. The vanishing condition on f implies∫
M
fΦ2
∗+1
ǫ,r2 dvhˆ ≥
∫
M∩Bn(0,r2)
fw2
∗+1
ǫ,0 dx¯ = f(y)
∫
Rn
w2
∗+1
1,0 dx¯+ o(ǫ
n−2γ).
Hence a strict inequality in (3.8) holds. A similar argument works for the case (E′).
5. Regularity of solutions to the prescribed fractional scalar curvature
problems
5.1. Local regularity results. Suppose that n > 2γ and γ ∈ (0, 1) \ {12}. Also, we assume
the following conditions hold:
(R1) A = (Aab)
N
a,b=1 ∈ C
2(Br,R
N×N ) satisfies that AiN = 0 in Br for i = 1, · · · , n and the
uniform ellipticity condition Λ1|ξ|
2 ≤ A(x)ξ · ξ ≤ Λ2|ξ|
2 holds for all points ξ ∈ RN ,
x ∈ Br and some constants 0 < Λ1 ≤ Λ2;
(R2) F = (F1, · · · , Fn, FN ) ∈ L
q1(Br;x
1−2γ
N ) and B,G ∈ L
q2(Br;x
1−2γ
N ) for some q1 >
n− 2γ + 2 and q2 >
n−2γ+2
2 ;
(R3) t ∈ Lp2(∂′Br) for p2 >
n
2γ .
In this subsection, we present several regularity results for degenerate elliptic equations having
the form {
−div(x1−2γN A∇U) + x
1−2γ
N BU = x
1−2γ
N G+ div(x
1−2γ
N F ) in Br,
∂γν,FU = sU + t on ∂
′Br
(5.1)
where Br := B
N
+ (0, r) and ∂
′Br := B
n(0, r) for a fixed radius r > 0 and
∂γν,FU := κγ limxN→0+
x1−2γN
(
FN −
∂U
∂xN
)
= ∂γνU + κγ lim
xN→0+
x1−2γN FN .
We say that U ∈ H1,2(Br;x
1−2γ
N ) is a weak solution of (5.1) if it is a solution in the sense of
a distribution.
The first result concerns integrability and Ho¨lder regularity of weak solutions to (5.1).
Lemma 5.1. Suppose that functions A, B, F , G and t satisfy (R1), (R2) and (R3), and
U ∈ H1,2(Br;x
1−2γ
N ) is a weak solution of (5.1).
(1) There is a small number δ0 > 0 relying only on n, γ and r such that if ‖s‖
L
n
2γ (∂′Br)
< δ0,
then
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‖U‖H1,2(Br/2;x
1−2γ
N )
+ ‖U‖
L
2n(n−2γ+2)
(n−2γ)2 (∂′Br/2)
≤ C
(
‖U‖
L2(Br ;x
1−2γ
N )
+ ‖F‖
Lq1 (Br ;x
1−2γ
N )
+ ‖G‖
Lq2 (Br ;x
1−2γ
N )
+ ‖t‖Lp2 (∂′Br)
)
where C > 0 depends only on n, γ, r, Λ1, Λ2 and ‖B‖Lq2 (Br ;x1−2γN )
.
(2) Assume that s ∈ Lp1(∂′Br) for p1 >
n
2γ . Then U ∈ C
α(Br/2) for some α ∈ (0, 1) and
‖U‖Cα(Br/2) ≤ C
(
‖U‖L2(Br ;x1−2γN )
+ ‖F‖Lq1 (Br ;x1−2γN )
+ ‖G‖Lq2 (Br ;x1−2γN )
+ ‖t‖Lp2 (∂′Br)
)
where C > 0 depends only on n, γ, r, Λ1, Λ2, ‖B‖Lq2 (Br ;x1−2γN )
and ‖s‖Lp1 (∂′Br).
Proof. One can justify (1) by following the argument in [29, Proposition 2.3, Lemma 2.8] but
using the optimal Sobolev inequality [20, Lemma 3.1].
The assertion (2) follows from the standard argument involving the Moser iteration tech-
nique. Refer to [29, Proposition 2.6] and [20, Proposition 3] which cover the case that A is
the identity and F = 0 in Br. 
Remark 5.2. On the course of the proof of Lemma 5.1 (2), one gets the weak Harnack
inequality: Suppose that the hypotheses of Lemma 5.1 (2) hold and U ≥ 0 in Br. Then there
is a number q0 ≥ 1 such that
inf
Br/4
U + ‖F‖Lq1 (Br ;x1−2γN )
+ ‖G‖Lq2 (Br ;x1−2γN )
+ ‖t‖Lp2 (∂′Br) ≥ C‖U‖Lq0 (Br/2;x
1−2γ
N )
where C > 0 depends only on n, γ, r, Λ1, Λ2, ‖B‖Lq2 (Br ;x1−2γN )
and ‖s‖Lp1 (∂′Br). For its
derivation, see [29, Proposition 2.6] and [20, Proposition 2] which treat the situation that A
is the identity and F = 0 in Br.
From this result, one obtains the strong maximum principle: If F,G = 0 in Br, t = 0 on
∂′Br and U ≥ 0 attains 0 at some point in Br, then U = 0 in Br.
Secondly, we establish regularity of the derivatives of weak solutions to (5.1) in the x¯-
variables. Let us introduce a terminology: For any function V in RN+ and h ∈ R
n with |h|
small, define
DhV (x¯, xN ) =
V (x¯+ h, xN )− V (x¯, xN )
|h|
for (x¯, xN ) ∈ R
N
+ .
We call DhV a difference quotient of V .
Lemma 5.3. Suppose that A satisfies (R1) and U ∈ H1,2(Br;x
1−2γ
N ) is a weak solution of
(5.1). Additionally, we assume that
(R11) there exist a function A′NN ∈ C
2(Br) and a number Λ1 ≤ c ≤ Λ2 such that ANN (x) =
c+A′NN (x)xN on Br. In particular, |DhANN |+ |Dh(∂1ANN )|+ · · ·+ |Dh(∂nANN )| ≤
CxN on Br;
(R21) Fa,∇x¯Fa := (∂iFa)
n
i=1 ∈ C
α′(Br) for α
′ ∈ (0, 1) and B,∇x¯B,G,∇x¯G ∈ L
∞(Br);
(R22) ∇2x¯Fa = (∂ijFa)
n
i,j=1 ∈ L
q1(Br;x
1−2γ
N ) and ∇
2
x¯B,∇
2
x¯G ∈ L
q2(Br;x
1−2γ
N ) for q1 >
n− 2γ + 2 and q2 >
n−2γ+2
2 ;
(R31) s,∇x¯s,∇
2
x¯s ∈ L
p1(∂′Br) and t,∇x¯t,∇
2
x¯t ∈ L
p2(∂′Br) for p1, p2 >
p
2γ .
Then there exists 0 < r′ < r such that ∇x¯U,∇
2
x¯U ∈ C
α(Br′) for some α ∈ (0, 1).
Proof. We shall show that ∇x¯U is Ho¨lder continuous on Br/12. For each h ∈ R
n with |h|
small, the corresponding difference quotient DhU of U solves{
−div(x1−2γN A∇(DhU)) + x
1−2γ
N B(DhU) = x
1−2γ
N G˜+ div(x
1−2γ
N F˜ ) in Br/2,
∂γ
ν,F˜
(DhU) = s(DhU) + [(Dhs)Uh +Dht] on ∂
′Br/2
(5.2)
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where Uh(x¯, xN ) := U(x¯+ h, xN ),
F˜ := (DhFi + (DhAij)(∂jUh),DhFN + (DhANN )(∂NUh)), (5.3)
G˜ := DhG− (DhB)Uh.
By (R11) and Lemma 5.1 (2), we have
‖DhU‖Cα(Br/12) ≤ C
(
‖∇U‖L2(Br ;x1−2γN )
+ ‖∇x¯U‖Lq1 (Br/6;x
1−2γ
N )
+ ‖xN∂NU‖Lq1 (Br/6;x
1−2γ
N )
+ ‖∇x¯F‖Lq1 (Br ;x1−2γN )
+ ‖∇x¯G‖Lq2 (Br ;x1−2γN )
+ ‖∇x¯B‖Lq2 (Br ;x1−2γN )
+‖∇x¯s‖Lp2 (∂′Br) + ‖∇x¯t‖Lp2 (∂′Br)
)
where C > 0 depends only on n, γ, r, A, B, ‖s‖Lp1 (∂′Br) and ‖U‖L∞(Br). In view of (R21)
and (R31), it is sufficient to check that xN∂NU ∈ L
∞(Br/4) and ∇x¯U ∈ L
q(Br/6;x
1−2γ
N ) for
any q > 1.
We apply the rescaling argument to prove the first claim. For a fixed point x0 = (x¯0, xN0) ∈
Br/4 and any element x ∈ B
N ((0, 1), 12), we set x
′ = (x¯′, x′N ) = (x¯0 + xN0x¯, xN0xN ) ∈
BN(x0,
x0N
4 ), Û(x) = U(x
′), Â(x) = A(x′), etc. Then Û is a solution to the equation
−div
(
x1−2γN Â∇Û
)
+ x20Nx
1−2γ
N B̂Û = x
2
0Nx
1−2γ
N Ĝ+ x0Ndiv
(
x1−2γN F̂
)
in BN((0, 1), 12). It is uniformly elliptic, so an application of [21, Theorem 8.32] and (R21)
give
|(xN∂NU)(x0)| ≤
∥∥∥∂N Û∥∥∥
Cα′ (BN ((0,1), 1
4
))
≤ C
(
‖U‖L∞(Br/2) + ‖F‖Cα′ (Br) + ‖G‖L∞(Br)
) (5.4)
where C > 0 depends only on n, r, A and ‖B‖L∞(Br).
To examine the second claim, let us select
k =

‖∇x¯F‖Lq1 (Br ;x1−2γN )
+ ‖∇x¯G‖Lq2 (Br ;x1−2γN )
+ ‖∇x¯B‖Lq2 (Br ;x1−2γN )
+‖∇x¯s‖Lp2 (∂′Br) + ‖∇x¯t‖Lp2 (∂′Br)
if it is nonzero,
any positive number otherwise.
In the latter case, we send k → 0 at the last step. For a fixed K > 0 and m ≥ 0, we define
Vh = (DhU)+ + k = max{DhU, 0}+ k, Vh,K = min{Vh,K}, Zh,K,m = V
m
2
h,KVh.
Let χ ∈ C∞(RN+ ) be a cut-off function satisfying (3.10) and |∇χ| ≤ Cχ in R
N
+ . Setting
χr/6 = χ(6 · /r), we test (5.2) with Ξh,K,m := χ
2
r/6(V
m
h,KVh− k
m+1). Then a bit of calculation
exploiting Ho¨lder’s inequality, Young’s inequality, the Sobolev inequality, the Sobolev trace
inequality and (R11) shows∫
Br
x1−2γN |∇(χr/6Zh,K,m)|
2dx
≤ C
[∫
Br
x1−2γN χ
2
r/6
(
V m−1h,K Vh|∇Vh,K|
2 + V mh,K |∇Vh|
2
)
dx+
∫
Br
x1−2γN (χr/6Zh,K,m)
2dx
]
≤ C
[∫
Br
x1−2γN (|∇x¯Uh|+ |xN∂NUh|) |∇Ξh,K,m| dx+
∫
Br
x1−2γN (χr/6Zh,K,m)
2dx
]
(5.5)
for C > 0 depending only on n, γ, r, A, B, ‖s‖Lp1 (∂′Br), ‖U‖L∞(Br) and m. The boundary
integrals appearing here can be controlled as in the proof of [29, Proposition 2.6]. Because of
the first claim, the first integral in the rightmost side of (5.5) is bounded by∫
Br
x1−2γN
(
|∇x¯Uh|+ ‖xN∂NU‖L∞(Br/2)
)
|∇Ξh,K,m| dx ≤ ε
∫
Br
x1−2γN χ
2
r/6V
m
h,K|∇Vh|
2dx
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+ C
[∫
Br
x1−2γN χ
2
r/6V
m
h,K(|∇x¯Uh|
2 + ‖xN∂NU‖
2
L∞(Br/2)
)dx+
∫
Br
x1−2γN (χr/6Zh,K,m)
2dx
]
for a small ε > 0. As a consequence, by taking K →∞ and applying the Sobolev inequality,
we reach at
‖Vh‖
m+2
L
(m+2)·(
n−2γ+2
n−2γ )(Br/6;x
1−2γ
N )
≤ C
[
‖Vh‖
m+2
Lm+2(Br/3;x
1−2γ
N )
+
∫
Br/3
x1−2γN V
m
h (|∇x¯Uh|
2 + ‖xN∂NU‖
2
L∞(Br/2)
)dx
]
whenever the right-hand side is finite.
Since ∇U ∈ L2(Br;x
1−2γ
N ), the L
2(Br/3;x
1−2γ
N )-norm of Vh is uniformly bounded in h ∈
Rn with small |h| > 0. By taking m = 0 in the above estimate, we deduce that the
L
2(n−2γ+2)
n−2γ (Br/6;x
1−2γ
N )-norm of Vh is uniformly bounded in h, which implies that (∇x¯U)+ ∈
L
2(n−2γ+2)
n−2γ (Br/6;x
1−2γ
N ). The same argument applied to (DhU)− + k where (DhU)− :=
max{−DhU, 0} gives us that (∇x¯U)− ∈ L
2(n−2γ+2)
n−2γ (Br/6;x
1−2γ
N ) as well. Repeating this pro-
cedure many times and adjusting r > 0, we discover
‖∇x¯U‖Lq(Br/6;x
1−2γ
N )
≤ C
(
‖∇x¯U‖L2(Br ;x1−2γN )
+ ‖xN∂NU‖L∞(Br/2) + k
)
for any q > 1 where C > 0 depends only on n, γ, r, A, B, ‖s‖Lp1 (∂′Br), ‖U‖L∞(Br) and q.
This justifies the second claim. The fact that ∇x¯U ∈ H
1,2(Br/6;x
1−2γ
N ) follows from (5.5) as
a by-product.
In a similar way, one can prove that ∇2x¯U is Ho¨lder continuous on Br/144. Because of
(R22), the only nontrivial part is to check that ‖xN∂NiU‖L∞(Br/24) <∞ for i = 1, · · · , n. By
elliptic regularity, there holds that
|(xN∂NiU)(x0)| ≤
∥∥∥∂N ∂̂iU∥∥∥
Cmin{α,α
′}(BN ((0,1), 1
4
))
≤ C
(
‖∂iU‖Cα(Br/12) +
∥∥∥ ̂xN∂NU∥∥∥
Cα′ (BN ((0,1), 1
2
))
+‖∇x¯F‖Cα′ (Br) + ‖∇x¯G‖L∞(Br) + ‖∇x¯B‖L∞(Br)
)
for each x0 ∈ Br/24, where ∂̂iU and ̂xN∂NU are defined as before and the constant C > 0
depends only on n, r,A and ‖U‖L∞(Br/2). Furthermore, given x, y ∈ B
N ((0, 1), 12 )), if we
denote x′ = (x¯0+xN0x¯, xN0xN ) and y
′ = (x¯0+ xN0y¯, xN0yN ), then x
′, y′ ∈ BN(x0,
x0N
2 ) and∣∣∣ ̂xN∂NU(x)− ̂xN∂NU(y)∣∣∣ = ∣∣(x0NxN )(∂NU)(x′)− (x0NyN )(∂NU)(y′)∣∣
≤ x0N
[
|xN − yN ||(∂NU)(x
′)|+ |yN ||(∂NU)(x
′)− (∂NU)(y
′)|
]
≤ 2‖xN∂NU‖L∞(Br/4)|xN − yN |+
3
2
[
∂N Û
]
Cα′ (Br/2)
|x− y|α
′
≤ C
(
‖xN∂NU‖L∞(Br/4) +
∥∥∥∂N Û∥∥∥
Cα′ (Br/2)
)
|x− y|α
′
.
Thus we see from (5.4) that∥∥∥ ̂xN∂NU∥∥∥
Cα′ (BN ((0,1), 1
2
))
≤ C
(
‖U‖L∞(Br/2) + ‖F‖Cα′ (Br) + ‖G‖L∞(Br)
)
.
This proves the assertion and concludes the proof. 
Modifying the above argument slightly, one gets the following result.
Corollary 5.4. Assume that A satisfies (R1) and
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(R12) A ∈ C∞(Br,R
N×N ) and ANN (x) = c + A
′
NN (x)xN in Br for a function A
′
NN ∈
C∞(Br) and a number Λ1 ≤ c ≤ Λ2;
(R23) ∇mx¯ Fa ∈ C
α′(Br) and ∇
m
x¯ B,∇
m
x¯ G ∈ L
∞(Br) for some α
′ ∈ (0, 1) and all m ∈ N.
Moreover, suppose that U ∈ H1,2(Br;x
1−2γ
N )∩L
∞(Br) is a positive function in Br and weakly
solves {
−div(x1−2γN A∇U) + x
1−2γ
N BU = x
1−2γ
N G+ div(x
1−2γ
N F ) in Br,
∂γν,FU = fU
β on ∂′Br
(5.6)
for some f ∈ C∞(Br) and β ∈ (1, 2
∗]. Then, for any m ∈ N, there exist α ∈ (0, 1) and
0 < r′ < r such that ∇mx¯ U ∈ C
α(Br′).
Proof. We can argue as in the proof of the previous lemma to show that ∇x¯U ∈ C
α(Br/12).
The only difference is the way to deal with the boundary integral in deducing (5.5). We easily
observe that
∂γ
ν,F˜
(DhU) = (Dhf)U
β
h + f(DhU
β) on ∂′Br/2
where F˜ is the function defined in (5.3). In addition, if we redefine
k =

‖∇x¯F‖Lq1 (Br ;x1−2γN )
+ ‖∇x¯G‖Lq2 (Br ;x1−2γN )
+ ‖∇x¯B‖Lq2 (Br ;x1−2γN )
+‖∇x¯f‖Lp2 (∂′Br)
if it is nonzero,
any positive number otherwise
and set Ξh,M,m as before, then we get |DhU
β| ≤ C‖U‖β−1L∞(∂′Br)|DhU | in ∂
′Br/2 so that∫
∂′Br
(|Dhf |U
β
h + |f ||DhU
β |) Ξh,K,mdx¯
≤ C‖U‖β−1L∞(∂′Br)
∫
∂′Br
(
‖U‖L∞(∂′Br)
|Dhf |
k
+ ‖f‖L∞(∂′Br)
)
(χr/6Zh,K,m)
2dx¯
where C > 0 depends only on β. Now, one can derive (5.5) having this estimate in hand and
following the proof of [29, Proposition 2.6].
Ho¨lder continuity of higher order derivatives ∇mx¯ U for m ∈ N can be achieved by iteration
of this argument. The positivity of U guarantees that Uβ−m is bounded away from 0 for any
β ∈ (1, 2∗], so |DhU
β−m| ≤ C|DhU | in Br for some C > 0. 
We next deduce Ho¨lder regularity of the weighted normal derivative x1−2γN ∂NU of a weak so-
lution U to (5.1) from suitable regularity of the solution, its tangential derivatives ∇x¯U,∇
2
x¯U
and the coefficients A, B, F , G, s, t.
Lemma 5.5. Suppose that U ∈ H1,2(Br;x
1−2γ
N ) is a weak solution of (5.1) where the matrix
A satisfies (R1). Furthermore, assume that U,∇x¯U,∇
2
x¯U ∈ C
α(Br),
(R24) B ∈ Cα(Br), FN = 0 and supxN∈(0,r)(‖∂iFi(·, xN )‖Cα(∂′Br)+‖G(·, xN )‖Cα(∂′Br)) <∞
(R32) s, t ∈ Cα(∂′Br).
Then x1−2γN ∂NU ∈ C
min{α,2−2γ}(Br/2).
Proof. The first equation in (5.1) can be rewritten as
−∂N (x
1−2γ
N ANN∂NU) = x
1−2γ
N [∂i(Aij∂jU)−BU +G+ ∂iFi] =: x
1−2γ
N Q in Br.
Hence it holds that
−ANN (x0) · x
1−2γ
N0 ∂NU(x0) = κ
−1ANN (x¯0, 0)(sU + t)(x¯0, 0) +
∫ xN0
0
x1−2γN Q(x¯0, xN )dxN︸ ︷︷ ︸
=:Q(x0)
for any point x0 = (x¯0, xN0) ∈ Br. From this relation and the bound that Λ1 ≤ ANN (x0) ≤
Λ2, coming from the assumption on A, we immediately observe that
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‖x1−2γN ∂NU‖L∞(Br) ≤ C
(
‖U‖L∞(Br) + ‖t‖L∞(∂′Br)
+
2∑
ℓ=1
‖∇ℓx¯U‖L∞(Br) +
n∑
i=1
‖∂iFi‖L∞(Br) + ‖G‖L∞(Br)
)
where C > 0 depends only on n, γ, r, Λ1, Λ2, ‖s‖L∞(∂′Br) and ‖B‖L∞(Br). In addition, a
simple computation reveals that there exists C > 0 counting only on γ and r such that
‖Q‖Cmin{α,2−2γ}(Br/2) ≤ C sup
xN∈(0,r/2)
‖Q(·, xN )‖Cα(∂′Br/2).
Therefore
‖x1−2γN ∂NU‖Cmin{α,2−2γ}(Br/2)
≤ C
(
‖U‖Cα(∂′Br) + ‖t‖Cα(∂′Br) + sup
xN∈(0,r/2)
‖Q(·, xN )‖Cα(∂′Br/2)
)
≤ C
(
2∑
ℓ=0
‖∇ℓx¯U‖Cα(Br) + ‖t‖Cα(∂′Br)
)
+ C sup
xN∈(0,r)
(
n∑
i=1
‖∂iFi(·, xN )‖Cα(∂′Br) + ‖G(·, xN )‖Cα(∂′Br)
)
where the constant C > 0 depends only on n, γ, r, A, ‖s‖Cα(∂′Br) and ‖B‖Cα(Br). 
5.2. Proof of Theorem 1.8. Finally, collecting all the results obtained in the previous
subsection together, we deduce a regularity result on our main equation (1.3) or its extension
(1.11). It particularly validates Theorem 1.8.
Proposition 5.6. Assume that (XN , g+) is an asymptotically hyperbolic manifold, (Mn, [hˆ])
is its conformal infinity, ρ is the geodesic boundary defining function of (M, hˆ) and g¯ = ρ2g+.
In addition, we suppose that the mean curvature H on (M, hˆ) as a submanifold of (X, g¯)
vanishes. If f ∈ C∞(M) and U ∈ H1,2(X; ρ1−2γ) weakly solves (1.11), then the trace u ∈
Hγ(M) of U on M is in fact of class C∞(M) and a classical solution to (1.3). Moreover,
∇mx¯ U and ρ
1−2γ∂ρU are Ho¨lder continuous on X for every m ∈ N.
Proof. The standard elliptic estimate works if γ = 12 as confirmed by Cherrier [14], so we
assume that γ ∈ (0, 1) \ {12}.
Fix any y ∈ M and choose a smooth metric hˆy ∈ [hˆ] on M such that |hˆy| = 1 around
y whose existence was guaranteed by Cao [9] and Gu¨nther [27]. Let ρy be the associated
geodesic defining function in X, g¯y = ρ
2
yhˆy be a smooth metric on X and wy be a positive
smooth function on M such that hˆy = w
4
n−2γ
y hˆ on M . Since |g¯y| = |hˆy| = 1 on M near y, it
holds that |g¯y| = 1 + O(ρy) in X near y. As a matter of fact, we have that |g¯y| = 1 +O(ρ
2
y)
by the condition H = 0 on M .
In view of Lemma 2.2, we know that P γ
hˆ
u = fu2
∗
in H−γ(M). By the conformal covariance
property (1.2), the function uy := w
−1
y u ∈ H
γ(M) weakly solves P γ
hˆy
(uy) = fu
2∗
y on M .
Besides, there is a solution Uy ∈ H
1,2(X; ρ1−2γ) to (1.11), in which the subscript y is attached
suitably, such that Uy = uy on M .
Denote by x the Fermi coordinate on (X, g¯y) around y. We assume that it is defined in the
geodesic half-ball Bg¯(y, r) := {y˜ ∈ X : distg¯(y, y˜) < r} identified with Br = B
N
+ (0, r) ⊂ R
N
+ .
Then, owing to Remark 2.4 and the assumptionH = 0 onM , the term E(ρy) = E(xN ) can be
expressed as x1−2γN B for some function B ∈ C
∞(Br). Consequently, if we set Aab =
√
|g¯y| g¯
ab
y
and Fa = G = 0 on Br, then the equation (1.11) of Uy can be described as (5.1) with
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s = u2
∗−1
y , t = 0 on ∂
′Br or (5.6) with β = 2
∗, where conditions (R1), (R12), (R2), (R23),
(R24), (R3) and (R32) are all fulfilled.
We first regard (1.11) as (5.1). By employing the Sobolev trace inequality, we see that
s ∈ L
n
2γ (∂′Br). Thus we can apply Lemma 5.1 (1) to derive that s ∈ L
p1(∂′Br/2) for some
p1 >
n
2γ . Because of Lemma 5.1 (2), this implies that Uy ∈ C
α(Br/4) for some α ∈ (0, 1).
Furthermore, regarding (1.11) as (5.6), we realize from Corollary 5.4 that ∇mx uy(0) exists for
all m ∈ N. This means that u is infinitely differentiable at y, and for y is arbitrary, it leads
that u ∈ C∞(M).
The last assertion in the statement can be proved via (3.6) and Lemma 5.5. This concludes
the proof. 
Appendix A. End-point Case of the Fractional Yamabe problem
This section is devoted to proving Theorem B. By Proposition 3.2, it is enough to verify
(3.9). Three mutually exclusive cases (B′), (C′) and (D′) will be handled in Propositions A.1,
A.2 and A.3, respectively. Our proof will be rather sketchy, so we ask the reader to consult
the papers [3, 17, 18, 37, 38] on the boundary Yamabe problem for more detailed explanation
under analogous settings.
Proposition A.1. Suppose that n = 3, γ = 12 , (M, hˆ) is the non-umbilic boundary of (X, g¯)
and (1.6) is valid. Then (3.9) holds.
Proof. We fix a non-umbilic point y ∈M and set Ψ1ǫ as in (4.2). It suffices to prove that
Iγ(χr2(Wǫ,0 +Ψ1ǫ)) ≤ Λ
γ
(H4, [hˆc]) +O(ǫ
2) (A.1)
for some C1 ∈ R where χr2 is the cut-off function defined after (3.10). Then the argument of
Marques [38, pp. 400–403] will give
Iγ(χr2(Wǫ,0 +Ψ1ǫ + C
′
1IIij(y)xixj∂rWǫ,0)) ≤ Λ
γ
(H4, [hˆc])− Cǫ
2| log ǫ|+O(ǫ2) (A.2)
for some C > 0 and small C ′1 ∈ R, which in particular tells us that (3.9) holds.
We may assume that the metrics g¯ on X and hˆ on M satisfy (2.18). As in [35, Lemma
2.6], using Lemma 2.3, (2.16) and the identity ∂iWǫ,0(x) = xir
−1∂rWǫ,0(x) which holds for
all x ∈ RN+ , we calculate∫
X
|∇(χr2Wǫ,0)|
2
g¯dvg¯ =
∫
R4+
|∇Wǫ,0|
2dx
+ (3IIik(y)IIkj(y) +RiNjN [g¯](y))
∫
B4+(0,r2)
x2N∂iWǫ,0∂jWǫ,0dx
−
1
2
(
‖II(y)‖2 +RNN [g¯](y)
) ∫
B4+(0,r2)
x2N |∇Wǫ,0|
2dx+O(ǫ2)
=
∫
R4+
|∇W1,0|
2dx+
7
12
‖II(y)‖2ǫ2
∫
B4+(0,r2ǫ
−1)
x2N |∇x¯W1,0|
2dx
+
1
8
‖II(y)‖2ǫ2
∫
B4+(0,r2ǫ
−1)
x2N |∇W1,0|
2dx+O(ǫ2)
=
∫
R4+
|∇W1,0|
2dx+
5π
48
α2
3, 1
2
|S2|‖II(y)‖2ǫ2 log
(r2
ǫ
)
+O(ǫ2)
where ∇x¯W1,0 = (∂1W1,0, · · · , ∂nW1,0) and |S
2| = 4π is the surface measure of the unit
2-sphere. Owing to (2.2) and Lemma 2.3, we also have
E(xN ) =
(
‖II(y)‖2 +RNN [g¯](y)
)
(1 +O(|x|)) = −
1
4
‖II(y)‖2(1 +O(|x|))
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in B4+(0, 2r2). Thus∫
X
E(ρ)(χr2Wǫ,0)
2dvg¯ = −
1
4
‖II(y)‖2ǫ2
∫
B4+(0,r2)
W 21,0dx+O(ǫ
2)
= −
π
16
α2
3, 1
2
|S2|‖II(y)‖2ǫ2 log
(r2
ǫ
)
+O(ǫ2).
Consequently, we derive from the definition (2.8) of Iγ that
Iγ(χr2Wǫ,0) =
∫
R4+
|∇W1,0|
2dx+
π
24
α2
3, 1
2
|S2|‖II(y)‖2ǫ2 log
(r2
ǫ
)
+O(ǫ2).
Moreover, a direct computation shows
Iγ(χr2(Wǫ,0 +Ψ1ǫ))
= Iγ(χr2Wǫ,0) + 4IIij(y)
∫
B4+(0,r2)
∂iWǫ∂jΨ1ǫdx+
∫
B4+(0,r2)
|∇Ψ1ǫ|
2dx+O(ǫ2)
=
∫
R4+
|∇W1,0|
2dx+
(
1 + 4C1 + 4C
2
1
) π
24
α2
3, 1
2
|S2|‖II(y)‖2ǫ2 log
(r2
ǫ
)
+O(ǫ2);
compare with [35, Proposition 2.8]. Hence, choosing C1 = −
1
2 , we observe the validity of
(A.1). This completes the proof. 
Taking the above proposition into consideration, one can guess that the local geometry on
M still allows us to derive (3.9) when n = 3, γ ∈ (0, 12), (M, hˆ) is the non-umbilic boundary
of (X, g¯) and (1.6) holds. However, there seems a computational difficulty in employing test
functions whose forms are similar to that of the function in the previous proof.
Proposition A.2. Suppose that n = 4, γ = 12 , (M, hˆ) is the umbilic boundary of (X, g¯),
Rρρ;ρ[g¯](y) < 0 for some y ∈M and (1.6) is valid. Then (3.9) holds.
Proof. Suppose that the metrics g¯ and hˆ satisfy (2.18). Since II = 0 onM by the assumption,
we know that RNN [g¯](y) = 0. By (2.2) and Lemma 2.5,
E(xN ) =
3
2
(
RNN ;i[g¯]xi +
1
2
RNN ;N [g¯]xN +O(|x|
2)
)
in B5+(0, 2r2). It follows that
Iγ(χr2Wǫ,0) =
∫
R5+
|∇W1,0|
2dx+
3
4
RNN ;N [g¯](y)ǫ
3
∫
B5+(0,r2ǫ
−1)
xNW
2
1,0dx
+RNN ;N [g¯](y)ǫ
3
∫
B5+(0,r2ǫ
−1)
x3N
(
1
12
|∇x¯W1,0|
2 −
1
6
|∇W1,0|
3
)
dx+O(ǫ3)
=
∫
R5+
|∇W1,0|
2dx+
3
32
α2
4, 1
2
|S3|RNN ;N [g¯](y)ǫ
3 log
(r2
ǫ
)
+O(ǫ3).
From this, one can conclude that (3.9) holds. 
Proposition A.3. Assume that n = 5, γ = 12 , (M, hˆ) is the umbilic non-locally conformally
flat boundary of (X, g¯) and (1.7) is valid. Then (3.9) holds.
Proof. We assume that hˆ is the representative of its conformal class satisfying all the prop-
erties listed in Lemma 2.7 and the Weyl tensor at y ∈ M is nontrivial. Then a tedious but
straightforward computation gives∫
X
|∇(χr2Wǫ,0)|
2
g¯dvg¯
=
∫
R6+
|∇Wǫ,0|
2dx+
1
2
RiNjN ;kl[g¯]
∫
B6+(0,r2)
x2Nxkxl∂iWǫ,0∂jWǫ,0dx
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+
1
12
(RiNjN ;NN [g¯] + 8RiNkN [g¯]RkNjN [g¯])
∫
B6+(0,r2)
x4N∂iWǫ,0∂jWǫ,0dx
−
1
4
RNN ;ij[g¯]
∫
B6+(0,r2)
x2Nxixj|∇Wǫ,0|
2dx
−
1
24
(
RNN ;NN [g¯] + 2(RiNjN [g¯])
2
) ∫
B6+(0,r2)
x4N |∇Wǫ,0|
2dx+O(ǫ4)
=
∫
R6+
|∇W1,0|
2dx+
π
640
α2
5, 1
2
|S4|
[
−
1
8
‖W‖2 −
1
2
R;NN [g¯] + 2(Rij [g¯])
2
]
ǫ4 log
(r2
ǫ
)
+
π
640
α2
5, 1
2
|S4|
[
5
24
‖W‖2 −
3
2
R;NN [g¯]
]
ǫ4 log
(r2
ǫ
)
+O(ǫ4)
where all tensors are evaluated at y ∈ M . Furthermore, we obtain from (2.2) and Lemma
2.5 that
E(xN ) = 2RNN ;i[g¯]xi +RNN ;ij[g¯]xixj +RNN ;Ni[g¯]xNxi
+
1
3
(
RNN ;NN [g¯] + 2(RiNjN [g¯])
2
)
x2N +O(|x|
3)
in B6+(0, 2r2) and so∫
X
E(ρ)(χr2Wǫ,0)
2dvg¯ =
π
640
α2
5, 1
2
|S4|
[
−
5
12
‖W‖2 + 2R;NN [g¯]
]
ǫ4 log
(r2
ǫ
)
+O(ǫ4)
in light of Lemma 2.7 (3) and (4). As a result,
Iγ(χr2Wǫ,0) =
∫
R6+
|∇W1,0|
2dx+
π
640
α2
5, 1
2
|S4|
[
−
1
3
‖W‖2 + 2(Rij [g¯])
2
]
ǫ4 log
(r2
ǫ
)
+O(ǫ4).
We now recall the function Ψ2ǫ defined in (4.5). With this, one can compute
Iγ(χr2(Wǫ,0 +Ψ2ǫ))
= Iγ(χr2Wǫ,0) + 2RiNjN [g¯]
∫
B6+(0,r2)
x2N∂iWǫ∂jΨ2ǫdx+
∫
B6+(0,r2)
|∇Ψ2ǫ|
2dx+O(ǫ4)
=
∫
R6+
|∇W1,0|
2dx+
π
640
α2
5, 1
2
|S4|
[
−
1
3
‖W‖2 + (2 + 24C2 + 56C
2
2 )(Rij [g¯])
2
]
ǫ4 log
(r2
ǫ
)
+O(ǫ4).
(A.3)
If we take C2 = −
3
14 , then 2 + 24C2 + 56C
2
2 = −
4
7 < 0, yielding the validity of (3.9). 
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