Abstract. Using a general q-series expansion, we derive some nontrivial q-formulas involving many infinite products. A multitude of Hecketype series identities are derived. Some general formulas for sums of any number of squares are given. A new representation for the generating function for sums of three triangular numbers is derived, which is slightly different from that of Andrews, also implies the famous result of Gauss where every integer is the sum of three triangular numbers.
Introduction
Throughout the paper, we use the standard q-notations. For 0 < q < 1, we define the q-shifted factorials as (1 − aq k );
and for convenience, we also adopt the following compact notation for the multiple q-shifted factorial:
(a 1 , a 2 , ..., a m ; q) n = (a 1 ; q) n (a 2 ; q) n ...(a m ; q) n , where n is an integer or ∞. The basic hypergeometric series r φ s is defined as (1 − αq 2n )(αq/a; q) n a n (q, a; q) n D n q,x {f (x)(x; q) n−1 } x=αq .
Using Theorem 1.1, we [9] established the following theorem.
Theorem 1.2. (Liu) If f (x)
is an analytic function near x = 0, then, under suitable convergence conditions, we have (αq, αab/q; q) ∞ (αa, αb; q) ∞ f (αa)
(1 − αq 2n )(α, q/a; q) n (a/q) n (1 − α)(q, αa; q) n n k=0
(q −n , αq n ; q) k q k (q, αb; q) k f (αq k+1 ).
Several interesting applications of this formula are discussed in [9] . In particular, this formula leads to a new proof of the orthogonality relation for the Askey-Wilson polynomials.
In this paper we continue to discuss the applications of Theorems 1.2. Many nontrivial q-formulae are derived. In particular, we prove the following remarkable q-formula involving many infinite products. (1 − αq 2n )(α, q/a; q) n (a/q) n (1 − α)(q, αa; q) n m+2 φ m+1 q −n , αq n , αc 1 , · · · , αc m αb, αb 1 , · · · , αb m ; q, q l+1 .
Proof. It is easily seen that the following function is analytic near x = 0:
(b j x/q; q) ∞ (c j x/q; q) ∞ .
Thus, we can replace f (x) by this function in Theorem 1.2. By a direct computation, we immediately find that
(αab j /q; q) ∞ (αac j /q; q) ∞ ,
(αb j q k ; q) ∞ (αc j q k ; q) ∞ .
Substituting these two equations into Theorem 1.2 and simplifying, we complete the proof of Theorem 1.3.
When l = 0, the above theorem reduces to the following q-identity. (1 − αq 2n )(α, q/a; q) n (a/q) n (1 − α)(q, αa; q) n m+2 φ m+1 q −n , αq n , αc 1 , · · · , αc m αb, αb 1 , · · · , αb m ; q, q .
When a = 0, Theorem 1.4 immediately becomes the following interesting formula.
, respectively, in Theorem 1.5, we obtain the following two theorems. Theorem 1.6. We have the q-summation formula
Many applications of Theorems 1.4, 1.5, 1.6, 1.7 are discussed in this paper. For example, we prove the following rather striking identities:
It is obvious that the first identity of the above gives a new method to compute the number of representations of a positive integer as sums of any number of squares. Let p(n) denote the number of ways in which n can be written as a sum of positive integers. Then it is well-known that
Thus the case m = 1 of the second identity of the above gives a new identity involving the partition:
We also prove the following identity, which is similar to Andrews' identity [1, Eq. (1.5)] for sums of three triangular numbers, which also implies Gauss' famous result that every integer is the sum of three triangular numbers:
Taking m = 1, b 1 = c, c 1 = bc/q in Theorem 1.4 and using the q-PfaffSaalschütz summation formula in the resulting equation, we can obtain the following theorem. It should be pointed out that there is a misprint in [9, Theorem 1.3] .
The paper is organized as follows. Some limiting cases of Watson's qanalog of Whipple's theorem are discussed in Section 2. Some applications of Theorems 1.4, 1.5, 1.6, 1.7 are discussed in Section 3.
Section 4 is devoted to Hecke-type identities. For example, we prove the following theorem. Theorem 1.9. For |ab| < 1, we have the q-formula
When a = 1 and b = 0, Theorem 1.9 immediately reduces to the following well-known identity due to Andrews, Dyson and Hickerson [2] . 
Setting (a, b) = (q 1/2 , −q 1/2 ), (0, 0) and (−1, 0), respectively, in Theorem 1.9, we are led to the following proposition. Proposition 1.11. We have the Hecke-type series identities
In Section 5, we prove the following theorem by using the Sears 4 φ 3 transformation. Theorem 1.12. For |αab/q| < 1, we have the q-formula (αq, αab/q; q) ∞ (αa, αb; q)
By letting a = b = d = 0 and c = −q and replacing β by −qβ, we get the following formula due to Andrews (see, for example, [3, Theorem 1] q −n , q/a, q/b, αcd/q αc, αd, q 2 /αabq n ; q, q
In this section we discuss some limiting cases of Watson's q-analog of Whipple's theorem, which will be used in this paper. Proposition 2.2. For any nonnegative integer n, we have
Proof. Taking q/a = αq n+1 in Theorem 2.1 and simplifying, we find that
Letting b → ∞ in the above equation and simplifying, we complete the proof of Proposition 2.2.
Letting d → ∞ in Proposition 2.2, we obtain the following proposition.
Proposition 2.3. For any nonnegative integer n, we have
Setting b = 0 in (2.1), we are led to the following proposition.
Proposition 2.4. For any nonnegative integer n, we have
Putting d = 0 in Proposition 2.4, we obtain the following proposition.
Proposition 2.5. For any nonnegative integer n, we have
Letting d → ∞ in Proposition 2.4, we obtain the following Proposition.
Proposition 2.6. For any nonnegative integer n, we have
3. Applications of Theorems 1.4, 1.5, 1.6, 1.7
To discuss the applications of Theorems 1.4, 1.5, 1.6, 1.7, we first introduce some notations. Ramanujan's theta functions φ(q) and ψ(q) are defined as follows
The Gauss identities for φ(q) and ψ(q) (see, for example, [8, p. 347] ) are given by
If m ≥ 1 is an integer, we use r m (n) to denote the number of representations of n as a sum of m squares and we also let t m (n) denote the number of representations of n as a sum of m triangular numbers. It is easily seen that φ m (q) is the generating function of r m (n) and ψ m (q) is the generating function of t m (n). As a result, to obtain expressions for r m (n) and t m (n), it suffices to obtain expressions for φ m (q) and ψ m (q). Some important progress in the study of sums of squares have been made recently (see, for example, [4] , [7] , [10] and [11] ). In this section, we shall use Theorems 1.4, 1.5, 1.6, 1.7 to derive some unusual formulas involving φ m (q) and ψ m (q). For any integer r, some general formulas for (q; q) r ∞ are also given. We also need the finite theta functions S n (q) and T n (q) which are defined as follows
Putting α = q and c 1 = c 2 = · · · = c m = 1 in Theorem 1.6, we obtain the following proposition. 
Letting α → 1 and c 1 = c 2 = · · · = c m = q in Theorem 1.6, we obtain the following proposition.
Proposition 3.2. If m is a nonnegative integer, then, we have
Putting α = q and
, we obtain the following proposition.
If m is a nonnegative integer, then, we have
Letting α → 1 and
, we obtain the following proposition. 
, we are led to the following identity:
Using the q-Chu-Vandermonde summation (see, for example, [5, Eq. (1.5.
3)]), we easily deduce that
Taking m = 0 in (3.3) and then using the above in the resulting equation, we arrive at the first Gauss identity in (3.1). Using this identity, we can rewrite (3.3) in the following Proposition.
Proposition 3.5. If m is a nonnegative integer, then, we have the identity
If we set α = 1,
Letting m = 0 in the above proposition and then using (3.4), we obtain the well-known identity (see, for example, [5, Eq. (8. 11. 3)]) (3.5)
Using the q-Pfaff-Saalschütz summation formula (see, for example, [5, Eq.
(1.7.
2)], [9] ), we have
Setting m = 1 in Proposition 3.6 and then using (3.6), we obtain the wellknown identity (see, for example, [5, Eq. (8. 11. 6) 
Remark 3.7. For m ≥ 2, there are no known summation formulas for the series m+2 φ m+1 in Proposition 3.6, so we can't simplify the formula in Proposition 3.6 at present. Finding the summation formulas for these series are highly desirable. Theorem 1.4 , we obtain the following proposition.
Proposition 3.8. If m is a nonnegative integer, then, we have the identity 
Proof. Taking m = 1 in proposition 3.8, we immediately conclude that
If we set a = 1 and c = −1 in [9, Lemma 4.1], we easily deduce that
Using [9, Eq. (6.1)], we easily find that the inner summation of the righthand side of the above equation equals
Substituting the above equation into (3.9) and simplifying , we find that
Combining (3.8) and (3.10) we complete the proof of the proposition.
Replacing q by q 2 in Theorem 1.4 and then setting α = 1,
in the resulting equation, we find the following identity.
Setting m = 0 in the above equation and then using the q-Chu-Vandermonde summation, we find the second Gauss identity in (3.1). Combining the above equation and the second Gauss identity in (3.1), we obtain the following proposition.
Proposition 3.10. There holds the identity
Proposition 3.11. If m is a nonnegative integer, then, we have the formula
Proof.
(1 − αq 2n )(α, q/a; q) n (a/q) n (q, αa; q) n m+2 φ m+1 q −n , αq n , q, · · · , q αb, 0, · · · , 0 ; q, q .
Replacing q by q 2 in the above equation, setting a = b = q, α = q 2 in the resulting equation, using the second Gauss identity in (3.1), we complete the proof of Proposition 3.11.
Setting m = 0 in Proposition 3.11 and then using the q-Chu-Vandermonde summation, we find that (1 + q 2n+1 )q 2n 2 +2n−j(j+1)/2 1 − q 2n+1 .
We end this section by proving the following theorem using Theorems 1.4 and the Sears 4 φ 3 transformation. (1 − αq 2n )(α, q/a, q/b; q) n (−αab) n q n(n−3)/2
(1 − α)(q, αa, αb; q) n 2 φ 1 q −n , αq n q/b ; q, qc b .
Proof. We start with the case m = 1 of Theorems 1.4, which states (αq, αab/q, αab 1 /q, αc 1 ; q) ∞ (αa, αb, αac 1 /q, αb 1 ; q) ∞ (3.13)
The Sears 4 φ 3 transformation (see, for example, [5, p. 71]) can be restated as follows
Setting γ = 0 in the above equation, we immediately deduce that
; q, q (3.14)
Applying this transformation formula to the 3 φ 2 series on the right-hand side of (3.13), we conclude that
Putting b 1 = 0 in the above equation and then replacing c 1 by c, we complete the proof of Theorem 3.12. (1 − αq 2n )(α, q/a; q) n (αa) n q n 2 −n (1 − α)(αa, αb; q) n n j=0 (αb/q; q) j α −j q j(1−n) (q; q) j .
When b = c, Theorem 3.12 reduces to the well-known identity
Using Theorem 3.12, we can prove the following proposition.
Proposition 3.15. For |a| < 1, we have
Proof. Setting α = q, c = 1 and b = −1 in Theorem 3.12, we deduce that
Setting α = 1, c = −q in Proposition 2.3 and simplifying, we have
Combining the above two equations, we finish the proof of Proposition 3.15. 
Putting a = −q 1/2 in Proposition 3.15 and then replacing q by q 2 , we deduce that
Replacing q by −q in the above equation, we are led to the following beautiful identity:
Using Theorem 3.12, we can also prove the following proposition.
Proposition 3.16. For |a| < 1, we have
Proof. If we replace q by q 2 and then setting α = q 2 , b = q, c = 1, then Theorem 3.12 becomes
Replacing q by q 2 in Proposition 2.3 and then setting α = 1, c = q, we obtain
Combining the above two equations, we complete the proof of Proposition 3.16.
Setting a = q in Proposition 3.16, we immediately conclude that
This identity is similar to Andrews' identity for sums of three triangular numbers in (3.12), which also implies Gauss's famous result that every integer is the sum of three triangular numbers. Setting a = −q in Proposition 3.16 and then replacing q by −q, we deduce that
Putting a = 0 in Proposition 3.16, we obtain the following identity, which is similar to the identity in [6, Eq. (7.17)]:
Hecke-type series identities
We [9] have proved the following general q-transformation formula [9, Theorem 1.6] using Theorem 1.2. A n (q/a; q) n (αa)
The condition "independent of a" in [9, Theorem 1.6] is not necessary.
The main result of this section is the following theorem, which can be derived from Theorem 4.1 by choosing
Theorem 4.3. For |αabz/q| < 1, we have the q-transformation formula
Now we will begin to derive Hecke-type series identities using Theorem 4.3.
4.1. The proof of Theorem 1.9. Setting α = q, c = −q, z = −1, d = h = β = γ = 0 in Theorem 4.3, we deduce that
By setting α = 1 and c = −q in Proposition 2.3, we can easily find that
Combining the above two equations, we finish the proof of Theorem 1.9.
4.2. Setting d = h = γ = 0, β = q and z = 1, replacing c by qc in Theorem 4.3 and then using [9, Lemma 4.1] we can prove the following q-formula [9, Theorem 1.9], which has many applications to Hecke-type series identities (see [9] for the details). (1 − αq 2n )(α, q/a, q/b; q) n (−α 2 ab) n q 3n(n−1)/2 (1 − α)(qc, αa, αb; q) n n j=0 (c; q) j α −j q j(1−n) (q; q) j .
4.3.
In this subsection, we will prove the following theorem using Theorem 4.3.
Theorem 4.5. For |ab/q| < 1, we have the q-transformation formula
Proof. Replacing q by q 2 in Theorem 4.3 and then setting d = h = β = γ = 0, α = q 2 , c = q and z = q −1 , we obtain
Replacing q by q 2 in Proposition 2.3 and then setting α = 1 and c = q, we obtain
Combining the above two equations, we complete the proof of Theorem 4.5.
Setting (a, b) = (0, 0), (1, 0), (q, −q) in Theorem 4.5 respectively, we obtain the following three Hecke-type series identities.
The identity in (4.2) is equivalent to the identity in [12, Corollary 5.4 ].
4.4.
In this subsection, we will set up the following transformation formula. Theorem 4.6. For |ab| < 1, we have the q-transformation formula
Proof. It is easily seen that using Proposition 2.2, one can prove that
which can be also found in [3, p. 30, Eq. (6.15)]. Replacing q by q 2 in Theorem 4.3 and then putting α = q 2 , β = q, c = −q, d = −q 2 , γ = h = 0 and z = 1, we deduce that
Substituting (4.5) into the right-hand side of the above equation, we complete the proof of Theorem 4.6.
Setting a = b = 0 in Theorem 4.6, we obtain the following identity of Andrews [ 
Putting a = 1 and b = 0 in Theorem 4.6, we obtain the identity (4.6)
Taking a = b = q in Theorem 4.6 and simplifying, we find that
4.5. The following q-formula is established in this subsection by using Theorem 4.3.
Theorem 4.8. If T n is defined as in (3.2) and |ab/q| < 1, then, we have
Proof. Setting β = −q, z = 1, h = γ, c = q 1/2 , d = −q 1/2 and letting α → 1 in Theorem 4.3, we find that
Letting α → q −1 and c = q 3/2 , d = −q 3/2 in Proposition 2.2 and simplifying, we can obtain
which can also be found in [3, Eq. (5.
3)]. Combining the above two equations, we complete the proof of Theorem 4.8.
Setting a = b = 0 in Theorem 4.8 and simplifying , we obtain the following identity of Andrews [3, Eq. (1.11)]:
Setting b = 0, multiplying both sides by 1 − a and letting a = 1, we arrive at (1 + q n ) (q/a, q/b; q) n (−ab) n (a, b; q) n q n 2 −2n (q n T n (q) − T n−1 (q)).
Setting a = b = 0, we are led to the Andrews identity (1 + q 6n+2 )q (3n 2 −n)/2−j(j+1)/2 .
4.6. In this subsection, we will prove the following q-formula. (1 − q 2n+1 ) (q/a, q/b; q) n (−ab) n q n(n−1)/2 (qa, qb; q) n 2 φ 1 q −n , q n+1 −q ; q, 1 .
Taking α = 1 and c = −q in Proposition 2.5 and simplifying, we find that 2 φ 1 q −n , q n+1 −q ; q, 1 = (−1) n q −n(n+1)/2 n j=−n (−1) j q j 2 .
Combining the above two equations, we complete the proof of the theorem. 
The Sears 4 φ 3 transformation and Hecke-type series identities
In this section we will prove Theorem 1.12 using Theorem 4.3 and the Sears 4 φ 3 transformation.
Proof. Setting γ = h and z = 1 in Theorem 4.3, we conclude that (αq, αab/q; q) ∞ (αa, αb; q) ∞ 3 φ 2 q/a, q/b, β c, d
; q, αab q
(1 − αq 2n )(α, q/a, q/b; q) n (−αab/q) n q n(n−1)/2 (1 − α)(q, αa, αb; q) n 3 φ 2 q −n , αq n , β c, d
; q, q .
Applying (3.14) to the right-hand side of the above equation, we complete the proof of Theorem 1.12.
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