We propose an unsupervised hashing method, exploiting a shallow neural network, that aims to produce binary codes that preserve the ranking induced by an original real-valued representation. This is motivated by the emergence of small-world graph-based approximate search methods that rely on local neighborhood ranking. We formalize the training process in an intuitive way by considering each training sample as a query and aiming to obtain a ranking of a random subset of the training set using the hash codes that is the same as the ranking using the original features. We also explore the use of a decoder to obtain an approximated reconstruction of the original features. At test time, we retrieve the most promising database samples using only the hash codes and perform re-ranking using the reconstructed features, thus allowing the complete elimination of the original real-valued features and the associated high memory cost. Experiments conducted on publicly available largescale datasets show that our method consistently outperforms all compared state-of-the-art unsupervised hashing methods and that the reconstruction procedure can effectively boost the search accuracy with a minimal constant additional cost.
: The search process with HNSW using real-valued features (left, blue pathway) and our URPH hashing model and its decoder (right, red pathway). The search process with real-valued features relies heavily on ranking features in a neighborhood. We therefore propose to learn a rankpreserving hashing method to compress the real-valued features into binary codes, and a decoder to perform re-ranking without needing to access the original features.
INTRODUCTION
Researchers in computer vision have developed many methods [22, 25, 27] to extract representations to capture the most important information of an image. These representations are commonly used in content-based retrieval systems enabling searching for similar images in a large database. However, for a large database, the cost of an exhaustive search and of storing all the uncompressed features both become prohibitive. Therefore, the development of efficient and high-accuracy approximate nearest neighbour search (ANN) methods as well as compression methods that preserve the original representation discriminability are active research topics.
The ANN problem has been studied for decades [3, 6] , but an emerging trend in the last few years is to exploit a graph structure to perform the search. The Hierarchical Navigable Small-World (HNSW) method [28] is now dominating the ANN benchmarks 1 . The main drawback of such graph-based method is that they require storing all the original features. The recent work [9] applies product quantization coding to the HNSW indexing. Their problem setting is considering mostly the compression ratio over search performance, and the product quantization method doesn't have the advantage of fast Hamming distance computation of hash codes. Due to these differences, we consider it as a related but different problem. The search process with HNSW, illustrated in the left of Figure 1 , relies on ranking within the neighborhood of each node in the graph in the top layers and completely ranking a search buffer in the bottom layer 2 . We therefore explore the idea of learning a hashing model, to compress each sample representation into binary codes, preserving the ranking obtained with the real-valued features. Our goal is to reduce the feature storage cost by using hashing while maintaining the effective search performance of HNSW. We further propose to learn a decoder enabling to perform re-ranking using reconstructed features and thus allow to discard the original features.
Many approaches have been proposed to learn to produce binary codes [6, 11, 12, 26, 29, 32, 38] , the works being most relevant to our proposed method are rank-preserving (either supervised [31, 33, 36, 39] or unsupervised [8, 34] ) and reconstruction-related methods [5, 10, 15, 16, 19, 20, 23, 30] . Hashing is often used as a first step in the search process. Namely, computing exhaustively the Hamming distances between a query hash code and all database hash codes and gathering a small candidate set of samples that have the smallest Hamming distances. A second step, often referred to as re-ranking, is to get the corresponding original features of the candidate samples and compute the exact distances with the query feature. This reranking step can be slow if the database samples features are read from disk and require a lage amount of memory to store all the features for faster access.
Low dimensional (i.e. 64 bits or less) hash codes are commonly used in the literature but suffer from limited discriminative power compared to the original features. Prior rank-preserving methods usually aim to train hash codes that preserve the ranking defined according to labels, while our goal is to preserve the ranking obtained with original features that we assume have been heavily optimized for the target task. Reconstruction based methods most of the time exploit reconstruction in the optimization process to learn the hash model but not at test time to re-rank as we do.
In this work, our goal is to totally get rid of the original features and take advantage of both the graph-based indexing method like HNSW and the compact hash codes. We therefore propose to learn:
• an unsupervised hashing model producing medium length hash codes, that is optimized directly for the search task by aiming to preserve the rank order within any set of samples; • a decoder to reconstruct approximation of the original features from hash codes, that can be exploited to perform re-ranking without requiring the original features. Our approach is an effective solution to solve the large-scale content-based retrieval problem while allowing to fully discard the original features. In our search process illustrated in Figure 1 in the right side as the red pathway, we first collect a candidate pool of the most promising database samples using a HNSW graph built only with the hash codes, then reconstruct an approximation of their features on-the-fly and re-rank the candidates by comparing 2 Due to space limitation, we refer the reader to [28] for additional details.
the query feature to their reconstructed features. Experiments conducted on million-scale datasets show the consistent superiority of our method compared to state-of-the-art hashing methods (with relative performance gains of up to 35%). Our method integrated with the graph-based search method [28] overcomes its main limitation which is its memory usage. For example, for SIFT1M [18] , the proposed method using 256 bits can reduce the memory requirement to store the samples from 488MB to 31MB only (plus 2MB to store the decoder weights), and achieves a 1-Recall@10 of 0.77.
OUR METHOD
Formally, the goal of learning to hash is to learn a mapping H :
Ideally, the hashing model is supposed to be
where sign is the sign function and F (x; θ ) : R n → R m is a transformation (e.g. a neural network) and θ are the parameters of that transformation. However, the sign function being not differentiable forbids the optimization of the hashing model by gradient descent.
To tackle this problem, we follow [35] and relax the sign function with the hyperbolic tangent (tanh)
For simplicity, we will omit the parameters θ and use H (x ) and H (x ) instead of H (x; θ ) andH (x; θ ) in the rest of the paper. Since we relax the hashing model in the training time, we also need to approximate the Hamming distance and we use the Euclidean distance, denoted as d (·, ·) in the following, as a surrogate.
Unsupervised Rank-Preserving Hashing
Unlike supervised ranking-based hashing methods, no semantic labels are provided in our setting. Therefore, to obtain a ranking to preserve, we propose to simulate a search process with the original features. As shown in Figure 2 , during training we construct a minibatch of batch size N by: (i) randomly selecting N samples from the training set; (ii) randomly selecting one sample from them to be the query q; (iii) ranking the rest of the samples in ascending distance to the query. Our main optimization goal is to preserve the ranking of the batch according to the query.
The order is preserved if and only if, for any triplet composed of the query q, and two candidates i and j, i and j remain in the same order in the Hamming space. Therefore, we want to penalize any triplets in the Hamming space that are not in the original order with our ranking loss defined as
where q is the original feature of the query, and x i is the feature of the i t h candidate, and [·] + = max(·, 0). w i is a weight to ensure that the model penalizes more any misordering happening at smaller ranks and it is defined as
We also adopt two widely-used regularization terms [35] in learning to hash methods: bit uncorrelation loss and binarization loss. Figure 2 : Illustration of our URPH training procedure. We first construct training batches by randomly selecting a query q and N − 1 samples from the training set, where N is the batch size. We order the features based on their similarity to q and compute their hash codes. We utilize the proposed rank-preserving loss and regularization losses to learn a relaxed hashing model. Then we use the binarized hash codes to learn a decoder which reconstructs an approximation of the original features, e.g.x 1 , from the hash codes, e.g. H (x 1 ). The reconstruction loss is only used to optimize the decoder not the hashing model.
The bit uncorrelation loss L U is aiming to make every bit useful by enforcing every pair of bit to be uncorrelated, and is computed as
-normalized relaxed hash codes, and I is the M × M identity matrix. Note that here we apply l2-normalization to the relaxed hash codes before calculating the uncorrelation loss, as without l2-normalization a trivial solution is to have all bits close to zero. The binarization loss L B enforces the hash codes to be binary
whereB i j denotes the element in the i t h row and j t h column of the matrixB = [H (q);H (x 1 );H (x 2 ); ...;H (x N −1 )].
Our complete objective for learning our hashing model is
with λ R , λ U and λ B being weights to control each loss contribution.
Reconstructing features from binary codes
Due to a small number of possible distances [8] , there can be ambiguity or ties [13] in the candidate pool retrieved by Hamming distance comparisons. Usually, the re-ranking performed with the original features would alleviate that problem, but as we want to fully discard the original features, we propose to learn to reconstruct an approximation of the original features. Formally, we learn a decoder D (b; ϕ) : {0, 1} m → R n , where ϕ are the parameters of the model. Let us denotex i = D (b i ; ϕ) the reconstructed feature of x i , with b i = H (x i ). We use a l2-norm loss as the optimization objective for the reconstruction
Note that b i is a binarized code without relaxation, and there is no gradient back-propagated from the decoder to the hashing model. An illustration of the training of our unsupervised rank-preserving hashing (URPH) method with its decoder is shown in Figure 2 .
At test time, as illustrated in Figure 1 as the red pathway, we use the hashing model trained as detailed in the previous section to compress the original features into binary codes, build a HNSW index using these codes, and perform a search on the graph by computing Hamming distances between the query hash code and the hash codes of the samples encountered along the search path to obtain a candidate pool. Then we reconstruct real-valued features for the candidates obtained with the hash codes, and re-rank the pool by computing the asymmetric distance defined as
where q is the query feature, b i is the binary code of sample x i and x i its reconstructed feature, and d (·, ·) is the Euclidean distance.
Implementation and training
Our hashing model is a shallow neural network with a single hidden layer with 8× the number of dimensions of the input nodes using an exponential linear unit (elu) [7] as an activation function and followed by a batch normalization layer [17] . The decoder is also a shallow neural network with a mirrored architecture of the hashing model. We train our model with the stochastic gradient descent with Tensorflow [1] . To ensure that the rank-preserving loss dominates the optimization process, we set λ R to the inverse of the first batch ranking loss value, while the λ U , and λ B are set 0.5 and 0.3 respectively. The batch size N is set to 512. We observed that the hashing model converges faster than the decoder, so we first train the hashing model and the decoder simultaneously for 50, 000 iterations then only the decoder for another 50, 000 iterations, as the hash codes will be stable it helps the decoder to converge.
EXPERIMENTS
In this section, we evaluate and compare our method with state-ofthe-art methods on two public large-scale datasets:
• SIFT1M [18] consists of a training set, a query set and a base set, which are not overlapped. There are respectively 100, 000, 10, 000, and 1, 000, 000 samples in these sub-sets. Each sample is a 128-dimension SIFT [27] feature. We use l2-normalization as a pre-processing step for this dataset. • Deep1M [2] consists of a training set of 1, 000, 000 samples, a query set of 10, 000 samples and a base set of 1, 000, 000 # of bits 64 96 128 256 512 64 96 128 256 512 64 96 128 256 512 64 128 256 512 64 128 256 512 64 128 256 samples, which are not overlapped. Each sample is a 96dimension normalized deep feature produced by a deep neural network. Note that Deep1M is a sub-set of the originally proposed Deep1B [2] subsampled as described in [9] .
Compared Methods and Evaluation Metrics
We compare our methods with widely-used unsupervised hashing methods: ITQ [12] , SH [37] , IsoH [21] , BRE [23] , KLSH [24] , LSH [6] , SpH [14] . We obtain their implementations from [4] . Note that ITQ, SH and IsoH all rely on an eigenvalue decomposition of the features' covariance matrix and thus cannot produce hash codes with more bits than the original features' dimension. We also compare with the results reported by the rank-preserving method OPH [34] on SIFT1M. We denote our hashing model as URPH, and our hashing model with reconstruction and asymmetric search as URPH-RE. For each method, we first train a model on the training set with hash codes length of 64, 96 only for Deep1M, 128, 256 or 512 bits. We then compress the database features into binary codes. Then, to speed up the search process compared to an exhaustive search, we build a HNSW graph using the binary codes 3 . We perform searches with the HNSW index built using the binary codes to retrieve a candidate pool of the K (K ∈ {1, 10, 100} in our experiments) closest samples. These are the returned samples evaluated for all hashing methods with the widely-used 1-Recall-at-K metric defined as
where Q is the query set, R(q, K ) are the top K retrieved samples and N N (q) is the true nearest sample of query q in the database. For UPRH-RE only, we re-rank the candidate pool, obtained with K = 100, by reconstructing the features of these candidates and comparing them to the query feature, as detailed in Section 2.2.
Discussions
Results on Deep1M and SIFT1M are reported in Table 1 . Our URPH significantly outperforms previous hashing methods, especially when the number of bits is sufficient. URPH outperforms the best baseline methods on Deep1M by relative gains of 35.7%, 31.3%, and 3 We evaluate all methods with HNSW and set max M = 32, max M 0 = 64 and ef Sear ch = 1024 to have a very good approximation of the exhaustive search 19 .3% for 1-Recall@(1,10,100) with 128 bits and of 25.3%, 17.4%, and 6.2% for 1-Recall@(1,10,100) with 256 bits. URPH outperforms the best baseline method on SIFT1M by relative gains of 16.0%, 12.3%, and 5.76% for 1-Recall@(1, 10, 100) with 256 bits and of 22.8%, 12.6%, and 3.7% for 1-Recall@(1, 10, 100) with 512 bits. Our method also outperforms the rank-preserving method OPH [34] .
The asymmetric search (URPH-RE) can significantly boost the retrieval performance on both datasets with the 1-Recall@1 approaching 50% and the 1-Recall@10 of about 90% when using 512 bits, while adding a small constant cost of about 1ms to the search process that already takes about 7ms when using HNSW and would take up to 30ms using an exhaustive search process. The results obtained with HNSW for all hashing methods (including ours) are within 1% of the exhaustive search results.
CONCLUSIONS
We have presented an unsupervised hashing method aiming to produce binary codes that preserve the ranking ability of an original real-valued representation. Our method used with the hierarchical navigable small world graph indexing can produce accurate search results at a fast search speed overcoming the high storage memory requirement. Our method clearly outperforms other hashing methods on two million-scale datasets Deep1M and SIFT1M, especially when hash code lengths are sufficient. Furthermore, we show that learning a decoder to reconstruct an approximation of original features and perform re-ranking can significantly boosting the retrieval performance without storing the original features. Our proposed method allows to compress real-valued features into binary codes while preserving most of their retrieval ability.
