In some areas of management and commerce, especially in Electronic commerce (E-commerce), that are accelerated by advances in Web technologies, it is essential to support the decision making process using f o m l methods. Among the problems of E-commerce applications: reducing the time of data access so that huge databases can be searched quickly; decreasing the cost of database design . . . etc. We present the application of Decision Diagrams design using Information Theory approach to improve database access speeds. We show that such utilization provides systematic and visual ways of applying Decision Making methods to simplify complex Web engineering problems.
Introduction
In this paper, we present the application of Decision Making methods to solve the problem of optimizing database access. At present, developments in Decision Making and Logic Design present new opportunities to provide database designers with computer-generated representations of their problems [l, 41. Effective use of these capabilities requires managing how information is extracted from databases and using visual displays in order to enhance human performance in design tasks. Research on data representations is fundamental to the progress in optimization of interactive database applications [2] .
Database access optimizers are the great tools of modem Web services to achieve high performance. Such an optimizer chooses an optimal strategy for queries processing from alternative ones. Commercial database systems have incorporated access optimizers in the last decade [6] . However, new interest in optimal sequence of queries for knowledge discovery, on-line interactive services and complex multi-media objects has caused renewed research in optimization. Such database access optimizers have been proved inadequate to the needs of these applications [5, 8] .
The user interacting with an E-commerce application has a number of altematives of which one must be chosen. The objective is to choose the best alternative (productkervice) as a result of a sequence of decisions [7] . When a situation requires a series of decisions, a decision table approach cannot accommodate the multiple layers of decision making. Thus, a graph-based approach is needed. Decision Trees (DTs) and its extension Decision Diagrams (DDs) can describe these situations and add structure to the problem. DDs require less memory for representation than DTs since the DD is a reduced DT [l, lo]. DDs provide an effective method of decision making because they: layout clearly the problem so that all choices can be viewed, discussed and challenged; provide a framework to quantify the values of outcomes.
Most of the tools of modem research in optimization 
Database Records and Queries
The Web E-commerce applications are based on interactive queries that explore certain products stored in a Web-linked database idormation. Two different principles are used when producing a query: (i) generating the queries with difficult and sometimes non-trivial questions that take a lot of time to answer; (ii) generating simple queries that contain questions with possible alternative answers. We employ the second principle and propose a new optimization strategy to achieve further performance during the execution of queries. Determining the optimal sequence can be solved using DDs and information theoretic measures. Here, n is the number of r-valued variables.
Example 2. The company from Example 1 sells the .following car modijications:
f =2:
f =4:
f =6: 
Database and Logic Function Database Decomposition
Let Free DDs allow more efficient representation while keeping (nearly) all the properties of ordered DDs [4] . We deal with free DDs only so the term 'free' will be omitted. Figure 4(b) is free. The effect of reducing the number of DD nodes is demonstrated.
Representation of Logic Functions

Example 4. The graph in Figure 4(a) represents an ordered DD for theJiutction f (Example I). The DD in
Relation Between Decision Diagrams and
A DT (or generally DD) is a chronological representation of the decision process by a network that utilizes two types of nodes: decision nodes, represented by choice nodes (values of a function), and chance nodes (variables). Constructing a DD requires building a logical structure for the problem. Here is a sketch description of how to design a DD: 1. draw the DT using choice nodes to represent decisions, and chance nodes to represent uncertainty states; 2. evaluate the DT to make sure all possible outcomes are included; 3.
reduce DT to DD.
We can determine the best decision from the graph by starting from the root and going forward. From the above graph our decision is as follows: 1. ask the consumer several questions to discover his interest; 2a. if answers lead to a particular product, then select the product (final decision); 2b. otherwise repeat questions. (Figure 4(b) ). Its path in bold corresponds to target f = 7 (7- 
path). It means that during the Internet Shopping we will follow this path and choose Nissan Primera 2.0SLX
The major problem is to choose the variable for DD design that will optimize Web database access by minimizing levels of DD for quick search and reducing size of DD for efficient memory allocation. This problem can be solved using information theoretic measures as optimization criteria.
Information Theory and Optimization
In order to quantify the content of information for a finite field of events A = {al, a2, . . . We utilize the presented information theoretic measures for optimization of database access. The criterion to choose a decomposition variable z for the arbitrary level of DD is that the conditional entropy of the function with respect to this variable has to be minimal:
As a measure of cost, we use the number of levels and the number of nodes in the final DD. This choice is motivated by the major optimization objectives in Intemet Shopping, related to reduction of number of queries and overall memory size for DD allocation.
The main reasons for using information theoretic measures to optimize data access are:
The behaviour of entropy function is close to the behaviour of such parameters as the number of nodes and the number of levels in DD. The results from [9] show the dependence of the number of nodes in DT expression upon the entropy function.
The choice in each particular case is mainly justified by the uncertainty of decision making whose estimation is closely related to entropy measures. This implies that the sequence with less uncertainty (DDs) should be designed taking into consideration the entropy criterion.
The results of optimization are very sensitive to variable ordering, e.g. the number of nodes may vary from linear to exponential [ 101.
Next, we present a simple example to compare a classical method and an entropy-based method of variable ordering.
Algorithms to Optimize Database Access
Generally, our algorithm to optimize database access performs as follows, 
. 1
Initially, a canonical representation, i.e. truth table, is generated for the given database information as described in Section 3.
I n f o~~~~d~ (greedy strategy) or Infolter (iteration strategy) algorithm is applied. The nodes of the DD are assigned by variables in accordance with the information theoretic criterion (Equation (3)). The DT is optimized via reduction of the number of nodes.
The sequence of queries is formed according to the constructed DD.
Greedy Strategy -Simple Case
First, we describe a greedy algorithm to optimize database access according to an information criterion. A sketch of the algorithm is given in Figure 5 .
The basic idea here is that we employ recursion when constructing DDs. The ordering restriction is relaxed, i.e., (i) each variable appears once on each path and (ii) the order of variables along each path may be different [4] . Our greedy algorithm for logic functions minimization is: Stage 1. At each step of DD design, i.e. attaching a current node to the DD, the information theoretic measures for decomposition are calculated for each variable.
H ( f I . ) , is assigned to the current DD node. The obtained DD is shown in Figure 4 (c). The number of non-terminal nodes is four and the maximum number of levels is three.
Stage2. The variable 2, that corresponds to minimal
Iteration Strategy
We present below an extension of the greedy algorithm that can be used in practical applications. A concept of ranging variables 2 1 , . . . , xn using information theoretic criterion is supposed to improve the characteristics of greedy strategy and optimize Web access. We add the number of iterations as input data for the extended algorithm ( Figure 6 ). Such an improvement of the basic algorithm does not guarantee the minimal solution, but near the minimal one. It is easy to show that algorithm I n f o1tep., with parameter Iter = 1, realizes the greedy strategy. We can obtain the results that will be near the exact ones by increasing the number of iterations: (Figure 4(d) ). We can conclude that three requests will be enough to explore all car modijications proposed by the company. Firstly, we should generate a query that contains a question about customers' pay abilities (x~), then either gear preferences (xg) or car purpose (28). andfuel spent (26).
Experiments and Practical Benefits
In the first series of experiments with algorithms I n f OGreedy and I n f O I t e r for decision making, Machine Learning benchmarks were used (Table 3) . In this table, Nllevellt means the number of DT/DD nodes, the number of DTDD levels and run-time in CPU seconds (Pentium 111 650Mhz, 48Mb). We state Iter = 10 for Injolter. In the second series of experiments, we tested the proposed algorithms for different Intemet market examples.
The optimization results provide more friendly and faster user interactions. Possible benefits from using DDs are: more compact database representations and faster access, better optimization using different criteria (DD size, levels' no.), and flexibility in developing and updating electronic catalogs. The application of Intemet shopping is an example where Web site customers will be able to buy a product using intuitive navigation due to DDs since hierarchical data representation is similar to the way decisions are made.
Concluding Remarks
In this paper, we addressed the problem of optimizing database access by using hierarchical organization of database information. We have developed computeraided support for the easy construction of DDs and DTs.
The optimization methods using graph-based structures have found wide applicability not only in Ecommerce applications but also in logic design, computeraided diagnostics in medicine, and other decision making problems [12] .
The algorithms produce efficient DDs using information theoretic approach. They provide significant improvement in the number of queries needed to extract information from a database. The experimental results are encouraging and the algorithms are easy to construct.
