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In this work we propose to simulate many-body thermodynamics of infinite-size quantum lattice models in
one, two, and three dimensions, in terms of few-body models of only O(10) sites, which we coin as quantum
entanglement simulators (QES’s). The QES is described by a temperature-independent Hamiltonian, with the
boundary interactions optimized by the tensor network methods to mimic the entanglement between the bulk
and environment in a finite-size canonical ensemble. The reduced density matrix of the physical bulk then
gives that of the infinite-size canonical ensemble under interest. We show that the QES can, for instance,
accurately simulate varieties of many-body phenomena, including finite-temperature crossover and algebraic
excitations of the one-dimensional spin liquid, the phase transitions and low-temperature physics of the two-
and three-dimensional antiferromagnets, and the crossovers of the two-dimensional topological system. Our
work provides an efficient way to explore the thermodynamics of intractable quantum many-body systems with
easily accessible systems.
I. INTRODUCTION
Simulating quantum many-body physics is one of the cen-
tral tasks in condensed matter physics and the related fields
such as quantum information/quantum simulation. While the
analytical solutions are extremely rare, one important method
to study many-body systems consists in classical simulations.
Paradigm approaches include the exact diagonalization (cf.
[1]), quantum Monte Carlo (QMC) [2, 3], density matrix
renormalization group (DMRG) [4, 5], and tensor network
(TN) methods [6–11]. However, due to the high complex-
ity of the quantum many body problems, there are still many
unsettled issues that cannot be reliably accessed by classical
simulations. For instance, the possible candidate models for
quantum spin liquids [12–15] in two and higher dimensions,
as well as efficient algorithms to simulate their thermodynam-
ics [16–24] are still under very hot debate.
Even for the many-body systems that are theoretically well
understood, it is still a challenge to realize them in a control-
lable manner, and to demonstrate certain targeted many-body
features in experiments. A common way to do it is to search
for materials occurring naturally. To name a few, the com-
pounds α-RuCl3 [25], YbMgGaO4[26] and ZnCu3(OH)6FBr
[27] are the rare examples of spin-liquid candidates, which
can be described by Kitaev model on honeycomb lattice, and
Heisenberg model on triangular and kagome´ lattices, respec-
tively. Without natural materials, it is extremely difficult to re-
alize the targeted many-body features in experiments by pur-
posefully designing microscopic interactions in a material.
A much more flexible approach is to use quantum simu-
lators (c.f. [28–33]), which are defined as the controllable
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FIG. 1. (Color online) Illustrations of the quantum entanglement
simulators of 1D (upper-right inset) and 2D systems.
and simple quantum systems that mimic quantum models of
high complexity. This approach allows to design different in-
teractions with the same experimental platform such as cold,
or ultra-cold atoms/ions. Various phenomena have been suc-
cessfully simulated by quantum simulators, including Bose-
Einstein condensation (e.g., [34–36]), quantum magnets (e.g.,
[37, 38]), strongly correlated electrons (e.g., [39, 40]), and so
on. Quantum simulators offer a promising way two realize
the targeted physics in controllable systems. One bottleneck
for simulating lattice models is the difficulty of reaching large
sizes, which hinders the exploration of the physics in the ther-
modynamic limit.
In this work we show that with the few-body systems of
only O(10) sites, coined as quantum entanglement simulators
(QES’s), the thermodynamics of infinite-size many-body sys-
tems in one and two dimensions can be accurately simulated.
The key idea is to introduce the entanglement-bath sites on
the boundary, and optimize their interactions with the physi-
cal sites [41] (Fig. 1). A QES is described by a simple Hamil-
2tonian that reads
HˆQES =
∑
〈i,j〉∈bulk
Hˆ [i,j] +
∑
〈i∈bulk,n∈bath〉
Hˆ[i,n]. (1)
Hˆ [i,j] denotes the two-body Hamiltonian on the i-th and j-th
physical sites in the bulk, and Hˆ[i,n] denotes the two-body
Hamiltonian between the i-th physical and n-th bath sites.
Here, we restrain ourselves to the nearest-neighboring inter-
actions.
The aim is to mimic the thermodynamics of the infinite-size
model with the Hamiltonian
Hˆ =
∑
〈i,j〉
Hˆ [i,j]. (2)
The physical information is extracted from the reduced den-
sity matrix
ρˆR = Trbathρˆ, (3)
with Trbath the trace over the degrees of freedom of the bath
sites. ρˆ is the density matrix of the QES. We have ρˆ = |Ψ〉〈Ψ|
for the ground-state simulation (with |Ψ〉 the ground state of
Hˆ) and ρˆ = e−βHˆ for the simulation at the inverse tempera-
ture β. ρˆR mimics the reduced density matrix of infinite-size
system that traces over everything except the bulk.
On the boundary, {Hˆ[i,n]} are optimized from the ground
state to mimic the entanglement between the finite-size bulk
and the rest in the infinite-size system [41]. {Hˆ[i,n]} are op-
timized by the infinite DMRG algorithm [4, 5] for 1D cases,
or its variants on infinite-size tree TN [41–43] for 2D and 3D
cases [44]. The dimension D of the entanglement bath con-
trols the total number of eigenstates, or in other words, the
upper bound of the entanglement between the bulk and envi-
ronment.
After obtaining HˆQES, the simulation of the infinite-size
model becomes that of the finite-size one. Since the size of
HˆQES is small and the interactions are only two-body nearest
neighbors, one way to simulate HˆQES is to use techniques such
as cold atoms to do quantum simulations. Here, we generalize
the linearized tensor renormalization group (LTRG) algorithm
[45] with sufficiently large bond dimensions (χ = 400 ∼ 600)
to numerically simulate the HˆQES.
The performance of the QESs is testified on one- and two-
dimensional quantum lattice models, i.e, the XY chain and the
Heisenberg model on honeycomb lattice. The accuracy of the
QES’s is shown to be one or two orders of magnitude higher
than themodels of the same size, but without the entanglement
bath. We show that the QES can accurately mimic the finite-
temperature cross-over and the low-temperature algebraic ex-
citations of 1D spin liquid, and the Ne´el-paramagnetic phase
transition and low-temperature gapped excitations of 2D anti-
ferromagnet. We further apply the QES for the 3D Heisen-
berg model on cubic lattice. Our work provides a theoretical
scheme of modeling novel quantum simulators that can accu-
rately reproduce the targeted many-body features in the ther-
modynamic limit by a small number of sites. The QESs can
be considered as prototype models to (theoretically or experi-
mentally) simulate strongly correlated systems of infinite size.
(a)
(b)
(c)
FIG. 2. (Color online) The errors of the QES’s that simulate the
infinite-size 1D XY chain, comparing with the exact solution and the
finite-size models without entanglement bath. The error versus the
inverse temperature β for different (a) sizes L, (b) entanglement-bath
dimensions D, and (c) Trotter steps τ are testified.
II. BENCHMARK RESULTS
We first simulate the infinite-size XY chain as a benchmark,
where the Hamiltonian reads Hˆ =
∑
i(Sˆ
[i]
x Sˆ
[i+1]
x +Sˆ
[i]
y Sˆ
[i+1]
y )
with Sˆ
[i]
α is the α component of the spin-1/2 operators (α = x,
y, z). We take the Planck and Boltzmann constants ~ =
kB = 1 for convenience. Its thermodynamics can be ana-
lytically solved [46]. Fig. 2 (a) shows the error of energy
per site |E − Eexact| at different inverse temperature β (note
E = Tr(ρˆR
∑
〈i,j〉∈bulk Hˆ
[i,j])/(NTrρˆR) with N the number
of the physical sites). We take the bath dimension D = 2 so
that the bath sites are effectively spin-1/2’s. With the same
size, the accuracy of the QES is about one order of magni-
tude higher than that of the normal finite-size chain. In other
words, the QESs with 6 spins performs even slightly better
than the normal chain with 20 spins. Note that the dips of the
curves are due to the change of the signs of E − Eexact.
The accuracy can be improved by increasing the bath di-
mension D [Fig. 2 (b)]. We take four physical sites as the
bulk and two bath sites on the boundary. The reason is that the
QESwith a higherD can capture more correlations and entan-
glement. Using the time matrix product state, it is known that
ξ ∝ Dc with ξ the upper bound of the dynamic correlation
length the QES can capture and c a state-dependent positive
constant [47, 48]. Therefore, a finite D might lead to the loss
of the long-range correlations, which we call the bath corre-
3FIG. 3. (Color online) The (14+12) and (18+12) QES’s for the
Heisenberg model on honeycomb lattice.
lation error.
ForD ≥ 8, the error converges to be around O(10−4). This
is in fact the Trotter error [∼O(τ2)] [49, 50], as in LTRG
we take the finite-temperature density operator as ρˆ(β) =
[
∏
exp(−τHˆ [i,j])
∏
exp(−τHˆ[i,n])]K + O(τ2) with β =
Kτ . Unlike the bath correlation error that is the error of
the QES itself, Trotter error is a computational error of the
LTRG algorithm that appears in the numerical simulations of
the QES’s. Fig. 2 (c) shows the error of different τ ’s. Note
that the computational cost increases linearly with 1/τ . The
results are consistent with the fact that the Trotter error ac-
cumulates as β increases and finally converges to the Trotter
error at zero temperature (ground state).
There exists one more error related to the dynamic corre-
lation length. In a QES, we fixed the physical-bath Hamil-
tonians Hˆ[i,n] to be the same for all temperatures, which is
optimized from the ground-state calculation. This is a rea-
sonable assumption so that the QES is described by a well-
defined low-energy effective Hamiltonian. If the dynamic cor-
relation length ξ is much shorter than the inverse tempera-
ture β, Hˆ[i,n] should indeed be temperature-independent. But
Hˆ[i,n] might depend on β when β is comparable to ξ. It is
responsible to the peak of the error near the crossover point
(see Fig. 2). One way to improve the accuracy is to optimize
Hˆ[i,n] according to the targeted temperature by using, e.g.,
the imaginary-time sweep algorithm [19]. We opt not to do
so because the QES will not have a well-defined Hamiltonian
if Hˆ[i,n] is temperature-dependent. We dub the error from the
temperature independence as thermal correlation error. The
bath and thermal correlation errors are together coined as the
correlation errors.
For two-dimensional systems, we simulate the Heisenberg
model on infinite-size honeycomb lattice, where the Hamilto-
nian reads Hˆ =
∑
〈i,j〉(Sˆ
[i]
x Sˆ
[j]
x +Sˆ
[i]
y Sˆ
[j]
y +Sˆ
[i]
z Sˆ
[j]
z ). We con-
struct three QES’s of different numbers of physical and bath
sites, dubbed as (8+8), (14+12), and (18+12) QES’s (Figs. 1
and 3).
Fig. 4 shows the discrepancy of the energy per site between
the results of the QES’s by LTRG and QMC. In this work, all
the QMC results are obtained by extrapolating the size to in-
finity. Fig. 4 (a) shows the discrepancy with different bond
dimensions χ of LTRG. Our results imply that the compu-
tational error of LTRG due to the finiteness of χ, called the
truncation error, is much more significant than the 1D cases.
By increasing χ to the maximum that our computational re-
sources can tolerate, the energy discrepancy is O(10−2) near
the crossover point, and O(10−3) at the low temperatures.
Note that the QES, if realized by quantum simulation or quan-
tum computation, will not suffer the computational errors, and
the accuracy should be much more higher than our numerical
results.
Besides the errors of the QES’s of 1D chains, there exists
the structure error for 2D systems that can be understood as
the following. Considering that the coordination number of
honeycomb lattice is z = 3, one can define a super lattice
called Bethe lattice [51] also with z = 3. If one checks
only locally (e.g., one site and its neighbors), there will be
no difference between these two lattices. The differences ap-
pear when one meets the loops in the honeycomb lattice, as
there are no loopy structures in the Bethe lattice. This means
that the model defined on the z = 3 Bethe lattice is a zero-
loop approximation of that on honeycomb lattice (sometimes
known as the Bethe approximation, or simple update scheme
in the sense of the TN-states variational methods [52]), where
the error is due to the destructions of loopy structures [19].
For the Bethe lattice, the entanglement bath sites as well as
the physical-bath interactions Hˆ[i,n]’s can be efficiently cal-
culated by the renormalization group (RG) flows using a gen-
eralized DMRG algorithm [42, 43]. The dimension of the RG
flow is the dimension of the entanglement bath siteD [41, 53].
Such Hˆ[i,n]’s are put on the boundary of a QES, meaning that
the environment is approximated by Bethe lattice, suffering
from the structure error. Within the bulk, all interactions are
fully considered, implying there is no structure error inside.
This is why the QES possesses a higher accuracy than the
Bethe approximation.
The results shown in Fig. 4 (b) support the above analy-
ses. The Bethe approximations even with D = 24 show the
highest discrepancy in our simulations. By using the super-
orthogonalization (SO) trick [17], the optimal point of the
Bethe approximation is better reached and the discrepancy is
slightly lowered. For the (8+8) QES only withD = 2, the dis-
crepancy near the crossover temperature is comparable with
the Bethe approximation ofD = 24 and is much smaller as β
increases. It indicates the structure error is lowered due to the
loopy structure inside the bulk of the (8+8) QES.
When we increase the bath dimension to D = 4 for the
(8+8) QES, the discrepancy near the crossover temperature
is considerably lowered. This is due to the decrease of the
bath correlation error (since other errors should not change
by increasing D). The discrepancy at lower temperatures be-
comes larger. This should be due to the increase of the trun-
cation error of LTRG. When we increase the size to (14+12)
and (18+12), more loops are contained in the bulk (see Fig.
3), but the discrepancy near the crossover temperature only
changes slightly. This implies that the dominant error is no
longer structure error but the thermal correlation error. At
lower temperatures, the thermal correlation error rapidly de-
creases as discussed above, where the structure and truncation
errors dominate. Note that at lower temperatures, the D = 2
(8+8) QES seems to give the lowest discrepancy. This should
be due to the canceling of the errors of different signs, which
is not controllable.
Without the Hˆ[i,n]’s for comparison, the finite-size and
4(a)
(b)
FIG. 4. (Color online) The energy discrepancy of the Heisenberg
model on honeycomb lattice by comparing with QMC results (ex-
trapolated to infinite size). In (a), we show the discrepancy of the
(18+12) QES (D = 4) with different dimension cut-offs χ of the
LTRG. (b) We present the results of (8+8), (14+12) and (18+12)
QES’s with D = 2 and 4. The results by the Bethe approxima-
tions (with and without super-orthogonalization) are also presented
for comparison. We take τ = 0.01 and χ ≥ 400 for the LTRG
simulations.
boundary effects in 2D are much more severe than those in
1D. If we take the finite lattices with the same sizes of the
QES’s, the discrepancy increases with β and converges to
about 0.16 (8+8 sites) and 0.11 (18+12 sites), which are one
or two orders of magnitude higher than the QES’s. To reach
small discrepancies, the size has to be very large. For instance,
the discrepancy will reach O(10−4) with O(103) sites.
The temperature dependence of the errors is illustrated in
Fig. 5. As the errors of TN algorithms (particularly in higher
dimensions) usually cannot be exactly given, this figure is
only to schematically indicate the errors. At very high tem-
peratures, the system is less correlated or entangled, thus
there exit almost no errors except for certain Trotter error.
As the temperature decreases, the system gains more and
more dynamic correlations and entanglement. Then there ap-
pears the thermal correlation error. While approaching the
crossover/critical temperature, the correlation errors dominate
because the dynamic correlation length reaches the maximum
in this region and becomes comparable to or larger than the
inverse temperature. At the low temperatures, the thermal
correlation error decays rapidly as β is much larger than the
dynamic correlation length. Here we assume that the low-
temperature phase is gapped. Trotter error accumulates as the
temperature decreases and may dominate depending on the
value of τ .
Another error that may dominate near and below the
crossover temperature is the truncation error. For 1D simu-
lations, we take χ = 400 ∼ 600, where the results converge
with χ and the truncation error is ignorable. For 2D simula-
FIG. 5. (Color online) The schematic illustration of the errors of a
QES, which are (bath and thermal) correlation errors, structure error,
Trotter error and truncation error. The errors with a crossover or
transition should be similar. We assume both the high- and low-
temperature phases to be gapped. See the main text for details.
tions, the required χ increases with the bath dimensionD and
the size of the QES. The truncation error is more severe than
the 1D simulations and dominates at finite and low tempera-
tures with the maximal χ that can be reached by our comput-
ers.
The structure error (only for 2D and 3D cases) reaches the
maximum near the crossover/critical point. This is because
the loops contribute more and more to the physics of the sys-
tem when longer (spatial) correlations appear. Deep in the
low-temperature (gapped) phases, the structure error still ex-
ists, but is sub-leading compared with the truncation or Trotter
errors.
We shall stress that the truncation and Trotter errors are
the computational errors of the LTRG algorithm, not from the
QES itself. While our numerical simulations are accurate and
reliable, the results can be further improved if one uses better
algorithms or quantum simulations that do not suffer from the
computational errors.
III. SIMULATINGMANY-BODY THERMODYNAMICS
Simulating 1D spin liquid. We now demonstrate that non-
trivial many-body physics can be accurately reproduced by
small-size QES’s. We firstly simulate the XY chain, where
the ground state is gapless TomonagaLuttinger liquid [54, 55].
Fig. 6 shows the specific heat C = ∂E/∂T simulated by a
(18+2) QES. At all temperatures, the results from the QES
and exact solution coincides remarkably well. The crossover
between the high-temperature paramagnetic phase and low-
temperature liquid phase is accurately mimicked.
At low temperatures, the QES exhibits linear scaling prop-
erty, i.e., C(T ) ∼ T (inset of Fig. 6), which is exactly the
property of the low-lying excitations of the gapless Tomon-
agaLuttinger liquid. Our simulation shows that such a lin-
ear behavior can be captured by the QES down to at least
T ∼ 10−2.
Simulating 2D crossover and phase transition of quan-
tum antiferromagnets. We simulate the specific heat of the
isotropic Heisenberg model on honeycomb lattice. It is well
known that the ground state is the gapless Ne´el phase, which
is separated from the high-temperature paramagnetic phase by
a crossover. Fig. 7 (a) shows that the specific heat is accu-
rately given by the QES, compared with the QMC results.
The largest discrepancy appears at the crossover point. The
crossover temperature is accurately addressed by the QES,
50 3 6 9 12
0.0
0.1
0.2
0.3
C
T
 (18+2) QES    exact
0.00 0.05 0.10 0.15
0.0
0.1
0.2
 linear fitting
C
T
FIG. 6. (Color online) The specific heat C versus temperature T of
the XY chain obtained by the (18+2) QES and the exact solution.
The inset shows the linear scaling behavior at low temperatures due
to the gapless excitations.
with a difference∼ 10−2 compared with the QMC results.
We also simulate the XXZ model on honeycomb lattice
with the Hamiltonian Hˆ =
∑
〈i,j〉(JxSˆ
[i]
x Sˆ
[j]
x + JySˆ
[i]
y Sˆ
[j]
y +
JzSˆ
[i]
z Sˆ
[j]
z ). We take Jx = Jy = Jxy = 0.2 and Jz = 1.
At low temperatures, the model spontaneously breaks the Z2
symmetry due to the spin anisotropy and enters the antiferro-
magnetic phase through an Ising-type phase transition.
Fig. 7 (b) shows that such a phase transition is accurately
captured by the divergent peak of the specific heat. The dis-
crepancy of the critical point compared with the QCM result
is ∼ 10−2. At low temperatures, the QES faithfully captures
the gapped excitations [see semi-log plot in the inset of Fig.
7 (b)], where its specific heat exhibits an exponential scaling
behavior down to the temperatures ∼ 10−2. Note that in this
region, the worm QMC suffers certain fluctuations and fails to
produce the exponential scaling behavior of the specific heat.
Simulating crossovers of Kitaev model. We show that
the QES with a handful of sites can reproduce the prop-
erties of Kitaev model [56] at finite temperatures. Kitaev
model is a well-known model whose ground state possess
non-trivial topological orders. The Hamiltonian is written
as Hˆ =
∑
〈ij∈α〉 JαSˆ
[i]
α Sˆ
[j]
α with α = x, y, z. The work
by Nasu et al [57] shows that at finite temperatures, the sys-
tem undergoes two crossovers at two temperature scales; the
high-temperature crossover is driven by itinerant Majorana
fermions, and the low-temperature one is induced by the ther-
mal fluctuation of the fluxes of localized Majorana fermions.
Fig. 8 shows the specific heat of the (18+12) QES with
D = 4 at the isotropic point (Jx = Jy = Jz). Our best
LTRG simulation (χ = 600, τ = 10−2) shows that the
QES well captures the expected two energy scales. The high-
temperature crossover at T ∼ 0.4 crossover is revealed by
LTRG even with small χ’s. The low-temperature crossover
is shown at T ∼ 0.02, which is more challenging to access
by LTRG; it requires much larger χ or the computational er-
rors will be too large to see this crossover from the specific
heat. We shall stress that the computational errors are just
from classically simulating the QES (e.g., the errors due to
(a)
(b)
FIG. 7. (Color online) The specific heat C versus temperature T
of (a) the isotropic Heisenberg model and (b) the XXZ model on
honeycomb lattice, calculated by the (18+12) QES and the QMC.
The inset of (b) demonstrates the exponential scaling behavior of C
against inverse temperature β due to the gapped excitations of the
antiferromagnetic phase.
χ 
χ 
χ 
FIG. 8. (Color online) The specific heat C of Kitaev model on hon-
eycomb lattice simulated by (18+12) QES with D = 4. The in-
set shows zooms in the low-temperature area. The two temperature
scales are exhibited by the QES, where it requires much larger bond
dimension in LTRG (χ > 400 approximately) to capture the low-
temperature scale.
the insufficiently large χ in LTRG), which do not belong to
the errors of the QES model.
Simulating 3D thermodynamic phase transition and
low-temperature physics. For the many-body algorithms
such as TN and QMC, 3D quantum systems are obviously
more challenging to simulate than 2D. This is because the
computational complexity of 3D simulations normally scales
much faster than that of 2D systems. Particularly for the 3D
infinite-size systems, the TN simulations are rare even for the
ground states [41, 58], and there is currently no efficient TN
60 1 2 3 4 5 6
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FIG. 9. (Color online) The specific heat C of the Heisenberg model
on cubic lattice, calculated by QMC and (8+24) QES with different
dimension cut-offs χ in LTRG. We take the bath dimension D = 4.
The transition temperature by QMC is Tc ≃ 1.1 and that by QES
is Tc ≃ 0.95. The inset shows the semi-log plot. The exponential
decay of C ∼ e−∆β (with ∆ the gap) at low temperatures is also
captured by the QES down to β ≃ 6 with χ = 400. For comparison,
QMC suffers visible instability for about β > 3. The dominant er-
ror of the QES is only the computational errors of LTRG due to the
finiteness of χ.
algorithm reported for the finite-temperature simulations to
the best of our knowledge.
In Fig 9, we demonstrate the specific heat of the Heisenberg
model on cubic lattice, simulated by (8+24) QES withD = 4.
Other sizes can be chosen, for example, (L3+6L2) sites with
L the length of a side of the physical bulk. Consistent with ex-
isting results [59] and our QMC simulations (Tc ≃ 1.1), the
transition temperature is indicated by a round peak at about
Tc ≃ 0.95 by the QES’s even with small χ’s. The discrepancy
of the specific heat itself is quite large, however, since the
QES is not large enough to properly capture the long-range
correlations near the transition point. To improve the accu-
racy, one way is to enlarge the bulk of the QES. Still, we shall
note that the QES is expected to perform significantly better
than the systems of the same size with the (ordinary) open
boundary condition. The reason is that the entanglement bath
mimics the infinite-size tree-like environment, and the error
of QES is mainly from the finite-loop effects instead of the
finite-size effects in the ordinary open-boundary systems. At
low temperatures where the system is in a gapped phase, the
exponential decay of the specific heat is accurately reproduced
by the QES; the precision increases with χ. Our best LTRG
simulation with χ = 400 shows that the exponential scaling
of the QES can at least persist down to β = 6, while the QMC
simulation losses the exponential behavior for about β > 3.
IV. METHODS
The construction and optimization of the physical-bath in-
teractions Hˆ[i,n]’s for the QES were originally proposed in
Refs. [41, 53] to simulate ground states. This work extends
the QES to finite-temperature simulation, which is a more
challenging task for quantum lattice models. For optimiz-
ing the QES’s of 1D systems, we employ the infinite DMRG
(iDMRG) algorithm [4, 5]. For the QES’s of 2D systems, the
Hˆ[i,n]’s are optimized by using a variant of iDMRG that is de-
veloped to simulate the infinite-size models on Bethe lattices
[42, 43]. In this sense, the environment in the regular lattice
(such as honeycomb lattice) is approximated by that of the
Bethe lattice. Note that such an approximation can be under-
stood mathematically by the rank-1 decomposition of higher-
order tensors [19]. For 3D systems, the algorithm we use is
similar to that for the 2D systems [41]. Compared with the 2D
one, the difference is that the Bethe lattice is an approximation
of the 3D lattice, and the coordination number should be dif-
ferent. In general, the computational complexity scales with
χ polynomially as O(D2C) with C the coordination number
of the lattice. For the 1D chain, 2D honeycomb lattice, and
3D cubic lattice for instance, the complexity scales asO(D4),
O(D6), and O(D12), respectively. Note that the complexity
might be slightly reduced if one chooses a proper contraction
order.
To numerically simulate the thermodynamic properties of
the QES’s, we use the LTRG algorithm. LTRG was origi-
nally proposed to simulate the thermodynamic properties of
infinite-size 1D systems [45]. The idea is to implement the
imaginary-time evolution based on the so-called matrix prod-
uct operator (MPO) form [60–66]. In the 1D cases, the QES’s
are finite chains. Thus, the LTRG is modified on such systems
to do imaginary-time evolutions with finite-size MPO’s. In
the 2D cases, the QES’s are finite-size 2D models. We take
the idea of 2D DMRG algorithm [67–69] to do the simula-
tions. Specifically speaking, a 1D zig-zag path is chosen to
cover the finite-size 2D lattice, and the MPO is defined along
such a path. The same as the 2D DMRG, the trade-off of this
trick is that some nearest-neighbor couplings in the original
2D lattice become long-range in the 1D path. To consider
these long-range couplings and capture the (purified) entan-
glement of the 2D system by the 1D MPO (in fact a thermal
state), one will have to face a higher computational complex-
ity and need larger bond dimensions in the LTRG simulations
compared with the 1D cases. Note that similar idea was used
in Refs. [62] and [64] to construct 2D Hamiltonians instead of
finite-temperature thermal states. Our data show that reliable
results for small 2D systems (e.g., of O(10) sites) are within
the reach of our current computational resources by LTRG.
For the infinite-size XY chain, we use the exact solution by
Lieb et al [46]. For the infinite-size Heisenberg model on hon-
eycomb lattice, we use the QMC algorithm, where the size is
extrapolated to infinity. In detail, we use the continuous-time
worldline QMC method with “worm” update, which was first
developed by Prokofev and co-workers [70, 71]. The “worm”
update can efficiently treat the critical slowing-down problem,
and there is no Trotter error caused by imaginary-time dis-
cretization [72, 73].
7V. EXPERIMENTAL IMPLEMENTATIONS
The approach discussed in this paper is particularly suit-
able for experimental implementations. For the spin models
considered, one needs small-size systems to realize “simple”
two-body interactions in the “small” bulk, and less compli-
cated two-body interactions at the boundary. The state-of-the-
art experimental platforms can access about O(10) sites and
be used to construct the QES’s. According to our numerical
simulations, the QES’s will largely reduce the finite-size ef-
fects that appear in the normal models (without the Hˆ’s) of
such sizes.
• Ultracold ions These systems allow for local control of
interactions and thus for designing sophisticated spin
models, both in continuous time (cf. [74] with 54
qubits) as well as in digital approach (cf. [75] with 20
qubits).
• Rydberg atoms These systems have similar possibili-
ties (cf. [76] with 51 atoms), and can mimic spin sys-
tems with long range interactions with local control of
interactions.
• Ultracold atoms in optical lattices These systems are
better suitable to simulate Hubbard models (cf. [77]
with about 80 sites). Achieving local control of interac-
tions and tunnelings in these systems is more trick, but
can be achieved by local control of magnetic fields and
thus Feshbach resonances, or appropriate laser induced
hopping and lattice shaking (for some ideas in the con-
text of realising dynamics in curved space via the local
control of hoping, see [78]).
• Superconducting qubits / existing quantum proces-
sors Finally, one could use existing quantum simula-
tors, such as those offered by D-Wave, Google, IMB,
Microsoft, etc. [79], adapting their architectures to the
problems of interest, or mapping the problems of inter-
est onto the available architecture.
VI. SUMMARY AND PROSPECTIVE
The main contribution of our work is to offer a novel way
to model quantum simulators (dubbed as QES) for simulating
the thermodynamic properties of infinite-size 1D, 2D and 3D
quantum lattice models. Let us try to better understand QES
from different points of view. In the algorithmic sense, our
work can be used as a finite-temperature approach. An essen-
tial difference compared with the existing finite-temperature
approaches is that a well-defined finite-size Hamiltonian [Eq.
(1)] is constructed to mimic the targeted infinite-size model.
The finite-size Hamiltonian is built in a way similar to the ef-
fective Hamiltonians in the numerical renormalization group
(NRG) methods (particularly DMRG). We extend the idea of
building effective Hamiltonians in the NRG methods by go-
ing to higher dimensions and most importantly here from zero
to finite temperatures. Moreover, this approach can readily
be applied to simulate other quantum lattice models, such as
bosons or fermions.
In the theoretical sense, what we are actually doing with
QES is to use a finite number of eigenstates defined by HˆQES
to reproduce the (reduced) partitioning of an infinite number
of eigenstates. In other words, a finite-size canonical ensem-
ble is constructed so that its reduced density matrix of a sub-
system accurately mimics that of the infinite-size canonical
ensemble. Let us call the system “entanglement-simutable” if
such a finite-size canonical ensemble can be found. Our work
poses a new question: how to theoretically judge whether a
given infinite-size system is entanglement-simutable or not.
In principle, the QES can accurately simulate the physics in
equilibrium as long as the correlation and structure (only for
2D cases) errors are well controlled. For those out of equilib-
rium, the simulation could be reliable when the time is much
shorter than the dynamic correlation length that the QES cap-
tures. To simulate the long-time dynamics by a QES, the
time-dependent optimization of the physical-bath interactions
should work (see the work by Daley et al [80] as an inspiring
example for 1D cases).
Supplemental to the entanglement-bath picture, the bath
Hamiltonian can be considered as a special boundary con-
dition (BC). Normally, a finite-size model can have open or
periodic BC. The bath Hamiltonian defines a BC that mimics
the infinite-size environment. In 1D quantum systems, such
an infinite BC (IBC) was suggested by Phien et al [81] to sim-
ulate the time evolutions. In 2D and 3D quantum systems, a
similar IBC was suggested to simulate the ground states [41].
In the experimental sense, the QES possesses high feasibil-
ity of practically realizing it by cold atoms or other platforms.
Only O(10) sites are needed to implement accurate simula-
tions. The total Hamiltonian of a QES has a simple form [see
Eq. (1)]. The bulk only consists of the physical interactions
of the original model, and the physical-bath interactions on
the boundary are only two-body and nearest-neighbor. Be-
sides quantum simulations, the present work also provides a
promising way to purposefully realize many-body features in
small devices. Suppose that one finds an useful phase by nu-
merically simulating an infinite-size Hamiltonian, but it is im-
possible at the moment to find a realistic material that is de-
scribed by such a Hamiltonian. Then one can consider to con-
struct the QES and realize the targeted phase in a O(10)-site
device.
In the future, the accuracy of the QES can be further
improved. One possible way is to optimize the physical-
bath interactions depending on the temperature by, e.g., the
imaginary-time sweeping algorithm [19]. But, there will be
no Hamiltonian like Eq. (1) since different temperatures give
different Hamiltonians. To compute the thermodynamics of a
QESmore accurately by classical computers, one may employ
the series expansion algorithm [82] that is Trotter-error-free.
For 2D simulations, one may generalize the pure finite-size
projected entangled pair states [83] to thermal states, where
the TN ansatz will respect more the 2D nature of the model.
The so-called full update algorithms (e.g., iTEBD [84, 85],
CTMRG [86], etc.) can be employed in the same spirit to op-
timize the Hamiltonians of the QES’s in order to better mimic
8the environment by the bath sites (for instance by introducing
the bath-bath interactions).
The current approach is to handle spins systems, which can
be readily generalized to bosonic models. The eventual goal
of QES is to deal with the interacting electrons and the realis-
tic materials, where we have the famous dynamic mean-field
theory (DMFT) (see [87] and two reviews [88, 89] for exam-
ple) and density-matrix embedding theory (DMET) [90, 91]
to compete with. These methods share several resemblances
with QES. For instance, both reduce the complex system to
a much simpler one (few-body model and impurity model
for QES and DMFT/DMET, respectively), and both need an
eigen-solver (such as DMRG) to solve the reduced models.
One advantage of DMFT/DMET is that they can be readily
applied to the realistic materials, while the QES and most of
the TN methods are restricted to the lattice models (except
for some recent progress in the continuous field theories, e.g.,
[92, 93]). However, from the experience of the TN meth-
ods, the QES should better consider the strongly-correlated
effects (such as quantum entanglement). It is also worth men-
tioning that the TN methods (such as DMRG and the TN
state representations) has been combined with DMFT as ef-
ficient eigen-solvers (for example [94, 95]). We expect that
QES would provide novel paths to further hybridize TN and
DMFT/DMET for simulating the interacting electrons with
higher efficiency and flexibility.
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