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Abstract
In this short note we have proved an enhanced version of a theorem of Lorentz
[1] and its generalization to the multivariate case which gives a non-uniform
estimate of degree of approximation by a polynomial with positive coefficients.
The performance of the approximation at the vertices of [0, 1]d is more precisely
characterized by the improved result and its multivariate generalization. The
latter provides mathematical foundation on which multivariate density approx-
imation by a polynomial with positive coefficients can be established.
Key Words and Phrases: Degree of Approximation, Non-uniform estimate,
Polynomial with positive coefficients.
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1 Introduction
The polynomial of degree n with positive coefficients studied by Lorentz [1] can
be uniquely represented as Pn(x) =
∑n
k=0 bkpnk(x), bk > 0, where pnk(x) =(
n
k
)
xk(1 − x)n−k, k = 0, . . . , n, which are linearly independent. An example is
the Bernstein polynomial [2], Bfn(x) =
∑n
k=0 f(k/n)pnk(x), for a nonnegative
function f defined on [0, 1]. Recently, Bernstein polynomial and its generaliza-
tion, polynomial with positive coefficients, find their important applications in
nonparametric statistics for estimating an unknown probability density function
f which is assumed to have support on a closed interval [3]. The traditional
1
density estimate is the kernel density [4, 5] which targets the convolution of the
unknown density function and a scaled kernel function, instead of the unknown
density f , and suffers from serious boundary effects in the sense that the estima-
tion errors are usually large at the endpoints of the closed supporting interval.
In order that the method of Guan [3], which is much better than the kernel
method, can be applied to estimate the multivariate density functions, we shall
extend results of Lorentz [1] to the multivariate case in this note. Even better,
we actually are able to prove an improved generalization of Lorentz’s result [1]
which clarifies mathematically why the method of [3] and other methods [6, 7]
using Bernstein polynomials can very much reduce the boundary effects.
2 Multivariate Polynomials with Positive Coef-
ficients
Throughout the paper, we use bold face letters to denote vectors. For example,
x = (x1, . . . , xd)
T is a d-dimensional vector. We denote the taxicab norm by
|x| =
∑d
i=1 |xi|. Inequality x 6 y is understood componentwise, i.e., xj 6 yj
for all j = 1, . . . , d. The strict inequality x < y means x 6 y but x 6= y. Let
C(k)[0, 1]d denote the class of functions f on the unit hypercube [0, 1]d that have
continuous partial derivatives f (l)(t) ≡ ∂〈l〉f(t)/∂tl11 · · · ∂t
ld
d , where 0 6 〈l〉 ≡
l1 + · · ·+ ld 6 k and C[0, 1]
d = C(0)[0, 1]d. Define the modulus of continuity for
derivative f (r) by ωr(h) = ω(f
(r), h), where ω(f, h) = max|s−t|<h |f(s)− f(t)|,
h > 0. For each r > 0, let ω(r)(h) = max〈r〉=r ωr(h).
One version of the multivariate Bernstein polynomial approximation [8, 9]
for f ∈ C[0, 1]d is defined as Bf
n
(x) =
∑n
i=0 f(
i
n
)·
∏d
j=1 pnjij (xj) =
∑n
i=0 f(
i
n
)·
pn,i(x), where x = (x1, . . . , xd) ∈ [0, 1]
d, n = (n1, . . . , nd), i = (i1, . . . , id),
i
n
=
( i1n1 , . . . ,
id
nd
), pn,i(x) =
∏d
j=1 pnjij (xj), and
∑
n
i=0 =
∑n1
i1=0
· · ·
∑nd
id=0
. Note
that
∑
n
i=0 pn,i(x) =
∏d
j=1
∑
n
i=0 pnjij (xj) = 1. The multivariate polynomial
with positive coefficients can then be defined as Pn(x) =
∑
n
i=0 a(i) · pn,i(x)
with a(i) = a(i1, . . . , id) > 0.
3 Degree of Approximation
To generalize the results of Lorentz [1] in a convenient way, we define Λr =
Λ
(d)
r (m,Mr), where M0 = M1 = M0 and Mr = (M0,Mi, 2 6 〈i〉 6 r) for
r > 2, as the class of functions f(t) in C(r)[0, 1]d such that m 6 f(t) 6 M0,
|f (i)(t)| 6 Mi, t ∈ [0, 1]
d, for some m > 0, Mi, and all i such that 2 6 〈i〉 6 r.
Using the notations of [1], we define ∆n = ∆n(t) = max{1/n, δn(t)}, δn =
δn(t) =
√
t(1− t)/n, and Tns(x) =
∑n
k=0(k − nx)
spnk(x), s = 0, 1, . . . . It is
clear that ∆n(t) = n
−1 if n 6 4. For n > 4, if |t − 0.5| 6 0.5
√
1− 4/n then
∆n(t) = δn(t), or = n
−1. If d = 1 and f ∈ C(r)[0, 1] for r > 2, Theorem
1 of [1] gives the estimate |f(t) − Pn(t)| 6 Cr∆
r
n(t)ωr(∆n(t)), for t ∈ [0, 1],
2
and n > 1. So when |t − 0.5| > 0.5
√
1− 4/n this estimate becomes uniform
|f(t)− Pn(t)| 6 Crn
−rωr(1/n).
In order to get a non-uniform estimate, we need to prove an improved version
of Lemma 1 of [1]. It is convenient to denote T¯ns(x) = n
−sTns(x) and T¯
∗
ns(x) =
n−sT ∗ns(x) := n
−s
∑n
k=0 |k − nx|
spnk(x), s = 0, 1, . . ..
Lemma 1. For s > 0 and some constant As
T¯ ∗ns(x) 6 Asδ
2∧s
n (x)∆
0∨(s−2)
n (x), (1)
where a∨ b = max(a, b), and a∧ b = min(a, b). Particularly A0 = A1 = A2 = 1,
A3 = 2 and A4 = 4. The equality holds when s = 0, 2.
Remark 3.1. Lemma 1 of [1] gives T¯ ∗ns(x) 6 As∆
s
n(x), s > 1, which does not
imply zero estimates at x = 0, 1.
Proof: The special results for s = 0, 1, 2 are obvious. By the formulas on P. 14 of
[10] we have T¯ ∗n4(x) = T¯n4(x) = n
−2δ2n(x)[3n(n − 2)δ
2
n(x) + 1] 6 4δ
2
n(x)∆
2
n(x).
By the Schwartz inequality T¯ ∗n3(x) 6 [T¯
∗
n2(x)T¯
∗
n4(x)]
1/2 = δn(x)[T¯
∗
n4(x)]
1/2 6
2δ2n(x)∆n(x). For s > 4, Romanovsky [see Eq.5 of 11] has proved that both
Tn,2r(x) and Tn,2r+1(x) can be expressed as nx(1− x)
∑r−1
l=0 [nx(1− x)]
lQrl(x),
where Qrl(x) are polynomials in x with coefficients depending on r and l only.
Similar to [1], this implies that T¯ ∗n,2r(x) = T¯n,2r(x) 6 A2rδ
2
n(x)∆
2r−2
n (x). By
Schwartz inequality again T¯ ∗n,2r+1(x) 6 [T¯n2(x)T¯n,4r(x)]
1/2 6 A2r+1δ
2
n(x)∆
2r−1
n (x).
The proof of the Lemma is complete.
Now, Theorem 1 of [1] can be enhanced and generalized as follows.
Theorem 2. (i) If f ∈ C(r)[0, 1]d, r = 0, 1, then
|f(x)−Bf
n
(x)| 6 (d+1)ω(r)
(
max
16j6d
δnj (xj)
)[ d∑
j=1
δnj (xj)
]r
, 0 6 x 6 1. (2)
(ii) Let r > 0, m > 0, Mi > 0, be given. Then there exists a constant Cr,d =
Cr,d(m,Mr) such that for each function f(x) ∈ Λ
(d)
r (m,Mr) one can find a
sequence Pn(x), n > 1, of polynomials with positive coefficients of degree n
satisfying
|f(x)− Pn(x)| 6 Cr,dω
(r)[Dn(x)]D
r−2
n
(x)
[ d∑
j=1
δnj (xj)
]2
, 0 6 x 6 1, (3)
where Dn(x) = max16j6d ∆nj (xj).
Remark 3.2. Estimates in (2) are generalizations of (6) and (7) of [1]. If
d = 1 and r > 2, then (3) is an improved version of Theorem 1 of [1]:
|f(t)− Pn(t)| 6 Crδ
2
n(t)∆
r−2
n (t)ωr(∆n(t)), 0 6 t 6 1, n = 1, . . . . (4)
This indicates that the the approximation Pn for f performs especially good at
the boundaries because the errors are zero at t = 0, 1. However, results of [1] do
not imply this when r > 2.
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Proof: Similar to [1], we want to prove that, for r > 0, there exist polynomials
of the form
Qf
nr(x) =
n∑
k=0
{
f( k
n
)+
r∑
i=2
1
i!
∑
〈i〉=i
(
〈i〉
i
)
f (i)( k
n
)
d∏
j=1
1
n
ij
j
τrij (xj , nj)
}
pn,k(x), (5)
where
(
〈i〉
i
)
=
(
〈i〉
i1,...,id
)
is the multinomial coefficient, and τri(x, n)’s are polyno-
mials, independent of f , in x of degree i, in n of degree ⌊i/2⌋, such that for each
function f ∈ C(r)[0, 1]d,
|f(x)−Qfnr(x)| 6 C
′
r,dω
(r)[Dn(x)]D
0∨(r−2)
n (x)
[ d∑
j=1
δnj (xj)
]2∧r
(6)
with C′r,d depending only on r and d.
If f ∈ C(r)[0, 1]d, r > 1, by the Taylor expansion of f(k/n) at x, we have
f(x) = f( k
n
)−
r∑
i=1
1
i!
∑
〈i〉=i
(
〈i〉
i
) d∏
j=1
(
kj
nj
− xj)
ijf (i)(x)
+
1
r!
{ ∑
〈i〉=r
(
r
i
) d∏
j=1
(
kj
nj
− xj)
ij
[
f (i)(x)− f (i)(ξ
(r)
k
)
]}
,
where ξ
(r)
k
is on the line segment connecting x and k/n. This equation is
also true when r = 0 by defining ξ
(0)
k
= k/n and the empty sum to be zero.
Multiplying both sides by pn,k(x) and taking summation over 0 6 k 6 n, we
obtain
f(x) = Bf (x)−
r∑
i=2
1
i!
∑
〈i〉=i
(
〈i〉
i
) d∏
j=1
T¯njij (xj)f
(i)(x) +R(r)n (x), (7)
where r > 0, empty sum is zero, and
R(r)n =
1
r!
{ ∑
〈i〉=r
(
r
i
) n∑
k=0
d∏
j=1
1
n
ij
j
(kj − njxj)
ij pnjkj (xj)
[
f (i)(x)− f (i)(ξ
(r)
k
)
]}
.
For each δ > 0, define λ = λ(x,y; δ) = ⌊|x− y|/δ⌋, where ⌊x⌋ is the integer
part of x > 0. Then λδ 6 |x−y| < (λ+1)δ, and for g ∈ C[0, 1]d, |g(x)−g(y)| 6
(λ+ 1)ω(g, δ).
If f ∈ C(r)[0, 1]d, r = 0, 1, then similar to the proofs of Theorems 1.6.1 and
1.6.2 of [10, pp. 20– 21] and by (7) we have |f(x)−Bfn(x)| = |R
(r)
n (x)|. Because
4
λ(x,k/n; δ) 6 δ−1
∑d
j=1 |kj − njxj |/nj, by Lemma 1 with s = 0, 1, 2, we have
|f(x)−Bf
n
(x)| 6
∑
〈i〉=r
ωi(δ)
[ d∏
j=1
T¯ ∗nj ,ij (xj)+
1
δ
d∑
l=1
T¯ ∗nl,il+1(xl)
∏
16j6d
j 6=l
T¯ ∗nj,ij (xj)
]
6
∑
〈i〉=r
ωi(δ)
[ d∏
j=1
δijnj (xj) +
1
δ
d∑
l=1
δil+1nl (xl)
∏
16j6d
j 6=l
δijnj (xj)
]
. (8)
The estimates in (2) follow from (8) with δ = max16j6d δnj (xj). This also
proves (6) with r = 0, 1 and Qf
nr = B
f .
If r > 2, then we have
|R(r)n | 6
1
r!
{ ∑
〈i〉=r
(
r
i
)
ωi(δ)
[ d∏
j=1
T¯ ∗njij (xj) +
1
δ
d∑
l=1
T¯ ∗nl,il+1(xl)
∏
16j6d
j 6=l
T¯ ∗njij (xj)
]}
6
1
r!
{ ∑
〈i〉=r
(
r
i
)
ωi(δ)
[ d∏
j=1
Aij δ
2∧ij
nj (xj)∆
0∨(ij−2)
nj (xj)
+
1
δ
d∑
l=1
Ail+1δ
2∧(il+1)
nl
(xl)∆
0∨(il−1)
nl
(xl)
∏
16j6d
j 6=l
Aij δ
2∧ij
nj (xj)∆
0∨(ij−2)
nj (xj)
]}
.
Choosing δ = Dn(x), we have
|R(r)n | 6 ω
(r)(δ)
1
r!
{ ∑
〈i〉=r
(
r
i
) d∏
j=1
Aijδ
2∧ij
nj (xj)∆
0∨(ij−2)
nj (xj)
+
d∑
l=1
∑
〈i〉=r
(
r
i
)
Ail+1δ
2∧il
nl
(xl)∆
0∨(il−2)
nl
(xl)
∏
16j6d
j 6=l
Aij δ
2∧ij
nj (xj)∆
0∨(ij−2)
nj (xj)
}
6 C(r, d)ω(r)(δ) max
16j6d
∆r−2nj (xj)
[ d∑
j=1
δnj (xj)
]2
.
Similar to [1] we shall prove the existence ofQfnr by induction in r. Assuming
that all Qf
ni for i < r are established, we iteratively define
Qfnr(x) = B
f (x)−
r∑
i=2
1
i!
∑
〈i〉=i
(
〈i〉
i
) d∏
j=1
T¯njij (xj)Q
f(i)
n,r−i(x). (9)
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By Lemma 1 and the inductive assumption, (6) is satisfied by (9) as following.
|f(x)−Qfnr(x)| 6
r∑
i=2
1
i!
∑
〈i〉=i
(
〈i〉
i
) d∏
j=1
T¯ ∗njij (xj)|f
(i)(x)−Qf
(i)
n,r−i(x)|+ |R
(r)
n (x)|
6
r∑
i=2
C′′r,d
i!
Dn(x)
i−2(x)
[ d∑
j=1
δnj (xj)
]2
· ω(r)[Dn(x)]D
0∨(r−i−2)
n (x)
[ d∑
j=1
δnj (xj)
]2∧(r−i)
+ |R(r)n (x)|
6 C′′′r,dω
(r)[Dn(x)]D
0∨(r−2)
n (x)
[ d∑
j=1
δnj (xj)
]2
.
Since f(x) > m > 0, by an obvious generalization of remark (a) on p. 241 of
[1] with h = 1/n we know that Pn+r(x) = Q
f
nr(x) is a d-variate polynomial of
degree n+r = (n1+r, . . . , nd+r) with positive coefficients for all n > nr(m,Mr)
so that
|f(x)− Pn+r(x)| 6 Cr,dω
(r)[Dn(x)]D
r−2
n
(x)
[ d∑
j=1
δnj (xj)
]2
.
Then (3) follows for all n and a larger Cr,d from ∆nj = O(∆nj+r) for all r > 0.
4 Conclusion
We have generalized the univariate polynomials with positive coefficients to the
multivariate ones and proved an enhanced generalization of Theorem 1 of G. G.
Lorentz [1]. The estimation of the degree of approximation of f ∈ C(r)[0, 1]d by
the polynomials with positive coefficients contains a factor [
∑d
j=1 δnj (xj)]
2 =
[
∑d
j=1
√
xj(1− xj)/nj ]
2∧r when r > 1 which is non-uniform even for x close to
the vertices of the unit hypercube [0, 1]d.
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