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ABSTRACT 
A new approach to computing the mean first passage matrix for a finite ergodic 
Markov chain is presented. The proposed method depends on inverting a single 
matrix which is read directly from the transition matrix. Once this single computation 
is performed, both the mean first passage matrix and the fixed probability vector are 
readily available. It is also indicated how other items of interest can he obtained. 
1. INTRODUCTION 
Consider an m-state, homogeneous, ergodic Markov chain whose transi- 
tion matrix is denoted by T. The two quantities which are most often 
computed are the fixed probability (row) vector for T and the mean first 
passage matrix. Let w’ = (wi, ws, . . . , w,) denote the fixed probability vector, 
and let M denote the mean first passage matrix. The traditional way of 
computing the matrix M is by means of the formula 
M=(I-Z+JZ,,)D (14 
where J is an mX m matrix of l’s, D is the diagonal matrix whose ith 
diagonal entry is q- ‘, 2 is the matrix 
Z=(Z- T+ W)-‘, W= lim T”, n-_*oo 0.2) 
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and Zg is the matrix obtained by setting the off diagonal elements of Z 
equal to 0. 
To compute M by means of the traditional approach, one must first 
compute the limiting matrix W. This is usually done by solving an m X m 
system of linear equations. One then inverts the matrix I- T+ W and uses 
(1.1). 
The purpose of this paper is to present a new representation for M in 
terms of a matrix, that will be denoted by K, which can be computed 
directly from the transition matrix. Previous knowledge of the limiting matrix 
or fixed probability vector is not necessary. Only one matrix inversion is 
necessary to compute K. Moreover, once K is known, it will be shown that 
the fixed probability vector can be read directly from K as well as having M 
available in a form similar to that of (1.1). For a chain with a large number of 
states, the method of this paper can be used to advantage. 
2. THEBESULT 
Below is an alternative to (1.1) for representing and computing the mean 
first passage matrix of an ergodic chain. 
THEOREM. Let T be the transition matrix of an m-state ergodic chain, 
and let A = I - T. Partition A by its last row and lust column so as to obtain 
Let j denote a column of l’s, and define the matrix K to be 
u_l+ U-‘j&U-’ i - U-lj 
l-&Up'j I 1-d’U-‘j 
1 ___---__-_c------. (2.1) 
-d’u-1 I 1 I 
1-d’U_‘j i 1-d’U_‘j 1 
MEAN FIRST PASSAGE MATRIX 
The mean first passage matrix, M, has entries given by 
where 
In matrix form, 
where 
D= 
21 
0 
z$-z$ 
Gi 
+,$ for i#j, 
Mii = 
Kii - Kii 
-+1 
Kni 
for i=j, 
1 
1 if i=m#j, 
&= -1 if j=m#i, 
0 otherwise. 
M=(I-K+JK,,)D+E, 
0 
1 
K mm 
, 
(2.2) 
(2.21) 
1 0  0  . . . 0  -1 
E= : : . . 
I 0 1 0 1 . . . 0 1 -1 0 
and J is a matrix of all 1’s. 
Proof. One first notes that U -’ exists and U - ’ > 0. This can be proven 
by the probabilistic argument given in Theorem 5.1 of [2] or else by simply 
observing that I- T is always a singular M-matrix of rank m - 1. It now 
easily follows that 
1-d’U_‘j>O 
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because U -‘j > 0 and d’ < 0. The fixed probability vector w’ is the unique 
solution of the constrained system 
x’(Z-T)=O and x’ =l. (2.3) 
It is well known that in the homogeneous system x’(Z - T) =O, the last 
equation is dependent on the first m - 1 equations. Thus the constrained 
system in (2.3) can be written as 
x’ =l, 
or equivalently, 
U: j 
x’ ___l___ =(O,O ,..., O,l)=e’. 
[ I d’j 1 
It is easily verified by straightforward calculation that the inverse of the 
coefficient matrix for this system is the matrix K given in (2.1). Thus 
o’=e’K=the last row of K= l_dlU_‘j [ -&U-l : 1 ]* (24 
The mean first passage matrix A4 is known to be the unique solution of the 
matrix equation 
AX = J - TX,,. (See PI-) (2.5) 
Therefore it suffices to show that the matrix on the right hand side of (2.2’) 
satisfies (2.5). Let B denote the matrix 
B= D- KDi-JK,,D+ E. (2.6) 
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It is easy to verify that 
B,, = D. 
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(2.7) 
Notice that if e’ = (O,O, . . . ,O, l), then 
Ui j 
[ 1 ___I___ d’i 1 =A+( j-Ae)e’, 
so that K=[A+(j-Ae)e’]-‘. By a direct calculation, using the fact that 
ZA =AZ= I - W, it can be verified that 
K= [A+( j-Ae)e’]-‘=Z+eo’-je’Z, (2.8) 
where Z is the matrix of (1.2). Now, (2.6), (2.7) and (2.8) yield 
AB=AD-AKD+AE=AD-AZD-AedD+AE 
=AD-D+]-Aej’+AE 
=J- TD-Aej’+AE 
= J- TB,,-Aej’+AE. 
By using the fact that 
it easily follows that AE =Aej’. The validity of (2.2’) has now been estab- 
lished, and the element by element formula of (2.2) follows directly from 
(2.2’). n 
It is quite evident that if elements of M are to be computed, then the 
computation of the matrix K and the use of (2.2) or (2.2’) is more desirable 
than the computation of the matrix Z and use of (1.1). Prior knowledge of 
the fixed probability vector w’ or the limiting matrix W is not required in 
order to compute K, whereas they are required to be known before Z can be 
computed. In fact, as (2.4) shows, w’ is obtained as a byproduct from the 
computation of K. Furthermore, computation of K requires only one (m - 1) 
X (m - 1) matrix inversion, whereas Z requires an m X m inversion. 
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Equation (2.8) provides K in terms of 2. However, it may be desirable to 
have an expression for 2 in terms of K. For example, if the matrix of 
variances of the first passage times, V, is desired, then it can be computed 
from 2 via xi = Fii - (i$)‘, where the Fji’s are elements of 
F=M(2Z,,D-z)+2[ZM-J(ZM),,]. 
The following result shows how to obtain Z once K is known. 
COROLLARY. Zf K is given by (2.1) and W is the limiting matrix, then Z 
is given by 
Z=(Z- W)RK+ W=(R+G-GKR)K, 
where 
R=[_z?~!_~-~] and G=[-(!/-~_]. 
Proof. It follows immediately that 
(A+W)([Z-W]RK+W)=ARK+W. 
Now, 
d’u-1 I 
,l- 1 
l-&IT’j , 1-&U-‘j I 
By using (2.4) it is not difficult to see that ARK = Z - W, thus producing the 
first equality. The second equality follows, since W= GK. H 
3. CONCLUDING REMARKS 
The matrix Z is called the “fundamental matrix” in [l] because almost 
every important question concerning an ergodic chain can be answered in 
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terms of the elements Z and W. However, by virtue of the Corollary and 
(2.4), one can see that any expression involving the elements of Z and W can 
be replaced by an equivalent expression involving only the elements of K.‘ 
This means that almost every important question concerning ergodic chains 
can be answered directly in terms of the elements of K. 
Therefore, the matrix K is clearly another candidate for the title of 
“fundamental matrix”. However, in addition to Z and K, there are still 
others which can be viable candidates for this title. The group inverse, A*, 
of the matrix A has been shown in [2] to be yet another. As with Z, A # can 
also be written in terms of K as 
A#=(Z- W)RK=(R-GKR)K. 
The matrix K is not new in the sense that it has been used in the past as a 
means of computing the fixed probability vector. See [3, pp. 251-2531. 
However, its usefulness in computing the mean first passage matrix, along 
with the other quantities associated with ergodic chains, has not previously 
been recognized. 
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