Background
==========

Comparative genomic hybridization (CGH), developed by Kallioniemi et al. \[[@B1]\], has made a significant impact on molecular cytogenetics as a powerful tool for detection of chromosome copy number aberrations. However, CGH to metaphase chromosomes provides limited resolution at the 5--10 Mb level. Solinas-Toldo et al. \[[@B2]\] introduced a matrix-CGH technique in which target DNA was immobilized onto glass slides and hybridized with tumor DNA. Array CGH techniques utilizing printed microarrays or pre-fabricated high density oligonucleotide arrays were further refined to increase the sensitivity to detect single gene gains and losses \[[@B3],[@B4]\]. More recently several genome-wide approaches using high-density oligonucleotide microarrays or SNP chips have been developed \[[@B5]-[@B10]\]. Experiments such as these have identified considerable copy number variation across the human genome \[[@B11]\].

Similar chromosomal imbalances are seen in evolving populations of bacteria, where deletions, duplications and amplifications of large regions of the chromosome, some including up to 2% of the genome, are observed \[[@B12]-[@B14]\]. In this study, we used the GeneChip *E. coli*Antisense Genome Array to study DNA gene copy number variation in evolving populations of *E. coli*.

When *E. coli*are incubated in batch culture for long periods of time without the addition of nutrients, novel mutants expressing the Growth Advantage in Stationary Phase (or GASP) phenotype appear \[[@B15]\]. These mutants have the ability to outcompete other cells in the population, even though all cells initially had identical genotypes. Previously characterized mutations conferring the GASP phenotype included point mutations, small deletions and insertions, and transposition events \[[@B16]-[@B18]\], \[S. Finkel, unpublished\]. In this study we characterize the larger scale changes associated with deletions and duplications that can include hundreds of kilobases of the genome.

We describe an unconventional approach for copy number detection using commercially available *E. coli*high-density expression arrays that includes raw data normalization, background correction, data transformation based on a physical model of the microarray hybridization process, and deletion/duplication detection using a hidden Markov model approach.

Results and Discussion
======================

Affymetrix platform
-------------------

Although the GeneChip *E. coli*Antisense Genome Array was designed primarily as a tool for expression analysis, it was also created to maximize the amount of *E. coli*K-12 genome sequence covered. In addition to probes for all annotated genes in the *E. coli*genome, probes for small unannotated genes, untranslated RNA, and uncharacterized intergenic regions were included in the design. The array contains probe sets to detect the antisense strand of more than 4,200 known open reading frames. In addition, over 1,350 intergenic sequences were interrogated in both directions, permitting accurate copy number detection of potential genome fragments. *E. coli*Antisense Genome Arrays are an intermediate between classical expression chips and newly developed tiling arrays, which are more suitable for aCGH analysis due to their denser genomic coverage. Array experiments were performed according to a customized protocol; bacterial strains, culture media, and cell growth conditions are described in \[[@B19]\]. The custom sample preparation protocol used in preparing the hybridization cocktail for the Affymetrix experiment was adapted from \[[@B20]\].

Normalization
-------------

Due to variations in DNA yield between preparations of replicate samples, the dataset analyzed here presents an example of systematic errors attributable to variation in biological samples, where median chip intensities vary 100-fold across the dataset. We introduce a new method for normalization, as well as for finding systematic biases associated with variations in experimental conditions; see Figure [1](#F1){ref-type="fig"}.

![**Pre-Normalized Probe Intensity Distribution**. Summary of data prior to normalization. Distribution of raw signal intensities \[left panel\], and histogram of median chip intensities \[right panel\].](1471-2105-8-203-1){#F1}

The resulting normalized distributions are shown in Figure [2](#F2){ref-type="fig"}. Visual exploration of the intensity distributions shows that the proposed method (lower right) performs well and does not introduce apparent artifacts as, for example, invariant set normalization (lower left) appears to do. Notice that despite similarity in post-normalized distributions, the signal distributions vary significantly in the tails, where duplications and amplifications are presumably located.

![**Comparison of Different Normalization Methods**. Comparison of different normalization methods: distribution of pre-normalized intensities in the dataset \[top left\], distribution of normalized intensities using quantile normalization \[top right\], distribution of normalized intensities using invariant set normalization \[bottom left\], distribution of normalized intensities using proposed normalization routine \[bottom right\].](1471-2105-8-203-2){#F2}

Spatial normalization
---------------------

Our preliminary analysis revealed strong effects of spatial non-uniformity of chip intensity on copy number prediction. It appears that for these experiments, correction for spatial artifacts is the critical step in the analysis. Due to the nature of the experiment, it can be assumed that the target concentration remains the same unless a region of amplification or deletion occurs in a given sample. Hence, for a given position, a deviation from the median log-intensity should be randomly distributed around zero. The observed spatial artifacts were usually contiguous and stretched over significant areas covering multiple probes. This systematic local deviation from the median profile could be detected and then removed. We addressed this problem by constructing a median profile of the chips using normalized data for the entire dataset. Then we generated two-dimensional residual maps for each chip and applied spatial smoothing using cubic splines; see Figures [3](#F3){ref-type="fig"} and [4](#F4){ref-type="fig"}.

![**Background Correction and Spatial normalization**. Background correction steps: chip image prior to background correction \[top left\], residual map prior to correction \[top right\], smoothed residuals map \[bottom left\], residual map after background correction \[bottom right\].](1471-2105-8-203-3){#F3}

![**Background Correction and Spatial normalization**. Effect of background correction on residuals. Black solid line shows the smoothed residuals before correction, gray lines represents the residuals after correction.](1471-2105-8-203-4){#F4}

Signal transformation
---------------------

Analysis of raw background-corrected signal intensities revealed a strong sequence-dependent probe effect characteristic of all expression microarray data. Raw signal intensities yield a wide distribution, heavily skewed towards low values. A common approach to modeling the probe effect is to fit a log-additive model with normal error to the background-adjusted and normalized probe intensities. We used a similar model in fitting our probe intensity data; see Methods section. The result of this procedure is shown in Figure [5](#F5){ref-type="fig"}, which demonstrates a dramatic reduction in signal variability across all regions. Removing probe-specific variation enhances sensitivity and allows for superior detection of genomic alterations. It was noticed that deleted regions appear to be noisier, due to a less efficient prediction of non-specific hybridization that is a function of many factors such as random cross-hybridizations that are difficult to predict.

![**Signal Transformation**. Result of subtracting probe effect from raw signal. Raw signal \[upper panel\] and transformed signal \[lower panel\].](1471-2105-8-203-5){#F5}

Figure [6](#F6){ref-type="fig"} shows the distribution of signal for the probes in present and deleted regions for raw and transformed data. We observe that the distributions in the top panel (raw data) for deleted and present regions share a significant overlap and thus present a challenging problem when identifying these regions. The lower panel, however, shows that transformation leads to a narrowing of the distribution of the signal that is densely located around 0. Also, the distribution of the transformed data shows significantly reduced overlap compared to the raw data. This observation is important for the HMM model fit described later.

![**Signal Transformation**. Distribution of log raw \[top panel\] and log transformed \[bottom panel\] intensity for probes in present (solid) and deleted (dashed) genomic regions.](1471-2105-8-203-6){#F6}

HMM-based DNA copy number inference
-----------------------------------

The goals in our experiment include accurate detection of chromosomal changes (while controlling false positive calls) and precise inference of the boundaries of copy number alterations (identifiying the breakpoints) in each GASP mutant. Although the major aberrations in a genome are frequently evident by inspection, several approaches have been developed to improve detection in the face of measurement noise. The simplest apply thresholds. If the ratio profile has only a few well-spaced ratio levels, then thresholds can be chosen by examination of the distribution of all measured ratios \[[@B21]\]. Use of smoothing by averaging the ratios on neighboring array elements improves the behavior of thresholding but blurs the locations of boundaries and reduces the amplitude of aberrations involving fewer elements than the smoothing window. More sophisticated analytical approaches rely on the fact that copy-number changes involve chromosome segments, and so copy numbers at contiguous loci should be identical, except for an occasional abrupt step to a new plateau. These methods assess statistically the status of each array element in the context of its neighbors \[[@B22]-[@B26]\].

Despite a general similarity, this study is different to classical arrayCGH studies in cancer research, where impurities in the sample and intrinsic heterogeneity of copy number among cells present a greater challenge to algorithms for inferring copy numbers and breakpoints. Even if the underlying biological process is discrete (counting relative copy numbers of DNA sequences), the signal in a classical arrayCGH analysis is viewed as being continuous, since possible values for chromosomal copy number in the test sample may vary considerably. This is especially true in the case of clinical tumor samples that contain mixtures of different cell types. In contrast, each DNA sample in this study was harvested from a single homogeneous *E. coli*colony, yielding changes in signal reflecting discrete changes in DNA copy number. We chose to use a Hidden Markov Model (HMM) \[[@B27],[@B28]\] to distinguish genuine copy number changes from random microarray noise and to localize the start and end points of each copy number alteration. A key feature is the ability of the HMM to make correct inferences in regions where the data show high variance and might otherwise lead to mistaken conclusions \[[@B6],[@B27]\]. A limitation of the HMM-based methods in the usual arrayCGH setting is that they assume invariance of the true hybridization signal intensity along chromosomal regions with the same copy number; however, the experimental design of our study makes this assumption reasonable. Another argument for choosing an HMM is its relative ease of interpretation. A model was fitted to a pre-assigned state space, i.e. deletion/no change/amplification, while for methods that do not control the number of possible states a significant post-processing effort is required.

Comparisons of several methods for segmenting conventional aCGH data are given in \[[@B29],[@B30]\]. We visualize genomic alteration data according to their relative chromosome positions, so that the relationship between copy-number changes and their physical locations can be investigated in greater detail; see Figure [7](#F7){ref-type="fig"}.

![**HMM-based DNA Copy Number Inference**. A summary of signal processing steps using suggested set of routines. Upper panel shows signal before transformation (raw data), lower panel shows signal after transformation (grey dots) and result of fit to the HMM (black solid line).](1471-2105-8-203-7){#F7}

Conclusion
==========

We have developed a method for inferring DNA copy number from experiments performed on Affymetrix high density expression chips. Our methodology includes a novel normalization method, specifically optimized for this type of data, that dramatically improved the quality of copy number extraction. With some modification our approach could be applied to gene expression profiling experiments and should significantly reduce noise. The suggested data transformation allows for efficient separation of the probe effect from different copy number signals, and the HMM-based method leads to accurate copy number detection.

The molecular mechanisms that generate large-scale deletions, duplications, and amplifications in evolving bacterial populations are not well understood. For example, at present we cannot determine whether homologous or non-homologous recombination events are responsible for creating deletion mutations. Since oligonucleotide-based arrays allow more precise mapping of the endpoints of these events, as more and more endpoints are mapped we may be able to determine the mechanisms leading to deletion events. Similar approaches may yield clues to the mechanisms of duplication and amplification as well.

Methods
=======

Normalization method
--------------------

We introduce a novel multi-chip normalization method for Affymetrix-based aCGH data. This method has some similarity with the normalization techniques used in expression array analysis, however no assumptions of common distribution or existence of an invariant set are used. The key idea of the proposed routine is to derive a median profile using a set of specially selected chips, and then normalize all the chips to this profile using a smooth non-linear normalization function (such as loess). We make the assumption that the majority of DNA fragments do not change copy number in a given sample. Hence we can select fragments of chromosome that do not show deletions or amplifications and use them as an \"invariant set\" for subsequent non-linear robust normalization. Due to significant variation in median chip intensity, we select a set of 20 chips with median intensities close to the median chip intensity across the dataset as a \"baseline set,\" used to extract the median intensity profile. We then proceed in an iterative manner: first, the entire set of feature intensities is used to define a normalization curve, then 10% of features with the largest residuals are removed and the reduced invariant set is used to refine the normalization curve. Then the baseline set is normalized to the median chip within the set and a median baseline profile is constructed by selecting the median intensity for each feature within the baseline set. Now that a set of features defining a normalization curve is selected and the baseline profile feature intensities are known, loess regression can be used to relate the baseline profile to each array to be normalized. Once loess normalization curves are generated, they are used to map probe intensities from the array to be normalized to the baseline. See Figure [8](#F8){ref-type="fig"} for a schematic representation of the proposed normalization routine.

![**Normalization Method**. Schematic description of normalization routine.](1471-2105-8-203-8){#F8}

Spatial normalization method
----------------------------

The Affymetrix GeneChip E. coli Antisense Genome Array is designed in such way that probes belonging to the same gene appear in consecutive order on the array. Furthermore, genes that are consecutive on a chromosome appear in the same order on the chip and features belonging to the neighboring genes are tiled immediately next to each other. Hence we observe long streaks of bright or dim runs in the amplified or deleted regions. This poses a serious problem since copy number and local background are intrinsically confounded by chip design, i.e. a smoother would recognize amplified or deleted regions as deviations from the median profile and treat them as local artifacts, removing them as a result of background correction. Since background correction is done prior to deletion/duplication detection, a smoother should be insensitive to copy number variation but be capable of effectively removing the background. In Affymetrix *E. coli*chips, probes are tiled along the x-axis of the array, resulting in the local background being confounded with copy number variation in the horizontal direction while being practically independent of copy number variation in the vertical direction. We observed that if the surface is analyzed vertically, local amplifications or deletions introduce minor effects on the local brightness. Two dimensional smoothers perform slightly worse at the boundaries of amplified regions (figure not shown). Hence we propose a vertical one-dimensional smoothing where the smoothing is done on a column-by-column basis. To obtain a spatial trend estimate, we use a cubic smoothing spline routine smooth.spline available in R \[[@B31]\]. Such vertical smoothing is likely to preserve amplified or deleted regions. The effect of this background correction are shown in Figure [4](#F4){ref-type="fig"}.

Signal transformation method
----------------------------

The goal of the signal transformation described below is to eliminate the effect of hybridization properties of individual probes, so that the transformed signal intensity reflects true changes in copy number. For this purpose we assume that the normalized probe signal is the sum of two independent components, namely, specific and nonspecific:

According to Affymetrix spike-in studies \[[@B32]\], the microarray hybridization signal is proportional to DNA concentration for a wide range of target concentrations, and thus we assume that the signal depends linearly on the target\'s concentration. The sample preparation protocol ensures a high concentration of specific target, so we can assume that non-specific binding is minimal compared to specific binding. Hence, in the presence of genomic DNA, probes mainly bind to specific DNA targets and the fraction of non-specific binding is insignificant. Provided that the chip is normalized and background-corrected, the statistical model of signal response to concentration for regions that are not deleted is:

$$I_{i} = \varepsilon_{i} \cdot \alpha_{i}^{SP} \cdot c \cdot s_{i},$$

where *I*~*i*~is the background-corrected and normalized probe intensity signal, *c*is concentration, *i*is probe index, $\alpha_{i}^{SP}$ is the probe affinity to the specific signal, *s*~*i*~is the copy number of a particular probe *i*and *ε*is an error term. Since *s*~*i*~≥ 1, taking logarithms gives

$$\log I_{i} = \log\varepsilon_{i} + \log\alpha_{i}^{SP} + \log c + \log s_{i}.$$

We define a factor that represents individual probe hybridization properties as

$$\left. v_{i} = E(\log I_{i} \middle| s_{i} = 1) = \log\alpha_{i}^{SP} + \log c. \right.$$

For *r*= 1, 2,\..., if *s*~*i*~= *r*we assume

$$\left. \log I_{i} - v_{i} \right.\sim N(\log r,\sigma_{r}^{2})$$

These equations are true for regions that are not deleted. If a DNA region undergoes deletion, target DNA for that region is missing and thus specific binding is absent for the probes spanning that region. Hence the signal for deleted regions is entirely due to non-specific random binding, and the fraction of specific binding is zero. A model for a deleted region (*s*~*i*~= 0) is then:

$$\log I_{i} = \log\varepsilon_{i} + \log\alpha_{i}^{NS} + \log c,$$

and we assume

$$\left. \log I_{i} - v_{i} \right.\sim N(\log\alpha_{i}^{NS} - \log\alpha_{i}^{SP},\sigma_{0}^{2}),$$

where $\alpha_{i}^{NS}$ is a probe affinity to the non-specific signal.

Thus, for all regions that are not deleted, the transformed signal *T*~*i*~= log(*I*~*i*~) - *v*~*i*~is independent of individual probe characteristics and is related to the copy number by (1) and (2). Note that for deleted regions the signal is shifted toward negative values since $\log\alpha_{i}^{NS} < \log\alpha_{i}^{SP}$. In practice *v*~*i*~can be estimated as a median feature intensity across the dataset. Here, we assume that for a given position on the genome, the median intensity across the dataset corresponds to a single DNA copy number, e.g. no genomic alterations occur in more that 50% of the samples for a given position. Hence, signal transformation can be performed by subtracting the median profile from the chip of interest on the natural log scale, thus subtracting *v*~*i*~from *I*~*i*~. The transformed data show greatly improved consistency in probe intensity patterns and significant decrease in probe-sequence-specific variation; see Results section.

Inferring DNA copy number
-------------------------

We fit an HMM to the vector of normalized, background-corrected and transformed probe intensities for each GASP mutant. For each chip we determine the number of states and define the boundaries of the derived states. The relevant theory as well as a detailed description of the HMM routine used is given in \[[@B33]\].

We can characterize the genomic profiles using two types of genomic change (amplification or deletion) and a \'no genomic alterations\' state. In our HMM we assumed that some regions are amplified with a different amplification factor, hence we used a model with up to five states. Further increase in the number of states does not seem to be necessary; computational cost is proportional to the square of the number of states, and we have not observed more than four states in the sample of 116 different morphotypes.

Non-uniform probe spacings across the genome pose a significant problem for designing a proper model. Affymetrix *E. coli*chips have two types of probesets, corresponding to gene coding regions and intergenic (IG) regions. Those probesets have a significant difference in design. In particular, probes for gene-coding probesets are sliced from genomic sequence in a non-overlapping manner and probes are usually spaced by 25 bp. In contrast, IG probes are selected from the sequence with a shift of one nucleotide and thus overlap, so that the whole IG probeset covers a region of about 40 bp. Hence consecutive IG probes cannot be treated as independent measurements due to this significant overlap. Instead, IG probes within each probeset might better be considered as replicated measurements of the same signal. Incorporating this design feature would significantly complicate the analysis. Given that IG probesets constitute only 5% of coding probesets coverage, we did not implement this approach. Hence we exclude observations from IG probesets from our model.

As mentioned earlier, probes within a given coding gene probeset are spaced evenly, however the distance between probesets is significantly larger (about 1 kb). We hypothesize that the probability of observing a breakpoint within an interval is uniform and proportional to the length of the interval. Our preliminary analysis, omitted here, supported this claim and showed that elements of a spacing-dependent transition matrix converge rapidly to some constant values within about a hundred bases and that gap-length dependence can be assumed constant for gaps of \> 300 bp with a high degree of accuracy. Thus instead of implementing a computationally intensive non-homogenous model with transition matrix a function of the distance between neighboring probes \[[@B28]\], we applied a practical approximation where one of two possible transition matrices is chosen based on the distance to the next observation. To incorporate this design feature, we used two constant transition matrices -- one representing transition probabilities between probes within a probeset and the other transition probabilities corresponding to transitions between probesets. The probability of jumping from state to state is small enough to ensure that the expected number of transitions is of order one.

We observed that the signal for no-genomic-alteration and amplification states have symmetrical distributions with heavy tails, while the signal for deletion states has a more skewed shape. This effect is not accounted for in formula (1). Additionally, due to imperfect normalization, transformed intensities for some of the chips exhibited distribution shift away from the zero mean assumed in the model. Hence, in order to account for these effects, we avoided using predefined model parameters and instead resorted to fitting them iteratively. To model this we used a mixture of two Gaussian distributions, where means and variances were obtained for each chip individually during the training step. Initial values were provided according to formula (1). These values were then iteratively re-estimated by the Baum-Welch procedure. We use these parameter estimates for the final segmentation step, which is performed using the Viterbi algorithm. R code that implements the HMM is provided in the supplementary material section.
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