Introduction
Over the course of the twentieth century, U.S. residents moved en masse to places with nice weather. Well known is the migration towards places with warm winters, which is often attributed to the introduction of air conditioning (Oi, 1997) . But people have also been moving to places with cooler, less-humid summer weather, which is the opposite of what would be expected from the introduction of air conditioning. Nor can the movement to nice weather be attributed primarily to retirement by the elderly, as the trend is nearly as strong among working-age individuals. Instead, regressions of population growth on weather and other characteristics suggest that a large portion of weather-related moves have followed from a broad-based increase in the valuation of nice weather as a consumption amenity. If so, other consumption amenities are also likely to have served as important sources of local growth. Moreover, if the increased valuations of consumption amenities are the result of rising per capita income, then the migration to nice weather is likely to continue.
Valuing weather's contribution to quality of life has received considerable attention in the compensating differential literature. The value of a weather characteristic can be calculated as the sum of the wages a household is willing to forego plus the price premium they are willing to pay to live in a place with that characteristic (Rosen, 1979; Roback, 1982) . Based on public-use micro-samples from the 1980 decennial census, one hundred fewer annual heating degree days are estimated to be valued (in 2002 dollars) from $5 to $40 per household; one hundred fewer annual cooling degree days are estimated to be valued from $2 to $218 per household; one extra sunny day per year, from $19 to $33 per household; and one inch less precipitation, from − $58 to $34 (Blomquist et al., 1988; Gyourko and Tracy, 1991; Stover and Leven, 1992) . More recent research finds that Italian households are similarly willing to pay substantial sums to enjoy less precipitation and more moderate summer temperatures (Maddison and Bigano, 2003) . Other recent research finds a substantial increase during the latter part of the twentieth century in U.S. households' valuation of weather's contribution to quality of life (Cragg and Kahn, 1999; Costa and Kahn, 2003) .
There are several important limitations to the compensating differential methodology of valuing weather. First is that the number of U.S. geographic observations is relatively small, since the necessary micro data is available only for places with a population of at least 100,000. These observations are subject to a sharp selection bias since places where large numbers of people have not chosen to live are excluded. A second limitation of the compensating differential methodology is the difficulty controlling for individual-specific and house-specific characteristics (Gyourko et al., 1999; Combes et al., 2004; Lee, 2005) . To the extent that higher-income individuals disproportionately desire to live in high quality-of-life locations, there will be a strong positive correlation between local consumption amenities and respondents' unobserved characteristics. A third limitation is the identifying assumption that the system of localities across which attributes are being valued is at its long-run steady state. Highly persistent population flows among localities suggest a system in continuous transition (Greenwood et al., 1991; Rappaport, 2004a) .
In contrast to the "price" approach of the compensating differential literature, the present paper pursues a "quantity" approach. Partial correlations of population growth with local weather reflect changes in the valuation of weather's combined contributions to quality of life and productivity. Continental U.S. counties are used as the geographic unit of observation. The large number of these -more than three thousand -allows for high statistical power. The discrete partition of the continental United States captures an extremely wide variation in weather. And the underlying theory explicitly takes into account that steady-state and actual population are likely to differ.
There are three main limitations to the quantity approach. First is that it can generally capture only changes in contributions to quality of life and productivity. Second is that it does not quantify the size of the changed contributions. Third is that it fails to distinguish between changed contributions to quality of life versus changed contributions to productivity.
The paper proceeds as follows: Sections 2 and 3 respectively discuss the paper's theoretical and econometric framework. Section 4 briefly describes the data. Section 5 reports and interprets the empirical results. A last section concludes.
Theory
Two sets of theory underpin the paper's empirics. The first concerns how to interpret partial correlations between local population growth and exogenous attributes. The second considers specific ways in which the contribution of weather to quality of life and productivity has changed over the past century.
The determinants of local population
The theoretical framework for inferring the determinants of local population follows Haurin (1980) and Rappaport (2004a,b) . The world is assumed to comprise a large number of "localities." These are fixed geographic areas where people both live and work and across which there is at least moderate factor mobility. Localities exogenously differ with respect to some attributes that affect local quality of life and local productivity. Local attributes that affect quality of life enter directly as arguments in individuals' utility functions; those that affect productivity enter directly as arguments in firms' profit functions. Equivalently, quality of life attributes shift individuals' indifference curves over wages and prices. Productivity attributes shift firms' iso-profit curves over wages and other input prices.
In a long-run steady state, population density is an increasing function of local quality of life and local productivity. Individuals are willing to endure greater crowdedness and the associated higher price of housing in order to directly enjoy higher quality of life and to indirectly enjoy higher productivity via the higher wages it affords. Indeed, varying local population density is the primary mechanism by which local wages and house prices adjust to equate utility and profits across localities.
The setup might suggest that a "level" regression of population density on exogenous attributes can identify their contributions to quality of life and productivity. But this is unlikely: factor mobility is not perfect, and both productivity and quality of life also depend on endogenous attributes.
Imperfect factor mobility implies that current population density may differ substantially from steady-state population density. Even relatively small frictions to labor and capital mobility can cause population to require several decades to transition from one steady state to another (Rappaport, 2004a) . Hence a positive partial correlation between current population density and an exogenous attribute may reflect a past rather than a present contribution to quality of life and productivity.
The partial dependence of quality of life and productivity on endogenous attributes introduces an additional difficulty: such endogenous attributes are likely to be correlated with the exogenous ones. Substantial research suggests that quality of life and productivity themselves depend on population size and density. Size and density may increase quality of life by allowing for increased social interaction and product variety (e.g., Glaeser et al., 2001; Fujita and Thisse, 2002; Compton and Pollak, 2004) . And they may increase productivity via local scale economies (e.g., Henderson et al., 1995; Ciccone and Hall, 1996; Henderson, 2003) . An exogenous attribute that increased quality of life and productivity in the past may no longer do so in the present. But the high population density caused by the past contribution may cause steady-state population density to remain correlated with the attribute via a "lock-in effect" from self-reinforcing agglomeration forces (Fujita and Mori, 1996) .
Interpreting partial correlations between population growth and exogenous attributes is more straightforward. Regardless of factor mobility, an exogenous attribute that is partially correlated with long-run population growth will be partially correlated with a change in steady-state density. Imperfect factor mobility simply implies that the change may have occurred substantially before the period over which population growth is being measured. One possible cause of a change in steady-state density is a change in the contribution from the exogenous attribute to quality of life and productivity. Another is a change in the contribution to these from an endogenous attribute that is correlated with the exogenous attribute. To rule out the latter possibility, regressions can include controls for predetermined endogenous attributes.
The changing contributions from weather
That the weather contributes to quality of life and productivity is obvious. Indeed, it is hard to think of any outdoor activity -whether for leisure or for work -that is not affected by weather. But for present purposes, the relevant question is how weather's contribution to quality of life and productivity has changed over the past century. Among many possible ways, four stand out. The first is that the decline of agricultural employment has decreased the importance of weather characteristics that contribute to agricultural productivity. The second is that air conditioning and improved heating technology have decreased the disutility from extreme temperatures. The third is that rising per capita income has increased the relative valuation of temperate weather. The fourth is that it is primarily the growing number of affluent and mobile retirees who have increased their valuation of temperate weather.
The explanation based on declining agricultural employment is straightforward. Agricultural productivity clearly depends on numerous weather attributes, such as rainfall and the length of a growing season. While this dependence may have remained largely unchanged over the course of the twentieth century, the importance of agricultural productivity to overall U.S. productivity has become much smaller. Agriculture's share of U.S. employment fell from approximately 40% in 1900 to less than 2% in 2000. The sector's relative decline freed up more than a third of U.S. residents and jobs to relocate based on considerations other than agricultural productivity. A related possibility is that relative employment declines in the minerals extraction and manufacturing industries freed up people to move away from bad-weather places where such industries were concentrated.
The roles of air conditioning and improved heating technology require a bit more explanation. As a matter of background, the first known air-conditioning units were installed around 1900. Over the subsequent 40 years, AC was slowly adopted by manufacturers and a few service businesses. However, it was not until after World War II that the mass adoption of residential air conditioning began. As late as 1960, only 13% of U.S. households had any sort of AC and only 2% had central AC. Home heating also improved dramatically over the course of the twentieth century. Starting in the 1920s, vendor-delivered oil came to supplant coal as the primary fuel source. Starting in the 1940s, utility-supplied natural gas and electricity came to supplant oil. During the latter part of the century, there were also considerable improvements in home insulation technologies.
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To help understand the implications of air conditioning and improved heating, Fig. 1 shows average daily high summer and winter temperatures for 45 U.S. urbanized areas. The summer measure is a discomfort index reflecting both temperature and humidity. More details on the weather variables are in the data-description section below. The solid lines in the figure represent a possible set of indifference curves prior to AC and improved heating. Utility is decreasing as you move to the lower right. The underlying loss function assumes 75°F to be the year-round ideal.
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The introduction of air conditioning lessens the disutility from hot summer weather. Individuals become willing to endure more of it in return for warm winter weather. Equivalently, the indifference curves stretch rightward along the top vertical axis. This causes numerous preference reversals. For example, Duluth Minnesota's weather without air conditioning is preferred to that of numerous cities in the South and Southwest. But with AC, Duluth's weather is the least preferred among the depicted cities. Similarly, numerous cities in the bottom left of the figure reverse from having relatively desirable to relatively undesirable weather.
Restoring spatial equilibrium requires a new vector of wages and house prices across places. In general, the more the valuation of a place's weather has risen, the larger the required fall in its relative wage and increase in its relative house price. Migration brings about the new spatial equilibrium. People will move both towards places with hot summers and places with warm winters (that is, towards the upper right of the figure). The impulse towards hot summers is intuitive: hot weather has become "less bad". The impulse towards warm winters arises because AC increases the sensitivity of relative weather valuations to winter temperatures. This is reflected in the flatter indifference curves. 2 Specifically, the loss function is assumed to be of the form, L = a|s − s ⁎ |~+ b|w − w ⁎ | β . Here s and w are respectively summer and winter temperature. The remaining elements of the equation are positive parameters. The introduction of AC is depicted as a decrease in a. Improved heating might correspond to a decrease in b. An increased valuation of nice weather might correspond to increases in both a and b.
3 An illustrative example, in the upper middle of Fig. 1 , is the required faster relative growth of Riverside compared to Bakersfield, notwithstanding that the two cities' summer weather is virtually identical. Prior to AC, the two cities' weather bundles were equally valued. With AC, Riverside's weather is preferred to that of Bakersfield. Reinforcing the faster relative growth of cities with warm winters is the strong positive correlation between summer and winter temperatures.
Improved heating technologies cause indifference curves to shift in a way that mirrors the shift from air conditioning. Specifically, the curves stretch downward along the left vertical axis. As a result, people move both towards places with cold winters and towards places with cool summers (that is, towards the lower left of the figure) .
Although air conditioning and improved heating imply migration in the opposite direction, the two technological changes in combination only partially offset each other. With approximately equal magnitude shifts from air conditioning and from improved heating, the AC-induced impulse toward warm winters and the heating-induced impulse towards cool summers are indeed cancelled out. But there continues to be a combined impulse toward cold winters and hot summers. To see this, suppose that the combined technological shocks cause indifference curves to shift downward and rightward such that the new curves exactly parallel the old ones. As a result of such a shift, the required compensating variation for any given deviation from ideal weather falls. Restoring spatial equilibrium thus requires people to move in the same direction as the shift in indifference curves.
In sharp contrast to the implied movement from air conditioning and improved heating, the rise in income associated with broad-based technological progress creates an impulse for people to move toward places with nicer weather. Over the course of the twentieth century, rising total factor productivity and the capital accumulation it implied increased U.S. per capita income more than six-fold (Maddison, 1995) . To the extent that nice weather is a normal good, demand for it should have risen as well. More specifically, increased consumption of goods is associated with a decrease in marginal utility. Hence, people should be willing to pay a higher price, in terms of foregone consumption, to live in a place with nice weather. In terms of Fig. 1 , rising incomes cause indifference curves to shift inward: a given loss occurs at a smaller deviation from ideal weather. Maintaining spatial equilibrium thus requires places with nice weather to have an increasingly negative wage premium and an increasingly positive house price premium. Migration to places with nice weather can help bring about the new spatial equilibrium by putting downward pressure on wages and upward pressure on house prices.
However, broad-based technological progress can also induce substitution effects that offset the income effect just described. Suppose, for example, that technological progress causes an equal-proportional rise in wages across all localities. In absolute terms, the wage penalty to living in a high quality-of-life locality will have increased. Similarly, technological progress may be relatively slower for the production of housing than for other goods. As a result, suppose that house prices rise by an equal proportion across all localities. In absolute terms, the housing price penalty to living in a high quality-of-life locality will have increased. In a general equilibrium model with CES production and utility, the direction of movement from rising wages depends on nontrivial parameter restrictions. As a rule of thumb, movement will be toward nice weather if the elasticity of substitution among the sources of utility is below one (Rappaport, 2004b) . The intuition is similar to that of the exact balancing of income and substitution effects with log utility such that rising wages do not increase leisure consumption.
The final hypothesized way in which the contribution from weather to quality of life and productivity has changed is similar to rising per capita income, except that it applies only to the elderly. Social Security and better retirement planning have increased the wealth of retirees. Medical advances have increased their longevity. And many affluent individuals are deciding to retire early. Because they do not work, retirees' income no longer depends on their locale's productivity. And so upon retiring, quality of life suddenly becomes a much more important determinant of where they live.
The empirical section below argues that growth regressions can distinguish, at least in part, among these four possible changes in weather's contribution to quality of life and productivity. Controlling for predetermined agricultural, mineral extraction, and manufacturing characteristics of counties suggests that the movement towards nice weather does not arise primarily from a shift in industrial composition. The faster relative growth of places with cooler, less humid summers establishes that air conditioning cannot alone account for the movement toward nice weather. And the approximately equal draw of nice weather for both working-age and elderly individuals suggests that increased retirement has been a relatively unimportant source of the population shift. Overall, the empirics are most consistent with the explanation that individuals have been steadily increasing their valuation of nice weather's contribution to quality of life. In addition, fitted growth rates suggest that air conditioning has also played a large role in the population movement.
Econometric framework
A locality's steady-state population density is assumed to depend on its productivity and quality of life. In turn, these are assumed to depend on actual density, on time-invariant attributes, and on time-varying local attributes. More specifically, the natural log of steady-state population density for locality i is assumed to take the linear functional form,
The term α t is a time-varying scalar that captures any increasing returns from current population density to quality of life and productivity. Its restriction to be less than one assures a stable system of cities rather than the concentration of all population in a single city. The k-by-1 column vector x i measures the locality's time-invariant attributes. These are multiplied by a timevarying k-by-1 column vector, β t . The j-by-1 column vector y i,t measures local time-varying attributes that affect quality of life and productivity. These are multiplied by a time-varying j-by-1 column vector, γ t . The stochastic disturbance, μ i,t , is assumed to have expectation zero and to be uncorrelated with the remaining right-hand-side variables. 4 Only actual density rather than steady-state density is observed:
An expression for population growth follows from first-differencing (2). 5 An error term, ε, includes components that may be correlated with x i .
4 The label "steady state" might alternatively be reserved for a stronger condition characterized by substituting l i,t ⁎⁎ for both l i,t ⁎ and l i,t in (1). Separately, x i is assumed to include a 1 as its first element, thereby allowing for a time-varying constant. 5 The growth rates of total population and population density are equal so long as a place's land area remains constant. The two growth rates are referred to interchangeably herein.
The growth regressions that follow have reduced functional form,
For present purposes, we are most interested in interpretations of the coefficients, b, on timeinvariant variables. To motivate such interpretations, it is helpful to temporarily assume that the convergence component of ε always equals zero. This would be true either if actual density always equaled steady-state density or if the difference between actual and steady-state density remained constant over time.
The simplest growth regressions below include only time-invariant attributes, x i . In addition to zero convergence, assume that there are no increasing returns to scale (α t always equal to zero) and that any excluded time-varying variables that affect steady-state density are orthogonal to the time-invariant ones. In this case, b will give an unbiased estimate of (β t − β t− 1 ).
Reintroducing increasing returns to scale broadens interpretations of b. As a first step, suppose that α t is positive but constant over time, 0 b α b 1. In this case, b is an unbiased estimate of 1 / (1 − α) times (β t − β t− 1 ). Increasing returns "magnifies" the effect of any change in contribution from the time-invariant attributes to productivity and quality of life.
Now allow the degree of increasing returns to vary over time. So, for example, an increase in α t will increase the steady-state density of places that already have high density. In this case, including initial density on the right hand side avoids an omitted variable bias. Otherwise, it would falsely appear that time-invariant attributes' contributions to quality of life and productivity had increased, when in fact they had remained constant. That is, b would estimate ρβ t− 1 for some ρ greater than zero. A decrease in α would cause b to estimate the same for some ρ less than zero.
Similar to the case of initial population density, there may be other time-varying attributes, y i,t , that are correlated with x i and whose contributions to quality of life and productivity have changed over time. A possible example is the local stock of manufacturing capital. It is likely to be correlated with weather due to the importance of proximity to iron ore, coal, and other raw materials concentrated in the U.S. Midwest. The ongoing decline of manufacturing's share of U.S. employment can be interpreted as a decrease in the productivity contribution from manufacturing capital. Including the initial level of manufacturing capital then ameliorates an important omitted-variable bias. Even more ideal would be to explicitly control for time-invariant attributes, such as access to raw materials, for which manufacturing capital may proxy.
On the other hand, the inclusion of time-varying attributes in Eq. (5) may mask changes in contributions by time-invariant ones. Any particular element y i,t− 1 k may be an endogenous response to more fundamental underlying quality-of-life and productivity differences. The sharp decline in agricultural employment over the twentieth century can be interpreted as a decline in the contribution to overall productivity from time-invariant characteristicsincluding the weather -that increase agricultural productivity. Since agricultural intensity should be highly correlated with such characteristics, controlling for its initial level may cause a negative estimate of some g j in place of a negative estimate of some corresponding b k . Attempting to control for changes in time-varying attributes would make this problem of endogeneity even worse. In addition to depending on time-invariant attributes as just described, time-varying attributes may also depend on population density itself. Because Eq. (5) already controls for initial density, this additional source of endogeneity from the inclusion of y i,t− 1 ′ is unlikely to seriously bias estimates of (β t − β t− 1 ). In contrast, (y i,t − y i,t− 1 ) may absorb a large share of the variation that is actually caused by exogenous right-hand-side variables. For this reason, the causal contribution from changes in time-varying attributes to population growth is relegated to the error term, ε i,t . Interpretations of estimated coefficients must consider the possible bias from this omission. A final complication to interpreting coefficients comes from relaxing the assumption that the convergence component in Eq. (4) remains constant. In the absence of perfect labor mobility, this assumption will be false. Moreover, the change in population density's distance from its steady state is almost certainly correlated with the included right-hand-side variables.
The most obvious bias comes from the slow adjustment of population density following a contemporary change in structural coefficients. Consider a positive change in the structural coefficient on some particular time-invariant attribute, (
Since population may take several decades to transition to its new steady state, the regression coefficient on x k underestimates the change in structural coefficients. In this case, the convergence term, (
, is negatively correlated with x i k . Measuring growth over a long interval does not necessarily eliminate this bias. In the main set of regressions below, growth is measured from 1970 to 2000. But even if thirty years is sufficient for density to converge to a new steady state, nevertheless discrete changes in structural coefficients may have occurred anytime over the interval, including towards the very end.
A bias in the opposite direction occurs following a change in structural coefficients that precedes the interval over which growth is measured. Suppose that (
During the interval over which growth is measured, density is still adjusting to its new steady state. Hence the estimated b k is positive. In this case, the convergence term, (
, is positively correlated with x i k . Together, these two biases arising from slow convergence caution against interpreting coefficients in the growth regressions as literally estimating the magnitude of changes in structural coefficients. Instead, b should be interpreted as estimating an accumulation of past changes, P T s¼0 d s ðb t−s −b t−s−1 Þ with unknown weights, δ τ , and unknown starting period, (t − T − 1). In particular, the sign of any specific estimated b k can be interpreted as indicating the direction of recent changes in β t k . Regressions using county observations almost surely violate the classical assumption of independence. This is due to possible spatial components both of omitted variables and of stochastic disturbances. Hence a generalization of the Huber-White heteroskedastic-consistent estimator is used to report standard errors that are robust to a spatial structure among regression residuals (Conley, 1999) . Let σ i, j be an element of the covariance matrix E(εε′). For pairs of observations between which the Euclidean distance is beyond a certain cutoff, covariance between residuals is assumed to be zero. For pairs of observations closer to each other than the cutoff, a declining weighting function is imposed to estimate residual covariance. Let s i, j be the estimate of σ i, j , and let ε i be a regression residual.
Herein, the weighting on the estimated covariance between residual terms is assumed to fall off quadratically as the distance between county centers increases to 200 km. 6 Thus accounting for spatial correlation approximately doubles standard errors relative to the assumption of zero covariance with homoskedastic disturbances.
Data description
U.S. counties are used as the geographic unit of analysis. Doing so offers several benefits relative to using alternative U.S. local geographies. First, counties completely partition the continental United States. Excluding geographic areas with low population would introduce a source of considerable bias. Second, counties' borders have been relatively constant over time. Constant borders allow intertemporal comparisons between geographically fixed areas that can be considered exogenous relative to most data-generating processes.
7
The primary dependent variable below is the annual growth rate of population density from 1970 to 2000. Other regressions use the growth rates of population subgroups and house prices. Summary statistics for the growth rates are included in Table 1 . The variables are constructed based on U.S. Census Bureau (1890 Bureau ( -1960 Bureau ( , 1947 Bureau ( -1977 Bureau ( , 1980 Bureau ( , 1990 Bureau ( , 2000a and U.S. Bureau for Economic Analysis (1969 Analysis ( -2000a .
The weather variables are derived from data purchased from The Climate Source, Inc. (www. climatesource.com). The Climate Source data, in turn, is based on detailed weather observations over the period 1961 to 1990 from more than 6000 meteorological stations managed by the U.S. National Oceanographic and Atmospheric Administration. A peer-reviewed "hybrid statisticalgeographical methodology" is applied to such data to fit surfaces over a two-kilometer grid of the continental United States. A county's weather values are then constructed as the mean over all of the four-square-kilometer grid cells that lie within it. In the regressions, weather variables enter with both a linear and quadratic term. The quadratic terms have had their linear sample mean subtracted prior to squaring. Doing so allows the coefficient on the linear term to measure the marginal effect of an increase in the variable from the sample mean.
Winter weather is measured by January daily maximum temperature. This is the average maximum temperature for days in January; in other words, it is the average of the warmest temperature attained on each of the 930 January days from 1961 to 1990. The choice to use January daily maximum rather than minimum temperature reflects an a priori belief that winter daytime highs are likely to be a more important contributor to quality of life than winter nighttime lows. Results are extremely robust to using alternative winter temperature measures.
Summer weather is measured by July daily maximum heat index and July average daily mean relative humidity. The latter is the mean of average daily maximum and minimum humidity. The former is a discomfort index that combines average daily maximum temperature with average daily mean relative humidity (Stull, 2000) . The inclusion of humidity entered independently in addition to its contribution to heat index is motivated by its strong marginal power to account for population growth's sample variance. Results are extremely robust to using alternative summer temperature measures. 6 In other words, gðd Þ ¼ 1− distancei;j 200 2 . Note that the present specification reduces to the Huber-White heteroskedastic-consistent estimator for standard errors when d equals zero; it reduces to a group-based random-effect estimator for standard errors with a non-Euclidean one-zero step specification for g (·) . 7 Nevertheless, a few adjustments to county geographies are required. Details are described in Rappaport and Sachs (2003) based on Horan and Hargis (1995) .
All regressions also include controls for precipitation. These are made up of linear and quadratic terms for average annual precipitation and for the average number of days per year on which there was at least 0.01 inch of precipitation. Maps depicting the distribution of each of the five weather elements across U.S. counties are included in the paper's supplemental materials.
Some of the regressions include a set of seven geographic controls measuring coastal proximity and topography. Separate dummies indicate whether a county's center is within 80 km of an ocean or Great Lakes coast or within 40 km of a major river. Additional variables measure ocean and Great Lakes shoreline per unit area. And a topography variable, entered linearly and quadratically, measures the standard deviation of altitude across 1.25-arc-minute grid cells within a county divided by total county land area.
To control for increasing returns to scale, some of the growth regressions include an additional set of fourteen variables measuring initial population density and surrounding total population. Initial population density is entered as a seven-part spline to allow for a nonlinear relationship between initial and steady-state population density. Surrounding total population is the initial total population in seven concentric rings emanating from a county's center. An innermost circle measures (the natural log of ) total population of all counties with centers within 50 km of a county's own center. At a minimum, this innermost circle always includes the county's own population. A second ring measures the total population of all counties with centers 50 to 100 km from a county's own center. Additional rings have outer-circle radii of 150 km, 200 km, 300 km, 400 km, and 500 km. Together, these concentric population variables capture, for instance, the "market potential" available to local firms that produce goods with nontrivial transportation costs (Krugman, 1991; Ades and Glaeser, 1999; Fujita et al., 1999; Hanson, 2001; Black and Henderson, 2002) . As discussed in the Theory section, one of the explanations for the movement to nice weather is that it reflects the decline of agricultural, mineral extraction, and manufacturing employment. A set of seventeen variables, listed in Table 2 
Results
Throughout much of the 20th century, local population growth in the United States has been positively partially correlated with winter temperature and negatively partially correlated with summer temperature and summer humidity. Supporting results are presented and interpreted for three sets of regressions. The first uses 1970-to-2000 population growth as its dependent variable and incrementally introduces different categories of controls. The second set applies a base specification from the first set to several alternative dependent variable growth rates. The third set applies a base specification to decade growth rates from the 1880s through the 1990s. Together the results suggest that rising incomes are likely to have played a large role in causing the move to nice weather. They also suggest that air conditioning was probably important as well.
Population growth, 1970 to 2000
Results of the 1970-to-2000 growth regressions are reported in Table 3 . In Column 1, the weather variables are included without any additional controls. A positive coefficient on January temperature statistically differs from zero at the 0.05 level. It implies that expected population growth increases as average daily maximum temperature increases above its sample mean value of 41°F. The positive, statistically significant coefficient on quadratic January temperature implies that the higher expected population growth from warmer winter temperatures becomes (1972) larger as temperatures increase. This increasing quadratic relationship is intuitive if the advantage of warmer winter weather is the chance to participate in many outdoor recreational activities. Both July heat index and July relative humidity have negative, statistically significant coefficients on their linear terms. Expected population growth falls as summer heat index and relative humidity increase from their respective sample means of 98°F and 66%. The negative partial correlation of population growth with summer temperature holds only when controlling for winter temperature. Otherwise, a positive coefficient on July heat index statistically differs from zero at the 0.05 level. This statistically-significant positive partial correlation of growth with summer temperature in the absence of a control for winter temperature is quite robust across alternative specifications. Standard errors in parentheses are robust to a spatial correlation using the procedure discussed in the main text. Bold type signifies coefficients that statistically differ from zero at the 0.05 level. Italic type signifies coefficients that statistically different from zero at the 0.10 level. The Column 6 regression weights observations according to 1 / (1 + 3000 / population).
The signs and statistical significance of the coefficients on the winter and summer variables are extremely robust to introducing additional controls. Column 2 includes the coastal proximity and topography variables. Coastal proximity, which helps moderate extreme temperatures, is strongly positively correlated with population growth (Rappaport and Sachs, 2003) . But controlling for coastal proximity only slightly tempers the coefficient values on the weather variables.
Column 3 additionally controls for initial density and for total surrounding population in order to capture any growth arising from increasing returns to scale. On the one hand, increasing returns may cause the partial correlation between population and a weather attribute to remain constant even after that attribute's contribution to quality of life and productivity has changed. On the other hand, changes in the degree of increasing returns may induce positive or negative partial correlations between population growth and an attribute notwithstanding unchanged contributions to quality of life and productivity. Directly controlling for the variables from which increasing returns derive should mitigate these problems. Doing so hardly affects the winter and summer coefficients.
One of the explanations for the movement to nice weather is the historical decline of relative U.S. employment in the agricultural, mineral extraction, and heavy manufacturing industries. Column 4 reports results from a regression that includes controls for the initial concentration in each of these. The magnitude of the linear winter coefficient decreases moderately. More substantial decreases in the magnitude of the linear summer coefficients are partly offset by increases in the magnitude of the corresponding quadratic coefficients. The only change in the pattern of statistical significance is that the coefficient on linear heat index differs from zero at the 0.10 rather than the 0.05 level.
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As discussed in the Econometric framework section, the controls for initial industrial concentration probably absorb a larger share of variance than is actually caused by them. Remaining coefficients would then understate weather's contribution to growth. Many industries require substantial investments that become immobile once they are made. Among industries for which this is so, expanding ones can more easily respond to individuals' shifting locational preferences since they will be investing at a higher rate. As shown below, the move to nice weather began during the 1920s. Thereafter, contracting industries -such as agriculture, mineral extraction, and manufacturing -would become disproportionately concentrated in bad-weather places. Similarly, many of the service-sector industries that came to supplant these contracting industries required less immobile capital. Hence they too would be better able to respond to shifting locational preferences.
Overall, some portion of the move to nice weather probably does reflect the changing industrial composition of employment. But most of it probably does not.
Notwithstanding all the controls in the Column 4 regression, omitted variables might still account for a portion of the partial correlations with winter and summer weather. In case such variables are correlated across regions, Column 5 includes one-zero dummies for 8 of the 9 Census geographic divisions. Coefficient values remain close to those in Column 4. Nor do values change much when dummies for each U.S. state are included (not shown).
Results are similarly robust to a weighted regression that considerably discounts lowpopulation counties. The variance of the error term, ε i,t , in Eq. (3) may be larger for counties with low population. If so, ordinary-least-squares point estimates of parameters will not be efficient.
The optimal GLS estimator involves pre-multiplying the left-and right-hand sides of Eq. (5) by the reciprocal square root of an observation's variance (Davidson and MacKinnon, 1993) . Column 6 reports results from such a weighted regression using the same set of controls as in Column 4. The weighting premises that ε i,t is the sum of two stochastic components: one whose variance is independent of population and one whose variance is proportional to the reciprocal of population. It is assumed that for a county with population of one thousand, 75% of ε i,t derives from the population-dependent component. 10 This implies that for a county with one hundred residents, 97% of total variance derives from the population-dependent component. For a county with ten thousand residents, 23% of variance derives from it.
The coefficients in the weighted regression (Column 6) are similar to those in the unweighted one (Column 4). The main difference is that the negative coefficient on linear summer heat index no longer statistically differs from zero. But the negative coefficient on July humidity continues to do so at the 0.05 level.
11
The Column 4, unweighted regression will henceforth serve as a baseline. The magnitude implied by the winter weather coefficients is quite large. An increase in January temperature from one standard deviation below its sample mean to one standard deviation above its sample mean (from 29°F to 54°F) is associated with faster growth of 1.3% per year. Miami's Dade County, with an average January daily maximum temperature of 76°F, has faster expected annual growth of 3.4% per year compared to a county with winter temperature equal to the sample mean. For comparison, the mean population growth rate for U.S. counties from 1970 to 2000 was 0.9% per year with a standard deviation of 1.3%.
The implied magnitudes of the negative coefficients on summer weather in the baseline regression are also large, though slightly less so. An increase in July heat index from one standard deviation below its sample mean to one standard deviation above its sample mean (from 87°F to 109°F) is associated with slower growth of 0.5% per year. An increase in relative humidity from one standard deviation below its sample mean to one standard deviation above its sample mean (from 56% to 75%) is associated with slower growth of 0.9% per year.
12 Dade County's average July daily maximum heat index of 109°F and average July daily relative humidity of 74% imply annual growth 0.7% slower than that of a county with the sample mean values of summer heat index and humidity. Colorado's Summit County, home to many ski resorts, has a mean July heat index of 76°F and a mean relative humidity of 55%. As a result, it has faster expected annual growth of 0.6% compared to a county with summer weather equal to the sample mean.
In addition to the correlations with summer and winter weather, the regressions in Table 3 show robust evidence of a negative quadratic partial correlation between population growth and precipitation days. The implied magnitude from the Column 4 baseline regression becomes large for places with an especially high number of rainy days. Because of the positive linear coefficient, increasing the number of rainy days by one standard deviation (25 days) above the mean (94 days) leaves expected population growth essentially unchanged. Increasing rainy days by a second and then a third standard deviation slows growth by 0.3 percentage points and then an additional 0.6 percentage points. For Seattle's King County, with an average 182 rainy days per year, annual 11 Results are more fragile to a weighting that assumes ε i,t arises solely from a component with variance proportional to the reciprocal of population. 12 The reported slower growth from a higher heat index should be interpreted as arising solely from the temperature component. The reported slower growth from an increase in relative humidity includes the effect of the associated rise in heat index. In other words, it holds constant (at its sample mean) only the temperature component of heat index.
expected population growth is 1.3 percentage points slower than that of a county with mean annual precipitation days. The five weather variables in Table 3 -each entered linearly and quadratically -account for a very large share of the variance of population growth. The R-squared value from the regression with no controls is 0.272. For comparison, a regression of population growth on forty-eight continental U.S. state dummies yields an R-squared value of 0.322. Additionally including the weather variables with the controls in the baseline Column 4 regression increases R-squared by 7.0 percentage points. Again for comparison, the marginal R-squared value from adding state dummies to the baseline controls is 12.4 percentage points. Fig. 2 shows the expected population growth attributable to weather as estimated by the baseline regression. 13 In other words, it shows the vector product of the ten coefficients reported in Column 4 with counties' actual linear and quadratic weather values. The resulting expected growth captures the marginal effect of weather after controlling for coastal proximity, topography, initial density, initial surrounding population, and initial industrial composition. Expected growth from the weather is highest in southern Florida, southwestern Texas, southern New Mexico, southern Arizona, southern California, and coastal northern California. Expected growth from the weather is lowest throughout most of New England and the Midwest as well as in West Virginia and the Pacific Northwest.
The faster expected growth of places with cooler and less humid summers establishes that air conditioning cannot alone account for the move to nice weather. This point is nicely illustrated in Fig. 2 by the high expected growth of California's coastal counties. These counties' mild summer weather implies that their rapid growth cannot be attributed to air conditioning. Conversely, if air conditioning were the main force driving weather-related moves, then expected growth would be much higher throughout the Deep South (one of the hottest and most humid areas of the U.S.). Nevertheless, the pattern of expected growth suggests that air conditioning was indeed important. The high expected population growth in southern Arizona and southern Florida holds despite average daily summer heat index values exceeding 110°F. It is hard to imagine this being the case in the absence of air conditioning.
Alternative growth rates
The movement to nice weather has not been primarily driven by any single demographic group. Rather, growth's positive partial correlation with winter temperature and negative partial correlations with summer heat index and summer humidity hold for a number of sub-populations. Table 4 Population subgroup growth and weather (1) (2) (3) (4) (5) (6) (7) Table shows results from regressing annual percentage growth rates for the listed population subgroups on the Column 4 specification in Table 3 . Quadratic weather variables have had their respective sample mean subtracted. Standard errors in parentheses are robust to a spatial correlation using the procedure discussed in the main text. Bold type signifies coefficients that statistically differ from zero at the 0.05 level. Italic type signifies coefficients that statistically different from zero at the 0.10 level. For the Column 2 regression, the initial density spline and surrounding total controls are constructed using employment rather than population. For the regressions in Columns 3 and 4, working age is defined to be from 25 to 54; elderly, 65 and above. Table 4 Column 1 repeats the results from the baseline regression. Column 2 presents results for an analogous regression that uses firms' reported employment growth rather than population growth as its dependent variable. The magnitude of the negative coefficient on linear January temperature is moderately smaller than in the population growth regression, a difference that statistically differs from zero.
14 More important for present purposes is that the negative, statistically significant coefficients on linear and quadratic January temperature imply a quantitatively large, negative partial correlation of employment growth with winter temperature. For summer heat and summer humidity, the implied magnitudes of the negative partial correlations are approximately equal across the two regressions.
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The regressions in Columns 3 and 4 partly support the retiree explanation of the move to nice weather. Both the positive correlation with winter temperature and the negative correlation with summer heat index are stronger for elderly population growth (those aged 65 and up) than for working-age population growth (those aged 25 to 54). The differences in the linear coefficients do not statistically differ from zero. But the differences in the quadratic coefficients differ at the 0.10 level for January temperature and at the 0.05 level for July heat index. As above, more important for present purposes is that the coefficients in the working-age regression remain statistically significant and large in magnitude. Elderly migration can account for only part of the overall move to nice weather. Of course, it may be that elderly migration spurred migration of others, for instance by increasing labor demand in destination locales. But the early timing of the move to nice weather, discussed below, casts doubt that this latter possibility was the main driver of the migration.
Another possible explanation for the move to nice weather is that it disproportionately reflects location choices by international immigrants rather than native-born U.S. citizens. The regressions reported in Columns 5 and 6 partly support this. The positive partial correlation with winter temperature is much stronger for immigrants than for natives. Similarly, the implied magnitude of the negative correlation with summer heat index is moderately larger for immigrants. Moreover, the weather variables account for a much higher share of the variation of immigrant growth than of native growth. Even so, growth's positive correlation with winter temperature and negative correlations with heat and humidity remain strong for native-born citizens.
Columns 7 and 8 compare the movement to nice weather between college graduates (i.e., those with at least a bachelor's degree) and non-graduates. The magnitudes of the positive correlation with January temperature and negative correlation with July humidity are moderately larger for the college non-graduates. The magnitude of the negative correlation with July heat index is moderately larger for the college graduates. Once again, both groups are clearly participating in the move to nice weather.
To the extent that the movement to nice weather has been caused by rising incomes, it is intuitive that the same movement would be larger among more highly-educated individuals. After all, such individuals have higher earnings and have seen more rapid increases in earnings. But this intuition misses two important points. First is that the distributional implications of wealth-driven migration are intratemporal rather than intertemporal. An increase in the desirability of nice weather indeed suggests that those at the upper end of the wealth distribution will continue to disproportionately choose to live in nice-weather places. But this static result is perfectly consistent with a disproportionate increase in the affordability of nice weather by lower-income individuals. Second is that the increase in wages over time can increase the opportunity cost of moving to nice weather. It may be that the associated substitution effect comes closer to offsetting the associated income effect for individuals with more education.
Consistent with compensating differential theory, the migration to nice weather has been paralleled by house price growth. Column 1 of Table 5 reports results from a growth regression of owners' median self-assessed house value on the baseline set of control variables. Column 2 reports results from a similar growth regression of median rental price. In both cases, statistically significant coefficients on linear January temperature and linear July heat index imply that at the respective sample means, house price growth increases as winters become warmer and decreases as summers become hotter. The opposite-signed quadratic coefficients imply that these relationships weaken as temperatures increase. But over observed sample values, the linear coefficients generally dominate the quadratic ones. Table shows results from regressing annual percentage growth rates for the listed house price measures on the Column 4 specification in Table 3 . Quadratic weather variables have had their respective sample mean subtracted. Standard errors in parentheses are robust to a spatial correlation using the procedure discussed in the main text. Bold type signifies coefficients that statistically differ from zero at the 0.05 level. Italic type signifies coefficients that statistically differ from zero at the 0.10 level. Table 6 Population growth and weather by decade
(8)
Δlog(Pop Density) → Independent variables ↓ -1900 1900-1910 1910-1920 1920-1930 1930-1940 1940-1950 1950-1960 1960-1970 1970-1980 1980-1990 1990- Table shows results from regressing annual percentage population growth rates for the listed decade on the Column 3 specification in Table 3 . Quadratic weather variables have had their respective sample mean subtracted. Standard errors in parentheses are robust to a spatial correlation using the procedure discussed in the main text. Bold type signifies coefficients that statistically differ from zero at the 0.05 level. Italic type signifies coefficients that statistically differ from zero at the 0.10 level.
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Population growth by decade
The empirical results so far have been for growth rates from 1970 to 2000. But the movement to nice weather actually began in the 1920s. Such a dating reinforces the conclusion that it was largely driven by the broad-based rise in incomes. Table 6 shows results from decade-by-decade population growth regressions. The specification is the same as in Table 3 , Column 3 (the baseline specification excluding the industrial composition controls). Results are qualitatively similar if Census Division dummy variables are additionally included.
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From the 1880s through the 1910s, people actually moved to places with bad weather. During the first two decades, population growth was negatively correlated with winter temperature. During all four decades, population growth was positively correlated with summer temperature and humidity. Over the same decades, agriculture's employment share was already declining rapidly. Hence, the shift away from agriculture need not imply movement towards nice weather.
Beginning with the 1920s regression, statistically significant, positive coefficients result on both linear and quadratic January temperature. And statistically significant negative coefficients result on one or more of the summer heat and humidity terms. A first point is that manufacturing's employment share was approximately increasing through 1940 and then approximately constant through 1970. Since the migration towards nice weather persisted through both of these phases, the subsequent decline in manufacturing's employment share seems an unlikely cause. A second point is that the movement towards nice weather far predates the mass adoption of air conditioning, which began in the late 1940s. AC's spread thus seems too late to account for the population shift. Similarly, increases in the life expectancy and financial security of retirees -also largely post World War II phenomena -occurred after the migration towards nice weather was already underway.
Still another explanation for the move to nice weather is that it captures the increasing ease with which people can relocate. Railroads, the automobile, and the airplane have all helped make long-distance moves much less costly. Along with rapidly improving telecommunications technologies, they have also made it much easier to stay in touch with friends and family following long-distance moves. While such falling transportation costs almost certainly helped facilitate the move to nice weather, the timing of the movement suggests that they are unlikely to be the main cause. Railroads were a relatively mature technology many decades before the onset of the move to nice weather. Conversely, it was probably not until the construction of the interstate highway system in the 1950s that the automobile yielded significant time savings on long-distance journeys. Widely affordable air travel arrived even later.
Conclusions
Throughout most of the 20th century, U.S. residents migrated to places with nice weather. Possible explanations for this include the introduction of air conditioning, the shift in the industrial composition of U.S. employment, increased elderly migration, and the broad-based rise in incomes. Regressions of 1970-to-2000 population growth on weather suggest that each of these explanations played a role. The positive partial correlations of population growth with summer heat and humidity establish that air conditioning cannot alone account for the migration. But the high expected growth attributable to weather in places with extreme summer heat and humidity almost certainly would not have occurred in the absence of air conditioning. An extensive set of controls for initial industrial structure accounts for a portion of the weatherrelated moves. But the draw of nice weather nevertheless remains strong. And the move to nice weather has indeed been larger for the elderly, but only moderately so. That the movement to nice weather began in the 1920s reaffirms that it cannot be explained by a combination of air conditioning, shifting industrial structure, and increased elderly migration.
The shortfall of the alternative explanations is consistent with an increasing valuation of weather's contribution to quality of life being an important impetus for the migration. Such an increased valuation is documented in the compensating differential literature and is theoretically predicted from the sharp rise in incomes over the course of the twentieth century. With sufficient complementarity among non-housing goods, housing, and nice weather, the increased valuation of the latter requires migration toward it.
The present set of results suggest several lines of future research. One is the extent to which migration to nice weather has occurred or can be expected to occur in nations and regions other than the United States. Large increases in income have occurred throughout the industrialized world. In many developing countries, income is now rising rapidly or is hoped to do so in the near future. Of course, the degree of labor mobility within many countries is well below that of the U.S. Some initial research along this line finds migration among Japanese prefectures over the period 1955 to 1990 to be negatively correlated with a measure of extreme temperature (Barro and Sala-iMartin, 1995) . Similarly, population growth from 1980 to 2000 within EU countries is indeed higher where weather is nicer; but across EU nations, population growth is uncorrelated with weather (Cheshire and Magrini, 2004) . If European integration continues over time, the lure of better weather may eventually pull people across national borders as well.
A second line of research is the extent to which the U.S. migration to nice weather can be expected to continue. The introduction of air conditioning represents a discrete shock. The transition to the implied new steady-state population distribution might take several decades. But it would eventually end. In contrast, the U.S. population is rapidly aging. And broad-based technological progress and the associated increase in per-capita income are likely to endure. Hence the movement to nice weather may endure as well.
A third line of research is the extent to which migration to places with high levels of other consumption amenities has occurred. Coasts, mountains, lakes, and national parks offer numerous recreational opportunities, as do urban amenities such as restaurants, museums, live performance venues, and professional sports. Other likely draws include low pollution; low traffic; and high-quality schools, universities, and hospitals. It may be that such quality-of-life amenities rather than targeted tax breaks and low wages are the key to future local economic development.
