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Abstract
The explicit expression of all the WZW effective actions for a simple group G
broken down to a subgroupH is established in a simple and direct way, and the formal
similarity of these actions to the Chern–Simons forms is explained. Applications are
also discussed.
1 Introduction
Recently it has been shown by D’Hoker and Weinberg [1, 2] that the most general effective
action of Wess–Zumino–Witten (WZW) type, with a compact symmetry group G broken
down to a subgroup H , is given by the non-trivial de Rham cocycles on the homogeneous
coset manifold G/H , and a cohomological descent-like procedure has been used in [2] to
obtain explicit expressions for the lower order examples. Motivated by this work [1, 2] and
our own on the properties of symmetric invariant tensors on simple algebras [3], we look
here at the problem of finding all the invariant effective actions of WZW type in terms
of the cohomology of the Lie algebra G relative to a subalgebra H [4]. By exploiting this
(equivalent) point of view, we are able to find a general formula for WZW type actions on
G/H for any compact, connected and simply connected simple Lie group G (the case of
semisimple G may be reduced to it) and for arbitrary spacetime dimensions.
The structure of phenomenological Lagrangians and nonlinear realizations was eluci-
dated thirty years ago [5]. Their relation to the standard Wigner little group construction,
which is the result of parametrising the coset K ≡ G/H = {gH|g ∈ G} in terms of the
Goldstone coordinates ϕa (a = 1, . . . , dimK), was emphasised in [6]. Indeed, for the left
action of a global transformation g ∈ G = KH on the coset space K, g : ϕa 7→ ϕ′a, we find
gu(ϕ) = u(ϕ′)h(g, ϕ) , (1.1)
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where h(g, ϕ) ∈ H is simply an element of the ‘little group’ of the coset reference point.
Geometrically, u(ϕ) (e.g., expϕaTa) may be viewed as a section of the bundle G(H,K);
since gu(ϕ) and u(ϕ′) belong to the same fibre, eq. (1.1) follows1.
The key idea of the standard nonlinear realizations in general is that we may write
u−1du = (u−1du)H + (u
−1du)K ≡ ΩαHTα + ΩaKTa . (1.2)
As is well known, [7, I, p.103] the H-valued component of the canonical left invariant
(LI) form ω on G determines a LI connection on G; the first term in (1.2) is its pull-
back to K by the section u(ϕ), and hence transforms as a connection. In contrast, ΩK
transforms tensorially through h(g, ϕ) ∈ H under a left transformation of G, its elements
operating linearly for H ⊂ G and nonlinearly for those in G\H . Hence any H–invariant
expression made out of ΩK will also be invariant under the whole G and is a candidate for
an invariant nonlinear Lagrangian. However, as emphasised in [1], there are also invariant
actions which do not come from an invariant Lagrangian density. These are generically
referred to as WZW actions [8], also discussed in the context of nonlinear sigma models in
[9]. In Witten’s derivation [8] of the simplest WZW term for G = SU(2) (H=e) and D=2
spacetime M ∼ S2, the fields g(x) are extended by means of an interpolating field g(x, λ)
(g(x, 0) = 0, g(x, 1) = g(x)) and the WZW action is given by
IWZW =
∫
B
d2xdλǫµνTr(g−1 ∂g/∂λWµWν) (1.3)
where Wµ = g
−1∂µg and ∂B = M ; the construction uses π2(G) = 0 and π3(G) = Z
(which hold for any simple Lie group). Similar considerations can be made for higher D,
where the existence of a WZW term requires in particular [10] that there is a non-trivial
(D + 1)-cocycle (form on G) for the Chevalley-Eilenberg [4] (CE) cohomology.
When H 6= e, the mappings ϕa : M → G/H are the Goldstone fields, suitable extended
to the analogous of B above [1]. The construction of D’Hoker and Weinberg shows that the
WZW actions (i.e., invariant actions associated with non-invariant spacetime Lagrangian
densities) on the coset K are given by non-trivial De Rham cocycles on K, i.e., by closed
non-exact forms on G/H . The result of [1, 2] may be reformulated by stating that the
WZW actions are classified by the non-trivial cocycles of the relative algebra cohomology
H0(G,H;R) (for H = e, H0(G, e;R) = H0(G;R)), and this approach will lead us to a
general expression for them. We shall restrict ourselves here to the ungauged case, and
will not discuss the (related) problem of gauging the WZW actions [9].
This paper is organised as follows: in Sec. 2 we review briefly the forms on coset
manifolds and the relative Lie algebra cohomology. Sec. 3 is devoted to finding an explicit
general formula for the non-trivial cocycles on G/H for a simple group, and in Sec. 4
we illustrate our result with applications. The formal connection between the cocycles on
G/H and the expression for the Chern-Simons forms is exhibited in Sec. 5, where the
relation between the two is clarified. The indices are as follows: i, j, ... refer to G (or its
1Notice that the left action of G on G and on K (defined by the left cosets gH) and the right action of
H on G are both compatible with the bundle projection.
2
algebra G), i = 1, . . . ,dimG; α, β, ... to the subgroup H (H), α = 1, ...,dimH , and the
indices a, b, ... parametrise the coset K (or the vector space K = G/H), a = 1, ...,dimK.
2 Forms on cosets and relative algebra cohomology
From the point of view of physical applications, Lie algebra G cohomology groups are most
conveniently described [4] in terms of forms on the associated simply connected group
manifold G. For the trivial representation ρ(G) = 0, the cohomology groups Hq0(G,R) are
characterised by a) closed and b) (say) left invariant (LI) q-forms on G (the q-cocycles)
modulo those which are the exterior derivative d of a LI form (the coboundaries). Let ωi
be a basis of LI one-forms on G so that
dωi = −1
2
C ijkω
j ∧ ωk (i, j, k = 1, ..., dimG) , or dω = −ω ∧ ω (2.1)
(ω is the G-valued canonical form on G). Then the LI q-forms Ω on G may be written as
Ω =
1
q!
Ωi1...iqω
i1 ∧ . . . ∧ ωiq , (2.2)
Then, those which determine Lie algebra q-cocycles satisfy the condition
(sΩ)i1...iq+1 = −
1
2
1
(q − 1)!C
l
[i1i2Ωli3...iq] = 0 , (2.3)
where, in the CE formulation, the coboundary operator s may be identified with the
exterior derivative d.
In the language of forms the relative cohomology with respect to a subalgebra H ⊂ G is
associated with the notion of projectability of forms on G to the coset manifold K = G/H .
This notion, which plays an essential roˆle in the Chern-Weil theory of characteristic classes,
actually means that there is a unique form Ω¯ on G/H such that π∗(Ω¯) = Ω, where π∗ is
the pull-back of the canonical projection π : G→ G/H . A q-form Ω is projectable if (see,
e.g. [7, II, p. 294])
Ω(X1, . . . , Xq) = 0 if any X ∈ H , (2.4)
(LXαΩ)(X1, . . . , Xq) = −
q∑
s=1
Ω(X1, . . . , [Xα, Xs], . . . , Xq) = 0 , (2.5)
i.e., if Ω is ‘orthogonal’ to H [(2.4)] and it is invariant under the right action of H [(2.5)].
In (2.5), LX is the Lie derivative with respect to the LI vector field X ; on LI forms,
LXiω
j = −C ijkωk. As a result, a q-form Ω is a non-trivial q-cocycle for the relative Lie
algebra cohomology Hq0(G,H;R) [4] if a) it is LI and closed, eq. (2.3) (i.e., it is a q-cocycle
in Zq0(G;R)); b) it is projectable and c) it is not the exterior derivative of a LI, projectable
form (in which case it would be a coboundary). Our task is now to find the closed forms on
the coset manifold G/H , parametrised by ϕa, which are non-trivial cocycles in H0(G,H;R).
These will define effective actions of WZW type once they are pulled back to an enlarged
spacetime manifold of the appropriate dimension.
3
3 An explicit formula for the cocycles on G/H
As is well known, the non-trivial primitive cocycles (i.e., that are not the product of other
cocycles) on a simple group G are all of odd order [11] (2ms − 1), s = 1, . . . , l where l is
the rank of G. They are associated with the l primitive invariant symmetric tensors ki1...ims
of order ms (and Casimir operators of the same order) which may be constructed on G
[12], the properties of which have been studied recently [3]. Given such a tensor ki1...im , the
G-(2m–1)-cocycle Ω(2m−1), or simply Ω, is a form on G Ω ∝ kl1...lm−1sdωl1∧ . . .∧dωlm−1∧ωs,
so that its coordinates are proportional to
Ωi1...i2m−2s ∝ kl1...lm−1[sC l1i1i2 . . . C lm−1i2m−3i2m−2] (3.1)
(any non-primitive terms in k do not contribute to (3.1); see Cor.3.1 in [3]). Due to the
full antisymmetry of the structure constants, any semisimple group is reductive, Caαβ = 0,
Cβαa = 0 (α, β in H, a, b in K), i.e., [H,H] ⊂ H, [H,K] ⊂ K, [K,K] ⊂ G. The cocycles
on G/H are the projectable cocycles on G. To find general expressions for them for any
simple G consider the (2m-1)-form Ω(p) (cf. (3.1)),
Ω(p) = kα1...αp−1ip...im−1bC
α1
a1a2
. . . C
αp−1
a2p−3a2p−2C
ip
a2p−1a2p . . . C
im−1
a2m−3a2m−2
·ωa1 ∧ . . . ∧ ωa2p ∧ ωa2p+1 ∧ . . . ∧ ωa2m−2 ∧ ωb .
(3.2)
This form clearly satisfies the condition (2.4) (iXαΩ(p) = 0) since ω
a(Xα) = 0 ∀ a in K and
α in H. The proof that LXαΩ(p) = 0, eq. (2.5) follows from LXαωa = −Caαbωb and the fact
that the constants preceding ωa1 ∧ . . .∧ ωa2m−2 ∧ ωb in (3.2) may be viewed as products of
the invariant polynomials k, C to which we may apply the following
Lemma 3.1
Let ki1...in+1 and k
′
j1...jm+1
be two invariant tensors on G (symmetry is not required here).
Then,
Lα
(
ka1...anβk
′
βb1...bm
ωa1 ⊗ . . .⊗ ωan ⊗ ωb1 ⊗ . . .⊗ ωbm) = 0 (3.3)
and
Lα
(
ka1...anjk
′
jb1...bm
ωa1 ⊗ . . .⊗ ωan ⊗ ωb1 ⊗ . . .⊗ ωbm) = 0 (3.4)
Proof: By using the (G)-invariance of k we obtain
C iαa1kia2...anβ + . . .+ C
i
αan
ka1...an−1iβ + C
i
αβka1...ani = 0 .
Now, using the fact that the coset is reductive, we get
Caαa1kaa2...anβ + . . .+ C
a
αan
ka1...an−1aβ + C
γ
αβka1...anγ = 0
and similarly for k′. Thus,(
Caαa1kaa2...anβ + . . .+ C
a
αan
ka1...an−1aβ
)
k′βb1...bm
+ka1...anβ
(
Caαb1k
′
βab2...bm
+ . . .+ Caαbmk
′
βb1...bm−1a
)
= −Cγαβka1...anγk′βb1...bm − ka1...anβCγαβk′γb1...bm = 0
4
from which (3.3) follows. Eq. (3.4) is deduced from the fact that ki1...injk
′
jj1...jm
is an
invariant tensor on G so that
n∑
s=1
Ckαiski1...iˆsk...injk
′
jj1...jm
+
m∑
t=1
Ckαjtki1...injk
′
jj1...jˆtk...jm
= 0 .
Setting is = as and jt = bt and using again the reductive property we obtain (3.4), q.e.d..
Since the cocycles on the coset manifold are LI closed forms on K, we look now for a
closed form. Since LαΩ(p) = (iXαd + diXα)Ω(p) = iXαdΩ(p) = 0, when computing dΩ(p) we
may ignore the ωα components. A straightforward if somewhat lengthy calculation, which
uses the Jacobi identity and the fact that the coset is reductive shows that
dΩ(p) = −1
2
Π(p−1) +
2m− p
2p
Π(p) , (3.5)
where the 2m-forms Π(p−1) and Π(p) are given by
Π(p) = kα1...αpip+1...imC
α1
a1a2
. . . Cαpa2p−1a2pC
ip+1
a2p+1a2p+2
. . . C ima2m−1a2mω
a1 ∧ . . . ∧ ωa2m . (3.6)
For p = 0 we find that that Π(0) = 0 due to the G-invariance of ki1...im . Let us now define
a new (2m− 1)-form Ω¯ by
Ω¯ =
m∑
s=1
αm(s)Ω(s) ,
αm(s) ≡
s−1∏
r=1
2m− r
r
, αm(1) ≡ 1 , αm(m) = (2m− 1)!
(m− 1)!m! .
(3.7)
Then we find from (3.5)
dΩ¯ =
m∑
s=1
αm(s)
(
−1
2
Π(s−1) +
2m− s
2s
Π(s)
)
= −1
2
(
m−1∑
s=0
αm(s+ 1)Π(s) −
m∑
s=1
αm(s)
2m− s
s
Π(s)
)
= −1
2
(
m−1∑
s=1
αm(s+ 1)− αm(s)2m− s
s
)
Π(s) +
1
2
αm(m)Π(m) =
1
2
αm(m)Π(m)
(3.8)
Hence dΩ¯ will be zero if Π(m) = 0 i.e., if kα1...αm = 0. Thus, we have proven the following
Theorem 3.1
Let G be a simple, simply connected group and H a closed subgroup. A primitive non-
trivial (2m − 1)–cocycle in H(2m−1)(G,H;R) is represented by the closed (2m–1)-form Ω¯
on the coset G/H given in (3.7). This form is defined through (3.6) by a polynomial of
order m on G which vanishes on H, i.e., when all its indices take values in H.
5
4 Applications
As an application of our general formula (3.7) let us find the expression for the three-
(m = 2) and five- (m = 3) cocycles. Eq. (3.7) gives
Ω¯(3) = Ω(1) + α2(2)Ω(2) = (ki1a3C
i1
a1a2
+ 3kα1a3C
α1
a1a2
)ωa1 ∧ ωa2 ∧ ωa3 (4.1)
Ω¯(5) = Ω(1) + α3(2)Ω(2) + α3(3)Ω(3) =
(ki1i2a5C
i1
a1a2
C i2a3a4 + 5kα1i2a5C
α1
a1a2
C i2a3a4 + 10kα1α2a5C
α1
a1a2
Cα2a3a4)ω
a1 ∧ . . . ∧ ωa5 .
(4.2)
These two expressions have also been derived by D’Hoker by a lengthier cohomological
descent-like procedure [2], involving the consideration of non-trivial representations ρ of G.
To exhibit the computational convenience of the general formula (3.7), we give one further
example, the seven-cocycle,
Ω¯(7) = Ω(1) + α4(2)Ω(2) + α4(3)Ω(3) + α4(4)Ω(4) =
= (ki1i2i3a7C
i1
a1a2
C i2a3a4C
i3
a5a6
+ 7kα1i2i3a7C
α1
a1a2
C i2a3a4C
i3
a5a6
+21kα1α2i3a7C
α1
a1a2
Cα2a3a4C
i3
a5a6
+ 35kα1α2α3a7C
α1
a1a2
Cα2a3a4C
α3
a5a6
)ωa1 ∧ . . . ∧ ωa7 .
(4.3)
Of course, the existence of these cocycles depends on the existence of invariant polynomials
of the appropriate degree which are zero on H. These are all known for all simple algebras
(see also [3] in this respect); in particular all three exist for G = su(n), n ≥ m.
Let us consider now some specific examples.
a) (SU(n)/SU(m) cosets)
Consider the case K = SU(3)/SU(2) ∼ S5. To construct a 5-cocycle on S5 we need a
3rd-order polynomial vanishing on SU(2). This is provided by the di1i2i3 polynomial which
satisfies dα1α2α3 = 0 ∀α ∈ SU(2). Similarly for the case K = SU(4)/SU(2) we have two
invariant polynomials of (3rd and 4th order) vanishing on SU(2), which give rise to the 5-
and 7-cocycles respectively, etc. For the case m > 2, we can always construct symmetric
invariant polynomials on su(n) which are zero on su(m) (see [3]).
b) (Symmetric cosets)
The simplest cases in which formula (3.7) gives rise to a non-trivial result are furnished
by symmetric cosets G/H ([K,K] ⊂ H). Such examples, when they exist, are simple be-
cause then all terms in (3.7) have the same structure since Ccab=0. They require kα1...αm=0
and that the components kα1...αm−1a do not all vanish. For instance, for G = SU(n), m = 3
and dα1α2α3=0, the five-cocycle becomes proportional to
dα1α2a1C
α1
a2a3
Cα2a4a5ω
a1 ∧ . . . ∧ ωa5 . (4.4)
Symmetric spaces in which the dα1α2α3 vanish and the dα1α2a1 do not, are provided by the
families [13, p. 518] SU(n)/SO(n) and SU(2n)/Sp(2n).
The simplest case, one which leads directly to a Wess-Zumino term in a four dimensional
field theory, is that of SU(3)/SO(3). To clarify this, we work with the generators TA =
1
2
λA
6
of su(3), where the λA are the set of standard Gell-Mann matrices. For the so(3) generators,
we take α ∈ {2, 5, 7} and, since C725 = 12 , [λα, λβ] = iǫαβγλγ. Then the coset indices
a ∈ {1, 3, 4, 6, 8}. To see that it is correct to write SU(3)/SO(3), we note that reduction
of the octet SU(3) with respect to SO(3) produces j = 1 and j = 2 SO(3)-multiplets,
and we can argue that integral j values only arise in the reduction of triality zero SU(3)
representations. Explicitly, we can show that, for c ∈ R
i√
2
c(λ1−iλ3) , i√
2
c(λ4+iλ6) , cλ8 ,
i√
2
c(λ4−iλ6) , −i√
2
c(λ1+iλ3) , (4.5)
are the standard Racah components Tq, q = (2, 1, 0,−1,−2) of a rank 2 tensor operator
of SO(3). In this example, one can see by inspection of the d-tensor of SU(3), that the
dα1α2α3 all vanish, but there are eight non-zero triples for which dα1α2a1 6= 0. It is in fact
easy to see without explicit calculation that (4.4) is a multiple of ω1 ∧ ω3 ∧ ω4 ∧ ω6 ∧ ω8.
To discuss this and other examples involving G = SU(4), it is most convenient to
generalise the Gell-Mann λ–matrices from SU(3) to SU(4) in a fashion different from
that in [3, 14] and to use the d and f tensors that follow from this new set. Thus, set
λi =
(
σi 0
0 0
)
, λi+12 =
(
0 0
0 σi
)
, λ8 =
√
1
2
(
1 0
0 −1
)
, where σi are the three Pauli
matrices. For i = 4 to 7, we retain the λi of SU(3) so that for i=4 to 7 and 9 to 12, the
λi of [14] are used. In particular, λ3, λ8, λ15 are diagonal, all λ’s are hermitian and λi for
i ∈{2,5,7,10,12,14} are antisymmetric. In fact we have only changed our choices of λ8 and
λ15, so that very little further evaluation of d and f tensors is needed.
Consider first G/H=SU(4)/SO(4) in which SO(4) is generated by the set of six an-
tisymmetric λ’s just mentioned, while the SU(4) d-tensors are as tabulated in [3]. The
dα1α2α3 do vanish, since they correspond to the trace of products of three antisymmetric
matrices, while for many triples the dα1α2a3 6= 0. Thus a simple five-cocycle is allowed
in this model with nine Goldstone fields. We may contrast this with the non-symmetric
reductive model SU(4)/[SU(2) × SU(2)] in which the the subgroup generators are λi for
i ∈{1,2,3,13,14,15}. The relevant dα1α2α3 obviously vanish but, since the Ccab are not all
zero, all the three terms of (4.1) survive giving a much more complicated Wess-Zumino
term for this model with 15-6=9 Goldstone fields.
Consider next the symmetric coset SU(4)/S[U(2) × U(2)], where H is larger than in
the previous example, with the extra generator λ8. The dα1α2α3 do not all vanish now, and
hence there are no five-cocycles of type (3.7) [1]. Finally, consider the five-dimensional
symmetric coset SU(4)/Sp(4,R). A presentation of C2 = sp(4,R) in Cartan-Weyl form
with positive roots r1 = (1,−1), r2 = (0, 2), r3 = (1, 1), r4 = (2, 0) can be given in terms
of the above 4 × 4 λ-matrices of SU(4). Writing √2E±µ = Xµ ± iYµ for µ = 1, 2, 3, 4 for
the raising and lowering operators associated with the roots, the realisation is
H1 = λ3 , X4 = λ1 , Y4 = λ2 ,
H2 = λ15 , X2 = λ13 , Y2 = λ14 ,√
2X1 = λ4 − λ11 ,
√
2Y1 = λ5 + λ12 ,√
2X3 = λ6 + λ9 ,
√
2Y3 = −λ7 + λ10 .
(4.6)
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This enables an explicit check that the corresponding dα1α2α3 are indeed all zero, an easy
tabulation of C2 structure constants C
γ
αβ, (1 ≤ α, β, γ ≤ 10), and the evaluation of the
five-cocycle of the model.
There are no seven-dimensional symmetric cosets. Consider then the case of the 9-
cocycle determining a Wess-Zumino term in D = 8 spacetime. For G/H symmetric, all
the coordinates of Ω¯(9) = Ω¯
(9)
a1...a9ω
a1 ∧ . . . ∧ ωa9 become proportional to
k
(5)
α1α2α3α4[a1
Cα1a2a3C
α2
a4a5
Cα3a6a7C
α4
a8a9]
(4.7)
Let G/H = SU(n)/SO(n) with so(n) generated by the 1
2
n(n − 1) n ≥ 4 imaginary
antisymmetric λα matrices, the coset generators λa being real symmetric and traceless.
Then, if we take ki1...i5 ∼ sTr(λi1 . . . λi5) it is obvious that sTr(λα1 . . . λα5) is zero but that
sTr(λα1 . . . λα4λa) is not. Hence we will get a Wess-Zumino term from
Ω¯(9)a1...a9ω
a1 ∧ . . . ∧ ωa9 , Ω¯(9)a1...a9 ∝ k(5)α1α2α3α4[a1Cα1a2a3Cα2a4a5Cα3a6a7Cα4a8a9] . (4.8)
In (4.8) we may use equivalently d(5) for the su(n) polynomial, (see [3]).
5 Relative cohomology and Chern-Simons forms
Let us consider Ω(p) in (3.2) further. First we introduce
kα1...αp−1ip...im−1b =
1
m!
sTr(adXα1 . . . adXαp−1adXip . . . adXim−1adXb) (5.1)
which arises by restricting the indices of the invariant symmetric polynomial of order m on
G, given by a symmetric trace, to the appropriate values. Next, we make the identifications
W α = −1
2
Cαabω
a ∧ ωb , U = ω|K , (U ∧ U)i ≡ (U2)i = 1
2
C iabω
a ∧ ωb , (5.2)
and V = ω|H, where ω = u−1du. Thus, V determines the LI invariant H-connection and
W the associated curvature, W = dV + V ∧ V (which leads to W α in (5.2) using the
Maurer-Cartan eqs.). Then, the form in (3.2) may be rewritten as
Ω(p) = (−1)p−12
m−1
m!
sTr{W p−1(U2)m−pU} . (5.3)
If we replace the m! terms in sTr by the sum S over all possible products (‘words’) which
contain a total power (p− 1) [(m− p)] of the curvature W [component U ], eq. (5.3) may
be written as
Ω(p) =
2m−1
(m− 1)!(−1)
p−1(p− 1)!(m− p)!Tr{S [(W p−1(U2)m−p)]U} . (5.4)
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As a result, the general expression (3.7) for the (2m − 1)-cocycle on the coset K may be
rewritten as
Ω¯(2m−1) =
2m−1
(m− 1)!
m−1∑
p=0
(−1)p(p)!(m−p−1)!αm(p+1)Tr{S
[
(W p(U2)m−p−1)]U} , (5.5)
which leads to
Ω¯(2m−1) =
2m−1
(m− 1)!
m−1∑
p=0
(−1)p(m− p− 1)! (2m− 1) · · · (2m− p)Tr{S [(W p(U2)m−p−1)]U} .
(5.6)
Now, recalling the expression of the Beta function,
B(l, s) =
∫ 1
0
dt tl−1(1− t)s−1 = (l − 1)!(s− 1)!
(l + s− 1)! , (5.7)
we see that, renaming p→ (m− p− 1), Ω may be written in the form
Ω¯(2m−1) =
2m−1
(m− 1)!
m−1∑
p=0
(−1)m−p−1(p)!(2m− 1) · · · (m+ p+ 1)Tr{S [Wm−p−1(U2)p]U}
= 2m−1
(2m− 1)!
(m− 1)!m!
m−1∑
p=0
(−1)m−p−1 p!m!
(m+ p)!
Tr{S [(Wm−p−1(U2)p)]U}
= (−1)m−12m−1 (2m− 1)!
(m− 1)!m!
m−1∑
p=0
∫ 1
0
dtm tm−1(t− 1)pTr{S [Wm−p−1(U2)p]U}
(5.8)
The reader will recognise that the integral in (5.8) is formally identical to that giving the
expression of the Chern-Simons form [15] Ω(2m−1) of the Chern character chm which are
relevant in the theory of non-abelian anomalies (see [16] and references therein). This
means that if we know the coefficients which determine the terms for the Chern-Simons
forms of various orders (see, e.g. [18, §10.13]), we also know the cocycles Ω¯ in (5.5), (5.6)
or (5.8) and viceversa. This explains the similarity between the two types of (2m–1)-forms.
In general, the (2m)-form dΩ
(2m−1)
CS gives the Chern character chm; in contrast, the cocycle
form Ω¯(2m−1) is closed, dΩ¯(2m−1) = 0, since Π(m) in eq. (3.8), (3.6) is zero precisely for the
polynomials which vanish on H.
We may now use (5.8) to recast from it the expression of the WZW terms calculated
previously. For m = 2, 3, eq. (5.8) gives
Ω¯(3) = −3![Tr(WU)− 1
3
Tr(U3)] = [3kα1a3Cα1a1a2 + ki1a3C i1a1a2 ]ωa1 ∧ ωa2 ∧ ωa3 ; (5.9)
Ω¯(5) = 22
5!
2! 3!
[Tr(W 2U)− 1
4
Tr(WU3 + U2WU) + 1
10
Tr(U5)]
= (10kα1α2a5C
α1
a1a2
Cα2a3a4 + 5kα1i2a5C
α1
a1a2
C i2a3a4 + ki1i2a5C
i1
a1a2
C i2a3a4)ω
a1 ∧ . . . ∧ ωa5 ,
(5.10)
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i.e., eqs. (4.1) and (4.2) which have been reordered to show the origin of their terms.
Similarly, for m = 4 we obtain (cf. (4.3)),
Ω¯(7) = −23 7!
3! 4!
[
Tr(W 3U)− 1
5
Tr(2W 2U3 +WU2WU) + 1
15
Tr(3WU5)− 1
35
Tr(U7)
]
= (35kα1α2α3a7C
α1
a1a2
Cα2a3a4C
α3
a5a6
+ 21kα1α2i3a7C
α1
a1a2
Cα2a3a4C
i3
a5a6
+7kα1i2i3a7C
α1
a1a2
C i2a3a4C
i3
a5a6
+ ki1i2i3a7C
i1
a1a2
C i2a3a4C
i3
a5a6
)ωa1 ∧ . . . ∧ ωa7 .
(5.11)
The (global) (−)m−12m−1 (2m−1)!
(m−1)!m!
factor in (5.8) came from the definition of Ω(p) in
(3.2). By replacing this factor by
(
i
2pi
)m 1
m!
(2π) we may adjust it so that the U2m−1 term
has the standard factor (−1)m−1 ( i
2pi
)m (m−1)!
(2m−1)!
(2π) (i.e., 1
12pi
, −i
240pi2
, −1
6720pi3
for the 3, 5, 7
cocycles in (5.9), (5.10) and (5.11)).
Acknowledgements
Two of the authors (J. A. de A. and J. C. P. B.) whish to thank the hospitality of
DAMTP, where this work was started. This paper has been partially supported by research
grants from the MEC, Spain (PB96-0756) and PPARC, UK. J. C. P. B. wishes to thank
the Spanish MEC and the CSIC for an FPI grant.
References
[1] E. D’Hoker and S. Weinberg, Phys. Rev. D50, R6050–R6053 (1994).
[2] E. D’Hoker, Nucl. Phys. B451, 725–748 (1995).
[3] J.A. de Azca´rraga, A.J. Macfarlane, A.J. Mountain, and J. C. Pe´rez Bueno, Nucl.
Phys. B510, 657–687 (1998) [physics/9706006]
[4] C. Chevalley and S. Eilenberg, Trans. Am. Math. Soc. 63, 85–124 (1948).
[5] S. Weinberg, Phys. Rev. 166, 1568–1577 (1968); S. Coleman, J. Wess, and B. Zumino,
Phys. Rev. 177, 2239–2247 (1969); C. G. Callan, S. Coleman, J. Wess, and B. Zumino,
Phys. Rev. 177, 2247–2250 (1969).
[6] A. Salam and J. Strathdee, Phys. Rev. 184, 1750–1759 (1969).
[7] S. Kobayashi and K. Nomizu, Foundations of differential geometry, J. Wiley, I (1963);
II (1969).
[8] J. Wess and B. Zumino, Phys. Lett. 37B, 95–97 (1971); E. Witten, Nucl. Phys. B223,
422–432; 433–444 (1983).
10
[9] Y.-S. Wu, Phys. Lett. 153B, 70–77 (1985); I. Jack, D.R.T. Jones, N. Mohammedi and
H. Osborn, Nucl. Phys. B332, 359-379 (1990); C. M. Hull and B. Spence, Nucl. Phys.
B353, 379–426 (1991); G. Papadopoulos, Phys. Lett. B238, 75-80 (1990); E. Witten,
Commun. Math. Phys. 144, 189-212 (1992) (esp. Appendix); J.M. Figueroa-O’Farrill
and S. Stanciu, Phys. Lett. B341, 153-159 (1994).
[10] J.A. de Azca´rraga, J.M. Izquierdo, and A.J. Macfarlane, Ann. Phys. (N.Y.) 202, 1–21
(1990).
[11] See [3, 17, 18] for a detailed list of references on this point.
[12] G. Racah, Lincei-Rend. Sc. fis. mat. e nat. VIII, 108–112 (1950); CERN-61-
8 (reprinted in Ergeb. Exact Naturwiss. 37, 28-84 (1965), Springer-Verlag); I. M.
Gel’fand, Mat. Sbornik 26, 103–112 (1950); B. Gruber and L. O’Raifeartaigh, J.
Math. Phys. 5, 1796–1804 (1964); L. C. Biedenharn, J. Math. Phys. 4, 436–445 (1963);
A. M. Perelomov and V. S. Popov, Math. USSR-Izvestija 2, 1313–1335 (1968); see
also [3, 17, 18] for further references.
[13] S. Helgason, Differential geometry, Lie groups and Symmetric Spaces, Academic
Press, 1978.
[14] H. Hayashi, I. Ishiwata, S. Iwao, M. Shako and S. Yakeshita, Ann. Phys. (N.Y.) 101,
394-412 (1976).
[15] S.-S. Chern and J. Simons, Ann. Math. 99, 48–69 (1974).
[16] R. Stora, Jaca lectures, in J. Abad et al. eds., New perspectives in quantum field
theories, pp. 309–342, World Sci., 1986; B. Zumino, Les Houches lectures, in S. B.
Treiman et al. eds., Current algebra and anomalies, pp. 361–391, World Sci., 1985;
L. A´lvarez-Gaume´ and P. Ginsparg, Ann. Phys. 161, 423–490 (1985).
[17] W. Greub, S. Halperin and R. Vanstone, Connections, Curvature and Cohomology,
vol. III, Acad. Press (1976)
[18] J.A. de Azca´rraga and J. M. Izquierdo, Lie groups, Lie algebras cohomology and some
applications in physics, Camb. Univ. Press, 1995.
11
