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THE ORDER-CHAOS PHASE TRANSITION FOR A GENERAL CLASS OF
COMPLEX BOOLEAN NETWORKS
By Shirshendu Chatterjee∗
New York University∗
We consider a model for heterogeneous gene regulatory networks
that is a generalization of the model proposed by Chatterjee and Dur-
rett [6] as an “annealed approximation” of Kauffmann’s [16] random
Boolean networks. In this model, genes are represented by the nodes
of a random directed graph on n vertices with specified in-degree
distribution pin (resp. out-degree distribution pout or joint distribu-
tion pin,out of in-degree and out-degree), and the expression bias (the
expected fraction of 1’s in the Boolean functions) p is same for all
nodes. Following [6] and a standard practice in the physics litera-
ture, we use a discrete-time threshold contact process with parameter
q = 2p(1− p) (in which a vertex with at least one occupied input at
time t will be occupied at time t + 1 with probability q, and vacant
otherwise) on the above random graph to approximate the dynam-
ics of the Boolean network. We show that there is a parameter r,
which has an explicit expression in terms of certain moments of pin
(resp. pout or pin,out), such that, with probability tending to 1 as n
goes to infinity, if r ·2p(1−p) > 1, then starting from all occupied sites
the threshold contact process maintains a positive (quasi-stationary)
density ρ(pin) (resp. ρ(pout) or ρ(pin,out)) of occupied sites for time
which is exponential in n, whereas if r ·2p(1−p) < 1, then the persis-
tence time of the threshold contact process is at most logarithmic in
n. These two phases correspond to the chaotic and ordered behavior
of the gene networks.
1. Introduction. Experimental evidence [2, 25, 29] suggests that in various biological sys-
tems, the complex kinetics of genetic control is reasonably well approximated by Boolean network
models. These models were first formulated by Kauffman [16], and over the last few years they
have received significant attention, both at the level of model formulations and numerical sim-
ulations (see e.g. the surveys [14, 15, 17, 23, 27] and the references therein) and at the rigorous
level (see e.g. [6,11]). The basic model can be described as follows. Genes are represented by the
nodes of a directed network Gn = Gn([n],En) on n vertices, where [n] := {1, 2, . . . , n} denotes
the vertex set and En denotes the edge set for Gn. The state ηt(x) of a node x ∈ [n] at time
t = 0, 1, 2, . . . is either 1 (‘on’) or 0 (‘off’), and each node x receives input from the nodes which
point to it in Gn, namely
Y x := {y ∈ [n] : 〈y, x〉 ∈ En}.
Y x is called the input set and its members are called the input nodes for x. The states
{ηt(x)}t>0,x∈[n] evolve according to the update rule
(1.1) ηt+1(x) = fx((ηt(y), y ∈ Y x)), x ∈ [n],
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where each fx : {0, 1}|Y
x| → {0, 1} is some time-independent Boolean function defined on the
set of states of the input nodes for x. Here and later we use |A| to denote the size of a set A.
In order to understand general properties of such dynamical systems, various random Boolean
network models have been formulated, which form an important subfamily of these models. The
simplest such model with parameters r (number of inputs per node) and p (expression bias),
which we denote by RBN1r,p, consists of the following specification of the constructs in the above
general model. The base network Gn is constructed by choosing, for each node x ∈ [n], the
input set Y x = {Y1(x), . . . , Yr(x)} consisting of r distinct input nodes uniformly from [n] \ {x}.
The values fx(v), x ∈ [n],v ∈ {0, 1}|Y x|, are assigned independently and each equals 1 with
probability p. The dynamics then proceeds as in (1.1) from a specified starting configuration
{η0(x) : x ∈ [n]} at time t = 0. Note that the functions fx and the graph Gn are fixed at time 0
and then the dynamics of this system is deterministic.
Kauffman introduced RBN1r,1/2 in [16], and that model has been analyzed in detail for r = 1
[11]. The general model RBN1r,p has been studied extensively via simulations (see e.g. [15, 24])
and using heuristics from Statistical Physics (see e.g. [8, 9]). It has been argued in [7] that the
behavior of RBN1r,p undergo a phase transition for r > 3, and
(1.2) the order-chaos phase transition curve for RBN1r,p is given by 2p(1− p) · r = 1
in the sense that RBN1r,p is “ordered” (the configuration of zeros and ones rapidly converges to
a fixed point or attractor) for 2p(1− p) · r < 1, whereas RBN1r,p is “chaotic” (the configuration
keeps on changing for an exponentially long time) when 2p(1− p) · r > 1. This phase transition
picture has recently been proved for an “annealed approximation” of the deterministic dynamical
system [6,20], which we shall describe soon.
Although RBN1r,p has been studied extensively, the model deals with an idealized setting of
homogeneous networks, where every vertex has the same in-degree. This assumption constrains
the model in the context of biological applications where such networks have quite heteroge-
neous degrees [1]. A natural question is whether similar phase transitions occur in the context of
heterogeneous complex networks, and if so, how does the corresponding phase transition curves
depend on the underlying parameters describing the networks. The update rule in case of het-
erogeneous networks is similar to that for RBN1r,p, namely for each node x ∈ [n], given the input
set Y x, the values fx(v) for v ∈ {0, 1}|Yx| and x ∈ [n] are chosen via independent coin flips with
success probability p.
Heterogeneous network models as the underlying base graph have been considered in the
physics and biology literature. Two classes of such network models have been formulated in the
literature.
(i) Networks with prescribed in-degree: A number of authors (e.g. [3, 12, 19, 26]) have
considered directed network models with prescribed in-degree distribution. Here one starts
with a probability mass function pin :=
{
pink
}
k≥1
and constructs a directed random network
where for k ≥ 0, the proportion of vertices which have input set of size k is approximately
pink in the large network limit n →∞. The precise method of construction is described in
Section 1.2. We denote this model with in-degree distribution pin and expression bias p by
RBN2(pin, p). It has been argued in the above papers that
the order-chaos phase transition curve for RBN2(pin, p) is 2p(1− p) · rin = 1,
where rin :=
∑
k
kpink is the average in-degree.(1.3)
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Remark 1.1. An analogous model can be built, where we now specify the out-degree
distribution pout = {poutk }k>1. We denote such a model with out-degree distribution pout
and expression bias p by RBN3(pout, p). The analogous conjecture in this regime is
the order-chaos phase transition curve for RBN3(pout, p) should be 2p(1− p) · rout = 1,
where rout :=
∑
k
kpoutk is the average out-degree.(1.4)
(ii) Networks with prescribed joint distribution of in-degree and out-degree: The
most general and complex form of this model is where one incorporates correlation between
the in-degree and out-degree via prescribing their joint distribution [18]. Here one starts
with a bivariate probability mass function pin,out = {pin,outk,l }k,l>1 and constructs a random
graph where the asymptotic density of vertices in Gn with in-degree k and out-degree l
is pin,outk,l as n → ∞. We defer a complete description of the construction to Section 1.2.
We denote this model by RBN4(pin,out, p). It is argued non-rigorously in [18] that for this
model
the order-chaos phase transition curve for RBN4(pin,out, p) is 2p(1− p) · r
in,out
rin
= 1,
where rin,out :=
∑
k,l
klpin,outk,l , r
in :=
∑
k,l
kpin,outk,l .(1.5)
1.1. Annealed approximations to Boolean networks. Proving rigorous results about the for-
mulated discrete dynamical systems turns out to be quite hard. In order to understand the
conjectured phase transitions in (1.3), (1.4) and (1.5) rigorously, we consider a different process
called the threshold contact process. To motivate this process and the connection to the boolean
network model {ηt(x) : x ∈ Gn, t ≥ 0}, first consider the process {ζt(x), x ∈ [n], t > 1}, where
ζt(x) = 1 if ηt(x) 6= ηt−1(x) and ζt(x) = 0 otherwise. Fix node x ∈ [n]. Suppose at least one of
the inputs y ∈ Y x changes its state between time epochs t − 1 and t so that ηt(y) 6= ηt−1(y).
Then the state of node x at time t+1 is computed by looking at a different entry of fx. Ignoring
the fact that we may have used this entry before, one approximately has
P(ζt+1(x) = 1|ζt(y) = 1 for at least one y ∈ Y x) = 2p(1− p)
If ζt(y) = 0 for all y ∈ Y x, then obviously ζt+1(x) = 0. This dynamics motivates the following
process which will be the main aim of this study.
Definition 1.2. The threshold contact process on a finite directed graph, where Y x denotes
the set of input vertices to the node x, is the discrete time Markov process {ξt(x) : x ∈ [n]}t≥0
with evolution dynamics
P (ξt+1(x) = 1| ξt(y) = 1 for at least one y ∈ Y x) = 2p(1 − p), and
P (ξt+1(x) = 0| ξt(y) = 0 for all y ∈ Y x) = 1,(1.6)
Conditional on the state at time t, the decisions on the values of ξt+1(x), x ∈ [n], are independent.
This process has been called the annealed approximation to the random Boolean network
model [7]. For the rest of the study we will write q = 2p(1 − p). For the threshold contact
process, we shall prove that the conjectures in (1.3), (1.4) and (1.5) do represents the order-
chaos phase transition for this process.
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1.2. Construction of random directed networks. In this section, we provide precise math-
ematical formulation of the underlying network models for RBN2 and RBN4 (RBN3 can be
considered as a special case RBN4).
1.2.1. Construction of the network for RBN2. For RBN2, let pin = {pink }k>1 be a prescribed
in-degree distribution with rin :=
∑
k kp
in
k <∞. Following [6], we construct the random directed
graph Gn = Gn([n],En) with in-degree distribution p
in as follows. First we choose the in-degrees
I1, I2, . . . , In independently with common distribution p
in. For each node x ∈ [n] we choose
the corresponding input set Y x := {Y1(x), Y2(x), . . . , YIx(x)} by choosing |Ix| distinct nodes
uniformly from [n] \ {x}. Finally we place oriented edges from these chosen vertices to x to
obtain the edge set En of the graph Gn, En = {〈Yi(x), x〉 : x ∈ [n], 1 6 i 6 Ix}.
It is easy to see that given the in-degree sequence {Ii}, the number of choices for the input
sets {Y x : x ∈ [n]} is ∏ni=1 (n−1Ii ). Writing ezx for the indicator denoting the presence or absence
of a directed edge from node z to node x, P2,I for the conditional (“quenched ”) distribution of
Gn given the in-degrees {Ix : x ∈ [n]} and P2,n for the unconditional (“annealed”) distribution
of Gn,
(1.7) P2,n(·) :=
∑
I∈Nn
P2,I(·) pin⊗n(I),
where pin⊗n is the product measure on N
n with marginal pin, and
(1.8) P2,I(ezx, 1 6 z, x 6 n) = 1/
n∏
i=1
(
n− 1
Ii
)
if ez,x ∈ {0, 1}, ex,x = 0,
n∑
z=1
ezx = Ix∀ x ∈ [n],
and P2,I(ezx, 1 6 x, z 6 n) = 0 otherwise.
1.2.2. Construction of the network for RBN4. We follow the procedure of Newman, Strogatz
and Watts [21, 22]. Given a prescribed joint distribution for in-degree and out-degree pin,out =
{pin,outk,l }k,l>1 with rin,out :=
∑
k,l klp
in,out
k,l <∞ and rin :=
∑
k,l kp
in,out
k,l =
∑
k,l lp
in,out
k,l =: r
out, let
{(Ii, Oi)}1≤i≤n be i.i.d. with common distribution pin,out; here Ix and Ox denote the in-degree
and out-degree of node x respectively. We need to condition on the event
(1.9) En :=
{
n∑
i=1
Ii =
n∑
i=1
Oi
}
to have a valid degree sequence. Having chosen the degree sequence {(Ix, Ox)}x∈[n], allocate
Ix many “inward arrows” and Ox many “outward arrows” for node x. Pick a uniform random
matching between the set of inward arrows and outward arrows. If one of the inward arrows of
x is matched with one of the outward arrows of z, then we let 〈z, x〉 ∈ En. Let P4,I,O denote the
conditional (“quenched”) distribution of Gn given {(Ii, Oi)}. We also condition on the event
(1.10) Fn := {Gn is simple},
i.e., it neither contains any self-loop at some vertex, nor contains multiple edges between two
vertices. So if P4,n denotes the unconditional (“annealed”) distribution of Gn, then
(1.11) P4,n(·) =
∑
I,O∈Nn
P4,I,O(·|Fn)pin,out⊗n ((I,O)|En),
where pin,out⊗n is the product measure on (N
2)n with marginal pin,out.
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Remark 1.3. For RBN3, given the prescribed out-degree distribution pout = {poutk }k>1
with rout :=
∑
k kp
out
k <∞, one can follow the construction of Gn for RBN4 (see Section 1.2.2)
corresponding to any pin,out with marginal pout.
1.3. Dynamics. Once the base network has been fixed via one of the above constructions,
we shall be interested in properties of the threshold contact process {ξt}t≥0 as in Definition
1.2 with paramter q = 2p(1 − p) ∈ (0, 1/2). We shall often view this as a set valued process
ξt := {x ∈ [n] : ξt(x) = 1}. We shall sometimes refer to this as the set of occupied sites at time t.
We will write PGn,q for the distribution of the threshold contact process {ξt}t>0 with parameter
q, conditioned on the base graph Gn. For a fixed set A ⊆ [n], we shall write
{
ξAt
}
t≥0
for the
process started with ξ0 = A.
1.4. Main results. For a probability distribution µ on {0, 1, . . .} and q ∈ [0, 1] let pi(µ, q) ∈
[0, 1] denote the survival probability for the branching process with offspring distribution (1 −
q)δ0 + qµ starting from one individual. From the branching process theory,
(1.12)
pi(µ, q) = 1− θ, where θ ∈ [0, 1] is the minimum value satisfying θ = 1− q +
∑
k>0
qµ{k}θk.
Using the above ingredients we now present our main result.
Theorem 1.4. For any probability distribution pin = {pink }k≥0 on N, let P2,n be the proba-
bility distribution (as defined in (1.7)) on the set of random directed graphs on n vertices having
in-degree distribution pin. Suppose pin has mean rin and finite second moment, pin0 = p
in
1 = 0,
and q ∈ (0, 1) satisfies q ∈ (1/rin, 1/2). Let π := pi(pin, q) be the branching process survival
probability as defined in (1.12). Then π > 0, and for any ε > 0 there is a constant ∆(ε) > 0 and
a ‘good’ set of graphs Gn satisfying P2,n(Gn) = 1− o(1) such that if Gn ∈ Gn, then
PGn,q
(
inf
t6exp(∆n)
|ξ[n]t |
n
> π − ε
)
→ 1 as n→∞.
Moreover, if q satisfies qrin < 1, then there is a constant C(q, rin) > 0 such that PGn,q(ξ
[n]
C logn 6=
∅) = 1− o(1) for all Gn ∈ Gn.
The above theorem proves (1.3) for the threshold-contact process. Next we move to RBN3.
Theorem 1.5. For any probability distribution pin,out = {pin,outk,l }k,l≥0 on N2, let P4,n be the
probability distribution (as defined in (1.7)) on the set of random directed graphs on n vertices
for which the joint distribution of in-degree and out-degree is pin,out. Suppose, both the marginal
distributions corresponding to pin,out have equal mean rin and finite second moment, pin,outk,l = 0
whenever k ≤ 1, and rin,out := ∑k,l klpin,outk,l . Let q ∈ (0, 1) be such that rin/rin,out < q < 1/2
and π := pi(p˜, q) be the branching process survival probability as defined in (1.12), where p˜k :=
(rin)−1
∑
l≥0 lp
in,out
k,l . Then π > 0 and for any ε > 0 there is a constant ∆(ε) > 0 and a ‘good’
set of graphs Gn satisfying P4,n(Gn) = 1− o(1) such that if Gn ∈ Gn, then
PGn,q
(
inf
t6exp(∆n)
|ξ[n]t |
n
> π − ε
)
→ 1 as n→∞.
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Moreover, if q satisfies qrin < 1, then there is a constant C(q, rin) > 0 such that PGn,q(ξ
[n]
C logn 6=
∅) = 1− o(1) for all Gn ∈ Gn.
The above theorem proves (1.5) for the threshold-contact process.
1.5. Discussion. It is needless to say that the main challenge to prove persistence in the
supercritical regime for these models is the heterogeneity of the networks that we consider. So,
the techniques used in [6], which are based on “isoperimetric inequalities” for random regular
graphs, and in [20], which are applicable only for random regular graphs, can not be used. Since
the number of subsets of size O(n) is super-exponentially large and not much is understood
about the roles of different subsets of occupied sites in the prognosis of the dynamics beyond the
level of the “first moment method”, the ‘coupling with truncated branching process’ technique
used in the article seems to be the only effective way in the supercritical regime.
However, this technique does not work that well in the critical regime where the parameters
p, rin and rin,out satisfy the equality in (1.3) and (1.5). Based on the behavior of critical contact
process on d-dimensional torus, one expects polynomial persistence of activity in this case.
1.6. Organization of the paper. The remainder of the paper is organized as follows. In Section
2, we describe the dual for the threshold contact process, which will play a crucial role in our
argument, and give quantitative estimates for approximating the local neighborhood in the dual
graph of certain small subsets of vertices. Then in Section 3 we mention some more ingredient
lemmas which are used later. Section 4 contains description of the ‘good’ graph that appears in
the theorems and proof of the fact that it has probability 1− o(1). Fin ally in Section 5 we put
all the ingredients together to have the proof of the main theorems.
2. Preliminaries. Before jumping into the core of the proof we need some preliminary
facts. We begin this section with the definition of the dual process for the threshold contact
process which will play a major role in proving the main results. We also collect asymptotic
properties of local neighborhoods of the random graph models
{
RBNi : i = 2, 3, 4
}
.
2.1. Dual coalescing branching process. For a given directed graph Gn = ([n],En), let
←−
G n =
([n],
←−
E n) be the directed graph obtained by reversing the edges, i.e.,
←−
E n := {〈x, y〉 : 〈y, x〉 ∈ En}.
Write x → z for a directed edge (x, z) ∈ ←−E n. We shall occasionally refer to z as a child of x
in
←−
G n. Now for the threshold contact process {ξt : t ≥ 0} on the original graph Gn, the dual
process {←−ξ t : t > 0}, is the coalescing branching process on the graph ←−G n whose dynamics we
now describe. The process starts from some specified set of occupied vertices
←−
ξ 0 = B. For each
t ≥ 1, each site of ←−ξ t gives birth independently with probability q at time t. If x ∈ ←−ξ t gives
birth, all of its children are included in
←−
ξ t+1. More precisely, every vertex x ∈ ←−ξ t gives birth
with probability q, independent across vertices. For every z ∈ [n], ←−ξ t+1(z) = 1 if there exists
x ∈ ←−ξ t which gives birth at time t, else ←−ξ t+1(z) = 0. Writing
{←−
ξ Bt : t ≥ 0
}
for the coalescing
branching process started with
←−
ξ 0 = B, it is easy to check [13] the following duality relation.
For any t ≥ 0 and sets A,B ⊆ [n] we have
(2.1) P
(
ξAt ∩B 6= ∅
)
= P
(←−
ξ Bt ∩A 6= ∅
)
.
This will be our core technical tool in proving the main results about the original process ξt.
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We will need the following notation in the sequel. For the graph
←−
G n and U ⊂ [n] define
U∗1 := {z ∈ [n] : x→ z for some x ∈ U}.
2.2. Local neighborhoods. Next, we need to understand the structure of the neighborhood of
a small set of vertices of
←−
G n. The goal is to see whether the oriented neighborhood of a typical
small vertex set contain an oriented forest whose offspring distribution is close to the out-degree
distribution in
←−
G n.
For A ⊂ [n] we let ←−Z A0 = A and for l > 1 let
←−
Z Al := {z ∈ [n] : there is an oriented path in
←−
G n of length l from some x ∈ A to z}.
Let {Km}nm=1 be a sequence of numbers which will be specified later (see (4.4)). Using ⊔ to
denote disjoint union, we introduce the following coupling between the directed subgraph of
←−
G n
induced by ∪K|A|i=0
←−
Z Ai and a tree {ZAt , 0 6 t 6 K|A|} along with partitions ZAt = CAt ⊔OAt ⊔RAt ,
where CAt , O
A
t and R
A
t represent ‘closed’, ‘open’ and ‘removed’ sites at level t respectively. Let
A = {u1, . . . , u|A|}. For the root level of the tree we choose ZA0 = A and CA0 = RA0 = ∅. The
sites in ZA0 are labeled u1, . . . , u|A|. For each t > 0 every site of O
A
t mimics the corresponding
vertex in
←−
Z At with same label, and so a site of O
A
t having label u gives birth to Iu many children
at level t + 1. The new born sites at level t+ 1 are assigned the same labels following those of←−
Z At+1. Writing
Π(l, A) for the subset of A consisting of l ∧ |A| elements with minimum indices,
we scan the sites of ZAt+1 in an increasing order of labels, and define
RAt+1 := Z
A
t+1 \ Π(2r|OAt |, ZAt+1).
For a site in ZAt+1 \RAt+1, we say that a “collision” has occurred if its label either matches with
that of a site in ∪ts=0OAs , or has already been found while scanning the sites of level t+ 1. We
include all of these sites in CAt+1. If collision does not occur at a site, we include that in O
A
t+1.
For u ∈ ZAt , let ←−u t ∈ A denote the label of the unique ancestor of u having level 0. For any
subset B ⊂ A and t > 1 let ZA,B0 = OA,B0 = B and
ZA,Bt := {u ∈ ZAt :←−u t ∈ B}
CA,Bt := Π
(
2r|OA,Bt−1 |, ZA,Bt
)
∩ CAt , OA,Bt := Π
(
2r|OA,Bt−1 |, ZA,Bt
)
∩OAt .
Each site in OAt corresponds to a unique vertex in
←−
Z At with the same label. Note that this
map from OAt to
←−
Z At may not be onto because of collisions and removal of sites.
The law of
←−
G n induces the law of {ZAt } along with its partitions. We identify these two
laws. Now our aim is to estimate the probability of collision, and then understand the offspring
distribution in the above forest. We write
In :=
1
n
n∑
z=1
Iz, I2n :=
1
n
n∑
z=1
I2z , On :=
1
n
n∑
z=1
Oz , O2n :=
1
n
n∑
z=1
O2z IOn :=
1
n
n∑
z=1
IzOz,
(2.2)
ϑ(m) := m+m
Km∑
l=1
(2r)l.
(2.3)
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For η ∈ (0, 1) and any probability distribution µ, define
(2.4) Γ(η,µ) :=
∫ η
0
µ←(1− t) dt, where µ←(t) := inf{y ∈ R : µ((−∞, y]) > t} for t ∈ [0, 1].
Recall from Section 1.2 that Ix denotes the in-degree of x and {Y x1 , . . . , Y xIx} denotes the set of
input nodes for x in Gn.
Lemma 2.1 (For RBN2). If pin has finite second moment, then there is a constant C2.1 > 0
and a set of in-degree sequences In ⊂ Nn such that pin⊗n(In) = 1− o(1) and I ∈ In implies
(1) P2,I(x ∈ CAt ) 6 2ϑ(|A|)/n for any A ⊂ [n], x ∈ ZAt \RAt and 1 6 t 6 K|A|
(2) P2,I [(Y
x
i , x ∈ [n], 1 6 i 6 Ix) ∈ ·] 6 C2.1P2,I
[
(Y˜ xi , x ∈ [n], 1 6 i 6 Ix) ∈ ·
]
,
where {Y˜ xi }x∈[n],i6Ix are i.i.d. with common distribution Uniform([n]).
Proof. We take
In :=
{
max
z
Iz 6 n
3/4, In < c1, I2n < c2
}
,
where ci = 2
∑
k k
ipink . Obviously p
in
⊗n(In) = 1− o(1).
(1). Note that
∑K|A|
t=0 |ZAt \RAt | 6 ϑ(|A|). So if I ∈ In, then it is easy to see from the construction
of Gn under the law P2,I that for any 1 6 t 6 K|A| and x ∈ ZAt \RAt ,
P2,I(x ∈ CAt ) 6
ϑ(|A|)
n−maxz Iz 6 2ϑ(|A|)/n.
(2). It is easy to see that
(Y xi , 1 6 i 6 Ix, x ∈ [n]) d=
(
Y˜ xi , 1 6 i 6 Ix, x ∈ [n]
∣∣∣ Y˜ zi 6= Y˜ zj 6= z∀z ∈ [n], i 6= j) ,
so it suffices to show that I ∈ In implies P(Y˜ zi 6= Y˜ zj 6= z∀z ∈ [n], i 6= j) > c for some constant.
Using the inequality 1− x > e−2x for small x > 0, we see that if I ∈ In, then
P2,I(Y˜
z
i 6= Y˜ zj 6= z∀z ∈ [n], i 6= j) =
n∏
z=1
Iz∏
i=1
(1−i/n) > exp
(
−2
n∑
z=1
Iz∑
i=1
(i/n)
)
= exp(−In−I2n) > e−c1−c2
for large enough n. 
Lemma 2.2 (For RBN4). If the marginal distributions pin and pout have finite second
moment, then there is a constant C2.2 > 0 and a set of degree sequences A ⊂ (N2)n such
that pin,out⊗n (A |En) = 1− o(1) and for all (I,O) ∈ A ,
(1) P4,I,O(x ∈ CAt ) 6 2Γ(2ε,pout) for any A ⊂ [n], x ∈ ZAt \RAt and 1 6 t 6 K|A|
(2) P4,I,O [ (Y
x
i , 1 6 i 6 Ix, x ∈ [n]) ∈ ·|Fn]
6 C2.2P4,I,O
[(
Y˜ xi , 1 6 i 6 Ix, x ∈ [n]
)
∈ ·
∣∣∣ n∑
x=1
Ix∑
i=1
1{Y˜ xi =z}
= Oz∀z ∈ [n]
]
,
where {Y˜ xi } are i.i.d. with common distribution
∑
z∈[n]Ozδz/
∑
x∈[n]Ox. Moreover, if
poutk ∼ ck−α for some α > 2, then Γ(η,pout) has the same behavior as in Lemma ??.
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If N = rn for some constant r and {Y˜i}Ni=1 are i.i.d. with common distribution
Multinomial(1;α1, α2, . . . , αn), then for any small ε > 0,
(3) P
((
Y˜1, . . . , Y˜εN
)
∈ ·
∣∣∣∣∣
N∑
i=1
1{Y˜i=z} = Nαz∀z ∈ [n]
)
6 (1 + o(1)) exp(−ε log(1− ε)N)P
((
Y˜1, . . . , Y˜εn
)
∈ ·
)
for some constant C,
(4)
∣∣∣∣∣
∣∣∣∣∣P
((
Y˜1, . . . , Y˜εn
)
∈ ·
∣∣∣∣∣
N∑
i=1
1{Y˜i=z} = Nαz∀z ∈ [n]
)
− P
((
Y˜1, . . . , Y˜εn
)
∈ ·
)∣∣∣∣∣
∣∣∣∣∣
TV
6 O(ε2n) + o(1).
Proof. For ϑ(·) as in (2.3) and Γ(·, ·) as in (2.4) we take
An := En ∩
{∑ϑ(|A|)
i=1 On,n−i+1∑
z Oz
6 4Γ(2ε,pout)/rout
}
,
where On,1 6 On,2 6 · · · 6 On,n are the order statistics for O1, . . . , On. In order to prove
p
in,out
⊗n (An|En) = 1− o(1), we apply Theorem 1 of [28] for the function
J(t) =


0 for 0 6 t 6 1− 2ε
1 for 1− ε 6 t 6 1
(t− 1)/ε + 2 for 1− 2ε 6 t 6 1− ε
.
and the i.i.d. random variables O1, . . . , On. Since p
out has finite second moment, it can be
checked easily that the quantity given in (10) of [28], σ2(J,pout) is finite. This together with
Theorem 4 of [28] implies
Ein,out⊗n (Sn − µ)2 = O(1/n), where Sn :=
1
n
n∑
i=1
J(i/(n + 1))On,i and µ :=
∫ 1
0
J(t)(pout)←(t) dt
is as in (11) of [28]. Note that
∫ 1
1−ε
(pout)←(t) dt 6 µ 6
∫ 1
1−2ε
(pout)←(t) dt, which means Γ(ε,pout) 6 µ 6 Γ(2ε,pout).
Consequently, using Chebyshev inequality
p
in,out
⊗n (Sn > 2µ) = O(1/n),
which in turn implies
p
in,out
⊗n

 1
n
ϑ(|A|)∑
i=1
On,n−i+1 > 2Γ(2ε,p
out)

 = O(1/n),
and hence
p
in,out
⊗n

 1
n
ϑ(|A|)∑
i=1
On,n−i+1 > 2Γ(2ε,p
out)
∣∣∣∣∣∣En

 6 O(√n)pin,out⊗n

ϑ(|A|)∑
i=1
On,n−i+1 > 2Γ(2ε,p
out)

 = o(1).
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The last inequality follows from the fact that pin,out⊗n (En) = O(1/
√
n) by the local central limit
theorem.
On the other hand, using Chebyshev inequality,
p
in,out
⊗n
(
On 6 r
out/2
)
= O(1/n), and so pin,out⊗n
(
On 6 r
out/2
∣∣En) = o(1).
Combining the last display with (??) we see that pin,out⊗n (A ) = 1− o(1).
(1). It is easy to see from the construction of Gn that each site of Z
A
t has label z with
probability 6 Oz/
∑
iOi. So, if we write the labels of the sites in ∪
K|A|
t=1 Z
A
t \ RAt in an in-
creasing order, then a collision can occur at the k-th site (in this ordering) with probability
6
∑|A|+k−1
i=1 On,n−i+1/
∑
z Oz. Therefore, for any 1 6 t 6 K|A| and x ∈ ZAt \RAt
P4,I,O(x ∈ CAt ) 6
∑ϑ(|A|)
i=1 On,n−i+1∑
z Oz
as | ∪K|A|t=1 ZAt \RAt | 6 ϑ(|A|)− |A|. So the assertion follows from the definition of A .
(2). We can imitate the argument of Theorem 3.1.2 of [10] to see that under P4,I,O the number of
self-loops and multiple edges are asymptotically independent, and both of them have asymptotic
Poisson distribution whose mean is a function of the moments
∑
k,l k
iljpin,outk,l , i, j ∈ {0, 1, 2}. So
P4,I,O(Fn) has a positive limit. This together with the fact that
(Y xi , 1 6 i 6 Ix, x ∈ [n]) d=
(
Y˜ xi , 1 6 i 6 Ix, x ∈ [n]
∣∣∣ n∑
x=1
Ix∑
i=1
1{Y˜ xi =z}
= Oz∀z ∈ [n]
)
.
gives the desired inequality.
(3). For a vector of positive integers y, we write Xi(y) for the number of components of y which
are i. We also write Y˜ = (Y˜1, . . . , Y˜N ) and Y˜a:b = (Y˜a, Y˜a+1, . . . , Y˜b).
For any and y ∈ [n]εN ,
(2.5)
P
(
Y˜1:εN = y |Xz(y˜) = Nαz∀z ∈ [n]
)
P
(
Y˜1:εN = y
) = P
(
Xz(Y˜(εN+1):N ) = Nαz −Xz(y)∀z ∈ [n]
)
P
(
Xz(Y˜ ) = Nαz∀z ∈ [n]
) .
In order to bound the fraction in (2.5) recall that
Multinomial(N ;α1, . . . , αn)
d
=
(
Y1, . . . , Yn
∣∣∣∣∣
n∑
i=1
Yi = N
)
,
where {Yi}ni=1 are independent and Yi ∼ Poisson(Nαi). In that case, P (
∑n
i=1 Yi = N) =
(1 + o(1))/
√
2πN by Stirling’s formula. So, the ratio in (2.5) is
(2.6) (1 + o(1))
√
1− ε
∏
z∈[n]
P (Yz = Nαz)
P (Zz = Nαz)
,
where Yi ∼ Poison(N(1 − ε)αi), Zi ∼ Poison(Nαi), i ∈ [n], and they are independent. The
expression in the last display equals
(1 + o(1))
√
1− ε
n∏
z=1
(Nαz)!
e−Nαz (Nαz)Nαz
· e
−(Nαz(1−ε))(Nαz(1− ε))(Nαz−Xz(y))
(Nαz −Xz(y))!
= (1 + o(1))
√
1− ε[eε(1− ε)]N exp (−log(1− ε)εN)
n∏
z=1
Xz(y)∏
i=1
(
1− i− 1
Nαz
)
.(2.7)
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Using the inequality 1− ε 6 eε we get the desired bound.
(4). Using the bound of part (3), the total variation distance between these two measures is
1
2
∑
y∈[n]εN
P
(
Y˜1:εN = y
) ∣∣∣∣∣∣
P
(
Y˜1:εN = y
∣∣∣Xz(Y˜1:N ) = Nαz∀z ∈ [n])
P
(
Y˜1:εN = y
) − 1
∣∣∣∣∣∣
6 exp(−ε log(1− ε)N)P
((
Y˜1:εN
)
∈ Ac
)
+ sup
y∈A
∣∣∣∣∣∣
P
(
Y˜1:εN = y
∣∣∣Xz(Y˜1:N ) = Nαz∀z ∈ [n])
P
(
Y˜1:εN = y
) − 1
∣∣∣∣∣∣
(2.8)
for any set A. Now recall from (2.7) that
(2.9)
P
(
Y˜1:εN = y |Xz(y˜) = Nαz∀z ∈ [n]
)
P
(
Y˜1:εN = y
) = (1+o(1))√1− ε[eε(1−ε)]N exp (−log(1− ε)εN) n∏
z=1
Xz(y)∏
i=1
(
1− i− 1
Nαz
)
Since eε > 1 − ε, the first term in the right hand side of (2.9) lies between 1 − ε2N and 1,
whereas the second term lies between exp(ε2N) and exp(2ε2N) when ε > 0 is small. Also the
product term in (2.9) lies between 1 and
1−
n∑
z=1
Xz(y)∑
i=1
i− 1
Nαz
= 1−
n∑
z=1
Xz(y)(Xz(y)− 1)
2Nαz
.
Consequently, if we take
Aη :=
{
y ∈ [n]εN :
n∑
z=1
Xz(y)(Xz(y) − 1)
2Nαz
< ηε2N
}
,
then ∣∣∣∣∣∣
P
(
Y˜1:εN = y
∣∣∣Xz(Y˜1:N ) = Nαz∀z ∈ [n])
P
(
Y˜1:εN = y
) − 1
∣∣∣∣∣∣ = O(ε2N)
whenever y ∈ Aη. So, in view of (2.8), it suffices to show that P (Y˜1:εN ∈ Acη) = O(exp(−CεN))
for some constant C > 0 and for some suitable choice of η.
Note that the joint distribution of {Xz(Y˜1:εN )}z∈[n] isMultunomial(εN ;α1, . . . , αn), so using
(??) and local central limit theorem
P
(
Y˜1:εN ∈ Acη
)
= (1 + o(1))
√
2πNP
(
n∑
i=1
Yˆi(Yˆi − 1)
Nαi
> ηε2N
)
,
where {Yˆi}ni=1 are independent and Yˆi ∼ Poisson(εNαi). Hence using standard large deviation
argument, the above probability is at most exp(−C(η)εN) for some constant C(η) such that
C(η) > 0 when η is large enough. This completes the argument. 
Remark 2.3. The assertions (3) and (4) of Lemma ?? are still true if (I˜1, . . . , I˜εn) is replaced
by (I˜i1 , . . . , I˜iεn) for some (possibly random) index set {i1, i2, . . . , iεn}.
Similarly, the assertions (3) and (4) of Lemma 2.2 is true if we replace the index set
{1, 2, . . . , εN} by (possibly random) {i1, i2, . . . , iεN}.
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3. Ingredients. In this section, we will state and prove some of the basic lemmas which
will be required in proving our main results.
Lemma 3.1. Let X be any nonnegative random variable such that 2(EX)2 6 EX2 < ∞.
Then logEe−tX 6 var(X)t2/2− E(X)t for any t > 0.
Proof. Let µ = EX and µ2 =
√
EX2 so that σ2 = var(X) = µ22−µ2. We choose p = µ2/µ22
and α = µ22/µ so that Y := (1 − p)δ0 + pδα satisfies EY = µ and EY 2 = µ22. By Benette’s
inequality [5],
(3.1) for any t > 0, logEe−tX 6 logEe−tY = log[(1− p) + pe−αt] =: ϕ(t).
Differentiating the function ϕ and noting that pα = µ and µα = µ22 we get
ϕ′(t) =
−pαe−αt
(1− p) + pe−αt =
−µ
(1− p)eαt + p, ϕ
′′(t) = σ2
eαt
[(1− p)eαt + p]2 .
Also note that the quadratic function f(x) = [(1− p)x+ p]2− x has nonnegative slope at x = 1
if 2(1 − p) > 1, which is true by our hypothesis. So ϕ′′(t) 6 σ2 for any t > 0. Finally using
Taylor series expansion for the function ϕ we see that for any t > 0,
ϕ(t) = ϕ(0) + ϕ′(0)t+ ϕ′′(u)t2/2 for some u ∈ [0, t]
6 −µt+ σ2t2/2.
This inequality together with (3.1) gives the desired result. 
Lemma 3.2. For any κ > 0 and ∆ > 1 the function φκ,∆(γ) := γ[log(∆/γ)]
κ is increasing
for γ 6 ∆e−κ and decreasing for γ > ∆e−κ. Hence φκ,∆(γ) 6 ∆(κ/e)
κ.
Proof. We get the conclusion using elementary method. 
Lemma 3.3. For δ > 0, ϑ(m) := β1m[log(n/m)]
β2 , 0 < γ 6 1 and any integer Λ > 1 there is
an ǫ3.3 > 0 depending on Λ, β1, β2, γ such that m 6 ǫ3.3n and M ∈ N imply
P (Binomial(ΛM, (ϑ(m)/n)γ) >
1
γ
(1 + δ)M) 6 exp(−(1 + δ/2)M log(n/m)).
Proof. A standard large deviations result for the Binomial distribution, see e.g., Lemma
2.8.4 in [10] implies P (Binomial(ΛM, q) > ΛMr) 6 exp(−ΛMHq(r)) for any r > q, where
(3.2) Hq(r) := r log
(
r
q
)
+ (1− r) log
(
1− r
1− q
)
.
When r = (1 + δ)/(γΛ), the first term in the large deviation bound (3.2) is
exp(−ΛMr log(r/q)) 6 exp
(
−1
γ
(1 + δ)M
[
log
( n
m
)γ − log Λγβγ1
1 + δ
− β2γ log log n
m
])
For the second term in the large deviation bound in (3.2) we note that 1/(1 − q) > 1 and
(1− r) log(1− r) > −1/e by Lemma 3.2 (with κ = ∆ = 1), and conclude
exp
(
−ΛM(1− r) log
(
1− r
1− q
))
6 exp (−ΛM(1− r) log(1− r)) 6 exp(ΛM/e).
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Combining the last two estimates
P (Binomial(ΛM, (ϑ(m)/n)γ ) >
1
γ
(1 + δ)M)
6 exp
(
−(1 + δ)M log(n/m) + β4M + β5M log log n
m
)
,
for constants β4 and β5.
Now we choose
ǫ3.3 := max
{
ǫ ∈ (0, e−2β5/δ) : ǫ
[
log
1
ǫ
]2β5/δ
6 exp(−2β4/δ)
}
.
Clearly ǫ3.3 > 0 and, in view of Lemma 3.2 with κ = 2β5/δ and ∆ = 1, m 6 ǫ3.3n implies
(m/n)
[
log
n
m
]2β5/δ
6 ǫ3.3
[
log
1
ǫ3.3
]2β5/δ
6 exp(−2β4/δ),
which in turn implies β4 + β5 log log[n/m] 6 (δ/2) log(n/m). This completes the proof. 
4. Choice of good graph. For B ⊂ A ⊂ [n], recall the definition of the forest {ZAt }
K|A|
t=0
(as described in Section 2.2) with associated subsets {OA,Bt } of ‘open’ sites. Let p be the limiting
out-degree distribution for
←−
G n, namely
(4.1) p =


pin for RBN2{
(rin)−1
∑
l lp
in,out
k,l
}∞
k=2
for RBN4
with p0 = p1 = 0 and mean r =
∑
k kpk > 2.
Proposition 4.1. There are constants c1, c2, δ > 0 such that for q ∈ (1/r, 1/2),Km =
c1 log2(c2 log(n/m)) and for A ⊂ [n] if
EA := ∩B∈{B⊂A:|B|>(1−δ)|A|}
{
|OA,BK|A| | > (4/δ)q
−K|A| |B|
}
,
then there is an ǫ4.1 > 0 such that for any a > 0 the probability of
G1n := ∩A∈{A⊂[n]:(logn)a6|A|6ǫ4.1n}EA
under Pi,n, i = 2, 3, 4, is 1− o(1).
Proof. Let pn = {pn,k} be the distribution
(4.2) pn =
{
1
n
∑
z∈[n] δIz for RBN
2∑
z∈[n]OzδIz/
∑
z∈[n]Oz for RBN
4
.
In view of Lemma 2.1, ?? and 2.2, pn approximates out-degree distribution for the graph
←−
G n
with pn,0 = pn,1 = 0. Let rn :=
∑
k kpn,k ∈ (2,∞) be the mean of pn. It is easy to see that
rn → r.
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In this proof, we write P for the probability distribution on the forests {ZAt }t>0,A⊂[n], when
pn is used as its offspring distribution. We also use P˜ as a dummy replacement for P2,I,P3,O
and P4,I,O(·|Fn). Lemma 2.1, ?? and 2.2 suggest that for any event F involving the structure of
the graph which depends on at most εn many vertices of the graph,
(4.3)
pin⊗n
({
I : P˜(F ) 6 C2.1P(F )
})
pout⊗n
({
O : P˜(F ) 6 C??(1− ε)−1(1 + o(1))P(F )
})
p
in,out
⊗n
({
(I,O) : P˜(F ) 6 C2.2 exp(−routε log(1− ε)n)P(F )
}∣∣∣En)


= 1− o(1).
Now fix η ∈ (0, 1 − 1/qr), and
γ :=
{
1 for RBN2
α−2
α−1 for RBN
3 and RBN4 when poutk ∼ ck−α and α > 3
.
Clearly 1/γ < 2 < r(1− η), so we can choose δ ∈ (0, 1/10) such that (1+5δ)/(2γ) < 1. We need
to introduce some more notations, let
r˜ := rn(1− η) so that qr˜ > 1 for large enough n,
ρ > 0 be such that 2ρ−1
(
1− 1 + 5δ
2γ
)
> 1 and (qr˜)ρ
(
1− 1 + 5δ
γr˜
)
> 1,
σ > 1 be such that
[
(qr˜)ρ
(
1− 1 + 5δ
γr˜
)]σ
> rρn,
In(η) := sup
θ
(
θr(1−−η)− log
(∑
k
eθkpn,k
))
> 0 be the large deviation rate function for p
km := log2
[
1 + 3δ
(r˜ − γ−1(1 + 5δ))In(η) log
n
m
]
and Km = ρσkm for m 6 n, so that
(4.4)
ϑ(m) := m+
Km∑
l=1
(2r)l 6 β1m[log(n/m)]
β2
for β1 =
(
1 +
2r
2r − 1
)(
1 + 3δ
(r˜ − γ−1(1 + 5δ))In(η)
)ρσ log2(2r)
and β2 := ρσ log2(2r).
Suppose B ⊂ A ⊂ [n] are subsets such that |A| = m and |B| > (1 − δ)m. For k > 1, define
the events
HA,Bk :=
{
ρ∑
i=1
|CA,Bρ(k−1)+i| 6
1
γ
(1 + 5δ)|OA,Bρ(k−1)|
}
,
LA,Bk,j :=
{
|ZA,Bρ(k−1)+j | > r˜|OA,Bρ(k−1)+j−1|
}
and LA,Bk := ∩ρj=1LA,Bk,j .
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Note that on the event HA,Bk ,
|OA,Bρk | > 2|OA,Bρk−1| − |CA,Bρk |
> 22|OA,Bρk−2| − 2|CA,Bρk−1| − |CA,Bρk |
> · · ·
> 2ρ|OA,Bρ(k−1)| −
ρ∑
i=1
2ρ−i|CA,Bρ(k−1)+i|
> 2ρ|OA,Bρ(k−1)| − 2ρ−1
ρ∑
i=1
|CA,Bρ(k−1)+i|
> (2ρ − 2ρ−1γ−1(1 + 5δ))|OA,Bρ(k−1)| > 2|OA,Bρ(k−1)|,(4.5)
by the choice of ρ. Since |OA,Bt | 6 (2r)|OA,Bt−1 | for any t > 1, a similar argument which leads to the
previous display suggests that the following inequalities are true on the event HA,Bk ∩∩ij=1LA,Bk,j .
|OA,Bρ(k−1)+i| > r˜|OA,Bρ(k−1)+i−1| − |CA,Bρ(k−1)+i|
> r˜2|OA,Bρ(k−1)+i−2| − r˜|CA,Bρ(k−1)+i−1| − |CA,Bρ(k−1)+i| > · · ·
> r˜i|OA,Bρ(k−1)| −
i∑
j=1
r˜i−j|CA,Bρ(k−1)+j |
> r˜i|OA,Bρ(k−1)| − r˜i−1
i∑
j=1
|CA,Bρ(k−1)+j |
> (r˜i − r˜i−1γ−1(1 + 5δ))|OA,Bρ(k−1)|(4.6)
> r˜
(
1− 1 + 5δ
γr˜
)
|OA,Bρ(k−1)|,(4.7)
Taking i = ρ in (4.6),
(4.8) |OA,Bρk | > r˜ρ
(
1− 1 + 5δ
γr˜
)
|OA,Bρ(k−1)| on the event HA,Bk ∩ LA,Bk .
Recalling Km = ρσkm and using (4.5) and (4.8) repeatedly,
|OA,BKm | > |B|2km
[
r˜ρ
(
1− 1 + 5δ
γr˜
)](σ−1)km
on the event ∩σkmk=1HA,Bk ∩ ∩σkmk=km+1L
A,B
k .
Now note that
qρσ
[
r˜ρ
(
1− 1 + 5δ
γr˜
)]σ−1
>
[
(qr˜)ρ
(
1− 1 + 5δ
γr˜
)]σ
r−ρ > 1
by the choices of ρ and σ. So if
(4.9) (m/n) 6 exp
(
−4(r˜ − γ
−1(1 + 5δ))In(η)
δ(1 + 3δ)
)
so that 2km > (4/δ),
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then
(4.10) |OA,BKm | > |B|(4/δ)q−Kmon the event ∩σkmk=1 H
A,B
k ∩ ∩σkmk=km+1L
A,B
k .
To estimate the probability of the event in (4.10) recall that |CA,Bt+1 |, |OA,Bt+1 | 6 (2r)|OA,Bt | for any
t > 0 and by Lemma ?? each site is included in CA,Bt ⊂ CAt with probability at most c(ϑ(m)/n)γ .
So for any k > 1,
∑ρ
i=1 |CA,Bρ(k−1)+i| conditionally on |OA,Bρ(k−1)| is stochastically dominated by the
Binomial(ΛM, c(ϑ(m)/n)γ ) distribution, where Λ = (2r)+(2r)2+· · ·+(2r)ρ andM = |OA,Bρ(k−1)|.
Hence, applying Lemma 3.3 with the above choices of Λ and M if
(4.11) m 6 ǫ3.3(Λ, 5δ, η, γ)n,
then
P
(
(HA,Bk )
c
∣∣∣ |OA,Bρ(k−1)|) 6 exp(−(1 + 5δ/2)|OA,Bρ(k−1) | log(n/m)) .
Since |OA,Bρ(k−1)| > |B| on the event ∩k−1j=1HA,Bj by (4.5), the above inequality reduces to
(4.12)
P
(
(HA,Bk )
c ∩ ∩k−1j=1HA,Bj
)
6 exp (−(1 + 5δ/2)|B| log(n/m)) 6 exp (−(1 + δ)m log(n/m)) .
The last inequality follows from the fact that |B| > (1 − δ)m and δ ∈ (0, 1/10), which makes
(1 + 5δ/2)(1 − δ) > 1 + δ.
By the choice of In(η), a standard large deviation argument for the sum of i.i.d. random
variables yields
P
(
(LA,Bk,i )
c
∣∣∣ |OA,Bρ(k−1)+i−1|) 6 exp(−|OA,Bρ(k−1)+i−1|In(η))
for any k > 1 and 1 6 i 6 ρ. Now repeated applications of the inequality in (4.5) suggest
that |OA,Bρkm | > 2km |B| on the event ∩kmj=1H
A,B
j . In view of (4.5) and (4.7), for any k > km and
1 6 i 6 ρ,
|OA,Bρ(k−1)+i−1| > (r˜ − γ−1(1 + 5δ))|OA,Bρ(k−1)| > (r˜ − γ−1(1 + 5δ))|OA,Bρkm |
on the event ∩kj=km+1H
A,B
j ∩i−1j=1 LA,Bk,j . So the inequality in the last display reduces to
P
(
(LA,Bk,i )
c ∩i−1j=1 LA,Bk,j ∩kj=1 HA,Bj
)
6 exp
(
−(r˜ − γ−1(1 + 5δ))2km |B|In(η)
)
6 exp(−(1 + 3δ)|B| log(n/m))
6 exp(−(1 + δ)m log(n/m)).(4.13)
The last two inequalities follow from the definition of km and the facts that |B| > (1 − δ)m,
which implies (1 + 3δ)|B| > (1 + δ)m for δ ∈ (0, 1/10). Applying Lemma 3.2 with κ = ∆ = 1,
(4.14) m log(n/m) = nφ1,1(m/n) > nφ1,1(1/n) = log n for m 6 n/e.
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Combining (4.10), (4.12) and (4.13) if m/n is small satisfying (4.9), (4.11) and (4.14), then
P
(
|OA,BKm | < |B|(4/δ)q−Km
)
6 P
((
∩σkmk=1HA,Bk ∩ ∩σkmk=km+1L
A,B
k
)c)
6
σkm∑
k=1
P
(
(HA,Bk )
c ∩k−1j=1 HA,Bj
)
+
σkm∑
k=km+1
ρ∑
i=1
P
(
(LA,Bk,i )
c ∩i−1j=1 LA,Bk,j ∩kj=1 HA,Bj
)
6 [σ + ρ(σ − 1)]km exp(−(1 + δ)m log(n/m))
6 [σ + ρ(σ − 1)] log2[C log n]
exp(−(1 + 3δ/4)m log(n/m))n−δ/4
6 exp(−(1 + 3δ/4)m log(n/m))
for large enough n. Since the event considered in the last display involves at most ϑ(m) vertices
of the graph, the above estimate together with (4.3) implies
P˜
(
|OA,BKm | < |B|(4/δ)q−Km
)
6 exp(−(1 + 3δ/8)m log(n/m)),
with (pin⊗n/p
out
⊗n/p
in,out
⊗n ) probability 1− o(1) provided m/n 6 ε is small.
Using this estimate and union bound we see that if m/n is small, then
P˜
(∪A∈{A⊂[n]:|A|=m}EcA)
6 P˜
(
∪m′∈[(1−δ)m,m] ∪{(A,B):B⊂A⊂[n],|A|=m,|B|=m′}
{
|OA,BKm | < (4/δ)q−Km |B|
})
6
∑
m′∈[(1−δ)m,m]
(
n
m
)(
m
m′
)
exp
(
−(1 + 3δ/8)m log n
m
)
.(4.15)
It is easy to check that
(L
l
)
6 L
l
l! 6 (Le/l)
l for any positive integers l 6 L and the function
φ1,e(·) defined in Lemma 3.2 is increasing on (0, 1). So for m′ > (1− δ)m,(
n
m
)
6
(ne
m
)m
and
(
m
m′
)
=
(
m
m−m′
)
6
(
me
m−m′
)m−m′
= exp
[
mφ1,e
(
m−m′
m
)]
6 exp(mφ1,e(δ)) 6 (e/δ)
δm .
Also there are at most m 6 em choices for m′. Using these bounds the right hand side of (4.15)
is
6 exp[m+m log(ne/m) +mδ log(e/δ) − (1 + 3δ/8)m log(n/m)]
6 exp[−(3δ/8)m log(n/m) + ∆1m]
for some constant ∆1. If m/n 6 exp(−8∆1/δ), then the right hand side of the last display is
6 exp[−(δ/4)m log(n/m)]. Therefore, if ǫ4.1 is chosen small enough, then for any m 6 ǫ4.1n,
P˜
(∪A∈{A⊂[n]:|A|=m}EcA) 6 exp[−(δ/4)m log(n/m)].
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Combining this with the fact that m 7→ m log(n/m) is increasing for m 6 n/e (by Lemma 3.2),
P˜((G1n)c) 6
∑
m6[(logn)a,ǫ4.1n]
P˜
(∪A∈{A⊂[n]:|A|=m}EcA) 6 ∑
m∈[(log n)a,ǫ4.1n]
exp[−(δ/4)(log n)a log(n/(log n)a)]
6 n exp[−(δ/4)(log n)1+a(1 + o(1))] = o(1/√n).
This together with (4.3) completes the proof. 
Recall the definition of pi(·, ·) from (1.12) and let CLxk := ∪kl=0
←−
Z
{x}
l be the oriented cluster of
depth k starting from x ∈ [n] in the graph ←−G n. Now define the events
Ax :=
{∣∣∣←−ξ {x}2a log logn/ log(qr˜)
∣∣∣ > (log n)a} ,
Ax,y :=
{
CLx2a log logn/ log(qr˜) ∩CLy2a log logn/ log(qr˜) = ∅
}
.
Proposition 4.2. For pi(·, ·) as in (1.12), p as in (4.1) and ε > 0 let π := pi(p, q) and
G2n :=

Gn : 1n
∑
x∈[n]
PGn,q(Ax) > π − ε

 ∩


∑
x,y∈[n],x 6=y
1Acx,y 6 n
9/5

 .
Then Pi,n(G2n) = 1− o(1) for i = 2, 3, 4.
Proof. In this proof also the notations P and P˜ serve the same purpose as they did in the
proof of Proposition 4.1. E and E˜ denote the corresponding expectations.
First we note that if
(4.16) Cx :=
{∣∣∣CLx2a log logn/ log(qr˜)∣∣∣ 6 n1/4} , then P(Cx), P˜(Cx) > 1− n−1/8,
using Markov inequality. This bound together with (4) of Lemma ?? and 2.2 with ε = n−3/4
implies
(4.17)∣∣∣E (PGn,q(Ax))− E˜ (PGn,q(Ax))∣∣∣ = o(1) + ∣∣∣E (PGn,q(Ax))1Cx − E˜ (PGn,q(Ax))1Cx∣∣∣ = o(1).
Now if Bx denotes the event that collision does not occur in the cluster CL
x
2a log logn/ log(qr˜), then
combining (4.16) with Lemma 2.1, ?? and 2.2,
(4.18) P(Bcx) = o(1) + P(B
c
x ∩ Cx) = o(1) + P˜(Bcx ∩ Cx) = o(1).
On the event Bx, the law of |←−ξ {x}t |, 0 6 t 6 2a log log n/ log(qr˜) under the annealed measure
P×PGn,q is same as that of a branching process with offspring distribution (1 − q)δ0 + qpn,
where pn is as in (4.2). So if {Zt}t>0 is such a branching process with Z0 = 1, then using (4.18),
E[PGn,q(Ax)] = P
(
Z2a log logn/ log(qr˜) > (log n)
a
)
+ o(1).
Imitating a branching process large deviation result (Theorem 3 in [4]) and following the ar-
gument which leads to Lemma 2.2 in [6], the above expression is > π(pn) − ε/4 + o(1). This
together with (4.17) and the fact that π(pn)→ π as n→∞ implies
(4.19) E˜[PGn,q(Ax)] > π − ε/2
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if n is large enough. Also using (4.16) and Lemma 2.1, ?? and 2.2
(4.20)
P˜(Acx,y) 6 P˜(C
c
x) + P˜(C
c
y) + P˜(A
c
x,y ∩ Cx ∩ Cy) 6 2n−1/8 + cn1/4
(
n1/4
n
)(α−2)/(α−1)
6 cn−1/8
for some constant c. Using the last inequality and following the argument which leads to (2.13)
in [6], if x1, x2 ∈ [n] are such that x1 6= x2, then
E˜[PGn,q(Ax1)PGn,q(Ax2)]− E˜[PGn,q(Ax1)]E˜[PGn,q(Ax2)]
6 P˜(Acx1,x2)[1 + 1/P˜(Ax1,x2)] 6 cn
−1/8.
So using a standard second moment argument and then combining with (4.19)
P˜

∑
x∈[n]
PGn,q(Ax) < n(π − ε)

 = o(1).
By a similar argument if x1, x2, x3, x4 ∈ [n] are such that x1 6= x2, x3 6= x4 and {x1, x2} ∩
{x3, x4} = ∅, then
E˜[Ax1,x2 ∩Ax3,x4 ]− E˜[Ax1,x2 ]E˜[Ax3,x4 ]
6 P˜(∪i∈{1,2},j∈{3,4}Acxi,xj)[1 + 1/P˜(∩i∈{1,2},j∈{3,4}Axi,xj)] 6 cn−1/8 6 cn−1/8,
and hence combining with (4.20) and using the standard second moment argument,
P˜

 ∑
x,y∈[n],x 6=y
1Acx,y > n
−1/10
(
n
2
) = o(1).
This completes the proof. 
5. Proofs of the Theorems. Let F be a forest consisting of m rooted directed trees and
let Fk,i denote the set of vertices of the i-th tree which are at oriented distance k from the root
level and Fk = ∪mi=1Fk,i.
Lemma 5.1. If PF ,q denotes the law of {←−ξ At , A ⊂ F0, t > 0} on the directed forest F and
if |Fk| > 2q−k|F0|, then
PF ,q
(∣∣∣←−ξ F0k ∣∣∣ 6 |F0|) 6 exp
(
−cqk|Fk|2/
m∑
i=1
|Fk,i|2
)
.
Proof. Let m = |F0|. For x ∈ Fk let Yx := 1{x ∈ ←−ξ F0k } and for 1 6 i 6 m let Ni :=∑
x Yx1{x ∈ Fk,i}. It is easy to see that if l(x, y) equals half of the distance between x and y in
the forest ignoring the orientation of the edges, then
EF ,qYx = q
k, EF ,q(YxYz) =


qk if x = z
qk+l(x,y)−1 if 1 6 l(x, y) 6 k,
q2k otherwise
so that
EF ,qNi = q
k|Fk,i|, EF ,qN2i =
∑
x,z∈Fk,i
EF ,q(YxYz) ∈
[
q2k−1|Fk,i|2, qk|Fk,i|2
]
.
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By our hypothesis,
∑m
i=1EF ,qNi > 2m. So applying Lemma 3.1
PF ,q
(∣∣∣←−ξ F0k ∣∣∣ 6 m) = PF ,q
(
m∑
i=1
Ni 6 m
)
6 exp
(
tm+
m∑
i=1
logEF ,qe
−tNi
)
6 exp
(
tm+
m∑
i=1
[−tEF ,qNi + (EF ,qN2i − [EF ,qNi]2) t2/2]
)
6 exp
(
−
m∑
i=1
[
(t/2)EF ,qNi −
(
EF ,qN
2
i −
[
EF ,qNi
]2)
t2/2
])
for any t > 0. Optimizing the last expression with respect to t and noting that at−bt2/2 6 a2/2b
for any a, b > 0 we have
PF ,q
(∣∣∣←−ξ F0k ∣∣∣ 6 m) 6 exp
(
−
(∑m
i=1EF ,qNi
)2
8
∑m
i=1
(
EF ,qN
2
i − (EF ,qNi)2
)
)
(5.1)
6 exp

− q2k/8
qk − q2k
(
m∑
i=1
|Fk,i|
)2
/
m∑
i=1
|Fk,i|2

 .(5.2)

Proposition 5.2. Let ǫ4.1 and G1n be as in Proposition 4.1 and Km be as in (4.4). There
are constants C5.2, b > 0 such that if Gn ∈ G1n and A ⊂ [n] has size m 6 ǫ4.1n, then
PGn,q
(∣∣∣←−ξ AKm∣∣∣ 6 m) 6 exp(−C5.2m(log(n/m))−b) .
Proof. For Gn ∈ G1n, any A ⊂ [n] with |A| = m 6 ǫ4.1n and δ as in Proposition 4.1, define
τA :=
{
x ∈ A : |OA,{x}Km | > (4/δ)q−Km
}
.
Clearly |τA| > δ|A|, because otherwise B = A \ τA will have |B| > (1− δ)|A| and
|OA,BKm | 6
∑
x∈B
|OA,{x}Km | < (4/δ)q−Km |B|
by the definition of τA and this contradicts the fact that Gn ∈ G1n.
Let F be the subgraph of {ZA,τAt }Kmt=0induced by the vertex set
∪x∈τA
(
∪Km−1i=0 OA,{x}t ∪Π(⌈(4/δ)q−Km⌉, OA,{x}Km )
)
.
So F is a labeled directed forest with depthKm such that |F0| > δm and |FKm,i| = ⌈(4/δ)q−Km⌉
for all i. Applying Lemma 5.1 with k replaced by Km and m replaced by δm, and noting that
|←−ξ AKm| stochastically dominates |
←−
ξ F0Km |,
PGn,q
(∣∣∣←−ξ AKm∣∣∣ 6 m) 6 exp
(
−1
8
qKmδm
)
.
This proves the result. 
COMPLEX BOOLEAN NETWORKS 21
Proof of Theorem 1.4 and 1.5. We take Gn := G1n ∩ G2n, where G1n and G2n are as in
Proposition 4.1 and 4.2 respectively, and we will see that
∆ :=
1
2
C5.2ǫ4.1[log(1/ǫ4.1)]
−b
will suffice, where C5.2, b are as in Proposition 5.2. Clearly Pi,n(Gn) = 1− o(1). Define
Tx := inf
{
t > 1 : |←−ξ {x}t | > ǫ4.1n
}
.
We take Tx =∞ if←−ξ {x}t never reaches ǫ4.1n. Recalling the definition of the event Ax from (4.19)
and then applying Proposition 4.1, Gn ∈ Gn implies
PGn,q

Ax ∩

Tx > 2a log log n/ log(qr˜) +
ǫ4.1n−1∑
m=(log n)a
Km




6
ǫ4.1n∑
m=(logn)a
exp
(
−C5.2m(log(n/m))−b
)
6 n exp
(
−C5.2(log n)a(log(n/(log n)a))−b
)
= o(1/n)(5.3)
if a is large enough. For i > 1 if |←−ξ {x}Tx+(i−1)Km | > ǫ4.1n, then we can again apply Proposition 4.1
with A replaced by any subset of
←−
ξ
{x}
Tx+(i−1)Km
consisting of ǫ4.1n many vertices to have
PGn,q
({
|←−ξ {x}Tx+iKm| < ǫ4.1n
}
∩
{
|←−ξ {x}Tx+(i−1)Km | > ǫ4.1n
})
6 exp
(
−C5.2ǫ4.1[log(1/ǫ4.1)]−bn
)
,
which in turn implies
(5.4) PGn,q
({∣∣∣←−ξ {x}Tx+e∆nKm
∣∣∣ < ǫ4.1n} ∩ {Tx <∞}) = e∆ne−2∆n = o(1/n).
Combining (5.3) and (5.4) and using union bound,
PGn,q
(
∪x∈[n]
[
Ax ∩
{←−
ξ
{x}
exp(∆n) = ∅
}])
6 no(1/n) = o(1).
This together with the duality relationship between ξt and
←−
ξ t suggests
(5.5) PGn,q
(
ξ
[n]
exp(∆n) ⊃ {x ∈ [n] : Ax occurs}
)
= PGn,q
(←−
ξ
{x}
exp(∆n) 6= ∅ if Ax occurs
)
= 1−o(1).
Now in order to estimate the size of {x ∈ [n] : Ax occurs}, we will use a second moment argument
for
∑
x∈[n] 1Ax . Note that
EGn,q

∑
x∈[n]
1Ax −
∑
x∈[n]
PGn,q(Ax)


2
=
∑
x,y∈[n]
[PGn,q(Ax ∩Ay)− PGn,q(Ax)PGn,q(Ay)].
Recalling the definition of the event Ax,y from (4.20) if Ax,y occurs, then the corresponding
summand in the above sum is 0, otherwise the summands are at most 1. Keeping this observation
in mind and using the fact that Gn ∈ G2n,
EGn,q

∑
x∈[n]
1Ax −
∑
x∈[n]
PGn,q(Ax)


2
6 n+
∑
x,y∈[n],x 6=y
1Acx,y 6 n+
(
n
2
)
o(1).
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Also from Proposition 4.2
∑
x∈[n] PGn,q(Ax) > n(π − ε) for Gn ∈ G2n. Therefore, by Chebyshev
inequality
PGn,q

∑
x∈[n]
1Ax < (π − 2ε)n

 = o(1).
Combining this with (5.5)
PGn,q
(∣∣∣ξ[n]exp(∆n)
∣∣∣ > n(π − 2ε)) = 1− o(1).
So the required result follows from attractiveness of the threshold contact process. 
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