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Abstract
Interest in the optical luminescence dating (OSL) of rock surfaces has increased signifi-
cantly over the last few years, as the potential of the method has been realised. In this
study we investigate the information available in blue-stimulated luminescence depth pro-
files into the surfaces of 4 quartz-rich cobbles from a Neanderthal site (Les Roches d’Abilly)
in western France, and IR stimulated luminescence depth profile from a feldspar-rich gran-
ite whetstone from an Iron Age villages near Aarhus in Denmark. These profiles show
qualitative evidence for multiple daylight exposure and burial events. To quantify both
burial and daylight exposure events a new model is developed. The existing model de-
scribing the evolution of luminescence depth profiles is expanded to include burial before
and after light exposure, and the possibility of repeated sequential daylight exposure and
burial events. By determining the burial ages from the surface layers of the cobbles and
by investigating the fitted luminescence profile, it is concluded that all cobbles were ap-
parently well bleached before burial. This indicates that the estimated burial ages are
reliable. In all cases the burial age of the most recent burial event is consistent with the
expected age (quartz OSL on sediments from Les Roches d’Abilly and archaeological con-
text for the Aarhus site). In addition, a recent known daylight exposure event provides
an approximate calibration for daylight exposure events. This study thus confirms the
suggestion that rock surfaces contain a record of daylight and burial history. Rock surfaces
can therefore be dated with confidence, and it may be possible to determine a daylight
exposure history using a known natural light exposure as calibration. Besides developing
and applying the mathematical model, a preparation method for the samples used in this
study has been developed. This development was based on knowledge of the chemical
structure and properties of quartz and feldspar, together with X-ray fluorescence (XRF)
measurements of full rock slices before and after chemical treatment. It is concluded that,
in order to extract pure quartz grains from the French samples, hydrogen chloride (HCl)
should be added before etching with hydroflouric acid (HF). If HCl is not used first to
remove calcium carbonate from the rock slices, HF can not attack and remove feldspar
grains. It is also shown that the absence of feldspar in XRF analysis does not necessarily
indicate that there is no infrared luminescence sensitivity, indicating that feldspar has not
been completely removed.

Abstrakt
Interessen for optisk luminescence datering af stenoverflader er steget markant i løbet af
de sidste par år, efter potentialet for luminescence profiler er anskueliggjort. I dette studie
undersøges informationen fra blåt-stimuleret luminescence profiler fra 4 kvarts-rige sten
fra et neanderthaler område (Les Roches d’Abilly) i vest Frankrig og en IR stimuleret
luminescence profil fra en feldspat-rig granit slibesten fra en jernalderplads nær Aarhus i
Danmark. Disse profiler viser kvalitativ evidens for flere perioder med henholdsvis lyseks-
ponering og begravelse. For at kvantificere disse perioder i tid, udvikles en ny matematisk
model: Den existerende model, der beskriver udviklingen af luminescence-dybde-profiler i
sten, er blevet udvidet til at inkludere begravelses-perioder før og efter lyseksponering og
muligheden for flere på hinanden følgende begivenheder af lyseksponering og begravelse.
Ved at bestemme begravelsesalderen for de første 6 mm af stenene og ud fra undersøgelse af
de fittede luminescence signaler, konkluderes det, at alle stenenes metastabile energistadier
tilsyneladende var tilstrækkelig udtømte ved stenenes overflade forud for den sidste begra-
velsesperiode. Derfor er begravelsesaldrene pålidelige. I alle tilfælde er begravelsesaldrene
konsistente med den forventede alder (quartz OSL på sediment fra det franske område, og
andre arkæologiske fund fra den danske jernalderplads).Ydermere benyttes en nylig kendt
lysekponering til en tilnærmet kalibrering til perioderne med lyseksponering.
Dette studie bekræfter herved at stenoverflader indeholder en protokol over perioder hvor
stenen har været begravet og perioder hvor den har været eksponeret for lys gennem tiden.
Derved kan OSL dateringen af stenoverflader være pålidelige. Envidere bekræftes det, at
det er muligt at bestemme lyseskponerings-perioder gennem tiden ved at benytte en kendt
naturlig lyseksponeret prøve som kalibrering.
Udover udviklingen og benyttelsen af den matematiske model, bliver en bearbejdelseme-
tode, for prøverne i dette studie, udviklet. Denne metodeudvikling er baseret på et litte-
raturstudie vedrørende de kemiske strukturer og egenskaber for kvarts og feldspat samt
røntgenflourescence målinger af prøverne før og efter kemisk bearbejdelse. Det konkluderes
at, for at ekstrahere rene kvartskorn fra de franske prøver, skal HCl tilføres før ætsning sker
med HF. Hvis ikke HCl tilføres først, for at fjerne kalciumkarbonat fra skiverne, kan HF
ikke ætse feltspat kornene. Det ses desuden at fraværet af feltspat signal i XRF analyser
ikke nødvendigvis indikerer at der ikke er infra rødt luminescence sensitivitet, indikerende
at feltspat ikke er fjernet helt.
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Introduction
Optically stimulated luminescence (OSL) dating has been used to date buried sediment for
decades. The information from such measurements determine how long time the sediment
as been buried since it was last exposed to daylight. One assumption almost always nec-
essary to make when dating sediment, is that the sample was well reset before the burial.
However, this assumption can be tested directly when dating rock surfaces because the
rock itself records information about its burial and daylight exposure history (Sohbati et
al., 2012c). In this study it is shown that not only the daylight exposure event prior to
the last burial can be observed, but even multiple sequential events can be detected when
optically luminescence signal are plotted as a function of depth into rock surfaces. Another
advantage of using OSL dating of rocks is that the rock does not need to be buried until
the time of sampling sampled. Even a cobble that has been exposed to daylight for years
keeps a record of its previous daylight and burial history. Such luminescence profiles have
been reported in previous work to provide quantitative information about a single daylight
exposure event (Sohbati et al., 2012c).
In the present study a mathematical model is developed to quantify multiple sequential
daylight exposure and burial events in rocks samples. This model is used to fit data sets
from samples taken at two archaeological sites: a cave overhang used by the neanderthals
in France "Les Roches D’Abilly" and an Iron age village in Denmark. Besides the devel-
opment of the model a method for preparation of the rock samples in question needs to be
developed. Since OSL dating of rocks is a new research area sample preparation is not as
well-established as for sediment samples. To make OSL measurements from the sandstone
from France, clean quartz grains had to be extracted from the rock samples for different
depths. To find out how to extract the quartz grains without losing too much material
required some chemical investigations. Normally hydrofluoric acid (HF) is used to etch
away unwanted feldspar, but this simple approach was unsuccessful with these samples,
because HF was unable to disaggregate the rock slices. This problem is addressed here.
The report contains three parts. In the first part a literature survey is undertaken to pro-
vide a background to optically stimulated luminescence. This literature survey is mainly
based on Aitken (1985), Duller (2008) and Murray & Wintle (2000). The first part also
includes the developent of the mathematical model.
In the second part a solution to the problem of chemical preparation of the rock samples
will is presented. The third part contains the results from XRF analysis and the OSL
measurements including fitting of the developed model to the data sets.
iii
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Thesis statement
Can optical stimulated luminescence be used to date rock samples?
Is it possible to extract qualitative and quantitative information about multiple events of
burial and daylight exposure and about the degree of resetting before burial, from a rock
sample by mathematically modelling the resetting of OSL signal with depth into the rock?
How should the rock samples be prepared chemically to give sufficient material from each
depth increment for luminescence measurements, and what is most appropriate preparation
method to end up with pure quartz grains?
The scope of the thesis
In this study the background of optically stimulated luminescence is briefly presented. Ef-
fort has been put into understanding the background of luminescence and the chemical
behaviour of the minerals, but only the the most essential parts used in this study are
presented. The physical background behind the phenomenon of optically stimulated lumi-
nescence including the origin of the energy traps and the various kinds of traps is important
to understand the mechanism behind OSL, but it is not essential to the understanding of
the luminescence profile with depth in rocks, and so is not considered here. For the same
reason the technical background to the measurement of dose rate is not described in de-
tail. Effort is instead directed towards developing a descriptive model of a luminescence
profiles into the surface of a rock, and to developing a method suitable for preparation of
the samples.
This master thesis is carried out within the fields of physics and chemistry. Background
knowledge from both fields was needed to answer the problems underlying the develop-
ment of a method for dating rock samples with optically stimulated luminescence. Table
1 includes terms used in this study.
Table 1: Terms
Description
OSL Optically Stimulated Luminescence
TL Thermoluminescence
Risø Reader The apperatur used to make OSL mea-
surements.
Aliquot Sample materials are put on a small
metal disc. Each is called an aliquot
a One year
ka 1000 years
iv
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Samples and site descriptions
Les Roches d’Abilly in France
The changeover from Neanderthals to Anatomically Modern Human populations is related
to changes in material culture associated with the Middle-to-Upper Palaeolithic (MUP)
transition between 50 and 40 ka in Western Europe. This relation and its timing is the
subject of considerable debate among archaeologists (Aubry et al., 2012). Les Roches
d’Abilly site is located in Central France, in the Creuse Valley, at the southern limit of the
Touraine region. The site includes a rock shelter, Bordes-fitte, that preserves stone tool
technology and faunal remains both of the Last Middle Palaeolithic and the first Upper
Palaeolithic occupations. The artefacs are related to the three techno-complexed associated
with the Neanderthals (Mousterian techno-complex), the changeover period (Châtelperro-
nian techno-complex) and the Anatomically Modern Human (Aurignacian techno-complex)
(Aubry et al., 2012). Dating these horizons within this rock shelter gives insight into the
timing of the changeover from Neanderthal population to the Modern Human population.
In addition determination of the duration of daylight exposure may give additional insights
into the manner in which the site was used.
Figure 1: Picture of the section from Les Roches D’Abilly. The samples
TA2265R, TA266R, TA2267R and TA2268R are labeled 65, 66, 67 and 68
respectively. The section C, D1, D2, D3 are seen.
In the summer of 2013, four
cobbles were sampled by
Thomsen et al. (2013) (pri-
vate communication) from
section D (see figure 1. This
section is just beneath a
rock fall event which sealed
the deposit. It includes
archaeological attributions
from Châtelperronian and
Middle Palaeolithic occupa-
tions. Ages obtained using
14C place the Châtelperro-
nian occupation in the in-
terval 41-48 ka cal. BP
(calibrated 14C in kilo years
before present) (Aubry et
al., 2012). Optically stim-
ulated luminescenc datinge
of the sediments from this
unit gives a quartz OSL age of 39 ± 2 ka and feldspar infra-red stimulated luminescence
age of 45±2 ka (Aubry et al., 2012). The OSL age on the quartz fraction provides the lat-
est possible time for this Châtelperronian occupation. An OSL date (51± 3 ka) on quartz
of a burnt calcarenite fragment from the base of GFU D provides the earliest possible age
for Châtelperronian occupation (Aubry et al., 2012). Figure A.1 (appendix A) summarises
v
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the sections in the Bordes-fitte Rochshelter.
Three flat cobbles with sharp edges (TA2265R, TA2266R and TA2268R) and one round
cobble (TA2267R) (see figure 1) were sampled. The cobbles are all approximately 10x10x6
cm. Three of the samples TA2266R, TA2267R and TA2268R come from one section (D2),
and sample TA2265R comes from a lower section (D1). Some part of cobbles TA2266,
TA2267 and TA2265R was exposed to daylight for about one month after excavation, but
before sample recovery.
The cobbles most probably result from in the normal processes of mechanical degradation
of the roof and walls of the rockshelter. However, freeze-thaw weathering of the roof and
walls of the rockshelter followed by short-distance displacement by rapid water flows or
by human activity cannot be ruled out (Aubry et al., 2012). The cobbles are either bio-
calcirudite, calcarenite or harder silicified limestone (Aubry et al., 2012).
Iron age village, Aarhus in Denmark
One granite cobble was sampled from an archaeological site in Aarhus, Denmark. Ar-
chaeologists date this site from archaeological artifacs, found the area, to about year AD
0.00± 0.10, giving an expected burial age of about 2.00± 0.10 ka. The relative small error
on this age comes from marks on pottery from that period found in the area (Mandrup,
2013) (private communication).
Figure 2: Picture of the floor from which the granite cobble was
sample by archaeologists.
The cobble sampled from this
site had been incorporated into
a house floor. From scratch-
marks on the top surface, Man-
drup (2013) (private communica-
tion) argue it has been used as
a whetstone for sharpening tools.
The cobble is about 10x20x30 cm.
Sediment was also sampled to de-
termine the part of the dose rate
derived from the surrounding soil.
From an archaeological perspec-
tive, this sample was taken to in-
vestigate whether OSL could give
information about the daylight ex-
posure history of the sample, and
thus provide an information about
how people used this floor.
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Part I
Optically Stimulated Luminescence
Part 1 outlines the basic concept of optically stimulated luminescence, OSL, including a
description of standard laboratory tests (chapter 1), and the derivation of a model describ-
ing multiple sequential daylight exposure and burial events (chapter 2). The dose rate
including contributions from internal and external sources, is considered in appendix E
and summarised in section 2.5.
1
Chapter 1
Introduction to Optically Stimulated
Luminescence
This chapter is based mainly on the literature Duller (2008), Aitken (1985) and Murray &
Wintle (2000).
At room temperature, electrons in insulators are distributed in the valence band. The
conduction band lies at an energy level higher than the valence band, and is normally
empty (i. e. has no electrons; see figure 1.1). The energy difference between the valence
and the conduction bands is the energy gap, and is a forbidden zone; in a perfect crystal
electron may not exist in this range. However in a real crystal, there may be permitted
energy levels within this gap, because of imperfections in the crystal lattice (e.g. strain or
point defects). If an electron is excited (e.g. by absorbing energy from heat or light) to the
conduction band it leaves a hole in the valence band. In a real crystal, both electrons and
holes can be trapped in the energy states between the valence band and the conduction
band.
Valence band
Conducting band
TL electron trap
OSL electron trap
Hole trap
Light emitted TL
Lig
ht e
mit
ted
 
OS
L
Figure 1.1: The energy band gab between valence band (gray) and conduction band (white) in insulating materials.
In between the valence and the conducting band a hole trap, a thermoluminescence electron trap and an OSL electron
trap is shown. Black circles represent trapped electrons. The arrows represents the recombination of electrons when
they are stimulated with energy, elevating them to the conduction band and then recombining in the hole trap with
the release of energy by emitting photons.
In order to occupy these traps between the valence and conduction bands, the electrons
need to absorb energy. This absorption of energy can come from ionising radiation; this
has sufficient energy to create free electrons and free holes. The energy absorbed by the
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electrons is sufficient to raise them to the conduction band. These free electrons and holes
can then be trapped at the defects between the valence and the conducting band. When
the electrons and holes are trapped, the system is in a metastable state, and it may remain
in this state for considerable periods of time. If the material subsequently absorbs enough
energy (light or heat) to re-excite the trapped electrons to the conduction band, they may
then recombine with trapped holes and some of these recombination events can give rise to
luminescence (if the recombination is radiative); the system returns to a lower energy state
and is said to be reset. This resetting (bleaching) can be caused by heating the material
or by exposing it to daylight (Duller, 2008).
In nature minerals such as quartz and feldspar are insulators, and both have defects in their
crystal structures and their electrons can absorb energy and be trapped in electrons traps.
If stimulation energy is given in the laboratory, the intensity of the emitted luminescence
can be measured, and the intensity of the emitted luminescence will depend on the amount
of energy the material has stored. Then, by calibrating the intensity of the luminescence
in terms of absorbed energy (the dose) and from the knowledge of the dose rate, D˙, from
the surroundings, it is possible to calculate for how long the material has been exposed to
radiation since the last resetting event (i.e. how long it has been buried), (Aitken, 1985).
The luminescence intensity I can be calibrated by measuring the laboratory response to
radiation (dose response curve) and so be transformed into a measure of a dose, equivalent
to the dose the sample has received in nature. This measured dose is called the equivalent
dose De. This measurement procedure is described in section 1.1. The time since the
samples was last exposed to daylight is then given by equation 1.1:
Age =
De(I)
D˙
(1.1)
If the stimulation energy is heat the emitted luminescence is called thermoluminescence
(TL). A TL signal consists of different peaks when measured as a function of increasing
temperature. The peaks originate from different traps, and it is usually expected that
peaks at higher temperatures originate from traps deeper below the conduction band.
This is because these electrons obviously need more energy to be excited, and thus a
higher temperature to be released. Because of this energy difference, electrons in deeper
traps are more stable than those in shallow traps (Duller, 2008).
If the stimulation energy source is light (UV, visible or IR) the emitted luminescence is
Optically Stimulated Luminescent (OSL). If the stimulating light is in the infrared part of
the spectrum, the OSL signal is called infrared stimulated luminescence (IRSL). The traps
in the mineral feldspar are unusually sensitive to IR, and will emit IRSL, whereas quartz
does not emit an IRSL signal at room temperature (Duller, 2008).
During exposure to daylight the OSL signal is reset much more rapidly than the TL signal.
The process of resetting by sunlight is called bleaching. After 100 s of exposure to daylight
the OSL signal from quartz is reduced to less than 0.1% of its initial level while more than
85% of the TL signal still remains (Duller, 2008). To obtain an accurate burial age the
sample must have been fully reset so that there were no electrons trapped before the burial
period began (Duller, 2008). In figure 1.1 one hole trap and two kinds of electron traps
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are shown in between the valence band and the conducting band. The sketch shows the
emitting process in the most simple way for OSL and TL.
1.1 Measuring the equivalent dose
The purpose of OSL dating is usually to determine a burial age, based on the amount
of dose the sample has received in nature and the dose rate from natural radiation. The
laboratory dose equivalent to that received by the sample in nature is called the equivalent
dose De. The age is then calculated from equation 1.1. The equivalent dose is measured
using optically stimulated luminescence by building a standard curve called a dose re-
sponse curve showing the luminescence signal’s dependency on dose. This dose response
curve is produced by measuring a series of optically stimulated luminescence signals from
the same sample given different known laboratory doses (regenerated doses). This is done
after measuring the intensity of the natural signal. The luminescence signal is obtained by
measuring the intensity (photons per time) emitted by the sample is measured when it is
stimulated by light (figure 1.2). The intensity is then calculated by some integration over
time. The dose response curve then consists of a plot of these intensities as a function of
the corresponding known laboratory doses (figure 1.3). The equivalent dose can then be
found by projecting the natural intensity on the dose response curve giving a corresponding
laboratory dose De.
A single exponential rise to a saturation limit is often assumed, meaning that as the elec-
tron traps are being filled the probability of filling more electrons in the same kind of trap
is getting smaller exponentially.
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Figure 1.2: OSL response of the Natural signal, LN , and
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and sensitivity correction leads to the dose response curve
in figure 1.3.
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Figure 1.3: A dose response curve is shown as the fit
(red line) to the data points from the regenerated doses
(black dots). The results natural signal is shown as a black
triangle.
The measurement of the equivalent dose is carried out in several steps: preheat, stimula-
tion, giving a test dose, preheat and stimulation again. A series of these steps is called
a cycle. Repeating one cycle many times, replacing the natural with known regenerated
doses, builds up a dose response curve. The steps in each cycle are determined by the
measurement protocol used. In this work the basis of the protocol is the Single-Aliqout
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Regenerative procedure (SAR) for using the OSL signal from quartz (Murray & Wintle,
2000) and a standard Post-Infrared infrared protocol (pIRIR) for feldspar measurements
(Thiel et al., 2010). The protocol used in this study for feldspar measurements includes
two IRSL signal; an IR signal and a post-IR signal. The only difference in these two signals
is the temperature at which the stimulation is carried out. The protocols used in this study
are summarised in table 1.1 and 1.2.
Table 1.1: OSL protocol (quartz)
Seta Treatmentb Outputc
1 Give regenerative dose, Di -
2 Preheat (190◦C, 10 s) -
3 Stimulate (Blue LED, 125 ◦C, 40 s.) Li
4 Give test dose, DT = 67.35 Gy -
5 Preheat to 150 ◦C -
6 Stimulate (Blue LED, 125 ◦C, 40 s.) Ti
7 Stimulate (Blue LED, 280 ◦C, 40 s.) -
8 Return to set 1 -
a For the purity check one more stimulation with IR-LED for 100
s at 125◦C is inserted after set 2
b For the natural signal, i = 0, D0 = 0
c Li and Ti are calculated from the initial signal (0.8 s) minus a
background estimated from the following part of the decay curve
(1.6 s).
Table 1.2: pIRIR protocol (feldspar)
Set Treatmenta Outputb
1 Give regenerative dose, Di -
2 Preheat (320◦C, 100 s.) -
3 Stimulate (IR LED, 50 ◦C, 200 s.) IR50 Li
4 Stimulate (IR LED, 290 ◦C, 200 s.) pIR290 Li
5 Give test dose, DT = 81.5 Gy -
6 Preheat to 250 ◦C -
7 Stimulate (IR LED, 50 ◦C, 200 s.) IR50 Ti
8 Stimulate (IR LED, 225 ◦C, 200 s.) pIR225 Ti
9 Stimulate (IR LED, 325 ◦C, 200 s.)
10 Return to set 1 -
a For the natural sample, i = 0, D0 = 0
b Li and Ti are derived from the initial signal (0.8 s) minus a
background estimated from the last part of the decay curve (7.2
s).
For i = 0, Di = 0 because this signal is the natural signal. For all other values of i,
the value of Di is known. With the different known values of Di the dose response curve
can be built so that this curve can be used as a calibration curve for the natural signal.
At the last step in each cycle a high-temperature stimulation is carried out to empty all
traps before the next cycle. Step 2 and 6 (preheat) and the reason for step 5 (test dose)
are described in section 1.2.
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1.2 Tests associated with a SAR protocol
1.2.1 Sensitivity change and correction by using a test dose
One criterion for reliable measurement of the equivalent dose is that the sensitivity is the
same during measurement of both the natural and the laboratory induced signals (Murray
& Wintle, 2000). The luminescence sensitivity describes the amount of light emitted by
a sample per unit radiation dose. Sensitivity often changes with measurement. Therefore
a correction of this sensitivity change is almost alway necessary. This is done by the
measure of the response to a test dose DT . To correct for the sensitivity change the OSL
sensitivity should be directly proportional to the sensitivity of the preceding regeneration
dose (Murray et al., 2006). If this is the case, then the ratio of the OSL signal from a
regenerated dose (or natural dose) to the OSL signal from a test dose would give a signal,
corrected for any sensitivity change. This is discussed in more detail in appendix G. The
sensitivity often depends on dose, but since the natural dose obviously is unknown there
is no laboratory test for whether the test dose following the measure of the natural dose
reflects the sensitivity in the natural. The best test for this is then to test whether a
known given dose can be remeasured, and so whether the first sensitivity measurement is
appropriate to the preceding natural signal (Murray et al., 2006). This is done through a
dose recovery test.
Dose recovery test
In the dose recovery test the natural trapped charge is removed by optically stimulation
at room temperature. Then a known given dose is given to the sample before any thermal
treatment, and this dose is then measured using the chosen SAR protocol. The dose
recovery tests directly test the ability of the SAR protocol to measure a known given dose
and thereby gives information about the maximum precision in the absence of natural
variations such as dose rate variations. The results of a dose recovery test is often given
as the recovery ratio being the ratio of the measured equivalent dose to the known given
dose. This ratio should be close to unity. (Murray et al., 2006).
Recycling test
Since the sensitivity change is usually progressive and increases with dose, the first and the
last measurement in building a dose recovery curve will give the widest spread in sensitivity
change. To test whether the SAR protocol corrects for the sensitivity change for all given
regenerated doses a recycling test is undertaken. After the highest given regenerated dose
the first dose is recycled. The ratio of the sensitivity corrected signal of this recycled
dose to the sensitivity corrected signal from the first measurement should be unity. A
ratio of 1.0 ± 0.1 is considered acceptable, but systematic errors can cause even bigger
variations from unity. The recycling ratio tests for the reproducibility of dose absorption
and sensitivity correction using the SAR protocol and laboratory irradiations, but the dose
recovery ratio tests for sensitivity correction for the natural OSL (Murray et al., 2006).
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1.2.2 Thermal stability
Another criterion for a reliable equivalent dose is that the OSL signal is stable over the
relevant times scales (Murray & Wintle, 2000). It is known that the OSL signal includes
different components that differ in their trap life time, given them different decay rates.
The life time, and thereby the stability, of a component depend on energy level of the trap
and the temperature (Murray et al., 2006); it is clearly essential to use only a signal from
those traps that are stable over the time scale of interest. The natural or regenerated signal
can contain a significant contribution from a thermally unstable component. Such traps
are often referred to as shallow traps with a lower thermal activation energy than the OSL
trap of interest. The thermal stability of the different component have been investigated
and to isolate a stable OSL signal, by emptying the light sensitive shallow traps, some
thermal treatment (preheat) is done before every optical stimulation (Murray et al., 2006).
Charge transfer
Transfer of charge between different types of traps complicates OSL measurements even
further. Thermal charge transfer is a consequence of preheating; it appears to be the
transfer of charge (thermally released) from a relative shallow but optically insensitive trap
to a deeper OSL trap. The natural signal can contain contribution from such a shallow
trap, but electrons can also be transferred to the optically insensitive shallow trap by the
preceding optical stimulation. Laboratory stimulation can also transfer charge from deeper
traps to shallow light sensitive traps. Charge can also be transferred from deeper traps by
irradiation and optical stimulation to shallow thermally unstable straps and subsequently
retrapped in the deeper OSL trap. Thermal transfer is more likely to be significant in
young sample than old samples because the natural dose in young samples is usually small
compared to the residual charge trapped in shallow traps. It is also known that more
thermal transfer takes place at higher temperatures. (Murray et al., 2006). Because the
preheat step has both advantages (isolation of a stable OSL signal) and disadvantages
(thermal transfer causing residual charge and change in sensitivity), it is important to find
an appropriate temperature. This is done using a preheat plateau test, in which De is
measured as a function of preheat temperature.
Preheat plateau test
It is clearly desirable that the equivalent dose should be independent of preheat tempera-
ture. Often a plateau is seen and the chosen temperature for preheat is chosen within the
range of the observed plateau.
A dose recovery preheat plateau is also often measured to demonstrate that the ability
of the protocol to measure a known dose is also independent of preheat temperature. This
experiment is essentially the same as a preheat plateau test but a known given dose is
measured (instead of the natural dose) as is done in a dose recovery test (Murray et al.,
2006).
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1.3 Distinction between quartz and feldspar in luminescence
signal
The luminescence from almost all rocks is dominated by quartz and feldspar signals. Since
quartz and feldspar have significant different luminescence behaviour, it is important to be
able to differentiate between them, for instance using the form of the decay curve and/or
the effect of IR stimulation (Duller, 2003).
When blue or green light stimulation is used, the luminescence signal from quartz de-
crease rapidly and to a low residual level, while for the same wavelength and power the
feldspar signal has a slower initial decrease and has a significant residual level (Duller,
2003). This criterion alone is although not necessarily sufficient to differentiating between
the quartz and feldspar signals, since analysis of a large number of grains can show a broad
range of behaviour (Duller, 2003).
Strong infrared stimulated luminescence (IRSL) signals can be measured from almost all
types of feldspars (Spooner, 1994a), but quartz gives only a negligibly weak signal (Spooner,
1994b). This can be used to indicate contamination of a quartz OSL signal by feldspar,
by a repeat measurement of the OSL response to a fixed regenerated dose. The first OSL
measurement is made as normal after given a regenerated dose and preheating the sample.
The second OSL measurement is done after given the sample the same regenerated dose,
preheating, exposing to IR light and finally measuring the OSL signal. The depletion ra-
tio (the ratio of the second OSL signal to the first signal) gives information of whether
the OSL signal decreased as a result of IR stimulation, presumably because of feldspar
contamination (Duller, 2003). This depletion ratio is referred to as purity check.
1.4 Anomalous fading from feldspars
To be confident of the stability of the electrons in the traps it is best to work with electrons
originating from deep, thermally stable traps. However for feldspar grains laboratory tests
have shown that electrons held in deep traps are sometimes less stable than expected from
the kinetic parameters of the traps. Laboratory tests show that the size of the OSL signal
decreases as the sample is stored at room temperature in the laboratory (referred to as
anomalous fading (Aitken, 1985)). The nature of anomalous fading has been debated for
many years, but is now widely accepted as arising from quantum mechanical tunnelling of
trapped electrons from thermally stable traps to nearby recombination centres (Buylaert
et al., 2009). Two approaches have been suggested to overcome this problem. The first
approach is to characterise the rate of anomalous fading on a laboratory timescale and
then correct for the fading. Anomalous fading is measured in the laboratory by measuring
a small decrease in IRSL intensity with storage time after irradiation. The fading due to
tunneling is expressed as a percentage of signal loss during a storage period, expressed as
decade relative to the laboratory irradiation time (Aitken, 1985). This is known as the
g-value described in appendix C.
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The second approach is to look for a luminescence signal from feldspars that does not
exhibit anomalous fading (Duller, 2008). Thomsen et al. (2011) showed that a high tem-
perature pIRIR290 signal show a lower fading rate than the IRSL50 signal, and that the
pIRIR290 signal has greater thermal stability. A possible explanation for why the pIRIR290
signal fades more slowly than the IRSL50 signal is given by Thomsen et al. (2008) based
on a model where IR stimulated recombination occurs via an excited state and subsequent
tunnelling. Briefly IR stimulation at 50 ◦C uses up the nearest recombination centres
(which lead to high fading rates). Stimulation at elevated temperatures is then only able
to access more distant recombination centres - those associated with lower tunnelling prob-
abilities, and so greater stability (Thomsen et al., 2008).
Buylaert et al. (2009) showed that the pIRIR signal is bleachable in nature but residual
doses of a few Gy are to be expected, suggesting that the IRSL50 is more bleachable. Mur-
ray et al. (2012) showed that the pIRIR290 signal has a bleaching rate ∼ 20 times smaller
than the IR50. In general feldspar are less bleachable than quartz (Murray et al., 2012).
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Chapter 2
A model for multiple events
Background and motivation
Prior to this study Sohbati et al. (2011) and Sohbati et al. (2012b) developed a model
describing the resetting of luminescence with depth in rocks during a single daylight ex-
posure event; in its final form this model included trap filling during daylight exposure.
The earlier form, with trap filling neglected during light exposure, was fitted to real data.
A preliminary model including a subsequent burial event was presented by Sohbati et al.
(2012a), but that model was unable to describe the profile development at depth (i.e. close
to saturation) because, for simplicity, it made physically unrealistic assumptions.
Here a new description including burial events is attempted. The model predicts a satura-
tion level independent of further burial or daylight exposure events, as expected physically.
Furthermore the model is expanded to include multiple sequential events: daylight expo-
sure - burial - daylight exposure - burial etc. by combination of mathematical expressions
for burial and daylight exposure events respectively (section 2.3). Here previous events are
used as initial conditions to the next event and so on. This new way of combining the two
different events allows the model to predict the outcome of an arbitrary series of resetting
and burial events, each of arbitrary duration.
Multiple sequential event model
Two possible situations need to be considered: daylight exposure -and burial events. When
a rock is exposed to daylight electron traps will be emptied and the latent luminescence
signal will therefore decrease. Because of light attenuation with depth into the rock surface
the emptying rate will decrease with depth. When a rock is then buried the traps begin to
refill due to ionising radiation and the latent luminescence signal will thereby increase. In
figure 2.1 four sequential events are shown together with the corresponding luminescence
depth-profile (derived from the model derived later in this section).
Table 2.1 shows a list of the parameters used in this section.
If it is assumed that a constant fraction of released electrons results in emitted photons,
the luminescence signal, L, can be assumed to be proportional to the number density of
filled traps, n (cm−3). A description of the change in the number density will therefore
describe the change in the luminescence signal. It is more physically understandable to
talk in terms of number density than a latent luminescence signal.
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Figure 2.1: Four events are shown. A) A burial event that fills up traps to the saturation limit (red line) at all
depth through to cobble. B) Then a daylight exposure event causes the traps to empty with depth. The resulting
modelled luminescence signal is shown (blue line). C). This is followed by a subsequent burial event that fills up the
traps again (black line). D) A second daylight exposure event will again empty the traps with depth (green line).
Table 2.1: Parameters
Parameter Description Unit
x Depth into the rock mm
t Time ka
n(x, t) Number density of filled traps cm−3
L(x, t) Luminescence signal
N Number density of traps available cm−3
D˙(x)ext(x) External dose rate Gy/ka
D˙(x)int(x) Internal dose rate Gy/ka
1/D0 Amount of "number density" of traps being filled per given dose Gy−1
µ(λ) Attenuation coefficient of sunlight mm−1
σ(λ) Photoionisation cross section cm2
ϕ(x, λ) Photon flux cm−2 ka−1
tb1, tb2, te1, te2 Burial time 1 and 2, and exposure time 1 and 2 respectively ka
E(x) Charge emptying rate due to solar radiation ka−1
F (x) Charge trapping rate due to ionising radiation ka−1
Before going into the description of the daylight and burial events the physical background
of the two processes, trap filling and trap emptying, will be described. Each of these pro-
cesses has a rate constant, namely the charge trapping rate and the charge detrapping rate.
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Filling of traps
The traps are filled due to ionising radiation. The charge trapping rate is given by F (x) :
F (x) =
D˙(x)
D0
. (2.1)
The degree to which the traps are filled for a given absorption energy is described by the
constant, D0, that characterises the rate of filling. The "number density" of traps filled
per given dose is given by 1/D0 with unit Gy−1. The higher the value of D0 the more dose
is needed to fill all the traps. D˙(x) describes dose rate.
Using equation 2.1 for the charge trapping rate, a standard single exponential rise to
saturation limit is derived: n(x) = N(x)(1 − e−D/D0), N(x) being the number density of
available traps (cm−3), and n(x) the filled number density.
Emptying of traps
The traps are emptied because of absorption of energy from stimulation light. The charge
de-trapping rate will depend on a de-trapping probability. This probability is the product of
the photon flux, ϕ(x, λ) (cm−1 s−1), times the photoionisation cross section, σ(λ) (Sohbati
et al., 2011). Because of the attenuation of light the photon flux varies with depth, a factor
of e−µx is needed, µ being the attenuation factor. This is described by Lambert-Beers law.
The photon flux is a function of wavelength and so is the photoionisation cross section.
The rate at which the traps are emptied, at the surface of a rock, is then the integration
of ϕ(x, λ)σ(λ) over the wavelength included in the solar spectrum (Sohbati et al., 2011).
Taking into account the light attenuation (assumed here to be independent of wavelength),
the charge de-trapping rate, E(x), describing the emptying process is given by:
E(x) = e−µx
∫ λf
λi
σ(λ)ϕ(λ, 0)dλ (2.2)
= σϕ0e
−µx. (2.3)
General description
The change in the number density of filled traps, ∂n(x,t)∂t , then depends on a filling term
and an emptying term. For filling ∂n(x,t)∂t must be proportional to the number of remaining
traps (N(x) − n(x, t)) available for filling, with the charge trapping rate, F (x), as the
proportionality factor. For emptying ∂n(x,t)∂t must be proportional to the number of filled
traps n(x, t) with the charge de-trapping rate, −E(x), as the proportionality factor. To
describe the change in the number density of filled traps the general equation will then be
the sum:
∂n(x, t)
∂t
= −E(x)n(x, t) + F (x)[N(x)− n(x, t)]. (2.4)
From this general equation a mathematical description of the two situations, daylight expo-
sure and burial, can be derived. The resulting two equations for burial events and daylight
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exposure events are then combined by assuming that the events happen independently of
each other, but the resulting luminescence profile for an event depend on the luminescence
profile for the previous event. If Li(x) denotes the initial condition for an event then, for
a daylight exposure event, Li(x) denotes the luminescence profile for the previous burial
event and the other way around for a burial event. This way of combining the two expres-
sions for the different events is the key point in modelling the luminescence profile caused
by multiple sequential events. In figure 2.1 it can be understand as using the red curve
in A) as the initial condition to the blue curve in B), which is then used as the initial
condition to the black curve in C), and so on.
Before modelling multiple events the individual expressions for the burial and daylight ex-
posure events needs to be modelled. In the following, it is assumed that the luminescence
signal L(x) is proportional to the number density of filled traps, n(x), and the solutions
will be normalised to N(x) = 1.
In the expressions for burial and daylight exposure events, the burial time, tb and the day-
light exposure time, te, enter into the combined parameters F (x)tb and E(x)te respectively,
i.e. the burial -and daylight exposure times cannot be resolved from a luminescence profile
without prior knowledge of D0 and σϕ0 respectively.
2.1 Burial events
When a rock is buried the only process going on is the filling of traps by ionising radiation
and so only the second part on the right of equation 2.4 is required to describe the change
in the number density of filled traps (and in luminescence signal) with depth. Since the
charge trapping rate depends on the dose rate, then
F (x) = Ftot(x) =
D˙burial(x)
D0
, (2.5)
where D˙burial(x) includes the internal dose rate (from the rock itself) and the external dose
rate from the surroundings and other rocks (see section 2.5). The solution to equation 2.4,
for burial, is then given by equation 2.6.
L(x) = (Li(x)− 1)e−Ftot(x)tb + 1, (2.6)
assuming that L ∝ n. Equation 2.6 will be used in section 2.3 for burial events when the
expression for multiple sequential events is derived.
2.2 Daylight exposure events
When a rock is exposed to daylight both the processes of trap emptying and trap filling
happen simultaneously, both because the rock has internal radioactivity, and because it is
exposed to cosmic rays and gamma and beta rays from the surface on which it sits. Near
the surface of the rock trap filling during daylight exposure can often be ignored (because
trap emptying is much more rapid than trap filling).
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2.2.1 No trap filling during daylight exposure
When trap filling during daylight exposure periods is negligible, the change in the number
density of filled traps is described by the first part on the right of equation 2.4. The solution
to equation 2.4 is then given by equation 2.7:
L(x) = Li(x)e
−E(x)te , (2.7)
assuming that L ∝ n. Equation 2.7 will be used in section 2.3 for daylight exposure events
with negligible trap filling when the expression for multiple sequential events is derived.
2.2.2 Trap filling during daylight exposure considered
When trap filling during daylight exposure periods is significant, the change in the number
density of filled traps includes both the emptying and the filling terms, and is therefore
described by equation 2.4. In this case the dose rate contributing to the charge trapping
rate is the internal dose rate from the rock itself and the external dose rate from cosmic
rays and from the buried side (the opposite side of the side being exposed to daylight):
F (x) = Fint(x) =
D˙sun(x)
D0
. (2.8)
See section 2.5 for a more detailed description of the dose rate terms.
The solution to equation 2.4 is then:
L(x) =
−[Fint(x)(1− Li(x))− E(x)Li(x)]e−te(E(x)+Fint(x)) + Fint(x)
E(x) + Fint(x)
, (2.9)
assuming that L ∝ n. Equation 2.9 will be used in section 2.3 for daylight exposure with
significant trap filling, when the expression of sequential events is derived.
2.3 Multiple events
When a rock has experienced multiple daylight exposure and burial events the expression
to describe the full history is a combination of equation 2.6 with 2.7 or with 2.9.
Li(x) is the luminescence profile prior to the event under consideration. If the rock has
been initially buried long enough for all traps to be occupied Li(x) = 1. This is the initial
condition for the first exposure to daylight. When the rock is then buried after the first
daylight exposure, the luminescence profile resulting from this first exposure will be the
initial condition for the next burial, and so on. The events are given in the first column of
table 2.2 and the corresponding equations for the luminescence signal are summarised in
columns two and three for trap filling during daylight neglected and included, respectively.
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Table 2.2: Multiple event model
no. of Event Corresponding L(x) Corresponding L(x)
No trap filling during daylight exp. Trap filling during daylight exp.
0. All traps filled L0(x) = 1 L0(x) = 1
1. Daylight te1 L1(x) = L0(x)e−E(x)te1 L1(x) = E(x)e
−te1(E(x)+Fint(x))+Fint(x)
E(x)+Fint(x)
2. Burial tb1 L2(x) = [L1(x)− 1]e−Ftot(x)tb1 + 1 L2(x) = [L1(x)− 1]e−Ftot(x)tb1 + 1
3. Daylight te2 L3(x) = L2(x)e−E(x)te2 L3(x) =
[
L2(x)
(
E(x)+Fint(x)
)
−Fint(x)
]
e−te2(E(x)+Fint(x))+Fi(x)
E(x)+Fint(x)
4. Burial tb2 L4(x) = [L3(x)− 1]e−Ftot(x)tb2 + 1 L4(x) = [L3(x)− 1]e−Ftot(x)tb2 + 1
Etc. ... ...
This procedure can be expanded to an arbitrary number of subsequent burial and day-
light exposure events. By fitting the model to real data of luminescence depth profiles it
is possible to quantify not only burial ages, but also daylight exposure ages; even previ-
ous events can be quantified, at least in principle. By including trap filling during light
exposure the exposure times, tei, are separated from σϕ0 (column 3 in table 2.2); this is
in contrast to the expression for negligible trap filling during daylight exposure (column 2
in table 2.2). But on the other hand, there are more parameters to be fitted, which makes
the model less robust.
This new model gives insight into the degree of bleaching prior to a burial event. For
example if the profile L2(x) (1st. burial) is available from a data set by measuring the
luminescence signal with depth, then it is possible to predict the shape of the profile be-
fore this last burial, i.e. L1(x) (1st. daylight exposure). This corresponds to deriving the
blue curve in figure 2.1 from a measured black curve. Thus it is possible to investigate
quantitatively whether the surface of the sample was well bleached before burial, and so to
test whether surface slices can be used to estimate accurately the burial age. This is very
important; in the OSL dating of sediments such a direct test is not available. One usually
has to assume that the sediment was well bleached before burial, or use some indirect test
(single grain dose distributions or the different bleaching response of quartz and feldspar
signal).
However it is not always possible to argue reliable that the surface was well bleached simp-
ley from a qualitatively examination of the shape of the profile. A flat luminescence profile
near the surface does not necessarily mean that the surface was well bleached because the
dose rate may vary with depth (as described in section 2.5). Assuming that quantitative
analysis does provide evidence for complete bleaching, then if the dose rate is known with
depth and the equivalent doses are known for a flat part of the profile near the surface,
then burial ages can be estimated.
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2.4 Parameter interpretation and limitation
In this section the effects of parameters on the shape of the luminescence profile are de-
scribed for the simple case in which trap filling during daylight exposure is negligible. The
more complex model for daylight exposure including trap filling gives essentially the same
dependencies.
The inflection point on the graphs for the first daylight exposure is denoted xp. This
point is given by equation 2.10:
xp =
ln(te1σϕ0)
µ
(2.10)
This means that the greater the de-trapping rate at the surface (σϕ0) or the longer the
daylight exposure time, the further into the rock is the inflection point, although the depen-
dence is logarithmic. A smaller attenuation factor has the same effect, but this dependency
is inverse linear.
In figure 2.2, modelled luminescence profiles for different daylight exposure times are shown.
The values of µ and σϕ0 are kept constant and the internal dose rate is set equal to the
external dose rate. The profile development deeper into the rock with time is clearly seen.
Contrast these curves with those of figure 2.3, in which the same modelled luminescence
profiles are shown, but trap filling during daylight exposure is included. Here the point
of inflection becomes stable after some daylight exposure time (the profile stops migrating
into the surface). At this depth the rate of trap filling by internal dose rate becomes equal
to the rate of emptying by daylight.
In figure 2.4 only the attenuation factor is varied. The inflection point moves deeper
as the attenuation factor decreases, and the slope also changes. The slope at xp is given
by equation 2.11 for a single daylight exposure event, and by equation 2.12 for L2(x) (one
daylight, one burial event), assuming that the dose rate remains constant with depth.
s1 =
∂L(x)2
∂x
∣∣∣∣
x=xp
= µe−1 (2.11)
s2 =
∂L(x)3
∂x
∣∣∣∣
x=xp
= µe−1(e−Ftottb1) (2.12)
For L3(x) and L4(x) the calculations are more complicated and there is a possibility of
two slopes for the two daylight exposure events. However the same relation between the
slopes still holds: s4 = s3(e−Ftottb2).
The slope resulting from the first daylight exposure event is dictated entirely by the attenu-
ation factor µ; larger attenuation factor gives more rapid attenuation which gives a steeper
luminescence profile. When the first daylight event is followed by a burial event, the factor
e−Ftottb , results in a shallower slope at the inflection point. This is to be expected since, in
terms of number density, the lower the number density of filled traps, n(x), the greater the
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filling probability. So after one daylight exposure event the number density of available
traps is greatest near the surface. This relationship is seen in the luminescence dependency
on dose given by L(D) = L0(1− e−D/D0). Thus a burial event increases the luminescence
signal most at the surface (compared to the prior signal). This change in slope can be seen
in figure 2.5, where only the burial age is varied. Note also that the luminescence signal
increases at the surface for additional burial events and that the saturation level remains
unchanged. The luminescence signal at the surface also stops increasing when the burial
time is sufficient to saturate the traps.
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Figure 2.2: Moddelled luminescence profiles for different
sunlight exposure times, labeled on the graph, ignoring
trap filling during daylight exposure. σϕ0 = 1000 ka−1,
Internal dose rate is equal external dose rate.
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Figure 2.3: Same modelled luminescence profiles as in
figure 2.2 but including trap filling during daylight expo-
sure times.
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Figure 2.4: Moddelled luminescence profiles for different
values of light attenuation factor, labeled on the graph,
ignoring trap filling during daylight exposure. σϕ0 = 1000
ka−1 te = 0.1 ka, Internal dose rate is equal external dose
rate.
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Figure 2.5: Moddelled luminescence profiles for different
values of burial times, labeled on the graph, ignoring trap
filling during daylight exposure. σϕ0 = 1000 ka−1 te = 10
ka, µ = 0.3 mm−1, Internal dose rate is equal external dose
rate.
17
CHAPTER 2. A MODEL FOR MULTIPLE EVENTS
2.4.1 Expected profiles for multiple events
In this section modelled luminescence signals for multiple sequential events are used to
illustrate the resulting profiles, and in particular how later events can "hide" previous
events.
In figure 2.6 modelled luminescence profiles resulting from multiple sequential events of
burial and daylight exposure are shown for the case where trap filling during daylight ex-
posure is negligible, and the initial condition (red line) is that all traps are full. The first
daylight exposure results in the blue profile (see also figure 2.1) which is then followed by
a new burial event to give the black profile and so on (the internal and external dose rates
are set equal).
The daylight exposure events causes the luminescence profile near the surface to decrease
while the burial events cause it to increase. Multiple sequential events thereby causes
characteristic "kinks" in the profile.
Including trap filling during daylight exposure gives comparable profiles for short day-
light exposures. But for long exposure periods or high internal dose rates a difference
appears. In figure 2.7 the results obtained using same parameter values as in figure 2.6 are
shown, but including trap filling during daylight exposure. For comparison the grey line
represents the luminescence profile from the first daylight exposure without trap filling.
When this is compared with the blue broken line it is seen that trap filling during daylight
exposure causes the profile to have an inflections point closer to the surface and a lower
slope.
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Figure 2.6: Modelled luminescence profiles as a results
of multiple sequential events of burial and daylight ex-
posure are shown. The initial situation is a burial event
that causes all traps to be occupied at all depths (red),
then a daylight exposure event (blue) followed by a new
burial event (black), followed by an daylight exposure
event (green), then a last burial event causing the pink
profile. Trap filling during daylight exposure is ignored.
The internal and external dose rates are equal but de-
pendent on depth.
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Figure 2.7: The same profile as shown in figure 2.6 but
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grey line show the modelled luminescence profile caused
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Figure 2.8: Modelled profiles for a burial event, L2(x)
(black line) followed by a second daylight exposure event,
L3(x) (blue line) with an exposure time of te2 = 0.1te1 so
that the second daylight exposure just "hides" the burial
"kink" in the black profile. The modelled profile for at
subsequent burial event L4(x) is shown in red. The corre-
sponding first derivative of L2(x) and L4(x) are shown as
broken lines.
Assuming that when one side of a rock
is exposed to daylight the opposite side is
buried then the profiles from the two sides
can be expected to results from a daylight
exposure time equal to the burial time. If
this is not the case a double daylight expo-
sure history can be the explanation (Day-
light exposure - burial - daylight exposure).
Nevertheless a double daylight exposure
event can be hidden if the second daylight
exposure time is long enough to hide the
previous burial event, but not the first day-
light event. Then the slope would appear
to be lower, but would not be given by the
attenuation factor and e−F (x)tb alone. This
is illustrated in figure 2.8 in the blue and
red profiles. Because of the uncertainties
in a measurements, such a profile might ap-
pear to consist of a single daylight exposure
event rather than two.
2.5 Dose rate
A part of age determination using OSL is the estimation of the dose rate. The dose rate
is derived from surrounding sediments and from the rock itself. The dose rate is usually
described i terms of the infinite matrix dose rate, i.e. the rate of energy absorption is equal
to the rate of energy emission pr. unit mass (Aitken, 1985). To estimate the effective
dose rate in nature, the field dose rate, one needs to take into account the effect of water
content, the attenuation through the grains and the reduction in the mean dose because
of the removal of the surface layer of the grains during sample preparation (Aitken, 1985).
The effect of these factors and corrections are described in appendix E, mainly based on
Aitken (1985), but a brief summary is given below.
In rock surface dating, the infinite matrix dose rate can be different in the sediment and
the rock because of different radionuclide concentrations, and/or different water contents.
The depth dependency of the internal and external dose rate must thus be considered.
This is also discussed in appendix E, and summarised here.
2.5.1 Corrections to infinite matrix dose rate
The infinite matrix dose rate can be determined by measuring the content of 238U and
232Th series nuclides and 40K in the sample. The natural water content in the sample
makes the field dose rate lower than the dry infinite matrix dose rate because of energy
absorption in the water (water is not usually radioactive). The energy absorption is differ-
ent for α, β, and γ radiation and the water content is corrected for each individual type
19
CHAPTER 2. A MODEL FOR MULTIPLE EVENTS
of radiation.
The inner part of the grains has not received any external alpha radiation (because of
attenuation) and the outer part is removed during chemical pretreatment, so the external
alpha dose rate can be neglected. However because of attenuation the inner part receives
a beta dose that is lower than the average for the grain (Aitken, 1985). After etching the
luminescence signal is measured only from this inner part of the grains. To correct for the
removal of the outer layer, the infinite matrix beta dose rate is multiplied by a factor less
than one to give the dose rate to the inner part of the grains.
In general as the grain size increases the contribution from external dose rate decreases,
but for gamma radiation this effect is negligible because of its long penetration depth of
about 30 cm (Aitken, 1985). Contribution from cosmic rays depend on altitude and burial
depth. Normally the contribution from cosmic rays is less than 10% of the total dose rate,
and it does not show any significant variation over the light penetration scales of interest
here (a few cm at most).
Contributions from internal and external dose rate
Figure 2.9: Moddelled luminescence profiles with one daylight
exposure event followed by one burial event for two cases of dose
rates. The insert shows total dose rates for blue: Dext > Dint
and red: Dext < Dint.
The different contributions to the to-
tal dose rate from the surroundings
and from the rock itself must be taken
into account. It is important to no-
tice the dependency near the rock sur-
faces because this can have an effect
on the shape of the luminescence pro-
file. When the external dose rate is
greater than the internal dose rate the
luminescence profile will increase as it
reaches the surface, not because of a
new burial event but because of this
change in dose rate (see blue lines in
figure 2.9). If the external dose rate
is smaller than the internal dose rate
the profile will decrease near the sur-
face (see red lines in figure 2.9), but this decrease should not be interpreted as an additional
bleaching event.
Dose rate for burial and daylight exposure events
The contributions from external and internal dose rate to the total dose rate differ when a
rock sample is fully buried (equation 2.13) on both sides and when a rock sample is only
buried at one side (equation 2.14) (x = 0 is the daylight exposed surface):
D˙burial(x, h) = D˙burial, ext(x, h) + D˙burial, int(x, h) (2.13)
D˙sun(x, h) = D˙sun, ext(x, h) + D˙sun, int(x, h), (2.14)
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where D˙ext and D˙int are infinite matrix external and internal dose rates respectively, h the
thickness of the rock sample. When charge filling during daylight exposure is negligible only
equation 2.13 needs to be considered. The expressions for D˙burial, ext, D˙burial, int, D˙sun, ext
and D˙sun, int are summarised in table 2.3, b and c are the beta and gamma attenuation
factors respectively and D˙text and D˙tint denote the external and internal infinite matrix
doserate, for beta and gamma radiation. These expressions are derived in appendix E
based on Aitken (1985), with the assumption that the cobbles are flat rock sheets of
infinite extent.
In figure 2.10 and 2.11 the resulting depth dependent dose rates are shown for fully buried
cobbles investigated later in this study (Granite cobble from Aarhus: figure 2.10 and
limestone cobble from France, TA2267R: figure 2.11). The dose rates in the surrounding
soil are also shown. The luminescence profiles can thus be expected to show a decrease
near the surface for the cobble from Aarhus and an increase near the surface for the French
cobbles, just because of dose rate gradients.
Table 2.3: Dose rate contributions from internal and external dose rates
Event External and internal contributions
Burial
External D˙burial, ext = D˙tβ ext0.5(e
−bx + e−b(h−x)) + D˙tγ ext0.5(e−cx + e−c(h−x))
Internal D˙burial, int = D˙tβ int[1− 0.5(e−bx + e−b(h−x))] + D˙tγ int[1− 0.5(e−cx + e−c(h−x))]
Sunlight
External D˙sun, ext(x, h) = D˙tβ ext0.5(e
−b(h−x)) + D˙tγ ext0.5(e−c(h−x))
Internal D˙sun, int(x, h) = D˙tβ int[1− 0.5(e−bx + e−b(h−x))] + D˙tγ int[1− 0.5(e−cx + e−c(h−x))]
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Figure 2.10: Dose rates inside and outside the cob-
ble from Aarhus. The dose rates used are the infinite
matrix dose rate corrected for water content and beta
attenuation, A mean grain size of 180 µm is assumed.
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Figure 2.11: Dose rates inside and outside cobble
TA2267R from France. The dose rates used are the in-
finite matrix dose rate corrected for water content and
beta attenuation. A mean grain size of 120 µm is as-
sumed.
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Dose rate to surface slices
Usually a surface slice is used to determine the burial age, and so the dose rate at that
particular slice must be known. This is illustrated for gamma radiation by integration of
the dose rate over the thickness of the slice:
D˙γ, slice = D˙
t
γ, ext P + D˙
t
γ, int(1− P ) (2.15)
P =
0.5
c(xf − xi)
[
e−ch(ecxf − ecxi) + e−cxi − e−cxf
]
, (2.16)
where D˙tγ, ext and D˙tγ, int are the external and internal infinite matrix gamma dose rate
respectively, c is the gamma attenuation factor, h is the thickness of the rock sample and
xi and xf are the initial and final depth of the slice (see appendix E for the derivation).
A similar equation applies to beta radiation, but with b for beta attenuation replacing c.
The dose rate from cosmic radiation is assumed to be constant with depth.
Figure 2.12 and 2.13 show the beta, gamma and total dose rates in the surface slice for the
same samples as illustrated in figure 2.10 and 2.11.
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Figure 2.12: Same as figure 2.10, only showing the first
1.2 mm corresponding to the surface slice.
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Figure 2.13: Same as figure 2.11, only showing the first
1.2 mm corresponding to the surface slice.
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Part II
Preparation of the rock samples
This part discusses problems connected with the preparation of the rock samples. To
find the most appropriate preparation method to end up with pure quartz grains, it is
necessary to know how to get rid of undesired minerals without destroying the quartz
(chapter 3). Different chemical reactivities of the minerals are discussed (section 3.3), and
a final chemical procedure is decided based on experience with the samples. This method
is then presented in figure 4.1 and 4.2.
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Chapter 3
Chemical structure and properties
The majority of the earth’s crust is comprised of silicates. Many of the minerals in the
earth’s crust are examples of silicates, an anionic silicon compound with the general formula
[SinO2+n]
2n– (Housecroft & Sharp, 2008). The relevant minerals in optical luminescence
dating are quartz and feldspar, which are both contained in the group of silicate minerals,
Tectosilicates with the general formula [AlxSiyO2(x+y)]
x–, where x = 0 for quartz and
x = 1 or 2 for feldspar. The rock sample from the Iron Age village in Aarhus, Denmark is
a granite cobble, which means that it mainly consists of feldspar, quartz and mica. This
is in contrast to the samples from Les Roches D’Abilly, where the cobbles are either bio-
calcirudite, calcarenite or harder silicified limestone (Aubry et al., 2012). Limestones are
sedimentary rocks mostly consisting of different crystal forms of calcium carbonate, but
often contains significant amounts of silica. Since quartz and feldspar are the minerals of
interest in OSL the aim of sample preparation is to extract clean samples of these minerals,
at least in luminescence terms. For the granite sample there is no need to remove quartz
grains, since quartz only gives a weak signal by IR stimulation, as mentioned in section 1.3,
and no chemical treatment are done for this sample. However for the limestones feldspar
grains needs to be removed, because a quartz signal is desired, and feldspar contamination
also gives signal by blue light stimulation.
3.1 Crystal structure
The structure of quartz
The general formula for quartz is SiO2. Quartz occurs in many different forms. At atmo-
spheric pressure three polymorphs exits; quartz, tridymite and cristobalite. Each of these
polymorphs possesses a low-temperature (α) and a high temperature (β) modification. α
quartz transform to β quartz at 846 K (Housecroft & Sharp, 2008).
The general crystal form is trigonal trapezoid. The crystal is made up of tetrahedral build-
ing blocks of SiO4 in which the Si atom is tetrahedral connected to four oxygen atoms. The
primitive unit cell of quartz encloses three tetrahedron SiO4 bonded together. The unit
cell encloses them in a way to make up a rhomb (Deer et al., 1992). A rhomb corresponds
to a hexagonal unit cell and by this it is easy to see how the overall structure of the entire
quartz crystal becomes a six sided crystal. Although the unit cell can be used to build
up the entire structure of quartz it is easier to understand the internal structure by just
looking at the small tetrahedra blocks SiO4. Each of the four oxygen atoms are linked
to another silicon atom in a neighbouring tetrahedron making up the overall formula of
quartz being SiO2. As a top view down the c-axis of the crystal (at the c-plane) two kinds
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of channels between the atoms are seen (small channels and larger channels; see right part
of figure 3.2). The tetrahedra are linked together to form helixes. The overall structure of
quartz is shown in figure 3.2 with the silicon atoms coloured white and the oxygen atoms
red.
Figure 3.1: Left: The [SiO4]4− unit making up quartz. Center: Quartz crystal. Right: Three unit cells and the
symmetry axis are shown (quartzpage, 2014)
Figure 3.2: Left: Primitive unite cell of quartz, consisting of three units of [SiO4]4− seen in different perspectives.
The three at the top are seen from the c-plane, and the three at the bottom are seen from the a-plane. Center:
Overall structure of quartz crystal are shown with silicon atoms coloured white and the oxygen atoms red. Right:
Top view of quartz down the c-axis. (quartzpage, 2014)
The structure of feldspar
In the mineral group feldspar one or two silicon atoms in the structure of quartz are re-
placed by aluminium forming aluminium salts of K+, Na+, Ca2+ or Ba2+. The ionic radius
of Al3+ is close to Si4+, and this is the reason why aluminium can make this substitution
with silicium. The aluminium ion Al3+ has one less charge than Si4+, and this is the reason
for the counter ions (Housecroft & Sharp, 2008).
The feldspars can be divided into three groups: alkali feldspars, plagioclase feldspars and
barium feldspars. Potassium is the cations in the alkali feldspars (KAlSi3O8), Sodium
and Calcium are the cations in the plagioclase feldspars (NaAlSi3O8 and CaAl2Si2O8) and
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Barium in the barium feldspars (BaAlSi2O8). But some mixtures can also exist with more
than one kind of cation. Feldspars are normally illustrated in a phase diagram showing
the content of potassium, sodium and calcium.
The unit cells for feldspars are somewhat different from the unit cells in quartz and have
different overall crystal structures. The crystal structure consists of a three dimensional
framework of tetrahedral [(SiAl)O4] units. These tetrahedra are linked in a different way
than in quartz with space in-between, large enough to contain the positive cations.
The tetrahedra are linked in chains that are cross linked. One chain is shown in the right
of figure 3.3. Many of these chains make up the entire crystal. An arrangement of the
chains can be seen in left part of figure 3.3. The structure can also be seen as consisting of
double layers of four membered rings, in contrast to the quartz tetrahedral, linked to form
helixes (Deer et al., 1992).
Figure 3.3: Left: The arrangement of feldspar chains are seen making up a sheet network. Center: Feldspar
crystal. Right: One chain from a feldspar crystal is shown and four linked tetrahedra seen from top. (quartzpage,
2014)
Important differences in the two crystal structures
The overall structure of feldspar is generally more blocky than the six-sided structure of
quartz. The counter ions fill the cavities in the relative open structure. The holes in the
feldspar structure are too small for water to enter the lattice, making feldspar anhydrous
(Housecroft & Sharp, 2008).
The linking of the tetrahedra makes the feldspars different from quartz in the way the crys-
tals fracture. Feldspars have a cleavage along the vertical plain between the chains and the
mirror plain between the double layers. Quartz does not cleave but has conchoidal fracture
which means that it breaks in curvy and irregular shapes. This difference in structure may
be the reasons for different reactivity with acids. Feldspar is more easily dissolved by acids
than quartz. Quartz is also harder than feldspar. The hardness is a characteristic number
of the ability of the chemical elements of the crystal to remain linked. The hardness is
primarily decided by the type of binding between the elements.
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3.2 Cementation with CaCO3
The grains in sedimentary rocks can be bonded together with cement. Sedimentary rocks
are formed from initially unconsolidated sediments. When the sand has accumulated, the
pressure from the overlying sediment consolidate the sediment. The pore space between the
mineral grains will progressively be filled with a cement which binds the grains together.
This cement usually consists of calcite, clays and silica in various proportions (calcite is a
polymorph of calcium carbonate CaCO3) (Deer et al., 1992).
3.3 Chemical properties
3.3.1 The normal preparation and desired crystals
When preparing samples for optically luminescence the quartz grains (and some times
feldspar grains) need to be separated from the rest. If quartz signal is of interest feldspar
may also have to be removed.
Quartz grains may be bound to, or even include, feldspar grains, and clean quartz grains
are usually obtained by etching with hydrofluoric acid, (HF).
If only the quartz grains are of interest, concentrated HF is used; this completely dissolves
feldspar grains. If feldspar grains are also of interest 10 % HF is used to remove the outer
feldspar layer, and then feldspar grains are separated from quartz grains using heavy liq-
uids and the density difference between quartz (2.65 g/cm3) and feldspar (potassium-rich
feldspar 2.58 g/cm3). Hydrochluoric acid, (HCl), is then used to remove any fluoride con-
tamination (Wintle, 1997).
The sample from Denmark is a granite cobble and for this sample full slices are measured
directly without any chemistry because the quartz signal is weak, and so the feldspar signal
was employed without grain separation. But the samples from France (limestone) contain
sensitive quartz grains, and it was decided to try to separate these grains from the rock
slices, because the dosimetry is easier when the grain size is well defined by sieving.
3.3.2 Problems concerning the preparation
As a first attempt to get quartz grains out of the limestone samples, concentrated HF was
added to each slice for 1 hour, but the slices did disaggregate. One reason for that could
be that CaCO3 is binding the grains together.
Slices + HF(l) −−→ Almost no reaction (still slices) (3.1)
Why is HF unable to dissolve the inner-grain cement, and disaggregate these rock slices,
without completely dissolving the quartz grains of interest?
To address this question, the reactions of HF and HCl with quartz, feldspar and calcium
carbonate must be examined.
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3.3.3 HF and HCl as acids
Despite the fact that HF is a weak acid, it is the only acid that etches silicon dioxide, the
main compound in both quartz and feldspar; it produces the [SiF6]
2– ion (Housecroft &
Sharp, 2008):
SiO2(s) + 6 HF(l) −−→ H2SiF6(aq) + 2 H2O(l) (3.2)
Despite the fact that HCl is a stronger acid than HF, a similar reaction does not happen
when HCl is used instead of HF (Housecroft & Sharp, 2008). To explain this, the hydrogen
halides need to be considered both as Brønsted acids and as Lewis acids in order to identify
possible separation procedures.
Hydrogen halides as Brøndsted acids
Despite the fact that electronegativities suggest that HF should be the strongest Brønsted
acid, thermodynamic quantities explain why this is not the case (see appendix F.1). In
summary the pKa value of HF is high mainly because of the small size of the F– ion;
this gives more order when dissolved in water. The pKa value is also high because of the
strong dissociation enthalpy in HF. HCl is a stronger Brøndsted acids for the same reasons
(Housecroft & Sharp, 2008).
At high concentration the acidity of HF increases because of formation of [HF2]
– ion, which
has a dissociation energy much less than HF (Housecroft & Sharp, 2008). But this still
does not explain why HF reacts with SiO2, but HCl does not. Another way to look into
this issue, is to regard the hydrogen halogens as Lewis bases, electron pair donors.
Hydrogen halides as Lewis bases
The characterisation of Lewis acids and bases is presented in appendix F.2. In summary
all the halogens are hard Lewis bases in the order F > Cl > Br > I, meaning that they are
most willing to react with other hards Lewis acids (non-polarisable elements). The hardness
of the fluoride ion is causes by its small size and the high electronegativity (Housecroft &
Sharp, 2008).
Ca2+, Si4+ and Al3+ would all be characterised as hard Lewis acids. The difference in
size, charge and electronegativity gives them different characteristics. Both silicon and
aluminium are small ions with high charge, making both really hard Lewis acids.
Silicon can coordinate up to six ligands, depending on the ligands. As the coordination
number on silicon increases the electron density increases on silicon and electron density
decreases on the ligands, so that the Lewis acidity of the silicon atom become more hard
with higher coordination numbers. Therefore as the fluoride binds to silicon, the silicon
atom becomes even more attractive for more fluoride atoms to attack (Housecroft & Sharp,
2008). Although chloride is a fairly small ion, it is not small enough to make the tetrahedral
arrangement around the silicon ion (or the aluminium ion) as the small fluoride ion can
(Housecroft & Sharp, 2008). This must be the main reason why HCl does not react with
feldspar or quartz in the same manner of HF. But the calcium ion is much larger than the
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silicon ion, and both HF and HCl react with calcium carbonate. The reactions that can
be expected are given by the following equations:
6 HF(aq) + Quartz/Feltspar
 [SiF6(aq)]
2− + 2 H3O
+
(aq) (3.3)
HCl(aq) + Quartz/Feltspar −−→ No reaction (3.4)
2 HF(aq) + CaCO3(s) 
 CaF2(s) + CO2(g) + H2O(l) (3.5)
2 HCl(aq) + CaCO3(s) 
 CaCl2(aq) + CO2(g) + H2O(l) (3.6)
The reason that concentrated HF does not disaggregate slices is probably that calcium
carbonate is present and CaF2 is then formed by adding HF (reaction 3.5). Since both
feldspar and quartz react with HF acids one needs to be careful not to etch the quartz.
It is likely that the more blocky structure of feldspars compared to quartz is the reason
why it is more easy to etch feldspar than quartz. One way to etch only the feldspars is
then only to let the samples stay in the HF for a short time (40 min -1 hour) and then
almost only the feldspars will be etched. Since feldspars are often associated with quartz
grains this also helps to etch the feldspars before the quartz. The outer part of the quartz
qrains will be etched but this is a desired thing because then no alpha radiation needs to
be taking into account when calculating the dose rate.
Reaction with the cement (CaCO3)
The solubility of calcium fluoride is Ksp = 3.9 · 10−11 (0.0016 g/100 mL water at 20 ◦C)
(Housecroft & Sharp, 2008).
If the sample includes CaCO3 calcium is then not removed from the samples because of
the formation of CaF2, and the HF can not reach the feldspar grains and react with them.
If HCl is added before adding any HF this CaCO3 can be removed by reaction 3.6. and
the HF should then be able to reach the feldspar grains.
To be sure that all fluoride contamination is removed addition of HCl in the end of the
whole process can be done to react with any remaining CaF2(s). This is important because
the fluoride may give some OSL signal.
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3.4 Final chemical procedure for the preparation
When the rock slices are dissolved in 10 % HCl before the treatment with HF the slices
disaggregate satisfactorily. The chemical procedure to turn the limestone slices into quartz
grains will then be:
1) Slices dissolved in 10 % HCl −−→ bobbles are seen (but slices remain intact)
2) Washed with water three times
3) Conc. HF is added −−→ Slices fall into grains
4) Washed with water three times
5) 10 % HCl is added
6) Washed with water three times
The corresponding chemical reactions are:
1) 2 HCl(aq) + CaCO3(s) 
 CaCl2(aq) + CO2(g) + H2O(l) (3.7)
3) 6 HF(aq) + SiO2(Feldspar)
 [SiF6(aq)]
2− + 2 H3O
+
(aq) (3.8)
5) 2 HCl(aq) + CaF2(s) 
 CaCl2(aq) + 2 HF(aq) (3.9)
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Sample preparation and measurement
Under low-level red-orange light 10 mm in diameter cores are drilled from the cobbles with
a water-cooled diamond-tipped core drill. The cores are then cut into slices of width ∼ 1.2
mm with a 300 µm thick water-cooled diamond wafer saw; this gives a net slice spacing og
∼ 1.5 mm.
For the limestone samples from the French site, these slices were then etched in 10 %
HCl for one hour to remove calcium carbonate, and then placed in concentrated HF for
one hour to disaggregate the slices and dissolve any feldspar grains. Any residual fluoride
contamination from the HF treatment is then removed using a 10% HCl solution for 40
min. The washed and dried grains are sieved to 63-300 µm and mounded on stainless steel
discs coated with silicone and placed in a Risø Reader.
The solid rock slices from the granite cobble were placed directly in a Risø reader.
All measurements were made using a Risø TL/OSL reader. Quartz and feldspar has strong
emissions centred at 365 nm and 410 nm respectively. In order to be able to measure only
the emitted luminescence, detection filters were used. For the full rock slices (feldspar)
infra-red stimulation (λ = 875 nm, ∼150 mWcm−2) and photon detection through a Schott
BG39/Corning 7-59 filter combination (2 and 4mm, respectively) was used. For the quartz
grains, blue light stimulation (λ = 470 nm, ∼ 80 mWcm−2) and photon detection through
a 7.5 mm Schott U-340 glass filter was used. Beta irradiations used a calibrated 90Sr/90Y
source mounted on the reader (Bøtter-Jensen et al., 2003b). Bulk dose rates have also been
measured for samples using high-resolution gamma spectrometry (Murray et al., 1987).
In figure 4.1 the final preparation procedure is summarised, and the measurements proce-
dures and data analysis are summarised in figure 4.2.
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Sampling
HCl 10% for 1 hour
HF conc. for 1 hour
HCl 10% for 40 min
Dry-sieves to 
63-300 µm
Limestone samples Granite samples
Drilling Slicing
Chemistry No Chemistry
Figure 4.1: The first steps in handling the sample are the same for the granite samples and the limestone samples
(green box): cores are first drilled and sliced; for the granite sample the slices are then placed directly in a Risø
reader (purple box). For the limestones samples chemical preparation is done under low-level red-orange light and
the resulting clean quartz grains are mounted on steenles steal discs and placed in a Risø Reader (pink box).
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i = [0:6]
Surface slices
i = 0
All depths
Measurement 
and
Raw data
Data analysis
Sequence for Quartz measurements
1. Reg. dose, Di
2. Preheat (190 C, 10 s)
3. Stimulation (Blue LED, 40 sec, 125C)
4. Test dose (65 Gy), DT
5. Preheat (150 C, 10 s)
6. Stimulation (Blue LED, 40 sec, 125C)
7. Clean out (Blue LED, 200 s 280C)
Sequence for Feltspar measurements
1. Reg. dose, Di
2. Preheat (320 C, 100 s)
3. Stimulation(IR LED, 200 sec, 50C)
4. Stimulation(IR LED, 200 sec, 290C)
5. Test dose 80 Gy DT
6. Preheat (250C, 100 s)
7. Stimulation(IR LED, 200 sec, 50C)
8. Stimulation(IR LED, 200 sec, 225C)
9. Clean out (IR LED, 200 s 325C)
Integration
C
ou
nt
s 
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Figure 4.2: Purple box: Depending on measuring the granite slices or measuring the grains from the limestones,
two different sequences are used. The raw data from both type of measurements are decay curves of light counts for
a given time interval. Green box: For data analysis the intensities from the raw data are obtained by summation.
To get a full dose response curve the sequence is run for different regenerated doses (i = [0 : 6]). But to get
the luminescence profile with depth only the cycle including the measure of the natural signal and its test dose is
necessary (i = 0).
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Part III
Results and Conclusions
Chapter 5 presents the results of an XRF investigation of whether the chemical treatment,
presented in chapter 4 was successful in removing undesired minerals.
Chapter 6 investigate the most appropriate OSL measurement conditions.
In chapter 7 and 8 the luminescence profiles and the corresponding ages from the Iron Age
site and the Les Roches D’Abilly site respectively, are presented. Chapter 9 discusses the
results and the results of fitting the model of chapter 2.
Chapter 10 contains the final conclusions of this thesis.
The data analysis includes five steps, summarised in figure 4.3.
Figure 4.3: The data analysis includes 5 steps: 1) Summation of natural OSL signals for all depths (Background
subtracted). 2) Plot the resulting LN/TN results as a function of depth. 3) Measure dose response curves for surface
slices. 4) Estimating burial age (dose rate are measured). 5) Fitting the data to the model.
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Chapter 5
XRF analysis
X-ray fluorescence (XRF) can be used to measure the composition of elements in samples.
Based on the intensity on the characteristic peaks from each element the concentration
can be determined if a standard curve is made from samples with known concentrations
(amptek, 2014). In this study a full analysis of the elements concentrations is not required;
only the relative concentrations are investigated. In particular the differences between
spectra from full slices and grains are considered to test whether the chemical treatments
performed as expected. The characteristic peaks for the elements relevant for this study
are summarised in table 5.1 (amptek, 2014).
Table 5.1: XRF peaks
Element Energy Line
[keV]
Fα1 0.68 Kα1
Naα1/Naβ1 (1.04/1.07) Kα1,β1
Alα1/Alβ1 (1.49/1.55) Kα1,β1
Siα1/Siβ1 (1.74/1.83) Kα1,β1
Moα1/Moβ1 (2.29/2.40) Lα1,β1
Kα1/Kβ1 3.31/3.59 Kα1,β1
Caα1/Caβ1 3.69/4.01 Kα1,β1
Characteristic peaks for elements relevant for this study
(amptek, 2014). Numbers in brackets indicate elements
where it is not possible to distinguish between α and β
peaks.
The XRF facility is an attachment to
the Risø reader, and is designed to give
information on the quartz/feldspar ra-
tio in sand grains, and on the rela-
tive concentrations of the three main
feldspar types (K, Na, Ca, see chapter
3).
Three slices and three molybdenum cups
with grains are measured 5 times for each
sample (the measurements of grains are
only done for the limestone samples from
Les Roches D’Abilly).
35
CHAPTER 5. XRF ANALYSIS
5.1 Qualitative analysis
When the XRF spectra are investigated several things are worth noticing. First the four
samples from Les Roches D’Abilly all seems to consist of the same elements, except sample
TA2267R where the calcium peak is very small (figure 5.1 and 5.2). Since the calcium
content is most likely to arise from the calcium carbonate cement, it is presumed that
TA2267R contains relatively little cement compared to the other limestone samples.
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Figure 5.1: Four representative XRF spectra from all
four samples from Les Roches D’Abilly made by measuring
full rock slices.
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Figure 5.2: Same as figure 5.1 but seen on log scale.
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Figure 5.3: XRF spectra from full slices from the lime-
stone sample no. TA2265R from Les Roches D’Abilly
(Black) and from the granite sample Vik-RC from Aarhus,
Denmark (Red).
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Figure 5.4: Same as figure 5.3 but seen on log scale.
When the full rock slices from the two sites are compared it is clear that the granite sample
from Denmark contains more aluminium, potassium and sodium than the limestones (see
figure 5.3 and 5.4). The larger amount of aluminium suggests that the potassium and
sodium come from potassium and sodium feldspars.
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Sample no. TA2265R is taken as an example to show what happens to the XRF spec-
tra after the chemical treatment (going from black to red curve in figures 5.5 and 5.6).
Similar results are seen for the other limestone samples but are not shown here. It is clear
that the aluminium peaks decreases, indicating that feldspar grains were indeed removed
by the chemical treatment. Also the calcium peaks disappear after the chemical treat-
ment. But two new peaks appear. The new peak appearing around 0.7 keV is probably F
from the addition of HF and the peak around 2.3 keV is likely to come from Mo, because
molybdenum cups where used for the measurements of grains. For the procedure where
no HCl was added before the etching with HF a calcium peak still appears for the grains
(figure 5.7 and 5.8).
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Figure 5.5: XRF spectra from full slices (black) and
grains (red) from sample no. TA2265R from Les Roches
D’Abilly.
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Figure 5.6: Same as figure 5.5 but seen on log scale.
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Figure 5.7: XRF spectra from grains from limestone
sample no. TA2266R from Les Roches D’Abilly. Red:
HCl was added before etching with HF. Blue: No addi-
tion of HCl before etching with HF.
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Figure 5.8: Same as figure 5.7 but seen on log scale.
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5.2 Quantitative analysis
The XRF results are summarised in table 5.2 and 5.3.
In the full rock slices from Les Roches D’Abilly (TA22-(65,66,67,68)R) Si content is 20± 3
(n=4) times larger than Al content. In the granite sample from Denmark, Si content is
6.0± 0.1 times larger than Al content. The granite sample contains significant feldspar, as
well as quartz and other minerals containing Si. As expected, in the limestones any feldspar
is likely to have been removed; probably because of weathering. The concentration of cal-
cium can not come from Ca-feldspar because of the low concentration of aluminium. These
presumably originate with the CaCO3 cement.
The XRF analysis of the grains from the French limestone samples show, that after the
chemical treatment, only 0 to 1 % of Al and Ca are left. This indicates that the chemical
treatment did work as expected and preferentially removes the calcium and feldspar.
Table 5.2: OSL purity and mass % of elements estimated from XRF results
Sample SiintensityAlintensity % Na % K % Ca % Al % Si Purity test
OSL with IR
OSL no IR
TA2265R 15.8± 0.4 0.002± 0.004 1.17± 0.09 33.9± 0.4 3.88± 0.11 61.0± 0.3 -
Full TA2266R 15.5± 0.6 0.004± 0.002 1.09± 0.02 71.7± 0.7 1.66± 0.02 25.6± 0.7 -
slices TA2267R 19.5± 1.3 0.013± 0.002 0.88± 0.04 1.3± 0.03 5.1± 0.3 92.7± 0.3 -
TA2268R 30.0± 0.4 0.000± 0.003 2.54± 0.08 7.3± 0.3 2.92± 0.02 87.2± 0.3 -
Vik-RC 5.96± 0.07 0.244± 0.005 23.32± 0.19 4.20± 0.05 10.39± 0.13 61.84± 0.13 -
Grains TA2265R 172± 8 0.000± 0.009 0.07± 0.03 0.00± 0.04 0.59± 0.02 99.38± 0.07 0.80± 0.02
+HCl TA2266R 215± 19 0.000± 0.015 0.05± 0.07 0.63± 0.12 0.49± 0.03 98.89± 0.16 0.83± 0.02
+HF TA2267R 164± 15 0.000± 0.013 0.03± 0.04 0.13± 0.06 0.66± 0.04 99.20± 0.10 0.79± 0.04
+HCl TA2268R 146± 6 0.000± 0.011 0.05± 0.03 0.98± 0.17 0.69± 0.03 98.31± 0.17 0.77± 0.02
Grains
(No
HCl)
TA2266R 47± 3 0.000± 0.018 0.29± 0.07 33± 3 1.41± 0.04 65± 3 0.90± 0.04
+HF
In the last column in table 5.2 the depletion ratio is tabulated (OSL after prior IR stimu-
lation divided by OSL without any prior IR stimulation, see section 1.3). The ratios range
from 0.77 to 0.83 all of which suggest a significant contribution from to the OSL signal.
This is in contrast with the observed peaks in the XRF spectra where it appears that
almost all aluminium signal has been removed.
Finally, the XRF results from grains where HCl was not added to the slices before etching
with HF, are shown in the last row of table 5.2. When these results are compared with
the results in the middle part of the table, it is clear that the addition of HCl before HF is
more effective at removing calcium and feldspar than only HF; there is a smaller decrease
in aluminium and calcium for the grains where no HCl was added before HF. However
the purity check seems to give a different picture; the ratio with prior HCl treatment is
0.83± 0.02, whereas the ratio with no prior HCl treatment is 0.90± 0.04, suggesting that
the use of prior HCl either has no effect on the feldspar contribution to OSL, or even
increases the contribution.
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Table 5.3: mass % of feldspar minerals estimated from XRF results
Sample mass % mass % mass % mass % mass %
Na-feldspar K-feldspar Ca-feldspar Feldspar Quartz
Full slices Vik-RC 24.1± 0.4 73.6± 0.5 2.33± 0.11 58.5± 0.4 41.4± 0.3
Figure 5.9: Compositional phase diagram for feldspars
in the granite sample. Three slices were measured five
times. The resulting positions on a ternary diagram are
shown as red dots.
The feldspars in the granite sample (Vik-
RC) clearly consist mostly of potassium
feldspars, but some sodium and cal-
cium feldspars are also present (KAlSi3O8,
NaAlSi3O8 and CaAl2Si2O8). And since
six times more Si than Al is present,
more than half of the mass is feldspars:
58.5 ± 0.5 mass% is feldspars and 41.4 ±
0.3 mass% quartz. Figure 5.9 shows
the composition of the three different
feldspar minerals in the granite sample.
The fractions are the weight of the spe-
cific feldspar mineral divided by the to-
tal weight of all feldspar minerals (table
5.3).
39
CHAPTER 5. XRF ANALYSIS
5.3 Comparison with OSL/IRSL decay curves
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Figure 5.10: Normalised OSL decay curves from sample
no. TA2266R: Blue: OSL signal after an extra IR stimu-
lation. Black: OSL signal with no IR stimulation in front.
Green: The IRSL signal from the respective IR stimula-
tions are shown in green normalised to the corresponding
OSL signal. Full blue, green and black lines: The sample
that was treated with HCl before the HF treatment. Bro-
ken lines: decay curves from a sample with no HCl treat-
ment before the HF treatment. Red full line: normalised
OSL signal from calibration quartz. Pink full line: Pulsed
OSL signal from a full rock slice.
In figure 5.10 a normalised OSL signal from
sample no. TA2266R is shown together
with a calibration signal (red curve) from
known pure quartz grains. The blue and
black full lines show decay curves from a
sample that was treated with HCl before
the HF treatment. The blue and black
dashed lines show decay curves from a sam-
ple that was not treated with HCl before
the HF treatment. Blue shows the OSL sig-
nal after an extra IR stimulation, and black
shows the OSL signal without any prior IR
stimulation. The IRSL signal from the re-
spective IR stimulations are shown in green
normalised to the corresponding OSL sig-
nal. Some signal is present from feldspar
but only a little.
Surprisingly the signals from samples
treated with HCl show a slower component
than the samples not treated with HCl (full
lines versus dashed lines). This suggests
more feldspar in the samples including HCl treatment. But all OSL signals are as fast as
the calibration quartz signal and the variation can be uncertainties and change in sensi-
tivity. The pink line is a decay curve from a pulsed OSL measurement with a long pulse
width (see appendix H for a more detailed description of pulsed OSL). This decay curve
clearly includes some feldspar because of this slower decay, and it is thus clearly seen from
OSL measurements as well as the XRF results that the chemical treatment of the slices
indeed removes the feldspar signal.
Summary
The XRF results show a large amount of aluminium in the full slices. This amount of
aluminium is also seen in decay curves as feldspar contamination making the decay slower.
The XRF results from grains not treated with HCl before etching with HF show more
aluminium than the XRF results from grains treated with HCl. This feldspar is not enough
to give any significant signal, and the quartz grains where, according to OSL measurements
equally clean without the HCl treatment. However the improved disaggregation allowed
the recovery of more quartz grains per slice after prior HCl treatment. The calcium peak
in the XRF spectra suggest, that the reason for this is the removal of calcium carbonate
with prior HCl treatment.
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Tests prior to OSL measurements
Whether the SAR measurement protocol is performed correctly was tested. These tests
are based on the discussion of OSL measurements described in section 1.2, concerning
sensitivity and thermal transfer, and are based mainly on Murray et al. (2006). The
results of the tests are summarised in the end of the chapter.
6.1 The Les Roches D’Abilly site - France
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Figure 6.1: Preheat plateau test was done on 3 aliquots
for each preheat temperature. The grains were taken from
surface slices of sample TA2268R. The resulting measured
equivalent doses, corrected for thermal transfer, are shown
in pink circles.
In figure 6.1 results from a preheat plateau
test from grains from surface slices are
shown. Each point is the average of data
from three aliquots. The protocol used
for this measurement is given in table 1.1,
but with varying the preheat temperature
(180, 200 ... , 280 ◦C) (step 2) and the
cutheat temperature (140, 140, 160, ...,240
◦C) (step 5).
A plateau in the measured equivalent doses
is seen in the preheat temperature range
from 160 ◦C to 240 ◦C. The recycling ratio
for this temperature range was 0.965±0.011
(n=15).
In figure 6.2 and 6.3 the results of a dose
recovery preheat plateau test are shown.
Quartz grains extracted from surface slices
of sample TA2268R are measured according to table 1.1, but with varying the preheat
temperature (160, 180, 200 ...,280 ◦C) (step 2) and the cutheat temperature (140, 140,
160, ... , 240 ◦C) (step 5). The aliquots are bleached with blue light for 100 s twice, with
a pause of 10000 s in between, before being given a known laboratory dose of 67.4 Gy.
The resulting doses measured at different preheat temperatures are shown as black circles
in figure 6.2. The doses do not vary significant with temperatures from 160 ◦C to 200◦C,
and the average ratio of measured to given dose is 1.01 ± 0.02 (n=9) in this temperature
range. Above this temperature the doses increases with preheat temperature. Since the
given dose is known the ratio of the measured De to the known given dose should of course
be 1 (dose recovery ratio). To determine the contribution from thermal transfer a new
measurement were undertaken, but without given a dose after the bleaching. The results
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are shown as red points in the inset to figure 6.2. The thermal transfer can be clearly seen
at high temperatures.
The equivalent doses (black points in figure 6.2) can then be corrected for this thermal
transfer, to give the corrected doses shown as unfilled triangles in figure 6.2). But even the
corrected data show an increase with increased preheat temperature, suggesting that the
increase in measured dose can not be attributed to thermal transfer. The low temperature
dose recovery plateau is consistent with the preheat plateau range seen for the natural
doses (preheat plateau test in figure 6.1). As a result of these tests a preheat temperature
of 190 ◦C was chosen for the quartz grains from the limestone samples.
The recuperation and thermal transfer for the range of temperature around 190 ◦C are
tabulated in table 6.1. For this temperature range the recuperation doses are small com-
pared to regenerated doses and will not have any effect on the burial ages (table 6.1.). The
thermal transfer doses are also negligible compared to the measured surface doses shown
in figure 6.1. The thermal transfer doses are tabulated in table 6.1 as the measured dose
for given dose 0 Gy.
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Figure 6.2: Samples were bleached, then given a known
dose of 65 Gy. Afterwas the dose was measured (Black
circles). Unfilled triangles: Measured doses subtracted
thermal transfer in the red data. Intersect: Red dots
show data from the dose recovery measurement but with-
out given a dose after the bleaching.
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Figure 6.3: The ratio of the measured De to the known
given dose (recovery ratio) is shown as a function of pre-
heat temperature.
Table 6.1: Dose recovery and thermal transfer
Preheat Given n Measured Recovery Recuperation Dose prior
temp. dose dose ratio dose to recup.
[◦C] [Gy] [Gy] [Gy] [Gy]
180 0 3 0.06 ± 0.11 0.06 ± 0.02 26.9
180 67.4 3 65 ± 2 0.96 ± 0.03 0.08 ± 0.02 94.3
200 0 3 0.32 ± 0.06 -0.02 ± 0.04 26.9
200 67.4 3 69.4 ± 1.1 1.024 ± 0.016 0.17 ± 0.05 94.3
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6.2 The Iron Age site - Denmark
The sample from the Iron Age site in Denmark is a granite cobble. The granite cobble
mainly consists of feldspar. And quartz from this sample did not provide useful signals.
As a result the feldspar signals from this sample was measured using infrared stimulation.
A dose recovery test was undertaken for the standard high temperature pIRIR290 protocol,
and for the low temperature pIRIR290 protocol summarised in table 1.2. In the later, both
the preheat temperature and stimulation temperature for the test dose were lower than the
standard high temperaure protocol (250◦C instead of 320◦C and 225◦C instead of 290◦C
respectively).
The dose recovery was tested by giving a known dose of 48.9 Gy to three naturally bleached
surface slices (i.e. bleached by sunlight before sampling) and then this dose is measured.
To subtract any residual, three naturally bleached surface slices were measured without
given a dose. The results from the recovery tests are given in table 6.2.
Table 6.2: Dose recovery test
Low temperature pIRIR High temperature pIRIR
OSL Givena n Measured Recovery Recycling n Measured Recovery Recycling
dose dose ratio ratio dose ratio ratio
[Gy] [Gy] [Gy]
IR50 0 2 0.52± 0.02 0.950± 0.007 3 1.5± 0.5 1.03± 0.02
IR50 48.9 3 40.0± 0.8 0.807± 0.016 1.037± 0.003 3 43.2± 1.3 0.85± 0.03 1.017± 0.014
pIR290 0 2 1.72± 0.03 0.810± 0.014 3 3.08± 0.28 0.747± 0.011
pIR290 48.9 3 43.4± 0.3 0.852± 0.006 1.036 ± 0.005 3 46.4± 0.5 0.886± 0.012 1.017± 0.014
The test doses were 1.63 Gy and 32.60 Gy for given doses of 0 Gy and 48.90 Gy respectively.
The high temperature pIRIR protocol does not have significantly better dose recovery
ratios than the low temperature pIRIR protocol, and the later has some significant advan-
tages as discussed below. The thermal transfer doses will be subtracted from the natural
doses in later sections.
By using the low temperature pIRIR protocol the residual signal carryover to the test
dose was reduced by a factor of ∼ 10. This is seen in table 6.3. The measure of the carry-
over was done by using a test dose of 0 Gy and comparing the IRSL during the test cycle
with a similar measurement followed by test doses of 1.63 Gy and 32.6 Gy respectively.
Two different regenerated doses were given as usual.
The charge carry-over relative to the given regenerated dose is estimated from the ra-
tio of the apparent test dose signal (following a 0 Gy test dose) to the regenerated signal,
Tx/Lx. In addition the ratios of the response to the 0 Gy test dose to the response to the
larger test dose (1.63 Gy and 32.6 Gy), Tx0Txi , indicates the importance of the residual IRSL
signal.
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In all cases the effect is largest for small regenerated doses. The low temperature pIRIR
protocol shows in general about a 10 times smaller carryover to the test dose compared to
the high temperature pIRIR protocol. Therefore the low temperature pIRIR protocol is
used for this sample.
Table 6.3: Charge transfer to testdose
Low temperature pIRIR protocol High temperature pIRIR protocol
Reg.
dose
Test.
dose
Tx
Lx
Tx0
Txi
Tx
Lx
Tx0
Txi
DR [Gy] DT = i
[Gy]
(n = 3) (n = 3)
IR50
48.9 32.6 -
0.104± 0.005 % - 1.43± 0.06 %48.9 0 0.144± 0.010 % 0.96± 0.04 %
3.3 1.6 -
0.46± 0.18 % - 3.0± 0.3 %3.3 0 0.31± 0.13 % 1.14± 0.14 %
pIR290
48.9 32.6 -
0.279± 0.011 % - 2.90± 0.08 %48.9 0 0.245± 0.003 % 2.04± 0.12 %
3.3 1.6 -
0.66± 0.13 % - 6.74± 0.16 %3.3 0 0.32± 0.06 % 3.83± 0.10 %
Summary of test results
A SAR protocol with preheat temperature of 190 ◦C and cutheat of 150◦C provides a
recovery ratio close to one, acceptable recuperation and no significant thermal transfer.
This SAR protocol is used for the samples from Les Roches D’Abilly.
For the Iron Age Danish site a low temperature post IRIR290 protocol is used, despite the
unsatisfactory dose recovery measurements, because the low temperature thermal treat-
ment prior to the test dose gives rise to less residual signal carryover from the previous
regenerated dose and so a more reliable sensitivity correction when calculating Lx/Tx.
The recuperation signals are acceptable small, but thermal transfer will be subtracted
from measured doses.
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Iron age site
This chapter presents results from the granite cobble found as a part of a floor in an Iron
Age village in Denmark. The upwards facing side was marked with scratches that led the
archaeologists believe that it had been used as a whetstone (Mandrup, 2013) (personal
communication). The cobble had been uncovered, removed from the floor and placed on
the ground - still with the bottom side facing downwards 7 months before we collected it.
Rock slices from this cobble were prepared in the laboratory and placed directly in the Risø
Reader; IRSL signals were measured using the pIRIR290 protocol shown in table 1.2, and
both IR50 and pIRIR290 signals recorded. The important distinction between these two
signals are that IR50 signals are more easy to bleach than pIRIR290 signals, but pIRIR290
signals are significantly more stable than IR50 signals (Buylaert et al., 2009) (se section
1.4).
The measured luminescence profiles are shown in figure 7.1 with black and red circles rep-
resenting the sensitivity corrected IR50 and pIRIR290 signals, respectively. The error bars
represent the the standard error on the mean of the three cores making up the data set.
Qualitatively it can immediately be seen that both surfaces of the cobble have received a
significant daylight exposure prior to burial.
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Figure 7.1: Luminescence profile through the granite
cobble from Aarhus. Depth= 0 mm is the top surface
(facing up after excavation). Red: pIRIR290 profile.
Black: IR50 profile. Full lines are fit to the model ne-
glecting trap filling during daylight exposure (section
7.4).
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Figure 7.2: Dose response curves (full lines) for an
inner slice of the granite sample (depth: 20.3 mm) from
IR50 (black) and pIRIR290 signals. The saturation limit
from the corresponding luminescence profiles are shown
as dashed lines (see figure 7.1). The natural signals
are shown as triangles and the regenerated signals are
shown as circles.
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The remainder of this chapter describes the data analysis and fitting of these experimental
results in three steps:
1) Evaluating whether anomalous fading is significant (section 7.1).
2) Evaluating whether the bottom surface (the surface that was buried when building
was in use) was well bleached before burial, and determining the burial age for the bottom
side (section 7.2 and 7.3).
3) Fitting the model to the luminescence profile, and calculating ages from fitting pa-
rameters and the burial ages derived from the bottom surface (section 7.4).
7.1 Anomalous fading
From the two luminescence profiles, both signals appear to reach some limit in the inner
part of the rock. It is presumed that this represents the effective upper limit to signal
growth (field saturation limit) - since light intensity decreases exponentially it is unlikely
that the rock was ever bleached at depth ∼ 30 mm. In figure 7.2 dose response curves
from an inner slice for both the IR50 (black) and pIRIR290 (red) signal are shown. The
dashed lines represent the field saturation limits determined from the profiles (see figure
7.1). These field saturation limits observed in the profiles are lower than the saturation
limits observed in the laboratory dose response curves. This difference suggests that the
natural signals have faded. If fading is significant, then burial ages derived from signals
close to the rock surfaces, should be corrected for the fading.
In two measurements, previously bleached rock slices were given doses of 33 and 1304
Gy respectively. A test dose of 82 Gy was given in both measurements. The signals were
measured immediately after the doses were given. The measurement was repeated on the
same slices, but this time there was a delay of 12 hours before measurement. Fading rates
(g-values) were calculated as described in appendix C and the resulting distributions are
shown there. The results are summarised in table 7.1.
Table 7.1: Fading Correction
OSL Field sat. Lab. sat. Field sat. g-value g-value
signal Lab. sat.
(sat. level of (sat. level of Given dose Given dose
lum. profile) response curves) 33 Gy 1304 Gy
[Lx/Tx] [Lx/Tx] [% per decade] [% per decade]
IR50 2.20± 0.15 2.6± 0.3 1.19± 0.15 0.6± 0.2 3.7± 0.7
pIRIR290 5.60± 0.16 5.9± 0.3 1.06± 0.06 0.25± 0.15 1.9± 0.2
For the measurement using a given dose of 33 Gy the g-values for both IR50 and pIRIR290
are below 1 % per decade which is considered negligible. For the measurement with a given
dose of 1304 Gy an average g-value of 3.7± 0.7 % per decade (IR50) and 1.9± 0.2 % per
46
CHAPTER 7. IRON AGE SITE
decade (pIRIR290) is observed, suggesting that fading rate increases with absorbed dose.
The lower pIRIR290 fading rates compared to the IR50 fading rates is consistent with the
difference in field saturation limits seen in figure 7.1.
The ratio of the field saturation limit to the laboratory saturation limit is tabulated in
table 7.1. From these ratios it appears that the IR50 signals should be corrected 1.1± 0.2
more than the pIRIR290 signals for doses at saturation.
Compare this value with that implied by the g-values; these suggest that for doses at satu-
ration IR50 signals should be corrected 1.9±0.4 times more than the pIRIR290. These two
numbers are not significantly different The difference in the field and laboratory saturation
is therefore likely to be caused by fading, although failure in sensitivity correction at high
doses cannot be ruled out.
Nevertheless the most important conclusion here is that although the signals at high doses
(inner part of the cobble) may be underestimated, it is unlikely that there is any need for
fading correction for low doses near the surface of the cobble. And despite field satura-
tion being lower than laboratory saturation, surface doses do not require fading correction.
(The given dose of 33 Gy is about three times the dose measured for surface slices).
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7.2 Equivalent doses from surface slices
The burial ages are now derived using surface slices without any fading correction.
Several authors (Habermann et al., 2000) and (Vafiadou et al., 2007) have shown that
few hours of exposure to daylight is sufficient to bleach rock samples up to a depth of
about 2 mm, and this is confirmed by a qualitative examination of the luminescence pro-
file from the buried side of the cobble (figure 7.1). It is clear that the slices from the
bottom surface (the buried surface) had been exposed to daylight for a period before
burial, sufficient to reset the traps. The equivalent doses for surface slices (1.2 mm thick)
from the bottom side of this cobble were measured in order to determine the burial age.
The distributions of equivalent doses from bottom surface slices are shown in figures 7.3
and 7.4 for IR50 and pIRIR290 results respectively. The slices were taken from differ-
ent parts of the bottom surface. Slices taken from the centre part of the bottom side
are coloured blue and slices taken from near the edges of the cobble are coloured pink.
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Figure 7.3: Distribution of equivalent doses from sur-
face slices from the bottom of the granite sample mea-
sured by IR50. Pink bins show the distribution from
slices taken from near the edges of the cobble. Blue
bins show the distribution from slices taken from the
centre of the cobble.
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Figure 7.4: Distribution of equivalent doses from sur-
face slices from the bottom of the granite sample mea-
sured by pIRIR290. Pink bins show the distribution
from slices taken from near the edges of the cobble.
Blue bins show the distribution from slices taken from
the centre of the cobble.
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Figure 7.5: Distribution of equivalent doses from sur-
face slices from the top side of the granite sample mea-
sured by IR50 (green bins) and by pIRIR290 (blue bins)
The distribution of equivalent doses from the
two signals fall into two groups, with signif-
icant different means. The pIRIR290 signals
are less bleachable than the IR50 signal, and
in figure 7.4 the difference between the slices
from the edges and from the centre are not
as large as for the IR50 results.
Since neither of the two IR signals show sig-
nificant fading at these low doses, it is de-
duced that the reason for the higher value of
De from the pIRIR290 is because the signal
is more difficult to bleach. And the reason
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for the lower doses for slices taken near the edge is because this part of the surface did
receive some light exposure after excavation. For comparison the thermal transfer doses
(measured using slices from the surface exposed at the time of sampling) were 1.08± 0.12
Gy and 4.0± 0.6 Gy for IR50 and pIRIR290 signals respectively (see figure 7.5). The doses
measured from slices taken near the edge of the bottom surface are not significant different
from thermal transfer doses, and these near-edges-bottom slices are therefore not used to
determine the burial age of the bottom side.
The thermally transfer dose is subtracted from the doses measured from the bottom side
since it contribute to 9 % for IR50 doses and 27 % for pIRIR290 doses.
In contrast no significant recuperation signal was measured compared to the previous re-
generated dose, and is not expected to effect the measure of the natural doses. For a prior
dose of 16.3 Gy, the recuperation doses were 0.37 ± 0.05 Gy and 0.55 ± 0.05 Gy (n = 8)
for IR50 and pIRIR290 respectively; for a prior dose of 163 Gy the recuperation doses
were 0.31 ± 0.02 Gy and 0.72 ± 0.02 Gy (n = 3) for IR50 and pIRIR290 respectively. As
expected the thermally transfered doses are larger than the recuperation doses. The recu-
peration doses can be expected to arise from thermal transfer from deeper traps filled only
by laboratory irradiation. Note that the slices used to measure natural thermal transfer
were emptied only by daylight and the preheat. In contrast the recuperation doses were
measured after the high temperature preheat in the end of the previous cycle.
7.3 Ages from slices next to surface slices
Whether the ages from the bottom surface slices can be trusted leads back to the question
whether the surface was well bleached before burial or not. Since the dose rate varies with
depth the luminescence signal and the equivalent doses alone are not enough to answer this
question convincingly. Only if the ages are the same for the depths next to the surface,
can the surface be said to be well bleached before burial.
The relevant infinite matrix dose rates for this cobble are given in table 7.2. The derived
dose rate, equivalent doses and determined ages for the first five slices from the bottom
side are tabulated in table 7.3 - all doses have been corrected for thermal transfer. The
fraction of the relevant dose rates for the first five depths are calculated from equation 2.16
with a total depth of the cobble of h = 70.3 mm and slice thickness of ∆x = 1.2 ± 0.10
mm. The error on the age includes systematic errors from the dose rates and the random
errors from the equivalent doses and the beta calibration.
The estimated ages are tested statistically with student’s t-test, whether they are signifi-
cantly different from age of surface slice.
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Table 7.2: Dose rate common for all depth
Radiation Infinite
matrix
Corrected
(water con-
tent and
beta atten.)
Other in-
ternal
Internal
40K
Cosmic
[Gy/ka] [Gy/ka] [Gy/ka] [Gy/ka] [Gy/ka]
γInternal 1.97± 0.07 1.97± 0.07 0.06± 0.03 0.69± 0.03
0.20± 0.01βInternal 4.13± 0.17 3.72± 0.15
γExternal 1.09± 0.03 0.86± 0.02
βExternal 2.21± 0.05 1.53± 0.03
Table 7.3: Dose rate and age per slice
Depth Radiation Fraction for
the depth
Total dose rate
for the depth
aDe (IR50) Age (IR50) no. of slices
[mm] [Gy/ka] [Gy] [ka]
69.55 mm
γInternal 0.25± 0.0001
5.28± 0.17 11.3± 1.6 2.1± 0.3 5βInternal 0.76± 0.0124
γExternal 0.75± 0.0001
βExternal 0.24± 0.0124
68.05 mm
γInternal 0.26± 0.0002
5.77± 0.19 13± 3 2.3± 0.5 5βInternal 0.98± 0.0034
γExternal 0.74± 0.0002
βExternal 0.02± 0.0034
66.55 mm
γInternal 0.26± 0.0002
5.82± 0.20 15.9± 0.6 2.74± 0.10 3βInternal 1.00± 0.0004
γExternal 0.74± 0.0002
βExternal 0.00± 0.0004
65.05 mm
γInternal 0.26± 0.0002
5.83± 0.20 15.5± 1.8 2.7± 0.3 3βInternal 1.00± 0.0001
γExternal 0.74± 0.0002
βExternal 0.00± 0.0001
63.55 mm
γInternal 0.27± 0.0002
5.83± 0.20 17.9± 1.8 3.1± 0.3 3βInternal 1.00± 0.0000
γExternal 0.73± 0.0002
βExternal 0.00± 0.0000
a Equivalents doses have been corrected for thermal transfer. The errors on De and ages include only random errors
i.e. those not common for all depth.
7.3.1 Were the cobble well bleached before burial?
In figure 7.6 and 7.7 IR50 and pIRIR290 ages are plotted against depth from the bottom
surface. Figure 7.8 presents the corresponding dose rates. The slice at depth 0 mm is the
bottom surface slice. Within uncertainties the IR50 ages from the first five slices are not
significantly different from the surface slice and from each other. This implies that the
IR50 signals were well bleached into about 6 mm from the bottom surface before burial.
In contrast the pIRIR290 ages increases smoothly with depth. Therefore it is not possible
to deduce that the pIRIR290 signal was well bleached at the surface and reliable ages can
only be derived from the IR50 results.
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Figure 7.6: Ages from full rock slices (IR50) plotted
as function of depth. Depth = 69.7 mm is the bottom
surface. Each point represents an average of at
least results from three measurements. Black: Not
significantly different from the data point at the surface
(x=69.7 mm). Red: significantly different from surface
data point. The error bars include only random errors
from the age distributions, not common for each depth.
The error on the mean includes systematic errors as
well.
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Figure 7.7: Ages from full rock slices (pIRIR290)
plotted as function of depth. Depth = 69.7 mm is
the bottom surface. Each point represents an average
of at least results from three measurements. The
error bars include only random errors from the age
distributions, not common for each depth. The error
on the mean includes systematic errors as well. Black:
Not significantly different from the data point at the
surface (x=69.7 mm). Red: significantly different from
surface data point.
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Figure 7.8: Modelled dose rate for the depths shown
in figure 7.6 and 7.7. Depth = 69.7 mm is the bottom
surface.
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Figure 7.9: Distribution of ages from full rock slices
from the first five depths.
Averaging the ages for the first five slices from the bottom side gives a burial age of 2.5±0.3
ka. The error on this age includes an average of the systematic errors from the dose rates
for the five depths and the random errors from the equivalent doses, thermal transfer
correction and the beta calibration. The distribution of the ages for these slices are shown
in figure 7.9 rather than the dose distribution because of the variation in dose rate with
depth.
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7.4 Luminescence profiles
The luminescence resetting profiles were measured into the granite cobble and shown in
figure 7.10. Qualitatively interpretation of the profile provides a history starting from A:
the cobble was burial long enough to fill traps to the saturation limit, B: the "bottom"
side was exposes to daylight, C: "bottom" side was then buried, D: the "top" side was
exposed to daylight, E, "top" side was buried and F: "top" side was exposed to daylight
for 7 month after excavation. This qualitative analysis can be used to decide how many
events the fitted model should include. The data are fitted using L2(x), L3(x) in table 2.2,
with no trap filling during daylight exposure periods, summarised as:
dayligh-burial: L2(x) = [e−E(x)te1 − 1]e−
D˙tot(x)
D0
tb1 + 1 (7.1)
dayligh-burial-daylight: L3(x) = L2(x)e−E(x)te2 (7.2)
with E(x) = σϕ0e−µx.
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Figure 7.10: The IR50 data set of the luminescence resetting profile
from granite cobble. Each data point is an average of 3 solid rock
slices, obtained from three different cores going from the exposed sur-
face (top) to the buried surface (bottom) of the cobble. Letter A to F,
indicates qualitatively the effect on the luminescence profile by burial
and daylight exposure events, described in the text. The red line
shows the fit (equation 7.2) to the data from the top side (daylight-
burial-daylight). The blue line shows the fit (equation 7.1) to the data
from the bottom side (daylight-burial). Determined burial and day-
light exposure ages are seen in diagram positioned near the respective
effect of the luminescence profile. Dashed line shows 95 % confidence
intervals. The fit is weighted to = 1/(standard error)2.
The fitted profiles are shown in
figure 7.10. Resulting parameters
are µ, σϕ0te and tb/D0. These
and and corresponding errors are
tabulated in table 7.4. The relia-
bility of the model can be tested
by changing the initial values of
the model parameters in the fit-
ting process by up to 15 % result-
ing in the same fitting parameters.
Within the error bars most of the
data points lie within the 95 %
confident limit which also suggest
a good fit.
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Table 7.4: Granite cobble - Aarhus
Para- Fitted Calculateda
meter value from known/
fitted value
Top
µ 0.72± 0.07 mm−1
te1σϕ0 3 · 103 ± 2 · 103
tb1/D0 4.7 · 10−3 ± 0.6 · 10−3 ka/Gy
te1 0.6± 0.4 ka
tb1 1.9± 0.4 ka
te2 ≡ 0.6± 0.04 a
σϕ0 5 · 103 ± 3 · 103 ka−1
Bottom
µ 0.22± 0.02 mm−1
te1σϕ0 31± 9
tb1/D0 6.30 · 10−3 ± 0.49 · 10−3 ka/Gy
te1 (6± 2 a)
tb1 ≡ 2.5± 0.3 ka
D0 398± 57 Gy
a te1 is calculated from the value σϕ0 from the daylight exposed top side. D0 is calculated from
the known value of tb1 for bottom surface slices and the fitted value tb1/D0 (table 7.3). The
value of tb1 for the top side is then calculated using this D0 value.
7.4.1 Daylight exposure ages
σϕ0 is calculated from the known daylight exposure period of the top surface (te2 =
0.6 ± 0.04 a). te1 is then determined from te1σϕ0. The estimated values for the daylight
exposure times have large uncertainties mainly arising from the uncertainty on the fitted
parameter teσϕ0. The last known daylight exposure event is clearly seen as a decrease in
the luminescence profile at the top surface, but the event is poorly resolved in the data,
and as a result the fitted parameters are poorly known. Since this parameter is used to
calibrate the other two daylight exposure times, they are also poorly known.
The fitted values of the attenuation factor µ from the top and bottom side respectively are
significantly different. The slope at the inflection point is also seen to be different. One
reason could be that the attenuation factor varies from one side to the other. Because of
this possibility the optical absorbance was measured directly for all slices from one of the
cores. Although the natural spectrum for the cobble is not known the results (appendix
B) indicate that the absorbance appears to be independent of depth (when averaging over
the wavelength range of 355 nm to 900 nm), and so the attenuation factor can reasonably
be assumed to the same for all depths. Another explanation for the difference in slope
could also be a second daylight exposure hidden in the profile as discussed in section 2.4.1.
However the resolution of the data does not allow to draw any strong conclusions about
the likelihood of this possibility.
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7.4.2 Burial ages
The obtained value of D0 (398± 57 Gy) is determined from the bottom parameter tb/D0
and the value of tb from bottom surface slices (section 7.2). This D0 is comparable with
the average value observed directly from dose response curves (D0 = 375±45 Gy (n=19)).
The equivalent doses from the bottom (buried) side gives a burial age of 2.5± 0.3 ka.
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Figure 7.11: The same data set as seen in figure 7.10
and the corresponding fits. The black line is the pre-burial
luminescence profile including one daylight exposure, pre-
dicted from the fitting parameters obtained in the red and
blue fits. 95% confident interval are shown as broken lines.
The intersect shows the first eighth depths from the top
side.
Figure 7.11 shows pre-burial profiles pre-
dicted by the model. The profile at the top
has migrated about 10 mm into the rock
and the luminescence signal from slice num-
bers 2 to 5 are not significantly different
from each other. Therefore it is likely that
the daylight exposure event prior to the last
burial of the upper side was sufficient to re-
set the top surface. However the data from
the top side do not give a simple unam-
biguous burial age using the surface slices
because of the effect of the 7 months day-
light exposure after excavation. However
a burial age can be derived from the fit-
ting parameter tb1/D0. Using the D0 value
from the bottom side, gives a burial age of
1.9 ± 0.4 ka. This burial age is consistent
with the expected age of 2.00± 0.10 ka for the Iron Age village.
7.4.3 Fitting the pIRIR luminesecence profile
Figure 7.1 also shows a fit of the pIRIR290 data set to equation 7.1 (daylight-burial).
The pIRIR290 data set does not resolve the last daylight exposure event, and is not well
bleached at the surfaces. Nevertheless a fitting of this profile can be used to estimate the
photoionisation cross section σ. The ratio of the fitting parameter teσϕ0 from the IR50
profile to the pIRIR290 profile will give the relative relation between photoionisation cross
sections, since te and ϕ must be the same for the two signals. Although the attenuation
factor µ derived from fitting of the two signals should also be the same, in practise the two
fits gives different values of µ (see table 7.5).
With µ constrained to the value obtained from the IR50 signal (µ = 0.72± 0.07 mm−1) or
to the pIRIR290 signal (µ = 0.45± 0.02 mm−1), results in σ-ratios of 103± 83 and 24± 4
respectively. Murray et al. (2012) reported bleaching rates for feldspar IR50 relative to the
bleaching rate of feldspar pIRIR290 signals to ∼20 after a bleaching time of 10 s. Since
the photon flux, ϕ is the same, the ratio of bleaching rates is equal to the ratio of the
photoionisation cross sections σIR50/σpIRIR290 . This directly measured ratio is of the same
order as the results of fitting presented in table 7.5.
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Table 7.5: Photoionisation cross section
µ constrained to Ratio µ
signal from
teσϕ0(IR50)
teσϕ0(pIRIR290)
∼ σIR50
σpIRIR290
[mm−1]
IR50 103± 81 0.72± 0.07
pIRIR290 24± 4 0.45± 0.02
Summary - Iron Age site
The data strongly suggest that the bottom side of this cobble was well bleached by some
daylight exposure event before burial 2.5 ± 0.3 ka ago. The upper side does not contain
information enough to extract a burial age directly from surface slices, but a burial age
(prior to the daylight exposure following excavation) of 1.9± 0.4 ka was derived by fitting
data to the multiple event model. Prior to this burial event the cobble was exposed to
daylight for 0.6± 0.4 ka.
If the three events (daylight - burial - daylight) observed in the profile into the top surface
of the cobble are added, it gives an overall period of 2.5± 0.6 ka. This is indistinguishable
from the burial age of 2.5± 0.3 ka obtained from slices from the bottom side. This implies
that while the top surface of the cobble was reworked the opposite side (the bottom)
remained buried. This is consistent with the fact that the cobble was found as part of
a floor, and might have been lying there for several generations (corresponding to the
daylight exposure age of 0.6 ± 0.4 ka). Before that, the opposite surface must have been
exposed to daylight (B in figure 7.10), perhaps more than once, and presumably by natural
processes, transport and bioturbation processes before collection and use by human.
55
Chapter 8
The Les Roches D’Abilly site
The results from the cobbles from the French site Les Roches D’Abilly are presented in
this chapter. To summarise four cobbles were collected from section D beneath a rock fall
event. Three of them (TA2265R, TA2266R, TA2267R) had a small peace exposed to day-
light for ∼ 1 month after excavation, and one was buried (TA2268R). By 14C this section is
dated to 41-48 ka BP, and OSL and IRSL measurements on sediment gives 39±2 ka BP for
quartz and 45±2 ka BP for feldspar (Aubry et al., 2012). Data analysis includes three step:
1) Determining of burial ages from the surfaces (section 8.1).
2) Fitting the model to the luminescence profiles, and deriving ages from fitted parameters
and the surface burial ages (section 8.2).
3) Evaluation of whether the surfaces were well bleached before burial, and determining
burial ages from only well bleached surfaces (section 8.3).
8.1 Ages from surface slices
Mean burial ages are determined from surface slices. By taken slices from all over the sur-
faces, a large amount of measurements were possible. The results are summarised in table
8.1. The fraction of the dose rates at the surface slice is calculated from equation 2.15 with
a total depth of the cobbles of ∆x = 41 mm, ∆x = 35 mm, ∆x = 47 mm and ∆x = 38
mm for samples TA2265R, TA2266R, TA2267R, TA2268R respectively, summarised in ta-
ble 8.2 . The surface slices were irregular and the average thickness of 0.70 ± 0.10 mm
was used. The obtained ages are used in the fitting of the luminescence profile in section 8.2.
Table 8.1: Burial ages for Les Roche D’abilly
Sample Surface Dose rate
at surface
Surface mix from cobble Surface from lum. profiles
(< 1mm) De Burial age n De Burial age n
[Gy ka−1] [Gy] [ka] [Gy] [ka]
TA2265R Top 1.64± 0.08 66± 4 40± 3 40 69± 6 39± 3 31Bottom 79± 4 48± 4 26 72± 5 47± 4 14
TA2266R Top 1.65± 0.09 87± 6 53± 5 31 62± 10 42± 4 14Bottom 70± 5 42± 4 20 107± 18 41± 10 7
TA2267R Bottom 1.67± 0.08 66± 4 40± 3 15 79± 8 47± 6 3
TA2268R Top 1.76± 0.08 78± 6 44± 4 29 124± 20 56± 7 11Bottom 77± 4 44± 3 39 67± 6 31± 3. 26
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Table 8.2: Dose rate: Les Roches D’Abilly
Sample Radiation Infinite
matrix
Correcteda Percentage
at surface
slice
Internal
U content
in quartz
Cosmic Dose rate
at surface
(< 1mm)
[Gy/ka] [Gy/ka] [Gy/ka] [Gy/ka] [Gy/ka]
TA2265
γInternal 0.187± 0.016 0.187± 0.016 0.17± 0.000 0.06± 0.03
0.20± 0.01 1.64± 0.08βInternal 0.27± 0.03 0.25± 0.03 0.68± 0.019
γExternal 0.89± 0.02 0.88± 0.02 0.83± 0.000
βExternal 1.67± 0.05 1.53± 0.04 0.32± 0.019
TA2266
γInternal 0.176± 0.018 0.176± 0.018 0.15± 0.000 0.06± 0.03
0.20± 0.01 1.65± 0.09βInternal 0.23± 0.04 0.22± 0.03 0.68± 0.019
γExternal 0.89± 0.02 0.88± 0.02 0.85± 0.000
βExternal 1.71± 0.06 1.57± 0.06 0.32± 0.019
TA2267
γInternal 0.203± 0.014 0.203± 0.014 0.15± 0.000 0.06± 0.03
0.20± 0.01 1.67± 0.08βInternal 0.26± 0.03 0.24± 0.02 0.68± 0.019
γExternal 0.89± 0.02 0.88± 0.02 0.85± 0.000
βExternal 1.71± 0.06 1.57± 0.06 0.32± 0.019
TA2268
γInternal 0.268± 0.011 0.268± 0.011 0.15± 0.000 0.06± 0.03
0.20± 0.01 1.76± 0.08βInternal 0.39± 0.02 0.36± 0.02 0.68± 0.019
γExternal 0.89± 0.02 0.88± 0.02 0.85± 0.000
βExternal 1.71± 0.06 1.57± 0.06 0.32± 0.019
aCorrected for water content and beta attenuation.
TA2265R
TA2266R
TA22
67RTA2
268
R
48 ± 4 ka
40 ± 3 ka
42 ± 4 ka
53 ± 5 ka
40 ± 3 ka
44 ± 4 ka
44 ± 3 ka
Layer D1
Layer D2
Figure 8.1: The positions in the two culture layers D1
and D2 and the estimated burial ages of the surface for
the four samples from Les Roches D’abilly are show.
In figure 8.1 the positions in the culture
layers and the corresponding burial ages for
the four samples are shown. All obtained
ages are not significant different, imply-
ing that all these surfaces must have been
buried at the same time. An average of all
these surfaces ages gives a burial ages of
44± 3 ka (n=7 surfaces).
Figure 8.2 shows histograms of equivalent
doses from the surfaces.
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Figure 8.2: Distribution of equivalent doses from samples from Les Roches D’Abilly
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8.2 Luminescence profiles
The luminescence resetting profiles were measured into the four cobbles and modelled
using L2(x), L3(x) and in one case L4(x) in table 2.2, with no trap filling during daylight
exposure periods:
dayligh-burial: L2(x) = [e−E(x)te1 − 1]e−
D˙tot(x)
D0
tb1 + 1 (8.1)
dayligh-burial-daylight: L3(x) = L2(x)e−E(x)te2 (8.2)
dayligh-burial-daylight-burial: L4(x) = [L3(x)− 1]e−
D˙tot(x)
D0
tb2 + 1 (8.3)
with E(x) = σϕ0e−µx. The fitting parameters are the same as in chapter 7 namely µ,
σϕ0te and tb/D0. For all the profiles, the burial age at the surface is constrained to the age
determined from a mixture of surface slices (table 8.1). From those cores drilled all the way
through the cobbles at least three measurements per depth (three aliquots) are available,
and when many luminescence profiles were available a weighted average was taken using
the measurement uncertainties for weighting.
The luminescence profiles, and the corresponding fits, all normalised to saturation, are
seen in figure 8.3 to 8.8. The resulting fitting parameters are tabulated in table 8.3.
Cobble TA2265R - Figure 8.3 and 8.4
A small part of cobble TA2265R was exposed to daylight for about a month after the
excavation. One core was drilled from the daylight exposed surface (Figure 8.4). Three
cores were drilled from the buried top through to bottom surface (figure 8.3).
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Figure 8.3: Each data point represents the average of
6 aliquots (weighted to the standard errors of mean),
obtained from two different cores into the buried sides
of the cobble. The red line shows the fit (equation 8.2)
to the data with µ constrained to the average value
discussed in the text. Dashed line shows 95 % confide
intervals. The fit is weighted to = 1/(standard error)2.
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Figure 8.4: Each data point represents the average of 6
aliquots. Luminescence profile from the surface exposed
to daylight after excavation (ie. te2 = 0.10± 0.05). The
blue line shown the fit (equation 8.3) to the data with
the parameter tb1/D0 constrained to the value obtained
from the buried profile (red fit). µ is constrained to
the average value discussed in the text. Dashed line
shows 95 % confidence intervals. The fit is weighted to
= 1/(standard error)2.
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Fitting equation 8.1 to the obtained profiles from the top and bottom surfaces and equation
8.2 to exposed surface of cobble TA2265R resulted in attenuation factors of 0.5±0.2 mm−1,
0.56 ± 0.04 mm−1 and 0.9 ± 0.3 mm−1 respectively. These values are not significantly
different within the uncertainly limits. With the assumption of µ being constant with
depth a weighted average to the (error)−2 is taken to apply in subsequent fitting shown in
figure 8.3 and 8.4 and with parameters summarised in table 8.3.
The daylight exposure time te1 is calculated from the obtained value of te1σϕ0 and σϕ0
from the profile with a known daylight exposure event. The resolution of the data are not
sufficient to determine the burial event prior to the known daylight exposure event (figure
8.4). However this burial age can safely be assumed to be the same as the age calculated
from fully buried profile. The obtained values for the parameters show that the bottom
part of the cobble was exposed to daylight for 4 ± 4 a before it got buried 48 ± 4 ka ago,
and the top part was exposed to daylight for 1.0± 0.7 a before it got buried 40± 3 ka ago.
One core, TA2265R10b, did give a luminescence profile showing saturation at the bottom
side. This is consistent with the freshly broken appearance of this surface, suggesting that
during excavation a small piece had fallen off without being identified (Se figure D.1 in
appendix D).
Cobble TA2266R - Figure 8.5
Unfortunately no core from the daylight exposed part was available from this cobble. The
value of σφ0 obtained from TA2265R is used to calculate the daylight exposure times for
cobble TA2266R as well. Fitting equation 8.1 to the obtained profiles from the top and
bottom surfaces of cobble TA2266R resulted in attenuation factors of 0.7± 0.2 mm−1 and
0.7 ± 0.5 mm−1 respectively. These values are comparable within the uncertainly limits,
and a weighted average is used to constrain µ, resulting in the fits shown in figure 8.5, and
parameters in table 8.3.
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Figure 8.5: Each data point represents the average of 3
aliquots, obtained from one core into the buried sides of
the cobble. The red line shows the fit (equation 8.2) to
the data with µ constrained to the average value discussed
in the text. Dashed line shows 95 % confidence intervals.
Note: weighting = 1/(LN/TN )2 rather than 1/(standard
error)2, otherwise the fit did not converge.
The obtained parameter values show that
the bottom part of the cobble was exposed
to daylight for 10± 7a before it got buried
for 43± 4 ka and the top part was exposed
to daylight for 7 ± 4a before it got buried
for 53 ± 5 ka. These values are encourag-
ingly similar to the ages obtained from the
other cobble (TA2265R).
Profiles from two cores did not show day-
light exposure events prior to the last
burial. One of them was taken from near
the edge and did show low luminescence
signal for all depths, indicating bleaching
from the side (see figure D.2 and D.3 in ap-
pendix D).
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Cobble TA2267R - Figure 8.6
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Figure 8.6: Black circles: each data point represents
the average of 3 aliquots, obtained from one core into the
buried sides of the cobble. The red line shows the fit (equa-
tion 8.2) to the black data. Open triangles: Luminescence
profile from the surface exposed to daylight after excava-
tion (ie. te2 = 0.10 ± 0.05). The blue line shows the fit
(equation 8.3) to the open triangle data with tb1/D0 con-
strained to the value obtained from the buried profile (red
line). Dashed line shows 95 % confident interval. The fit
is weighted to = 1/(standard error)2.
Cobble TA2267R was a small round clast.
Unfortunately it was not possible to recover
full length cores through this sample due to
its fragility. Data from two cores are pre-
sented, one exposed to daylight at the sur-
face and one buried.
The resulting fit to the data is shown in
figure 8.6. As with cobble TA2265R, the
resolution of the data from TA2267R are
not sufficient to determine the burial event
prior to the known daylight exposure event
(figure 8.6). However the burial age can be
expected to be the same as the age calcu-
lated from fully buried profile. The result-
ing value of σφ0 is three times larger than
the value obtained from cobble TA2265R,
although the resulting exposure times are
comparable. The obtained parameters sug-
gests that the bottom part of cobble was
exposed to daylight for 0.8± 1.4 a before it
got buried 40± 3 ka ago, comparable with
ages obtained from the other cobbles.
Cobble TA2268R - Figure 8.7, 8.9 and 8.8
Cobble TA2268R was fully buried when excavated. The fitted profiles (equation 8.1) are
shown in figure 8.7 and 8.8.
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Figure 8.7: Each data point represents the average of
6 aliquots (weighted to the standard errors of mean), ob-
tained from two different cores into the buried sides of
the cobble. The red line shows the fit (equation 8.2) to
the data. Dashed line shows 95 % confidence intervals.
The fit is weighted to = 1/(standard error)2.
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Figure 8.8: Each data point represents the average of
3 aliquots, obtained from one core into the buried sides
of the cobble. The red line shows the fit (equation 8.2)
to the data with µ constrained to the average value dis-
cussed in the text. Dashed line shows 95 % confidence
intervals. The fit is weighted to = 1/(standard error)2.
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The parameter values are summarised in table 8.3. One core gives a luminescence profile
that shows saturation at the top (figure 8.8), while two other cores show low luminescence
signal near the surfaces (8.7).
The attenuation factors, µ, obtained from the bottom are 0.81 ± 0.03 mm−1 (figure 8.8)
and 0.8 ± 0.7 mm−1 (figure 8.7) which are similar. However the attenuation factor from
the top part is (0.35 ± 12 mm−1), which is significant lower. Because the burial ages are
comparable, it is likely that the apparent lower slope of the top side is caused by an extra,
hidden daylight exposure event.
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Figure 8.9: Same data set as in figure 8.7. The red line
shows the fit (equation 8.3) to the data, with µ is con-
strained to the average value discussed in the text. Dashed
line shows 95 % confidence intervals. The fit is weighted
to = 1/(standard error)2.
.
Figure 8.9 shows the fit to equation
8.3 (exposure-burial-exposure-burial) and
equation 8.1 (exposure-burial) to the pro-
files from the top and bottom sides respec-
tively. However the resolution of the data
is not sufficient to make any reliable con-
clusions whether a single daylight exposure
event or two daylight exposure events have
taken place before burial of the top surface.
The length of the daylight exposure period
prior to the last burial are calculated to be
2.8 ± 1.8 a and 24 ± 12 ka for the bottom
surface and 3 ± 2a for the top surface (µ
constrained to a weighted average). Here
the 24± 12 ka is significant larger than the
values obtained from other cobbles.
Robustness of the model
When fitting the data sets, initial guesses for the parameters are given. By varying these
guesses by a standard diviation of a factor 2 of the initial guess the fits kept given the
same values for the parameters. The model can therefore be said to be robust with regard
to the initial guesses.
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8.3 Were the cobbles well bleached before burial?
To verify the burial ages the profiles need to be investigated to see whether the cobbles
were well bleached (reset to zero luminescence signal) before the last burial.
Figure 8.10 summarises all the profiles and their associated pre-burial profiles as predicted
by the model for all samples. This is done by using the obtained parameters in the equation
for L1(x) = e−E(x)te1 , describing a single daylight exposure event (and L3(x), equation 8.2,
for the fit in figure 8.10f).
It is then shown graphically that the fits predict that all the relevant profiles were indeed
well bleached before the last burial event, and thus the burial ages are reliable as there is
no residual dose of significant importance at the surface, due to the modelled profiles.
In figure 8.11 the ages determined from equivalent doses from two to five layers in from
the surface are shown. The dose rate used to determine the age is calculated from equa-
tion 2.15, and the corresponding equation for beta radiation. The estimated ages are then
tested statistically with student’s t-test, whether they are significantly different from age
of surface slice.
A cobble can be said to be well bleached up to the depth where the ages starts to become
significantly different from the age from the surface slice. The data points in red in figure
8.11 are significantly different from the surface age. The black data points are not signif-
icantly different and a burial age can be estimated as an average of the ages from these
data points. The shape of the profiles were used to decide how deep into the surface the
ages should be determined.
From figure 8.11 is can be concluded that sample TA2265R was well bleached to a depth
of 2.10± 0.10 mm from the top and from the bottom surfaces. Sample TA2266R was well
bleached to a depth of 3.60± 0.10 mm from the bottom surface and 5.10± 0.10 mm from
the top surface. It is not possible from these ages to identify whether sample TA2267R
was well bleached at the bottom surface, since the ages from the first three depths are
significant different. Sample TA2268R was well bleached to a depth of 3.60 ± 0.10 from
the top surface and 2.10± 0.10 for the bottom surface.
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Figure 8.10: Same data sets are shown again for: a) As in figure 8.3, b) as in figure 8.5, c) as in figure 8.6, d) as
in figure 8.8, e) as in figure 8.7, f) as in figure 8.9.
A summary of the profiles and the corresponding pre-burial profiles for all samples are shown. Red line represents
the fit to the data by equation 8.1, one daylight exposure followed by one burial event. (In f) equation 8.3 is shown
for the top part). The black lines represent the predicted pre-burial profiles. Dashed lines are the 95% confidence
intervals for the pre-burial profile.
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Figure 8.11: Ages calculated from slices close to the surfaces of the cobbles. The ages are plotted as a function of
depth from the surface. Notice that both top and bottom surface starts at x = 0 mm. Data points in black are not
significantly different from the surface slice no. 1 (depth = 0.6 mm). Data points in red are significantly different
from the first slice. The average values of the black data points are tabulated. The error bars include only random
errors from the age distributions, i.e. those not common to all depth. The error on the mean includes systematic
errors as well.
a) and b) show bottom and top ages respectively, from the profile from cobble TA2265R (figure 8.3). c) and d) show
bottom and top ages respectively, from the profile from cobble TA2266R (figure 8.5). e) show bottom ages, from
the profile from cobble TA2268R (figure 8.7, 8.8 and 8.9). f) show top ages, from the profile from cobble TA2268R
(figure 8.7 and 8.9).
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Figure 8.12: Same type of plot as in figure 8.11. Bot-
tom ages from the profile from cobble TA2267R (figure
8.6).
Summary: Les Roches D’Abilly
The luminescence profiles can all be adequately represented by the multiple event model
developed in this study. Daylight exposure periods of 1 to 15 years were obtained using
calibration from a known daylight exposure event in sample TA2265R. It should however be
mentioned that the uncertainties of these daylight exposure times are considerable partly
because the calibration exposure event is very short and not sufficient to give an accurate
measure of σφ0. But nevertheless it is clear that the cobbles were exposed to daylight
before a burial event. An average of all the burial ages (quartz) for the cobbles from Les
Roches D’Abilly suggest an age for the rock fall event of 44±3 ka BP. The fitting parameter
show in general similar values when the different cobbles are compared.
The variation in the degree of resetting the luminescence signal near the surface, implies
that different parts of the cobbles have been bleached to different degrees. This will be
discussed in next chapter.
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Discussion
9.1 Qualitative information from luminescence profiles
The luminescence profiles obtained by measuring optically stimulated luminescence at dif-
ferent depths in rock samples give considerable qualitative information about the daylight
exposure and burial history of the samples. Some of the cobbles in this study had a known
daylight exposure event. The luminescence profiles from these cobbles clearly show this
extra daylight exposure event as a decrease in the luminescence signal near the surface.
To be confident of a burial age, the sample must have been exposed to daylight before
burial. Rock surfaces are particular valuable because they may contain information of
daylight exposure events prior to burial events. It seems that different parts of the cobbles
from Les Roches D’Abilly have been bleached to different degrees; while some profiles show
complete resetting of the OSL signal prior to burial, some others show the contrary. This
could be due to complex burial-exposure history of these cobbles or the possible removal of
the bleached surface due to surface weathering. This implies that the burial ages obtained
using slices from the whole surface of the cobble might be overestimated For age calcula-
tion it may be more reasonable to use surface slices which underlying luminescence profile
is known. Qualitatively a flat luminescence profile near the surface may give evidence for
a well bleached surface, and this can probably be simplified by examining only the slices
immediately underlying the surface slice. To be confident of a well bleached surface, the
ages need to be determined quantitatively.
9.2 Quantitative information from luminescence profiles
Ages for the first couples of depths are used to determine whether the rock samples were
well bleached at the surface. Since the first two to five depths give ages not significantly
different from the surface age, the cobbles can be said to be well bleached (reset) at the
surface. In principle these ages can be used to determine the burial age.
From the limestone samples from Les Roches D’Abilly an increase in luminescence profile
near the surfaces are seen. But in this case the internal dose rate is smaller than the ex-
ternal dose rate and this difference in dose rate may be the reason for the increase. In this
case at least an increase near the surface may give confidence in a well bleached surface,
but it is not a guarantee, again the ages must be investigated. The ages from the first few
mm are not significantly different and the buried surfaces appeared to be, in general, well
bleached. The ages determined in this way are however not significantly older or younger
than the ages determined from a mixture of surface slices from all over the surface.
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For the granite sample from Aarhus the internal dose rate is larger than the external dose
rate, the drop in luminescence signal near the surface may be caused by the dose rate
difference and not by incomplete bleaching. But as mentioned the ages from the first five
depths do not differ significantly and the surface can therefore be said to be well bleached
before burial. In contrast if a luminescence profile with internal dose rate smaller than the
external dose rate, shows a drop near the surface incomplete bleaching must be the reason.
The parameters tb/D0, σφ0te and µ are obtained by fitting the model to the data sets.
The obtained value of the attenuation factor µ is usually well known, since µ dictates the
value of the slope. But if many burial and daylight exposure events have taken place an
extra daylight exposure event can hide a previous event giving an apparent slope which is
an artefact rather than a true attenuation. This situation was seen in the luminescence
profile from the the granite sample from Aarhus. In such cases it is not possible to estimate
the daylight exposure times. One way to determine whether a double event has been taken
place in contrast to a change in µ is to measure absorbance at all depths. This was done
for the sample from Aarhus and it showed no significantly change in the absorbance with
depth, therefore µ is likely to be the same for all depths. Thus the granite sample seems to
have experienced more than one daylight and burial event at the bottom side. Since this is
not revealed as a visible kink in the luminescence profile, it is difficult to evaluate whether
the bottom surface was well bleached before burial simply by looking at the predicted
pre-burial profile.
By knowing the value of the burial age, tb, from surface slices or from the first few depth
increments, D0 can be determined. Another approach to find the burial age is to determine
a suitable value of D0 from laboratory dose response curves, and then determine tb from
the fitting parameter tb/D0. It is as yet unclear whether one or other of these approaches
is to be preferred. The two ways of finding the burial age give essentially the same value
in this study, but if D0 is constrained to the value obtained from dose response curves,
the value of tb will be estimated from the luminescence signal for all depths. This could
give an accurate estimate if fading is significant (only for feldspar) or if multiple events
have change the profile, so that an apparent profile is seen. Therefore it may be more
accurate to measure the ages of the first few mm or from many surface slices, then using
this age to find the effective value of D0. This value should still have a value that it not
significantly different from the value determined from dose response curves as in this study.
A rock sample only containing information from a daylight exposed surface can still give
information about a previous burial event by using D0 from dose response curves.
The values of σφ0 are not well-constrained in the fits in this study and do have large
uncertainties; which in turn lead to large uncertainties in the daylight exposure times.
The calibrations used in this study arises from a daylight exposure event that produces
a luminescence profile penetrating to only 2 mm. This gave a large uncertainty in the
parameter σφ0, because the effect on the known daylight exposure event is reflected in few
data points each with a relatively large uncertainty.
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9.3 Fading
Fading is an issue when using feldspar for OSL dating. One advantage when using OSL
for rock surface dating, is that the field saturation limit is recorded in the profile. If that
field saturation limit is smaller than the saturation limit obtained in the laboratory for the
response curves, it is likely that fading is significant. But fading often depends on dose
and it is therefore not possible to use a fading correction factor obtained from the ratio of
field saturation to laboratory saturation limit for all data point in the luminescence profile.
This was the case for the granite sample from Aarhus. Both fading measurements and a
difference in field and laboratory saturation limit suggest fading for the inner part of the
rock (high doses). But fading measurements for doses close to the surface dose, did not
show significant fading. Since the degree of fading depends on dose simple normalisation
of a profile is insufficient; the profile should in principle be fading corrected to different
degrees depending on the depth (dose) in the profile. Such a fading correction would
require fading measurements for different given doses and measure of equivalent doses for
many depths. After correction, the profile could be expected to change the shape in such a
way that the slope and inflection point would change, given higher value of the attenuation
factor and probably lower value of exposure times.
9.4 Preparation of the samples
From XRF spectra of full rock slices it is clear that the limestone samples from Les Roches
D’Abilly consist of quartz, some feldspar and calcium carbonate. After the chemical treat-
ment feldspar and calcium signals are almost gone. But the purity test (depletion ratio)
still shows some feldspar signal. Nevertheless the preparation of the rock samples employed
in this study did provide almost pure quartz grains from a luminescence perspective. The
addition of HCl was necessary to remove CaCO3 so that the HCl could attack the feldspar
grains and disaggregate the slices. The different structures of feldspar and quartz seems
to be the key point in understanding the different chemical behaviour.
One problem with using HF for longer times is that some amount of the quartz grains itself
may etch away. If more than the estimated 9-10 µm is etched away the field dose rate will
be overestimated giving too young an age. Or if for examples some other materials are
coating the quartz grains (feldspar or calcium carbonate) less than the 9-10 µm can be
expected to be etched away and the age will be too old.
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Conclusion
It is first concluded that, in order to extract pure quartz grains from the limestone samples
(Les Roches D’Abilly), hydrogen chloride should be used before etching with hydrofluo-
ric acid. Otherwise calcium carbonate will not be removed from the rock slices, and the
hydrofluoric acid will be unable to attack the feldspar grains and the slices will not disag-
gregate into individual grains. The different structures of feldspar and quartz seems to be
the key point in understanding the different chemical response to acid attack.
The absence of feldspar signal in XRF analysis is not matched by a corresponding ab-
sence of the effect of IR stimulation on blue light OSL, and it must be presumed that XRF
is not sufficiently sensitive to detect the trace amounts of feldspar affecting the OSL signal.
Turning now to the interpretation of the luminescence signals, multiple sequential daylight
exposures and burial events can be identified from blue light and IR stimulated lumines-
cence depth-profiles from rock samples. This confirms the suggestion that a rock surface
contains a record of its daylight and burial history. Thus by examining the underlying
luminescence profile; a well-bleached rock surface can then be identified, and then dated
with confidence.
Using mathematical modelling, these daylight exposures and burial events can be quan-
tified. By determining the burial ages from the near surface layers of cobbles and by
investigating the fitted luminescence profile, it is concluded that the cobbles in this study
were apparently well bleached before burial. This increases the confidence in the estimated
burial ages. From the fitting parameters, a burial age can be recovered even from a sub-
sequent daylight exposed surface. In all cases examined here, the burial age of the most
recent burial event is consistent with expected ages. An average of all the burial ages
(quartz) for the cobbles from Les Roches D’Abilly suggest an age for the rock fall event of
44± 3 ka, in agreement with the age from OSL dates for quartz grains from the sediment
of 39± 2 ka, and 14C age of 41-48 ka BP (Aubry et al., 2012).
Exposure times need a known natural light exposure as calibration and are relatively poorly
known. The best approach to this calibration should be investigated further before draw-
ing any strong conclusions about daylight exposure times.
However the difference in the burial ages from the top and bottom part of the Iron Age
whetstone is 0.6±0.5 ka. This difference is likely to represent the time period during which
the cobble was in use, and was thus exposed to daylight at the top surface. From the fitting
parameters a daylight exposure event of 0.6± 0.4 ka was independently estimated, in good
agreement with the difference in the burial ages.
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This study serves to confirm the value of luminescence profiles to test the assumption
of complete bleaching, and demonstrate that rock surface ages obtained from such known
well bleached surfaces are consistent with those from sediment ages. Such direct bleaching
information is not available in sediment dating.
Finally, the work outlined in this thesis has revealed the wealth of information that can
be recorded by a single cobble, much more than can be recorded by unconsolidated sedi-
ment. It is concluded that the luminescence dating of rock surfaces must have considerable
potential, perhaps eventually matching the widespread applications of OSL dating of sed-
iments.
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Perspectives
To test the model a sample with known daylight exposure time could be useful. For
instance, one could use a field sample that has been buried for a long time at one side (or
cut a rock in half). Then uncover some part (A) to be exposed to daylight for a known
period of time. Then uncover more of the same site (B) and leaving part A and B exposed
to daylight. Then uncover part C and leaving part A, B, and C exposed to daylight and so
on. Then different luminescence profiles could be build up with same attenuation factor,
same σφ0 but different known values of exposure times. Then the model could be tested
under more controlled circumstances. This could also be done in the laboratory with a
solar simulator.
If the dose response curves show another behaviour than the single exponential response
seen in the samples in this study, the model could be modified to include that observation.
Such a change would acquire a change in the definition of the filling rate, F (x). If for
example a double exponential behaviour is identified, the part of the model describing the
burial events should be changed to:
L(x) = (Li(x)− 1) 1
a+ c
(
ae
− D˙tot(x)
D0,1
tb
+ ce
− D˙tot(x)
D0,2
tb
)
+ 1, (11.1)
instead of equation 2.6.
Expanding the model to include weathering is also a relevant issue.
A simple expansion of the preparation method is to use a drill with larger diameter. This
would give possibilities for more measurements per depth for samples where grains can be
extracted. It then may be possible to use the determined burial ages from only areas where
a full luminescence profile is measured, and so avoid any over or underestimation by taking
surface slices from the whole rock surface, not knowing if all parts have been bleached to
the same degree before burial, or if some parts have were broken due to weathering.
Another issue is whether the samples are homogenous enough to assume a constant atten-
uation factor. It is relatively simple to measure the absorbance from each slice, as it was
done for one sample here.
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Appendices

Chapter A
Site of Rockshelter
Figure A.1: Bordes-Fitte rockshelter synthetic log showing the filled stratigraphic sequence, palaeoenvironmen-
tal interpretation and archaeological attribution. Bio-calcirudite and calcarenite (1), silicified limestone (by roof
rockshelter) (2), bioturbated calcareous sand (3), polymodal siliciclastic sand (4), unimodal siliciclastic sand (5),
siliciclastic sandy-silt (6), matrix-supported breccia (7), organic matter layers (8), non-depositional unconformity
(9), disconformity (erosional unconformity) (10), geoarchaeological field unit (11), geo- archaeological complex (12).
(Aubry et al., 2012). The red line shows the area from which the samples in this study is taken.
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Chapter B
Spectrophometric measurements
The absorbans was measured for one of the cores from the granite sample from Denmark
(Vik-RC-06). The absorbans was measured for wavelengths from 355 nm to 900 nm. The
average absorbans, A was the divided by the thickness (∆x) of the slice given an estimate
of the attenuation factor (µ). The resulting average for µ is 2.1± 0.1 mm−1. As expected
the attenuation factor from this measurement is bigger than the value obtained from the
fits. The reason is that in nature the sunlight spectrum does not only include the visible
light. The main point in this measurement is to see if any significant variation with depth
was significant. Since this is not the case µ will be assumed to be the constant with depth.
I = I0e
−µ∆x (B.1)
A = ln
(
I0
I
)
= µ∆x (B.2)
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Figure B.1: The attenuation factor calculated from the absorbans is plotted agains the depth in the profile.
Errorbars is also plotted but they are smaller than the data points themselves. Blue line show the average value.
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Chapter C
Anomaouls fading results
The g-value is defined as (Aitken, 1985)
I = Ic
[
1− g
100
log10
( t
tc
)]
, (C.1)
where I is the intensity at time t, Ic is the intensity at time tc, g is a constant (g-value)
and tc is an arbitrary time. In this study tc = 0.5 days.
The distributions of the measured g-values for the two measurements are shown in figure
C.1 and C.2 for the given doses of 33 and 1304 Gy respectively. Both the results from IR50
and pIRIR290 signals are shown. Figure C.3 and C.4 show IRSL signals from one of each
of the measurements described in section 7.1.
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Figure C.1: Distribution of g-values from IR50
(blue) and pIRIR290 (red) fading measurements
with a given dose of 33 Gy.
−5 0 50
1
2
3
4
5
6
7
g−value
Fr
eq
.
Given dose: 1304 Gy
 
 
IR50
pIRIR290
Mean (IR50): 3.75± 0.67 %/ per decade (n=6)
Mean (pIRIR290): 1.94± 0.16 % per decade (n=6)
Figure C.2: Distribution of g-values from IR50
(blue) and pIRIR290 (red) fading measurements
with a given dose of 1304 Gy.
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Figure C.3: One example for the fading measure-
ments with IR50 is shown for two different given
doses. One low dose, close to the surface dose, and
one high dose close to the value for the slice at sat-
uration.
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Figure C.4: One example for the fading measure-
ments with pIRIR290 is shown for two different given
doses. One low dose, close to the surface dose, and
one high dose close to the value for the slice at sat-
uration.
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Chapter D
Luminescence profiles
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Figure D.1: Each data point represents the average of 3
aliquots from sample TA2266R10b
One of the three cores from cobble
TA2266R was taken close to one edge of the
cobble (TA2266R-02b). The luminescence
profile from this core does not show mul-
tiple event. The almost constant value of
LN/TN , is close to the level at the surface
for the other profiles, suggesting that pro-
file TA2266R02b has been bleached from
the side and thereby at all depths (see fig-
ure D.2). Therefore this profile will not be
fitted to the model and surface slices can
not be trusted to give the right burial age.
From another core (TA2266R16, figure
D.3) the luminescence profile only shows a
small hint of a daylight exposure event be-
fore the burial at the top surface. From this core the surface slice will not be used to
estimate a burial age because it is not sure that this part of the rock was well bleached
before burial.
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Figure D.2: LNT/N data from sample TA2266R02b.
Each data point is an average of three aliquots. The core
was drilled close to the edge of the cobble
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Figure D.3: LNT/N data from sample TA2266R16.
Each data point is an average of three aliquots.
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Chapter E
Dose rate
E.1 Water content
Since the dry dose rate is calculated from the concentration of nuclides, if water content
is not considered the dry dose rate would give an overestimate of the effective dose rate.
The reason for this is because of two things:
1) Water absorbs energy in a different way than the soil, and water does not emit all
the energy again.
2) Water makes a dilution of the sediment.
The mass stopping power and attenuation cross sections of water are higher than those of
typical sediments (Guérin et al., 2012), this leads to an energy absorption (no. 1) and will
lower the field dose rate compared to the dry dose rate (the one measured from the nuclide
concentrations) because the water absorbs some of the energy the samples would have re-
ceived if the sample was dry. Since the dry dose rate is calculated from the concentration
of nuclides in the dry sample, water content in the field would give a lower field dose rate
than the calculated dry dose rate simply because of dilution (no. 2).
If W denotes the saturated water content (mass of water pr. mass dry sample), F denotes
the fraction of saturation and a denotes a correction factor for how much more energy
water absorbs per unit mass than the sediment. By averaging over the relevant spectra
it has been estimated that the absorption coefficient for water is 50% higher than soil
for alpha radiation, 25% higher for beta radiation and 14% higher for gamma radiation
(Zimmerman, 1971). To correct the dry dose rate for these two effects the field dose rate
should be corrected according to:
Da,water =
Ddry
1 +WFa
(E.1)
For a = 1 only the dilution effect is included in the correction. For a different from 1
the absorption effect of water compared to the soil is included in the correction. Since
a is different for alpha, beta and gamma radiation there will be three of those equation
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correcting for the water content from each individual radiation types (Aitken, 1985):
Dα,water =
Dα,dry
1 + 1.50 WF
(E.2)
Dβ,water =
Dβ,dry
1 + 1.20 WF
(E.3)
Dγ,water =
Dγ,dry
1 + 1.14 WF
(E.4)
E.2 Grain attenuation and etching
The grain attenuation and the etching of the grains will also have an effect on the field
dose rate. For gamma radiation it will have no effect because of the large range of gamma
radiation. But the effective alpha and beta radiation the sample has received is affected
by the attenuation and therefor also the etching. The etching will take away the part of
the grains that have recieved any alpha radiation. The inner part of the grains has not
received any alpha radiation, therefor the effect on alpha radiation by etching is that no
alpha radiation should be included. For beta radiation the attenuation and the removal
of the outer layer should be taken into account. Because of attenuation the outer layer
receives a dose that is higher than average for the grain and to correct for the removal of
an outer layer of approximate 9-10 µm a factor of 0.974 should be multiplied to the dry
dose rate (Aitken, 1985). This factor is calculated from the energy loss be removing the
outer layer for the different isotope series.
The factor needed to correct for the attenuation of the beta radiation is the absorptans; the
ratio of beta dose within the non-radioactive grain and a point dose within the radioactive
matrix in which the grain is embedded. This is 1 minus the transmittance. To correct for
both effect one needs to use the equation:
Dβ = Dβ,dry(1− Φτα) = 0.974Dβ,dry, (E.5)
where τα is the transmittance depending on the energy of the radiation and thereby the
wavelength. Φ is the grain size. To find the value needed for τα one needs to average over
the energies for the radiations in question. As the grain size increases the contribution
from external beta and alpha dose rate decreases.
E.3 Cosmic rays
The contribution of cosmic rays to the field dose rate is mainly depend on the burial
depth and on the altitude. As the sample site comes closer to the poles (higher altitude)
the contribution from cosmic rays increases. As the the depth of sampling increases the
cosmic ray contribution decreases because of attenuation. Normaly the contribution from
cosmic ray is less than 10% of the total dose rate.
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E.4 Contribution from internal and external dose rate
To evaluate the rate at which energy is being deposited in a sample, one assumes conserva-
tion of energy within a volume grater than the range of the radiations. This is the infinite
matrix assumption. This assumes that the rate of energy absorption is equal to the rate
of energy emission pr. unit mass. This assumption can only be made if the radiation is
uniform within the matrix and the absorption coefficients of the constituents are uniform.
For beta radiation the sample should be uniform over a distance of at least 3-4 mm, and
over a distance of 0.3 mm for gamma radiation.
This assumption is although not possible to make for rock samples in this study because
of the boundary from rock to soil.
When dealing with rock samples that were sitting in a soil with a different radioactivity
than the internal radioactivity from the rock itself one needs to take into account the dif-
ferent contributions from the surrounding soil and the rock itself.
The following sections are written based on appendix F in (Aitken, 1985).
E.4.1 Gamma dose within a sample
The contribution from external and internal gamma dose rates to a parallel-sided sample
of thickness h and infinite extent, can be written as equation E.6 and E.7 respectively,
(Aitken, 1985), where D˙ext denotes the external gamma dose rate from the surrounding
soil and D˙int denotes the internal gamma dose rate from the rock it self. D˙text and D˙tint
are the infinite gamma matrix dose rate from the sediment and rock respectively. c is the
gamma attenuation factor in the rock and f = 0.5 (Aitken, 1985).
D˙ext(x, h) = D˙
t
extf(e
−cx + e−c(h−x)) (E.6)
D˙int(x, h) = D˙
t
int[1− f(e−cx + e−c(h−x))] (E.7)
These two contribution will sum up to the total gamma dose rate as
D˙total(x, h) = D˙
t
ext p(x, h) + D˙
t
int [1− p(x, h)], (E.8)
with p(x, h) being the self dose rate percentage; the ratio of the dose rate the rock gets
from the surrounding soil to the infinite matrix gamma dose rate. p(x, h) = D˙e(x,h)
D˙te
. To
calculate the dose rate for a given rock slice p(x) must be integrated over the thickness of
a slice xi to xf . The average gamma dose rate for one slice is then given by:
D˙slicetotal(x, h) = D˙
t
ext
∫ xf
xi
p(x, h)
xf − xi + D˙
t
int
(
1−
∫ xf
xi
p(x, h)
xf − xi
)
(E.9)∫ xf
xi
p(x, h)
xf − xi =
0.5
c(xf − xi)
[
e−ch(ecxf − ecxi) + e−cxi − e−cxf
]
(E.10)
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The internal contribution D˙int(x, h) will have a maximum at the center of the rock and the
external contribution, D˙ext(x, h), will have a minimum at the center as expected. Whether
the total dose rate will have a minimum or maximum at the center depends on the ratio
of Dtext and Dtint. The expressions can be written for beta and alpha dose rates as well,
with corresponding attenuation factors.
The importance of this knowledge is the change of the dose rate near the surface because
this can have an effect on the shape of the luminescence profile. If the total dose rate has
a minimum at the center (Dtint < D
t
ext), the luminescence profile can be expected to show
an increase going towards the surface not because of a new burial event but because of this
change in dose rate. For Dtint > D
t
ext the opposite effect effect can be seen with a drop in
the profile as the surface is reach. This can be seen in figure E.2.
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Figure E.1: Total dose rate shown for the cases where
Dtextβ,γ = 0.5D
t
intβ,γ (red) and D
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Figure E.2: Moddelled luminescence profile from one
site with one daylight exposure event followed by one
burial event for the two cases of dose rates seen in figure
E.1. Blue: Dext > Dint. Red: Dext < Dint.
E.4.2 Dose rate calculations in rock samples
In this work rock samples are dated and especially the luminescence profile with depth is
important. It is therefore important to use the right dose rate and its dependent on depth.
When a rock sample is fully buried is can be assumed to be a parallel plate exposed to
internal ionised radiation from the rock it self and from external ionised radiation from
the surrounding soil. When the rock sample is exposes to daylight at one side but buried
at the other side it will get radiation from the external radiation from the buried side,
but not from the top an therefore the two events also needs to have different dose rates
when charge filling during daylight exposure is considered. In this work alpha radiation is
negligible because of etching away the surface of the grains and because of the size of the
slices being 1.5 mm which means that less than 3% of the first slice would have had any
alpha radiation from external sources. The internal alpha radiation is scattered and small
compared to the beta and gamma and can be ignored.
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Burial events
For the situation where the rock sample is fully buried in soil the total dose rate can be
written as E.8 with the external and internal contributions as:
D˙ext, burial(x, h) = D˙
t
βextp(x, h)β + D˙
t
γextp(x, h)γ (E.11)
D˙int, burial(x, h) = D˙
t
βint[1− p(x, h)β] + D˙tγint[1− p(x, h)γ ] (E.12)
with f = 0.5 and b and c being the attenuation factors for beta and gamma radiation
respectively, it will be written:
D˙ext, burial(x, h) = D˙
t
βext0.5(e
−bx + e−b(h−x)) + D˙tγext0.5(e
−cx + e−c(h−x)) (E.13)
D˙int, burial(x, h) = D˙
t
βint[1− 0.5(e−bx + e−b(h−x))] + D˙tγint[1− 0.5(e−cx + e−c(h−x))]
(E.14)
Daylight exposure events
For the situation where the rock sample is buried on one side and exposed on the other
side the external and internal contribution to the total dose rate as a function of depth
can know be written. Setting x = 0 to be the sunlight exposed surface. The internal
contribution is the same as in equation E.14 but the external only comes from the bottom:
D˙ext, sun(x, h) = D˙
t
βext0.5(e
−b(h−x)) + D˙tγext0.5(e
−c(h−x)) (E.15)
D˙int, sun(x, h) = D˙
t
βint[1− 0.5(e−bx + e−b(h−x))] + D˙tγint[1− 0.5(e−cx + e−c(h−x))] (E.16)
E.5 Uncertainties
The uncertainties can be grouped into random and systematic uncertainties. The random
uncertainties are independent from one measurement to another, and are usually caused
by unpredictable changes in the measuring material. The systematic uncertainties are sta-
tistical fluctuations in either direction and are often poisson distributed. The systematic
uncertainties are inaccuracies in the same direction caused by the instrument or the person
measuring it.
In OSL dating the random uncertainties are often OSL photon counting statistics, growth
curve fitting and gamma counting statistics. The systematic uncertainties are often satu-
ration water content, gamma spectrometer calibration, conversion of activity to dose rate,
beta source calibration, cosmic ray uncertainties, beta attenuation factor and internal ac-
tivity of quartz. The systematic uncertainties add up about 5 % which means that an age
can never be better than ± 5%. All uncertainties goes in to the calculating of the age, and
thereby giving an uncertainty on the age calculated. For De the uncertainties are mainly
random (photon counting statistics and curve fitting).
IX
Chapter F
HF and HCl as brøndsted acids and
Lewis bases
F.1 HF and HCl as Brøndsted acids
This appendix is based on (Housecroft & Sharp, 2008).
The strength of a Brønsted acid depend by the relative proton donor ability of the hydro-
gen halides, HX, compared to H3O
+. From the pKa values in table F.1 is seen that HF
is a weak Brønsted acid and the rest of the halides HCl, HBr, HI are all strong Brønsted
acids. From the values of the electronegativities and dipole moments, the ability of HX to
donate the proton is expected to be the best for HF, and thereby HF is expected to be
the strongest Brønsted acids of the hydrogen halides, but as the pKa values suggest this
is not the case. An explanation of this should be found in the thermodynamic quantities
of reaction F.1.
Table F.1: Halides
Compound pKa of HX Ionic radii Pauli’s Dipol moment
X (Experimental) of X– electronegativity in HX
/ pm χP / D
F 3.45 133 4.0 1.83
Cl -7 181 3.2 1.11
Br -9 196 3.0 0.83
I -11 220 2.7 0.45
HF(aq) 
 H
+
(aq) + X
+
(aq) (F.1)
In table F.2 the thermodynamic quantities for reaction F.1 are listed. It is seen that all
reactions are exothermic, in the order HF<HCl<HBr<HI, the reaction of HF being the
least exothermic. This together with the same trend in entropy change, HF having the
smallest negative value, gives the trend in pKa values being HF > HCl > HBr > HI, even
with a positive value og ∆G◦ for HF. To summarise, the reaction of HF with water gives
off least energy, and makes more order than any of the other hydrogen halogens.
Table F.2: Hydrogen halides
Compound pKa ∆H◦ T∆S◦ ∆G◦
HX (Calculated) / kJ mol−1 / kJ mol−1 / kJ mol−1
HF 1.4 -22 -30 +8
HCl -9.3 -63 -10 -53
HBr -11.7 -71 -4 -67
HI -12.4 -68 +3 -71
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The entropy change can be considered in terms of the hydrogen shell around the flour
ion when dissolved in water.
X−(g) 
 X
−
(aq) (F.2)
When a negative ion is dissolved in water a shell of water molecules will arrange themselves
around the ion with the hydrogen pointing towards the because of electrostatic attraction.
The thermodynamic quantities for this dissolving (reaction F.2) are ∆hydH◦ and ∆hydS◦.
These two quantities, and thereby the reactivity of the reaction, depend upon the ion size
and the charge of the ion. The ∆hydH depend on the electrostatic attraction, and the
coulomb potential energy, UE can thereby describe the dependence:
UE =
e2
4pi0r
, (F.3)
e being the electron charge, r, the distance from the hydrogen to the center of the ion, 0
being the electric permittivity.
The more negative the ion the more energy is released during the reaction and thereby the
more exothermic. The smaller the ion the more energy will also be released. An other con-
sequence of a smaller ion is that it will make more order by gathering more water molecules
in the hydration shell. When comparing the halogenic ions, the size is the only thing that
matter, because the charge is the same. As a consequence F– makes the hydration shell
that makes most order and give off most energy. Here it should be mentioned that the big
energy release for HF in this reaction is compensated by strong bond association enthalpy
making the reaction of HF with water the least exothermic as mentioned above.
F.1.1 Dependence on the concentration
In aqueous solution hydrofluoric acid is a weak acid as mentioned above, partly due to
the high HF bond dissociation enthalpy and the large negative value of ∆S◦. But at
high concentration this picture changes.At high concentration the acid strength increases
because of an increase in the stability of the fluoride ion, F– by formation of the ion [HF2]
–.
The reaction can be described as a two step reaction:
HF(aq) + H2O(l) 
 [H3O]
+
(aq) + F
−
(aq) (F.4)
F−(aq) + HF(aq) 
 [HF2]
−
(aq) (F.5)
Reaction F.5 will be make a shift to the left in the equilibrium of reaction F.4 when there
is lot of hydrofluoric acid, so that the reaction of F– with HF does not make a large relative
change in the concentration of HF but a large relative change of the concentration of F– in
reaction F.4. The [HF2]
– ion is linear: [F−H−F]–. A more appropriate description would
be with hydrogen bonds: [F · · ·H · · ·F]–. The bond dissociation enthalpy is 163 kJ/mol.
This is much less than the bond dissociation enthalpy for H−F in hydrofluoric acid of 570
kJ/mol.
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F.2 HF and HCl as Lewis bases
The characterisation of Lewis acids and bases is based on the polarisability, size of donor/acceptor
atoms, electronegativities, orbital overlap and competition with solvent molecules.It is not
possible to talk about weak or strong Lewis acids or bases because the reactivity depends
on the reactants involved, and their ability to share electrons.
Elements that are more willing to share electrons, more polarisable, reacts more with other
elements that share same properties (soft Lewis acids and bases). Not very polarisable el-
ements are called hard Lewis acids and bases. All the halogens are hard Lewis bases in
the order F > Cl > Br > I. The hardness of the fluoride ion is causes by the small size
and the high electronegativity.
F.2.1 Lewis bases and acids in question
In table F.3 the ionic radii and the electronegativity of the compounds in question are
listed. The ionic radii, the charge and the electronegativity can give a hint of how hard or
soft a given compound is, when considering it as a Lewis acid or base. Many factors have
a role when compounds react, therefore these numbers can only give a hint.
Table F.3: Lewis acids and bases
Compound Ionic radii Pauli’s
(Shannon, 1976) electronegativity
/ pm χP
F– 133 4.0
Cl– 181 3.2
Ca2+ 100 1.0
Si4+ 40 1.9
Al3+ 54 1.61
As already mentioned, the fluoride ion and the chloride ion are both hard Lewis bases,
which means that they are not really polarisable. From the size of the two ions, fluoride
being smallest, and from the electronegativity, fluoride having the highest electronegativ-
ity, it is clear that fluoride is the most hard Lewis base. But the reactivity as a ligand
always depend both on the ligand and the central atom.
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Chapter G
Test dose corrects for sensitivity
This appendix is written based on (Murray & Wintle, 2000).
If there was no sensitivity change from cycle to cycle, the same given dose should give
the same signal. In figure G.1 it is seen that this is not the case because the red dots
being data of luminescence signals from a given test dose immediately after measuring the
regenerated dose. These data points show an increase from one cycle to the next indicating
an increase in sensitivity. The change in sensitivity is then also present in the regenerated
data (blue triangles)
Figure G.1: The blue triangle shows the OSL sig-
nals from the regenerated signals (Li). The red circles
shows the OSL signals from a test dose of 0.27 Gy (Ti)
(Murray & Wintle, 2000).
Figure G.2: This graph is made from the same data
as in figure G.1 but with Li/Ti plotted instead of Li
and Ti individually (Murray & Wintle, 2000)
One thing to note from figure G.1, is that an attempt to remeasure a signal from a re-
generated dose (open triangles) after the full dose response curve is made, clearly shows
the sensitivity changes; the open triangles do not give the same signal as the same dose
measured in the beginning. Instead of plotting Li against dose, a plot LiTi against dose
results in a better recycling. This is seen in figure G.2.
Despite the fact that the sensitivity changes from cycle to cycle the ratio of Li to Ti must
be the same for each regenerated dose. For an electron trap dose response curve repre-
sented by a simple one-component saturation exponential model the regenerated signal is
expressed as:
Li = Si(n,Di)N0(1− e−bDi), (G.1)
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and for the test dose signal as:
Ti = k(Di)Si(n,Di)N0(1− e−bDT ), (G.2)
where Si(n,Di) is the sensitivity which depend on the regend dose Di and on the number
of cycle n. N0 is the total number of traps (the saturation limit) , k(Di) is the sensitivity
of the test signal caused by the regend dose Di given immediately before. k(Di) is not
cycle dependent as Si(n,Di) is.
Figure G.3: This graph is made from the the model
described by equation G.3 where both the regenerated
dose and the test dose is held constant (Murray & Wintle,
2000).
In figure G.3 the constant ratio of Li and
Ti in one cycle can be seen as a straight line
which will be described from the ration of
equation G.1 and G.2 being:
Li
Ti
=
(1− e−bDi)
(1− e−bDT )k(Di) (G.3)
It is seen that the sensitivity change is
biggest in the first cycles. Then it becomes
less in the last cycles.
This can then be used to correct for the
sensitivity change in a dose response curve.
Instead of just plotting the OSL signal from
the regenerated doses, a plot of the ratio
Li/Ti will corrects for sensitivity changes.
Another good thing about the test dose
is that it is not necessary to put equal
amounts of grains at each aliquot because
the test dose will take care of the different sensitivity from aliquot to aliquot. No two
quartz grains are alike and very few grains give a signal. If 10.000 grains measured are
measured, 250 grains will give a detectable signal. But the test dose will take care of this.
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Chapter H
The OSL signal
H.1 The choice of where to integrate the OSL signal
An OSL signal consist of many compounds because of the different types of traps, caused
by the different kind of impurities in the crystals. The reason for using only the initial
part of the OSL signal, and not the whole integral, is to be sure that only the rapidly
bleachable OSL signal is used. When the background signal (the slowly-decreasing signal
observed after prolonged stimulation time) is subtracted, one will still have the fast and
medium components. To end up with only the fast component, only the the first part of
the signal is integrated. Another reason is that it is impractical to reduce the quartz signal
to zero with the light sources in the laboratory, and to maximise the signal-to-background
noise (Murray & Wintle, 2000).
H.2 Slow and fast relaxation
This section in writing based on (Bøtter-Jensen et al., 2003a).
Exitation and relaxation of the recombination center
If the electrons released from the energy traps, become recombined with trap holes, the
energy released in this process will excite the recombination centre into an excited state in
which the recombination centre will stay for a characteristic relaxation time τe.
The recombination center will relax and emits a photon. This photon is the signal observed
as the OSL signal.
The rate of change of the concentration of excited state will be described by the change in
the concentration in recombination centres (hole traps), dmdt which immediately turns into
the excited state, and the relaxation of the excited states neτe :
dne
dt
= −dm
dt
− ne
τe
, (H.1)
with m being the concentration on recombination centres (hole traps), and ne being the
concentration of excited states and τe the relaxation time (the time the recombination
centre stays in the excited state before relaxation).
The intensity of the OSL signal, IOSL can be described by the relaxation of the excited
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states because a photon is only emitted by relaxation of the excited state:
IOSL ≡ ne
τe
(H.2)
Two situations can be considered:
1. Slow relaxation
When the relaxation time is big compared to the stimulation time, the OSL signal
will be described by equation H.2:
IOSL =
ne
τe
= −dm
dt
− dne
dt
(H.3)
2. Fast relaxation
When the relaxation time is small compared to the stimulation time, it can be as-
sumed that the recombination event instantly leads into emitting of the photon and
dne
dt ≈ 0, leading to:
IOSL = −dm
dt
(H.4)
CW-OSL
In CW-OSL the stimulation time is long and therefor fast relaxation can be assumed and
the intensity of the CW-OSL-signal will be given by equation H.4, which means that each
recombination event leads to a photon emission event, instantaneously:
IOSL = −dm
dt
= −dn
dt
= np. (H.5)
Then the solution will be
n(t) = n0e
−pt
IOSL = n0pe
−pt = I0e−t/τd , (H.6)
τd is the OSL decay constant. It describes the time before an electron is detrapped from
the electron trap (Bøtter-Jensen et al., 2003a).
Equation H.6 describes the OSL-intensity as a function of time. This is also called the
decay curve, and this s the curve being analysed in an OSL measurement. The IOSL(t) is
integrated to give the number of recombination events ∆m which is squat to electrons in
the traps is steady state and first order kinetics are assumed,∫ tf
ti
IOSLdt = ∆n, (H.7)
where ∆n is the number of filled traps in before the stimulation. The integration limits, ti
and tf , will be discussed in section H.1.
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POSL
In pulsed OSL (POSL) the pulse width is important for consideration wether slow or fast
relaxation can be assumed. Dependant on the pulse width, T , the majority of the photons
emerge after or during the stimulation pulse:
1. Long pulse width: τe << T .
If the stimulation pulse is big compared to the relaxation time, fast relaxation as in
CW-OSL can be assumed and most of the photons emerge during the pulse. Equation
H.4 will describe IOSL:
IOSL = −dm
dt
. (H.8)
With steady-state condition and first order kinetics assumed for the detrapping the
intensity of the OSL signal will be the same as for CW-OSL:
IOSL = I0e
−t/τd . (H.9)
2. Short pulse width: τe >> T
If the stimulation pulse is small compared to the relaxation time, slow relaxation can
be assumed, and most of the photons emerge after the pulse is given. Equation H.3
will describe IOSL
IOSL =
ne
te
= −dm
dt
− dne
dt
. (H.10)
With steady-state condition and first order kinetics assumed for the detrapping the
intensity of the OSL signal will be:
IOSL = np− dne
dt
(H.11)
= I0e
−t/τd − dne
dt
(H.12)
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