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APPROXIMATE SOLUTIONS OF VECTOR FIELDS AND AN APPLICATION TO
DENJOY-CARLEMAN REGULARITY OF SOLUTIONS OF A NONLINEAR PDE
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Abstract. In this paper we study microlocal regularity of a C2 solution u of the equation
ut = f(x, t, u, ux),
where f(x, t, ζ0, ζ) is ultradifferentiable in the variables (x, t) ∈ RN ×R and holomorphic in the variables
(ζ0, ζ) ∈ C×CN . We proved that if CM is a regular Denjoy-Carleman class (including the quasianalytic
case) then:
WFM(u) ⊂ Char(Lu),
where WFM(u) is the Denjoy-Carleman wave-front set of u and Char(Lu) is the characteristic set of
the linearized operator Lu:
Lu =
∂
∂t
−
N∑
j=1
∂f
∂ζj
(x, t, u, ux)
∂
∂xj
.
1. Introduction
Let Ω′ ⊂ RN ×R and Ω′′ ⊂ C×CN be open sets and let f ∈ C∞(Ω′×Ω′′) be holomorphic with respect
to the variables (ζ0, ζ) ∈ C× CN . Suppose that u ∈ C2(Ω′) is a solution of the nonlinear equation:
ut = f(x, t, u, ux),
and consider the linearized operator:
Lu =
∂
∂t
−
N∑
j=1
∂f
∂ζj
(x, t, u, ux)
∂
∂xj
.
Many authors have studied the relation between the microlocal regularity of u and the characteristic set
of the linearized operator Lu for different assumptions on the regularity of the function f in the variables
(x, t). In [10] F. Treves and N. Hanges proved that if f is real-analytic in (x, t) then the real-analytic wave
front set of u is contained in the characteristic set of Lu. The C∞ version of this result is a consequence
of a result proved by J. Y. Chemin in [7], a different proof of it being obtaind by C. H. Asano, in [3], by
adapting Hanges-Treves’ techniques. Later on, R. F. Barostichi and G. Petronilho proved in [4] that if
f is Gevrey in (x, t) then the same result is valid for the Gevrey wave-front set. Finally, Z. Adwan and
G. Hoepfner proved in [1] analogous results for strongly non-quasianalytic Denjoy-Carleman classes. The
main difference between Asano’s and Treves-Hanges’ proofs is the availability of Cauchy-Kowalevski in
the analytic setting while in the C∞ case the proof relies on approximate solutions of vector fields and
almost-analytic extensions. The main difficulty in the Gevrey and in the strongly non-quasianalytic case
is to find a suitable approximate solution that belongs to the class under consideration.
In this work we deal with the same problem as in [10], [3], [4] and [1], but in the case of regular Denjoy-
Carleman classes. The only extra hypothesis that we make is that the space of the real-analytic functions
is properly contained in the Denjoy-Caleman class under consideration. This includes the quasi-analytic
case, and in that case, we gain a difficulty: the absence of non-trivial flat functions. This is an obstruction
for the technique that Asano, Barostichi-Petronilho and Adwan-Hoepfner used in their proofs.
Loosely speaking if u0 is a function (C∞, Denjoy-Carleman, Gevrey) in an open set Ω, and L is a
vector field in Ω× [−1, 1], a function u on Ω× [−1, 1] is an approximate solution of L with initial datum
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u0 if u(x, 0) = u0(x) and Lu is t-flat at t = 0. If our class is quasi-analytic and the approximate solution
u belongs to this class, we would have that Lu is actually zero. So finding approximate solutions in
this case is as difficult as finding solutions of the Cauchy problem with initial datum u0. To circumvent
this difficulty we have to be able to leave the quasianalytic class, more precisely, we have to construct a
suitable approximate solution u that is only a C∞-function and we need a more precise notion of t-flatness.
In fact, in [4] and [1] this notion is already used. Let CM be the Denjoy-Carleman class associated with
the sequence M = (Mk)∞k=0. We say that Lu is (M, t)-flat if
|Lu(x, t)| ≤ C
k+1Mk
k!
|t|k, ∀k ∈ Z+,
for some constant C > 0. The difference here is that if u is in the same class of u0, then so is Lu, and
using Taylor’s formula one obtain the inequality above. So the difficult part is to prove the existence of
a C∞-approximate solution u such that Lu is (M, t)-flat. We construct such approximate solution by
adapting an extension theorem due to E. M. Dyn’kin presented in [9]. In that paper Dyn’kin proved that
given a CM-function on an open set Ω ⊂ RN there exists a suitable almost-analytic extension of u in the
complex space, i.e. there exists a function U ∈ C∞(CN ) such that U(x) = u(x), ∀x ∈ Ω, and∣∣∣∣ ∂U∂z¯j (z)
∣∣∣∣ ≤ Ck+1Mkk! |Im z|k, k ∈ Z+, j = 1, 2, . . . , N.
Stated differently, U is an (M, |Im z|)-approximate solution for the complex {∂/∂z¯j}Nj=1. In this paper
we adapt Dyn’kin’s proof for the case of a vector field of the form
L =
∂
∂t
+
N∑
j=1
aj(x, t)
∂
∂xj
.
With this in our hands and other results concerning general Denjoy-Carleman functions, such as the
characterization of the Denjoy-Carleman wave-front set given by the FBI-transform, we can prove the
Hanges-Treves result for general regular Denjoy-Carleman classes.
We organize the paper as follows: in Section 2 we state and prove some results about regular Denjoy-
Carleman classes following [9], in Section 3 we prove the theorem about approximate solutions, Theorem
3.6, and finally in the Section 4 we use Theorem 3.6 to prove the main result of this paper, Theorem 4.3,
and then applying the same argument of Hanges-Treves in [10] we prove the desired regularity result.
We wish to thank professor P. D. Cordaro for presenting us this problem. We are also grateful to P. D.
Cordaro, G. Arau´jo and O. Erazo for the fruitful discussion in our weekly seminar, to L. F. Ragognette
for his suggestions and to S. Fu¨rdo¨s for his comments during his visit to Brazil.
2. Denjoy-Carleman classes
In this section we recall the definitions and some properties of the regular Denjoy-Carleman classes as
defined in [9].
Let M = (Mk)∞k=0 be a sequence of positive real numbers. We say that M is regular if the sequence
(mk)
∞
k=0, where mk = Mk/k!, has the following properties:
a) m0 = m1 = 1;
b) m2k ≤ mk−1mk+1, k ≥ 1;
c) sup (mk+1/mk)
1/k
<∞;
d) limk→∞m
1/k
k =∞.
The conditions a) and b) imply that the sequence mk is increasing; condition c) gives us a constant
c > 0 such that mk+1 ≤ ckmk, for all k = 0, 1, 2, . . . ; condition b) is often called strong log-convexity.
If Ω ⊂ RN is an open set, the space CM(Ω) of ultradifferentiable functions associated to the regular
sequence M is the space of all C∞-functions f such that for every compact K ⊂ Ω there is a positive
constant A for which the following inequality holds:
sup
x∈K
|Dαf(x)| ≤ A|α|+1Mα, ∀α ∈ ZN+ .
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Thus, setting Mk = k!
s, s > 1, one obtain the Gevrey classes Gs. As in [8] we define the FBI transform
of a compactly supported distribution u by
F [u](x, ξ) = uy
(
ei(x−y)·ξ−|ξ|(x−y)
2
)
.
In [11] it is proved that a compactly supported distribution u belongs to CM if and only if for every
compact K there is a positive constant A such that:
|F [u](x, ξ)| ≤ A
k+1Mk
|ξ|k , k ∈ Z+, x ∈ K, ξ ∈ R
N .
This last inequality can be used to microlocalize the notion of CM regularity, thus we can define the
Denjoy-Carleman wave-front set of a distibution u at a point x, denoted by WFM(u)|x, as the comple-
mentary set of the CM-regular directions. Now we will recall some functions defined in [9] that play a
crucial role in the proof of the approximate solution result.
Definition 2.1. For each r > 0 we define:
h1(r) = inf
k∈Z+
mkr
k−1,
h(r) = inf
k∈Z+
mkr
k.
Remark 2.2. Note that for r ≥ 1, we have h1(r) = 1.
Proposition 2.3. Let n ∈ Z+. There are constants C1, C2, Q1, Q2 > 0 such that
1
rn
h1(r) ≤ C1h1(Q1r), ∀r > 0,
1
rn
h(r) ≤ C2h(Q2r), ∀r > 0.
Proof. Let k ≥ n.
1
rn
mkr
k−1 ≤ ck−1mk−1rk−n−1
≤ c(k−1)+(k−2)+···+(k−n)mk−nrk−n−1
= C1mk−n(Q1r)k−n−1,
where the constants C1 and Q1 only depend on n. Then:
1
rn
h(r) =
1
rn
inf
k∈Z+
mkr
k−1
≤ inf
k≥n
mkr
k−n−1
≤ C1 inf
k−n≥0
mk−n(Q1r)k−n−1
= C1h(Q1r).
The proof for the function h1 is analogous. 
Definition 2.4. For r > 0 we define:
N(r) = min{n : h1(r) = mnrn−1}.
Proposition 2.5. There exists a subsequence (mnk)
∞
k=1 such that:
N
(
mnk
mnk+1
)
= nk.
Proof. We first assume m2n < mn−1mn+1 for all n ∈ Z+ \ {0}, then for each such n we shall prove:
N(r) = n,
mn
mn+1
≤ r < mn−1
mn
.
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Let k < n be a non-negative integer, we have:
mkr
k−1 =
mk
mk+1
mk+1
mk+2
· · · mn−1
mn
mnr
k−1 > mnrn−1,
by our assumption on (mn)
∞
n=0. Thus h1(r) ≤ mnrn−1 < mkrk−1, and N(r) ≥ n. On the other hand, for
each non-negative integer j > n we have:
mnr
n−1 =
mn
mn+1
mn+1
mn+2
· · · mj−1
mj
mjr
n−1 ≤ mjrj−1.
Therefore N(r) = n. In particular, we have N(mn/mn+1) = n. In the general case one has to take the
least subsequence of (mn) which is strictly log-convex. 
Corollary 2.6. The function N is a decreasing step function such that N(r) = 0 for every r ≥ 1 and
limr→0 N(r) =∞.
Lemma 2.7. Let r > 0. If n ≤ k ≤ N(r), then:
mkr
k ≤ mnrn.
Proof. Let n ≤ k ≤ N(r). Condition b) implies that:
m
N(r)−n
k ≤ mN(r)−kn mk−nN(r).
Thus: (
mkr
k
)N(r)−n ≤ mN(r)−kn rN(r)n+k−n−kn (mN(r)rN(r)−1)k−n
≤ mN(r)−kn rN(r)n+k−n−kn
(
mnr
n−1)k−n
≤ mN(r)−nn rN(r)n−n
2
= (mnr
n)
N(r)−n
.

3. Approximate solutions for vector fields
We shall denote the coordinates on RN×R and on CM by (x, t) = (x1, . . . , xN , t) and ζ = (ζ1, . . . , ζM ),
respectively. For this section, we fix Ω′, an open neighborhood of the origin in RN , and Ω′′, an open set
in CM . Let
(3.1) L =
∂
∂t
+
N∑
i=1
ai(x, t, ζ)
∂
∂xi
+
M∑
j=1
bj(x, t, ζ)
∂
∂ζj
,
be a vector field in Ω′ × R× Ω′′ where ai, bj are holomorphic in the variable ζ and of class C1 in (x, t).
Definition 3.1. Let u0 ∈ C1(Ω′ × Ω′′) be given. An (M, t)-approximate solution of L on Ω′ × R × Ω′′
with initial datum u0 is a function u ∈ C1(Ω′ × R× Ω′′) with the following properties:
(1) For (x, ζ) ∈ Ω′ × Ω′′ we have u(x, 0, ζ) = u0(x, ζ);
(2) For every compact set K b Ω′ × Ω′′ there are constants A, γ, δ > 0 such that:
sup
(x,ζ)∈K
|Lu(x, t, ζ)| ≤ Ah(γ|t|), 0 < |t| ≤ δ.
Condition (2) in the definition above is equivalent to: for every compact set K b Ω′ × Ω′′ there are
positive constants A, γ, δ such that
sup
(x,ζ)∈K
|Lu(x, t, ζ)| ≤ Ak+1Mk
k!
(γ|t|)k, 0 < |t| ≤ δ.
In this section, we shall prove that there exists an (M, t)-approximate solution u of L for every u0 ∈
CM(Ω′×Ω′′) as initial datum when the coefficients of L are functions of class CM in (x, t). Let A be the
subspace of C∞(Ω′ × Ω′′) consisting of all functions that are holomorphic with respect to ζ and of class
CM in the variable x. First we shall assume that ai, bj ∈ A for the vector field (3.1) (thus the coefficients
of L do not depend on t, the general case follows from this particular one) and denote by A[[t]] the
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space of formal power series in the variable t with coefficients on A. Then the vector field (3.1) is an
endomorphism of A[[t]]. Let f ∈ A be given and let u](x, ζ, t) = ∑∞k=0 uk(x, ζ)tk be a formal solution of
the problem: {
Lu](x, ζ, t) = 0,
u](x, ζ, 0) = f(x, ζ).
In fact, we have:
u0(x, ζ) = f(x, ζ),
uk(x, ζ) = −1
k

N∑
i=1
ai(x, ζ)
∂uk−1
∂xi
(x, ζ) +
M∑
j=1
bj(x, ζ)
∂uk−1
∂ζi
(x, ζ)
 ,
for each k ∈ Z+ \ {0} and each (x, ζ) ∈ Ω′ × Ω′′.
Proposition 3.2. For each compact set K ⊂ Ω′ × Ω′′ there exists C = CK > 0 such that:
sup
(x,ζ)∈K
∣∣∣∂αx ∂βζ uk(x, ζ)∣∣∣ ≤ C1+|α|+|β|+kM|α|+kβ!k! ,
for all α ∈ ZN+ and β ∈ ZM+ .
For a proof of the above proposition, see Lemma 4.1 in [4] and Lemma 18 in [1], where the Gevrey
case and the strongly non-quasi-analytic case, respectively, are proved; the proofs also hold in our case
for they are based only on the log-convexity property. We save the the symbol C for the constant in
Proposition 3.2.
Definition 3.3. For n ∈ Z+ define Tn : A[[t]] −→ A[[t]] by
Tn
[ ∞∑
k=0
sk(x, ζ)t
k
]
=
n∑
k=0
sk(x, ζ)t
k,
where
∑∞
k=0 sk(x, ζ)t
k ∈ A[[t]].
Proposition 3.4. For each compact set K ⊂ Ω′ × Ω′′ there exists B = BK > 0 such that:
sup
(x,ζ)∈K
∣∣L(Tnu])(x, ζ, t)∣∣ ≤ Bn+1mn|t|n.
Proof. We have the following identity of formal power series:
L
(
Tnu]
)
(x, ζ, t) = L
(
n∑
k=0
uk(x, ζ)t
k
)
= L
(
u](x, ζ, t)−
∞∑
k=n+1
uk(x, ζ)t
k
)
= −L
( ∞∑
k=n+1
uk(x, ζ)t
k
)
= [(n+ 1)un+1(x, ζ)] t
n +Q(x, ζ, t),
where Q(x, ζ, t) ∈ tn+1A[[t]]. But since the left-hand side of the previous equation is a polynomial in
the variable t of degree n, we have that L
(
Tnu]
)
(x, ζ, t) = [(n+ 1)un+1(x, ζ)] t
n. Now the result follows
from Proposition 3.2 combined with property (c) of the regular Denjoy-Carleman classes definition. 
Now we can use the technique presented in [9] to define an (M, t)-approximate solution u for the vector
field (3.1) with initial datum f ∈ A. Let ε > 0 be given and let ψ ∈ C∞c (Dε(0)) be a cutoff function such
that ψ ≥ 0, ψ(z) = ψ(|z|) for all z, and ∫
C
ψ(z)dz ∧ dz¯ = 2/i.
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Fix U b Ω′ a neighborhood of the origin and V b Ω′′ an open set. Now define for x ∈ U , ζ ∈ V and
|t| > 0
u(x, t, ζ) =
i
2t2
∫
C
ψ
(
z − t
|t|
)N((1+ε)C|z|)∑
k=0
uk(x, ζ)z
kdz ∧ dz¯.
The function under the integral sign is measurable since N(r) is a step function, so u is well defined.
Differentiating under the integral sign we conclude that u is holomorphic in ζ. Because of the choice of
ψ we have that limt→0 u(x, t, ζ) = u0(x, ζ) = f(x, ζ). So we can set u(x, 0, ζ) = f(x, ζ). In view of the
symmetry of ψ, we have:
i
2t2
∫
C
ψ
(
z − t
|t|
)
P (z)dz ∧ dz¯ = P (t),
for every polynomial P (z), in fact:
i
2t2
∫
C
ψ
(
z − t
|t|
)
P (z)dz ∧ dz¯ = i
2
∫
C
ψ(w)P (|t|w + t)dw ∧ dw¯
= P (t) +
i
2
∫
C
ψ(w)Q(t, |t|w)dw ∧ dw¯,
where Q(t, z) is a polynomial such that Q(t, 0) = 0, hence∫
C
ψ(w)Q(t, |t|w)dw ∧ dw¯ = 0.
Therefore we have
Lu(x, t, ζ) = L
 n∑
k=0
uk(x, ζ)t
k +
i
2t2
∫
C
ψ
(
z − t
|t|
)N((1+ε)C|z|)∑
k=n+1
uk(x, ζ)z
kdz ∧ dz¯

= L
(
Tnu]
)
(x, ζ, t) +
i
2
∫
C
L
 1
t2
ψ
(
z − t
|t|
)N((1+ε)C|z|)∑
k=n+1
uk(x, ζ)z
k
 dz ∧ dz¯
= L
(
Tnu]
)
(x, ζ, t) +
i
2
∫
C
L
[
1
t2
ψ
(
z − t
|t|
)]N((1+ε)C|z|)∑
k=n+1
uk(x, ζ)z
kdz ∧ dz¯
+
i
2
∫
C
1
t2
ψ
(
z − t
|t|
)N((1+ε)C|z|)∑
k=n+1
L [uk(x, ζ)] z
kdz ∧ dz¯
By simple computations one can show that∣∣∣∣L [ 1t2ψ
(
z − t
|t|
)]∣∣∣∣ ≤ C1|t|4 ,
for some positive constant C1. Since 0 ≤ ψ ≤ 1/(piε2), we have:
|Lu(x, t, ζ)| ≤ ∣∣L (Tnu]) (x, ζ, t)∣∣+ 1
2
∫
C
∣∣∣∣L [ 1t2ψ
(
z − t
|t|
)]∣∣∣∣N((1+ε)C|z|)∑
k=n+1
|uk(x, ζ)||z|k|dz ∧ dz¯|
+
1
2
∫
C
∣∣∣∣ 1t2ψ
(
z − t
|t|
)∣∣∣∣N((1+ε)C|z|)∑
k=n+1
|Luk(x, ζ)| |z|k|dz ∧ dz¯|
≤ ∣∣L (Tnu]) (x, ζ, t)∣∣+ C1
2|t|4
∫
|z−t|≤|t|ε
N((1+ε)C|z|)∑
k=n+1
|uk(x, ζ)||z|k|dz ∧ dz¯|
+
1
2piε2
∫
|z−t|≤|t|ε
N((1+ε)C|z|)∑
k=n+1
|Luk(x, ζ)| |z|k|dz ∧ dz¯|.
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Now we fix n = N
(
(1 + ε)2C|t|) − 1. Note that n must be positive, so from now on we shall assume
|t| ≤ 1/(1 + ε)2C = δ. Applying Lemma 2.7 we can estimate:
Mk
k!
((1 + ε)C|z|)k ≤ Mn+1
(n+ 1)!
((1 + ε)C|z|)n+1 ,
for n < k ≤ N((1 + ε)C|z|). Therefore, by Proposition 3.2 and using |z − t| ≤ ε|t|, we have:
N((1+ε)C|z|)∑
k=n+1
|uk(x, ζ)||z|k ≤
N((1+ε)C|z|)∑
k=n+1
C
Mk
k!
((1 + ε)C|z|)k 1
(1 + ε)k
≤ C2Mn+1C
n+1(1 + ε)2(n+1)|t|n+1
(n+ 1)!
= C2(1 + ε)
2|t|h1
(
(1 + ε)2C|t|) ,
where this last equality follows from our choice of n. Analogously, we have:
N((1+ε)C|z|)∑
k=n+1
|Luk(x, ζ)||z|k ≤ C3
N((1+ε)C|z|)∑
k=n+1
C2
Mk+1
(k + 1)!
((1 + ε)C|z|)k 1
(1 + ε)k
+ C4
N((1+ε)C|z|)∑
k=n+1
C
Mk
k!
((1 + ε)C|z|)k 1
(1 + ε)k
≤ C5Mn+1 (1 + ε)
2(n+1)Cn|t|n+1
(n+ 1)!
= C5(1 + ε)
2|t|h1
(
(1 + ε)2C|t|) .
By Proposition 3.4, we can also estimate the remaining term:∣∣L (Tnu]) (x, ζ, t)∣∣ ≤ Bn+1mn|t|n
≤ Bmn+1(B|t|)n
= C7h1
(
(1 + ε)2C|t|) .
Summing up these three estimates and applying Proposition 2.3 we obtain
|Lu(x, t, ζ)| ≤ C8h(Q|t|), (x, ζ) ∈ U × V, 0 < |t| ≤ δ.
We claim that u is a C∞-function. We just have to check if u is of class C∞ at {(x, 0, ζ)}. For n > 0 we
have:
1
|t|n
∣∣∣∣∣∂αx ∂βζ u(x, t, ζ)−
n∑
k=0
∂αx ∂
β
ζ uk(x, ζ)t
k
∣∣∣∣∣ ≤
≤ 1
2|t|n
∫
C
∣∣∣∣ 1t2ψ
(
z − t
|t|
)∣∣∣∣N((1+ε)C|z|)∑
k=n+1
∣∣∣∂αx ∂βζ uk(x, ζ)∣∣∣ |z|k|dz ∧ dz¯|
=
1
2|t|n
∫
C
|ψ(w)|
N((1+ε)C||t|w+t|)∑
k=n+1
∣∣∣∂αx ∂βζ uk(x, ζ)∣∣∣ ||t|w + t|k |dw ∧ dw¯| −→ 0,
when t→ 0. We proved the following theorem:
Theorem 3.5. Let Ω = Ω′ × R × Ω′′ ⊂ RN × R × CM be an open set, where Ω′ ⊂ RN is an open
neighborhood of the origin. Let:
L =
∂
∂t
+
N∑
i=1
ai(x, ζ)
∂
∂xi
+
M∑
j=1
bj(x, ζ)
∂
∂ζj
,
be a vector field defined on Ω, where ai, bj ∈ C∞(Ω′ × Ω′′) are functions of class CM with respect to x
and holomorphic in the variable ζ. Let f ∈ C∞(Ω′ ×Ω′′) be a function of class CM with respect to x and
holomorphic in the variable ζ. Then for every open neighborhood of the origin U b Ω′ and every open set
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V b Ω′′, there are a C∞-function u = u(x, t, ζ) defined on U ×R×V and holomorphic in ζ and constants
A,Q, δ > 0 such that: {
|Lu(x, t, ζ)| ≤ Ah(Q|t|), (x, t, ζ) ∈ U × (−δ, δ)× V,
u(x, 0, ζ) = f(x, ζ), (x, ζ) ∈ U × V.
i.e., the function u is an (M, t)-approximate solution of L on U × R× V with initial datum f .
In Theorem 3.5 we assumed that the coefficients of L do not depend on t, however one can obtain the
general case from it:
Theorem 3.6. Let Ω = Ω′ × I × Ω′′ ⊂ RN × R × CM , where Ω′ ⊂ RN is an open neighborhood of the
origin and Ω′′ ⊂ CM is an open set. Let
L =
∂
∂t
+
N∑
i=1
ai(x, t, ζ)
∂
∂xi
+
M∑
j=1
bj(x, t, ζ)
∂
∂ζj
,
be a vector field defined on Ω, where ai, bj are functions of class CM with respect to the variables (x, t)
and holomorphic in the variable ζ. Let f ∈ C∞(Ω′ ×Ω′′) holomorphic in ζ and CM in x. Then for every
open neighborhood of the origin U b Ω′ and every open neighborhood of the origin V b Ω′′, there are a
C∞-function u = u(x, t, ζ) defined on U × R × V and holomorphic in ζ and constants A,Q, δ > 0 such
that: {
|Lu(x, t, ζ)| ≤ Ah(Q|t|), (x, t, ζ) ∈ U × (−δ, δ)× V,
u(x, 0, ζ) = f(x, ζ), (x, ζ) ∈ U × V.
i.e., the function u is an (M, t)-approximate solution of L on U × R× V with initial datum f .
Proof. Consider the vector field L˜ in Ω× R defined by
L˜ = ∂s + L,
and consider the function f˜(x, t, ζ) = f(x, ζ). Let U b Ω′, V b Ω′′ both neighborhoods of the origin and
r > 0 such that (−r, r) b I. By Theorem 3.5 there exists a function u˜ ∈ C∞(U × (−r, r) × R × V ) and
constants A,Q, δ > 0 such that U × (−δ, δ) × V b Ω × R, u˜(x, t, 0, ζ) = f˜(x, t, ζ), for every (x, t, ζ) ∈
U × (−r, r)× V , and
(3.2) |L˜u˜(x, t, s, ζ)| ≤ Ah(Q|s|), (x, t, s, ζ) ∈ U × (−r, r)× (−δ, δ)× V.
We shall assume δ < r. Set F (x, t, ζ) = u˜(x, t, t, ζ) for x ∈ U , ζ ∈ V and |t| < δ. We have
Lu(x, t, ζ) = L(u˜(x, t, t, ζ))
= L˜u˜(x, t, t, ζ).
Therefore the desired estimate follows from (3.2). 
4. Nonlinear PDEs
The following lemmas are the CM-counterparts of results found in [3]. We shall denote the coordinates
in RN+1 = RN × R by (x, t) = (x1, . . . , xN , t).
Lemma 4.1. Let Ω ⊂ RN+1 be an open neighborhood of the origin. Let
L =
∂
∂t
+
N∑
j=1
aj(x, t)
∂
∂xj
,
be a vector field in Ω with coefficients in C1(Ω). For each 1 ≤ j ≤ N , suppose that there exists Zj ∈ C1(Ω)
an (M, t)-approximate solution of L with initial condition Zj(x, 0) = xj. Then there exists a vector field
L1 =
∂
∂t
+
N∑
j=1
bj(x, t)
∂
∂xj
,
defined on an open neighborhood of the origin Ω1 ⊂ Ω and with coefficients in C1(Ω1) such that:
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(1) For each 1 ≤ j ≤ N we have:
L1(Zj) = 0,
aj(x, 0) = bj(x, 0);
(2) Every (M, t)-approximate solution of L is an (M, t)-approximate solution of L1.
For a proof of Lemma 4.1 see Section 2 of [3], pp. 3010–3011.
Lemma 4.2. Let Ω ⊂ RN+1 be an open neighborhood of the origin. Let
L =
∂
∂t
+
N∑
j=1
aj(x, t)
∂
∂xj
,
be a vector field in Ω where aj ∈ C1(Ω), 1 ≤ j ≤ N . Suppose that there exists Zj ∈ C1(Ω) an (M, t)-
approximate solution of L with initial condition Zj(x, 0) = xj Let ξ0 ∈ RN \{0} be such that Im a(0) ·ξ0 <
0. Then there exists an open cone Γ ⊂ RN \ {0}, an open neighborhood of the origin U b RN , a cutoff
function χ ∈ C∞c (RN ), with χ = 1 on U , and constants A > 0 such that ξ0 ∈ Γ and
(4.1) |F [χΨ0] (x, ξ)| ≤ A
k+1Mk
|ξ|k , (x, ξ) ∈ V × Γ, k ∈ Z+,
where V ⊂ U is an open neighborhood of the origin, and Ψ0(x) = Ψ(x, 0) is the trace of any (M, t)-
approximate solution of L.
Proof. Let ξ0 ∈ RN be such that Im a(0) · ξ < 0. We apply Lemma 4.1 and obtain an open neighborhood
of the origin Ω1 ⊂ Ω and a vector field L1 on Ω1. We have d(HdZ) = (L1H)dt ∧ dZ, for every function
H ∈ C1(Ω1). Let B ⊂ RN be an open ball around the origin and I ⊂ R an open interval around zero
such that B × I b Ω1. Choose a cutoff function χ ∈ C∞c (B) such that χ ≡ 1 on a neighborhood U ⊂ B
of the origin and 0 ≤ χ ≤ 1. Thus, if we fix an approximate solution Ψ of L and choose H = Hy,ξ by the
formula1:
H(x, t) = eiξ·(y−Z(x,t))−|ξ|〈y−Z(x,t)〉
2
χ(x)Ψ(x, t), (x, t) ∈ Ω1,
then, for each positive λ ∈ I we can apply Stokes’ theorem and get:∫
B×[0,λ]
(L1H)dt ∧ dZ =
∫
B×[0,λ]
χ(x)eiξ·(y−Z(x,t))−|ξ|〈y−Z(x,t)〉
2
L1 [Ψ(x, t)] dt ∧ dZ
+
∫
B×[0,λ]
eiξ·(y−Z(x,t))−|ξ|〈y−Z(x,t)〉
2
Ψ(x, t)L1 [χ(x)] dt ∧ dZ
=
∫
∂(B×[0,λ])
HdZ
=
∫
x∈B
eiξ·(y−Z(x,λ))−|ξ|〈y−Z(x,λ)〉
2
χ(x)Ψ(x, λ)dxZ(x, λ)
−
∫
x∈B
eiξ·(y−Z(x,0))−|ξ|〈y−Z(x,0)〉
2
χ(x)Ψ(x, 0)dxZ(x, 0),
thus:
|F [χΨ0](y, ξ)| ≤
∫
B×[0,λ]
χ(x)
∣∣∣eiξ·(y−Z(x,t))−|ξ|〈y−Z(x,t)〉2L1 [Ψ(x, t)]∣∣∣dt ∧ dZ
+
∫
B×[0,λ]
∣∣∣eiξ·(y−Z(x,t))−|ξ|〈y−Z(x,t)〉2Ψ(x, t)L1 [χ(x)]∣∣∣dt ∧ dZ(4.2)
+
∫
x∈B
∣∣∣eiξ·(y−Z(x,λ))−|ξ|〈y−Z(x,λ)〉2χ(x)Ψ(x, λ)∣∣∣dxZ(x, λ).
1where y, ξ are parameters.
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Let Q(x, t, y, ξ) = iξ · (y − Z(x, t)) − |ξ| 〈y − Z(x, t)〉2, then as in [3] there exists an open cone Γ ⊂ RN ,
with ξ0 ∈ Γ, an open neighborhood of the origin V ⊂ RN , and constants C0, δ > 0 such that
ReQ(x, t, y, ξ) ≤ −C0t|ξ|/2,
for all x ∈ B, ξ ∈ Γ, y ∈ V and 0 < t < δ. Taking δ ∈ I and V ⊂ U , we can estimate:
|ξ|k
∫
B×[0,δ]
χ(x)
∣∣∣eiξ·(y−Z(x,t))−|ξ|〈y−Z(x,t)〉2L1 [Ψ(x, t)]∣∣∣dt ∧ dZ
≤
∫
B×[0,δ]
|ξ|ke−C0t|ξ|/2Ck Mk−1
(k − 1)! |t|
k−1 sup
(x,t)∈B×[0,δ]
|detZx(x, t)|dtdx
= Ckm(B) sup
(x,t)∈B×[0,δ]
|detZx(x, t)|Mk−1|ξ|
k
(k − 1)!
∫ δ
0
e−C0t|ξ|/2tk−1dt
≤ Ckm(B) sup
(x,t)∈B×[0,δ]
|detZx(x, t)|Mk−1|ξ|
k
(k − 1)!
∫ ∞
0
e−C0t|ξ|/2tk−1dt
= Ckm(B) sup
(x,t)∈B×[0,δ]
|detZx(x, t)| Mk−1|ξ|
k
(C0|ξ|/2)k
≤
(
2C
C0
)k
m(B) sup
(x,t)∈B×[0,δ]
|detZx(x, t)|Mk, ξ ∈ Γ, y ∈ V.
As in [3], the remaining terms in (4.2) have exponential decay in some conic neighborhood of the origin.

Theorem 4.3. Let Ω = Ω′ × I ⊂ RN × R be an open neighborhood of the origin and let Ω′′ ⊂ CN+1 be
an open set. Let u ∈ C2(Ω) be a solution of the nonlinear PDE:
(4.3) ut = f(x, t, u, ux),
where f(x, t, ζ0, ζ) is a function of class CM with respect to (x, t) ∈ Ω and holomorphic with respect to
(ζ0, ζ) ∈ Ω′′. Let Lu be the linearized operator:
(4.4) Lu =
∂
∂t
−
N∑
j=1
∂f
∂ζj
(x, t, u, ux)
∂
∂xj
.
Then for each open set U b Ω′ there exist C1-functions Zj(x, t) and Ψ(x, t) that are (M, t)-approximate
solutions of Lu on U × R with initial data xj and u0 = u( · , 0), respectively, j = 1, . . . , N .
Proof. In this proof we follow closely the proof of the Theorem 4.1 of [3]. Consider the vector field
L = ∂
∂t
−
N∑
j=1
∂f
∂ζj
(x, t, ζ0, ζ)
∂
∂xj
,
and the functions
h0(x, t, ζ0, ζ) = f(x, t, ζ0, ζ)−
N∑
j=1
ζj
∂f
∂ζj
(x, t, ζ0, ζ)
hi(x, t, ζ0, ζ) =
∂f
∂xi
(x, t, ζ0, ζ) + ζi
∂f
∂ζ0
(x, t, ζ0, ζ), i = 1, . . . , N.
This functions hj satisfies h(x, u(x, t)) = L
uw(x, t), where w(x, t) = (u(x, t), ux(x, t)). We can introduce
now the holomorphic Hamiltonian
H = L+ h0 ∂
∂ζ0
+
N∑
j=1
hj
∂
∂ζj
.
So it follows as in [10] that for every Φ(x, t, ζ0, ζ) a C∞-function,
(4.5) LwΦw = (HΦ)w ,
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and Lw = Lv, with the notation Φw(x, t) = Φ(x, t, w(x, t)). Let U b Ω′ be an open neighborhood of
the origin and let V b Ω′′ be an open neighborhood of w(0, 0) = (u(0, 0), ux(0, 0)) such that w(x, t) ∈ V
for all (x, t) ∈ U . Applying Theorem 3.6 there exist functions Zj(x, t, ζ0, ζ), Ξk(x, t, ζ0, ζ), j = 1, . . . , N
and k = 0, 1, . . . , N , C∞ in (x, t) and holomorphic in (ζ0, ζ), (M, t)-approximate solutions of HΦ = 0
on U × R × V with initial conditions Zj(x, 0, ζ0, ζ) = xj , for j = 1, . . . , N and Ξk(x, 0, ζ0, ζ) = ζk, for
k = 0, 1, . . . , N . So there are constants C1, ρ, δ > 0 such that{
|HZj(x, t, ζ0, ζ)| ≤ C1h(ρ|t|), ∀j = 1, . . . , N,
|HΞk(x, t, ζ0, ζ)| ≤ C1h(ρ|t|), ∀k = 0, . . . , N,
for (x, ζ0, ζ) ∈ U × V and |t| ≤ δ. The identity (4.5) implies that Zwj (x, t) is an (M, t)-approximate
solution of Lw with initial condition Zwj (x, 0) = xj , for j = 1, . . . , N . So it only remains to find an
approximate solution of Lw with initial condition u0. Let Z˜(z, z, t, ζ0, ζ) and Ξ˜(z, z, t, ζ0, ζ) beM-almost
holomorphic extensions of Z(x, t, ζ0, ζ) and Ξ(x, t, ζ0, ζ) on U × R× V , see [9]. Note that Z˜(z, z, t, ζ0, ζ)
and Ξ˜(z, z, t, ζ0, ζ) are both holomorphic in (ζ0, ζ). Than there are positive constants C2, γ such that,
shrinking δ if necessary,
(4.6)

∣∣∣∣∣∂Z˜l∂zj (z, z, t, ζ0, ζ)
∣∣∣∣∣ ≤ C2h(γ|Im zj |), ∀j, l = 1, . . . , N∣∣∣∣∣∂Ξ˜k∂zj (z, z, t, ζ0, ζ)
∣∣∣∣∣ ≤ C2h(γ|Im zj |), ∀j = 1, . . . , N, k = 0, . . . , N,
for (z, ζ0, ζ) ∈ (U + iBδ(0))× V and |t| < δ. Since
∂(Z˜, Z˜, Ξ˜, Ξ˜)
∂(z, z, ζ0, ζ0, ζ, ζ)
(z, z, t, ζ0, ζ)
is non-singular if t = 0 and Im z = 0, shrinking if necessary U , V and δ, one can use the implicit function
theorem to solve {
Z˜(z, z, t, ζ0, ζ) = z˜
Ξ˜(z, z, t, ζ0, ζ) = ζ˜,
with respect to (z, ζ0, ζ) in (U + iBδ(0))× V . So there are two C∞ functions P and Q such that{
z = P (z˜, z˜, t, ζ˜, ζ˜)
(ζ0, ζ) = Q(z˜, z˜, t, ζ˜, ζ˜),
with P (0, 0, ζ0, ζ) = 0 and Q(0, 0, u(0), ux(0)) = (u(0), ux(0)). Combining this four equations we obtain
(4.7)
{
Z˜(P (z˜, z˜, t, ζ˜), P (z˜, z˜, t, ζ˜), t, Q(z˜, z˜, t, ζ˜, ζ˜)) = z˜
Ξ˜(P (z˜, z˜, t, ζ˜), P (z˜, z˜, t, ζ˜), t, Q(z˜, z˜, t, ζ˜, ζ˜)) = ζ˜.
Differentiating the system (4.7) with respect to z˜ we obtain
∂(Z˜, Ξ˜)
∂(z, ζ0, ζ)
(P (z˜, z˜, t, ζ˜, ζ˜), P (z˜, z˜, t, ζ˜, ζ˜), t, Q(z˜, z˜, t, ζ˜, ζ˜))
∂(P,Q)
∂z˜
(z˜, z˜, t, ζ˜, ζ˜)
+
∂(Z˜, Ξ˜)
∂(z, ζ0, ζ)
(P (z˜, z˜, t, ζ˜, ζ˜), P (z˜, z˜, t, ζ˜, ζ˜), t, Q(z˜, z˜, t, ζ˜, ζ˜))
∂(P ,Q)
∂z˜
(z˜, z˜, t, ζ˜, ζ˜) = 0.
Let A(z, s, ζ0, ζ) be a generic entry of the matrix
∂(Z˜, Ξ˜)
∂(z, ζ0, ζ)
(z, z, t, ζ0, ζ).
From the estimates (4.6) and that Z˜ and Ξ˜ are holomorphic in (ζ0, ζ) follows that
|A(z, t, ζ0ζ)| ≤ C3h(γ|Im z|), ∀(z, t, ζ0, ζ) ∈ (U + iBδ(0))× (−δ, δ)× V,
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for some positive constant C3. Since the (complex) matrix
∂(Z˜, Ξ˜)
∂(z, ζ0, ζ)
(z, z, t, ζ0, ζ)
is invertible for Im z = 0 and t = 0, it follows that (shrinking U, V and δ if necessary)
(4.8)
∣∣∣∣∣∂Q0∂z˜j (z˜, z˜, t, ζ˜)
∣∣∣∣∣ ≤ C4h(γ|ImP (z˜, z˜, t, ζ˜, ζ˜)|), ∀j = 1, . . . , N.
for some positive constants C4. Analogously, differentiating the system (4.6) with respect to ζ˜ and
reasoning as before we have
(4.9)
∣∣∣∣∣∣∂Q0∂ζ˜j (z˜, z˜, t, ζ˜)
∣∣∣∣∣∣ ≤ C5h(γ|ImP (z˜, z˜, t, ζ˜, ζ˜)|), ∀j = 0, . . . , N,
For some positive constants C5. Define the function Ψ(z, z, t, ζ0, ζ) for (z, z, t, ζ0, ζ) ∈ (U + iBδ(0)) ×
(−δ, δ)× V by
Ψ(z, z, t, ζ0, ζ, ζ0, ζ) = Q0
(
Z˜(z, z, t, ζ0, ζ), Z˜(z, z, t, ζ0, ζ), 0, Ξ˜(z, z, t, ζ0, ζ), Ξ˜(z, z, t, ζ0, ζ)
)
.
And by the definition of Ψ we have
Ψw(x, 0) = Ψ(x, 0, w(x, 0))
= Ψ(x, 0, v(x, 0), vx(x, 0))
= Q0(x, 0, v(x, 0), vx(x, 0))
= v(x, 0).
Note that H has no derivatives on Im z, so HZ˜(x, t, ζ0, ζ) = HZ(x, t, ζ0, ζ) and the same happens for HΞ˜
at Im z = 0. We have:
HΨ =
N∑
j=1
(
∂Q0
∂z˜j
HZ˜j +
∂Q0
∂z˜j
HZ˜j
)
+
N∑
k=0
(
∂Q0
∂ζ˜k
HΞ˜k +
∂Q0
∂ζ˜k
HΞ˜k
)
.
and also
P (x, 0, ζ0, ζ, ζ0, ζ) = P (Z˜(x, 0, ζ0, ζ0), Z˜(x, 0, ζ0, ζ0), 0, Ξ˜(x, 0, ζ0, ζ), Ξ˜(x, 0, ζ0, ζ))
= x,
so
ImP (Re z˜, 0, ζ˜, ζ˜) = 0.
By the mean value inequality,
|ImP (z˜, z˜, 0, ζ˜, ζ˜)| = |ImP (z˜, z˜, 0, ζ˜, ζ˜)− ImP (Re z˜, 0, ζ˜, ζ˜)|
≤ C6|Im z˜|,
For some positive constant C6. On the other hand, since
Z˜(x, 0, ζ0, ζ) = x,
there is C7 > 0 such that
|Im Z˜(x, t, ζ0, ζ) ≤ C7|t|, (x, t, ζ0, ζ) ∈ U × (−δ, δ)× V.
Combining this two estimates with (4.8) and (4.9), taking C = maxCj we obtain∣∣∣∣∣∂Q0∂z˜j (Z˜(x, t, ζ0, ζ), Z˜(x, t, ζ0, ζ), 0, Ξ˜(x, t, ζ0, ζ))
∣∣∣∣∣ ≤ Ch(γ|t|), (x, t, ζ0, ζ) ∈ U × (−δ, δ)× V,
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and ∣∣∣∣∣∣∂Q0∂ζ˜j (Z˜(x, t, ζ0, ζ), Z˜(x, t, ζ0, ζ), 0, Ξ˜(x, t, ζ0, ζ))
∣∣∣∣∣∣ ≤ Ch(γ|t|), (x, t, ζ0, ζ) ∈ U × (−δ, δ)× V.
Summing up we have
|HΨ(x, t, ζ0, ζ)| ≤ Ch(γ|t|), (x, t, ζ0, ζ) ∈ U × (−δ, δ)× V.
So in view of equation (4.5) we have{
|LwΨw(x, t)| ≤ Ch(γ|t|), (x, t) ∈ U × (−δ, δ),
Ψw(x, 0) = u(x, 0), x ∈ U.
Thus we have constructed an (M, t)-approximate solution of Lw with initial condition u0. 
Theorem 4.4. Let Ω = Ω′ × I ⊂ RN × R be an open neighborhood of the origin. Let v ∈ C2(Ω) be a
solution of the nonlinear PDE:
(4.10) vt = g(x, v, vx),
where g(x, ζ0, ζ) is a function of class CM with respect to x ∈ Ω′ and holomorphic with respect to (ζ0, ζ) ∈
C× CN . Then:
(4.11) WFM(v0)|0 ⊂
{
(0, ξ) ∈ Ω′ × RN : Im b(0) · ξ ≥ 0},
where v0 ∈ C2(Ω′) is given by v0(x) = v(x, 0), x ∈ Ω′, and b(x) = ∇ζg(x, v0(x), v0x(x)).
Proof. Just apply Lemma 4.2 with Theorem 4.3. 
Applying a technique of Hanges-Treves presented in [10], we have the regularity theorem as a conse-
quence of Theorem 4.4:
Theorem 4.5. Let Ω = Ω′× I×Ω′′ ⊂ RN ×R×CN , where Ω′×R is an open neighborhood of the origin
and Ω′′ is an open set. Let u ∈ C2(Ω) be a solution of the nonlinear PDE:
(4.12) ut = f(x, t, u, ux),
where f(x, t, ζ0, ζ) is a function of class CM with respect to (x, t) ∈ Ω and holomorphic with respect to
(ζ0, ζ) ∈ C× CN . Then:
WFM(u) ⊂ Char(Lu),
where Lu is the linearized operator:
(4.13) Lu =
∂
∂t
−
N∑
j=1
∂f
∂ζj
(x, t, u, ux)
∂
∂xj
.
For the convenience of the reader we present Hanges-Treves’ argument. We shall prove:
WFM(u)|0 ⊂ Char(Lu)|0.
The direction (0; ξ, τ) ∈ Ω× (RN × R) belongs to Char(Lu) if and only if:
(4.14)
{
τ = −Re a(0) · ξ,
0 = Im a(0) · ξ,
where a(x, t) = ∇ζf(x, t, u(x, t), ux(x, t)). For each θ ∈ [0, 2pi) one can see that v(x, t, s) = u(x, t) is a
C2-solution of the following nonlinear PDE:
(4.15) vs = f
θ(x, t, v, vx, vt),
where fθ(x, t, ζ0, ζ, ζN+1) = e
−iθ(ζN+1 − f(x, t, ζ0, ζ)) and we are setting the coordinates in RN ×R×R
as (x, t, s) = (x1, . . . , xN , t, s) and the coordinates in C×CN ×C as (ζ0, ζ, ζN+1) = (ζ0, ζ1, . . . , ζN , ζN+1).
The corresponding linearized operator is:
Lθ =
∂
∂s
− e−iθLu.
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The direction (0; ξ, τ, σ) ∈ (Ω× R)× (RN × R× R) belongs to Char(Lθ) if and only if:
(4.16)
{
σ = [(cos θ)Re a(0)− (sin θ)Im a(0)] · ξ + (cos θ)τ,
0 = [(cos θ)Im a(0) + (sin θ)Re a(0)] · ξ + (sin θ)τ.
One can notice that the validity of (4.14) is equivalent to the validity of the second equation on (4.16)
for every θ ∈ [0, 2pi). Now, let (0; ξ0, τ0) /∈ Char(Lu). There exists θ ∈ [0, 2pi) such that [(cos θ)Im a(p) +
(sin θ)Re a(p)] ·ξ0+(sin θ)τ0 6= 0. By choosing among θ, θ+pi and θ−pi, one can suppose [(cos θ)Im a(p)+
(sin θ)Re a(p)] · ξ0 + (sin θ)τ0 < 0. Applying Theorem 4.4 to the solution v(x, t, s) = u(x, t) of (4.15) we
conclude (0; ξ0, τ0) /∈WFM(v0)|0 = WFM(u)|0.
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