[1] The impact of dynamic vegetation on ensemble re-forecasts of recent warm-season weather over the continental U.S. was assessed using the Regional Atmospheric Modeling System (RAMS) and a fully coupled dynamic vegetation version of RAMS, the General Energy and Mass Transfer-RAMS (GEMRAMS). Two 10-member ensembles were produced for the June-August periods of 2000 and 2001. For each period, one of the members used the standard RAMS, and the other the GEMRAMS version. Initial and lateral boundary conditions were provided by a re-forecast produced with the NCEP Seasonal Forecast Model (SFM). In addition, a pair of ''baseline'' simulations was produced using the NCEP Reanalysis, the ''perfect'' global forecast, as initial and lateral boundary conditions. Precipitation in the regional ensembles was largely controlled by the driving large-scale forcing. A large precipitation bias exists over the regional domain in the SFM itself that is amplified in the simulations. For the time periods and model set-up considered in this work, under an explicitly predictive model configuration, the use of a more complex parameterization of land-surface processes with dynamic vegetation added little value to the skill of the seasonal forecast over the regional domain. This is a consequence of the strong dependence of the regional model results on the lateral boundary conditions provided by the parent global model. Even the use of an ensemble of predictions does not remove all of the biases that are inherent in the parent global model. 
Introduction
[2] Remotely sensed-derived datasets of Leaf Area Index (LAI) have been incorporated into numerical simulations and ''hindcasts'' of seasonal weather [e.g., Lu and Shuttleworth, 2002] , general circulation models [e.g., Buermann et al., 2001] or mesoscale models [e.g., Lacaze et al., 2003] replacing the default multi-year climatology used in many global and regional climate modeling systems. Results (e.g., near-surface temperature and energy fluxes and precipitation) were significantly different from simulation results for the same periods when default vegetation fields were used instead of the observed LAI data. As discussed in Pielke et al. [1999] , vegetation processes are an integral part of the coupled climate system. On the seasonal time scale, the phenology of vegetation related parameters (e.g., LAI) evolves in response to the two-way fluxes of water, energy, and carbon between the land surface and the atmosphere. This phenology feeds back to influence the weather because of the inherent control exerted by vegetation on the fluxes. Thus, when multiyear averages of phenology are applied in climate or seasonal weather modeling applications, an artificial constraint is imposed on the interactive dynamic climate system.
[3] In the ''hindcast'' or ''simulation'' framework, numerical modeling experiments use past observed LAI and lateral boundary atmospheric conditions (e.g., the NCEP/NCAR Reanalysis, Kalnay et al. [1996] ; ERA40 Reanalysis, Uppala et al. [2005] ). Vegetation data like remotely-sensed LAI or fractional vegetation cover are assimilated into the modeling system as valid for the same time period as the observed lateral boundary condition data. For example, Lu and Shuttleworth [2002] studied the impact of incorporating Normalized Difference Vegetation Index (NDVI)-derived LAI into a regional climate model (ClimRAMS) on near-surface seasonal simulations. Matsui et al. [2005] incorporated NDVI-derived vegetation cover data into the Pennsylvania State University-National Center for Atmospheric Research Mesoscale Model (MM5) -Oregon State University (OSU) Land Surface Model to show its influence on North American monsoon simulations. On the other hand, in a ''predictive'' framework, assimilation of vegetation data may be feasible in applications to short time scales (e.g., mesoscale numerical weather prediction), because the vegetation fields do not change appreciably over the course of a short-term model integration. The results of short-term forecasts could potentially be improved by assimilation of near real-time vegetation data when compared to short-term forecasts that use default, climatological vegetation parameters. For example, Kurkowski et al. [2003] found an improvement in both 2 m and dewpoint temperatures when NDVI-derived vegetation fraction was used to initialize short-term (48 h) ETA forecasts. However, in a predictive framework with applications to longer time scales (e.g., for an operational application to the seasonal weather forecast process), it is not possible to obtain a priori the observed vegetation data that are valid over the long-term integration. In other words, when using a regional model for seasonal weather or regional climate model (RCM) for forecasting applications, the vegetation parameters, much like the lateral boundary conditions (LBCs), must be a part of the predictive framework if one wishes to incorporate season-specific (as opposed to default climatological) vegetation information.
[4] In the context of regional climate modeling, the outputs of the RCM experiments on the modeling domain (generally with a relatively small grid-cell size) represent a dynamical downscaling of the coarse data used as initial and lateral boundary conditions, from global weather forecasts, global reanalysis, or global general circulation models [e.g. Castro et al., 2007a] . Castro et al. [2005] classified dynamical downscaling into four types. In Type 1, the RCM is forced by a global numerical prediction model at short regular time intervals (i.e., every 6 or 12 h) and the initial conditions are retained. In Type 2 the large-scale forcing for the RCM is provided by reanalysis and observed sea surface temperatures (SST), which can be considered as ''perfect'' lower and lateral boundary conditions. When the LBCs for a RCM are given by a global prediction model that contains some prescribed data such as observed SST, then the dynamical downscaling is referred to as Type 3. In this Type 3 dynamic downscaling, the RCM is used in a long-term ''predictive'' framework, as in seasonal weather predictions. On the other hand, in Type 4, the LBCs correspond to a fully coupled climate modeling system, in which all the components of atmosphere, biosphere, ocean, and ice are interactive and their behavior predicted within the modeling system.
[5] Prescribed LAI seasonal distribution in Type 2 dynamic downscaling based on climatology can result in strong atmospheric biases in atmospheric variables and surface fluxes [Xue et al., 1996; Lu and Shuttleworth, 2002] . A predictive seasonal LAI scheme is needed in Type 3 dynamical downscaling, i.e., in seasonal weather prediction experiments, to account for seasonal and year-to-year variations in vegetation status.
[6] Recently, dynamic vegetation parameterizations (i.e., predictive LAI schemes) have been incorporated into regional climate modeling systems [Eastman et al., 2001a [Eastman et al., , 2001b Lu et al., 2001; Tsvetsinskaya et al., 2001a Tsvetsinskaya et al., , 2001b Narisma et al., 2003; Beltrán, 2005] and coupled to landsurface models (for example, the Community Land Model, Kim and Wang [2005] ; Gulden et al. [2007] ). These schemes do not include long-term plant competition or changes in vegetation type. LAI is predicted at a daily or weekly basis based on temperature, soil moisture, and shortwave radiation values provided by the model. These studies demonstrated that significant feedbacks occur on monthly to seasonal time scales when vegetation is allowed to evolve as part of the dynamic modeling system. However, the experiments using the coupled vegetation-atmosphere RCM still comprise ''simulations'' rather than explicit ''predictions'', because the RCM lateral boundary conditions were provided by reanalysis, such as the NCEP/NCAR or ERA-40 reanalysis.
[7] The main purpose of this work is to investigate the utility of using a dynamic vegetation parameterization within a RCM in a truly explicitly predictive framework (i.e., type 3 downscaling). Specifically, initial and lateral boundary conditions for a RCM are provided by a 10-member global ensemble reforecast produced with the NCEP Seasonal Forecast Model (SFM) [Kanamitsu et al., 2002] Coughenour, 1994, 2004] , was the RCM used in this study. GEMRAMS has been used to study the effects of land cover and CO 2 changes on weather and climate [Eastman et al., 2001a [Eastman et al., , 2001b Narisma et al., 2003; Narisma and Pitman, 2004; Pitman et al., 2004; Beltrán, 2005] . The fully coupled GEMRAMS contains several options for the typical physical parameterizations of atmospheric modeling systems including radiation, convection, and turbulence.
[9] GEMTM is an ecophysiological process-based modeling system that includes explicit C 3 and C 4 photosynthesis pathways to determine the assimilation of carbon for sunlit and shaded leaves. Assimilated carbon is allocated among dynamically evolving plant biomass (roots, leaves, stems). A new total LAI value is estimated daily from the leaf biomass growth, using a vegetation-prescribed specific leaf area. GEMTM serves in conjunction with the RAMS soilvegetation-atmosphere transfer scheme LEAF-2 [Walko et al., 2000] to determine the canopy resistances, and ultimately the fluxes of heat and water from the model landsurface. Meteorological inputs to LEAF-2/GEMTM are provided by the atmospheric outputs from RAMS such as solar radiation, temperature, and rainfall.
[10] The models were integrated over a domain covering the contiguous U.S., using a 120 Â 72 grid at 40 km grid spacing ( Figure 1a ). There were 32 vertical levels with a thickness of 120 m at the surface, stretching to 1 km from approximately 5.2 km to the domain top at 23 km. The soil model had 8 soil layers, with the bottom layer at 3.0 m.
[11] Initial and LBC for the simulation experiments were provided by the 2.5 latitude by 2.5 longitude NCEP global reanalysis [Kalnay et al., 1996] and by global forecasts produced by the NCEP SFM (see section 2.2). In all the experiments, lateral boundary nudging was performed every 6 h. Three lateral grid points were used for lateral nudging. For internal nudging, a 24 h timescale was applied. This is a relatively ''weak'' internal nudging, according to RAMS Users Model Input Namelist Parameters (http://www.atmet. com/html/docs/rams/ug44-mod-namelists.pdf). This value allows RAMS to keep the large-scale variability and at the same time letting RAMS capture small-scale features [Castro et al., 2005; Saleeby and Cotton, 2004] . The use of internal nudging vs. no nudging improved the model representation of the large-scale flow and spatial distribution and variability of precipitation when the Kain-Fritsch convective precipitation scheme was used [Castro et al., 2005] . We performed several tests with no nudging to a 48 h timescale, using a 12 h interval (results not shown). We decided to use the 24 h timescale value based on our tests results and those of Castro et al. [2005] .
[12] The Mellor and Yamada [1982] parameterization was used for vertical diffusion and the modified Smagorinsky [1963] scheme for horizontal diffusion. The lateral boundary conditions were those of Klemp and Wilhelmson [1978] . The short-and longwave radiative fluxes were parameterized by the Chen and Cotton [1987] radiation scheme. Large-scale precipitation processes were simulated with a ''dump-bucket'' parameterization scheme [Cotton et al., 1995] . The convective precipitation parameterization employed was a modified Kain-Fritsch scheme Kain, 2004] which replaced the standard Kuo scheme in this RAMS version. The incorporation of the Kain-Fritsch scheme to RAMS greatly improves the amount and spatial distribution of precipitation in the simulations [Castro et al., , 2005 .
[13] In this GEMRAMS version, several grid cells of the simulation domain were reclassified into wheat as the main winter crop, and corn and soybean as the main summer crops based on the standard Global Land Cover Characteristics database version 1.2 Global Ecosystems framework [Olson, 1994] and the 0.5°Â 0.5°Historical Croplands Dataset, 1700 -1992 [Ramankutty and Foley, 1999 ; see Figure 1b ]. Spatially variable soil types were provided by the Food and Agriculture Organization (FAO) of the United Nations [FAO, 1997] . Initial LAI values were estimated using the 8 km Â 8 km Global Inventory Modeling and Mapping Studies Satellite Drift Corrected and NOAA-16 incorporated Normalized Difference Vegetation Index (GIMMS-NDVI) Tucker et al., 2005] , available bimonthly from July 1981 to December 2005. The algorithm proposed by Sellers et al. [1996] was applied on the May and June GIMMS-NDVI data of 2000 and 2001. The average value of May and June LAI for each year was used to initialize the experiments. Climatological sea surface temperature from NCEP global 1°Â 1°grid data base were used on a daily-basis update [Reynolds and Smith, 1994] . Soil moisture initial conditions were provided by the NCEP-Land Data Assimilation System model. Observed daily precipitation from the CPC U.S. Unified Precipitation [Higgins et al., 1996] was used to evaluate the performance of the modeling experiments.
NCEP Seasonal Forecast Model
[14] For the explicitly predictive framework experiments, initial and lateral boundary conditions were provided by global ensemble reforecasts produced with the NCEP SFM [Kanamitsu et al., 2002] . This model was the operational seasonal prediction model at NCEP during the 2000/2001 time of interest for this paper.
[15] The dynamical core of the SFM is based on updated physics from the NCEP/Department of Energy (DOE) reanalysis II. The model resolution is T62 spectral truncation, approximately 1.9°Â 1.9°grid spacing, with 28 layers in the vertical sigma coordinate system. The model physics include a relaxed Arakawa -Schubert convective parameterization [Moorthi and Suarez, 1992] , shortwave and longwave radiation schemes by Chou [1992] and Chou and Suarez [1994] , respectively, and a cloud scheme by Slingo [1987] . The land processes parameterization is based on the OSU two-layer soil model [Pan and Mahrt, 1987] . The vegetation type and cover and soil type used by SFM correspond to the Simple Biosphere model climatology [Dorman and Sellers, 1989] .
[16] Until recently, SFM was used at NCEP to produce global ensemble seasonal forecasts by staggering initial conditions every 12 h, at 0000 and 1200 UTC of days 1 -5 of each month, exactly as the ensembles used in this paper. The SFM has now been replaced by the Climate Forecast System [Saha et al., 2006] .
Experimental Design
[17] The experiments covered a three month period, from June 1 to September 1 for 2000 and 2001. The 2000 and 2001 periods were chosen because they are relatively close to the present time, and remote sea surface temperature anomalies (El Niño-Southern Oscillation, for example) were not particularly strong during these periods, such that the seasonal weather may have been more strongly influenced by local land-atmosphere interaction than in other years. In order to assess the ''value added'' by the dynamic vegetation in an explicitly predictive framework, a first set of ''baseline'' experiments for the periods of interest were carried out using the NCEP/NCAR Reanalysis as initial and lateral atmospheric boundary conditions. These experiments included two runs for each period. The difference among them is that one encompassed the ''control'' scenario, wherein RAMS is integrated without the dynamic vegetation option (i.e., with the default vegetation phenology); these are called RAMS_NCEP simulations. The second used the dynamic vegetation option GEM-RAMS, in which LAI varies according to simulated temperature, radiation and soil moisture conditions; these are called GEM_NCEP simulations.
[18] In a second set of experiments, RAMS and GEM-RAMS runs are performed in a ''predictive'' mode, by using the NCEP SFM as forecast atmospheric initial and lateral boundary conditions throughout the model integration; the runs are called RAMS_SFM and GEM_SFM, respectively. Two (i.e., for 2000 and 2001) 10-member ensemble forecasts were obtained from the SFM. These integrations of the SFM begin at 0000 UTC on 1 June of each year, with successive integrations initialized every 12 hours, out to 1200 UTC on 5 June. Each of these 10 forecast runs of the SFM, with their initial conditions staggered in time, were used to provide initial and lateral boundary conditions to RAMS and GEMRAMS. A total of 40 3-months runs are generated in this second experiment.
[19] These two sets of experiments can be used to address the ''value added'' by incorporating a dynamically interactive phenology scheme within a perfect global (SFM) forecast (i.e., Type 3 dynamic downscaling, GEM_SFM vs. RAMS_SFM comparisons) and the utility of the dynamic interactive phenology in a ''simulation'' framework (i.e., Type 2 dynamic downscaling, GEM_NCEP vs. RAMS_NCEP comparisons). [21] Simulated LAI from satellite estimates from GIMMS-NDVI and MODIS are shown in Figures 2c and 2d . MODIS-derived LAI have a higher spatial variability than LAI derived from GIMMS-NDVI. Largest differences between these two LAI satellite estimations appear in the maximum LAI areas of the northeast and northwest. [22] Interannual variability in LAI can be slightly seen in the lower Mississippi basin in the MODIS estimates and GEM_NCEP LAI, and also in the upper Midwest in the MODIS estimates. Differences between LAI in August 2000 and 2001 were small in the GIMMS-NDVI LAI estimates.
[23] A strict comparison of the simulated LAI with satellite estimates is a difficult task. Uncertainties associated with LAI comparisons include NDVI to LAI conversion algorithms for the satellite data, and parameters related to green leaf biomass to LAI conversion in the model results, NDVI data set used [Buermann et al., 2002] , different spatial scales associated with the different estimations (i.e., satellite pixel: from 10 5 to 10 8 m 2
; model grid-cell: 10 9 m 2 ), and different spatial vegetation datasets. More work needs to be done in the assessment of modeling LAI at this regional scale, with respect to modeling parameters and datasets used in the comparisons. The ''ground truth'' could be provided by the few plot level LAI measurement, but their comparisons with modeling and/or satellite estimates are also affected by scaling issues as well as experimental settings and methodology used in the measurements [Scurlock et al., 2001] .
Surface Energy Fluxes
[24] August mean latent heat fluxes (LH) in both experiments present similar patterns, with the highest values on the eastern portion of the domain (Figure 3a) . Sensible heat fluxes (SH) have the opposite spatial pattern, with high values on the east and low values on the south and west (Figure 3b ). In both cases interannual differences are noticeable on the east portion of the domain, with higher LH and lower SH values, respectively, in 2001 than in 2000, reflecting the simulated precipitation interannual differences in that region (see Figures 4b and 4c) .
[25] No major differences in domain-averaged values are found in LH and SH between RAMS_NCEP and GEM_ NCEP experiments, but large spatial variability can be seen in Figures 3c and 3d . Latent heat values from the fully coupled model GEMRAMS (GEM_NCEP) tends to be lower than from RAMS (RAMS_NCEP) in the center-north part of the domain consistently in both years (Figure 3c ). The opposite pattern is found for SH values (Figure 3d ). In the southern part of the domain, LH values are higher in the GEM_NCEP experiments in 2000, but lower in 2001. SH differences in that region are larger in 2000 than in 2001. In general, the location of the largest differences in the fluxes tended to be related with the location of the largest LAI (Figure 3e ), precipitation (see Figure 4d ) and soil moisture differences (not shown) in both experiments. Although LAI differences are important in the central part of the domain (Figure 3e ), this area corresponds to the semiarid to arid western region (see precipitation in Figures 4b and 4c) , and then LH values are water-limited.
Precipitation
[26] Both GEMRAMS and RAMS, using the NCEP/ NCAR Reanalysis, captured the general observed spatial and temporal precipitation patterns (Figure 4 Modelled precipitation showed areas of maximum precipitation along the east coast and Gulf of Mexico, and minimum precipitation in the center and west of the domain, in agreement to observations. Over the western U.S. small features in simulated precipitation appeared closely related to topography. The overall simulated values indicate a relatively dry August 2000, like in the observations, although the RAMS_NCEP and GEM_NCEP area-average values were lower, 33 mm and 31 mm respectively. During the relatively wet August 2001 area-averaged simulated precipitation from RAMS and GEMRAMS was higher than the observations, 68 mm and 64 mm, respectively, with precipitation particularly overestimated over southeast U.S. Although the simulated area of maximum precipitation shift towards the Gulf of Mexico in agreement with observations, a maximum of precipitation greater than 300 mm was located SE of the Appalachians where observations showed a relative precipitation minimum. The location of this simulated maximum might be related with combined effects of the convection parameterization scheme, a RAMS-overestimated strength of the diurnal cycle [Castro et al., 2007a] and topography.
[27] Several modeling studies have used RAMS Eastman et al., 2001a; Adegoke et al., 2003; Marshall et al., 2004; Saleeby and Cotton, 2004; Castro et al.,. 2005 Castro et al.,. , 2007a Castro et al.,. , 2007b and GEMRAMS [Narisma et al., 2003; Beltrán, 2005] , with different experimental set-up for warm season simulations. All of them showed that simulated precipitation amounts and their spatial and temporal distribution were satisfactory. Castro et al. [2005 Castro et al. [ , 2007a Castro et al. [ , 2007b ] also found that precipitation in RAMS is sensitive to simulation size and location, grid spacing, and convective parameterization used, consistent with other studies [e.g., Seth and Giorgi, 1998; Xue et al., 2001 Xue et al., , 2007 . In particular for RAMS, the Kuo scheme (the original convective scheme in RAMS) underestimates precipitation and although the Kain-Fritsch convective scheme tends to produce excessive precipitation, gives a better overall performance.
[28] The use of a more complex parameterization of landsurface processes, including the prognosis of LAI, did not produce major differences in precipitation (Figure 4d ). Domain average differences GEM_NCEP -RAMS_NCEP were -2 mm and -3 mm for August 2000 and 2001 respectively. The differences were located approximately in the same areas in both years, with larger values in 2001 than in 2000.
''Predictive Framework'' Simulations: RAMS_SFM and GEM_SFM
[29] In the second set of experiments, 10 forecast runs of the SFM for 2000 and 2001 were used as forecast atmospheric initial and lateral boundary conditions throughout the integration of RAMS and GEMRAMS. These 10-member ensemble simulation experiments allow us to take into account the uncertainties in the SFM runs themselves and how they downscale using a RCM.
Leaf Area Index
[30] The general pattern of mean prognosed LAI using SFM (Figure 5a ) is similar to the one using NCEP reanalysis (Figure 2b) : high values on the east, north and northwest, decreasing to the center and south. The differences NCEP vs. SFM expressing the effect of the LBC on prognosed LAI can be seen in Figure 5b (comparison of Figure 5a and Figure 2b) . The domain-average differences [31] Figure 5c shows the effect of the different landsurface parameterization, with the quantification of LAI differences between GEM_SFM and RAMS_SFM. The RAMS_ experiments have all the same LAI values, i.e., they only depend on vegetation type, time of year, and latitude. This means that Figure 5c is reflecting the effect of the LBC (i.e., NCEP vs. SFM, Figure 5b ) on the baseline simulations (see Figure 3e ). LAI differences are reinforced over the Midwest and suppressed in the south and west.
[32] The spread of LAI for the 10 member-ensemble, as measured by the root mean square error (RMSE), presents the highest values in the center and southern part of the domain (Figure 5d ). Part of that area coincides with the area of the largest differences between GEM_NCEP and GEM_SFM (Figure 5b ). This can be seen for both years, 2000 and 2001, indicating a preferred area where the differences in these two LBC are likely to affect the RCM simulations, at least for LAI.
Surface Energy Fluxes and Temperature
[33] Surface fluxes were affected by the different lateral boundary conditions and the new land-surface scheme. The August average LH for 2000 and 2001 simulated by GEM_SFM are shown in Figure 6a . In both GEM_SFM and RAMS_SFM (not shown) experiments, highest and lowest LH values are found on the southeastern, and central and western part of the domain, respectively (Figure 6a ).
Overall, LH values are higher when SFM was used as LBC compared to NCEP Reanalysis, for both RAMS and GEM-RAMS experiments (compare Figures 3a and 6a ). In the case of the GEM_ experiments, the effects of the LBC (NCEP vs. SFM) can be seen in Figure 6b : LH increased in the southeast and decreased in the northeast when SFM was used. Those differences tend to be collocated with the areas of largest differences in LAI, in the case of GEM_NCEP and GEM_SFM experiments (see Figures 5b and 7) .
[34] The effect of the new land-surface scheme on LH under an explicitly predictive framework (i.e., when SFM is used as LBC) is shown in Figure 6c . The spatial pattern of the differences is very similar to the ''simulation'' experiments, when Reanalysis were used as LBC (Figure 3c ). Differences tended to be slightly larger in the _SFM experiments than in the _NCEP experiments (Figure 3c ): domain-averaged values for 2000 and 2001 are À7 Wm À2 for GEM_SFM -RAMS_SFM, and À4 Wm À2 and À5 Wm À2 for GEM_ NCEP -RAMS_NCEP, respectively. In both experiments, the location of the larger LH differences tends to be related to LAI and soil moisture differences between the experiments.
[35] The highest values of LH spread of the 10-member ensemble (Figure 6d ) comprised a larger area than the one for LAI (Figure 5d ), in particular in the center-southern part of the domain. In addition, an area related to topography appeared on the west.
[36] Sensible heat flux (SH) had approximately the opposite pattern than LH (Figure 7a ) with the largest values over the west coast and central U.S. and smallest values over the southeastern United States. Also, opposite to the LH behavior, overall SH values are higher in GEM_NCEP experiments than in GEM_SFM ones (Figure 7b ). SH differences are collocated with LAI differences and are of opposite sign (Figure 5b ).
[37] Figure 7c shows the effect of the different landsurface schemes on SH. The differences were mostly positive, indicating larger SH in GEM_SFM experiments than in RAMS_SFM ones. The areas with large differences are approximately collocated with the LH ones, but tend to be bigger and of opposite sign (Figure 6c) .
[38] The SH spread of the 10-member ensemble (Figure 7d ) is collocated with the LH spread (Figure 6d ), but comprised a smaller area. The SH spread values were lower values than the ones for LH (Figure 6d) .
[39] Near-surface temperature also shows the effects of a more complex land-surface scheme on the downscaling of reforecast (Figure 8a ). GEM_SFM 2 m temperatures were predominantly lower (higher) than RAMS_SFM temperatures in the eastern (western) part of the domain. Largest positive differences were higher than 2.0°C in north-central U.S. and collocated with the SH differences (Figure 7c ). Two areas with negative differences, one in the center of the domain and another one on the west coast, corresponded to negative and positive SH and LH values, respectively.
[40] Another variable that was affected by the different land-surface parameterization was soil moisture. Figure 8b shows the average of the first top soil layers. Lower soil moisture in GEM_SFM was found related to high and low values of LH and SH respectively.
[41] Figure 9a shows the differences in LH from GEM_SFM and RAMS_SFM (Figure 6c semidesert, with a decreasing in LH differences if LAI differences increase for mean LAI above a certain value, and the opposite behavior or no change for mean LAI below a certain level. Instead, in crops and mixed woodland no relationship is present. But for the latter vegetation types, differences in LH are better related to soil moisture differences, i.e., LH differences increase with an increase in soil moisture content, (Figure 9b ), but no clear relationship appears with either LH or soil moisture for the rest of the vegetation types. This indicates that complex interactions exists among the variables affected by the land-surface scheme and time-varying LAI when GEM and RAMS are being used to downscale reforecasts. Moreover, similar relationships can be seen when NCEP reanalysis are used as LBC (Figure 9c ).
Precipitation
[42] The mean simulated precipitation from the ensemble forecasts RAMS_SFM and GEM_SFM showed a large positive bias with respect to observations over the southeastern U.S. and western mountain areas (Figures 10a,  10b) . Simulated domain averages for RAMS_SFM and GEM_SFM were 156 and 140 mm for 2000, and 130 and 127 mm for 2001, respectively. A large area of precipitation higher than 400 mm was simulated over the southeastern U.S. for August 2000 and 2001, while observed precipitation was less than 250 mm in the same area. In addition, interannual precipitation differences were hardly noticeable in both experiments compared to the baseline simulations (Figures 4b, 4c ). Small features appeared over the western mountain areas again showing a clear overestimation.
[43] Figure 10c shows the GEM_SFM -RAMS_SFM values, indicating of the effect of land-surface parameterization including a dynamic vegetation scheme. No major differences in domain-averaged precipitation were found between the GEM_SFM and RAMS_SFM experiments, À16 and À3 mm for 2000 and 2001. Large spatial variability is found in both years with the largest negative differences occurring over the western portion of the domain, but very few grid cells present statistically significant differences (not shown).
[44] Figure 11 shows the spread of August 2000 and 2001 precipitation for the each of the SFM forecasts and the spread of the GEM_SFM experiments. The areas with the largest spread of the simulated ensemble members tended to be collocated with the ones found in the SFM forecasts. A large spread in the RAMS_SFM and GEM_SFM simulations was also found over the western mountain areas, increasing and expanding the spread found in the SFM forecasts in this area. Some areas on the west also coincide with the largest values of the spread in LH (Figure 6d ).
Discussion and Conclusions
[45] In this paper we addressed several questions. The first was related to the value added by incorporating a dynamic vegetation scheme to represent a season-specific interactive phenology within a truly explicitly predictive framework, i.e., downscaling a ''perfect'' global (SFM) forecast as an example of a type 3 downscaling based on Castro et al. [2005] . A second question is associated with the value added of using a RCM to dynamically downscale from a global reanalysis, corresponding to a type 2 application of a RCM [Castro et al., 2005] .
[46] Although large differences appeared between RAMS default LAI and GEMRAMS simulated LAI, not major differences were found in domain-averaged surface energy fluxes, although high spatial variability and large local differences were observed. For some vegetation types, the differences in LH tended to decreased with an increase in LAI differences between GEMRAMS and RAMS ( Figure 9 ). In some other cases, a direct relationship with soil moisture content is found. This confirms that different LAI parameterizations were able to influence near-surface variables, both when reanalysis and reforecasts are used. Other variables, like green vegetation fraction, also impact the surface fluxes and may also affect precipitation [e.g. Matsui et al., 2005] . Although both can be equally important in describing the state of the vegetation our focused in LAI is related to the fact that LAI is the predicted variable in the new coupled GEMRAMS version.
[47] We found that precipitation in the regional simulations was largely dominated by driving large-scale forcing. Both GEMRAMS and RAMS, using the NCEP/NCAR Reanalysis, captured the general observed spatial and temporal precipitation patterns. The domain-averaged biases with respect to observations ranged between 10 and 17 mm for August. When GEMRAMS and RAMS were forced with the SFM reforecasts, an example of type 3 downscaling, the domain-averaged precipitation was approximately three times greater than the observations. The August precipitation fields from NCEP Reanalysis and SFM are shown in Figure 12 . Large precipitation biases exist in the Reanalysis and in SFM themselves that were amplified in the RAMS and GEMRAMS simulations (Figures 4 and 10) . GEMRAMS, and RAMS forecasts tended to reproduce the precipitation fields from the large-scale forcing, and did not improve the large biases found in the SFM forecasts themselves. In addition, the areas with largest spread in the forecast tended to coincide with the areas with the largest precipitation biases (Figure 11) .
[48] These results are similar to the ones found by Castro et al. [2005 Castro et al. [ , 2007b : the use of a RCM to dynamically downscale from a global reanalysis and/or climate model only adds value when the global model accurately represents the observed atmospheric conditions. Then, the value-added of the RCM is to improve the representation of small-scale features due to landscape heterogeneity. But, ultimately, the accuracy of this improvement depends on the lateral boundary conditions provided by the large-scale forcing.
[49] In summary, for the time periods and model set-up considered in this work, under an explicitly predictive model configuration, the use of a more complex parameterization of land-surface processes with dynamic vegetation added little value to the skill of the seasonal forecast over the regional domain since it was dominated by the larger-scale model results. This conclusion reaffirms other studies [see Gustafson and Leung, 2007; Castro et al., 2007b] , which demonstrates that the addition of improved weather and climate processes within a regional domain, cannot, unfortunately, correct for biases that exist in the parent larger scale (global) model. Land-surface processes, like dynamic vegetation effects [e.g., , have important impacts on warm-season weather including precipitation forecasts. Our results suggests that in an operational-style ensemble forecast system for recent warm seasons, the addition of a time-varying LAI may not significantly impact the dynamical downscaling of the operational forecast product.
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