Improving the efficiency and convergence rate of the Multilayer Backpropagation Neural Network Algorithms is an active area of research. The last years have witnessed an increasing attention to entropy based criteria in adaptive systems. Several principles were proposed based on the maximization or minimization of entropic cost functions. One way of entropy criteria in learning systems is to minimize the entropy of the error between two variables: typically one is the output of the learning system and the other is the target. In this paper, improving the efficiency and convergence rate of Multilayer Backpropagation (BP) Neural Networks was proposed. The usual Mean Square Error (MSE) minimization principle is substituted by the minimization of Shannon Entropy (SE) of the differences between the multilayer perceptions output and the desired target. These two cost functions are studied, analyzed and tested with two different activation functions namely, the Cauchy and the hyperbolic tangent activation functions. The comparative approach indicates that the Degree of convergence using Shannon Entropy cost function is higher than its counterpart using MSE and that MSE speeds the convergence than Shannon Entropy.
Introduction
Artificial Neural Networks (ANNs) has been a hot topic in recent years in cognitive science, computational intelligence and intelligent information processing [1] [2] [3] [4] [5] [6] [7] . They have emerged as an important tool for classification. The recent vast research activities in neural classification have established that neural networks are a promising alternative to various conventional classification methods [8, 9] . On the other hand, a Neural Network is a well known as one of powerful computing tools to solve optimization problems. Due to massive computing unit neurons and parallel mechanism of neural network E-mail address: dr_Hussein_Rady@yahoo.com 1110-8665 Ó 2011 Faculty of Computers and Information, Cairo University. Production and hosting by Elsevier B.V. All rights reserved.
approach it can solve the large-scale problem efficiently and optimal solution can be obtained [10] . The advantage of neural networks lies in the following theoretical aspects. First, neural networks are data driven self-adaptive methods in that they can adjust themselves to the data without any explicit specification of functional or distributional form for the underlying model. Second, they are universal functional approximators in that neural networks can approximate any function with arbitrary accuracy. Third, neural networks are nonlinear models, which makes them flexible in modeling real world complex relationships. Finally, neural networks are able to estimate the posterior probabilities, which provides the basis for establishing classification rule and performing statistical analysis.
The feedforward neural network [11] [12] [13] [14] [15] is the simplest (and therefore, the most common) ANN architecture in terms of information flow direction. Many of neural network architectures are variations of the feedforward neural network [16] . Backpropagation (BP) is the most broadly used learning method for feedforward neural networks [17, 11, 18, 14] . There are two practical ways to implement the Backpropagation algorithm: batch updating approach and online updating approach. Corresponding to the standard gradient method, the batch updating approach accumulates the weight correction over all the training samples before actually performing the update. On the other hand, the online updating approach updates the network weights immediately after each training sample is fed [1, 19] .
Information theory is commonly used in coding and communication applications and more recently, it has also been used in classification. In information theoretic classification, a learner is viewed as an agent that gathers information from some external sources. Information theoretic quantities have been widely used for future extraction and selection [20] . As defined in information theory, entropy is a measure of the uncertainty of a particular outcome in a random process [1, 21] . The entropy of a random variable is a measure of the uncertainty of the random variable; it is a measure of the amount of information required on the average to describe the random variable. Entropy is a nonlinear function to represent information we can learn from unknown data. In the learning process, we learn some constraints on the probability distribution of the training data from their entropy.
Usually error backpropagation for neural network learning is made using MSE as the cost function [22] . During the learning process, the ANN goes through stages in which the reduction of the error can be extremely slow. These periods of stagnation can influence learning times. In order to resolve this problem, the MSE are replaced by entropy error function [23, 8, 24] . Simulation results using this error function shows a better network performance with a shorter stagnation period. Accordingly, our purpose is the use of the minimization of the error entropy instead of the MSE as a cost function for classification purposes. Let the error e(j) = T(j) À Y(j) represent the difference between the target T of the j output neuron and its output Y, at a given time t. The MSE of the variable e(j) can be replaced by its EEM counterpart.
MSE has been a popular criterion in the training of all adaptive systems including artificial neural networks. The two main reasons behind this choice are analytical tractability and the assumption that real-life random phenomena may be sufficiently described by second-order statistics. The Gaussian probability density function (pdf) is determined only by its first-and second-order statistics, and the effect of linear systems on low order statistics is well known. Under these linearity and Gaussianity assumptions, further supported by the central limit theorem, MSE, which solely constrains second-order statistics, would be able to extract all possible information from a signal whose statistics are solely defined by its mean and variance [25] . On the other hand, MSE can extract all the information in the data provided that the dynamic system is linear and the noise is Gaussian distributed. However, when the system becomes nonlinear and the noise distribution is non-Gaussian, MSE fails to capture all the information in the error sequences. In this case an alternative criterion is needed in order to achieve optimality. Entropy is a natural extension beyond MSE since entropy is a function of probability density function (pdf), which considers all high order statistics [26] . Various optimization techniques were suggested for improving the efficiency of error minimization process or in other words the training efficiency [27, 28] .
The rest of the paper is organized as follows. Related work is outlined in Section 2. Section 3 introduces the Multilayer Backpropagation Neural Networks. Section 4 introduces the Mean Square Error. Shannon Entropy was discussed and analyzed in Section 5. Simulated results were discussed in Section 6 for Shannon Entropy and in Section 7 for Mean Square Error. Section 8 compares Shannon Entropy and MSE. Finally Conclusions are outlined in Section 9.
Related work
Entropy, which is introduced by Shannon, is a scalar quantity that provides a measure for the average information contained in a given probability distribution function. By definition, information is a function of the pdf; hence, entropy as an optimality criterion extends MSE. When entropy is minimized, all moments of the error pdf (not only the second moments) are constrained. The entropy criterion can generally be utilized as an alternative for MSE in supervised adaptation, but it is particularly appealing in dynamic modeling [25] . MSE can extract all the information in the data provided that the dynamic system is linear and the noise is Gaussian distributed. However, when the system becomes nonlinear and the noise distribution is non-Gaussian, MSE fails to capture all the information in the error sequences. Entropy is a natural extension beyond MSE since entropy is a function of probability density function (pdf), which considers all high order statistics [26] .
Many researchers introduces the theoretical concepts of using Error Entropy Minimization as a cost function for artificial Neural Networks. In [26] , Xu et al. discusses the information theoretic learning and states that entropy, which measures the average information content in a random variable with a particular probability distribution was previously proposed as a criterion for supervised adaptive filter training and it was shown to provide better neural network generalization compared to MSE. In [22] , Alexandre and Sa introduces the Error Entropy Minimization approach to replace the MSE, as the cost function of a learning system, with the entropy of the error. They discusses the theoretical basis of the Renyi's quadratic entropy. In their experimental results, they used three values of Learning rates which are 0.1, 0.2, and 0.3 with MSE and EEM for different smoothing parameters and they calculate the rate of convergence. The methodology of their experimental results differ from our methodology. We used different activation functions as well as different learning rates. They used a recurrent Neural Networks, but I used Backprobagation Neural Networks.
Silva et al. in [29] , introduces the concepts of Neural Network Classification using Shannon's Entropy with a variable learning rate. They used the EEM algorithm with Shannon Entropy that performed very well when compared to MSE and Cross Entropy. Their results show the effectiveness of entropic criteria, in particular Shannon's Entropy, as cost functions in classification tasks. In [21] , Erdogmus et al. discusses the Quadratic Entropy Estimator. In [30] , Erdogmus et al. also proposed a cost function that tries to minimize the MSE, while it pays attention to maintaining the variation between consecutive errors small. In [31] , William and Hoffman investigates Error Entropy and MSE Minimization for lossless Image. In [25] , Erdogmus and Principe, says that, we propose minimization of error entropy as a more robust criterion for dynamic modeling and an alternative to MSE in other supervised learning applications using nonlinear systems such as nonlinear system identification with neural networks. In [32] , Bromiley et al. studied and compared Shannon Entropy, Renyi's Entropy, and Information.
Multilayer Backpropagation Neural Networks
The Artificial Neural Networks are known as the ''universal approximators'' and ''computational models'' with particular characteristics such as the ability to learn or adapt, to organize or to generalize data [33] . Up-to-date designing a (near) optimal network architecture is made by a human expert and requires a tedious trial and error process [16, 34, 35, 7] . On the other hand, they are simplified mathematical approximations of biological neural networks in terms of structure as well as function. In general, there are two aspects of ANN functioning: (1) the mechanism of information flow starting from the presynaptic neuron to postsynaptic neuron across the network and (2) the mechanism of learning that dictates the adjustment of measures of synaptic strength to minimize a selected cost or error function (a measure of the difference between the ANN output and the desired output). Research in these areas has resulted in a wide variety of powerful ANNs based on novel formulations of the input space, neuron, type and number of synaptic connections, direction of information flow in the ANN, cost or error function, learning mechanism, output space, and various combinations of these [16, 36] .
One of the most commonly used supervised Artificial Neural Network (ANN) model is backpropagation network that uses backpropagation learning algorithm [37] [38] [39] . Backpropagation algorithm is one of the well-known algorithms in neural networks. It is one of the most common supervised training methods [40] . Training is usually carried out by iterative updating of weights based on minimizing the Mean Square Error. In the output layer, the error signal is the difference between the desired and the output values. Then the error signal is fed back through the steepest descent algorithm to the lower layers to update the weights of the network. The weights of the network are adjusted by the algorithm such that the error is decreased along a descent direction. Traditionally, two parameters, called learning rate and momentum factor, are used for controlling the weight adjustment along the descent direction and for dampening oscillations. However, the convergence rate of the BP algorithm is relatively slow, especially for networks with more than one hidden layer. The reason for this is the saturation behavior of the activation function used for the hidden and output layers. Since the output of a unit exists in the saturation area, the corresponding descent gradient takes a very small value, even if the output error is large, leading to very little progress in the weight adjustment. The Backpropagation algorithm may be described with the following three steps, which have to be applied several times in an iteration.
Forward computation of input signal of training sam-
ple and determination of neural network response. 2. Computation of an error between desired response and neural network response. 3. Backward computation of the error and calculation of corrections to synaptic weights and biases [36, 30] .
Activation functions
The activation function can adjust the step, position and mapping scope simultaneously, so it has stronger non-linear mapping capabilities [41, 33] . Activation function in a backpropagation network defines the way to obtain output of a neuron given the collective input from source synapses. The Backpropagation algorithm requires the activation function to be continuous and differentiable. The following two activation functions were proposed and used in our simulated results [36] .
The hyperbolic tangent function
FðvÞ tanhðvÞ ¼ expðvÞ À expðÀvÞ expðvÞ þ expðÀvÞ ð1Þ
The limiting values of this function are À1 and +1. The derivative of F() with respect to v is
For a neuron j located in the output layer
For a neuron j located in the hidden layer
where d k is the error gradient at unit k to which a connection points from hidden unit j.
The Cauchy distribution function
The formula for the cumulative distribution function for the Cauchy distribution is:
Shannon Entropy and Mean Square Errors for speeding the convergence of Multilayer Neural Networks:
Learning rates
Learning rate is one of the parameters which governs how fast a neural network learns and how effective the training is. The learning rate (g) is the conventional BP learning rule is a decisive factor in regard to the size of the weights adjustments made at each iteration and hence affects the convergence rate. Nevertheless, the best choice of g is problem dependent and may need some trial-and-error before a good choice is found. If the chosen value of g is too large for the error surface, the search path will oscillate about the ideal path and converge more slowly than a direct descent, on the other hand, if the chosen value of g is too small, the descent will progress in very small steps significantly increasing the total time to convergence [42] .
Mean Square Errors
In statistics, the Mean Squared Error (MSE) of an estimator is one of many ways to quantify the amount by which an estimator differs from the true value of the quantity being estimated. MSE measures the average of the square of the ''error.'' The error is the amount by which the estimator differs from the quantity to be estimated. The difference occurs because of randomness or because the estimator does not account for information that could produce a more accurate estimate. The Least Mean Square LMS cost function has been used more frequently than any alternative cost function in Neural Networks. It yields good performance with large data bases on real world. LMS error cost function is the most often used error function despite being criticized for its lack of convergence speed and a higher possibility of being trapped in a local minima in the network training process [8] .
For the general multi-class in Multilayer Neural Networks, let us consider the problem of assigning an input vector x = {x i : i = 1,. . . , D} to one of M classes {c i : i = 1,2,. . . , M}. Let c i denote the corresponding class of x, {y i (x): i = 1,2,. . . , M} the outputs of the network, and {d i : i = 1,2,. . ., M} the target outputs for all output nodes. With the least mean square cost function, the network parameters are chosen to minimize the following:
where E{AE} is the expectation operator. Denoting the joint probability of the input and the ith class by p(x, c i ), we obtain
Substituting p(x, c i ) = p(c i |x)p(x) in Eq. (10) gives:
But since, y 2 i ðxÞ is a function only of x and P M j¼1 pðc j jxÞ ¼ 1, we obtain
where varfd i jxgEfd 2 i jxg À E 2 fd i jxg is a conditional variance of D is achieved by choosing network parameters to minimize the first term of Eq. (15) which is simply the mean-squared error between the network output y i (x) and the conditional expectation of the target outputs. Thus, when network parameters are chosen to minimize a LMS cost function, outputs estimate the conditional expectation of the target outputs so as to minimize the mean squared error [8] .
Shannon's entropy error function
In 1948 Shannon introduced a general uncertainty measure on random variables which takes different probabilities among states into account. For a discrete random variable x, Shannon's entropy is defined as [29, 32] :
here f is the probability distribution of x. For a continuous random variable x, Shannon Entropy is defined as [43] :
where f is the probability density function of x.
In order to compute the Shannon Entropy of the error one must choose a value for the smoothing parameter in the Parzen Window method, that is best suited for a specific data set [30, 44, 27] . The value of the smoothing parameter is always experimentally selected. One of the problems of pdf estimation using the Parzen Window method, besides the choice of the kernel, is the choice of the smoothing parameter h. The Parzen window estimator does not assume any functional form of the unknown pdf, as it allows its shape to be entirely determined by the data without having to choose a location of the centers. The pdf is estimated by placing a well-defined kernel function on each data point and then determining a common width denoted as the smoothing parameter. In Parzen windowing, the pdf is approximated by a sum of even, symmetric kernels whose centers are translated to the sample points. A suitable and commonly used Kernel function is the Gaussian. The Gaussian function is preferable because it is continuously differentiable, and therefore the sum of Gaussian functions is continuously differentiable on the space of real vectors of any dimension [31, 45] .
Shannon Entropy for multilayer perceptrons
Consider a Multilayer Perceptron (MLP) with one hidden layer with output y and a target variable (class membership for each example in the dataset), t. for each example we measure the error using e(n) = t(n) À y(n), n = 1,2,. . . , N where N is the total number of examples. We only consider the twoclass problem; thus we set t 2 {À1, 1}. The proposed Backpropagation algorithm does not use expression (17) directly as a cost function, but, instead it uses a Shannon's entropy estimator with mean square consistency given bŷ
where E is the error (difference) random variable. For the estimation of f(x) we use the nonparametric kernel estimator
where h is the smoothing parameter (bandwidth) of the Standard Gaussian Kernel K given by
from (18) and (19) we find that
From (20) and (21) we find that:
Simulated results for Shannon Entropy
In this section, the Shannon Entropy was used as a cost function. Two different activation functions and different learning rates were used to compare the results as follows. Fig. 1a shows the actual outputs using the different learning rates shown in the figure as an increasing sequences using Shannon Entropy and Cauchy activation function for the last 10 iterations. At the beginning of these iterations, we find that degree of convergence at learning rate (LR) = 0.1 is larger than the degree of convergence at LR = 0.2 which is greater than LR = 0.3 which is greater than its counterpart using LR = 0.4. At the last iteration, we find that the four points nearly coincide. Fig. 1b shows the Shannon Error Entropy (SEE) using Cauchy activation function at different learning rates for the last 10 iterations. They represent a decreasing sequences towards the stopping criterion = 0.01. At the beginning of these last 10 iterations, we find that at the first iteration, SEE at learning rate = 0. Fig. 2a shows an increasing sequence of the actual outputs for the last 10 iterations using Cauchy and Tanh activation functions. At the beginning of these iterations, the actual output using Cauchy activation function is more converged than using Tanh activation function until the last iteration were the two actual outputs nearly coincide. Fig. 2b shows a decreasing sequence for Shannon Error Entropy using both Cauchy and Tanh activation functions until the stopping criteria met. At the beginning of these iterations, the SEE using Cauchy activation function is low than its counterparts using Tanh activation function. Table 2 shows an increasing sequence of the degree of convergence for learning rate = 0.1 and learning rate = 0.2 for Cauchy activation function. At the last iteration, the degree of convergence for learning rate = 0.2 is higher than its counterpart using learning rate = 0.1. Table 3 shows the degree of convergence and Shannon Error Entropy for the last 10 iterations for learning rate = 0.3 and smoothing parameter = 0.01. From the table, we find that the degree of convergence is an increasing sequence but Shannon Error Entropy is a decreasing sequence until the stopping criterion met. The last iteration shows that the degree of convergence using tanh is higher than the degree of convergence using Cauchy activation function. Table 4 shows a statistic including the mean, Standard Deviation, Max and Min for the different learning rates shown in the table using Tanh activation function. It shows that:
1. The mean value of the actual outputs using learning rate = 0.1 is the largest while for learning rate = 0.4 it is the lowest. 2. The largest maximum value of the actual output occurs when learning rate = 0.4 and it has also the slowest minimum value. Table 5 shows a statistic contains Mean, Standard Deviation Max and Min. the table shows that:
1. The Mean value for learning rate = 0.1 is the largest. 2. The maximum value for learning rate = 0.3 is the largest. 3. The minimum value for learning rate = 0.4 is the lowest.
Simulated results for Mean Square Error
In this section, the Mean Square Error was used as a cost function. Two different activation functions and different learning rates were used to compare the results as follows. Fig. 3a shows the actual output using the last 10 iterations and Cauchy activation function for different learning rates shown in the figure. All represents an increasing sequence of the actual outputs until the last iteration. At the beginning of these last 10 iterations, we find that for learning rate = 0.1 the actual output is the nearest to the desired output than all the others. At the last iteration all the four curves are nearly coincide. Fig. 3b showing a decreasing sequences until the stopping criteria met. At the beginning of these iterations, we find that the MSE using learning rate = 0.1 is the lowest. At the last iteration all the errors nearly coincide. Table 6 compares the degree of convergence, the number of iterations and the Mean Square Error for both Cauchy and Tanh activation functions. It shows that:
1. Tanh activation function produces number of iterations less than its counterpart using Cauchy activation function for all learning rates.
Figure 3
The actual outputs and MSE for the last 10 iterations using MSE and Cauchy activation function for different learning rates. Fig. 4a shows an increasing sequences for the actual outputs using both Cauchy and Tanh activation functions for the last 10 iterations and learning rate = 0.2. At the beginning of these last 10 iterations, we find that Cauchy activation function causes a more convergence to the actual output to the desired output than using Tanh activation function. At the last iteration the actual output nearly coincide to each other. Fig. 4b shows the Mean Square Error using Cauchy and Tanh activation functions. At the beginning of these iterations, we find that the MSE using Cauchy is less than the MSE using Tanh activation function. At the last iteration they are nearly coincide. Table 7 shows the actual output and Mean Square Error using learning rate = 0.2 for the last 10 iterations. It follows that:
1. The actual outputs represents an increasing sequence until the last iteration. 2. The Mean Square Error represents a decreasing sequence until the stopping criterion met. 3. The last iteration indicates that the degree of convergence using Tanh activation function is greater than its counterpart using Cauchy activation function. 4. The MSE using Tanh activation function is less than the MSE using Cauchy activation function.
Results for comparing Shannon Entropy and Mean Square Error
In this section, the Shannon Entropy and MSE were used as a cost function. Two different activation functions and different learning rates were used to compare the results as follows. Fig. 5a compares the number of iterations using Cauchy activation function between the Shannon Entropy and MSE and shows that the number of iterations using MSE is less than the number of iterations using Shannon Entropy. While Fig. 5b compares the number of iterations using Tanh activation function between the Shannon Entropy and MSE and shows that the number of iterations using MSE also less than the number of iterations using Shannon Entropy. Shannon Entropy and Mean Square Errors for speeding the convergence of Multilayer Neural Networks:
3. For MSE, the smallest degree of convergence occurs when learning rate = 0.1 using Tanh activation function. Table 10 compares the degree of convergence and the error using Shannon Entropy and MSE for the last 10 iterations using Cauchy activation function and learning rate = 0.1. The table shows that: 1. The degree of convergence represented as an increasing sequence until the last iteration met. 2. The Error represented as a decreasing sequence until the stopping criteria met. 3. The degree of convergence using Shannon Entropy is more than its counterpart using MSE. Fig. 6a represents a decreasing sequence for SEE and MSE using Cauchy activation function and learning rate = 0.1. At the beginning of these iterations, we find that the SEE is less than the MSE. At the last iteration they represent two coincide points. Fig. 6b shows that the actual output using Shannon Entropy is larger than its counterpart using MSE for every iteration. Fig. 7a shows that the actual output using Shannon Entropy is larger than its counterpart using MSE for every iteration. Fig. 7b represents a decreasing sequence for SEE and MSE using Tanh activation function and learning rate = 0.2. At the beginning of these iterations, we find that the MSE is less than the SEE. At the last iteration they represent nearly two coincide points. Table 11 compares the degree of convergence and the error using Shannon Entropy and MSE for the last 10 iterations using Tanh activation function and learning rate = 0.2. The table shows that:
1. The degree of convergence represented as an increasing sequence until the last iteration met. 2. The Error represented as a decreasing sequence until the stopping criteria met. 3. The degree of convergence using Shannon Entropy is more than its counterpart using MSE.
Conclusions
Slow convergence and long training times are still the disadvantages mentioned using neural networks. In this paper, we present a comparative study between Shannon Entropy and Mean Square Errors for improving the training efficiency (degree of convergence and convergence rate) of Multilayer Backpropagation Neural Network Algorithms. Minimizing the Error using MSE was derived. Shannon Entropy Estimator was also derived. Several concluding remarks were obtained in Sections 6-8. We also outline the following conclusions:
1. Mean Square Error speeds the convergence than Shannon Entropy. 2. The degree of convergence using Shannon Entropy is higher than the degree of convergence using MSE.
Generally speaking, all the number of iterations using
Shannon Entropy is greater than the number of iterations using MSE for all activation functions and all learning rates. 4. The actual output using Shannon Entropy is greater than the actual output using MSE for arctangent and Cauchy activation functions and all learning rates. 5. The arctangent activation function increases the convergence rate (speeds the convergence) than the Cauchy activation function using both Shannon Entropy and MSE, since the number of iterations using arctangent activation function is less than the number of iterations using Cauchy activation function for Shannon Entropy and MSE and all learning rates. 6. When the learning rate increases, the number of iterations decreases for Shannon Entropy and MSE cost functions and also for arctangent and Cauchy activation functions. On the other hand, increasing the learning rate speeds the convergence of the Backprobagation Neural Network for the cost and activation functions. 7. For the same learning rate, the number of iterations using arctangent activation function is less than the number of iterations using Cauchy activation function. 
