Abstract.-Polynomial interpolation between large numbers of arbitrary nodes does notouriously not in general yield useful approximations of continuous functions. Following Ber3], we suggest to determine for each set of n + 1 nodes another denominator of degree n, and then to interpolate every continuous function by a rational function with that same denominator, so that the resulting interpolation process remains a linear projection. The optimal denominator is chosen so as to minimize the Lebesgue constant for the given nodes. It has to be computed numerically. For that purpose, the barycentric representation of rational interpolants, which displays the linearity of the interpolation and reduces the determination of the denominator to that of the barycentric weights, is used. The optimal weights can then be computed by solving an optimization problem with simple bounds which could not be solved accurately by the rst author in Ber3]. We show here how to do so and we present numerical results. Subject classi cation: AMS(MOS) Primary 65D05, 41A05; Secondary 41A20.
Polynomial interpolation and approximation
Let f be a complex{valued function de ned on some interval a; b] of the real line, let x 0 ; x 1 ; : : :; x n be n + 1 distinct points in a; b], and let f k := f(x k ), k = 0(1)n. Then is the Lagrangian representation of the unique polynomial of degree n which interpolates f between the points x k : p n (x k ) = f k Hen1, p. 229 ].
The quality of the approximation of f by p n is usually measured in the maximum{ norm k k 1 , therefore in the class C a; b] of continuous functions. And it is well known that for arbitrary x k the approximation can be disastrous, e.g., when f has poles close to the interval a; b], as in Runge's famous example f(x) = 1 1+x 2 with a large number of equidistant points in ?5; 5] ( Run] , Epp], Erd-V er]). One way of measuring the error kp ? fk 1 is to compare it with the error kp ? fk 1 of the unique polynomial of best approximation, i.e., the polynomial p 2P n with kp ? fk 1 = min p2P n kp ? fk 1 : p always exists since P n , the linear subspace in C a; b] of the polynomials of degree n, has nite dimension Pow, p. 6] . Moreover, the operator P n which to any continuous function associates the corresponding interpolating polynomial P n f p n between xed points is a linear projection. Its norm can easily be characterized in terms of the fundamental polynomials`k(x) of Lagrangian interpolation Pow, p. 41]: Theorem 1.1 Let x 0 , x 1 ; : : :; x n be n + 1 distinct points in a; b].
The linear projection P n which in C a; b] associates to any function f the polynomial P n f 2P n interpolating f between the x k 's has the norm kP n k = n := max a x b n X k=0 j`k(x)j:
(1:2) n (x) := P n k=0 j`k(x)j is called the Lebesgue function of the approximation operator and n its Lebesgue constant. We give the proof of the theorem, for it will serve also as the proof of the corresponding theorem for linear rational interpolation operators to come later on. By de nition kP n k = sup jf(x k )j j`k(x)j; where for each x the quantities over which the last two sup are taken are equal for all f with f(x k ) = sign`k(x), all k.
For each set of interpolation points, the Lebesgue constant hence measures the factor by which oscillating functions can be multiplied at some points when interpolated by the minimal degree polynomial. The problem with the interpolating polynomial is that the user often cannot choose the interpolation points or does not want to take them clustered close to the extremities of a; b].
Classical rational interpolation is known to give excellent results in some cases BulRut, p. 288], but unattainable points and/or poles in the interval of interpolation often render it useless. Moreover, it cannot be used as \ansatz" in the numerical solution of equations like those arising in boundary value problems.
In Ber3], the rst author suggested to replace polynomial interpolation by rational interpolation with a denominator that depends on the interpolation points but not on the interpolated function. In this way the linearity of the interpolation process with respect to the interpolated functions is preserved, and this leads immediately to a Lagrange interpolation formula and the corresponding Lebesgue constant, which can be written as function of the barycentric weights. The weights can then be chosen according to some appropriate criterion. In Ber3], minimization of the Lebesgue constant was suggested, but could not be realized with su cient accuracy (the last digit of the Lebesgue constant in the table of page 264 is incorrect). In the present work, we show how to compute weights that are optimal in that sense with high precision. This gives (numerical) \optimal" denominators as \function" of the points. In a further stage one could as for polynomial interpolation determine the optimal points as those with minimal optimal Lebesgue constant.
Linear rational interpolation in barycentric form
The Lagrange fundamental polynomials in (1.1) may be written Hen1, p. 237] 
x?x k with`( if one of the u k is 0, the interpolant will take the value of the quotient without the corresponding terms, so that at the corresponding point all values of f but one will lead to an \unattainable" point Sto, p. 56] .
Conversely, every interpolant in R n , the set of all rational functions with numerator and denominator degrees less than n, can be written in barycentric form:
Lemma 2.1 Let fz k g n k=0 , z k 2 C, be n + 1 distinct points and let fy k g n k=0 , y k 2 C. Then any r n 2 R n with r n (z k ) = y k , k = 0; 1; : : :; n, can be written as r n (z) = Proof. Let p(z) and q(z) denote, respectively, the numerator and denominator of r n (z) and let q k := q(z k ). Then the Lagrange form of q(z) reads
where the w k 's and`(z) are de ned as in (2.1). Let b k := w k q k , k = 0(1)n. Since r n (z k ) = y k , one must have p(z k ) = q k y k and
The proof shows that r n is the quotient of the two interpolating polynomials corresponding to the values b k w k y k and b k w k , respectively; and, as noticed in Ber1], the choice of the w k of (2.1b) in (2.3) in the Lagrange interpolation is taken only in order to force (2.3) to be a polynomial, which does not impose itself a priori.
Since in most applications the degrees of the numerator and the denominator give no decisive criteria for judging the quality of the interpolation, we leave here as in Ber1] the degree condition out of consideration and try to choose the weights u k in the rational interpolant r (u) n (x) = Each choice of xed weights fu k g leads to a rational interpolation process which is a projection and is linear in the interpolated functions. And it is obvious that, conversely, xed u k are a necessary condition for linearity. Moreover, r n can be written as
(2:5) (u) k is the Lagrange fundamental rational function with denominator
It interpolates the values f j := jk , j = 0(1)n. The polynomial q u is independent of k. One proves in the same manner as Theorem 1.1:
Theorem 2.1 Let x 0 ; : : :; x n be n + 1 distinct points in a; b].
To each set of weights fu k g n k=0 such that u k 6 = 0 for all k and q u does not vanish on a; b], there corresponds a linear projection R (u) n in C a; b] which associates to any function f the unique rational function R (u) n f := r 2 R n from (2.5) that interpolates f between the x k 's. The norm (Lebesgue constant) of R (u) n is given by kR (u) n k = (u) n := max
The unicity of R (u) n f follows obviously from the unicity of polynomial interpolation for the numerator. The rational functions that can be written as quotients (2.4) are interpolated exactly; this is the case for all constants, and more generally for all polynomials of degree less than or equal to n ? deg q u .
Lebesgue constant minimizing linear rational interpolation
We can now take advantage of the independence of the weights from the points resulting from substituting linear rational interpolation for polynomial interpolation, and we can choose the u k 's so as to minimize the Lebesgue constant
of the corresponding projection.
In view of x2, we replace the u k 's by (?1) k u k , u k > 0, to avoid unattainable points and poles; this limits the search for an optimum to the open domain IR n+ := fu : u = u 0 ; : : : ; u n ] T ; u i > 0 2 IRg.
The n + 1 components of u are not independent: multiplying all of them by the same number results in the same interpolant (2.5) and the same (u) n : the latter are homogeneous of degree 0.
Unfortunately, the problem of minimizing (u) n from (3.1) in IR n+ is ill{posed in that there are many solutions on the boundary of the domain. Indeed, the triangle inequality implies that (u) n 1 8 u, but all u with exactly one u k 6 = 0 yield (u) n = 1, as well as all u with a single u k = 1.
For that reason, we have restricted the domain to closed hypercubes C mM := fu 2 IR n+ : m u k M; k = 0(1)n; 0 < m < M < 1g:
To avoid the di culty of u's leading to interpolants with poles, one better studies 1= (u) n instead of (u) n : 1 We can write min instead of inf since 1 n (u; x) 1 implies that 1= n is continuous on C mM as function of u (after de ning as zero the values at the u where n is in nite). 1= n as well as corresponding u therefore always exist; moreover, 1= n is positive and obviously continuous as a function of the interpolation points.
Returning to the original problem, we conclude that n exists on each C mM and that it is continuous as function of the data, the interpolation points. Knowledge of the uniqueness (up to homogeneity of degree 0) of the corresponding optimal weights u is missing for guaranteeing a well{posed problem.
In the same way as for the problem of the optimal points of polynomial interpolation, there does not seem to be much hope to nd optimal u's analytically. so we resorted to numerical methods, which are all iterative in nature. The best of the methods we tried is described in x4.
How to choose m and M? Numerical experience reveals a remarkable correlation between two seemingly di erent properties of polynomial interpolation: in all cases where the problem is well{conditioned and the interpolant is precise, the weights w k do not vary too widely in magnitude, and conversely. We have the following lower bound. What we want here is merely to improve the accuracy of the interpolation for points for which polynomial interpolation yields bad results for many functions, i.e., for points for which the w k vary too much. One could therefore take m and M as the minimal and maximal absolute values of the w k , respectively: m := min 0 k n jw k j, M := max 0 k n jw k j: Taking the jw k j as the starting values u (0) k for large n does not seem very advisable, since identical u (0) k yield a much smaller n and works well (see x4). The homogeneity of degree 0 of u can be coped with by xing the value of one of the u k 's, say u i := u (0) i , during the whole optimization process. Altogether our optimization problem becomes a minimization problem with simple bounds: minimize sup a x b (u) n with respect to the u k , k 6 = i, with the side condition m u k M; k 6 = i:
(3:2) Sometimes, in particular for very small values of n or with random points, some bound (3.2) is attained. Then one simply has to decrease, respectively increase the corresponding bound. In the computations reported in x5, we took m = 1 and M = 10 and then divided m by 10, respectively multiplied M by 10, every time one of the bounds was attained. m was attained with random points only.
An interesting question is whether for weights with minimal Lebesgue constant one has equioscillation of the Lebesgue function, that is, whether the local maxima of the latter are all the same. It is easy to see that for such weights no maximum between two consecutive interpolating points, say x j?1 and x j , can be a single global maximum. In that case one could continuously change the weights u j?1 and u j at x j?1 and x j in such a way that the absolute maximum decreases but still remains the absolute maximum.
To see this, let us rst write P n k=0 j`( u) k (x)j in its absolute signs free form: suppose that the interpolation points are ordered a x 0 < x 1 < : : : < x n b; denote by I j := (x j?1 ; x j ), j = 1; : : :; n, the interior intervals and let I 0 := (?1; x 0 ), I n+1 := (x n ; 1). Since all j`( u) k (x)j have a common denominator, it is clear that their sum is a rational function with that same denominator. And using the fact that`k is positive in I k and I k?1 , but changes sign at all x j 6 = x k , we have for x 2 I j s kj := sign`k(x) = (?1) k?j ; j k n, and thus n # as ju j?1 j " or ju j j " (and conversely 
Practical solution of the minimization problem
The core problem is to solve the bound{constrained minimax problem (3.2). For this we used the sequential quadratic programming method, currently the method of choice for general nonlinear optimization problems, as implemented in FFSQP/CFFSQP ZhoTit]. This program is available directly from the authors and only for academic research purposes.
The optimization program requires the evaluation of the Lebesgue constant it has to minimize. n (u; x) takes on its minimal value 1 at every x k and is C 1 in every interval between two consecutive x k 's. To nd its maximum, one therefore has to determine its maximal value in each of the subintervals delimited by the x k 's and nd the global extremum among those local extrema. If the rst point from the left does not coincide with a, the value n (u; a) is a local extremum, and so is the value n (u; b) if the last x k on the right is strictly less than b.
The maximal value in the interior intervals, where n has the shape of a downward open parabola, can be computed using any minimization routine that does not make use of the derivative, as FMIN by R. Brent. However, it seems more e cient to use the fact that the derivative of a rational interpolant in barycentric form is simply the rational interpolant of its di erence quotients Sch-Wer]. From (3.4) we obtain @ n @x (u; x) = Using this, the local maxima can be found also by any routine using function and derivative. It seems more e cient, though, to nd the zero of @ n @x (u; x) in I j using a zero nding routine. We used FZERO by Shampine & Watts from the SLATEC library on NETLIB.
Since FFSQP solves minimax problems, the search for the global extremum was done by the program itself. However, one important issue needs to be emphasized. As every iterative method, the SQP method requires starting guesses for the unknowns, here the u k 's. Since the method may converge to any local minimum or even to saddle points, starting guesses suitable for all distributions of the x k 's are not easy to nd. ?0:72
After numerous experiments the following strategy was adopted. All computations were started with an equidistant set of nodes, say fx 0 k g. Then these nodes were moved in a homotopy of the form x i k := x 0 k + i (x t k ? x 0 k ); i = 0; : : :; m; 0 = 0 < 1 < : : : < m = 1; where fx t k g are the target values and, typically, the i 's were also chosen equidistant with m at least 10. For 0 the starting guess u (0) k := 1 8 k was picked, and u 0 was kept 1 during the optimization (i.e., i in (3.2) was 0). Then, a sequence of minimax problems was solved starting for each i+1 with the values obtained for i . This strategy worked in all cases reported below and in several others not presented here.
Numerical results
We have computed optimal weights for ve kinds of interpolation points, namely equidistant, Ceby sev of the rst and second kind (with and without extremities), and random points, always in the interval ?1; 1]. The tables contain some of the results. There, (w) n denotes the Lebesgue constant (1.2) of polynomial interpolation, n the minimal constant for optimal weights, and the norms stand for the maximum errors of interpolation by the polynomial (1.1) and the rational function (2.4) (for the optimal weights), respectively. As The programs were run in double precision FORTRAN (about 16 digits of accuracy). The minimal Lebesgue constant and the corresponding weights were computed on a HP9000{ 735, all other calculations were performed on a DEC VAX/VMS 4000-600. In the tables 0.0 means that the corresponding value is less than (n + 1) 10 ?16 . Now to the numbers. We see from the tables that for every set of points the Lebesgue constants can be made smaller than those of the Ceby sev points. For all sets of points symmetric with respect to the origin, we had equioscillation: the di erence between local maxima was always about machine precision! The computed weights were symmetric. For random points | the only nonsymmetric ones we tried | there was equioscillation in all intervals but the last on one side of the interval: there the value was much lower than the Lebesgue constant. The minimal Lebesgue constants and corresponding weights did not depend on the starting values u (0) k . The optimal weights did never vary much in size: the ratio largest/smallest was largest at 521.60 for n + 1 = 257 Ceby sev points of the second kind.
As for the quality of approximation, the results are partly disappointing. To be true, for small numbers of points, the linear rational interpolant with minimal Lebesgue constant is usually the best interpolant. But as n grows, the quality of the approximation increases merely slowly and the decay exponent is quite erratic. Table 1 displays the well{known exponential growth of the polynomial Lebesgue constant and of the approximation error for f(x) = 1=(1 + 25x 2 ) with equidistant points. The Lebesgue constant of the optimal interpolant increases slowly and its error decreases nicely. Table 2 displays results for Ceby sev points of the rst kind. Since the Lebesgue constant is an indication of the error of approximation of functions that are merely continuous, we give the results for f(x) = jxj=(1 + 25x 2 ). The corresponding values for the points of the second kind are similar.
We have also experimented with random points generated by the routine drand48 of the f77-compiler on the HP9000, initialized by the command srand48(), ordered and transformed to the interval (?1; 1). The results for f(x) = 1=(1 + 25x 2 ) (Table 3) are similar to those with equidistant points, but the quality of the approximations by r (u ) n improves more slowly as n increases. However, the numbers show the viability of the method.
Quality of the norm{optimal linear rational interpolants
Our numerical results show that a small Lebesgue constant does not necessarily mean an accurate approximation for large n. Why this? Corollary 5.1
The error of the approximation to f by the linear rational interpolant R (u) n f := r (u) n (x) from (2.5) satis es kf ? R (u) n fk 1 + kR (u) n k]d u = 1 + (u) n ]d u ;
where d u is the error of the best approximation p u q u of f in the nite dimensional subspace R n of the rational functions with denominator q u in (2.6).
Thus, a small Lebesgue constant is in itself not su cient for a good approximation: the error of best approximation must decay fast enough as n increases. Not many results on the accuracy of best rational approximation with a xed given denominator q u seem to appear in the literature. One way to estimate it is to compare it with a best polynomial approximation: let d be the error of the best polynomial approximation p to f q u min jq u j : But, since q u is in nitely di erentiable, f q u min jq u j has the same order of di erentiability as f. On the other hand, f q u min jq u j kfk 1 max jq u j min jq u j . One must therefore be able to approximate a function Q u := max jq u j min jq u j times bigger than f with an error d to have that same bound on the error of the best approximation with denominator q u . In other words, one can lose a factor of Q u in the accuracy of the approximation. Now, we have seen in x3 that everything points to the fact that every good denominator has weights u that do not vary too much in size. On the other hand, the lemma 2.1
shows that the values of q u at the interpolation points are given by q u (x k ) = u k w k . As a consequence, we see that Q u should be large for x k 's for which the w k 's vary enormously, as in the case of equidistant points.
One can therefore speculate that interpolation with a xed denominator of arbitrary degree (that is, n in most cases) does not leave enough latitude for the numerator to give a good best approximation to f. To get better approximations, one should probably limit the degree of the xed denominator. We plan to realize this idea in a future work.
