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Abstract
We use the boundary state formalism to study, from the closed string
point of view, superpositions of branes and anti-branes which are relevant in
some non-perturbative string dualities. Treating the tachyon instability of
these systems as proposed by A. Sen, we show how to incorporate the effects
of the tachyon condensation directly in the boundary state. In this way we
manage to show explicitly that the D1 – anti-D1 pair of Type I is a stable non-
BPS D-particle, and compute its mass. We also generalize this construction
to describe other non-BPS D-branes of Type I. By requiring the absence of
tachyons in the open string spectrum, we find which configurations are stable
and compute their tensions. Our classification is in complete agreement with
the results recently obtained using the K-theory of space-time.
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1 Introduction
Among the various string dualities, the one between the SO(32) heterotic string
and the Type I theory [1] is of special interest for many reasons. First of all, this
weak/strong coupling duality relates two models with radically different perturba-
tive expansions and spectra. Secondly, an analysis of the web of string dualities
shows that all of them may be “derived” by combining it with T-duality [2].
The duality conjecture between the SO(32) heterotic string and the Type I
theory basically relies on the uniqueness of the corresponding supergravity models.
In fact, the two tree-level effective actions turn out to be related [1] through a
field redefinition which inverts the coupling constant. This duality thus identifies
the weak coupling regime of one theory with the strong coupling regime of the
other. As a first check of the conjecture, it has been shown [3] that the world-
volume theory on the D-string of Type I is identical to the world-sheet theory of
the heterotic string. In particular this explains the appearance of the SO(32) spinor
representation in the Type I theory.
More evidence of this conjectured duality has been given in the literature, mainly
relying on the existence of BPS states. As is well known, BPS states form short (or
ultra-short) multiplets of the supersymmetry algebra for which the mass is related
to the charge. Because of this fact they are stable and protected from radiative
corrections. Hence, their properties can be analysed and computed perturbatively
at weak coupling and then reliably extrapolated at strong coupling. Such tests of the
heterotic/Type I duality conjecture comprise comparison between BPS spectra in
the compactified theories [4], but also between BPS saturated terms in the effective
actions in both the uncompactified [5] and the compactified cases [6].
However, at the first massive level the heterotic string contains perturbative
states which are stable but not BPS. Their stability follows from the fact that they
are the lightest states carrying the quantum numbers of the spinor representation of
SO(32). Since they cannot decay, these states should be present also in the strong
coupling regime. Then, if the heterotic/Type I duality is correct, the Type I theory
should support non-perturbative stable configurations that are spinors of SO(32).
Finding them and checking their multiplicities is therefore a very non-trivial test
on the heterotic/Type I duality.
It turns out [7] that a pair formed by a D1-brane and an anti D1-brane of Type
I (wrapped on a circle and with a Z2 Wilson line) describes a configuration with
the quantum numbers of the spinor representation of SO(32) (for reviews see [8]).
Thus this system is the right candidate to describe in the non-perturbative regime
the stable non-BPS states of the heterotic string mentioned above. However, a
superposition of a brane with an anti-brane is unstable due to the presence of
1
tachyons in the open strings stretching between the brane and the anti-brane [9].
Then the problem of defining properly this superposition and treating its tachyon
instability arises. This has been addressed by A. Sen in a remarkable series of papers
[10, 11, 7, 12, 13]. In particular in Ref. [7] he considered a D-string – anti D-string
pair of Type IIB, and managed to prove that when the tachyon condenses to a
kink along the compact direction of the D-string, the pair becomes tightly bound
and, as a whole, behaves as a D-particle. He also computed its mass finding that
it is a factor of
√
2 bigger than the one of the supersymmetric BPS D-particle of
the Type IIA theory. The presence of a D-particle in the Type IIB spectrum looks
surprising at first sight since one usually thinks that in Type IIB there are only
Dp-branes with p odd. However, one should keep in mind that such a D-particle is
a non-supersymmetric and non-BPS configuration. Furthermore it is unstable, due
to the fact that there are tachyons in the spectrum of the open strings living on
its world-line. These tachyons turn out to be odd under the world-sheet parity Ω,
and hence disappear if one performs the Ω projection to get the Type I string [14].
Therefore, the D-particle found by Sen is a stable non-perturbative configuration
of Type I that transforms as a spinor of SO(32).
In this paper we analyze the Type I D-particle from the point of view of the
closed string operator formalism, and construct its representation in terms of a
boundary state [15, 16]. The boundary state approach is a very convenient and
useful method to describe BPS D-branes, find their couplings with the various
closed string fields [17] and also determine their interactions (for some applications
of the boundary state see for example Refs. [18, 19, 20]). In Refs. [11, 21], it
was shown that the boundary state formalism can also be applied successfully to
describe non-BPS configurations in certain orbifold models.
Here, we use this approach to study the superposition of a D-string and an anti
D-string in the Type IIB theory, and construct the corresponding boundary state
with the proper normalization. Then, extending Sen’s arguments, we manage to
incorporate the effects of the tachyon condensation directly in the boundary state,
and show explicitly that at a particular value of the tachyon v.e.v. this boundary
state describes a non-BPS D-particle. Moreover, we show that the same result
can be achieved by means of a suitable discrete transformation which effectively
accounts for the tachyon condensation on the initial D-string – anti D-string pair.
Using this construction we can also compute directly the mass of the non-BPS
D-particle finding agreement with Sen’s result.
In the closed string operator formalism, the Ω projection that reduces Type
IIB to Type I is implemented by adding to the boundary state of Type II the
crosscap state [22, 16] which is uniquely determined by the requirement of tadpole
cancellation. In this way one obtains an effective boundary state for the Type I
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D-branes which can be efficiently used to study their properties and interactions.
Applying this procedure to the non-BPS D-particle, we construct its corresponding
boundary state of Type I and use it to check its stability by showing that no tachyon
poles develop in the open string vacuum amplitude at one loop.
This construction can be easily generalized to describe other non-BPS D-branes
of Type I. In particular, by requiring the absence of tachyons in the open string
spectrum, we determine which of these Type I configurations are stable and compute
their tensions. Our classification is in complete agreement with the results recently
obtained by E. Witten [23] and others [24, 25] using the K-theory of space-time.
Other recent papers discussing related subjects are [26, 27, 28].
This paper is organized as follows: in Section 2 we briefly review the boundary
state formalism and specify our notations; in Section 3, we derive the boundary
state for the Type IIB D-particle as a bound state of D-strings. In Section 4 we
perform the Ω projection on the boundary state to describe the D-particle of the
Type I theory, and explicitly verify its stability. In Section 5 we generalize these
results to construct the boundary state for non-BPS Dp-branes of Type I and discuss
for which values of p the tachyon cancellation condition can be satisfied. Finally, a
few more technical calculations are reported in two appendices.
2 The boundary state formalism
In the closed string operator formalism one describes the supersymmetric Dp-branes
of Type II by means of boundary states |Dp〉 [15, 16]. These are closed string
states which insert a boundary on the world-sheet, enforce on it the appropriate
boundary conditions and represent the source for the closed strings emitted by the
branes [17]. In the fermionic string, both in the NS-NS and in the R-R sectors,
there are two possible implementations for the boundary conditions of a Dp-brane
which correspond to two boundary states |Dp,±〉. However, only the combinations
|Dp〉NS = 1
2
[
|Dp,+〉NS − |Dp,−〉NS
]
(2.1)
and
|Dp〉R = 1
2
[
|Dp,+〉R + |Dp,−〉R
]
(2.2)
are selected by the GSO projection in the NS-NS and in the R-R sectors respectively.
As discussed in Ref. [19], the boundary states |Dp,±〉 can be written as the product
of a matter part and a ghost part
|Dp,±〉 = Tp
2
|Dpmat,±〉|Dpg,±〉 , (2.3)
3
where
|Dpmat,±〉 = |DpX〉|Dpψ,±〉 , |Dpg,±〉 = |Dpgh〉|Dpsgh,±〉 . (2.4)
The overall normalization Tp can be unambiguously fixed from the factorization of
amplitudes of closed strings emitted from a disk [29, 17] and is related to the brane
tension τp [30] according to
Tp = τp κ10 =
√
pi
(
2pi
√
α′
)3−p
(2.5)
where κ10 is the gravitational coupling constant in ten dimensions. The explicit
expressions of the various components of |Dp,±〉, together with their derivation,
can be found for example in Ref. [19]. Here we just recall the structure of the matter
part of the boundary state 1, namely
|DpX〉 = exp
[
−
∞∑
n=1
1
n
α−n · S(p) · α˜−n
]
|DpX〉(0) , (2.6)
and
|Dpψ,±〉NS = exp
[
± i
∞∑
r=1/2
ψ−r · S(p) · ψ˜−r
]
|0〉 , (2.7)
for the NS-NS sector, and
|Dpψ,±〉R = exp
[
± i
∞∑
n=1
ψ−n · S(p) · ψ˜−n
]
|Dp,±〉(0)R , (2.8)
for the R-R sector. The matrix S(p) encodes the boundary conditions which char-
acterize the D-brane; in the case of a static brane without any external fields one
simply has
S(p)µν = (ηαβ ,−δij) (2.9)
where the indices α, β label the (p+1) longitudinal directions of the world-volume,
and the indices i, j label the (9− p) transverse directions. Finally, the superscript
(0) in Eqs. (2.6) and (2.8) denotes the zero-mode contributions to the boundary
state. These are
|DpX〉(0) = δ(9−p)(qi − yi)
9∏
µ=0
|kµ = 0〉 (2.10)
where yi are the coordinates of the D-brane and |kµ〉 is the Fock vacuum of mo-
mentum kµ, and
|Dp,±〉(0)R =
(
CΓ0 . . .Γp
1± iΓ11
1± i
)
AB
|A〉|B˜〉 (2.11)
1The ghost and superghost parts will not play any significant role in our present analysis and
thus we omit them to avoid clutter.
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where |A〉 and |B˜〉 are the left and right spinor vacua of the R sector in the 32-
dimensional Majorana representation 2.
Both in the NS-NS and in the R-R sectors, the two boundary states |Dp,±〉 are
mapped into each other by the world-sheet fermion number operators (−1)F and
(−1)F˜ . In particular, in the NS-NS sector one can show that
(−1)F |Dp,+〉NS = (−1)F˜ |Dp,+〉NS = −|Dp,−〉NS (2.12)
where, as usual, we have taken the NS-NS vacuum to be odd under (−1)F and
(−1)F˜ . Similarly, in the R-R sector, where the fermion number operators also
measure the chirality of the spinor vacua, one has [19, 17]
(−1)F |Dp,+〉R = (−1)p |Dp,−〉R , (−1)F˜ |Dp,+〉R = |Dp,−〉R . (2.13)
These relations become useful when one performs the GSO projection. For example,
in the NS-NS sector where the GSO projector is
PGSO =
1 + (−1)F
2
1 + (−1)F˜
2
, (2.14)
one simply has
|Dp〉NS ≡ PGSO |Dp,+〉NS = 1
2
[
|Dp,+〉NS − |Dp,−〉NS
]
, (2.15)
i.e. Eq. (2.1). For the R-R sector, one has to remember that the boundary states are
written in the left-right asymmetric superghost picture (−1/2,−3/2) (see Ref. [19]
for details) in which the appropriate GSO projector takes the form
PGSO =
1 + (−1)p (−1)F
2
1 + (−1)F˜
2
(2.16)
where p is even for Type IIA and odd for Type IIB in accordance with the R-R
charge carried by a Dp-brane. Then, using Eq. (2.13), we easily see that the GSO
projected boundary state in the R-R sector is
|Dp〉R ≡ PGSO |Dp,+〉R = 1
2
[
|Dp,+〉R + |Dp,−〉R
]
, (2.17)
i.e. Eq. (2.2). This analysis shows that it is enough to consider the boundary states
|Dp,+〉NS and |Dp,+〉R from which the complete boundary states are obtained by
means of the GSO projection. Finally, we recall that an anti Dp-brane is a brane
with negative R-R charge, and in our formalism it is simply described by a boundary
state with an overall minus sign in the R-R sector.
2We refer to Refs. [19, 17] for the conventions on spinors and Γ matrices.
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Let us now consider the case in which the p longitudinal space directions are
compactified on circles of radii R. The boundary state for a wrapped Dp-brane is
still given by the previous expressions with only two changes. The first (and easiest)
one is in |DpX〉(0) which becomes
|DpX〉(0) = δ(9−p)(qi − yi) |k0 = 0〉
p∏
α=1
∑
wα
|nα = 0, wα〉
9∏
i=p+1
|ki = 0〉 (2.18)
where |nα, wα〉 is the bosonic vacuum with Kaluza-Klein index nα and winding num-
ber wα. T-duality invariance requires that these vacuum states must be normalized
as
〈n′, w′|n, w〉 = Φ δnn′δww′ (2.19)
where Φ is the self-dual “volume” of a compact direction 3 which satisfies the fol-
lowing properties
Φ ∼ 2piR for R→∞ , Φ ∼ 2piα
′
R
for R→ 0 . (2.20)
As a consequence of this fact, a second (and less obvious) change occurs in the
boundary state of a wrapped D-brane. Indeed, as shown in Ref. [29], the overall
normalization factor Tp in Eq. (2.3) must be replaced by
Tp
(
2piR
Φ
)p/2
. (2.21)
Then, it is easy to check that the boundary state defined in this way correctly
reproduces the vacuum amplitude for a wrapped Dp-brane, normalization factors
included.
We conclude this brief summary by mentioning that in the boundary state for-
malism the incorporation of U(1) Wilson lines for wrapped D-branes amounts sim-
ply to introduce in Eq. (2.18) appropriate phases in the sum over all winding num-
bers of the compact directions, so that |DpX〉(0) becomes
|DpX〉(0) = δ(9−p)(qi − yi) |k0 = 0〉
p∏
α=1
∑
wα
ei piθαw
α|nα = 0, wα〉
9∏
i=p+1
|ki = 0〉 (2.22)
where the constants θα parametrize the Wilson lines associated with the U(1) gauge
fields living on the D-brane world-volume [32, 29].
3The explicit expression of Φ as well as a detailed discussion of its properties can be found for
example in Ref. [31].
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3 The Type IIB D-particle as a bound state of
D-strings
Following Ref. [7], we now study the Type IIB system formed by the superposition
of a D-string and an anti D-string, both wrapped on a circle of radius R and with a
Z2 Wilson line on one of them, say for definiteness on the anti D-string. To describe
this system we introduce the following boundary states
|B,+〉NS ≡ |D1,+〉NS + |D1′,+〉NS (3.1)
|B,+〉R ≡ |D1,+〉R − |D1′,+〉R (3.2)
where the ′ indicates the presence of the Z2 Wilson line (i.e. θ = 1 in the notation
of Eq. (2.22)). Note that the minus sign in Eq. (3.2) accounts for the fact that one
of the two members of the pair is an anti D-string. Using the explicit expressions
reported in Section 2, we have
|B,+〉NS = T1
2
√
2piR
Φ
exp
[
−
∞∑
n=1
1
n
α−n · Sˆ(1) · α˜−n
]
exp
[
+ i
∞∑
r=1/2
ψ−r · Sˆ(1) · ψ˜−r
]
exp
[
−
∞∑
n=1
1
n
α−nα˜−n
]
exp
[
+ i
∞∑
r=1/2
ψ−rψ˜−r
]
|Ω〉NS (3.3)
where we have denoted by Sˆ(1) the D-string S-matrix for all non-compact directions
and have separately indicated in the second line the contribution of the bosonic and
fermionic non-zero modes of the compact direction (i.e. the modes of X , ψ and ψ˜).
Due to the presence of the Z2 Wilson line, the vacuum |Ω〉NS is given by
|Ω〉NS = δ(8)(qi)|k0 = 0〉
(∑
w
|0, w〉+∑
w
(−1)w|0, w〉
)
9∏
i=2
|ki = 0〉
= 2 δ(8)(qi)|k0 = 0〉∑
w
|0, 2w〉
9∏
i=2
|ki = 0〉 (3.4)
where for simplicity we have set to zero the coordinates yi of the D-strings. Analo-
gously, in the R-R sector we have
|B,+〉R = T1
2
√
2piR
Φ
exp
[
−
∞∑
n=1
1
n
α−n · Sˆ(1) · α˜−n
]
exp
[
+ i
∞∑
n=1
ψ−n · Sˆ(1) · ψ˜−n
]
exp
[
−
∞∑
n=1
1
n
α−nα˜−n
]
exp
[
+ i
∞∑
n=1
ψ−nψ˜−n
]
|D1,+〉(0)R |Ω〉R (3.5)
where |D1,+〉(0)R is defined in Eq. (2.11) with p = 1, and
|Ω〉R = δ(8)(qi)|k0 = 0〉
(∑
w
|0, w〉 −∑
w
(−1)w|0, w〉
)
9∏
i=2
|ki = 0〉
7
= 2 δ(8)(qi)|k0 = 0〉∑
w
|0, 2w + 1〉
9∏
i=2
|ki = 0〉 . (3.6)
Let us now suppose that the radius R of the compact direction X is given by
Rc =
√
α′
2
. (3.7)
As shown in Ref. [7], at this particular value of the radius all excitations of the open
strings stretched between the D-string and the anti D-string have non negative mass
squared. Moreover, at R = Rc the bosonic coordinate X is equivalent to a pair of
fermionic fields ξ and η. Indeed, if we write
X(z, z¯) =
1
2
(XL(z) +XR(z¯)) (3.8)
where
XL(z) = qL − i(2α′)pL ln z + i
√
2α′
∑
n 6=0
αn
n
z−n
XR(z¯) = qR − i(2α′)pR ln z¯ + i
√
2α′
∑
n 6=0
α˜n
n
z¯−n (3.9)
with
pL =
1
2
(
n
Rc
+
wRc
α′
)
, pR =
1
2
(
n
Rc
− wRc
α′
)
(3.10)
then, it is possible to prove that
exp
[
± i√
2α′
XL(z)
]
≃ 1√
2
(
η(z)± iξ(z)
)
exp
[
± i√
2α′
XR(z¯)
]
≃ 1√
2
(
η˜(z¯)± iξ˜(z¯)
)
. (3.11)
By recombining the fermions η, ξ and ψ (and η˜, ξ˜ and ψ˜) in a different manner, we
can obtain an equivalent representation of the same conformal field theory in terms
of a new compact bosonic field
φ(z, z¯) =
1
2
(
φL(z) + φR(z¯)
)
(3.12)
defined through
1√
2
(ξ(z)± iψ(z)) ≃ exp
[
± i√
2α′
φ
L
(z)
]
1√
2
(
ξ˜(z¯)± iψ˜(z¯)
)
≃ exp
[
± i√
2α′
φR(z¯)
]
. (3.13)
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The field φ(z, z¯) is a free boson of radius R = Rc which has a mode expansion
similar to the one of the original coordinate X(z, z¯) (i.e. Eqs. (3.9) and (3.10))
with oscillators φn and φ˜n, and with Kaluza-Klein and winding numbers nφ and wφ
respectively.
As emphasized in Ref. [7], if one uses the new fields φ and η instead of the
original X and ψ, it is possible to study explicitly the effects of a non vanishing
v.e.v. for tachyon of the open string stretched beween the D-string and the anti
D-string. In fact, in the 0 superghost picture such a tachyon is described by the
following vertex operator
V (z) =
i√
2α′
∂φ(z) ⊗ σ1 (3.14)
where we have denoted by φ(z) the open string field corresponding to Eq. (3.12)
and by σ1 the Chan-Paton factor appropriate for an open string stretched across
the D-string – anti D-string pair [7]. As a matter of fact, the vertex operator (3.14)
does not represent a true tachyon since it creates a state which, at the critical
radius R = Rc, is massless. However, since such a state becomes tachyonic in the
decompactification limit R→∞, the field associated to Eq. (3.14) is, nevertheless,
called tachyon. From the explicit expression of V (z), we easily see that giving a
non vanishing v.e.v. to the tachyon field is equivalent to introducing a U(1) Wilson
line along φ, which we can parametrize as follows
W(θ) = 1
2
Tr
[
exp
(
θ
2
∮
dz
i√
2α′
∂φ ⊗ σ1
)]
. (3.15)
Since in a pure closed string amplitude there are no other sources of Chan-Paton
factors, Eq. (3.15) simplifies to
W(θ) = cos
(
piθwφ
2
)
(3.16)
where wφ is the total winding number of the closed string state seen by the operator
W(θ).
We are now in the position of writing the boundary state which describes the
D-string – anti D-string pair in the presence of a non vanishing tachyon v.e.v. This
is given by Eqs. (3.3) and (3.5) with the oscillators αn, α˜n, ψr, ψ˜r of the compact
direction replaced by φn, φ˜n, ηr and η˜r, and with a vacuum that carries an explicit
dependence on the parameter θ according to Eq. (3.16). In particular, in the NS-NS
sector we have
|B(θ),+〉NS = T1
2
√
2piRc
Φ
exp
[
−
∞∑
n=1
1
n
α−n · Sˆ(1) · α˜−n
]
exp
[
+ i
∞∑
r=1/2
ψ−r · Sˆ(1) · ψ˜−r
]
exp
[
−
∞∑
n=1
1
n
φ−nφ˜−n
]
exp
[
+i
∞∑
r=1/2
η−rη˜−r
]
|Ω(θ)〉NS (3.17)
9
where
|Ω(θ)〉NS = 2 δ(8)(qi)|k0 = 0〉
∑
wφ
cos(piθwφ) |0, 2wφ〉
9∏
i=2
|ki = 0〉 . (3.18)
Analogously, in the R-R sector we have
|B(θ),+〉R = T1
2
√
2piRc
Φ
exp
[
−
∞∑
n=1
1
n
α−n · Sˆ(1) · α˜−n
]
exp
[
+ i
∞∑
n=1
ψ−n · Sˆ(1) · ψ˜−n
]
exp
[
−
∞∑
n=1
1
n
φ−nφ˜−n
]
exp
[
+i
∞∑
n=1
η−nη˜−n
]
|D1,+〉(0)R |Ω(θ)〉R (3.19)
where
|Ω(θ)〉R = 2 δ(8)(qi)|k0 = 0〉
∑
wφ
cos
(
piθ(wφ +
1
2
)
)
|0, 2wφ + 1〉
9∏
i=2
|ki = 0〉 . (3.20)
Notice that at θ = 0 the boundary states (3.17) and (3.19) are completely equivalent
to the original ones written in Eqs. (3.3) and (3.5), as one can check for example by
computing some correlation functions or the vacuum amplitude. In this respect, it is
worth pointing out that in computing amplitudes with |B(θ),+〉NS and |B(θ),+〉R,
one has to be careful in performing correctly the GSO projection. In fact, this
is not obtained by taking linear combinations as in Eqs. (2.1) and (2.2), since the
operators (−1)F and (−1)F˜ are not related to the η and η˜ fermion numbers. Instead,
as is clear from Eq. (3.13), in the NS-NS sector one has
(−1)F˜ : α˜µn → α˜µn , ψ˜µr → −ψ˜µr , φ˜n → −φ˜n , η˜r → η˜r (3.21)
and similarly for (−1)F on the left moving oscillators. Using these rules, one can
easily see, for example, that
(−1)F˜ |B(θ),+〉NS = −T1
√
2piRc
Φ
exp
[
−
∞∑
n=1
1
n
α−n · Sˆ(1) · α˜−n
]
exp
[
− i
∞∑
r=1/2
ψ−r · Sˆ(1) · ψ˜−r
]
(3.22)
exp
[
+
∞∑
n=1
1
n
φ−nφ˜−n
]
exp
[
+i
∞∑
r=1/2
η−rη˜−r
]
δ(8)(qi)|k0 = 0〉∑
wφ
cos(piθwφ) |wφ, 0〉
9∏
i=2
|ki = 0〉 .
Notice that the action of the operator (−1)F˜ on the bosonic field φ given in
Eq. (3.21) looks like a T-duality because it amounts to change the relative sign
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between its left and right moving oscillators. However, since the compactification
radius of φ is such that
Rc =
α′
2Rc
, (3.23)
this change in sign implies that a state with Kaluza-Klein index nφ and winding
number wφ is transformed into a state with Kaluza-Klein index wφ/2 (which is
acceptable only when wφ is even) and winding number 2nφ, that is
(−1)F˜ : |nφ, wφ〉 → |wφ
2
, 2nφ〉 . (3.24)
This peculiar behavior explains the structure of the vacuum in Eq. (3.22). Of course,
similar considerations apply also for the boundary states in the R-R sector.
Let us now turn to the vacuum amplitude of the theory defined on the world-
volume of our D-string – anti D-string pair. In the boundary state formalism this
amplitude is simply given by
A(θ) = 〈B(θ),+|PGSOD |B(θ),+〉 (3.25)
where the GSO projection operator is given in Eqs. (2.14) and (2.16), and D is the
closed string propagator
D =
α′
4pi
∫
d2z
|z|2 z
L0−a z¯L˜0−a (3.26)
with intercept aNS = 1/2 in the NS-NS sector, and aR = 0 in the R-R sector.
Using the explicit expressions of the boundary states written above, and performing
standard manipulations, one finds
ANS−NS(θ) = V Rc
2pi2α′
∫ ∞
0
dt
(
pi
t
)4∑
wφ
cos2(piθwφ) q
w2
φ
f 83 (q)
f 81 (q)
−
√
2
f 74 (q) f3(q)
f 71 (q) f2(q)

(3.27)
and
AR−R(θ) = − V Rc
2pi2α′
∫ ∞
0
dt
(
pi
t
)4 ∑
wφ
cos2
(
piθ(wφ +
1
2
)
)
q(wφ+
1
2)
2
 f 82 (q)
f 81 (q)
(3.28)
where V is the (infinite) length of the time direction and
f1(q) = q
1
12
∞∏
n=1
(1− q2n) , f2(q) =
√
2q
1
12
∞∏
n=1
(1 + q2n)
f3(q) = q
− 1
24
∞∏
n=1
(1 + q2n−1) , f4(q) = q
− 1
24
∞∏
n=1
(1− q2n−1) (3.29)
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with q = e−t.
It is interesting to observe that the contribution of the NS-NS(−1)F spin struc-
ture (i.e. the second term in Eq. (3.27)) does not depend on the tachyon v.e.v.
θ. This is a direct consequence of the fact that this spin structure arises from
the overlap between |B(θ),+〉NS, whose vacuum contains states with only winding
numbers, and (−1)F˜ |B(θ),+〉NS, whose vacuum instead contains states with only
Kaluza-Klein numbers (see Eqs. (3.18) and (3.22)). Therefore, in the NS-NS(−1)F
spin structure there is no contribution from the bosonic zero modes of the compact
direction φ, and hence no dependence on the tachyon v.e.v. θ.
If one performs the modular transformation t→ pi/t, the entire amplitude A(θ)
can be interpreted as the one-loop vacuum energy of the open strings living in the
world-volume of the D-string – anti D-string pair. After this modular transforma-
tion, one can explicitly check that A(θ) in Eq. (3.25) coincides with the annulus
amplitude that follows from the rules described in Ref. [7] from the open string
point of view (see Appendix A for some details). In particular, one sees that the
θ-independent NS-NS(−1)F spin structure of the closed string channel goes into the
R spin structure of the open string channel, that indeed has been shown in Ref. [7]
to be independent of the tachyon v.e.v.
At θ = 1 a remarkable simplification occurs: the R-R contribution toA vanishes,
since, as is clear from Eq. (3.20), the R-R boundary state is null at θ = 1. Thus,
the entire vacuum amplitude becomes
A(θ = 1) = V Rc
2pi2α′
∫ ∞
0
dt
(
pi
t
)4∑
wφ
qw
2
φ
 f 83 (q)
f 81 (q)
−
√
2
f 74 (q) f3(q)
f 71 (q) f2(q)

=
V
4pi2Rc
∫ ∞
0
dt
(
pi
t
)4∑
wφ
qw
2
φ
[f 83 (q)
f 81 (q)
− f
8
4 (q)
f 81 (q)
]
(3.30)
where in obtaining the last line we have used Eq. (3.23) to rewrite the prefactor,
and exploited the identities
f2(q) f3(q) f4(q) =
√
2 , f1(q) f
2
3 (q) =
+∞∑
n=−∞
qn
2
(3.31)
to transform the integrand. Notice that with these manipulations we have managed
to reconstruct the typical combination of f -functions that is produced by the usual
GSO projection of the NS-NS sector. Thus, we are lead to suspect that a simpler
underlying structure may actually exist at θ = 1, in accordance with the property,
shown in Ref. [7], that at this value of the tachyon v.e.v. the D-string – anti D-string
pair is most tightly bound and, as a whole, behaves like a D-particle. Indeed, our
expectation is confirmed by the fact that the amplitude A(θ = 1) can be factorized
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in terms of a new boundary state according to
A(θ = 1) = 〈B˜,+|PGSOD |B˜,+〉 (3.32)
where
|B˜,±〉 = T1
2
√
piα′
RcΦ
exp
[
−
∞∑
n=1
1
n
α−n · Sˆ(1) · α˜−n
]
exp
[
± i
∞∑
r=1/2
ψ−r · Sˆ(1) · ψ˜−r
]
exp
[
+
∞∑
n=1
1
n
α−nα˜−n
]
exp
[
∓i
∞∑
r=1/2
ψ−rψ˜−r
]
|Ω˜〉 (3.33)
with
|Ω˜〉 = 2 δ(8)(qi)|k0 = 0〉∑
w
|w, 0〉
9∏
i=2
|ki = 0〉 . (3.34)
Of course, the simple factorization of a vacuum amplitude does not allow to uniquely
fix the structure of a boundary state, and thus one may think that there is some
arbitrariness in Eq. (3.33). However, a detailed analysis of correlation functions
shows that the new boundary state |B˜,+〉, which is written in terms of the original
degrees of freedom for the compact direction (i.e. X and ψ), is equivalent to the
boundary state of Eq. (3.17) for θ = 1. To see this, one considers closed string vertex
operators written in terms of X and ψ and computes the corresponding correlation
functions on a disk using the boundary state |B˜,+〉; then, transforming (X,ψ)
into (φ, η) through the bosonization formulas, one checks that the same correlation
functions are obtained with the boundary state |B(θ = 1),+〉 given in Eq. (3.17).
A few examples of such calculations are explicitly described in Appendix B.
Based on these results, we can conclude that in order to describe the D-string
– anti D-string pair at R = Rc in terms of X and ψ, we have to use the original
boundary states of Eqs. (3.3) and (3.5) if θ = 0, whereas we have to use the the new
boundary state of Eq. (3.33) if θ = 1. Of course, at this particular value of θ there is
no R-R sector, as we have explicitly shown. It is interesting to observe that |B,+〉NS
and |B˜,+〉 can be related to each other by means of a discrete transformation T .
Indeed, as is clear from Eqs. (3.3) and (3.33), we may go from |B,+〉NS to |B˜,+〉
by changing the sign to the right moving oscillators of the compact direction, and
consequently by changing the vacuum from |0, 2w〉 to |w, 0〉 since the radius of X
satisfies Eq. (3.23) (cf also Eq. (3.24)). Like the usual T-duality, also T transforms
a longitudinal direction into a transverse one, so that the new boundary state |B˜,+〉
more properly describes a D0-brane with a compact transverse direction. However,
unlike T-duality, T switches off the R-R sector. This fact suggests that, more than
a symmetry of the theory, this transformation T has to be regarded simply as an
effective way of implementing the change of the tachyon v.e.v. from θ = 0 to θ = 1
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on the original boundary states, which can be justified by introducing the new fields
φ and η through the bosonization procedure as we have done.
In Ref. [7] it was shown that the decompactification limit R→∞ of the D-string
– anti D-string pair is meaningful only at θ = 1, where the system is most tightly
bound and no tadpoles develop. In our formalism, this feature is revealed by the fact
the limit R→∞ is ill-defined on the original boundary states |B,+〉NS and |B,+〉R
since their vacuum contains only a subset of all possible winding states, namely the
states with only even or odd winding numbers respectively in the NS-NS and R-R
sectors. On the contrary, there are no problems in taking the decompactification
limit on the new boundary state |B˜,+〉 which describes the theory at θ = 1. In
fact, when R→∞ we can rewrite Eq. (3.34) as follows
|Ω˜〉 = 2 δ(8)(qi) |k0 = 0〉 2piR
∫ dk1
2pi
|k1〉
9∏
i=2
|ki = 0〉
= 4piR δ(9)(qi)
9∏
µ=0
|kµ = 0〉 (3.35)
which resembles Eq. (2.10) for p = 0. Furthermore, combining the factor of 4piR
from Eq. (3.35) with the prefactors of |B˜,+〉, we see that the complete normalization
of the boundary state becomes
T1
2
√
piα′
RΦ
4piR −→
√
2 T1 (2pi
√
α′)
2
=
√
2T0
2
(3.36)
where we have used the asymptotic behavior of Φ for R→∞ (see Eq. (2.20)) and
the explicit expression of the tensions Tp (see Eq. (2.5)). Thus, in the decompacti-
fication limit our system is described by
|B˜,+〉 =
√
2T0
2
exp
[
−
∞∑
n=1
1
n
α−n · S(0) · α˜−n
]
exp
[
+ i
∞∑
r=1/2
ψ−r · S(0) · ψ˜−r
]
δ(9)(qi)
9∏
µ=0
|kµ = 0〉 . (3.37)
By performing the usual GSO projection, we then obtain the complete boundary
state
|B˜〉 ≡ PGSO |B˜,+〉 = 1
2
[
|B˜,+〉 − |B˜,−〉
]
(3.38)
which describes a D0-brane in the Type IIB theory. Since there is no R-R sector,
this D-particle is non-supersymmetric and non-BPS. Moreover, from Eq. (3.37) we
explicitly see that its tension (or mass) is a factor of
√
2 bigger than the tension of
the ordinary supersymmetric D-particle of the Type IIA theory. This fact has been
proved and checked also in Ref. [7] using completely different arguments.
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4 The boundary state for the Type I D-particle
The non-supersymmetric D-particle described in the previous section is an unstable
configuration of the Type IIB theory. In fact, the absence of the R-R part in the
D-particle boundary state |B˜〉 implies the absence of any GSO projection in the
dual open string theory defined on its world-line. Thus, the spectrum of these
open strings contains not only the states that a supersymmetric D-particle would
sustain, but also all other states that are usually removed by the GSO projection.
In particular in the NS sector, one finds a tachyonic state which is responsible for
the instability of the entire configuration. However, things might improve if there
is a consistent truncation of the theory which is free of tachyons. One possibility
is to study our system in the Type I theory, which can be viewed as an orbifold of
the Type IIB theory with respect to the world-sheet parity Ω 4. To see whether or
not the open string tachyon is removed by the Ω projection, we have to analyze the
interaction amplitude of the D-particle with itself due to the exchange of unoriented
strings. To this end, we follow the general procedure discussed in Ref. [22, 16], and
add to the boundary state |B˜〉 the so-called crosscap state |C〉 which inserts a
boundary on the string world-sheet with opposite points being identified. Thus, we
consider
|D˜0〉 ≡ 1√
2
[
|B˜〉+ |C〉
]
, (4.1)
where the factor of 1/
√
2 has been introduced to have the proper normalization.
Like for a usual boundary, also for a crosscap there are two possible implemen-
tations of the overlap equations that correspond to two states |C,±〉. However,
only a linear combination of them is selected by the GSO projection. Since for the
case at hand the R-R sector does not play any role, we will concentrate only in the
NS-NS sector where one finds
|C〉 = PGSO|C,+〉NS = 1
2
[
|C,+〉NS − |C,−〉NS
]
. (4.2)
The explicit expression for the crosscap states is 5
|C,±〉NS = i 25 T9
2
exp
[
−
∞∑
n=1
eipin
n
α−n · S(9) · α˜−n
]
exp
±i ∞∑
r=1/2
eipirψ−r · S(9) · ψ˜−r
 9∏
µ=0
|kµ = 0〉 (4.3)
4Another possibility discussed in Refs. [11, 21] is to consider the orbifold IIB/(−1)FL I4 where
FL is the left space-time fermion number and I4 is the space-time parity in four directions.
5Again we only consider the matter part. For the ghost and superghost contribution see for
example Ref. [16].
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where S
(9)
αβ = ηαβ , T9 is given in Eq. (2.5) for p = 9 and the overall factor of i has
been introduced for later convenience. Like the D9-brane, also the crosscap is a
source for the non-trivial 10-form potential of Type I theory [16], and indeed the
crosscap state |C〉 is strictly related to the boundary state of a D9 brane with a
pure imaginary radius; in fact one has
|C〉 ∼ iL0+L˜0|D9〉 . (4.4)
This remark will prove to be useful for technical purposes. An important point
we want to stress is that the normalization of the crosscap state in Eq. (4.3) is
completely fixed by the requirement of tadpole cancellation of the Type I theory
[16].
We are now ready to study the interaction of a D-particle with itself. This
is due to exchange of closed strings that propagate along a cylinder between two
|D˜0〉 states. This amplitude comprises three types of contributions. The first one
is with two boundaries and corresponds to a cylinder amplitude which is given
by A = 1
2
〈B˜|D|B˜〉. Notice that this amplitude is half of the corresponding one
in the Type IIB theory. The second type of contribution is with one boundary
and one crosscap and corresponds to a Mo¨bius strip amplitude which is given by
M = 1
2
〈B˜|D|C〉. Of course, one has to consider also the conjugate expression
M∗ = 1
2
〈C|D|B˜〉 where the crosscap and the boundary have exchanged place.
Finally, the third type of contribution is with two crosscaps and corresponds to the
Klein bottle amplitude given by K = 1
2
〈C|P |C〉. This last contribution does not
contain open string poles and refers only to the propagation of unoriented closed
strings. For these reasons we shall not consider it in our analysis.
Using the explicit expressions for the boundary and the crosscap states, we find
that the cylinder amplitude is
A = V
2pi
(8pi2α′)−1/2
∫ ∞
0
dt
(
pi
t
) 9
2
[
f 83 (q)
f 81 (q)
− f
8
4 (q)
f 81 (q)
]
(4.5)
where q = e−t, while the Mo¨bius strip amplitude is
M = 29/2 V
2pi
(8pi2α′)−1/2
∫ ∞
0
dt
[
f 93 (i q) f1(i q)
f 92 (i q) f4(i q)
− f
9
4 (i q) f1(i q)
f 92 (i q) f3(i q)
]
. (4.6)
A remark is in order here. Since the crosscap state is related to the boundary state
of a D9 brane as we have seen in Eq. (4.4), the Mo¨bius amplitude corresponds to
a system with one NN direction and nine DN directions which cannot be studied
in the light cone gauge. Hence in this case, the use of a covariant formalism is
necessary.
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To obtain the open string channel, we must perform the modular transformation
t→ 1/t in the previous expressions so that A and M become the planar and non-
planar one-loop amplitudes of the open strings living on the D-particle world-line.
The rules for the modular transformations of the functions fk with a real argument
are well known (see for example Ref. [30]). The analogous rules for a pure imaginary
argument are instead less known, and thus we list them below
f1(i e
−pis) = (2s)−1/2f1(i e
− pi
4s ) ,
f2(i e
−pis) = f2(i e
− pi
4s ) ,
f3(i e
−pis) = eipi/8f4(i e
− pi
4s ) ,
f4(i e
−pis) = e−ipi/8f3(i e
− pi
4s ) . (4.7)
These results for f1 and f2 may be obtained using the rules of modular transforma-
tion for fk(e
−pis) and elementary algebraic manipulations. In order to fix the phases
appearing in the transformation rules of f3 and f4 we have used Euler’s pentagonal
identity.
Performing the modular transformation, we then obtain
A = V (8pi2α′)−1/2
∫ ∞
0
ds
2s
s−1/2
[
f 83 (r)
f 81 (r)
− f
8
2 (r)
f 81 (r)
]
(4.8)
and
M = 23 V (8pi2α′)−1/2
∫ ∞
0
ds
2s
s−1/2
[
e−ipi/4
f 93 (i r)f1(i r)
f 92 (i r)f4(i r)
− eipi/4 f
9
4 (i r)f1(i r)
f 92 (i r)f3(i r)
]
(4.9)
where r = e−pis. Notice that the crucial phases in Eq. (4.9) are a direct consequence
of the phases appearing in the modular transformations (4.7). The total open string
amplitude is then
Aopen = A+M+M∗ (4.10)
which can be written as follows
Aopen = 2 V (8pi2α′)−1/2
∫ ∞
0
ds
2s
s−1/2
(
ZINS+(r) + Z
I
NS−(r)− ZIR(r)
)
(4.11)
where the various terms in the integrand are
ZINS−(r) =
f 83 (r) + f
8
4 (r)
4f 81 (r)
− i 2 92
(
f 93 (i r) f1(i r)
4f 92 (i r) f4(i r)
+
f 94 (i r) f1(i r)
4f 92 (i r) f3(i r)
)
, (4.12)
ZINS+(r) =
f 83 (r)− f 84 (r)
4f 81 (r)
+ 2
9
2
(
f 93 (i r) f1(i r)
4f 92 (i r) f4(i r)
− f
9
4 (i r) f1(i r)
4f 92 (i r) f3(i r)
)
, (4.13)
and
ZIR(r) =
f 82 (r)
2f 81 (r)
. (4.14)
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Notice that both ZINS+(r) and Z
I
NS−(r) are real. The reason to introduce these
quantities is that they can be interpreted as the partition functions in the various
sectors of the open strings suspended between two Type I D-particles. To see this,
we rely on the analysis of Ref. [12] where the rules for the interactions of these
open strings are specified and shown to be consistent. Let us briefly recall the main
points of this analysis that are relevant for our purposes. In the NS sector, the
world-sheet fermion number F acts in the usual manner both on the oscillators
and on the Fock vacuum which is taken to be odd under (−1)F . The world-sheet
parity Ω has the following action on the various string oscillators (see for example
Ref. [33])
αµn → ±eipinαµn , ψµr → ±eipirψµr (4.15)
where the upper (lower) sign holds for NN (DD) directions. The action of Ω on the
Fock vacuum in the odd (−1)F NS sector is taken to be
Ω|0〉(odd) = −|0〉(odd) , (4.16)
while for the even (−1)F NS sector, where the states contain an odd number of
fermionic oscillators under which Ω acts as ±i, it is taken to be
Ω|0〉(even) = −i |0〉(even) . (4.17)
According to these rules, it is not difficult to show that the expressions in Eqs.
(4.12) and (4.13) may be reinterpreted as
ZINS±(r) = TrNS
(
r(2L0−1)
1± (−1)F
2
1 + Ω
2
)
, (4.18)
thus proving our previous statement. Similarly, in the R sector one can show that
ZIR(r) =
1
2
TrR
(
r2L0
)
= TrR
(
r2L0
1 + Ω
2
)
, (4.19)
where in the last step we have used the fact that Ω acts as a product of Γ matrices on
the spinor R vacuum, so that TrR
(
r2L0Ω
)
vanishes due to the presence of fermionic
zero-modes.
Using these results, we can conclude that the total amplitude (4.11) is
Aopen = 2 V (8pi2α′)−1/2
∫ ∞
0
ds
2s
s−1/2
[
TrNS
(
r(2L0−1)
1 + Ω
2
)
− TrR
(
r2L0
1 + Ω
2
)]
,
(4.20)
which is the one-loop vacuum energy of unoriented open strings without any GSO
projection. Despite this fact, there is no instability in the system because the Ω
projection removes the tachyon from the spectrum. This can be seen from the
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explicit expression of ZINS−(r) corresponding to the odd (−1)F NS sector to which
the tachyon belongs. Indeed, by expanding Eq. (4.12) in powers of r, one finds that
ZINS−(r) = O(r) (4.21)
which shows that the coefficient of the term r−1 associated with the tachyon is
vanishing. Notice that for this compensation to occur, it is crucial that the tension
of the D-particle is fixed at the precise value
√
2T0. Therefore, this analysis provides
a further check of the extra factor of
√
2 found in Ref. [7].
The massless states in the spectrum of the open strings living on the Type I
D-particle account for its degeneracy. To count such zero-modes, we can use the
explicit expressions for the partition functions ZINS and Z
I
R that we have previously
derived. Eq. (4.21) shows that there are no massless states in the (−1)F odd part
of the NS sector. On the contrary, the (−1)F even part of the NS sector contains
nine bosonic zero-modes, as we can see by expanding Eq. (4.22) in powers of r:
ZINS+(r) = 9 +O(r) . (4.22)
These nine massless modes correspond to the freedom of translating the D-particle
along its nine transverse directions. Finally, from Eq. (4.14) we see that the R
sector contains eight non-chiral fermionic zero-modes which upon quantization lead
to a 28 = 256 degeneracy for the D-particle, as it should be expected for a non-BPS
multiplet of the N=1 supersymmetry algebra in ten dimensions.
We conclude by mentioning that the D-particle is a completely stable config-
uration of the Type I theory because no tachyons develop in the spectrum of the
open strings stretching between the D-particle and the thirty-two D9-branes which
form the background. In the boundary state formalism, this can be checked by
evaluating the amplitude 〈B˜|D|D9〉 and performing the modular transformation to
obtain the open string channel. The absence of these tachyons is also clear from the
evaluation of the intercept for the open strings in the NS sector which is aNS =
1
2
− ν
8
where ν is the number of mixed Dirichlet-Neumann directions. In the case at hand,
ν = 9 and the intercept aNS is strictly negative so that the NS sector contains only
massive modes. As usual, there are no problems from the R sector which contains
both massless and massive modes, the former accounting for the SO(32) spinor
representation carried by the non-BPS D-particle.
5 Stable Dp-branes in the Type I theory
In the previous sections we have shown that in the Type IIB theory there is a
non-supersymmetric D-particle whose boundary state |B˜〉 does not have any R-R
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part. This unstable configuration of Type IIB becomes stable if one performs the Ω
projection to obtain the Type I theory. In this section we want to see whether this
construction can be generalized to investigate the possibility that other non-BPS
but stable Dp-branes exist in Type I.
In order to cancel the R-R part in a boundary state the obvious thing to do is
to consider a superposition of a p-brane with an anti p-brane (or p¯-brane for short),
and thus consider the boundary state
|B˜p〉 = |Dp〉+ |Dp¯〉 (5.1)
which clearly has only the NS-NS component. Since we are in a Type IIB context,
p has to be odd. As is well known [9], this configuration is unstable due to the
presence of tachyons in the open strings stretching between the brane and the anti
brane. To see whether or not these tachyons disappear in the Type I theory, we
have to study their behavior under the world-sheet parity Ω. To this end, we first
recall that Ω does not change the R-R charge of a Dp-brane if p = 1, 5, 9, whereas
it reverses its sign if p = −1, 3, 7. Thus we have the following rules
Ω(p) = p , Ω(p¯) = p¯ (5.2)
for p = 1, 5, 9, and
Ω(p) = p¯ , Ω(p¯) = p (5.3)
for p = −1, 3, 7. The tachyons we are concerned about, are (−1)F odd states in
the p-p¯ and p¯-p sectors of the open strings living on the brane world-volume. The
vacuum states out of which they are constructed are therefore
|0〉pp¯ = |0〉 ⊗ Λpp¯ and |0〉p¯p = |0〉 ⊗ Λp¯p (5.4)
where |0〉 is the NS Fock vacuum in the −1 superghost picture, and Λpp¯ and Λp¯p are
the Chan-Paton factors which label all states of the p-p¯ and p¯-p sectors respectively.
The operator Ω acts on the Fock vacuum in the usual manner, i.e. Ω |0〉 = −i |0〉.
The action of Ω on the Chan-Paton factors is instead more subtle and is given by
ΩΛpp¯Ω
−1 = ωp ΛΩ(p¯)Ω(p) (5.5)
where ωp is a suitable phase. From Eq. (5.2), we see that for p = 1, 5, 9, Ω maps Λpp¯
into Λp¯p and vice versa. Since Ω relates the p-p¯ and the p¯-p sectors, it cannot be used
to remove the tachyons, and thus we conclude that for p = 1, 5, 9, the p-p¯ system
described by the boundary state (5.1) does not yield any stable configuration.
Things are different if p = −1, 3, 7. In this case, Eq. (5.3) shows that Ω does not
exchange Λpp¯ and Λp¯p; furthermore using the arguments of Refs. [33], one can prove
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that the intrisic phase of Eq. (5.5) is ωp = (−i) 9−p2 , so that the states |0〉pp¯ and
|0〉p¯p are eigenstates of Ω with eigenvalues (−i) 11−p2 . Since Ω2 = 1, it is conceivable
that the Ω projection can eliminate the tachyons and stabilize the p-p¯ systems when
p = −1, 3, 7 [23].
As we have seen in Section 3, there is a less obvious way to remove the R-R part
of a boundary state, namely by considering the superposition of a brane and an anti-
brane in the presence of a Z2 Wilson line [7]. The boundary state corresponding to
this configuration is
|Dp〉+ |Dp¯ ′〉 (5.6)
where p is odd, and the ′ denotes the Wilson line on the anti brane. As we have
seen, the R-R part of this superposition does not trivially vanish, but after tachyon
condensation it does. The resulting configuration is an unstable D(p− 1)-brane of
the Type IIB theory whose boundary state is related to the combination Eq. (5.6)
by the discrete transformation T described in Section 3 and contains only a NS-
NS component. The instability of these even D-branes is due to the presence of
tachyons in the spectrum of the open strings living in their world-volume. For
simplicity, we refer to these strings as the p-p strings (where now p is even!). The
tachyons are then in the (−1)F odd part of the spectrum of the p-p strings, and
are constructed from a vacuum which we denote by |0〉(odd)pp . To decide about the
fate of such tachyons in the Type I theory, we have to define the action of Ω on
the spectrum of the p-p strings. Ω acts as usual on the oscillators (see Eq. (4.15)),
whereas, using the arguments of Ref. [33] one can show that
Ω |0〉(odd)pp = −(i)
p
2 |0〉(odd)pp . (5.7)
From this equation, we see that for p = 2, 6, Ω2 = −1 on the vacuum, and hence
the operator (1 + Ω)/2 cannot be used to truncate the spectrum and remove the
tachyons. On the contrary, there are no obstructions in performing the Ω projection
in the other cases, i.e. p = 0, 4, 8.
This analysis leads us to consider only the Type IIB non-BPS Dp-branes with
p = −1, 0, 3, 4, 7, 8, since these are the only ones that in principle can become
stable in Type I. Correspondingly, for these values of p we consider GSO projected
boundary states |B˜p〉 that contain only a NS-NS part and are given by
|B˜p〉 = 1
2
(
|B˜p,+〉 − |B˜p,−〉
)
(5.8)
where
|B˜p,±〉 = µpTp
2
|Dpmat,±〉NS (5.9)
in the notation of Section 2. In this last equation we have introduced a positive
parameter µp to renormalize the brane tension, which will be fixed later by imposing
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the stability condition, i.e. by requiring the cancellation of tachyons in the Type I
theory.
We now proceed as in Section 4: we first add to the boundary state |B˜p〉 the
crosscap state |C〉
|D˜p〉 = 1√
2
[
|B˜p〉+ |C〉
]
, (5.10)
and then study the interaction amplitude corresponding to the exchange of closed
strings between two |D˜p〉 states. For our purposes, we consider only the contribu-
tions with open string poles, namely the cylinder amplitude and the Mo¨bius strip
amplitude given by
A = 1
2
〈B˜p|D|B˜p〉 and M = 1
2
〈B˜p|D|C〉 . (5.11)
Using the explicit expressions of the boundary and crosscap states, after standard
manipulations, we find
A = µ
2
p
2
Vp+1
2pi
(8pi2α′)−
p+1
2
∫ ∞
0
dt
(
pi
t
) ν
2
[
f 83 (q)− f 84 (q)
f 81 (q)
]
(5.12)
and
M = 24 µpVp+1
2pi
(8pi2α′)−
p+1
2
∫ ∞
0
dt
[
f 8−ν4 (i q) f
ν
3 (i q)
f 8−ν1 (i q) f
ν
2 (i q)
− f
8−ν
3 (i q) f
ν
4 (i q)
f 8−ν1 (i q) f
ν
2 (i q)
]
(5.13)
where q = e−t and ν = 9 − p. Note that if p = 0 and µ0 =
√
2 these expressions
reduce to the amplitudes (4.5) and (4.6).
To obtain the open string channel we perform the modular transformations
t → pi/s in A and t → pi/4s in M, and after using the modular properties of
the functions fk (see e.g. Eq. (4.7)), we find that Eqs. (5.12) and (5.13) become
respectively
A = µ
2
p
2
Vp+1 (8pi
2α′)−
p+1
2
∫ ∞
0
ds
2s
s−
p+1
2
[
f 83 (r)− f 82 (r)
f 81 (r)
]
(5.14)
and
M = 2 5−p2 µp Vp+1 (8pi2α′)−
p+1
2
∫ ∞
0
ds
2s
s−
p+1
2
[
e−iνpi/4
f 8−ν4 (i r) f
ν
3 (i r)
f 8−ν1 (i r) f
ν
2 (i r)
−eiνpi/4 f
8−ν
3 (i r) f
ν
4 (i r)
f 8−ν1 (i r) f
ν
2 (i r)
]
(5.15)
where r = e−pis.
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The spectrum of the open strings living on the world-volume of these Type I
D-branes can be analyzed by expanding the total amplitude Aopen = A+M+M∗
in powers of r. The leading term in this expansion is
Aopen ∼
∫ ∞
0
ds
2s
s−
p+1
2
[
µ2p − 2µp sin(
pi
4
ν)
]
r−1 . (5.16)
The r−1 behavior of the integrand signals the presence of tachyons in the spectrum;
therefore, in order not to have them, we must require that
µp = 2 sin(
pi
4
ν) . (5.17)
Since ν = 9 − p and µp has to be positive, there is no solution if p = 3, 4; in the
other cases we find
p µp
−1 2
0
√
2
7 2
8
√
2
(5.18)
From this table we see that there exist two even non-BPS but stable Dp-branes:
the D-particle and the D8-brane [23]. Both of them have a tension that is a factor
of
√
2 bigger than the corresponding branes of the Type IIA theory. This is in
agreement with the result of the explicit construction presented in Sections 3 and
4. Moreover, there exist two odd non-BPS but stable Dp-branes: the D-instanton
and the D7-brane [23]. Their tension is twice the one of the corresponding Type
IIB branes, in accordance with the fact that they can be simply interpreted as the
superposition of a brane with an anti brane, so that the R-R part of the boundary
state cancels while the NS-NS part doubles.
It is interesting to see what happens in this construction if one performs the
Ω projection by using a symplectic crosscap state instead of the orthogonal one
considered so far. This would correspond to quantize the thirty-two D9-branes
of the background with symplectic rather than orthogonal Chan-Paton factors, a
procedure which is known not to be fully consistent but which can nevertheless
be considered up to some extent [23]. In this case everything proceeds as before,
except that the Mo¨bius strip contributions have a different sign. Thus the tachyon
cancellation condition (5.17) gets replaced by
µp = −2 sin(pi
4
ν) . (5.19)
Since µp has to be positive, this equation has solution only if p = 3, 4, in which case
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we get
p µp
3 2
4
√
2
(5.20)
The classification of the stable non-BPS D-branes of Type I based on tables (5.18)
and (5.20) is in complete agreement with the results of Refs. [23, 24, 25] derived
from the K-theory of space-time.
We end by observing that actually only the D-instanton and the D-particle are
fully stable configurations of the Type I theory. In fact, in all other cases there are
tachyons that develop in the spectrum of the open strings ending on the thirty-two
D9-branes that form the Type I background. It would be very interesting to study
and analyze in more detail the properties and the interactions of these non-BPS
but stable D-branes. We hope that the boundary state formalism discussed in this
paper might be useful for this purpose.
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Appendix A
In this appendix we compute the partition function of the open strings living on
the world-wolume of the D-string – anti D-string pair defined in Section 3 at the
critical radius Rc =
√
α′/2 and for a generic value θ of the tachyon v.e.v. We present
our calculation in the Type IIB theory. This open string partition function can be
obtained by performing a modular transformation t→ 1/t on the amplitudes (3.27)
and (3.28) that we computed using the boundary state formalism. As usual, in going
from the open to the closed string channel we obtain the following identification of
the various sectors: the NS sector of the open string comes from the NS-NS sector
of the closed string, the NS(−)F from the R-R and the R from the NS-NS(−)F .
Performing the modular transformation on the sum of Eqs. (3.27) and (3.28), after
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standard manipulations we get
A(θ) = 2 V (8pi2α′)−1/2
∫ ∞
0
ds
2s
s−1/2
(
ZNS(r; θ)− ZR(r; θ)
)
(A.1)
where
ZNS(r; θ) =
∑
n
r4n
2 f 83 (r)− f 84 (r)
2f 81 (r)
+
∑
n
r4(n+
1
2
)2 f
8
3 (r) + f
8
4 (r)
2f 81 (r)
+
∑
n
r4(n+
θ
2
)2 f
8
3 (r)− f 84 (r)
2f 81 (r)
+
∑
n
r4(n+
1+θ
2
)2 f
8
3 (r) + f
8
4 (r)
2f 81 (r)
(A.2)
and
ZR(r; θ) =
√
2
f 72 (r) f3(r)
f 71 (r) f4(r)
(A.3)
with r = e−pis. Notice that ZR(r; θ) is actually independent of θ. Eqs. (A.2) and
(A.3) are precisely the open string partition functions in the NS and R sectors that
can be evaluated from the rules given in Ref. [7]. In particular, the R sector partition
function (A.3) is obtained using as degrees of freedom for the compact direction the
fields (φ, η) defined in Section 3. In this representation, the contribution of the
compactified direction is that of a boson with mixed Neumann-Dirichlet boundary
conditions (yielding the f4 in the denominator of Eq. (A.3)) and of a NS fermion
(yielding the f3 in the numerator). Being independent of θ this partition function
can also be computed at θ = 0 using the original (X,ψ) degrees of freedom. In this
representation we have the contribution of a compactified boson and of a Ramond
fermion so that
ZR(r; θ) =
∑
n
rn
2 f 82 (r)
f 81 (r)
. (A.4)
The equality between Eqs. (A.3) and (A.4) is ensured by the identities (3.31).
If we set θ = 1, we observe a remarkable simplification in the NS part of the
partition function which becomes
ZNS(r; θ = 1) =
∑
n
rn
2 f 83 (r)
f 81 (r)
. (A.5)
Eqs. (A.5) and (A.4) are the partition functions of an open string in the NS and R
sectors without any GSO projection.
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Appendix B
In this appendix we show that the boundary state |B˜,+〉 given in Eq. (3.33) is
equivalent to the boundary state |B(θ),+〉NS given in Eq. (3.17) for θ = 1. To
prove this equivalence we consider a few closed string states and check that they
have the same overlap with both |B˜,+〉 and |B(θ = 1),+〉NS. Since the difference
between these two boundary states is only in the compact direction, in the following
we will focus only on its contribution and understand all the rest.
We begin with the following state
|χ〉 = |n = 1, w = 0〉+ |n = −1, w = 0〉 (B.1)
which is created by the vertex operator
Wχ(z, z¯) = e
i√
2α′
[XL(z)+XR(z¯)] + e
− i√
2α′
[XL(z)+XR(z¯)] . (B.2)
When we saturate the boundary state |B˜,+〉 with |χ〉, we obtain
〈χ|B˜,+〉 = 2N Φ (B.3)
where we have used Eq. (2.19) and absorbed in N all factors coming from the
normalization of the boundary state and from the contributions of non-compact
directions.
To compute the overlap between |χ〉 and |B(θ),+〉NS, we have first to find the
representation of |χ〉 in terms of the fields (φ, η). To this end, we use the bosoniza-
tion formulas of Section 3 to write the vertex operator Wχ as follows
Wχ(z, z¯) = i η(z) η˜(z¯)− 1
2
{
e
i√
2α′
[φL(z)+φR(z¯)] + e
i√
2α′
[φL(z)−φR(z¯)]
+e
− i√
2α′
[φL(z)−φR(z¯)] + e
− i√
2α′
[φL(z)+φR(z¯)]
}
. (B.4)
From this expression we see that the (φ, η)-representation of |χ〉 is
|χ〉 = i η−1/2 η˜−1/2|nφ = 0, wφ = 0〉 − 1
2
[
|nφ = 1, wφ = 0〉+ |nφ = 0, wφ = 2〉
+|nφ = 0, wφ = −2〉+ |nφ = −1, wφ = 0〉
]
. (B.5)
When we saturate |B(θ),+〉NS with this state, we get
〈χ|B(θ),+〉NS = (1− cos(piθ)) N Φ (B.6)
which agrees with Eq. (B.3) if θ = 1. Notice that for θ = 0, this overlap vanishes;
this is to be expected since |B(θ = 0),+〉NS is equivalent to the original boundary
state |B,+〉NS of Eq. (3.3) with which |χ〉 has zero overlap.
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Let us now consider the following state
|ρ〉 = α−1 α˜−1|n = 0, w = 0〉 (B.7)
which corresponds to the vertex operator
Wρ(z, z¯) = − 1
2α′
∂XL(z) ∂¯XR(z¯) . (B.8)
Saturating |ρ〉 against the boundary state |B˜,+〉 we get
〈ρ|B˜,+〉 = N Φ . (B.9)
After bosonization the vertex Wρ becomes
Wρ(z, z¯) = − i
2
η(z)η˜(z¯)
{
e
i√
2α′
[φL(z)+φR(z¯)] + e
i√
2α′
[φL(z)−φR(z¯)]
+e
− i√
2α′
[φL(z)−φR(z¯)] + e
− i√
2α′
[φL(z)+φR(z¯)]
}
, (B.10)
and the corresponding state is
|ρ〉 = − i
2
η−1/2 η˜−1/2
[
|nφ = 1, wφ = 0〉+ |nφ = 0, wφ = 2〉
+|nφ = 0, wφ = −2〉+ |nφ = −1, wφ = 0〉
]
. (B.11)
Computing its overlap with the boundary state |B(θ),+〉NS, we get
〈ρ|B(θ),+〉NS = − cos(piθ)N Φ (B.12)
which again agrees with Eq. (B.9) for θ = 1.
Our last example concerns the state
|σ〉 = iψ−1/2 ψ−1/2|n = 0, w = 0〉 (B.13)
which is created by the following vertex operator
Wσ(z, z¯) = iψ(z) ψ˜(z¯) . (B.14)
Its overlap with the boundary state |B˜,+〉 is
〈σ|B˜,+〉 = −N Φ (B.15)
Using the bosonization rules of Section 3, one easily sees that the vertexWσ written
in terms of φ and η is
Wσ(z, z¯) = −1
2
{
e
i√
2α′
[φL(z)+φR(z¯)] − e i√2α′ [φL(z)−φR(z¯)]
−e− i√2α′ [φL(z)−φR(z¯)] + e− i√2α′ [φL(z)+φR(z¯)]
}
, (B.16)
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so that the corresponding state is
|σ〉 = −1
2
[
|nφ = 1, wφ = 0〉 − |nφ = 0, wφ = 2〉
−|nφ = 0, wφ = −2〉+ |nφ = −1, wφ = 0〉
]
. (B.17)
When we compute its overlap with the boundary state |B(θ),+〉NS we get
〈σ|B(θ),+〉NS = cos(piθ)N Φ (B.18)
which once more coincides with Eq. (B.15) if θ = 1.
All these examples provide convincing evidence that indeed the boundary state
|B˜,+〉 defined in Eq. (3.33) is equivalent to the boundary state |B(θ),+〉NS defined
in Eq. (3.17) for θ = 1. Furthermore, as a byproduct of these calculations, we
can also verify that |B(θ = 0),+〉NS and the original boundary state |B,+〉NS of
Eq. (3.3) are equivalent as they should.
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