We categorize the global structure of spherically symmetric static solutions of Einstein SU(2)-Yang Mills equations with positive cosmological constant that are smooth at the origin.
Introduction
Einstein's equations coupled to an SU(2) Yang Mills field have been the subject of numerous studies in the last decade. Most have considered the system without cosmological constant and little has been proved rigorously when a positive cosmological constant Λ is entered into the equations. Recently, descriptions of solutions have been given by numerical analyses. In this paper, we consider the coupled system with nonnegative cosmological constant and establish the global nature of solutions that are smooth at the origin of spherical symmetry. In particular, we establish that every solution gives rise to one of the five following geometries:
Type I: The spacelike hypersurface for each constant t has the topology * Zorn Visiting Assistant Professor, Indiana University of S 3 . One pole is the center of spherical symmetry and the opposite pole has a Reissner-Nordström like singularity. There is also an horizon at the equator. These are the generic solutions when Λ = 0 [1] . We continue to call them generic solutions.
Type II: The spacelike hypersurface for each constant t has the topology of R 3 , there is an horizon at some r c ≤ 3/Λ and in the far field spacetime approaches Schwarzschild -deSitter space, the space obtained with the metric
(dΩ 2 is the standard metric for the unit 2-sphere in spherical coordinates.) We call these noncompact solutions. Their existence, for small Λ is proved in [2] .
Type III: The spacelike hypersurface for each constant t has the topology of R 3 . Unlike the noncompact solutions, however, there is no horizon and the metric becomes singular in the far field. Furthermore, a Yang-Mills connection term has an infinite number of zeros. We call these solutions oscillating.
Type IV: The spacelike hypersurface for each constant t has the topology of S 3 . Both the metric and the Yang Mills connection are smooth everywhere. We call such solutions compact regular solutions. An example is Einstein space.
Type V: As with generic and compact regular solutions, the spacelike hypersurface for each constant t has an horizon at a maximum r c . However, beyond the horizon, the solution does not continue back to the origin but rather to another horizon at some r 0 > 0. As with noncompact solutions, this singularity can be transformed away by a Kruskal-like change of coordinates in which r decreases through the singularity. We call these solutions black hole solutions. We prove the existence of solutions of each of these five types and also prove that every solution is one of these types.
We begin with a spherically symmetric metric
and spherically symmetric Yang Mills connection aσ 3 dt + bσ 3 dr + wσ 2 dφ + (cos φσ 3 − w sin φσ 1 ) dθ.
σ i are the following matrices which form a basis of su (2):
With suitable choice of gauge, the assumption of a static magnetic field allows us to eliminate a and b from Equation (3) . The Einstein and Yang Mills equations become a system of ordinary differential equations for A, C and w in the variable r.
Here, and throughout the paper ( ′ ) denotes a derivative with respect to r. To simplify notation, we define
There exists a one-parameter family of solutions that are smooth at the origin; i.e., a family of solutions that satisfy
( [7] ). Because of the symmetry of Equations (4) and (5) under the transformation w → −w, there is a complementary one-parameter family of solutions (namely those obtained by reflection) that satisfy
Unless explicitly stated otherwise, throughout this paper any solution is assumed to be a member of one of these families.
In the case Λ = 0, there are three possible types of solutions (i.e., [1] ). The first are particlelike solutions [5] . These solutions are smooth for all r > 0 and as r → ∞, (A, w 2 , w ′ ) → (1, 1, 0); i.e., in the far field, the metric becomes asymptotic to the Minkowski metric and the Yang-Mills field vanishes.
Also with Λ = 0, there exist oscillating solutions [1] . For these solutions, A(1) = 0 thus making Equations (4) and (5) singular at r = 1. As r approaches 1, w approaches 0 whereas w ′ has no limit. Moreover, w has an infinite number of zeros [1] .
The third type of solutions that exist when Λ = 0 are generic solutions. When Λ = 0 these solutions are described as follows: We define Γ = {(r, A, w, w ′ ) : r > 0, A > 0, (w, w ′ ) = (0, 0), and w 2 < 1}.
For generic solutions there exists an r e > 0 such that (r, A(r), w(r), w ′ (r)) / ∈ Γ whereas A(r e ) > 0. It follows from Equations (4) and (5) that there exists an r c > r e for which A(r c ) = 0 and w ′ (r c ) = ±∞. As a result, Equations (4) and (5) become singular at this "crash point". However, the solutions can be extended to type I solutions and r attains a maximum value of 1 [1] . Solutions of this type are generic in the sense that they remain of this type under small perturbations of Λ and λ.
Known Solutions
We begin by describing some explicit solutions, not necessarily smooth at the origin, when Λ > 0. Changing parameters from r to ρ by Cṙ = 1 (dot (˙) = d/dρ) transforms Equations (4), (5) , and (6) to the following:
andQ
where
The metric components are
Differentiating Equation (12) gives
Ifṙ ≡ 0 in a neighborhood of some ρ 0 , then obviously r is an unsuitable coordinate. In this case Equations (10) -(12) yield
and
If w ≡ 0, then
(Here a and b are constants of integration.) These are H 2 ×S 2 Nariai solutions [4] .
Ifṙ ≡ 0 in a neighborhood of ρ 0 , it follows from Equation (6) that C < ∞ in a neighborhood of ρ 0 , and consequently, that ρ 0 is an isolated zero ofṙ. Thus, we may take r as a coordinate for r < r(ρ 0 ) and the geometry of spacetime can be determined by solutions of Equations (4) - (6) . Equation (6) can be ignored because it separates from the other two.
For any positive Λ, there exists an r c ∈ (0, 3/Λ) such that A(r c ) = 0 at which point Equations (4) and (5) become singular [2] . There also exist solutions such that w 2 (r c ) ≤ 1 and w ′ 2 (r c ) < ∞. An example of this type of solution is the following:
which gives the metric of Schwarzschild -deSitter space. If Λ is small, there exist other solutions for which w 2 (r c ) < 1 and w ′ 2 (r c ) < ∞ [2] . For all such solutions, the singularity is only a coordinate singularity and r increases in the extended solution. Moreover, the extended solution is smooth for all r > r c and the geometry approaches that of deSitter space [3] . These are the noncompact solutions of Type II.
Another explicit solution is Einstein space which can described as follows: Λ = 3/4, A(r) = 1 − r 2 /2 and w = ± √ A. The spacelike hypersurface has the topology of S 3 with maximum radius r c = √ 2. A is symmetric and w is antisymmetric with respect to a refection through the equatorial 3 dimensional hyperplane. This is a compact regular solution. Under a change of coordinates this solution can be described globally by
Although not smooth at r = 0, there are other solutions of interest. Among these are the Reissner-Nordtröm solutions:
where c is an arbitrary constant. A special case of Equation (24) is when c = 0 in which case Equation (24) becomes Equation (21). If for anyr, A(r) > 0 and w(1 − w 2 )(r) = w ′ (r) = 0, then Equations (4) and (5) are smooth nearr and standard uniqueness theorems imply that the solution must be either that of Equation (24) or Equation (25), depending on the value of w(r).
What remains is to establish the existence of oscillating and black hole solutions and to prove that every solution is one of the five aforementioned types.
Behavior near r c
The global geometry of solutions depends on the behavior of w ′ at r c . We analyze it by studying the local behavior of w and A near r c . Much of our analysis addresses the question of limits of variables as r ր r c . To simplify notation, once a limit for a variable is established, we denote this limit with the subscript "c".
Because a solution is a noncompact solution whenever lim rրrc w ′ 2 (r) < ∞, we need consider only the case lim rրrc w ′ (r) = ∞. We take advantage of the symmetry of Equation (4) and (5) and consider only the case lim rրrc w ′ (r) = +∞.
Proof: r c is defined by lim rրrc A(r) = 0. The result follows immediately from Equation (4).
Lemma 2.
If there exist r < r c such that w(r c ) > 1, then lim rրrc w ′ (r) = +∞.
Proof: If there exists anr < r c such that w(r) > 1 then such anr can be found such that w ′ (r) > 0 also. It follows easily from Equation (5) that w ≥ 0 for all r >r. For any M > 0, if there exists a sequence {r n } ր r c such that w ′ (r n ) = M, then Equation (5) implies that for n sufficiently large, w ′′ (r n ) > 0. It follows that w ′ has a limit w ′ c as r ր r c . We now consider the following equation which is obtained easily from Equations (4) and (5):
If w ′ c < ∞, then, since A(r c ) = 0, lim rրrc Aw ′ (r) = 0. However, it is clear from Equation (26) that this is impossible.
Proof: In light of Lemma 2, without any loss of generality, we assume that lim rրrc w(r) = +∞ and arrive at a contradiction. Equation (7) 
as r ր r c . Also, from Equation (28) and the fact that A > 0 for 0 < r < r c , it follows that
Our assumptions and Equation (29) 
We now define the following important variable:
A simple calculation using Equations (4) and (5) gives
The usefulness of z lies in knowledge of the sign of the last term on the left side of Equation (32). This enables the establishment of limits for all the important variables as r approaches r c . We assert that lim rրrc z(r) exists and that
Indeed, Equation (32) implies that z ′ (r) > 0 whenever z(r) = 0 and r is sufficiently close to r c so that 2(1−w 2 ) 2 > r 2 . From this it follows that z can have only one sign near r c . If z < 0 near r c , then (33) holds because z is always negative and increasing. If z > 0 near r c , then we divide Equation (32) by w ′ and invoke Equation (30). This gives, for any ǫ > 0, any sequence {r n } ր r c that satisfies z(r n ) > ǫ must also satisfy z ′ (r n ) < 0. Inequalities (33) follow. We now consider the following equation for any constant β > 0:
Equation (34) follows easily from Equations (4) and (5). Equations (27), (30), (33), and (34) yield, for any β ∈ (0, 2), lim rրrc (Aw ′ β ) ′ = −∞; i.e., lim rրrc Aw ′ β exists and is finite. By choosing arbitraryβ ∈ (β, 2), we conclude, on one hand, that
On the other hand, we assert that (35) cannot hold. Indeed, Equation (4) implies that lim rրrc A ′ (r) = −∞. Consequently, there exist δ > 0 such that
Taking δ to be smaller, if necessary, yields
whenever r ∈ (r c − δ, r c );
i.e.,
Integrating inequality (38) from anyr ∈ (r c − δ, r c ) to r c implies that lim rրrc w(r) < ∞. However, we have assumed that lim rրrc w(r) = ∞. This completes the proof.
We will have frequent occasion to use Equation (34) with β = 2. Hence, we define the variable
and write, as a separate equation, the following: (4) and (5), noncompact or not,
Lemma 4. For all solutions of Equations
Proof: If lim rրrc Φ(r) > 0, then Equation (5) and Lemma 3 imply that lim rրrc w ′ 2 (r) < ∞. Consequently lim rրrc Φ(r) exists and is positive. Moreover, lim rրrc Aw ′ 2 (r) = 0. Equation (4) now gives lim rրrc A ′ (r) > 0 which is impossible.
Lemmas 3 and 4 enable us to establish limits of A ′ , f and Φ as r → r c . A priori, there are four possibilities. One is that A ′ or Φ is without limit as r ր r c . A second possibility is that lim rրrc w ′ 2 (r) < ∞. Thirdly, there could be solutions for which lim rրrc w ′ (r) < lim rրrc w ′ (r). Finally, lim rրrc w ′ (r) could be infinite. We will prove that there are no solutions for which A ′ is without limit whereas, provided Λ is small, each of the other possibilities is satisfied for some solution. Proof: We prove that 1−A−2(1−w 2 ) 2 /r 2 has the same sign on any sequence {r n } approaching r c such that z(r n ) = 0. From this and Equation (32) it follows that z has only one sign near r c . Equation (32) then yields a bound on z ′ which implies a finite limit for z as r ր r c . Clearly, whenever z(r) = 0, Φ(r) ≤ 0. Also, because 2Λr 2 c < 1, there exist ǫ > 0 such that whenever Φ(r) ≤ 0,
Consequently,
whenever Φ ≤ 0 and r is sufficiently close to r c so that A(r) < ǫ. This proves that z has a limit z c as r ր r c and also that z ≡ 0 near r c . We will prove shortly that lim rրrc z(r) = 0. However, we need not assume this to prove that f has a finite limit. If z c > 0, then for any ǫ > 0, and any r sufficiently close to r c and such that f (r) = ǫ, w ′ 2 (r) is large and, consequently, Equation (40) implies that f ′ (r) < 0. It follows that lim rրrc f (r) exists. A similar argument proves that f has a limit whenever z c < 0. Since z and Φ are bounded, this limit must be finite. Finally, if z c = 0, then f has a finite limit [2] .
Theorem I. Whenever Φ c < 0, z c = 0. Moreover, as r ր r c , z approaches zero from above.
Proof: Similarly as in [1] , we introduce the new variables
and the a new parameter τ defined by dr/dτ = rN. Equations (4), (5) and (6) transform toṙ
where dot (˙) denotes d/dτ . We also have the auxilliary equatioṅ
The metric transforms to
Because Φ c < 0, A ′ c < 0. Equation (4), its integral, Equation (5), and its derivatives yield the following limits:
It follows from these limits and integrating Equation (44) that there exists a finite τ c such that r c = r(τ c ) and that near τ c , (r c − r) ∼ (τ c − τ )
2 . Equation (49) gives κ > 0 for all τ > −∞ and lim τ ր τc κ(τ ) < ∞. Consequently, the set of Equations (44) -(49) and the metric (50) are nonsingular at τ c . The result now follows readily from solving Equation (43) for z near τ c .
With τ as the parameter of equations (44) - (49) we define τ c to be the smallest τ > −∞ such that
and conclude the following: Proof: The solution to Equations (44) - (46) is valid up to some τ 0 which is infinite unless r approaches zero at least on a sequence {τ n } ր τ 0 or some other dependent variable becomes singular. Theorem I and Equation (46) imply that N < 0 for τ > τ c . In this region, we return to r as our parameter and extend our original solution to a solution valid in the region (r 0 , r c ) where r 0 = r(τ 0 ) is zero unless the solution is a black hole. Since κ > 0 and is bounded away from zero, Equation (46) excludes the possibility of a black hole. The solution cannot be smooth at r = 0 either. Indeed, if it were, because z ց 0 as r ր r c and N < 0, κ would be negative for some τ near τ c . Clearly, this is impossible.
Theorem II. Whenever Φ c = 0, either the solution is generic or w c = 0 and the solution is oscillating.
Proof: κ c finite implies z c = 0. Consequently, A ′ c = f c = 0. 2Λr 2 c < 1 and Equation (7) give w 2 c = 1. We first prove that in the case w c = 0, τ c < ∞. Equation (5) implies that w ′ has only one sign near r c . Equation (47) yields
Without loss of generality we take w ′ to be positive near r c and from Equation (26) conclude that, near r c ,
Since A ′ c = 0, it follows that lim rրrc w ′ (r) = ∞. Differentiating Equation (4) gives
Multiplying and dividing Equation (43) by w ′ gives
from which it is clear that
as r ր r c . Differentiating Equation (5) yields w ′′′ (r) < 0 for any r near r c such that w ′′ (r) = 0. Therefore,
for all r near r c . Equations (5), (56) and (58) yield the existence of positive η such that
for arbitrarily small positive ǫ provided r is sufficiently close to r c . It follows from Equations (57) and (60) that
near r c . Integrating Equation (61) 3 with z approaching zero from above as τ ր τ c . As in Corollary 2, the solution must be generic.
The other possibility is that w c = 0. To prove that such a solution is oscillating we note that all derivatives of Equations (46) 
Oscillating Solutions
We now prove the existence of generic and oscillating solutions for Λ < 1/4. We begin by defining, as in [7] h(r) = A(r) − w 2 (r)
and Whenever λ > 1, ifr is the smallest r > 0 such that h(r) = 0,
Considering the right side of Equation (67) as a quadratic form in s = (ww ′ ) gives discriminant atr
whenever g(r) < 0. Since −(2/r)s 2 − 2s + Φ/r < 0 for large negative s, it follows that h(r) < 0 as long as g(r) < 0.
Lemma 7 ([7]
). For any Λ ≥ 0, λ > 2, g ′ (r) < 0 as long as h(r) < 0.
Proof:
For any solution (A, w) of Equations (4) and (5) g satisfies the following equation:
If λ > 2 andr is the smallest r such that g ′ (r) = 0,
whenever h(r) and g(r) are negative. The result follows.
Theorem III ( [7] ). For any Λ ≥ 0, λ > 2, w(r) > 0 for all r ∈ [0, r c ).
Proof: Since h and g are both negative near 0, if there exists ar ∈ (0, r c ) such that w(r) = 0, then h(r) > 0 and, consequently, there exists a smallest r, say r 1 such that h(r 1 ) = 0. Similarly, g ′ (r) > 0 and there exists a smallest r, say r 2 such that g ′ (r 2 ) = 0. Now, from what has just been shown, both r 1 < r 2 and r 1 > r 2 must hold, which is clearly impossible. The result follows.
Corollary 3. For any
Proof: If r c ≥ 1/ √ 2, then g(r c ) > 0. It follows that there exists a smallest r 2 such that g ′ (r 2 ) = 0. Lemma 6 gives h(r) < 0 for all r < r 2 + δ 1 for some small positive δ 1 . Lemma 7 then gives g ′ (r) < 0 for all r < r 2 + δ 2 for some small positive δ 2 , contradicting the fact that g ′ (r 2 ) = 0. The result follows.
Theorem IV. Generic and oscillating solutions exist for Λ < 1/4.
Proof: For any generic solution, at τ c , N changes sign and Equations (44) -(49) are nonsingular. Continuous dependence on parameters implies that under small perturbations of Λ or λ, solutions remain generic. Also, for any fixed Λ, both r c and w c are continuous functions of λ. We now define r 1 and r 2 to be the two positive roots of
and take r 1 < r 2 . From Theorem III, for any λ > 2, the solution (A(λ, r), w(λ, r)) crashes before w = 0. Corollary 3 gives r c < 1 for any such solution. Equation (5) implies w ′ < 0 for all r ∈ (0, r c ); i.e., U(r) < 0. Also, from Equation (49), κ > 0 for all τ < τ c from which it follows that near τ c ,U < 0. Consequently, f c > 0 and such solutions are generic; i.e., for any Λ < 1/4, and λ 0 > 2, (A(Λ, λ 0 , r), w(Λ, λ 0 , r)) is a generic solution and satisfies r c < 1 and 0 < w c < 1.
To establish the existence of oscillating solutions, we fix Λ and λ 0 . If possible, we choose λ 2 to be the largest λ < λ 0 such that r c (λ 2 ) = √ 2 and λ 1 to be the largest λ < λ 0 such that w 2 c (λ 1 ) = 1. Φ c (λ 1 ) ≤ 0 and Λ < 1/2 give r c (λ 1 ) > √ 2. If (A(λ, r), w(λ, r)) is generic for each λ ∈ [λ 1 , λ 0 ], then, because r c and w c are continuous functions of λ, λ 2 > λ 1 and w 2 c (λ 2 ) ≤ 1. However, this implies that r c (λ 2 ) < r 1 < √ 2 which contradicts the definition of λ 2 . Thus, there are three possibilities. One is that there is no λ 1 . Another is that there is no λ 2 . The third is that both λ 1 and λ 2 exist but there is a discontinuity in r c for some λ c . All three possibilities lead to the same conclusion; namely, there exists a λ c such that r c (λ c ) < √ 2 and r c is discontinuous at λ c . The solution (A(λ c , r), w(λ c , r)) must be oscillating.
We conclude this section with the following remarks about oscillating solutions:
(1) The proof of Theorem IV uses the fact that, if τ c = ∞, then the solution must be oscillating. The converse is also true. (48) and (50) imply that the spacetime has infinite volume between r = 0 and r = r c . Consequently, the solution between τ = −∞ and τ = ∞ should be viewed as complete. Proof: Without loss of generality, we assume w c > 1. Our first goal is to prove that Equations (44) - (49) are nonsingular at τ c , which is finite. We have already established that w c < ∞ whereas w ′ c = ∞. We now claim that Φ c < 0. If, to the contrary, Φ c = 0, then differentiating Equation (7) gives Φ > 0 for r near to but less than r c . Thus, lim τ րτc κ(τ ) ≥ 0. It is clear from Equation (40) that f is bounded near r c and from Equation (43) that lim τ րτc κ(τ ) < ∞. Equation (43) then gives U c = 0. However, Equation (47) implies U c cannot be zero. Thus Φ c < 0. Corollary 1 now gives τ c < ∞.
Next, we prove that U c > 0 and use this to prove that κ is bounded.
, the rightmost term on the left side of Equation (32) has a limit as r ր r c . Either this limit is nonzero or the term approaches zero from above. In either case, there is a neighborhood of r c where this term is always positive or always negative. It follows from Equation (32), as in Lemma 5 , that z has a finite limit z c . If z c < 0, then Equation (34), with small positive ǫ, gives lim rրrc (Aw ′ 2−ǫ ) ′ (r) = +∞ which is impossible since the finiteness of f c gives Aw ′ 2−ǫ → 0. Thus z c ≥ 0. Since Φ c < 0, Equation (31) gives +∞ > U c = + √ f c > 0 as desired. To prove κ is bounded, we first notice that it is obvious from Equation (49) that lim τ րτc κ(τ ) < ∞. If we assume lim τ րτc κ(τ ) = −∞, then Equation (49) also gives 
We differentiate once more with respect to τ to obtain
Consequently, for every ǫ > 0, there exist δ such that whenever 0 < τ c −τ < δ,
Integrating Inequality (75) gives
Substituting Inequality (76) into Equation (47) gives U c = +∞ which is impossible. Therefore κ is bounded. Since κ, U, and w are all bounded, Equations (44) -(49) are nonsingular at τ c . We extend the solution beyond τ c and consider the corresponding solution of Equations (4) and (5) . Because N changes sign at τ c the corresponding solution of Equations (4) and (5) is in a region of r decreasing from r c to some r 0 where either r 0 = 0 or the Equations become singular at r 0 . Also, since U does not change sign at τ c , w ′ (r) < 0 near r c for the extended solution. From Equation (5) it is obvious that w ′ < 0 for all r > r 0 . Finally, we claim that the solution cannot be a black hole. Indeed, otherwise there exists a sequence {r n } ց r 0 > 0 such that lim nր∞ A(r) = 0. This sequence can be chosen so that A ′ and hence Φ are positive on it. Since Φ has a limit Φ 0 as r ց r 0 , Φ 0 = lim rցr 0 Φ(r) ≥ 0; i.e., w 0 = lim rցr 0 w(r) is finite and r 0 cannot equal 0. Furthermore, it is clear from Equation (26) that Aw ′ has a nonzero limit as r ց r 0 . Thus, f 0 = lim rցr 0 f (r) = ∞. Equation (4) gives lim rցr 0 A ′ (r), preventing A from going to zero. Because w 0 > 1, the solution cannot be smooth at r = 0 either. The only possibility remaining is that the original solution is generic.
Lemma 8. Unless the solution is noncompact, κ c > −∞.
Proof: We may assume lim rրrc w 2 (r) ≤ 1. We also assume lim τ րτc κ(τ ) = −∞. As in the proof of Theorem VI, because Φ is bounded, Equation (40) gives U 2 = f is also bounded. We compare Equation (49) to the equatioṅ
which has unique solution
through the point (τ ,x). It is clear that we can chooseτ andx = κ(τ ) < 0 such that for all τ ∈ (τ , τ c ),κ <ẋ and, consequently, κ < x. Therefore, τ c ≤τ − 2/x < ∞. Equation (49) also gives lim τ րτc κ(τ ) = −∞ and Inequality (75),
Substituting Inqualities (75) into Equation (46) yieldṡ
Choosing anyτ sufficiently close to τ c such that Inequality (75) holds and integrating Inequality (79) fromτ to τ c gives constants c > 0 such that, in this region,
Inequalities (75) and (80) give
Furthermore, substituting Inequality (75) into Equation (47) gives U c = 0 since otherwise U c is unbounded. From Equation (45) it follows that Φ has a limit Φ c . Equation (81) implies that this limit must be negative.
We have Φ c < 0 and U c = 0. To finish the proof that the solution is noncompact, it suffices to prove that lim rրrc w ′ 2 (r) < ∞ [2] . From Equation (5), it is clear that if w becomes infinite on a sequence, then lim rրrc w ′ 2 = ∞. However, Equation (40) shows that w ′ 2 cannot become infinite while f c = 0.
The local nature of solutions near the horizon can be summarized as follows:
Theorem VII. For all solutions of Equations (44) Thus, if a solution is neither noncompact nor oscillating, r decreases in the extended solution beyond the singularity at r c . The only possibilities are that A > 0 for all r < r c in this extended region, in which case the solution is either generic or compact, or there exists some r 0 ∈ (0, r c ) such that A(r 0 ) = 0. In this latter case, we will prove that the solution is a black hole. In other words, every solution is one of our five types. We have already established the existence of solutions of each type except for black holes. What remains is to prove the existence of black holes solutions. The first step towards this is a refinement of Corollary 3, which is interesting in its own right:
Theorem VIII. For anyr > 0, there existλ ≥ 2 such that for all Λ ≥ 0 and λ >λ, r c <r.
Proof: For any c > 2, as in Lemmas 6 and 7, we define
Simple calculations yield, for any solution of Equations (4) and (5) 
g c (0) = g c (0) = 0 and g ′′ c (0) = 2(c − λ) < 0 whenever λ > c. Now clearly, whenever g c < 0, g 2 = g < 0 also. Consequently, as in Lemma 6, for any Λ ≥ 0, h(r) < 0 whenever g c < 0. Also, as in Lemma 7, if r is the smallest r such that g c (r) = 0, then
whenever h(r) and g c (r) are negative. Consequently, we have for any Λ ≥ 0, g We have already proved that w cannot have any zeros in the interval τ ∈ (−∞, τ c ). We now suppose that w has a zero atτ > τ c and will arrive at a contradiction.
We choose τ 1 > τ c such that −(N + w)(τ 1 ) < 0 and w(τ 1 ) > 0. We also choose τ 2 ∈ (τ , τ 0 ) such that w(τ 2 ) < 0. Next, we definē
It follows immediately from Equation (46) thatṄ < 0 for all τ > τ c and thus, obviously, whenever τ > τ 1 , N(τ ) < N(τ 1 ). Next, for any α > 0, we define
A simple calculation yields, for every solution of Equations (44) - (49),
Clearly, since r < 1, for any α > 1,
However, whenever
The result follows.
Theorem X. Whenever Λ ≥ 3, w has no zeros.
Proof: We recall Equation (65) from Lemma 6 h(r) = A − w 2 .
Since 2λ(1 − λ) ≤ 1/4, whenever Λ > 3/4, h ′′ (0) < 0. Consequently, h < 0 for small r. As in Lemma 6, we have, for anyr such that h(r) = 0,
where s = ww ′ . Considering the right side of Equation (90) as a quadratic in s gives discriminant
Now,
Consequently, if Λ > 3/4, ∆ < 0. As in Lemma 65, there can be nor such that h ′ (r) ≥ 0 while h(r) = 0. It follows that w > 0 for all r ≤ r c . Since r c ≤ 3/Λ with equality only for the Reissner-Nordström solution, arguments similar to those used in Theorem IX prove that, whenever Λ ≥ 3, w has no zeros in the interval (τ c , τ 0 ) either.
Theorem XI. For any positive integer n, there exist black hole solutions in which w has at least n zeros.
with the standard topology and all solutions subject to the condition that (Λ, λ) ∈ L. We recall that there exists an interval l n = (λ n , λ n+1 ) such that whenever Λ = 0 and λ ∈ l n , the solution has exactly n + 1 zeros [5] . λ n produces the n th particlelike solution and λ n+1 produces the (n + 1) th . We denote by W n the subset of L such that w of the solution with (Λ, λ) ∈ L has exactly n zeros and by C n the closure of the path connected component of W n that contains l n minus the set {0} × l n . Because C n is compact, its boundary ∂C n must be connected. From Theorems IX and X and results from [5] it follows that
Next, we define∂C n as the set of points in L that satisfy the following: (Λ, λ) ∈∂C n whenever (i) (Λ, λ) ∈ ∂C n , (ii) the solution with this choice of parameters is noncompact, and (iii) w in this solution has n zeros.
Similarly, we define∂C n+1 as the set of points in L that satisfy the following: (Λ, λ) ∈∂C n+1 whenever (i) (Λ, λ) ∈ ∂C n , (ii) the solution with this choice of parameters is noncompact, and (iii) w in this solution has n + 1 zeros.
(See Figure 1. )∂C n+1 is nonempty since it contains (0, λ n+1 ). We claim that for any (Λ, λ) ∈∂C n+1 , there exists a neighborhood V such that for each point in V , the corresponding solution has at least n + 1 zeros unless there exists a black hole solution in V . Because∂C n is also nonempty (it contains (0, λ n )) and ∂C n is connected, the result follows.
Theorem XII. Let (Λ,λ) ∈∂C n+1 . There exists a neighborhood V of (Λ,λ) such that for each (Λ, λ) ∈ V , one of the following holds:
(A) the solution is generic and w has at least n + 1 zeros, (B) the solution is noncompact and w has exactly n + 1 zeros, or (C) the solution is a black hole.
In particular, V ∩∂C n is empty.
Noting that for noncompact solutions, κ c = −∞, we prove Theorem XII, by using the following lemmas:
Proof: We assume −1 ≤ N ≤ 1 for all τ ∈ (−∞, τ 0 ) and consider the following equation which follows easily from Equations (46) and (49):
Clearly, (κ +Ṅ) < 1 − κ 2 − κ which is negative whenever κ < −(1 + √ 5)/2. The result follows.
Lemma 10. At any (Λ,λ) that yields a noncompact solution, r c is a continuous function of Λ and λ. Also, κ c is a continuous function of Λ and λ in the extended reals.
Proof: For noncompact solutions, κ c = −∞. Because of continuous dependence on parameters, to establish the continuity of r c and κ c it suffices to establish, for small positive ǫ, the existence of positive δ and M such that ( √ A) ′ (λ, r) < −M whenever 0 ≤ max{|λ − λ|, |Λ − Λ|} < δ and r ∈ [r c (Λ,λ) − ǫ, r c (Λ,λ)). Now, Equations (44) and (46) give
It follow easily that ( √ A) ′ c = −∞. Also, for arbitrarily large M and sufficiently small ǫ > 0, there exist positive δ such that ( √ A) ′ (Λ, λ, r c (Λ, λ)−ǫ) < −M whenever 0 ≤ max{|Λ −Λ|, |λ −λ|} < δ. Since for any Λ and λ and all τ ∈ (0, τ c (Λ, λ)), N ≤ 1, Lemma 9 gives
for all (Λ, λ) such that max{|Λ −Λ|, |λ −λ|} < δ and all τ ∈ (τ (r c (Λ,λ)) − ǫ, τ c (Λ, λ)). Black holes Proof of Theorem XII: There exists a neighborhood V of (Λ,λ) such that r c varies continuously with Λ and λ. It follows from Equation (64) that because κ c ≪ 0 in V , V can contain no oscillating solutions. Also, Lemma 11 excludes the possibility that V contains any noncompact solutions in which w has any other than n + 1 zeros. All other solutions behave locally like generic solutions near r c . Thus, by continuous dependence on parameters and the uniqueness of solutions satisfying w(r) = w ′ (r) = 0, A(r) > 0 for anyr, it follows that for no solution in V can w have fewer than n+1 zeros.
The figures below show the geometrical changes in solutions near a black hole solution. Each figure below is a plot of w versus r. We conclude by describing the behavior of solutions near a black hole singularity at r 0 . Recall that r 0 is the value of r at which the extended solution crashes with A = 0.
Lemma 12. Suppose there exists a sequence {τ n } ր τ 0 such that N(τ n ) ր 0 and r 0 = r(τ 0 ) > 0. Then Φ and f have limits Φ 0 and f 0 respectively and f 0 = 0.
Proof: We first prove that U is bounded as τ ր τ 0 ; or, equivalently, that Aw ′ 2 is bounded as r ց r 0 . Indeed, we recall Equation (40)
For any ǫ > 0 and any sequence {r n } ց r 0 such that Aw ′ 2 > ǫ, w ′ 2 (r n ) → ∞. Also, Φ is bounded. It follows that if Aw ′ 2 is unbounded, then lim rցr 0 Aw ′ 2 = ∞. However, Equation (4) shows that this is impossible.
Next, From Equation (46) it is clear that κ ց ∞ at least on a sequence as τ ր τ 0 . As in Lemma 8, τ 0 < ∞. It follows that w has a limit, w 0 , as r ց r 0 . Equation (40) establishes a limit f 0 for Aw ′ 2 . To prove that f 0 = 0, we recall Equation (26) r 2 (Aw ′ ) ′ + 2rw ′ 2 (Aw ′ ) + w(1 − w 2 ) = 0.
If f 0 > 0, then Aw ′ 3 → ±∞. Consequently, Aw ′ has a nonzero limit which implies that f 0 = ∞. However, we have already proved that this is impossible.
We also have the following: Proof: Equation (5) gives lim rցr 0 w ′ (r) = ∞ whenever lim rցr 0 w ′ (r) = ∞. Equation (40) then gives f 0 > 0, contradicting Lemma 12. Thus, lim rցr 0 w ′ 2 (r) < ∞. From Equation (4), A ′ has a finite limit as r ց r 0 . Solving Equation (5) As a consequence of Corollary 5, any black hole solution which is not a Reissner-Nordström solution, Equation (25), can be extended by a Kruskallike change of coordinates beyond r 0 [6] .
The uniqueness of the Reissner-Nordström solutions is established in the following:
Lemma 13. Suppose for some solution of Equations (4) 
However, for at least some τ <τ , A ′ , and consequently, Φ and κ must be positive.
