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Circuit QED techniques have been instrumental to manipulate and probe with exquisite sensitivity
the quantum state of superconducting quantum bits coupled to microwave cavities. Recently, it has
become possible to fabricate new devices where the superconducting quantum bits are replaced by
hybrid mesoscopic circuits combining nanoconductors and metallic reservoirs. This mesoscopic QED
provides a new experimental playground to study the light-matter interaction in electronic circuits.
Here, we present the experimental state of the art of Mesoscopic QED and its theoretical description.
A first class of experiments focuses on the artificial atom limit, where some quasiparticles are trapped
in nanocircuit bound states. In this limit, the Circuit QED techniques can be used to manipulate
and probe electronic degrees of freedom such as confined charges, spins, or Andreev pairs. A second
class of experiments consists in using cavity photons to reveal the dynamics of electron tunneling
between a nanoconductor and fermionic reservoirs. For instance, the Kondo effect, the charge
relaxation caused by grounded metallic contacts, and the photo-emission caused by voltage-biased
reservoirs have been studied. The tunnel coupling between nanoconductors and fermionic reservoirs
also enable one to obtain split Cooper pairs, or Majorana bound states. Cavity photons represent
a qualitatively new tool to study these exotic condensed matter states.
I. INTRODUCTION
Since the 1980’s, the continuous progress of nanofab-
rication techniques has enabled the fabrication of a wide
diversity of nanoelectronics devices which reveal the odd-
ities of quantum mechanics when placed at low temper-
atures. The strong confinement of electrons in narrow
conductors leads to a quantization of transport into a
few transverse channels. This phenomenon has been ob-
served for instance in quantum point contacts made in a
two-dimensional electron gas in a semiconductor1, or in
break-junctions between metals2, where the electric cur-
rent can be carried by a very low number of transverse
channels. Another major ingredient of nanoelectronics
is the longitudinal confinement of electrons between two
potential barriers along the transport path3. This leads
to the formation of quantum dots with a discrete en-
ergy spectrum, which are often seen as artificial atoms.
The fabrication of quantum dot circuits has reached
a very high level of control in two-dimensional elec-
tron gas structures, where small quasi-zero dimensional
dots are contacted to large two-dimensional reservoirs
through quantum point contacts4. Interesting alterna-
tives are offered by self-assembled quantum dots5, carbon
nanotubes6 and semiconducting nanowires7. To form a
nanocircuit with these nanoconductors, one must contact
them with metallic electrodes which can be made out of
normal metals, ferromagnets or superconductors. Due to
the versatility of nanofabrication techniques, many cir-
cuit configurations can be used, with for instance multi-
ple metallic contacts, or superconducting flux loops. This
leads to a large variety of configurations to study quan-
tum transport and obtain new electronic functionalities.
For instance, a quantum dot coupled to ferromagnetic
contacts can show a ferromagnetic proximity effect which
is interesting for the control of spin transport8 or for lo-
cal spin manipulations9. Other intriguing example, the
Cooper pair splitter enables the spatial separation of the
two spin-entangled electrons from a Cooper pair into two
different quantum dots, which could be an interesting re-
source for quantum information10. Finally, semiconduct-
ing nanowires coupled to superconductors raise a strong
interest in the context of the search for topological matter
and Majorana bound states11. In these three examples,
the coupling between the nanoconductors and the super-
conducting or ferromagnetic reservoirs deeply modifies
the electronic properties of the nanoconductors. The hy-
brid nature of nanoelectronics devices therefore appears
as an essential feature.
The first nanoelectronics experiments where naturally
based on dc transport measurements. However, it soon
appeared that studying the response of nanocircuits to
a microwave excitation was also very interesting. For
instance, photo-assisted tunneling was observed in quan-
tum dot circuits, either between a dot and a reservoir12 or
inside a double quantum dot13. A microwave irradiation
was used to investigate the Kondo physics in a quantum
dot with normal metal reservoirs14. Radio-frequency sin-
gle electron transistors15 were used for the electrometry
of quantum dots16–18. Wide-band19 and resonant20,21
techniques were developed to measure the impedance of
quantum dot circuits. Microwaves were finally used to
2perform coherent manipulations of single charges22 or
spins23,24.
A new impulse on the microwave operation of electric
nanocircuits is now starting under the influence of Cav-
ity and Circuit Quantum Electrodynamics (QED). These
experiments study respectively atoms strongly coupled
to high finesse superconducting mirror cavities25, or su-
perconducting Josephson circuits strongly coupled to mi-
crowave resonators26,27. In both cases, one can study the
interaction of light and matter at the most elementary
level because the cavity can trap a controlled low num-
ber of photons with a high spectral purity. Furthermore,
the atoms and Josephson circuits behave as effective two-
level systems. By analogy with these experiments, the
idea of combining quantum dot circuits and microwave
cavities came out theoretically mainly with the motiva-
tion of using quantum dots as quantum bits for quan-
tum information science28,29. In that context, quantum
dot circuits are operated in a well confined regime, i.e.
the tunnel junctions between the dots and reservoirs are
very opaque in order to minimize possible decoherence
due to these reservoirs, and the metallic reservoirs are
grounded to prevent dc transport. Several strategies are
possible to reach the strong coupling regime between a
nanocircuit and cavity photons. In particular, one can
use the charge30–32 or spin degree of freedom34 of a dou-
ble quantum dot, or Andreev bound states on a narrow
superconducting contact35. This could offer new means
to encode and manipulate quantum information in the
context of the development of quantum computing and
quantum communication.
Nevertheless, using nanocircuits coupled to microwave
cavities to mimic atomic cavity QED or Circuit QED
experiments is a bit restrictive since it evades quantum
transport effects which occur in out-of equilibrium con-
ditions, as well as strong correlations effects caused by
highly transparent dot-metal contacts. Along this direc-
tion, it appears that the use of microwave cavities com-
bined with hybrid nanocircuits enables experiments with
no analogue in atomic Cavity QED or metallic Circuit
QED. Indeed, cavity photons provide means to study
quantum transport under a new perspective and with
a very high sensitivity. For instance, they can give a
direct access to the out-of-equilibrium state occupation
of a double quantum dot36, reservoir-induced quantum
charge relaxation in a single dot37, or photo-assisted tun-
neling processes37–41. They can also represent a power-
ful tool to characterize exotic condensed matter states
caused by the existence of the dot/reservoir interfaces,
such as Kondo clouds173, split Cooper pairs42,43, or Ma-
jorana bound states44–49.
Following Ref.50, we will refer to experiments com-
bining microwave cavities and electronic nanocircuits as
Mesoscopic QED experiments because the metallic reser-
voirs in a nanocircuit are typically separated by a mi-
cronic distance (see for instance Fig.1c). The purpose
of this short review is to introduce this recent but fast
growing new field of research and give possible direc-
tions for its future developments. In section II, we de-
scribe the Mesoscopic QED architecture. In section III,
we present a theoretical description of Mesoscopic QED
devices, from the mesoscopic QED Hamiltonian to the
semiclassical description of the cavity signals. In section
IV, we review experiments performed so far in the artifi-
cial atom limit. In section V, we discuss Mesoscopic QED
experiments beyond the artificial atom limit, i.e. when
the tunneling dynamics between the nanoconductor and
metallic reservoir leads to significant effects. Section VI
presents conclusions and perspectives. In this review we
use ~ = 1 in most equations, and we will thus define
many parameters as pulsations. We note e the absolute
value of the electron charge (e > 0).
II. BUILDING A MESOSCOPIC QED
EXPERIMENT
A. Embedding a hybrid nanocircuit in a microwave
cavity
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FIG. 1: Example of Mesoscopic QED device (a) Optical mi-
crograph of a coplanar wave-guide microwave resonator cou-
pled to a hybrid nanocircuit. The squares are bonding pads
for the nanocircuit, which are isolated from the cavity ground
plane and carry DC voltage or current. The left inset shows a
zoom on the coplanar waveguide, which is a central conductor
surrounded by two ground planes. The right inset shows one
of the capacitances which interrupts the waveguide to form
a microwave cavity. (b) Closeup on the connection between
the cavity and the nanocircuit. In this particular sample, an
extra superconducting pad was placed next to the resonator
line, providing a large coupling capacitance Cac between the
cavity central conductor (c.c.c.) and one of the sample gates
(c) Scanning electron micrograph of the nanocircuit coupled
to the cavity, here a single wall carbon nanotube (SWNT)
connected to source and drains (S and D) reservoirs as well
as three top gates g1, g2 and gT . Adapted from Ref.[
36].
3The combination of hybrid nanocircuits with copla-
nar microwave cavities pushes further the on-chip de-
sign initially introduced in the context of Circuit QED
experiments to control and readout the state of a su-
perconducting quantum bit26. Many different types of
nanoconductors have already been embedded in copla-
nar cavities, such as lateral quantum dots defined
on a GaAs/AlGaAs heterostructures51,52 or Si/SiGe
heterostructures33,53, quasi-one dimensional conductors
such as carbon nanotubes54,55, InAs nanowires56–58, or
InSb nanowires59, but also graphene quantum dots60
and atomic contacts35. Different types of metal-
lic contacts can be used, such as normal metals,
superconductors37 and ferromagnets with collinear8 or
non-collinear magnetizations34,61. Therefore, a large va-
riety of geometries and situations can be studied. Figure
1 shows an example of Mesoscopic QED sample. Here,
the hybrid nanocircuit is a double quantum dot fabri-
cated out of a carbon nanotube on top of which source
(S), drain (D), and top dc gates (g1, g2 and gT ) have been
evaporated (Fig.1c). The double dot is coupled capaci-
tively to the cavity central conductor (c.c.c.), through
the capacity Cac, near a cavity electric field antinode
(Fig.1b). The cavity central conductor is interrupted
by on-chip capacitances such as the one visible in the
right inset of Fig.1a. Openings are fabricated across the
cavity ground plane to allow for an electric connection
of the source, drain and gate electrodes of the double
dot at bonding pads visible as squares in Fig.1a. These
openings must be designed in order to preserve the cav-
ity quality factor. To avoid spurious photon dissipation,
it is also important to introduce as little conductors as
possible close to the cavity. In experiments realized with
semiconducting nanowires and first experiments realized
with carbon nanotubes, numerous nanoconductors have
been dispersed on the substrate during the fabrication
process. Stamping techniques62 are now used to deposit
few carbon nanotube inside the cavity63, which leads to
cavity quality factors Q0 > 10000
34,37. In the case of
nanostructures based on two-dimensional electron gases,
the coupling to the whole electronic substrate seems more
difficult to avoid. Among other technical progresses, one
can mention the measurement of a double quantum dot in
a cavity by using a Josephson parametric amplifier which
considerably speeds up data acquisition64. Microwave-
frequency resonators based on NbTiN nanowires65 and
SQUID arrays32 have been recently developed in order
to increase by a factor of 10 the cavity electric field in
comparison with standard coplanar cavities based on Al
or Nb metallic stripes. This can be used to increase the
light/matter coupling. Other alternative cavity technolo-
gies compatible with nanocircuit architectures are being
investigated66–68.
B. Tailoring the spectrum of a hybrid nanocircuit
with fermionic reservoirs
One important specificity of circuit QED experiments
performed with superconducting quantum bits, in com-
parison with atomic cavity QED experiments, is that
the spectrum of a superconducting quantum bit is not
set by nature like the spectrum of an atom, but it can
be designed at the nanolithography stage by choosing
the circuit geometry and the value of the capacitive and
Josephson elements. This spectrum can also be tuned
during the experiment by using gate voltages or mag-
netic fluxes. This represents a significant advantage for
performing various tasks such as the selective microwave
control of different quantum bits in an experiment. In
Mesoscopic QED, the use of fermionic reservoirs offers
other resources to tailor the spectrum of a nanocircuit.
One must find configurations where the nanocircuit dis-
plays energy scales comparable with the cavity frequency.
In this section, we discuss different possibilities to do so.
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FIG. 2: Hybrid quantum dot circuits (left panels) and the cor-
responding energy spectra (right panels) (a) Case of a quan-
tum dot formed by a portion with length ` of nanoconductor
(here a carbon nanotube) delimited by normal metal reser-
voirs (in gray). The separation between the orbital levels
in the dot is ∆o = pi~vF /` (b) Case of ferromagnetic reser-
voirs. The dot levels have an effective Zeeman spin splitting
2Eeffz = (ϕ↑ − ϕ↓) ~vF /` because electrons with spin σ have a
spin dependent reflection phase ϕσ on the ferromagnetic reser-
voirs (c) Case of superconducting reservoirs with supercon-
ducting phases φL and φR. Electrons and holes are reflected
on the left(right) superconductor with phases ϕA+φL(R) and
ϕA − φL(R) respectively, with ϕA the Andreev phase. This
leads to the appearance of a twofold degenerate low energy
Andreev doublet with a splitting 2εA = 2∆ cos ((φR − φL)/2)
in the DOS of the nanoconductor.
4For simplicity, we first consider the case where two nor-
mal metal reservoirs delimit a single quantum dot with
length ` inside a single channel nanoconductor (Fig.2a).
In a non-interacting scattering picture, the phase shift
acquired by an electron which crosses once the dot is
δ(E) = `(kF + (E − EF )/vF ), where EF , kF and vF
are the Fermi energy, wavevector and velocity inside
the nanoconductor and E is the electron energy treated
at first order. The electron is reflected on the normal
metal contacts with a spin-independent reflection phase
ϕr,σ = ϕr, so that the dot orbital energies are given by
the resonant condition 2δ(E) + 2ϕr = 2pin, with n ∈ N
(see Fig.2a). This corresponds to an orbital level spacing
∆o = pi~vF /` (1)
which is typically in the THz range, whereas the cavity
frequency ν0 is typically of the order of 10 GHz. Reso-
nant effects between microwave cavity photons and this
local orbital degree of freedom are therefore impossible.
However, there exists other configurations more favorable
to reach the resonant regime as we will see below.
Ferromagnetic materials are widely used to control
spin transport in industrial spintronics devices69. They
also represent a promising resource for coherent nanocir-
cuits. If a quantum dot is delimited by ferromagnetic
contacts, the reflection phases on its boundaries can be-
come spin-dependent, because the Stoner exchange fields
inside the ferromagnets provide a spin dependent con-
finement potential for electrons in the dot70 (see Fig.2b).
Hence, an effective Zeeman splitting
2Eeffz = (ϕ↑ − ϕ↓) ~vF /` (2)
occurs inside the dot. The factor `−1 in the above equa-
tion occurs because Eeffz is an interference effect be-
tween the two contacts, given by the resonance condi-
tion 2δ(E) + 2ϕr,σ = 2pin, for spin σ ∈ {↑, ↓}. Due
to this factor, Eeffz can reach values of the order of
2 Tesla ∼56 GHz for small dots with g∼2 (` ∼ 500 nm)8.
In principle, this value is larger than stray fields from
standard ferromagnets, which are independent of ` and
reach typically a few 100 mT. Furthermore, the effec-
tive field of Eq.(2) presents the advantage of being local,
which can be useful for building complex devices.
Another interesting possibility to modify the spectrum
of a nanocircuit is to use superconducting contacts which
produce the Andreev reflection of an electron quasipar-
ticle into a hole quasiparticle and vice versa (see Fig.2c).
For simplicity, we will consider the case where only the
value of the superconducting gap changes at the super-
conductor/nanoconductor interface, from ∆ to 0, in a
single channel model. In this case, the resonant condition
between the two contacts is 2δ(E) + 2ϕA ± (φR − φL) =
2pin, with ϕA = − arccos (E/∆) the Andreev phase and
φL(R) the phase of the superconducting order parame-
ter in the left(right) contact. Therefore, in the limit
∆  ∆o, the interferences between electron and holes
lead to the creation of an Andreev doublet at energies
±εA with
εA = ∆ cos
(
φR − φL
2
)
(3)
One has for instance ∆∼42 GHz for aluminium elec-
trodes. Hence, the scale εA can become very close to
the cavity frequency ω0 if the superconductor/quantum
dot/superconductor junction is inserted inside a flux bi-
ased superconducting loop in order to obtain φR − φL <
pi. Note that the Andreev doublet discussed above has
a two-fold degeneracy, since it can be produced by spin
↑ electrons and spin ↓ holes as well as spin ↓ electrons
and spin ↑ holes. Such a degeneracy has to be taken
into account for predicting the microwave response of su-
perconducting nanostructures, as we will see in section
IV D. In summary, ferromagnetic and superconducting
contacts offer interesting possibilities to make the spin or
the electron/hole energy scales of a single quantum dot
comparable to the cavity frequency. In contrast, the lo-
cal charge degree of freedom associated to the scale ∆o
is expected to be off resonant. Note that there can be a
local orbital degeneracy related to the atomic structure
of the nanoconductor, such as the K/K’ degree of free-
dom in a carbon nanotube. Effects related to this type
of degree of freedom will be evoked in section 4.3.3.
Above, we have discussed exclusively the spectrum of
a single quantum dot delimited by fermionic contacts, in
order to find intradot degrees of freedom which could be
coupled resonantly to the cavity. However, we will see in
the next sections that non-local charge degrees of free-
dom associated to tunneling processes also play a major
role in Mesoscopic QED. First, there can be tunneling
between two dots separated by a tunnel barrier with a
hopping constant t (see Fig.15). This strongly affects
the spectrum of a double quantum dot, where bonding
and antibonding states appear. In practice, t ∼ ω0 can
be obtained with many different types of nanoconductors.
Second, electrons can tunnel between a quantum dot and
a metallic reservoir with a tunnel rate Γ which can also
be of the order of ω0. These two types of resonances can
lead to interesting effects, as we will see below.
III. THEORY OF LIGHT-MATTER
INTERACTION IN MESOSCOPIC QED DEVICES
A. The Mesoscopic QED Hamiltonian
1. Comparison between the different types of cavity QED
experiments
It is instructive to make a comparison of the physical
ingredients involved in Cavity, Circuit and Mesoscopic
QED to identify the specificities of the light-nanocircuit
interaction. Cavity QED focuses on the interactions be-
tween electrons in the atomic orbitals of a flying atom
and the photons trapped inside a superconducting mir-
ror cavity (see Fig.3a). In these experiments, the effect
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FIG. 3: Schematic representation of the different types of cavity QED experiments (a) Cavity QED experiment with an
atom (b) Circuit QED experiment with a charge superconducting quantum bit (c) Mesoscopic QED experiment with a hybrid
nanocircuit. Cavity conductors are represented in blue and dc electrostatic gates in black. The photonic field is represented
in pink, with inhomogeneities in dark pink. Electronic charges occupying orbitals of the flying atom in panel a, or tunneling
between quasi-localized orbitals of the nanocircuit in panels c, are represented in fuchsia. Plasmonic screening charges on the
metallic elements are represented in yellow.
of the cavity magnetic field on the atom can be disre-
garded for weak microwave amplitudes75. In most situ-
ations, one can consider that the cavity electric field is
constant on the scale of the atom because the atom is
very small in comparison with the cavity. In this case,
the light-matter interaction can be expressed quantum
mechanically as Hˆd =
−→ˆ
E 0.
−→ˆ
d with
−→ˆ
E 0 the quantized cav-
ity electric field and
−→ˆ
d =
∑
iqi
−→ˆ
r i the dipole associated
to the atomic charges qi at position
−→ˆ
r i. Note that this
charge distribution includes electrons but also the ions
of the atom nucleus. However, the explicit description
of these ions essentially grants the electroneutrality con-
dition
∑
iqi = 0 which simplifies calculations. Cavity
QED mainly focuses on electronic transitions between
the atomic orbitals, induced by the cavity electric field.
In circuit QED, the concept of orbital degree of free-
dom is not relevant anymore because only macroscopic
collective degrees of freedom matter, due to the rigidity
of the superconducting phase. For instance, in a Cooper
pair box, which is a small superconducting island cou-
pled to a superconducting reservoir through a Josephson
junction, only the total excess number nˆ of electrons on
the island matters (see Fig.3b). A second important dif-
ference with atomic Cavity QED is that the cavity field
cannot be considered as homogeneous on the scale of the
superconducting quantum bit. Indeed, its spatial profile
is strongly modified by the presence of the superconduct-
ing elements which tend to expel it. Figure 3b illustrates
this situation in the case of a Cooper pair box embed-
ded in a coplanar microwave cavity. The cavity electric
field concentrates in capacitive areas between neighbor-
ing metallic elements, as represented by the darker pink
areas. This capacitive coupling scheme is often described
with a lumped element circuit model which discretizes
the device into nodes with uniform photonic potential
and superconducting phase, connected by capacitors, in-
ductors or Josephson junctions. In the simplest picture,
the cavity is modeled as a distributed (L,C) line, and the
superconducting island in Fig.3b corresponds to a sin-
gle node contacted through capacitors and a Josephson
junction to the rest of the circuit (see Figure 2 of Ref.76).
The cavity electric field shifts the island potential due to
the presence of the capacitive coupling between the dot
island and the cavity central conductor. Recently, more
sophisticated lumped element circuit models have been
introduced for a more realistic description of circuit QED
devices77,78. Note that Josephson circuits with supercon-
ducting loops may equally couple to the cavity magnetic
field (not represented in Fig.3b).
Mesoscopic QED represents an intermediate situation
between Cavity and Circuit QED (see Fig.3c). Indeed,
due to the existence of small confined nanoconductor ar-
eas (like for instance quantum dots), there exists discrete
electronic orbital levels which recall the atomic orbitals of
Cavity QED. However, the cavity field is strongly inho-
mogeneous on the scale of the nanocircuit, which rather
recalls circuit QED. For instance, one can use ac gates
often connected directly (see Fig.3c) or sometimes ca-
pacitively (see Fig.1) to the cavity central conductor to
reinforce locally the coupling between the cavity electric
field and the electrons in one small part of the nanocir-
cuit. The area between the ac gate and the nanocon-
ductor in Fig.3c concentrates the electric field, as rep-
resented by the darker pink shade. This provides a ca-
pacitive coupling between the cavity central conductor
and the nanoconductor. Field screening effects represent
another source of field inhomogeneity. First, the cavity
6fields are confined between the superconducting cavity
conductors, represented in blue in Fig.3c. This effect
naturally goes together with a screening of the fields in-
side the cavity conductors. Second, the fermionic reser-
voirs in the nanocircuit can screen at least partially the
cavity fields. These screening effects are due to electronic
plasmonic modes, which are only implicitly taken into ac-
count in the usual descriptions of Circuit QED, through
current conservation. In mesoscopic QED, it is not a
priori obvious to take into account plasmonic modes be-
cause one must take into account that fermionic reser-
voirs host simultaneously plasmonic modes and fermionic
quasiparticle modes which cause quantum transport ef-
fects in the nanocircuit. These quasiparticle modes are
coupled to the localized discrete electronic orbitals in-
side the nanoconductors through tunnel junctions. Tun-
neling is also at the heart of the Josephson coupling in
superconducting circuits. However, tunneling from a nor-
mal metal reservoir involves the numerous quasiparticle
modes in a reservoir on top of the nanoconductor levels.
Therefore, the study of Mesoscopic QED devices requires
a description which combines physical ingredients from
both Cavity and Circuit QED. In the following, we will
follow the approach proposed by Ref.80.
2. Effective decomposition of a Mesoscopic QED device
In order to take into account both quasiparticle tun-
neling and plasmonic screening in a minimal way, one can
assume that the plasmonic screening charges on the cav-
ity conductors or fermionic reservoirs have a frequency
which is much higher than all the other relevant frequen-
cies in the device. In particular, we assume that the
plasmonic frequency is much higher than the tunnel rate
between a reservoir and a nanoconductor, or than the
tunnel hopping constant between two dots. Under this
assumption, one can decompose heuristically the nanocir-
cuit of Fig.4a into two parts: an effective orbital nanocir-
cuit represented in black in Figs.4b and d, in which tun-
neling physics prevails, and an effective plasmonic circuit
made out of perfect conductors, represented in blue in
Fig.4b and d. Below, we discuss this decomposition in
more details.
In the black circuit of 4d, the electronic orbital levels
in the different circuit elements are connected through
tunnel junctions (striped rectangles). In order to grant
current conservation, the “orbital” reservoirs have to be
connected to the black voltage source and the ground,
through wirings which necessarily host plasmonic modes.
However, one can assume that these plasmonic modes do
not have a significant influence on the value of the cavity
field near the nanocircuit. The role of the black voltage
source in Fig.4b is essentially to ensure that the electronic
levels in the nearby reservoir are filled up to the Fermi
level plus a shift caused by the applied bias voltage.
The blue circuit of Fig.4c is electrically disconnected
from the black circuit. Its represents the physical host of
the screening charges which propagate together with the
cavity photons. Some of these blue conductors directly
correspond to the cavity central conductor and ground
planes, or to the nanocircuit dc gates. The other con-
ductors correspond to the nanocircuit reservoirs, and ac-
count at least qualitatively for the local screening of the
cavity field in these reservoirs. This produces a renormal-
ization of the cavity field which can affect the coupling
between the cavity photons and the quasiparticles in the
black orbital circuit. Importantly, the blue conductors are
connected to dc sources, drain, and gate voltage sources,
similarly to the initial circuit of Fig.4a. This enables one
to make a complete description of the cavity fields, in-
cluding dc field contributions (this description will be im-
plemented mathematically in section III A 3). Note that
when a tunneling event occurs in the nanocircuit, dis-
placement currents occur in order to sustain the reorga-
nization of the screening charges in the whole Mesoscopic
QED device. In the model of Fig.4b, these displacement
currents are also carried by the blue plasmonic circuit.
Importantly, the model of Fig.4b which separates physi-
cally the plasmonic and fermionic modes of the nanocir-
cuit is only an effective model which we will use in next
section to justify the form of the Mesoscopic QED Hamil-
tonian. In practice, the plasmonic modes and tunneling
quasiparticles are of course not spatially separated. To
calculate in a realistic way how the spatial profile of the
cavity field is renormalized by the screening charges of
the nanocircuit, one should use a microwave simulation
software (which disregards tunneling physics). On the
basis of the heuristic model discussed above, we will in-
troduce in next section a description of Mesoscopic QED
where plasmons are not described explicitly. This ap-
proach is allowed by the large separation in the charac-
teristic timescales associated to plasmons and tunneling.
3. Hodge decomposition of the electromagnetic field
In order to exploit the effective model of Fig.4b, we
will first quantize the electromagnetic field outside the
blue perfect conductors. Ultrafast plasmonic modes on
these conductors will not be treated explicitly but in-
cluded through boundary conditions on the blue conduc-
tors. These boundary conditions, which are disregarded
in most descriptions of Cavity QED, make the quantiza-
tion of the electromagnetic field non-trivial. Some of the
blue conductors are biased with a voltage Vi, like for in-
stance the electrostatic gates which are used to tune the
positions of the energy levels in the nanocircuit. Some
other are left floating with a constant charge Qi, like the
central conductor of a coplanar waveguide cavity. To take
this into account, we will decompose the total electric
field ~E(−→r , t) outside the blue conductors into a longitu-
dinal component ~E‖(
−→r , t), which has a finite gradient but
no rotational, a transverse component ~E⊥(−→r , t), which
has a finite rotational but no gradient, and a harmonic
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FIG. 4: (a) Schematic representation of a hybrid circuit QED
device which includes a nanoconductor, fermionic reservoirs
and electrostatic gates (b) Heuristic decomposition of the de-
vice into a an effective plasmonic circuit in blue, and an ef-
fective quasiparticle nanocircuit in black (c) Separate repre-
sentation of the effective plasmonic circuit. The blue perfect
conductors host the plasmons which propagate together with
the photonic modes. The photonic field outside the blue con-
ductors (in pink) is inhomogeneous, as represented by darker
pink areas near the ac gates, and white areas between the
small blue conductors (d) Separate representation of the ef-
fective orbital nanocircuit which hosts electronic quasiparti-
cle modes. The quasiparticles can tunnel through the barriers
represented by the striped rectangles. Adapted from Ref.[80].
component ~Eharm(
−→r ), which has none, such that:
~E(−→r , t) = ~E⊥(−→r , t) + ~E‖(−→r , t) + ~Eharm(−→r ) (4)
Then, it is very convenient to use the Coulomb gauge,
defined by
−→∇−→r . ~A(−→r , t) = 0. In this case, the magnetic
field in the system but also the transverse electric field
can be expressed in terms of the vector potential as
−→
E⊥(−→r , t) = −∂ ~A(−→r , t)/∂t (5)
and
~B =
−→∇−→r ∧ ~A(−→r , t) (6)
We now define scalar potentials U‖ and Φharm from the
Eqs.
~E‖(
−→r , t) = −−→∇−→r U‖(−→r , t) (7)
and
~Eharm(~r) = −~∇.Φharm(~r) (8)
By combining the Maxwell equations with Eqs.(4-8), one
finds that Φharm(~r), U‖(
−→r , t) and ~A(−→r , t) are set by
separate equations. First, Φharm is a static field set by
the boundary conditions on the blue perfect conductors.
More precisely, it fulfills the Poisson equation
∆~rΦharm(~r) = 0 (9)
with boundary conditions corresponding to having
charges Qi or voltages Vi on the blue conductors. Sec-
ond, the potential U‖ is instantaneously set by the charge
distribution {eα,−→q α} in the black nanocircuit, i.e.
U‖(
−→r , t) = ∑αeαG(~r,−→q α) (10)
Above, the function G is the solution of the Poisson equa-
tion ∆~rG(~r,
−→r ′) = −δ(~r − −→r ′)/ε0 with boundary con-
ditions Qi = 0 and Vi = 0 on the blue conductors (see
Ref.80 for details). In other terms, G(~r,−→r ′) describes the
electrostatic interaction between two charges at points ~r
and −→r ′, renormalized by the screening charges on the
blue conductors. Finally, ~A follows the propagation equa-
tion (
∆−→r −
1
c2
∂2
∂t2
)
~A(−→r , t) = −µ0−→j ⊥(−→r , t) (11)
with the same boundary conditions as Eq.(10). One can
conclude that ~A corresponds to the photonic field which
can be quantized. Interestingly, this picture is similar to
the picture used for Cavity QED, up to two differences.
First, in cavity QED, the harmonic potential is generally
omitted because the boundary conditions on the cavity
conductors are not explicitly treated79. Second, in the
simplest descriptions of cavity QED, the longitudinal po-
tential U‖ corresponds to the potential caused by the
atom in vacuum75, i.e. U‖(
−→r , t) = ∑αeα/4piε0 |~r − ~qα|.
In the case of Mesoscopic QED, this potential is dressed
by the screening charges on the blue conductors. This
effect is taken into account by the G function in Eq.(10).
4. Minimal coupling Hamiltonian
From the above section, the independent degrees of
freedom in the Mesoscopic QED device are the value
of the cavity potential ~A, and the position −→q α of the
charges eα in the black nanocircuit. In principle, the
charge distribution {eα,−→q α} includes the crystalline
background C and electrons from the valence bands V
of the black nanocircuit. However, assuming that these
charges are off resonant with the cavity, one can describe
them with the mean field approximation. This requires to
take into account that conduction electrons feel a confine-
ment potential Vconf (
−→r ) =
〈∑
α∈C,VeαiG(~rαi ,
−→q αi)
〉
,
8with 〈〉 a statistical average on the state of the charges
of C and V. This potential accounts for the trans-
verse confinement of the conduction electrons inside the
nanocircuit, and the tunnel barriers between the different
nanocircuit elements. Then, by using a quantization pro-
cedure analogous to the one used in cavity QED, one can
express the Mesoscopic QED Hamiltonian as (see Ref.80
for details):
Hˆtot =
∫
d3rψˆ†(~r)hˆρ(~r)ψˆ(~r) + HˆCoul + ω0aˆ†aˆ (12)
+
∫
d3r
(
∆(~r)e2Φ(~r)ψˆ†↑(~r)ψˆ
†
↓(~r) +H.c.
)
with
hˆρ(~r) =
1
2m
(−→∇~r
i
+ e
−→ˆ
A (~r)
)2
−eΦharm(−→r )−eVconf (−→r ) ,
(13)
HˆCoul =
e2
2
∫
d3rd3r′ψˆ†(~r)ψˆ†(~r ′)G(~r, ~r ′)ψˆ(~r ′)ψˆ(~r) ,
(14)
and
−→ˆ
A (~r) = ~A(~r)i(aˆ− aˆ†) , (15)
We have introduced above the field operator ψˆ†(~r) =
(ψˆ†↑(~r), ψˆ
†
↓(~r)) associated to the creation of conduc-
tion electrons in the black nanocircuit. The potential
Vconf (
−→r ) can be treated on the same footing as the har-
monic potential Φharm(
−→r ). The term HˆCoul describes
Coulomb interactions between electrons. This term de-
pends on the function G because Coulomb interactions
between the charges α of the black nanocircuit are renor-
malized by the screening charges on the blue conduc-
tors. In Eq.(13), the vector potential
−→ˆ
A (~r) ensures the
gauge invariance of the single electron term. For sim-
plicity, Eq.(15) expresses
−→ˆ
A (~r) by using only one cav-
ity mode corresponding to the creation operator aˆ, but
Eqs.(12)-(15) can be generalized straightforwardly to the
multimode case, either to take into account several cav-
ity modes or to describe the cavity bare linewidth with
a bosonic bath. The second line of Eq.(12) is a pairing
term which describes superconducting correlations in the
nanocircuit. This term must include a phase factor Φ(~r)
which depends on the photonic operators, in order to en-
sure the gauge invariance of the Hamiltonian (see next
section for details).
5. Photonic pseudo-potential picture
Different types of light-matter interactions appear in
Hamiltonian (12). Indeed, Eq.(13) contains a linear term
in
−→∇~r.
−→ˆ
A (~r) and a non linear term in Aˆ2. It also contains
the exponential of the phase factor Φ(~r) which is non-
linear. The effect of the non-linear terms is not negligible,
in principle (see Appendix B of Ref.80 for details). There-
fore, in this section, we introduce a unitary transforma-
tion of the Hamiltonian Hˆtot which simplifies the form
of the light-matter interaction. For simplicity, we con-
sider nanocircuits with standard dimensions and without
loops, so that one can disregard magnetic effects induced
by the photons. This means that one can use ~∇~r∧
−→ˆ
A ' 0
on the scale of the whole nanocircuit. This assumption is
valid for all the Mesoscopic QED devices studied experi-
mentally so far, except Ref.35. The more general case will
be discussed elsewhere. When ~∇~r ∧
−→ˆ
A ' 0 it is possible
to define a photonic pseudo potential V⊥(−→r ) such that
~∇~r.V⊥(−→r ) ' ω0 ~A(~r) (16)
and
Φˆ(~r) = e(aˆ− aˆ†)V⊥(−→r )/ω0 (17)
Then, one can apply to Hamiltonian (12) the unitary
transformation H˜tot = U†HtotU with
U = exp
(
(aˆ† − aˆ)
ω0
Vˆ
)
(18)
and
Vˆ = −e
∫
d3rV⊥(−→r )ψˆ†(~r)ψˆ(~r) (19)
This leads to the Hamiltonian
H˜tot = H0 + Vˆ(aˆ+ aˆ†) + ω0aˆ†aˆ (20)
with
H0 =
∫
d3rψˆ†(r)h˜ρ(~r)ψˆ(~r) + HˆCoul
+ (Vˆ2/ω0) +
∫
d3r
(
∆(~r)ψˆ†↑(~r)ψˆ
†
↓(~r) +H.c.
)
(21)
and
h˜ρ(~r) = −∆−→r /2m− eΦharm(−→r )− eVconf (−→r ) (22)
In the Hamiltonian of Eq.(20), the light-matter interac-
tion is greatly simplified since it involves a single linear
term in Vˆ(aˆ+aˆ†). Interestingly, this Hamiltonian bridges
between Cavity QED and Circuit QED. Indeed, the dipo-
lar electric approximation of Cavity QED corresponds to
a photonic potential which evolves linearly in space i.e.
V⊥(−→r ) =
−→ˆ
E 0.
−→r , whereas Circuit QED corresponds to a
constant photonic potential inside each node of the cir-
cuit model.
96. Anderson-like Hamiltonian for mesoscopic QED
Since tunneling physics is at the heart of quantum
transport, it is useful to reexpress Hamiltonian (20) to
describe tunneling explicitly. For this purpose, one needs
to decompose the field operator ψˆ†(~r) associated to quasi-
particles modes of the black circuit on the ensemble of the
creation operators cˆ†n for electrons in an orbital n with
energy εn of a given circuit element (reservoir, dot,...). At
lowest order in tunneling, one can use ψˆ†(~r) = ϕ∗ncˆ
†
n
81.
Then, Hamiltonian (20) directly gives
Hˆtuntot = Hˆ
t
0 + hˆint(aˆ+ aˆ
†) + ω0aˆ†aˆ (23)
with
Hˆt0 =
∑
n
εncˆ
†
ncˆn +
∑
n 6=n′
(tn,n′ cˆ
†
n′ cˆn +H.c.) (24)
hˆint =
∑
n
gncˆ
†
ncˆn +
∑
n 6=n′
(γn,n′ cˆ
†
n′ cˆn +H.c.) . (25)
gn = −e
∫
dr3 |ϕn(~r)|2 V⊥(~r) . (26)
and
γn′,n = −e
∫
dr3ϕ∗n(~r)ϕn′(~r)V⊥(~r) (27)
Above, Hˆt0 is the Anderson-like Hamiltonian of the
nanocircuit, with tn,n′ the tunnel coupling between or-
bitals n and n′, which is finite only if n and n′ correspond
to two orbitals in two different circuit elements coupled
through a tunnel junction. The term hˆint(aˆ + aˆ
†) de-
scribes the interaction of the nanocircuit with the cavity.
Cavity photons can have different effects. First, they can
shift the energy of orbital n due to the term in gn. In
the limit where V⊥(~r) can be considered as constant in-
side a given circuit element, gn can be considered to be
the same for all the orbitals of this element (at zeroth
order in tunneling). In this limit, the coupling of the
cavity to the element can be seen as a capacitive cou-
pling due to the finite capacitance between this element
and the cavity central conductor. This recalls the case of
a superconducting charge quantum bit in Circuit QED,
where the qubit island potential is modulated due to the
capacitive coupling between the island and the cavity.
In principle, cavity photons can also produce a direct
coupling between two different orbitals of the nanocir-
cuit, due to the term in γn′,n. This corresponds to two
physically different situations. First, there can be photo-
induced transition terms between two different orbitals of
the same circuit element, which recalls the orbital tran-
sitions inside an atom, which are used in Cavity QED.
Second, there can also be a photo-induced tunneling term
between two different circuit elements. Nevertheless, the
terms γn′,n are expected to be weak because ϕn(~r) and
ϕn′(~r) have a small matrix element in the tunnel theory.
In this review, we will mainly discuss the effects of the
gn elements which are expected to be dominant in most
mesoscopic QED devices and have been sufficient so far
to interpret experiments. For standard coplanar cavities
similar to that of Ref.26, the pseudo photonic potential
V⊥(~r) typically varies by Vrms ' 1 µeV = 240 MHz from
the cavity central conductor to the ground plane, across
a spatial gap of 5 µm. From one nanocircuit site to an-
other, V⊥(~r) can vary by a significant fraction of Vrms,
especially if ac gates are fabricated to concentrate the
cavity voltage drop between these sites. Consequently,
the value of gn can strongly depend on the orbital n con-
sidered. Even for a given quantum dot, the value of gn
can strongly vary from one orbital to the other due to
variations in the spatial profile of ϕn(~r). For instance,
in a single quantum dot with multiple gates made in a
carbon nanotube, gn/2pi was found to vary from 55 MHz
to 120 MHz37. This could mean that V⊥(~r) cannot be
considered as homogeneous on the scale of this dot.
B. Semiclassical cavity response in the linear
coupling regime
1. Expression of the cavity photon amplitude
So far, in Mesoscopic QED, most experiments have fo-
cused on the modification of the cavity microwave trans-
mission or reflection due to the presence of the nanocir-
cuit. To describe such a measurement, one can use the
general Hamiltonian
Hˆ = Hˆt0 + hˆint(aˆ+ aˆ
†) + ω0aˆ†aˆ+Hdiss (28)
+ iaˆ†εine−iωRF t − iaˆε∗ineiωRF t
which is a generalization of Eq.(23). Above, we describe
cavity dissipation with a bosonic bath
Hdiss =
∫
dη
(
ωbˆ
†
 bˆ + βbˆ
†
 aˆ+ β
∗aˆ†bˆ
)
(29)
with bˆ† the creation operator for a bosonic mode at en-
ergy , and η the density of modes. For simplicity, we
assume that the coupling constant β between the cavity
and the bath is energy-independent. This term was not
included in Eq.(23) but it can be added by generalizing
Eqs.(15) and (18)82. We also use a drive term with am-
plitude εin which describes the effect of the continuous
microwave tone which is injected at the input of the cav-
ity. Following the discussion in section III A 6, we assume
that the light-matter interaction is well approximated by
hˆint =
∑
ngncˆ
†
ncˆn (30)
From Eqs.(28) and (29), one has
d
dt
aˆ = i[Hˆ, aˆ] = −iω0aˆ− ihˆint − εine−iωRF t − Λ0aˆ (31)
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with Λ0 = piη |β|2 the cavity mode decay rate. Note that
the full width at half maximum (FWHM) of the bare
cavity transmission corresponds to the parameter κ =
2Λ0 used in many Refs. In most experiments performed
so far, a large number of cavity photon has been used,
i.e.
〈
aˆ†aˆ
〉
> 10. In this case, it is sufficient to treat aˆ as a
classical quantity i.e. aˆ ' 〈aˆ〉 = a. In the case ωRF ' ω0,
one can furthermore use the resonant approximation:
〈aˆ〉 ' a¯e−iωRF t (32)
Above, |a¯|2 corresponds to the average cavity photon
number
〈
aˆ†aˆ
〉
. One obtains from the linear response the-
ory 〈
cˆ†ncˆn
〉
(t) = pn +
∑
n′gn′χn,n′(ωRF )a¯e
−iωRF t (33)
+
∑
n′gn′χn,n′(−ωRF )a¯∗eiωRF t
Above, χn,n′(ωRF ) is by definition the charge suscepti-
bility expressing how the occupation of level n responds
at first order to a classical modulation of the energy of
level n′, in stationary conditions. We note pn the aver-
age occupation of state n for hˆint = 0. One has in the
framework of the linear response theory
χn,n′(t− t′) = −iθ(t)
〈
[cˆ†n(t)cˆn(t), cˆ
†
n′(t
′)cˆn′(t′)]
〉
hˆint=0
(34)
where 〈〉hˆint=0 denotes the statistical averaging for gn = 0
for any n. Inserting Eqs.(32) and (33) into Eq.(31), and
keeping only resonant terms, one gets
a¯ =
εin
ωRF − ω0 + iΛ0 − Ξ(ωRF ) (35)
with
Ξ(ωRF ) =
∑
n,n′gngn′χn,n′(ωRF ) (36)
the global charge susceptibility of the nanocircuit. Note
that in the general case the indices n, n′ in Eq.(35) can
belong to the nanoconductors as well as the fermionic
reservoirs. From Eq.(35), the presence of the nanocircuit
modifies the apparent frequency and linewidth of the cav-
ity. For most the experiments reported in the review, the
cavity response is measured at ωRF = ω0. In the rest of
this section, we will also assume that Ξ(ωRF ) can be con-
sidered as constant for ωRF − Λ0 . ωRF . ωRF + Λ0,
which occurs for instance if the electronic relaxation rates
in the nanocircuit are much larger than the photon re-
laxation rate Λ0. In this case, the cavity frequency and
linewidth shifts caused by the presence of the nanocircuit
are, from Eq.(35),
∆ω0 = Re[Ξ(ω0)] (37)
and
∆Λ0 = − Im[Ξ(ω0)] (38)
Note that this type of measurement has been pioneered
by works in which a coplanar waveguide resonator84 or a
lumped element resonator85 was coupled to an array of
105 isolated mesoscopic rings. The resonator frequency
and linewidth shifts revealed the global electric and mag-
netic response of the rings to the resonator field, at a fre-
quency ω0 ∼ 350 MHz. More recently, the admittance of
a single double quantum dot was measured at frequen-
cies ω0 < 400 MHz by using a lumped element (L,C)
resonator20,21. One important advantage of the Circuit
QED architecture is the higher frequency of the cavity.
One has typically ω0 ∼ 5 GHz, which is higher than the
cryogenic temperatures obtained with a dilution fridge
kbT ' 25 mK' 0.5 GHz. Therefore, the quantum regime
with a low number of cavity photons is accessible. In this
regime, the semiclassical approximation used in this sec-
tion is not valid anymore. However, understanding the
semiclassical regime of Mesoscopic QED is an important
prerequisite before realizing quantum experiments. Most
experiments realized so far correspond to this regime and
can be well understood with the semiclassical picture.
2. Cavity signals from the input-output formalism
Above, we have discussed how a nanocircuit induces
modifications ∆ω0 and ∆Λ0 of the cavity apparent fre-
quency and linewidth. For a full description of a Meso-
scopic QED experiment, it is necessary to describe how
one can measure these quantities. For that purpose, one
has to take into account of the existence of the input and
output ports of the cavity, through which the cavity is
excited and measured. These ports correspond to the
pieces of waveguide connected capacitively to the cav-
ity, on both sides of the cavity central conductor (see
Fig.1a). In the semiclassical limit, the incident, trans-
mitted and reflected photon fluxes in these ports can be
characterized by complex amplitudes bin, bt and br. We
assume that the cavity is excited through its input port,
which can be for instance the left port in Fig.1. The
transmission bt/bin of the cavity can be obtained experi-
mentally by measuring the microwave amplitude bt going
out through the output port, which can be the right port
in Fig.1. In the semiclassical limit, the correspondence
between the approach of section III B 1 and the input-
output formalism of Circuit QED86 gives the relations of
Fig.5 between bin, bt(r), εin and a¯
37.
bin =  εin / 2ΛL    
br =  a 2ΛL    
bt =  a 2ΛR    
a     
FIG. 5: Representation of the input-output relations of Cir-
cuit QED in the semiclassical limit.
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There, ΛL(R) corresponds to the contribution of the
left(right) port to the cavity linewidth, which implies
ΛL + ΛR ≤ Λ0. From Eq.(35) and Fig.5, the cavity mi-
crowave transmission can be expressed as
bt
bin
=
2
√
ΛLΛR
ωRF − ω0 + iΛ0 − Ξ(ωRF ) (39)
Hence, in the semiclassical linear limit, the cavity trans-
mission amplitude is set by the charge susceptibility of
the nanocircuit36,37,48,87,139. A similar result can be ob-
tained for the cavity reflection amplitude. Note that
above, bt/bin is expressed with the usual quantum me-
chanics convention for the definition of Fourier trans-
forms, i.e. g(ω) =
∫ +∞
−∞ dt g(t)e
iωt, which is used in
this whole review. In order to interpret experiments,
one has to take into account that microwave equipment
uses the electrical engineering Fourier transform conven-
tion, which is complex conjugated to the former, so that
(bt/bin)
∗ is obtained experimentally.
In practice, the experimental signals which are directly
measured are the transmission phase shift ∆ϕ and am-
plitude shift ∆A defined by
bt
bin
= (A0 + ∆A)e
i(ϕ0+∆ϕ) (40)
In the limit ωRF = ω0 and |∆ω0| , |∆Λ0|  |ω0| , |Λ0|,
one finds that the cavity signals are directly related to
the cavity parameters’ shifts, i.e.
∆ϕ =
∆ω0
Λ0
= Re[Ξ(ω0)]
1
Λ0
(41)
and
∆A = −∆Λ0A0
Λ0
= Im[Ξ(ω0)]
A0
Λ0
(42)
so that ∆ϕ and ∆A correspond to the dispersive and dis-
sipative parts of the signal. Beyond this limit, the exper-
imental data can be understood by combining Eqs.(39)
and (40).
Depending on the regime of parameters fulfilled by the
nanocircuit, and in particular the order of magnitude of
the tunnel rates between the dots and reservoirs, differ-
ent calculation techniques can be used to calculate Ξ(ω0).
We will discuss several possibilities in the next sections.
In this review, we will only consider cases where the sum-
mation on indices n and n′ in Eq.(36) can be restricted
to internal sites of the nanoconductor. This requires that
the coupling between the cavity and the nanoconductor
sites is much larger than the coupling between the cav-
ity and the reservoirs. This is not a priori obvious since
the nanoconductor is much smaller than the reservoirs
and thus tends to have a smaller capacitance towards
the cavity resonator. However, this feature can be com-
pensated by using for instance ac top gates which rein-
force the coupling between the nanoconductor and the
cavity. In this limit, Ξ(ω0) corresponds to the charge
susceptibility of the nanoconductor at frequency ω0. In
the opposite limit where the coupling between the cavity
and the source/drain of the nanocircuit is dominant, it
has been observed experimentally that the cavity signals
essentially show replicas of the conductance signal54.
IV. MESOSCOPIC QED EXPERIMENTS IN
THE ARTIFICIAL ATOM LIMIT
A. Measuring the internal degrees of freedom of a
nanocircuit with cavity photons
In this section, we consider a nanocircuit with a very
small tunnel coupling to metallic reservoirs. Hence, the
nanocircuit behaves as an artificial atom and a direct
analogy with Cavity or Circuit QED experiments can
be drawn. Assuming that the summation on index n in
Eq.(30) can be restricted to sites which do not correspond
to a reservoir, one gets
Vg
B
(a)
dc control 
 (B,Vg,    )
...
Cavity phase ∆ϕ 
Cavity amplitude ∆A 
Transition 
frequencies
na
no
cir
cu
it
cavity
(b)
(c)
ω0
ωij
ω
0
ω
ij
FIG. 6: Principle of a cavity measurement at a constant fre-
quency ωRF = ω0, in the presence of a nanocircuit with inter-
nal degrees of freedom, represented in panel (a). When the
control parameters like a magnetic field B or a gate voltage
Vg, are varied, a nanocircuit transition frequency can become
resonant with the cavity as shown in panel (b). This gives
variations of the cavity transmission phase and cavity trans-
mission amplitude represented in panel (c).
Ξ(ωRF ) '
∑
ij
g2ij(nj − ni)
ωRF − ωij + iΓij (43)
Above, ωij is an internal transition frequency of the
nanoconductor between states i and j, Γij is the deco-
herence rate associated to this transition, and ni is the
average occupation of state i. We will see later in a par-
ticular example how to derive this expression which is
valid for Γij  kBT and all transitions frequencies well
separated (see section IV B 2).
We now discuss a measurement of ∆ϕ and ∆A made
with a constant cavity excitation frequency ωRF = ω0.
In the absence of external dc bias voltages, one has
necessarily ∆A < 0, because the nanocircuit can only
damp cavity photons. By combining Eqs.(39), (40) and
12
(43), one can see that the cavity signals are resonant for
ω0 = ωij . In a typical experiment, the transitions fre-
quencies ωij can be tuned with nanocircuit control pa-
rameters such as dc gate voltages or the external mag-
netic field. When these parameters are swept, the cavity
signals provide a cut of the nanocircuit excitation spec-
trum at frequency ω0, as illustrated by Fig.6. For well
separated resonances, ∆A presents a negative peak at
ω0 = ωij whereas ∆ϕ presents a variation with a sign
change at ω0 = ωij (see Fig.6c). Therefore, the exci-
tation spectrum of the nanocircuit is more straightfor-
wardly readable in the ∆Λ0 signal, in principle.
For quantum information applications, the strong cou-
pling regime between the nanocircuit and the cavity is
intensively sought after. This regime corresponds to hav-
ing one of the nanocircuit transitions i ↔ j such that
gij > Γij ,Λ0. We will also assume below that the other
nanocircuit transitions do not affect significantly the cav-
ity. For the most simple characterization of the nanocir-
cuit/cavity coupling, the nanocircuit is kept in its ground
state (pj = 1, pi = 0). In these conditions, the cavity re-
sponse is set by the charge susceptibility
Ξ(ωRF ) ' g
2
t
ωRF − ωij + iΓ∗2
(44)
with Γ∗2 = Γij the decoherence rate of the resonant
nanocircuit transition, and gt its coupling to the cavity.
In the strong coupling limit, the cavity resonance versus
ωRF shows two peaks instead of the single peak of the
weakly coupled regime, due to the strong hybridization of
the cavity states with the nanocircuit states i and j (see
Figure 9d). This regime has already been reached for in-
stance with atomic cavity QED88,89, or isolated quantum
dots in optical cavities91,92, or superconducting quantum
bits coupled to microwave cavities26. It has also also
been reached more recently in Mesoscopic QED, as will
be discussed in section 4.2.3
It is useful to define figures of merit to characterize the
strength of a light/matter resonance. We first define the
cooperativity
Ce−ph = g2t /Λ0Γ
∗
2 (45)
From Eq.(39), in the resonant regime ωij = ω0, this figure
of merit indicates whether the cavity dissipation is domi-
nated by the intrinsic cavity damping Λ0 (Ce−ph < 1) or
by the nanocircuit dissipation (Ce−ph > 1). The cooper-
ativity can also be used to express the lasing threshold
Ce−ph & 1/2 to obtain a lasing effect with a single qubit
in a cavity, in a situation where ωij = ω0 and the qubit
dephasing Γ∗ϕ is much stronger than the qubit relaxation
Γ1 (Γ
∗
ϕ  Γ1 so that Γ∗2 = Γϕ + (Γ1/2) ' Γϕ) (see for
instance Refs.164,165).
In the devices considered in the present review, Λ0 
Γ∗2 is always fulfilled due to the high quality of the res-
onators used. In this context, the ratio90
Qe−ph =
√
1 +
√
2gt/Γ
∗
2 (46)
is also instructive. For a resonant cavity/nanocircuit
transition (ωij = ω0) and in the limit of a negligible bare
cavity linewidth, two resonance peaks are visible in the
cavity response |bt/bin| as soon as Qe−ph ≥ 1. Below,
we discuss various circuit geometries where the transi-
tion i ↔ j corresponds to charge, spin or electron/hole
degrees of freedom. The values of Ce−ph and Qe−ph ob-
tained for in these different cases are presented in Table
1.
B. Charge double quantum dots with normal metal
contacts
1. Hamiltonian of the device
The case of a double quantum dot embedded in a
microwave cavity has received a lot of experimental
attention36,51,52,56,59,60,93,94,94–99,101.. The intrinsic level
separation ∆o between the orbitals of one dot (see Eq.(1))
is usually very large in comparison with the other energy
scales of the device. Therefore, it is sufficient to consider
a single orbital with energy εL(R) in dot L(R). These
two orbitals are coupled with a hopping constant t. In
practice, each dot is also contacted to a normal metal
reservoir, which enables one to control and measure the
double dot charge. One can use the energy diagram of
Fig.7, where the Fermi levels in the reservoirs are filled
up to the Fermi energy EF and the orbital levels of the
two dots have an energy separation ε = εL − εR. This
last parameter can be controlled with the gate voltages
V Lg and V
R
g shown in Fig.8.
It is possible to tune V Lg and V
R
g such that there
is a single electron in the double dot due to Coulomb
blockade. In the spin-degenerate case, the spin degree
of freedom can be disregarded to describe this situation
since the two spin species play the same role and are not
present simultaneously in the double dot. Therefore, the
only internal degree of freedom relevant to describe the
internal dynamics of the double dot in this limit is the
left/right charge degree of freedom. In this framework,
the double dot Hamiltonian writes
Hˆt0 =
ε
2
(cˆ†LcˆL − cˆ†RcˆR) + tcˆ†LcˆR + t∗cˆ†RcˆL + HˆCoul (47)
where HˆCoul forbids the double occupation of the double
dot. Using the basis of bonding and antibonding states
of the double dot, one gets
Hˆt0 '
ωDQD
2
(cˆ†−cˆ− − cˆ†+cˆ+) + HˆCoul (48)
with ωDQD =
√
ε2 + 4t2 the double dot transition fre-
quency. Above, we have used the creation operators
cˆ†+ = cos[θ/2]cˆ
†
L + sin[θ/2]cˆ
†
R (49)
and
cˆ†− = − sin[θ/2]cˆ†L + cos[θ/2]cˆ†R (50)
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for bonding and antibonding states in the dot, and the
parameter θ = arctan[2t/ε].
In most experiments designed so far, the samples have
been designed with an asymmetric coupling of the two
dots to the cavity, in order to modulate the parameter ε
with the cavity electric field (see for instance Figure 8a).
In this case, following section III A 6, the interaction term
ε
E
F
e
n
e
rg
y
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FIG. 7: Schematic energy representation of a double quantum
dot in a microwave cavity. The double dot orbitals in the left
and right dots have an energy separation ε and are coupled
with a hoping constant t. The normal metal reservoirs states
are filled up to the Fermi energy EF . Here, we represent a
case where only the right orbital energy level is modulated by
the cavity electric field (red arrow).
between the double dot and the cavity can be expressed
as
hˆint(aˆ+ aˆ
†) =
(
gLcˆ
†
LcˆL + gRcˆ
†
RcˆR
)
(aˆ+ aˆ†) (51)
with gL 6= gR. Using a rotating wave approximation, this
term can be expressed as
hˆint(aˆ+ aˆ
†) ' gt(aˆ†cˆ†−cˆ+ + aˆcˆ†+cˆ−) (52)
with
gt =
gR − gL
2
sin[θ] (53)
This coefficient depends on the differential coupling gR−
gL because the coupling to the cavity occurs through the
modulation of the dot orbital detuning ε.
As we have seen in the previous section, in order to
obtain the strong coupling regime, one needs to have a
small enough Γ∗2. The coherence of a charge double dot
is mainly limited by charge noise due to charge fluctua-
tors which move in the vicinity of the double dot. This
induces fluctuations of the parameters which are electri-
cally controlled, i.e. ε in the present case. This effect
should be minimal at the charge noise sweet spot ε = 0
where ∂ωDQD/∂ε = 0, similar to what has been done for
early days charge superconducting quantum bits which
are also affected by this problem102. Hence, it would be
interesting to perform a systematic study of the figures
of merit of the cavity/double dot resonance when the
double dot parameters, and in particular ε, are varied.
In principle, the coupling of a double-dot dot to a mi-
crowave cavity can be mediated by other variables than ε,
depending on the sample design. The first manipulations
of the quantum state of a double dot were performed
by modulating the parameter ε with a strong classical
drive22. Recently, similar experiments were performed by
modulating the interdot tunnel parameter t71–73, along
the theory proposal of Ref.74. One could push further
this idea by building ac gates connecting the double dot
barrier to the cavity central conductor, in order to mod-
ulate the interdot tunnel parameter t with the cavity
electric field. In principle, this could enable one to ob-
tain double dots with a better coherence, since the elec-
tric (and charge noise) control of the variable ε can be
shunted, in this case. In section IV D, we will discuss an
alternative strategy to control electrically t which con-
sists in using a superconducting contact.
2. Master equation description
This section shows how to calculate the cavity charge
susceptibility Ξ(ωRF ) of the double dot when a mi-
crowave cavity is coupled to a single transition i ↔ j
which corresponds to the left/right charge degree of free-
dom of a double quantum dot. The dynamics of this
mesoscopic QED device can be described by using a mas-
ter equation approach (or Lindbladt formalism) already
widely used for Cavity or Circuit QED75. From Eqs.
(28), (47) and (52), one gets
d
dt
aˆ = −iωraˆ− igtcˆ†−cˆ+ − Λ0aˆ+ εine−iωRF t (54)
d
dt
cˆ†−cˆ+ = −iωDQD cˆ†−cˆ+ +igt(nˆ+− nˆ−)aˆ−Γ∗2cˆ†−cˆ+ (55)
with Γ∗2 the total decoherence rate of the double dot tran-
sition, which includes relaxation and dephasing effects.
Importantly, the above equations are valid for Γ∗2  kBT .
In the semiclassical limit with ωRF ' ω0, one can use
Eq.(32) and the resonant expression
cˆ†−cˆ+ '
〈
cˆ†−cˆ+
〉
0
+ cˆ†−cˆ+e
−iωRF t (56)
Hence, Eqs. (54) and (55) give
a¯ =
εin(
ωRF − ω0 + iΛ0 − g
2
t (n−−n+)
ωRF−ωDQD+iΓ∗2
) (57)
with n− and n+ the average occupation numbers of the
bonding and antibonding states. A comparison with
Eq.(35) gives
Ξ(ωRF ) =
g2t (n− − n+)
ωRF − ωDQD + iΓ∗2
(58)
The above equation corresponds to a well known result
in the dispersive regime ωRF − ωDQD  Γ∗2(V Lg , V Rg )
where Γ∗2 can be disregarded (see for instance Ref.
76).
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In this limit, depending on whether the nanocircuit is
in the state + or −, the cavity shows a frequency pull
∆ω0 = ±g2t /(ωRF − ωDQD). This can be used to read
out the state of the nanocircuit in a nondestructive way,
since in this limit, χ(ωRF ) accounts for second order pro-
cesses which do not change the state of the nanocircuit.
This method is widely used to read out the state of su-
perconducting quantum bits26. In section IV B, we con-
sider double dots with no voltage bias, and we also as-
sume that the dot levels are not resonant with the normal
metal reservoirs, so that the electron which is trapped in
the double dot cannot escape. We also assume that the
power of the microwave tone applied to the cavity is too
low to excite the transition between the bonding and an-
tibonding states. In this case, at equilibrium, one has
n− = 1 and n+ = 0, which leads to Eq.(44).
3. Experimental results
a. Weak coupling limit The resonance between a
closed charge double-dot and a microwave cavity in
the linear coupling regime has been measured by many
groups, with different types of nanoconductors and
grounded normal metal reservoirs. In all these exper-
iments, the differential coupling gR − gL between the
double dot and the cavity is reinforced thanks to a lo-
cal ac gate connected only to one dot. First experi-
ments have revealed a very weak light matter coupling,
i.e. Qe−ph  1 (see Table 1 for various examples). Fig-
ure 8 shows an example of experimental data obtained
with a double dot made in a carbon nanotube36, with
an average photon number in the cavity
〈
aˆ†aˆ
〉 ' 40. If
2t > ω0, one has ωDQD > ω0 for any value of ε so that
the double dot and cavity are always off resonant and
the signals ∆ϕ and ∆A show broad responses centered
on ε = 0 (not shown). For 2t < ω0, two resonances be-
tween the cavity and the double dot are expected when ε
varies, for ε = ±
√
ω20 − 4t2 (see Fig.8b). As expected
from Eq.(58), ∆ϕ shows two sign changes along the
ε axis, corresponding to these two resonances (Fig.8c),
whereas ∆A keeps a constant negative sign and shows
two simple resonances (Fig.8d). From the cavity signals
of Fig.8, one can determine (gL−gR)/2pi = 3.3 MHz and
Γ∗2/2pi = 345 MHz at ε = 0. With Λ0 = 0.96 MHz , this
gives Qe−ph = 0.015 and Ce−ph = 0.033. Therefore, the
strong coupling regime is far from being reached in this
experiment.
In spite of a weak electron-photon coupling, it is pos-
sible to obtain interesting photon emission effects by ap-
plying a strong microwave drive to a double dot. This
was shown recently with an InAs double dot. The same
electron trapped in the double dot is repeatedly driven to
the excited state by a microwave excitation with a strong
amplitude which is off resonant with the cavity and ap-
plied directly on the double dot gates. This generates
a double dot population inversion. which leads to cavity
photon emission or absorption, with a rate which depends
on the double dot and cavity dynamics but also on the
dissipation caused by phonons in the InAs nanowire103.
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FIG. 8: Response of a microwave cavity coupled to a double
quantum dot with normal metal contacts. The double dot
is represented schematically in panel (a). The energy levels
in the left and right dots can be shifted using the gate volt-
ages V Lg and V
R
g . Using the simplified dispersion relation
ωDQD =
√
ε2 + 4t2 for the double quantum dot, the cavity
an double dot are resonant twice when increasing ε, as shown
by the dispersion curves of ωDQD and ω0 in panel (b). These
resonances are visible in the cavity phase signal of panel (c)
as sign changes, and in the cavity dissipative signal of panel
(d) as dissipation peaks. Adapted from Ref.[36].
b. Strong coupling limit Very recently, the strong
coupling regime was reached simultaneously in three ex-
periments based on different types of charge double quan-
tum dots30–32. In this regime, for a low number of pho-
tons 〈n˜〉 → 0, the cavity transmission (or reflection) am-
plitude versus the frequency excitation ωRF shows a dou-
ble peak, due to the strong hybridization between the
cavity and the L/R charge degree of freedom of the dou-
ble dot (see Fig.9d). To reach this regime, the differential
light-matter coupling gL−gR must be sufficiently large in
comparison with the decoherence rate of the L/R degree
of freedom, which is typically dominated by dephasing
due to charge noise. In this case, the dephasing rate Γϕ
of the charge double dot takes the form34
Γϕ ' ∂ωDQD
∂ε
EcA+
1
2
∂2ωDQD
∂ε2
E2cA
2 (59)
where Ec is the local charging energy of one dot (we
disregard the mutual charging energy between the dots).
Above, A is the dimensionless prefactor in the noise spec-
trum A2/f which adds up to the reduced gate charge
C
L(R)
g V
L(R)
g /e with C
L(R)
g the capacitance between dot
L(R) and its gate voltage source with voltage V
L(R)
g .
From Eqs. (46), (53) and (59), in order to have Qe−ph >
15
1, three different technical strategies are possible: ei-
ther use a nanoconductor technology with an intrinsically
lower charge noise (i.e. decrease A), or use a double dot
with. larger capacitances (i.e decrease Ec) in order to
shunt the effect of charge noise31, or change the cavity
technology in order to increase the cavity electric field
and thus the gL − gR factor32. These three strategies
have already been implemented experimentally, as dis-
cussed in the paragraphs below. In all cases, using a
device with ω0 = 2t should be advantageous, so that Γϕ
is only a second order effect in A when the device is tuned
at the anticrossing between the cavity and the double dot
(one has ε = 0 and thus ∂ωDQD/∂ε = 0)
0 0.2 0.4 0.6 0.8 1.0
- 6 - 4 - 2 0 2 4 6
7.67
7.68
7.69
7.70
7.71
(c) (d)
0 0.80.4 1
ε = 6 µeV
ε = 0 µeV
g/pi = 13.4 MHz
ω
R
F
 (G
H
z
)
ε (µeV) A/A0
A/A0
ω0 ωDQD
(a) (b)
ε
E
F
e
n
e
rg
y
P2P1 DSDot L Dot R
Dot L Dot R
t
N N
FIG. 9: (a): Schematic representation of a double quantum
dot with an orbital energy detuning ε, coupled to a microwave
cavity. (b): Scheme of the cross-section through the DQD
gates and Si/SiGe heterostructure used in Ref.30 to imple-
ment the device of panel (a). The plunger gate P2 that is
located above the quantum dot R is electrically connected to
the central conductor of the superconducting coplanar cavity.
An excess electron (magenta dot) is confined in the quan-
tum well (QW) within the double well potential (blue line)
created by the gate electrodes in green (c): Cavity trans-
mission amplitude A/A0 as a function of ωRF and ε for
2t = ω0 = 7.68 GHz. The system eigenenergies for a coupling
g = gL−gR = 0 are represented over the data as white dashed
lines. The calculated eigenenergies for g/2pi = 6.7 MHz are
represented as solid lines. (d): Cavity signal A/A0 as a func-
tion of ωRF at ε = 6 µeV (blue line) and 0 µeV (red line).
The data for ε = 6 µeV show a cavity resonance splitting
2g = 2pi × 13.4 MHz characteristic of the strong coupling
regime. Dashed lines are predictions from cavity input-output
theory. Adapted from Ref.[30].
In Ref30, a double quantum dot in an undoped Si/SiGe
heterostructure was used (see Fig.9b). When the double
dot is far off resonant with the cavity, a single resonance is
visible along the ωRF axis, which corresponds to the bare
cavity resonance (see blue line in Fig.9c). When ω0 = 2t
is used, and when the double dot is tuned near its sweet
spot (ε ∼ 0), the vacuum Rabi splitting is observed, i.e. a
double cavity resonance is visible along the ωRF axis (see
red line in Fig.9c). In this device, the charge-photon cou-
pling (gL − gR)/2pi = 13.4 MHz is comparable to what
has been obtained with other charge double dots (see
Table 1). The microwave cavity is also similar to the
ones used in previous experiments, with Λ0 = 1.0 MHz.
The vacuum Rabi splitting is achieved thanks to an un-
usually small decoherence rate Γ∗2 = 2.6 MHz of the
left/right charge degree of freedom in the double dot.
This gives light-matter coupling ratios Qe−ph = 4 and
Ce−ph = 34. In the Si/SiGe two-dimensional structure
used for this experiment, the dot charging energies are
typically of the order of Ec ' 7 meV33. In compari-
son, the GaAs/AlGaAs structure of Ref.38 has smaller
charging energies Ec ∼ 1 meV, but it is far from the
strong coupling regime. This suggests that the low Γ∗2
value in Ref.30 might be due to a much lower intrinsic
charge noise in Si/SiGe devices. In agreement with this,
in GaAs/AlGaAs devices, one of the smallest reported
value of charge noise is104 is A = 2.10−4, whereas the
values 2.3 10−6 < A < 1 10−5 have been reported105 for
doped Si/SiGe heterostructures. Undoped Si/SiGe het-
erostructures might have an even lower charge noise106.
The value of charge noise in Si/SiGe deserves a thorough
investigation in order to confirm this picture.
Ref.32 has used a GaAs/AlGaAs heterostructure sim-
ilar to in Ref.38. However, the coplanar waveguide ar-
chitecture has been modified by replacing the central
resonator of the cavity by an array of 32 SQUIDs (Su-
perconducting QUantum Interference Devices). This in-
creases by a factor ∼ 10 the couplings gL(R). One has
(gL− gR)/2pi = 238 MHz, and Γ∗2 = 93 MHz which gives
Qe−ph = 2 and Ce−ph = 25. These figures of merit are
very close to those of Ref.30. However, they have not been
obtained at the double dot sweet spot since ω0 = 1.22∗2t
was used. This could suggest that the above figure of
merits are not the optimal ones for this setup. Inter-
estingly, with the SQUID array architecture, the cavity
frequency can be tuned by using an external magnetic
field. However, the cavity decoherence rate is stronger
with this architecture (Λ0 = 6.2 MHz).
Alternatively, Ref.31 has reached the strong coupling
regime to the left/right charge degree of freedom of a
double dot by using a device with small charging en-
ergies. However, the double dot has a fundamentally
different architecture in this experiment, since it com-
prises a superconducting contact, and since the coupling
to the cavity photons seems to occur through the variable
εL + εR instead of εL − εR. Therefore, we will discuss
this experiment in section IV E.
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C. Mesoscopic QED with spins in quantum dot
circuits
1. Spin-photon coupling due to spin-orbit coupling
The electronic spin degree of freedom draws a lot of
interest in nanoconductors because it could be a good
means to encode quantum information. Indeed, spins
are expected to have a long coherence time in nanocon-
ductors because they are more weakly coupled to their
environment than charges. The counterpart of this im-
munity is that the natural magnetic coupling gm between
a spin and a standard coplanar microwave cavity is only
a few 10 Hz, which is not sufficient for manipulation and
readout operations. It is possible to circumvent this dif-
ficulty by using a large number of spins, as demonstrated
recently with several types of crystals coupled to copla-
nar microwave cavities107–109. However, in this case, the
anharmonicity which is inherent to a two level system is
lost so that the spin ensemble can only be used as a quan-
tum memory. To remain at the single spin level, it has
been suggested to include in the microwave cavity a nano-
metric constriction to concentrate the cavity field, which
would yield gm ∼ 10 kHz110,111. Alternatively, various
theory Refs. have suggested to use a weak hybridiza-
tion between the spin and charge degrees of freedom of
a quantum dot circuit9,112–115, provided by a real or ar-
tificial spin-orbit coupling. To understand this effect, let
us assume that the state of the dot circuit can be de-
composed on a basis of pure spin eigenstates states |ϕn↑〉
and |ϕn↓〉 with n ∈ N an orbital index. In the presence
of a spin-orbit coupling term the Hamiltonian of the dot
circuit will write:
Hˆt0 =
∑
n,σ
(
En +
Ezσ
2
)
|ϕnσ〉 〈ϕnσ| (60)
+
∑
n,n′
(hnn′ |ϕn′↓〉 〈ϕn↑|+H.c.)
Above, En is the orbital energy of state n, Ez is the
external Zeeman field applied to the circuit, and hnn′
corresponds to the matrix elements of the spin-orbit in-
teraction on the basis of states |ϕnσ〉 = c†nσ |∅〉. The
photonic pseudo potential V⊥ is spin-conserving, so that
the light-matter interaction given by Eq.(20) is
hˆint =
∑
n,σ
V n,n
′
⊥ |ϕn′σ〉 〈ϕnσ| (61)
Hence, at first order in spin-orbit coupling, the eigen-
states∣∣ϕ˜n↑(↓)〉 = ∣∣ϕn↑(↓)〉+∑
n′
h
(∗)
nn′
En↑(↓) − En↓(′↑)
∣∣ϕn′↓(′↑)〉
(62)
of H0 are coupled to the cavity with the matrix element
〈ϕ˜n↓| hˆint |ϕ˜n↑〉 (63)
=
∑
n′
(
hnn′
En − En′ + Ez −
h∗nn′
En − En′ − Ez
)
V n,n
′
⊥
One can imagine to build a qubit by using two states
|ϕ˜n↑〉 and |ϕ˜n↓〉 which can be considered as quasi-spin
states if the spin-charge hybridization is small. Due to
this hybridization, this qubit will be sensitive to charge
noise. Therefore one has to choose a design which estab-
lishes a good compromise between having a small enough
decoherence and a high enough light-matter-coupling.
In principle, from Eq.(63), a single quantum dot with a
natural Rashba or Dresselhaus spin-orbit coupling could
already offer a spin-photon interaction. Indeed, the spin
of a quantum dot was manipulated by using a large ac
drive applied directly on the dot gate and coupled to the
spin through the spin-orbit coupling24,39. One can imag-
ine to replace the direct ac drive by the cavity field. Then,
the indices n, n′ in the above equations can correspond
to the natural subbands in the dot spectrum. However,
for most quantum dots, the spin-orbit interaction is too
weak to enable the strong coupling regime with a single
quantum dot circuit. For instance, for GaAs quantum
dots, it has been shown theoretically that the effect of
spin-orbit coupling is limited by the small spatial exten-
sion of the quantum dot116–118. As we will see in section
IV C 3, an alternative approach is to engineer extrinsi-
cally an artificial spin-orbit coupling by using a quantum
dot circuit with ferromagnetic contacts, which induce lo-
cal effective Zeeman fields such as those of Eq.(2). Then,
it is not necessary to invoke the existence of several levels
in each dot. For instance, in the case of a double quan-
tum dot, the indices n, n′ can be restricted to a pair of
bonding and antibonding states, formed by the coherent
coupling of left and right orbitals of the double dot. In
principle, this should enable one to tune the value of the
spin-orbit interaction, thanks to the electric control of
the orbital energy detuning ε. Another interesting pos-
sibility could be to use designs which exploit stray fields
from micromagnets119,120.
2. Charge readout of spin-blockaded states in a double dot
As shown in section IV B, internal tunnel hopping of
charges inside a double quantum dot modifies the cav-
ity signals. This property can be used to detect with
a dc current measurement the spin state of a pair of
electrons trapped in a double quantum dot, thanks to
a spin-rectification effect induced by Pauli spin block-
ade, which has been widely studied through current
measurements121. This effect was recently exploited in a
Mesoscopic QED device, based on a singlet-triplet qubit
in an InAs double quantum dot, with one electron in each
dot56. The readout of this qubit requires to discriminate
the two states |S1,1〉 = (|L ↑, R ↓〉 − |L ↑, R ↓〉)/
√
2 and
|T0〉 = (|L ↑, R ↓〉+ |R ↑, L ↓〉)/
√
2. When the orbital de-
tuning ε between the left and right dot is modulated by
the cavity electric field, transitions to the state |L ↑, L ↓〉
are possible only if the double dot initially occupies the
state |S1,1〉, due to the spin-conserving character of in-
terdot tunneling. This leads to Ξ(ωRF ) 6= 0. In contrast,
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if the double dot is in the state |T0〉, one has Ξ(ωRF ) = 0
due to the Pauli exclusion principle. Therefore, the spin
state of the double dot can be detected through the cav-
ity signals. It is nevertheless important to point out that
a direct spin-photon coupling was not implemented in
the experiment of Ref.56. The state of the double dot
was manipulated by applying a strong microwave drive
directly to the dots gates, to rotate the spins thanks to
spin-orbit coupling. The cavity was used only to per-
form the charge readout of the spin qubit. To date, no
experiment could detect a spin-cavity coupling caused by
intrinsic spin-orbit coupling in a nanocircuit.
3. Spin-photon coupling in a double quantum dot with
non-collinear ferromagnetic contacts
It was recently suggested that the coupling of Eq.(63)
could be realized by using a double quantum dot with
two ferromagnetic contacts magnetized in non-collinear
directions9, represented in Fig.10a. These contacts cause
a spin-mixing of the double dot eigenstates, which can
be viewed as an artificial spin-orbit coupling. This effect
occurs due to intradot effective Zeeman fields similar to
those of Eq.(2). By tuning the orbital detuning ε, one
can in principle control the degree of delocalization of
the electron between the two dots, in order to tune the
magnitude of the artificial spin-orbit interaction.
A first version of this device has been realized recently,
by using a double quantum dot made in a single wall car-
bon nanotube on top of which two ferromagnetic PdNi
contacts are evaporated34. When the microwave trans-
mission amplitude of the cavity is measured versus ε and
the external magnetic field B applied to the double dot,
three resonant lines appear (see Fig.10b). Various fea-
tures suggest that the spin degree of freedom is an im-
portant ingredient in this pattern. First, the resonances
split and strongly move with the external magnetic field
B, with a maximum of contrast/coherence for a finite
value of B. Second, the black point of Fig.10b corre-
sponds to a coupling gs = 1.3 MHz and a double dot
decoherence rate Γ∗2/2pi = 2.5 MHz. This last number is
about 200 smaller than the charge decoherence rate de-
termined for a similar carbon nanotube device (see sec-
tion IV B 3). One has Qe−ph = 0.81 which means that
this device is almost in the strong coupling regime.
To understand better the contribution of the spin de-
gree of freedom to the cavity signals, one can use Eq.(43)
which is a generalization of Eq.(58), valid if the different
transition frequencies ωij of the nanocircuit are well sep-
arated. To calculate ωij and the couplings gij , one has to
use a double dot Hamiltonian which takes into account
the existence of the left/right and spin degree of freedoms
of the double dot, but also the K/K’ local orbital degree
in each dot (or valley degree of freedom), which is due to
the fact that electrons can rotate clockwise or anticlock-
wise around the carbon nanotube. The linewidth of the
resonances can be modeled by taking into account the
cavity central conductor
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FIG. 10: Response of a microwave cavity coupled to a double
quantum dot with non colinear ferromagnetic contacts. The
device is represented schematically in panel (a). The cavity
dissipation of panel (b) displays various resonances which de-
pendent on the orbital detuning ε of the double dot and the
applied magnetic field B. This signal is reproduced theoreti-
cally in panel (c) (see text). The green dotted line corresponds
to a sweet line with respect to charge noise. Adapted from
Ref.[34].
effect or charge noise. This gives Fig.10c, which repro-
duces well the behavior of Fig.10b. The two strongest
resonances mainly correspond to spin transitions with a
conserved K/K’ index. These two resonances are slightly
split due to a small lifting of the K/K’ degeneracy. The
third weaker resonance mainly corresponds to a transi-
tion where both the spin and the K/K’ index are re-
versed. In Fig.10c, this transition is less visible than the
two others because the K/K’ degree of freedom is only
weakly coupled to cavity photons, probably due to weak
microscopic disorder in the carbon nanotube structure.
However, this resonance is very interesting in the light of
recent works which investigate the coupling between the
valley degree of freedom of a silicon dot and a microwave
cavity131,132.
Remarkably, the coherence (or, visually, the contrast)
of the three transitions is maximum along the green
dashed line in Fig.10c. This is because the derivative
of the transition frequencies ωij with respect to ε van-
ishes along this line, which is a charge noise sweet line.
This behavior also occurs in the data, which confirms
that charge noise is an important source of decoherence
in this device. It may be possible to enhance these per-
formances by reducing the spin-charge hybridization to
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decrease decoherence due to charge noise. It is expected
that Γ∗2 will decrease more quickly than gs with ε, so
that the strong coupling regime is accessible with this
geometry, in principle9.
4. Spin-photon coupling in multiple particle devices with
collinear fields
Various theory Refs. have suggested to couple elec-
trically the spin degree of freedom to the cavity electric
field by using two or three electron states in a quan-
tum dot circuit. For that purpose, one can use a multi-
quantum dot circuit with proper spin-symmetry breaking
ingredients, in order to transduce the charge-photon into
a spin-photon coupling. For instance, in a double dot
with a finite interdot hopping, the transition between the
singlet and triplet spin states |S1,1〉 and |T0〉 is coupled
to cavity photons due to the presence of a Zeeman field
with constant direction but a different amplitude in the
two dots29,122–125. This field can correspond to an Over-
hauser field due to nuclear spins in a two-dimensional
electron gas, or to stray fields from a ferromagnet. In
the case of a triple quantum dot, it is possible to use
three electron states from the (S = 1, Sz = 1/2) sub-
space, with S the total spin of the dots, to define the
resonant exchange qubit126–128. In this case, the spin-
photon coupling can be obtained with a homogeneous
Zeeman field if the spatial symmetry of the triple dot is
adequately broken. Note that the above setups do not
involve any real or effective spin-orbit interaction. On
the contrary, they consider devices where the individual
spin of electrons would be conserved in the single elec-
tron regime. At present, the multiparticle spin-photon
coupling of Refs.29,122–128 is awaiting an experimental re-
alization.
D. Probing Andreev states with cavity photons
When superconducting elements are included in a
nanocircuit, the electron and hole excitations become
coupled by Andreev reflections, so that Andreev bound
states appear inside the nanoconductors (see Fig.2c).
This superconducting proximity effect raises a strong at-
tention presently because it is at the heart of phenom-
ena such as Majorana bound states in hybrid structures
or Cooper pair splitting. Furthermore, Andreev bound
states can appear on interfaces such as an atomic contact,
for which the charge orbital confinement is not a relevant
concept. One could hope that such states are weakly
sensitive to charge noise and could be a good support of
quantum information. It is therefore very interesting to
investigate the properties of this degree of freedom with
a microwave cavity, as suggested by Ref.129. In the pres-
ence of superconductivity, the Hamiltonian of the hybrid
nanocircuit can be written as
Hˆt0 =
∑
αEαγ
†
αγα (64)
with Eα > 0 and γ
†
α a Bogoliubov-De Gennes excitation
creation operator which is a superposition of cˆ†n and cˆn
operators. Hence, the interaction term with the cavity
takes the general form80
hˆint =
∑
αMαβ γˆ
†
αγˆβ +Nαβ γˆ
†
αγˆ
†
β +N
†
αβ γˆαγˆβ (65)
In the absence of magnetic coupling between the device
and the cavity, the elements Mαβ and Nαβ can be ex-
pressed as matrix elements induced by the cavity pho-
tonic pseudopotential between the wavefunctions associ-
ated to γˆ†α(β) and γˆα(β) (see Ref.
80 for details). At zero
temperature (T = 0), Eq.(65) gives49
χ(ω0) ' 1
2
∑
α 6=β
|Nαβ |2
ω0 − Eα − Eβ + i0+ (66)
Importantly, due to the Pauli exclusion principle, one
has Nαα = 0 since a term in γˆ
†
αγˆ
†
α cannot occur in hˆint.
Hence, from Eq.(66), χ(ω0) does not involve transitions
between electron and holes states associated to conju-
gated operators γˆ†α and γˆα
49,194. This selection rule
can be extended to a finite temperature (T 6= 0) or a
level broadening smaller than the inter-level separation49.
Nevertheless, having a nanocircuit response at ω0 = 2Eα
is possible provided there exists a state degeneracy Eα =
Eα′ in the nanocircuit so that a coefficient Nαα′ comes
into play129, as observed in spin-degenerate supercon-
ducting atomic contacts35. In this experiment, an atomic
contact between two superconductors was coupled to a
microwave resonator through a superconducting loop. A
light matter coupling g = 74 MHz and a decoherence rate
Γ∗2/2pi = 26 MHz were estimated inside a spin-degenerate
Andreev doublet, which corresponds to Qe−ph = 4.4 and
Ce−ph = 90. These good performances are probably re-
lated to a smaller sensitivity of atomic point contacts to
charge noise.
Interestingly, devices have been built, where a mi-
crowave cavity is coupled to a superconducting circuit
which includes a Josephson junction made out of a semi-
conducting nanowire quantum dot57,58. The supercon-
ducting current in the Josephson junction is mediated by
Andreev bound states inside the quantum dot. Since the
spectrum of Andreev states is tunable with the dc gate
of the dot, the critical current of the Josephson junction
is electrically controllable. This can represent a technical
advantage in comparison with usual magnetically tunable
Josephson junctions made out of a SQUID. The nanowire
junction is used to form the ”Gatemon” superconduct-
ing quantum bit which involves a coupling between a
microwave cavity and the superconducting phase differ-
ence between two metallic islands57,58. This variable is a
macroscopic collective degree of freedom of the supercon-
ducting circuit. Therefore, these devices belong more to
the family of Circuit QED devices than to the family of
Mesoscopic QED devices. This is why we will not discuss
them further in this review.
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E. Double quantum dot with a central
superconducting contact
cavity central conductor
1
2
t
δt
E
N N
S
FIG. 11: Scheme of a double quantum dot made in a carbon
nanotube, with a central superconducting contact. Electrons
can go from one dot to the other by direct tunneling through
the nanotube section below the S contact (blue arrow), or by
second order tunneling through the S contact (green arrows)
Recently, the coupling scheme between a double quan-
tum dot and a cavity was drastically modified by placing
a superconducting contact between the two quantum dots
instead of an insulating barrier, and two identical ac top
gates on the two quantum dots31 (see Figure 11), instead
of coupling asymmetrically the two dots to the cavity as
done usually (see Fig.1). In the symmetric coupling case
of Fig. 11, the differential coupling gL − gR between the
two dots and the cavity is expected to be small. However,
anticrossings were observed in the cavity response for a
low number of photons in the cavity. These anticrossings
can be switched on/off with the double dot gate volt-
ages, and they vanish when the photon number is large
so that the double dot transitions are saturated. This
suggests that the cavity anticrossings are due to a strong
coupling between the cavity and the double dot. A fitting
of these anticrossings yields a coupling gt = 10 MHz and
a decoherence rate Γ∗2/2pi ∼ 2 MHz which corresponds to
Qe−ph = 3.9 and Ce−ph = 60.
This result may seem surprising since a standard cou-
pling to the left/right charge degree of freedom through
the ε variable is unlikely for a small gL − gR. However,
two ingredients can help to understand the behavior of
the setup. First, due to the superconducting gap, direct
dissipative tunneling between the dot and the supercon-
ductors is forbidden, but second order tunnel processes
from one dot to the other are allowed. This gives a renor-
malization δt of the tunnel coupling between the two dots
which depends on the average orbital energy (εL+εR)/2.
This last parameter is well coupled to cavity photons even
when gL = gR. A coupling between the left/right degree
of freedom of the double dot and the cavity photons can
thus be restored. Second, there is a large capacitance
between the dots and the ac top gates, so that the dot
charging energies are decreased by a factor ∼ 10 (deter-
mined from conductance measurements) in comparison
with the experiment of Fig.8. This strongly reduces the
sensitivity of the device to charge noise. This strategy
is reminiscent from the strategy developed for the Trans-
mon superconducting quantum bit. In this device, a very
large charging energy is used to flatten the dispersion of
the energy bands with gate voltages and reduce the sen-
sitivity to charge noise130.
F. Comparison between the different systems and
conclusion
Table I presents a comparison of the performances of
the different Mesoscopic devices used to far to imple-
ment artificial atoms in a cavity. Impressive progresses
are already visible since the publication of the first ex-
periments in Refs.51,54. To summarize, charge and spin
states in a double quantum dot, and Andreev bound
states in atomic contacts have been strongly coupled to
cavity photons. First experimental results are also avail-
able regarding the local orbital degree of freedom in a
quantum dot, for Si/SiGe heterostructures132, and car-
bon nanotube devices34. Other configurations have been
proposed theoretically which lack experimental realiza-
tion, at present. For instance, it has been suggested
to use multiparticle spin states in devices with no spin-
orbit coupling29,122–128. It could also be interesting to use
Shiba states which are Andreev states in the presence of
a magnetic impurity or strong Coulomb interaction in a
quantum dot136. Interestingly, several theoretical works
have proposed manipulation protocols which circumvent
at least partially the imperfections of Mesoscopic QED
devices, and in particular a limited coherence115,124,137.
V. MESOSCOPIC QED EXPERIMENTS
BEYOND THE ARTIFICIAL ATOM LIMIT
In the previous sections, we have shown that cavity
photons are a powerful probe for the internal dynamics
of a nanoconductor. The present section will show that a
microwave cavity is also a very interesting tool to study
the dynamics of tunneling between a nanoconductor and
a metallic reservoir. The interplay between electron tun-
neling to reservoirs and the light matter coupling leads to
a very rich phenomenology138–145 whose experimental in-
vestigation with microwave cavities has recently started.
A. Keldysh expression of the charge susceptibility
of a nanocircuit
In section IV, the nanocircuit charge susceptibility Ξ,
which sets the cavity signals in the linear semiclassical
limit, was evaluated without taking into account explic-
itly tunnel processes towards the fermionic reservoirs of
the nanocircuit. Hence, it is useful to introduce a more
general calculation method for Ξ. For simplicity, we will
assume that the coupling of the cavity to the fermionic
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Geometry double dot material
degree of
freedom
cavity design Refs. Fig.
ω0/2pi
(GHz)
Q0
2gt/2pi
(MHz)
Γ∗2/2pi
(MHz)
Qe−ph Ce−ph
N/dot/dot/N graphene charge Al stripe 101,133 × 6.24 1600 12.4 430 0.022 0.046
N/dot/dot/N InAs nanowire charge Nb stripe 39,134 × 7.86 3930 32 1500 0.016 0.17
N/dot/dot/N carbon nanotube charge Al stripe 36 8 6.72 3500 6.6 345 0.015 0.033
F/dot/dot/F carbon nanotube quasi-spin Nb stripe 34 10 6.75 11200 2.6 2.5 0.81 2.3
N/dot/S/dot/N carbon nanotube charge Nb stripe 31 11 6.64 16000 10 ∼ 2 3.9 60
N/dot/dot/N GaAs/AlGaAs 2DEG charge Al stripe 38 17 6.85 2060 22 250 0.068 0.29
N/dot/dot/N GaAs/AlGaAs 2DEG charge Al SQUID array 32 × 5.02 ∼ 400 238 93 2 25
N/dot/dot/N Si/SiGe 2DEG charge Nb stripe 30,135 × 7.68 7460 13.4 2.6 4.0 34
S/atom/S Al atomic contact Andreev state Nb stripe 35 9 10.1 2200 74 26 4.4 90
FIG. 12: TABLE 1: Measured performances for various Mesoscopic QED setups in the artificial atom limit. From left to
right, we give the geometry considered, the nature of the nanoconductor used, the degree of freedom placed in resonance with
the cavity, the cavity design and material, the Ref. in which the experiment is reported, the corresponding Figure in the review,
the cavity frequency ω0, the quality factor Q0 = ω0/2Λ0 of the cavity, the light/matter coupling gt between the electronic
transition considered and the cavity, the decoherence rate Γ∗2 of the transition coupled to the cavity, and the ratios Qe−ph =√
1 +
√
2g/Γ∗2 and Ce−ph = g
2/Γ∗2Λ0. We use the abbreviations N=normal metal, F=ferromagnet, S=superconductor. Note
that the parameters Γ∗2 and Λ0 are not FWHM parameters. They are rather defined such that no factor 1/2 occurs in the damping
terms of Eqs.(39) and (44). Hence, the full width at half maximum (FWHM) of the bare cavity transmission corresponds to the
parameter κ = 2Λ0. With other conventions, the numerical factors in the definition of Qe−ph and Ce−ph can differ.
reservoirs of the nanocircuit is negligible. In case of a
quantum dot circuit, the cavity electric field simply mod-
ulates the potential of some quantum dots n with a cou-
pling constant gn, like in Eqs.(28) and (30). Alterna-
tively, in case of a one-dimensional conductor, a coarse
grain description into sites with an index n can be used49.
Then, in the semiclassical limit, the cavity signals (37)
and (38) are set by the nanocircuit charge susceptibil-
ity Ξ(ω0), defined by Eqs. (34) and (36). Disregarding
Coulomb interactions in the dots/sites, this quantity can
be expressed by using the Keldysh formalism as
Ξ(ω0) = −iT r[
∫ dω
2pi
C(ω)Gr(ω)Σ<(ω)Ga(ω)] (67)
with
C(ω) = Tˆ (Gr(ω + ωRF ) + Ga(ω − ωRF )) Tˆ (68)
Above, Gr(ω) and Ga(ω) = (Gr(ω))† are the retarded and
advanced Greens’ functions of the dots or nanocircuit in-
ternal sites. These Green’s functions have a matrix struc-
ture with elements GrB,A(ω) =
∫ +∞
−∞ dtGrB,A(t)eiωt with
GrB,A(t) = −iθ(t) 〈{B(t), A(t = 0)}〉hˆint=0 (69)
Above, A, B are quasiparticle creation and annihila-
tion operators inside a site n of the nanoconductor and
〈〉hˆint=0 denotes an average calculated with the light-
nanocircuit interaction turned off. The matrix Tˆ is a di-
agonal matrix which corresponds to diag(gn,−gn) in the
orbital block (n, n). The derivation of Eq.(67) is given in
appendix VII. The matrix structure of Gr(a) takes into
account the sites and spin degrees of freedom of elec-
trons and also the electron/hole degree of freedom if the
nanocircuit includes superconducting elements (a few ex-
amples of Gr(a) will be presented in the next sections).
The self energy Σ<(ω) has a matrix structure similar
to Gr(a), and it involves Fermi occupation factors of the
fermionic reservoirs. The tunnel rates to the reservoirs
affect the values of both Gr(a) and Σ<(ω), as we will see
in various examples in the next sections. One advantage
of the Keldysh approach is that it is very general. It can
be used to describe the presence of many different types
of reservoirs, such as normal metals, superconductors or
ferromagnets, with possibly finite bias voltages leading
to non-equilibrium transport effects. It also takes into
account properly internal hopping between neighboring
dots or sites, which leads to the internal transitions dis-
cussed in section IV. For instance, Appendix B shows
how to recover an expression of the charge susceptibility
of a closed non-interacting double quantum dot similar
to Eq.(58), by using Eq. (67). Other examples of use of
Eq.(67) are given in sections V B, V C and V E 3.
B. Effective admittance of a single quantum dot
with normal metal contacts
The simplest possible example of open quantum dot
circuit which can be coupled to a microwave cavity is
a single level quantum dot with a normal metal reser-
voir. This situation has been studied experimentally with
carbon-nanotube quantum dots37,54. It is possible to con-
trol electrically the energy detuning εd between the dot
level and the Fermi energy of the reservoir (see Fig. 13a).
The signals ∆ϕ and ∆A were measured as a function of
εd for several dot levels with a different tunnel rate ΓN
between the dot and the normal metal reservoir (see Fig-
21
ure 13, bottom panels, which represents the opposites of
∆A and ∆ϕ). For ω0  ΓN , the ∆A signal is very small
while ∆ϕ is always negative with a minimum at εd = 0
(see Fig.13A). For ω0  ΓN , ∆A seems globally larger
but negative in any case, whereas ∆ϕ changes sign and
becomes positive around εd = 0 (see Fig.13C).
To understand this behavior, one can model the device
with Hamiltonian (28) with
Hˆt0 = εdcˆ
†
dσ cˆdσ +
∑
k,σ
(
tcˆ†kσ cˆdσ + t
∗cˆ†dσ cˆkσ
)
(70)
and
hˆint = gcˆ
†
dσ cˆdσ. (71)
Above, t is the tunnel hopping parameter between the
dot and the reservoir, and g the coupling of the dot level
to cavity photons. The spin index is σ ∈ {↑, ↓}. The
tunnel rate between the dot and the reservoir can be ex-
pressed as ΓN = 2pi |t|2. One can use the non-interacting
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FIG. 13: (a) Scheme of a microwave cavity coupled to a single
quantum dot with a normal metal reservoir. (A), (B) and (C):
microwave response of the cavity versus the energy detuning
εd between the dot orbital and the Fermi level of the reservoir,
for various values of the tunnel rate ΓN to the reservoir. Note
that we represent the opposites of ∆A and ∆ϕ. The symboles
are data and the lines is the theory discussed in the main text
(b) Ratio θ0 corresponding to the theory curves in panels (A),
(B), and (C). Adapted from Ref.[37].
Keldysh formalism of section V A to calculate the charge
susceptibility Ξ(ω0) which corresponds to Eqs.(70) and
(71). Here, we define
Gr(ω) =
 Grcˆd↑,cˆ†d↑ Grcˆd↑,cˆ†d↓
Gr
cˆd↓,cˆ
†
d↑
Gr
cˆ†d↓,cˆ
c
d↓
 (72)
Equation (70) then gives
Gr(ω) = 1
ω − εd + iΓN 1ˇ (73)
and
Σˇ<(ω) = iΓNf(ω)1ˇ (74)
with f(ω) = 1/(1 + exp[ω/kBT ]) and 1ˇ the identity ma-
trix in spin space. In this diagonal case, it is possible to
reduce the number of Green’s function in expression (67)
by using the identity
Gr(ω)Gr(ω − ω0) = G
r(ω − ω0)− Gr(ω)
ω0
(75)
This leads to the result
Ξ(ω0) =
Gac(ω0)
iω0
(76)
with
Gac(ω0) = −ig2ΓN
∫ dω
2pi
Ga(ω−ω0)Gr(ω)(f(ω)−f(ω−ω0))
(77)
Since the current through the tunnel junction corre-
N(ω)fN(ω)
ω ω
ω
0
ω
fN(ω+ω0)-fN(ω)
εd
ω
0
FIG. 14: Plot of the Fermi factor fN (ω), the dot density of
states N(ω) = −Im[Gr(ω)]/pi dressed by tunneling to the
reservoir, and the fermi factor difference fN (ω)− fN (ω−ω0).
The cavity with frequency ω0 can induce the formation of
electron-hole pairs in N(ω) if the factor fN (ω)− fN (ω − ω0)
is finite.
sponds to the time derivative of the charge on the dot,
Gac(ω0) naturally corresponds to the admittance of the
dot. Interestingly, the interpretation of the expression
(77) is straightforward: Gac is due to the creation of elec-
tron hole pairs at energies ω and ω + ω0 respectively, in
the density of states (DOS) of the dot broadened by ΓN .
This creation is possible if the state at frequency ω + ω0
has a low occupation probability whereas the other state
at ω has a high occupation probability. This is taken into
account by the difference of fermi factors in Eq.(77) (see
Fig.14).
Using Eq.(76), it is possible to reproduce quantita-
tively, the data of Fig.13A, B, and C. In particular, the
sign change in ∆ω0 when ΓN decreases can be repro-
duced. Physically, for large tunnel rates ΓN  ω0, the
dot is able to absorb or emit electrons very quickly in
response to the modulation of its potential by the cav-
ity field. The dot thus behaves as an effective capaci-
tor. Considering the cavity as a (L,C) resonator in par-
allel with this effective capacitor, this gives ∆ω0 < 0.
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This behavior can be reproduced with a simple quasi-
static model. In the semiclassical and resonant limit with
ω0  ΓN , one has
〈
cˆ†dcˆd
〉
= nd + (∂nd/∂εd)a¯e
−iωRF t,
with nd is the average equilibrium value of cˆ
†
dcˆd for g = 0,
because the dot charge has the time to reach its equilib-
rium value at each time. Therefore, one has
Ξ(ω0  ΓN ) = g∂nd/∂εd (78)
Hence, from Eqs. (37) and (38), one gets a cavity fre-
quency shift ∆ω0 = g
2∂nd/∂εd < 0 which is minimum
for εd = 0, in full agreement with Fig. 13A. In contrast,
for small tunnel rates ΓN < ω0, there is a lagging effect
in the charge current because the charge of the dot can-
not follow instantaneously the level oscillation caused by
the cavity field. Hence, the dot has an inductive behav-
ior which naturally leads to ∆ω0 > 0 (see 13C). Note
that this capacitive to inductive cross-over has also been
observed in Ref.93.
The dissipative part of the cavity response in Fig.13
might seem less interesting since it displays no sign
change. However, many theoretical studies on the charge
relaxation resistance in single quantum dots reveal a sur-
prising universal charge relaxation resistance. This ef-
fect was first predicted by Markus Bu¨ttiker two decades
ago152,153 for a non-interacting quantum dot tunnel con-
tacted to a normal metal reservoir and capacitively cou-
pled to an ac voltage source with frequency ω0. In this
case, for low frequencies ω0  ΓN , the quantum dot cir-
cuit is expected to behave like a (R,C) circuit with a con-
stant resistance R, independently of the circuit parame-
ters. One can recover this result from Eq.(77). More pre-
cisely, in the limit ω0  ΓN , one finds that Gac(ω0) can
be written in the form Gac(ω0) = iω0C+RC
2ω20 + o(ω
3
0)
which corresponds to the expansion of the admittance of
a (R,C) circuit at low frequency with152,153
R =
pi
4
~
e2
(79)
independently of the circuit parameters εd and ΓN . From
Eqs. (37) and (38) and (76), for the device of Fig.13a, the
universality of the charge relaxation resistance is equiva-
lent to having a ratio
θ =
pi
4e2R
=
pi
2
ω0
g2
(∆ω0)
2
∆Λ0
(80)
equal to 1 for any value of εd. Remarkably, this implies
that the variations of (∆ω0)
2 and ∆Λ0 with εd should be
similar since θ and R should not depend on εd.
The value R = pi~/2e2 was experimentally confirmed
for a two dimensional electron gas structure subject to a
high magnetic field measured without a cavity, through
a direct ac conductance measurement146. In this case, a
similar phenomenology is expected, with Ξ divided by a
factor 2 and R multiplied by a factor 2 due to the lifting
of the spin degeneracy. However, the independence of R
from εd could not be checked in this experiment. The
data of Figs 13 are consistent with this behavior since
they can be fitted by the Eqs.(39), (67) and (73)-(77) (see
full lines), which give Eq.(79) in the limit ω0  ΓN . Fig-
ure 13b shows the values of θ calculated from this theory
at εd = 0 for the three resonances of the bottom panels.
This shows that a broad range of frequency regimes could
be addressed with this sample. The universality of R is
expected in the gray area of Fig.13b where ω0  ΓN . In
the pink area of Fig.13b, one expects R < 1. The ab-
solute value of R could not be measured in Ref.37, but
it was found that, in the pink area, the curves (∆ω0)
2
and ∆Λ0 versus εd show similar variations (see Ref.
37 for
details). The scaling of the (∆ω0)
2 and ∆Λ0 curves in
the gray area could not be studied accurately due to ex-
perimental noise. A further investigation of this regime
would be very interesting.
Surprisingly, the data of Fig.13 could be interpreted
with a non-interacting theory, although Coulomb block-
ade was visible in finite bias voltage measurements (not
shown). Hence, it would be interesting to understand to
which extent the universality of the charge relaxation re-
sistance is robust to interactions147–151. There is not yet
a full consensus on this question and the answer could de-
pend on the regime of parameter considered. Mesoscopic
QED experiments provide a new tool to study this ques-
tion.
C. Photon emission by a superconductor/quantum
dot interface
So far, we have discussed configurations in which the
nanocircuit embedded in the microwave cavity is not
voltage biased. However, the combination of the light-
matter interaction and the out-of equilibrium dynamics
in a voltage-biased nanocircuit can lead to unique fea-
tures. This is well illustrated by the case of a super-
conductor/quantum dot/ normal metal bijunction em-
bedded in a microwave cavity. Fig.15a shows the cavity
dissipative signal ∆A versus the gate voltage Vg of the
dot, which shifts the energy level εd, and versus the finite
bias voltage Vb applied to the normal metal contact. An
area with ∆A > 0 appears (see blue area in Fig.15a).
This suggests that the bijunction emits photons for some
regimes of parameters.
In order to understand this behavior, one can use again
expression (67). To take into account the presence of
superconducting correlations in the device, one can use
the dot Green’s function
Gˇr(a) =
 Gr(a)cˆd↑,cˆ†d↑ Gr(a)cˆd↑,cˆd↓
Gr(a)
cˆ†d↓,cˆ
†
d↑
Gr(a)
cˆ†d↓,cˆ
c
d↓
 (81)
where cˆ†dσ creates an electron with spin σ on the dot.
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One finds
Gˇr(ω) =
[
ω − εd + iΓN2 0
0 ω + εd + i
ΓN
2
]
(82)
+ i
ΓS
2
[
Gω Fω
Fω Gω
]
Above, ΓN(S) is the bare tunnel rate between the dot
and the normal(superconducting) reservoir. The pres-
ence of superconducting correlations in the supercon-
ducting reservoir is described by the functions Gω =
−i(ω + iΓn2 )/Dω, and Fω = i∆/Dω with Dω =√
∆2 − (ω + iΓn2 )2 and ∆ is the gap of the superconduc-
tor. The parameter Γn accounts for a broadening of the
BCS peaks in the DOS of the superconductor, which is
observed experimentally. In the absence of superconduc-
tivity (∆ = 0), one has Gω = 1 and Fω = 0 so that the
off-diagonal part of the Green’s function which describes
the presence of superconducting correlations in the dot
vanishes.
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FIG. 15: (a) Microwave transmission amplitude measured for
a cavity coupled to a superconductor/quantum dot/normal
metal bijonction. The white shade corresponds to the refer-
ence amplitude A0 = 6.1 mV and the blue and red shades to
∆A > 0 and ∆A < 0 respectively (b) Similar quantity, calcu-
lated with the Keldysh approach (see text). Bottom panels:
Scheme of the bijonction in different configurations: in (1),
the dot level is resonant with the Fermi level of the normal
metal, in (2), the dot level is resonant with a BCS peak of
the superconductor, and in (3), the dot level has an energy
higher than a BCS peak by ω0, which enables photo-assisted
tunneling. Adapted from Ref.[37].
The self-energy Σˇ<(ω) corresponding to Eq.(82) is
given in Ref.37. Using the above theory, Equation (67)
gives the results of Fig.15b, which reproduce closely the
data of Fig.15a. The line marked with the circle (1) cor-
responds to a resonance between the dot orbital and the
Fermi level in the normal metal, whereas the circle (2)
corresponds to a resonance between the dot level and a
BCS peak in the superconducting reservoir. The ∆A > 0
effect is due to inelastic tunneling from the dot level to
one BCS peak, which triggers the emission of a cavity
photon, as represented in Fig.15.3
It is interesting to evaluate the performance of the de-
vice of Fig.15 as a photon emitter. In order to evaluate
the emission rate Γe of photons in the cavity by the quan-
tum dot circuit, one needs to calculate the time evolution
of the average number of cavity photons
〈
aˆ†aˆ
〉
= |a¯|2. By
combining Eqs.(31), (32) and the top left Eq. of Fig.(5),
one gets
∂ |a¯|2
∂t
= Γe − 2Λ0 |a¯|2 −
√
2ΛL (a¯b
∗
in + b
∗
ina¯) (83)
with
Γe = ig
(〈
cˆ†d↑cˆd↑
〉
+
〈
cˆ†d↓cˆd↓
〉)
(a¯e−iωRF t − a¯∗eiωRF t)
(84)
the emission rate of photons inside the cavity by the
nanocircuit. This rate can be simplified by eliminat-
ing fast oscillating terms which do not contribute sig-
nificantly to photon emission. Using the linear response
expression∑
σ
〈
cˆ†dσ cˆdσ
〉
(t) = Ξ(ωRF )a¯e
−iωRF t + Ξ(−ωRF )a¯∗eiωRF t
(85)
with Ξ(−ωRF ) = Ξ(ωRF )∗, we get
Γe = 2 Im[Ξ(ωRF )]) |a¯|2 (86)
From Eq.(38) and (42), this can be expressed in terms of
the experimental signals as:
Γe = 2
∆AΛ0
A0
〈nˆ〉 (87)
The data of Fig.15 were measured with an average photon
number
〈
aˆ†aˆ
〉 ∼ 120 in the cavity. The calibration of the
experiment also gives Λ0 ∼ 2pi × 0.26 MHz and A0 ∼
6.1 mV. The area with ∆A > 0 in Fig.15 corresponds
to ∆A/A0 ' 0.03. From Eq.(87), this gives Γe ∼ 2pi ×
2MHz, which corresponds to an inelastic current of the
order of 0.3 pA. This current was not detectable in the
experiment because of current noise.
D. Voltage-biased double quantum dot in a cavity
1. Probing out-of-equilibrium double dot populations with a
microwave cavity
From Eq.(58), current transport in the double dot can
modify the cavity signals by modifying the populations
n− and n+ of the bonding and antibonding states. The
transport configuration can be tuned electrically through
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the double dot gate voltages V Lg and V
R
g and source-
drain bias voltage Vb. Figure 16 presents results obtained
with a carbon nanotube double quantum dot with a finite
Coulomb interaction36. As observed usually, the current
I through the double dot is finite only inside some trian-
gles in the V Lg −V Rg plane where the bonding or antibond-
ing states are inside the transport window opened by the
source-drain voltage Vb (Fig.16a). The cavity signal ∆ϕ
is maximum along the line ε = 0 where ωDQD − ω0 is
minimum (Figs.16b), and it takes a different value along
the transport triangles, because the populations of n−
or n+ are modified by transport. In Fig.16c, this be-
havior is well reproduced by using Eq.(58), with n− and
n+ calculated with a master equation approach at lowest
order in the light matter coupling (gt = 0) (see details
in Ref.36). In the regime ΓL(R)  kbT , this approach is
sufficient to take into account Coulomb blockade, which
essentially affects the structure of the nanocircuit state
space and tunnel rates. The inclusion of Coulomb in-
teractions in the Keldysh formalism is a more complex
task154. Note that however, in the non-interacting case,
the Keldysh approach also reproduces well the fact that
∆ϕ is affected by current transport through a modifica-
tion of n− − n+ (see Appendix VIII). Remarkably, the
dc current through the double dot and the cavity sig-
nals are qualitatively different, since the cavity signals
directly probe n− − n+ whereas the current I is a more
complex combination of n−, n+ and the double dot pa-
rameters. Therefore, the simultaneous study of the two
signals can again enable a more accurate characterization
of the double dot parameters.
2. Photon emission below the lasing threshold
The splitting between the bonding and antibonding
states of the double dot can become resonant with the
cavity if ε is tuned properly. In this regime, it is pos-
sible to obtain photon emission due to the dc voltage
bias. This phenomenon has been investigated in two
dimensional electron gas structures and semiconducting
nanowires38,39. In Ref.38, the number P of photons emit-
ted by the cavity per unit time was measured as a func-
tion of the double dot detuning ε for a constant inter-
dot detuning t (see Figure 17a). For 2t > ω0, two reso-
nances appear in P , for orbital detunings ε = ±ε0 with
ε0 =
√
ω20 − 4t2. The resonance for ε < 0 is less pro-
nounced than the resonance for ε > 0 because it requires
that the electrons tunnel from the left reservoir to an an-
tibonding state which has little extension on the left dot
(see Figure 17.1). Figure 17b shows the measured value
of ε0 versus t, which can be tuned with gate voltages in
two dimensional electron gas structures. As expected, ε0
vanishes for 2t > ω0, because it is not possible to sat-
isfy the resonant condition ωDQD = ω0 in this case. In
this limit, the cavity shows a single resonance centered
on ε = 0 (not shown). The light/matter coupling in
this experiment can be estimated from the parameters
ε Vb
V
g
L V
g
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FIG. 16: (a) dc current through a carbon-nanotube double
quantum dot versus the gate voltages V Lg and V
R
g for a finite
bias voltage Vb = 250µV. (b) Corresponding cavity signal ∆ϕ
(c) Theoretical predictions for ∆ϕ, obtained with Eq.(58) and
a master equation calculation of n+ and n− at zeroth order
in gt. Adapted from Ref.[
36].
g/2pi = 11 MHz, Γ∗2/2pi = 250 MHz and Λ0 = 1.7 MHz,
which corresponds to Qe−ph = 0.068 and Ce−ph = 0.29.
The data were interpreted with a master equation ap-
proach similar to the one of Ref.36 (see section V D 1). In
the out-of-equilibrium regime, the rate of photon emis-
sion in the cavity by the double dot is Γe ∼ 2pi×0.3 MHz.
This number is similar to the performances obtained with
the normal metal/dot/superconductor bijunction of sec-
tion V C.
3. Photon emission above the lasing threshold
In principle, when a double dot with Γ∗ϕ  Γ1 is res-
onant with a cavity (ωij = ω0), it is possible to ob-
tain a lasing effect, which corresponds to an emission
of a coherent microwave radiation by the double dot, if
Ce−ph & 1/2155–162. When Ce−ph < 1/2 , it is possible to
reach the lasing regime by coupling several double quan-
tum dots to the cavity. This was recently realized with
two double dots made in InAs nanowires40,41. Figure 18
shows the in-phase and quadrature phase components I
and Q of the output field of the cavity, measured when
only one of the dots fulfills ωDQD = ω0 (panel (b)) or
when the two dots satisfy ωDQD = ω0 (panel (c)). In
the first case, the cavity photons show a thermal dis-
tribution, because the device is below the lasing thresh-
old. In the second case, the ”ring” in the tomography
reveals a coherent photonic emission, because the device
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FIG. 17: Top panels: Scheme of a double dot subject to
a finite bias voltage Vb, with a negative orbital detuning
(ε < 0, panel (1)) or a positive orbital detuning (ε > 0,
panel (2)). Bottom panels: measurements performed with
a GaAs/AlGaAs heterostructure. (a) Number of photons P
emitted by the cavity per unit time versus the orbital detun-
ing ε. The dotted lines corresponds to the situations depicted
in panels (1) and (2). (b) Resonant detuning ε0 measured
for different values of interdot coupling t. The dots/squares
are data points and the full lines a theory based on a master
equation approach. Adapted from Ref.[38].
is above the lasing threshold. An average photon num-
ber in the cavity
〈
aˆ†aˆ
〉 ' 8000 is estimated in this last
case. The rate of photon emission by the double dot can
be estimated as Γe ' 〈nˆ〉ω0/2Q0 = 10 GHz, which is
significantly larger than in Refs.37,38. Charge noise lim-
its the maser linewidth. However, a linewidth narrowing
by more than a factor of 10 can be obtained by using
a microwave input tone that stabilizes the frequency of
laser emission by triggering stimulated emission41. This
technique is known as injection locking in the field of con-
ventional lasers163. Note that in the lasing regime, the
linear theory of section III B fails. We refer interested
readers to Ref.165 for a simple theoretical description of
this limit. Interestingly, there is a close analogy between
the lasing effect produced in a microwave cavity by an
out-of-equilibrium quantum dot, and the one obtained
with a Josephson superconducting transistor with a finite
voltage bias166. In this second case, the lasing transition
corresponds to a change in the number of Cooper pairs
inside a superconducting island. In Ref.166, a photon
emission rate inside the cavity Γe ' 2 GHz has been ob-
tained, which is comparable to the performance of Ref.41.
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FIG. 18: (a): Scheme of a microwave cavity coupled to two
double quantum dots (b) Measured I-Q tomography of a cav-
ity output field, in the presence of two InAs nanowire double
dots, when one double dot is resonant with the cavity an the
other off resonant (b) Measured I-Q tomography of the cavity
output field when the two double dots are resonant with the
cavity. Adapted from Ref.[40].
E. Characterizing exotic condensed matter systems
with a microwave cavity
In the previous sections, we have considered relatively
simple situations with nanocircuits made out of only
one or two dots and fermionic reservoirs, in the non-
interacting regime or in the Coulomb blockade regime.
However, this section shows that the use of more com-
plex circuits with possibly many body correlations en-
ables one to study non-trivial quantum transport effects
or condensed matter problems in a new way. Cavity pho-
tons appear as a new tool which can give qualitatively
different information on exotic excitations in a nanocir-
cuit, in comparison with traditional dc transport mea-
surements. With mesoscopic QED devices, it is possi-
ble to measure simultaneously dc currents through the
nanostructure and the microwave cavity response. The
joint study of these two non-equivalent signals is partic-
ularly informative as we will see below.
1. Kondo quantum dots
The Kondo effect was observed experimentally since
the 30’s [see for instance Ref.167]. Although the resis-
tivity of bulk metals is expected to decrease with tem-
perature, for some metals containing a small amount of
magnetic impurities an increase was observed below the
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Kondo temperature TK . Thirty years later, Kondo sug-
gested that this behavior is due to spin-flip scattering
processes between the itinerant electrons of the metal and
the magnetic impurities168. These processes give birth to
a Kondo cloud which screens the spins of the impurities
and reduces the conductivity of the metal.
More recently, it was shown that quantum dots can
also be used to study the Kondo effect if they are sub-
ject to a strong Coulomb interaction169–171. In this case,
the spin-flip scattering processes give rise to an increase
of the dot zero-bias conductance. This effect depends
on the value of the charging energy U to add a second
electron in a dot level. If U is large and that the dot
orbital energy εd fulfills −U < εd < 0 , there can only be
a single electron in the dot orbital, whose electronic spin
simulates a local magnetic impurity. Then, if the dot
is coupled to normal metal contacts with a high enough
tunnel rate ΓN , the local spin in the dot can fluctuate
due to even order tunnel processes, which change the dot
spin but not its charge. These processes involve inter-
mediate virtual dot states with a different charge (dot
orbital empty or doubly occupied), which are energeti-
cally forbidden but quantum mechanically allowed for a
very short amount of time ∼ ~/U . Therefore, the Kondo
effect should remain transparent to a microwave cavity
which is only sensitive to charge fluctuations at frequen-
cies ω . ω0. Importantly, this test requires that the
cavity is mainly coupled to the dot level so that the cav-
ity signals are set by the dot charge susceptibility. On
the contrary, if the cavity modulates asymmetrically the
potentials of the source and drain reservoirs, the cavity
signals can reveal resonances similar to the Kondo con-
ductance peak, as found experimentally in Refs.54,172
The charge susceptibility of a Kondo dot has been
studied recently in a carbon nanotube quantum dot
which is coupled to the cavity through the dot energy
level only173. Both the Kondo regime and the Coulomb
blockade regime have been studied with the same sample.
In the Coulomb blockade regime, the conductance peaks
through the dot are also visible in the cavity signals be-
cause they correspond to real charge fluctuations which
are visible by cavity photons. However, in the Kondo
regime, the low energy Kondo peaks are visible in the
dot conductance but not in the cavity signals. Hence,
the Kondo effect corresponds to conduction through es-
sentially frozen charges in the dot (for a detector with
a frequency cutoff ω0  TK). This illustrates the de-
coupling of the spin and charge dynamics in the Kondo
effect.
2. The Cooper pair splitter
The spatial separation of spin-entangled electrons from
a Cooper pair is an interesting goal in the context of
quantum computation and communication. In principle,
a Cooper pair beam splitter (CPS) connected to a cen-
tral superconducting contact and two outer normal metal
(N) contacts could facilitate this process10. The spatial
splitting of Cooper pairs has been demonstrated experi-
mentally from an analysis of the CPS average currents,
current noise, and current cross-correlations, in devices
made out of a carbon nanotube174–179 or a semiconduct-
ing InAs quantum wire180. However, new tools appear
to be necessary to investigate further the Cooper pair
splitting dynamics, and in particular its coherence, which
has not been demonstrated experimentally so far in the
N/dot/S/dot/N geometry. This coherence has two inti-
mately related aspects: the coherence of Cooper pair in-
jection and the conservation of spin entanglement. The
first aspect is due to the fact that Cooper pair injec-
tion into the CPS is a coherent crossed Andreev process,
which produces a coherent coupling between the initial
and final states of the Cooper pair in the superconducting
contact and the double dot. In this context, coupling the
CPS to a microwave cavity would be very interesting be-
cause it would enable one to perform the spectroscopy of
the CPS and identify anticrossings in the CPS spectrum,
which are due to the coherence of the injection process43.
Detecting the conservation of spin entanglement repre-
sents an even greater challenge. In principle, microwaves
couple to transitions between the states of the CPS with
matrix elements which keep signatures of the coherent
superposition of spins states displayed by a singlet state.
Therefore, a microwave cavity could help to characterize
split singlet states42. Interestingly, a supercurrent was
recently observed in Josephson junction made out of two
self-assembled quantum dots coupled in parallel to two
superconducting contacts181. The observation of a su-
percurrent necessarily implies a non-dissipative and thus
coherent pair injection process. However, even in this
case, the use of a microwave cavity would be very in-
teresting to characterize further the device, i.e. perform
its spectroscopy and check whether the coherent Cooper
pair injection really goes together with a spin-entangled
double dot state.
3. Majorana nanocircuits
Majorana quasiparticles are among the most intrigu-
ing excitations predicted in condensed matter physics182.
By definition, the creation operator m† of a Majorana
quasiparticle is self adjoint, i.e. m† = m. This prop-
erty offers possibilities of non-abelian statistics183 and
topologically protected quantum computation184 in con-
densed matter systems. It has been found that differ-
ent types of hybrid electronic circuits could enclose Ma-
jorana quasiparticles. In particular, hybrid structures
combining a semiconducting nanowire in contact with
a superconductor raise a lot of attention185–191. It has
been predicted that in some situations, a single pair of
overlapping Majorana bound states (mˆL, mˆR) could ap-
pear inside a semiconducting nanowire, with an overlap
which can be switched off with an external magnetic field
or a gate voltage, in order to obtain two isolated Majo-
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FIG. 19: (a) Energetic scheme of a Majorana nanowire cou-
pled to a microwave cavity. The energy levels in the Majo-
rana nanowire (green and pink lines) are coupled to a super-
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an energy splitting 2ε (b) Calculated density of states in the
nanowire (c) Calculated microwave response of the cavity cou-
pled to the nanowire (d) Schemes of the processes contributing
to the resonances highlighted with the dashed lines in panel
(c) (see main text). Adapted from Ref.[49].
rana bound states192,193. Recently, pairs of conductance
peaks with a splitting oscillating and decaying with the
magnetic field were observed, in striking agreement with
these predictions189,190. However, so far, mainly dc con-
ductance measurements have been used, which reveal es-
sentially the DOS of the nanowire. This gives only a very
indirect access to the property m† = m. A microwave
cavity could represent an interesting tool to test more
directly this property since the self-adjoint property af-
fects the structure of the light-matter coupling. Here, we
will mainly focus on the proposal of Ref.49, which con-
siders a nanowire contacted to a superconducting con-
tact and two normal metal tunnel probes (Figure 19a).
In practice, it is possible to measure simultaneously ∆Λ0
from the cavity response, and the DOS of the nanowire
by using the tunnel probes. The Keldysh theory was
used to calculate these two quantities, by using a coarse
grained description of the nanowire (see Eq.(67) and Fig-
ures 19b and c). To understand how a Majorana pair af-
fects physical signals it is convenient to reexpress the de-
gree of freedom associated to the Majorana pair by defin-
ing an ordinary fermion operator γˆ†1 = (mˆL − imˆR)/
√
2
which fulfills {γˆ†1, γˆ†1} = 1. At low energies, in the sub-
space spanned by γˆ†1, one gets the nanocircuit Hamilto-
nian (23) with Hˆ0 = εγˆ
†
1γˆ1 and hˆint = βγˆ
†
1γˆ1 (with the
conventions of Eqs.(64) and (65), one has ε = E1 and
β = M11). This means that the Majorana pair corre-
sponds to a fermionic state which can be split into two
fully independent parts for ε = 0. In the simplest situa-
tion, when the nanowire is driven to its topological phase,
ε tends to zero, by showing or not an oscillatory behavior,
depending on the length of the nanowire. The electron-
hole conjugated pair (γˆ†1, γˆ1) appears in the DOS of the
nanowire as a pair of resonances at ε and −ε (see Fig-
ure 19b). However, no transition should be visible in the
cavity signals at ω0 = 2ε because from Eq.(66), the cav-
ity photons cannot induce transitions between a pair of
electron-hole conjugated states (see Figure 19c). Never-
theless, the light-Majorana coupling has physical conse-
quences, since it can induce a step at ω0 = ε in the ∆Λ0
signal. This feature is due to photo-assisted tunneling
between the Majorana pair and the residual zero-energy
DOS in the imperfect superconducting reservoir. It can
be used to check that the low-energy doublet is well cou-
pled to cavity photons, so that the absence of a cavity
resonance at ω0 = 2ε is not due to β = 0. Then, the
simultaneous presence[absence] of the step at ω0 = ε[2ε]
would represent a good indication that the low energy
doublet in the nanowire results from the combination of
a non-degenerate electron-hole pair, which is a natural
precursor for a Majorana pair. Importantly, this infor-
mation cannot be directly obtained from the DC current.
Importantly, this protocol requires to measure simulta-
neously the cavity response and the dc current through
the tunnel probes. Although the spectroscopic measure-
ment described above is probably the most straightfor-
ward measurement to perform with a cavity, many other
effects are expected by combining Majorana fermions and
cavities. Hence, the direct electric coupling between Ma-
jorana bound states and cavity photons has raised a lot
of attention recently44–48. The indirect coupling of Ma-
jorana fermions to cavities through a superconducting
quantum bit also raises interest for quantum computa-
tion purposes194–203.
VI. CONCLUSION AND PERSPECTIVES
In this review, we have shown that a microwave cavity
represents a powerful tool to investigate the properties
and dynamics of electrons in a hybrid nanocircuit. In
the linear-coupling regime, the microwave cavity gives
an access to the charge susceptibility of the nanocircuit,
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which can be used to understand most Mesoscopic QED
experiments realized so far. First, many different types of
electronic degrees of freedom can be coupled coherently
or strongly to cavity photons. In particular, we have re-
viewed several promising experiments where cavity pho-
tons are strongly or coherently coupled to the charge30–32
or spin34 of a double dot or Andreev states35 in an atomic
contact. The investigation of the coherent dynamics of
these degrees of freedom now seems accessible35. Sec-
ond microwave cavities give a new access to the tunnel-
ing dynamics of electrons between a dot and fermionic
reservoirs. In equilibrium conditions, the charge relax-
ation dynamics caused by a fermionic reservoir can be
studied with a high sensitivity. A first experiment seems
consistent with a non-interacting theory which suggests
the universality of the charge relaxation resistance in the
adiabatic regime37. However, further study is required
in the interacting case where a rich phenomenology is
expected. In out-of equilibrium conditions, there exists
several means to obtain photon emission, by using in-
elastic tunneling between a quantum dot and a reservoir
with an energy-dependent DOS37, or by using inelastic
tunneling between two different quantum dots38–41. It
was possible to obtain the lasing emission of a coherent
photon field by coupling several voltage-biased double
dots to a microwave cavity40. Finally, Mesoscopic QED
represents a new tool to study exotic condensed matter
states, as shown by a recent experiment for a quantum
dot in the Kondo regime173. Recent theory proposals
also suggest to study split Cooper pairs42,43 and Majo-
rana bound states with a microwave cavity44–49.
One interesting feature of Mesoscopic QED is that
many geometries can be realized thanks to the versa-
tility of nanofabrication techniques. Furthermore, many
different experimental protocols are possible thanks to
the control on the nanocircuit dc bias and the microwave
supply and detection. Therefore many situations can be
investigated. There are many possible research directions
in continuation of the works mentioned in this review:
• Most of the experiments performed so far have been
realized with a large number of photons, i.e.
〈
aˆ†aˆ
〉
> 10,
such that a semiclassical description of the cavity re-
sponse is sufficient to understand the measurements.
The
〈
aˆ†aˆ
〉 ∼ 1 regime has been used very recently
for the study of the strong nanocircuit/cavity coupling,
in the stationnary regime where the cavity response
versus the excitation frequency shows a characteristic
splitting30–32. Many other quantum phenomena are ex-
pected for
〈
aˆ†aˆ
〉 ∼ 1, especially in the time domain, by
analogy with Circuit QED experiments with supercon-
ducting quantum bits, and beyond if quantum transport
to the reservoirs is involved. It is one of the main goals
of Mesoscopic QED to explore this possibility.
• The nonlinear regime, where multi-photon emission
or absorption by the nanocircuit is possible, is a partic-
ularly interesting regime162,224–226. This regime can be
obtained by increasing the amplitude of the cavity mi-
crowave drive or the intensity of the light/matter inter-
action.
• In this review, we have essentially discussed how
to use a microwave cavity to characterize the prop-
erties of a nanocircuit. One could also study how
to use a nanocircuit to prepare non-classical photonic
states other than the coherent field already obtained
through the lasing effect139. For instance, squeezed cav-
ity states can be prepared using a non-linear light/matter
interaction47,204. In this context, cavity state tomog-
raphy and photon statistics would represent important
quantities to explore205. So far, the cavity state tomog-
raphy was performed only in the presence of two double
quantum dots in the lasing regime40.
• Placing several nanocircuits in a microwave cav-
ity would enable one to study a large variety of ef-
fects which involve the interaction between nanocircuits
mediated by cavity photons206–210. First experiments
have already been realized with carbon nanotubes and
graphene54,100,125.
• One could go further in the hybridization of devices
by coupling both a quantum dot circuit and a supercon-
ducting quantum bit to a microwave cavity211,212. The
use of the superconducting quantum bit could for in-
stance give further access to the electronic dynamics in
the nanocircuit.
• Finally, it would be interesting to transpose Meso-
scopic QED to other types of cavities. First, one could
imagine to couple nanocircuits to teraherz cavities. This
would give a photonic access to other energy scales such
as the charging energy of a Coulomb blockaded quan-
tum dot. Second, the behavior of quantum dot circuits
coupled to optical cavities is discussed theoretically in
Refs.213–221. The fabrication of such devices is extremely
challenging, but this could reveal effects related to the
polarization of light. With the coplanar cavities consid-
ered in this review, these effects are irrelevant because
the microwave fields profile is set by the shape of the
microwave cavity.
To conclude, mesoscopic QED experiments open a new
avenue to investigate the light matter interaction under a
different perspective. Many research directions are pos-
sible for the future development of this field.
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VII. APPENDIX A: NANOCIRCUIT CHARGE
SUSCEPTIBILITY WITH THE KELDYSH
FORMALISM
In this appendix, we show how to predict the charge
dynamics of a generic nanocircuit which encloses a
nanoconductor, assuming that the coupling of the
nanocircuit reservoirs to the cavity electric field can be
disregarded. The nanoconductor can be decomposed into
N sites with an index n or m. For the sake of generality,
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we do not specify the Hamiltonian Hˆt0 of the nanocir-
cuit, which is expressed in terms of electronic creation
and annihilation operators c†nσ and cnσ for an electron
with spin σ in site n. In the semiclassical limit and in
the framework of the resonant approximation of section
III B 1, one can use an Hamiltonian ac excitation term
Hac(t) =
∑
n,σgnc
†
nσcnσa¯e
−iωRF t (88)
to account for the semiclassical drive of the nanocircuit
by cavity photons. In the Keldysh formalism, the dy-
namics of the nanocircuit can be described by using re-
tarded, advanced, and lesser Greens functionsGc(ω) with
(α ∈ {r, a,<})223. These Green’s function have a matrix
structure which encloses N ×N site subblocks Gnm,c(ω)
whose structure depends on the problem considered. For
instance, in the presence of superconductivity and a sin-
gle spin quantization axis, one can use Green’s functions
with the Nambu structure:
Gnm,α =
Gαcn↑,c†m↑ Gαcn↑,cm↓
Gα
c†n↓,c
†
m↑
Gα
c†n↓,c
c
m↓
 (89)
with
GrB,A(t) = −iθ(t) 〈{B(t), A(t = 0)}〉 (90)
GaB,A(t) = iθ(−t) 〈{B(t), A(t = 0)}〉 (91)
G<B,A(t) = i 〈B(t = 0)A(t)〉 (92)
Above, one must calculate the statistical average 〈〉 us-
ing the full time-dependent Hamiltonian Hˆt0 + Hac(t).
Since
〈
c†nσ(t)cnσ(t)
〉
= −iG<
cnσ,c
†
nσ
(t, t), one can obtain
the nanocircuit charge response by calculating G<(t, t).
Below, we perform this calculation at first order in a¯
in order to obtain the linear charge susceptibility of the
nanocircuit. The first order perturbation theory in a¯
gives
Gr(a)(t, t′) = Gr(a)(t, t′) (93)
+
∫
dt2Gr(a)(t, t2)Eˆac(t2)Gr(a)(t2, t′)
with
Eˆac(t) = a¯
∑
ngnτˆne
−iωRF t (94)
Above, Gr(a)(t, t′) is the Green’s function solution of the
problem for a¯ = 0. Examples of expressions of Gr(a) are
given in sections V B and V C. The matrix τˆn is a diagonal
matrix which corresponds to diag(gn,−gn) in the orbital
block (n, n) and is zero otherwise. The combination of
Eqs.(93) and (94) gives
Gr(a)(t, t′) =
∫ dω
2pi
e−iω(t−t
′) (95)
Gr(a)(ω)
(
1 + τˆGr(a)(ω − ωRF )e−iωRF t
)
From the Langreth theorem223 one has
G<(t, t′) =
∫∫
dt1dt2G
r(t, t1)Σ
<(t1, t2)G
a(t2, t
′) (96)
with
Σ<(t1, t2) =
∫ dω
2pi
e−iω
′(t1−t2)Σ<(ω) (97)
The lesser self energy Σ<(ω) of the discrete levels due
to the presence of the reservoirs can be expressed by fol-
lowing standard Keldysh rules (see e.g. section V B and
Ref.37 for examples). By combining Eqs.(93) and (96),
in the non-interacting case, one gets at first order in a¯:
G<(t, t) =
∫ dω
2pi
D(ω) (98)
+ a¯e−iωRF t
∑
n
∫ dω
2pi
Gr(ω)gnτˆnD(ω + ωRF )
+ a¯e−iωRF t
∑
n
∫ dω
2pi
D(ω)gnτˆnGa(ω + ωRF )
with
D(ω) = Gr(ω)Σ<(ω)Ga(ω) (99)
One can identify the charge susceptibility χnm(ω0) of site
n in response to an excitation at site m by comparing the
equation
Qn(t) = ieTr[τˆnG
<(t, t)]− e (100)
which is due to the definition of G< and the equation
Qn(t) = Q¯n − e
∑
ma¯gme
−iωRF t (χnm(ωRF )) (101)
which defines χnm, with Q¯n the average charge in dot
n. In Eq.(100), the −e term is due to the fact that the
Greens functions are defined in the Nambu space in the
particular case of Eq.(89). Using the cyclic invariance of
the trace, one finds
χnm(ωRF ) = −i
∫ dω
2pi
Tr[τˆnGr(ω + ωRF )τˆmD(ω)] (102)
− i∫ dω
2pi
Tr[τˆmGa(ω − ωRF )τˆnD(ω)]
This leads to Eq.(67) of the main text with Tˆ =
∑
ngnτˆn.
Note that a similar derivation can be performed without
using the Nambu space in the case of a problem without
superconductivity, or by using an extended Nambu space
if the nanocircuit includes non-homogeneous magnetic
fields which induce spin rotations (see Ref.49). In this
case, Eq.(67) still holds provided the matrix Tˆ is defined
consistently with the structure of the Green’s functions.
VIII. APPENDIX B: NON-INTERACTING
DOUBLE DOT WITH THE KELDYSH
NON-INTERACTING DESCRIPTION
In this appendix, we show in the simple example of a
non-interacting double quantum dot with two grounded
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normal metal reservoirs (see Fig.(7)) that the Keldysh
approach of section V A leads to a nanocircuit charge
susceptibility Ξ(ω) which can account simultaneously for
internal transitions inside a nanoconductor, and tunnel-
ing between the nanoconductor and fermionic reservoirs.
For simplicity, we disregard the spin degree of freedom.
The double dot Hamiltonian is
Hˆt0 = εLcˆ
†
LcˆL + εRcˆ
†
RcˆR + tcˆ
†
LcˆR + t
∗cˆ†RcˆL (103)
+
∑
α∈{L,R}εαk cˆ
†
αk cˆαk + tN
(
cˆ†αk cˆα + cˆ
†
αcˆαk
)
Above, c†α is the creation operator for an electron in the
dot α ∈ {L,R}. The operator cˆ†αk creates an electron in
the state k of the normal metal reservoir attached to dot
α. We note t the interdot hopping, and tN the tunnel
hopping constant between dot α and its reservoir. The
double dot Green’s function can be defined as
Gc =
GccL,c†L GccL,c†R
Gc
cR,c
†
L
Gc
cR,c
†
R
 (104)
Therefore, using the Keldysh description of
nanocircuits223, one gets from Eq. (103)
Gr(ω) =
[
ω − εL + iΓN2 t
t ω − εR − iΓN2
]−1
(105)
and
Σˇ<(ω) = iΓNf(ω)1ˇ (106)
with ΓN = 2pi |tN |2 and f(ω) = 1/(1 + exp[ω/kBT ]).
Then, Eq.(67) gives
Ξ(ω) =
∑
s
∫ +∞
−∞
dε(
2ΓNf(ε) (Ft,s(ω) + Fl,s(ω))
pi[
(
ε− Es)2 +
(
ΓN
2
)2)
]
(107)
with
E± =
1
2
[
εL + εR ±
√
(εL − εR)2 + 4t2
]
(108)
Ft,s(ω) = g
2
t (ε− E−s)(
ε− E−s)2 − (ω + iΓN2
)2 (109)
and
Fl,s(ω) =
g2l,s(ε− Es)(
ε− Es)2 − (ω + iΓN2
)2 (110)
Above, gt is defined by Eq.(53) of the main text and one
has
gl,s =
λL + λR
2
+ s
λL − λR
2
εL − εR
E+ − E− (111)
Equation (107) is similar to Eq.(15) of Ref.87, ob-
tained with a non-interacting diagrammatic approach.
An inspection of the double dot Hamiltonian in the
bonding/antibonding state basis reveals that gt corre-
sponds to the transverse coupling between the bond-
ing/antibonding transition and the cavity, whereas gl,+
and gl,− correspond to the lever arms for the modulation
of the bonding and antibonding energy levels by the cav-
ity electric field. The complex expression (107) can be
simplified in some particular limits to get a better phys-
ical insight. First, in the limit ω < ΓN  kBT  t, one
gets, from Eq.(107)
Ξ(ω = 0) ' −β
4
∑
s
(
g2l,s
cosh2[βEs2 ]
− 2g2t
f(E−)− f(E+)
∆c
)
(112)
Hence, the terms in gl,s describe a quantum capacitance
contribution which is due to the thermal equilibration
of the bonding and antibonding states with the reser-
voirs. The term in gt describes another quantum capac-
itance contribution which is due to a transfer of elec-
trons between the bonding and antibonding states of the
double dot. This last term is maximally visible when
the double dot has an occupation close to one electron,
i.e. f(E−) = 1 and f(E+) = 0. Second, in the limit
ω ' E+ − E− and 2t ΓN , one gets
Ξ(ω) = g2t
f(E−)− f(E+)
ω − E+ − E− (113)
which is similar to Eq.(58) of the main text, with p− =
f(E−) and p+ = f(E+). These values of p+ and p
stem from the fact that in the above lines, for simplic-
ity, we have assumed that the normal metal reservoirs
are grounded. Therefore, the population of the double
dot states is thermal. It would be possible to gener-
alize straightforwardly the above approach to the non-
equilibrium case by using a term Σˇ<(ω) which would de-
pend on the bias voltage. Note that in Ref.49 discussed
in section V E 3, it is also found that the charge suscep-
tibility Ξ(ω) for a Majorana nanowire accounts for both
tunneling to normal metal reservoirs (see Fig.19c, step
highlighted with magenta dots) and transitions internal
to the nanowire (see Fig.19c, resonance highlighted with
black dots).
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