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Casimir entropies due to quantum fluctuations in the interaction between electrical bodies can
often be negative, either caused by dissipation or by geometry. Although generally such entropies
vanish at zero temperature, consistent with the third law of thermodynamics (the Nernst heat
theorem), there is a region in the space of temperature and separation between the bodies where
negative entropy occurs, while positive interaction entropies arise for large distances or temperatures.
Systematic studies on this phenomenon in the Casimir-Polder interaction between a polarizable
nanoparticle or atom and a conducting plate in the dipole approximation have been given recently.
Since the total entropy should be positive according to the second law of thermodynamics, we
expect that the self-entropy of the bodies would be sufficiently positive as to overwhelm the negative
interaction entropy. This expectation, however, has not been explicitly verified. Here we compute
the self-entropy of an electromagnetic δ-function plate, which corresponds to a perfectly conducting
sheet in the strong coupling limit. The transverse electric contribution to the self-entropy is negative,
while the transverse magnetic contribution is larger and positive, so the total self-entropy is positive.
However, this self-entropy vanishes in the strong-coupling limit. In that case, it is the self-entropy
of the nanoparticle that is just sufficient to result in a nonnegative total entropy.
I. INTRODUCTION
Negative Casimir entropies were first encountered in modeling the electrical properties of a metal plate including
dissipation due to finite conductivity [1–3]. It was found that although the Nernst heat theorem is satisfied, in that
the entropy vanishes as the temperature approaches zero, signalling the existence of a single ground state, there was
an intermediate region of separation between two metal plates and of temperature in which the entropy was negative.
It was argued that this was of no serious concern, although perhaps surprising, because it is only the total entropy,
which includes the self-entropies of the two bodies and that of the environment, that must be positive.
Somewhat later, it was noticed that negative Casimir entropies also emerged geometrically even for dissipationless
materials. For example, negative entropy occurred in the interaction between polarizable atoms and conducting plates
[4]. The same phenomenon was observed between a perfectly conducting sphere and a perfectly conducting plane
[5, 6], and between two perfectly conducting spheres [7, 8]. The negative entropy phenomenon was dominated by the
dipole approximation, already in the single-scattering approximation, which led to systematic studies on the effect
for the Casimir-Polder interaction between an anisotropic polarizable atom or nanoparticle and a conducting plate,
or between two such nanoparticles [9–11]. The appearance of negative entropy was common, nearly ubiquitous, even
between perfect conductors, as shown in Fig. 1 taken from Ref. [12]. Here we see the interaction entropy between
a sphere and a plane, and between two identical spheres, calculated in the single-scattering dipole approximation.
When the separation distance Z times the temperature T is of order unity (in natural units), there is a region where
the entropy is negative. For the sphere-sphere case at room temperature, the entropy is most negative at a readily
measurable distance of a few µm. The behavior of the perfectly conducting sphere-plate entropy for small separations
is
Ssp(T ) ∼ −
4
15
(πaT )3, 4πZT ≪ 1, (1.1)
where a is the radius of the sphere.
Again, the supposition was that although this negative entropy region is surprising, it does not violate any funda-
mental physical principle, because it is compensated by larger effects, such as the entropy of the vacuum and that due
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FIG. 1: The entropy of interaction between a sphere and a plane (Sph-Pl) and between two spheres (Sph-Sph) normalized with
respect to the corresponding high-temperature values is displayed as a function of the product of distance Z and temperature T .
The entropy has been evaluated within the dipole and single-scattering approximation [12]. The inset shows the behavior of the
entropy for small TZ. We call the negative entropy region perturbative for the sphere-plane configuration and nonperturbative
for the sphere- sphere configuration.
to the bodies themselves. The purpose of this paper is to investigate the latter, which has many interesting features
in its own right. The self-energy of a body possesses many well-known divergences, as does the free energy of a body
at finite temperature, but the entropy should be finite and unambiguous. How this comes about is nontrivial and
certainly the sign cannot be ascertained a priori.
A model for a thin conducting plate, which we call an electromagnetic δ-function plate [13], is considered in Sec. II.
In the strong coupling limit, this corresponds to a perfectly conducting surface with zero skin depth. In Sec. III, we
investigate the strong and weak coupling limits of the entropy, which are analyzed in more detail in Sec. IV where we
calculate the transverse electric (TE) and transverse magnetic (TM) contributions separately. For this end, we adopt
a plasma model for the dispersive character of the coupling. Although it is not analytic at the origin, we obtain the
TE part of the free energy by expanding in powers of the coupling (weak coupling expansion). The entropy, unlike
the free energy, is finite and expressed in terms of an explicit function of the coupling divided by the temperature.
In contrast, for the TM part, the natural expansion is in inverse powers of the coupling (strong coupling expansion).
Again, a finite closed-form expression for the entropy emerges. The results are that the TE contribution to the entropy
(which corresponds to a scalar δ-function plate—a Dirichlet plate in strong coupling) is always negative, while the
TM contribution is always positive and larger than the magnitude of the TE part. The total self-entropy of the plate
is thus positive, except in the strong-coupling limit, where the sum of the two terms vanishes. The more realistic
Drude model for dispersion is then briefly discussed. Since the entropy of the plates vanishes in strong coupling, we
compute, in Sec. V, the self-entropies of a polarizable particle. When this is realized as a conducting sphere, the
negative entropy found in the interaction between a perfectly conducting sphere and a plane is exactly canceled. The
general problem of the entropy of an electromagnetic δ-function sphere will be treated in a subsequent publication.
Some concluding remarks are offered in Sec. VI. In this paper, we utilize a point-splitting regulation method, which is
illustrated in Appendix A by reconsidering the old problem [14] of the vacuum expectation value of the stress tensor
in empty Minkowski space.
We use natural units ~ = c = kB = 1, and Heaviside-Lorentz electromagnetic units except for the polarizabilities
which are in Guassian units.
3II. ELECTROMAGNETIC δ-FUNCTION PLATE
We start from the general expression for the free energy with the vacuum energy subtracted,
F = −
T
2
∞∑
m=−∞
Tr lnΓΓ−10 , (2.1)
where the trace is over spatial coordinates and internal variables (tensor indices). The trace depends on the imaginary
Matsubara frequency ζm = 2πmT . The Green’s dyadic Γ satisfies[
−
1
ω2m
∇×∇×−ε(iζm)
]
Γ = 1δ(r− r′), (2.2)
Γ0 is the free Green’s dyadic and ε is the permittivity tensor of the anisotropic medium. Indentifying the potential
V = ε− 1, the free energy is
F =
T
2
∞∑
m=−∞
Tr ln(1− Γ0V). (2.3)
Here, we consider an anisotropic δ-function plate, where
V = λδ(z) = diag(λ⊥, λ⊥, λz)δ(z). (2.4)
In Ref. [13] we showed that λz must be set equal to zero in accordance with Maxwell’s equations.
1 We, therefore,
write λ = λ⊥, which could be a function of the imaginary frequency ζ. In this approach all we need is the free Green’s
dyadic, written in this transverse description,
Γ0(r, r
′) =
∫
(dk⊥)
(2π)2
eik⊥·(r−r
′)⊥γ0, γ0 = (E+H)g0, g0(z, z
′) =
1
2κm
e−κm(z−z
′), (2.5)
where κm =
√
k2 + ζ2m, g0 is the free reduced Green’s function, while E and H are the polarization dyadic operators
for the TE and TM modes, respectively. Because V is a diagonal matrix in the transverse sector, the polarization
operators are effectively trivial. In the coordinate system where k⊥ lies along the x axis,
VE = −λδ(z)ζ2
(
0 0
0 1
)
, VH = λδ(z)
(
1 0
0 0
)
∂z∂z′ , (2.6)
which are orthogonal. Expanding the logarithm in the free energy (2.3), and regulating the divergent sum and integral
by point splitting in imaginary time and transverse space, as in several recent papers [17–19], yields the free energy
per unit area
F = −
T
4π
∞∑
m=−∞
eiζmτ
∫ ∞
0
dk k J0(kδ)
[
ln
2
2 + λκm
+ ln
2κm
2κm + λζ2m
]
, (2.7)
where the first term is the TM contribution and the second is the TE contribution. The structures appearing in the
logarithms are the TM and TE transmission coefficients, also expressible in terms of reflection coefficients,
tE =
1
1 + λζ2m/(2κm)
= 1 + rE , tH =
1
1 + λκm/2
= 1− rH . (2.8)
1 This has been disputed by Barton [15] and Bordag [16]. In our case, the value of the normal component of the coupling does not occur
in the expression for the free energy.
4III. ASYMPTOTIC COUPLING BEHAVIORS
A. Strong Coupling Limit
It is illuminating, as we shall see in the next Section, to examine the contributions of the TE and TM modes
separately. But the composite structure evidently possesses significant cancelations. So we first turn to strong
coupling, λ→∞, which represents a perfect conductor. In that limit the two logarithms in Eq. (2.7) combine to give
2 ln(2/λζm), that is, the κm dependence has cancelled out. Then, according to∫ ∞
0
dk k J0(kδ) = 0, δ 6= 0, (3.1)
the free energy vanishes, which is not true for the TE and TM modes individually.
In the strong coupling limit, the TE mode term involves the integral
I(ζm, δ) =
∫ ∞
0
dk k J0(kδ) lnκm =
d
dα
∫ ∞
0
dk k J0(kδ)(k
2 + ζ2m)
α/2
∣∣∣∣
α=0
= −
|ζm|
δ
K1(|ζm|δ). (3.2)
Of course, the integral given does not exist. However, the second integral does exist for α < −1/2, so we evaluate it
analytically there, differentiate with respect to α, and continue back to α = 0. The m = 0 term is to be understand
as a limit as ζm → 0. Alternatively, one gets the same result when integrating by parts, and omitting the divergent
surface term. This leads to the expression for the free energy in the strong-coupling limit
FTE =
T
2πδ
∞∑
m=0
′|ζm|K1(|ζm|δ), (3.3)
where the primed sum means the m = 0 term is counted with half weight.
We can evaluate this by using the Euler-Maclaurin sum formula around m = 1 (we can’t expand around m = 0
since the summand is singular there). If we let g(m) = zmK1(zm), where zm = ζmδ, the sum formula reads
∞∑
m=0
′g(m) =
1
2
g(0) +
1
2
g(1) +
∫ ∞
1
dmg(m)−
∞∑
q=1
B2q
(2q)!
g(2q−1)(1), (3.4)
where the Bn are Bernoulli numbers. The first three terms on the right side of Eq. (3.4) are obvious and the remainder
sum in the Euler-Maclaurin formula (3.4) is asymptotic, which is evaluated by Borel summation according to Ref. [20]
∞∑
q=2
B2q
(2q)!
(2q − 4)! =
1
2
[
1
36
−
ζ(3)
4π2
]
. (3.5)
When these components are added together, we get the free energy and entropy
FTE =
1
8πδ3
+
ζ(3)
4π
T 3, STE = −
3
4π
ζ(3)T 2 < 0. (3.6)
The TM strong-coupling entropy exactly cancels this according to Eq. (3.1), which is explicitly verified in Sec. IVB.
B. Weak Coupling Limit
In the weak coupling limit, λ→ 0, the free energy is approximated as
F =
T
4π
∞∑
m=−∞
∫ ∞
0
dk k J0(kδ)
λ
2
(
κm +
ζ2m
κm
)
, (3.7)
where we only keep the O(λ) terms of the combination of logarithms in Eq. (2.7). The integrals are easily carried
out, leaving us with a single frequency summation:
F = −
T
4πδ3
(
1− δ
d
dδ
− δ2
d2
dδ2
) ∞∑
m=0
′λ(iζm) cos(ζmτ)e
−ζmδ. (3.8)
5Here we recall that the coupling λ could well be a function of frequency. We will at this point assume such dependence
is absent (but see below) and temporarily set τ = 0, since the sum converges without a temporal cutoff. Then we
obtain the free energy per unit area F and entropy per unit area S
F = −λ
π2
45
T 4, S = −
∂F
∂T
= λ
4π2
45
T 3 > 0. (3.9)
According to the above procedure, the TE and TM contributions are
FTE = λ
T
4πδ
∞∑
m=0
′ζ2me
−ζmδ =
λ
4π2δ4
− λ
π2
60
T 4 +O(δ2), (3.10a)
FTM = −λ
T
4πδ3
∞∑
m=0
′(1 + δζm)e
−ζmδ = −
λ
4π2δ4
− λ
π2
180
T 4 +O(δ2). (3.10b)
Now each component possesses a divergent free energy, but the entropy in both cases is positive, and the sum of the
two modes yields the finite result (3.9).
It might seem more sensible to use something like a plasma or Drude model to describe the frequency dependence
of the coupling λ. Suppose λ = λ0/ζ
2
m, where λ0 is a constant. Then we get a different result for the weak-coupling
TE contribution,
FTE =
λ0T
8πδ
cothπTδ =
λ0
8π2δ2
+
λ0T
2
24
. (3.11)
This yields a negative contribution to the entropy. There is no weak-coupling expansion for the TM mode (and, as
we will see, not for the TE mode either) in the plasma model—see Sec. IVB below.
IV. FINITE COUPLING BEHAVIORS
A. Finite coupling–TE mode
Consider the free energy from the TE mode (which is the same as for a scalar field under the influence of a δ-function
potential) with the plasma model λ = λ0/ζ
2
m, where λ0 is constant. The Drude model differs from the plasma model
merely by the omission of the m = 0 mode from the Matsubara sum. According to Eq. (2.7) and the plasma model,
FTE is
FTE =
T
2π
∞∑
m=0
′ cos(ζmτ)
∫ ∞
0
dk k J0(kδ) ln
(
1 +
λ0
2κm
)
. (4.1)
We cannot expand in λ0, because the expansion is not valid at m = 0.
The m = 0 term in Eq. (4.1) is
FTEm=0 =
T
4πδ2
∫ ∞
0
dxxJ0(x) ln
(
1 +
λ0δ
2x
)
. (4.2)
When we integrate by parts, the surface term vanishes and we obtain an answer in terms of modified Bessel functions
and Struve functions. All we need is the small δ behavior:
FTEm=0 ∼
λ0T
8πδ
+
λ20T
32π
(
ln
λ0δ
4
+ γ −
1
2
)
, (4.3)
plus corrections which vanish as δ → 0.
We expand the remainder of Eq. (4.1) to second-order in λ0 (as an example):
FTEm 6=0 ≈
T
2π
∞∑
m=1
cos(ζmτ)
[
λ0
2δ
∫ ∞
0
dxxJ0(x)√
x2 + ζ2mδ
2
−
λ20
8
∫ ∞
0
dxxJ0(x)
x2 + ζ2mδ
2
]
. (4.4)
6The two integrals here give convergence factors for the remaining sum on m:∫ ∞
0
dxxJ0(x)√
x2 + ζ2mδ
2
= e−|ζm|δ,
∫ ∞
0
dxxJ0(x)
x2 + ζ2mδ
2
= K0(|ζm|δ). (4.5)
The order λ0 term is immediately evaluated in terms of a hyperbolic cotangent, expanded to read, when combined
with the corresponding m = 0 term from Eq. (4.3),
FTE(1) =
λ0
8π2
1
δ2 + τ2
+
λ0T
2
24
, (4.6)
a slight generalization of Eq. (3.11). Since it seems that only the spatial cutoff plays an essential role, we will henceforth
for simplicity set τ = 0. The second-order term in Eq. (4.4) is just a sum of Macdonald functions, which is evaluated
using the Euler-Maclaurin sum formula (3.4) and then Borel summation as before. Including the m = 0 term from
Eq. (4.3), the “second-order” term in the free energy is
FTE(2) = −
λ20
64πδ
+
λ20T
32π
(
ln
λ0
2T
−
1
2
)
. (4.7)
Evidently the free energy is not analytic near the origin in either λ0 or T .
An extension of this method allows us to get a closed form for the scalar or plasma-model TE free energy. Firstly
we integrate Eq. (4.1) by parts:
FTE =
λ0T
8πδ
∞∑
m=−∞
∫ ∞
0
dxx2 J1(x)
(x2 + ζ2mδ
2)(
√
x2 + ζ2mδ
2 + λδ/2)
. (4.8)
The m = 0 term is just that we found before, in Eq. (4.3). We expand the m 6= 0 terms in (4.8) in powers of λδ/2,
and for the coefficient of (λδ/2)n use the integral
∫ ∞
0
dxx2J1(x)
(x2 + y2)(n+3)/2
=
|y|(1−n)/2K(1−n)/2(|y|)
2(n+1)/2Γ
(
n+3
2
) , n > −3
2
. (4.9)
The first term (n = 0) in this expansion corresponds to the first-order term in Eq. (3.11), while the second term
(n = 1) gives the second-order term in Eq. (4.7). The term with n = 2 gives an explicit logarithm. The higher terms
are worked out again with the Euler-Maclaurin formula used for the sum on m. This allows us to evaluate for n > 2
for small ǫ
∞∑
m=1
(mǫ)(1−n)/2K(n−1)/2(mǫ) ∼ ǫ
1−n2(n−3)/2Γ
(
n− 1
2
)
ζ(n− 1), (4.10)
which gives
FTE =
λ0
8π2δ2
−
λ20
64πδ
+
λ0T
2
24
+
λ20T
32π
(
ln
λ0
2T
−
1
2
)
−
λ30
96π2
ln 2πTδ
+
λ0T
2
2
∞∑
n=3
(−1)n
(
λ0
4πT
)n
ζ(n− 1)
n2 − 1
. (4.11)
The sum on n here can be carried out in terms of the generalized or Hurwitz zeta function. Although the free energy
is divergent, what is of most interest is the finite self-entropy,
STE = −
∂
∂T
FTE =
λ20
16π
sTE(x), x =
λ0
4πT
, (4.12)
where we define a dimensionless entropy sTE(x). The two alternative forms for sTE are
sTE(x) =
1
2
−
1
6x
+
2x
3
−
lnx
2
−
3ζ(3)
4π2x2
−
3
x2
ζ(1,0)(−2, 1+x)+
4
x
ζ(1,0)(−1, 1+x)+
1
x
ζ(1,1)(−2, 1+x)−2ζ(1,1)(−1, 1+x),
(4.13a)
7FIG. 2: The dimensionless scalar entropy for a single δ-function plate, which is the same as the TE electromagnetic entropy in
the plasma model, shown as a solid black line, as a function of the temperature divided by the coupling strength. The dotted
blue line shows the strong-coupling, low-temperature limit, while the dashed red line depicts the behavior at high temperature
or weak coupling. The entropy satisfies the third law of thermodynamics, in that the entropy vanishes as the temperature goes
to zero, but it is, surprisingly, always negative.
sTE(x) = −
3
4
−
1
3x
+
2x
3
+
1
2
ln
x
2π
− 2 lnΓ(x)−
6
x2
ψ(−3)(x) +
6
x
ψ(−2)(x), (4.13b)
where ψ(n) are polygamma functions. It gives the correct limits for large x (strong coupling, low temperature)
x≫ 1 : sTE(x) ∼ −
3ζ(3)
4π2x2
+
1
45x3
−
1
315x5
+
1
525x7
− · · · , (4.14a)
and for small x (weak coupling, high temperature)
x≪ 1 : sTE(x) ∼ −
1
3x
+
3
4
−
1
2
ln 2πx+
2x
3
−
π2
24
x2 + · · · . (4.14b)
The limit in (4.14a) corresponds to the strong-coupling result (3.6), while the limit in (4.14b) corresponds to the
entropy derived from Eqs. (4.6) and (4.7). Figure 2 shows how the asymptotic limits are approached by the exact
entropy. Note that the Nernst heat theorem is satified, in that the entropy vanishes at zero temperature, but this
scalar entropy is always negative.
B. Finite Coupling–TM mode
In the TM case, instead of a weak-coupling expansion, we are naturally led to a strong-coupling one, again in
the plasma model. It is convenient to subtract off the leading logarithm term from the first term in Eq. (2.7), i.e.
FTM = F1 + F2, where, using Eq. (3.1),
F1 =
T
2π
∞∑
m=0
′ cos(ζmτ)
∫ ∞
0
dk k J0(kδ) ln
(
1 +
2ζ2m
λ0κm
)
, (4.15a)
F2 =
T
2π
∞∑
m=0
′ cos(ζmτ)
∫ ∞
0
dk k J0(kδ) lnκm. (4.15b)
For simplicity we set τ = 0 again. The integration in F2 is evaluated using Eq. (3.2). In fact, this term is the negative
of the strong-coupling limit for the TE mode, Eq. (3.6), so we write down without more ado
F2 = −
1
8πδ3
−
ζ(3)
4π
T 3. (4.16)
8F1 is the same as the TE free energy (4.1) but with the substitution λ0/2→ 2ζ
2
m/λ0. Thus, here we naturally have
a strong-coupling expansion. The first-order term in 1/λ0 is obtained, using Eq. (4.5), to be
F
(1)
1 =
1
π2λ0δ4
−
π2
15
T 4
λ0
. (4.17a)
The second-order term is slightly more complicated, requiring use of the Euler-Maclaurin formula (3.4) and Borel
summation; the result is
F
(2)
1 = −
9
4πλ20δ
5
−
12ζ(5)
πλ20
T 5. (4.17b)
The third-order term can again be done exactly, since it has only exponentials:
F
(3)
1 =
80
π2λ30δ
6
−
t6
378π2λ30
, (4.17c)
where we have now adopted a convenient abbreviation t = 2πT .
In general, we expand F1 in powers of 1/λ0 as
F1 =
T
2π
∞∑
m=1
∞∑
n=1
(−1)n+1
n
(
2ζ2m
λ0
)n ∫ ∞
0
dk k
J0(kδ)
κnm
, (4.18)
where the integral is evaluated according to∫ ∞
0
dkkJ0(kδ)
(k2 + ζ2m)
n/2
= δn−2
n(|ζm|δ)
1−n/2Kn/2−1(|ζm|δ)
2n/2Γ(1 + n/2)
, n >
1
2
. (4.19)
For a given n, we evaluate the m sum using the Euler-Maclaurin sum formula. In doing so, we encounter the finite
sum
−
1
n+ 3
+
1
2
+
∞∑
k=1
B2k
(2k)!
(−n− 4 + 2k)!
(−n− 3)!
= ζ(−n− 2), ζ(1 − 2k) = −
B2k
2k
. (4.20)
Thus, the nth term in the expansion of the free energy has the form
F
(n)
1 =
(−1)n−1
4π2δ3
(
4
λ0δ
)n Γ (n+ 12)Γ (n+32 )
Γ
(
n
2 + 1
) − t3
8π2
yn
Bn+3
n+ 3
(
1
n− 2
−
1
n
)
, n > 2, (4.21)
where y = 1/x = 2t/λ0. Note that the divergent part is independent of temperature, and hence does not contribute
to the entropy. (This expression agrees with the previous results (4.17) even for n = 2, where an appropriate limit
must be understood.) We calculate the asymptotic sum appearing for the finite part using Borel summation, namely,
∞∑
n=3
F
(n)
1f = −
t3
8π2
∫ y
0
du
u4
w(u)
(
y2
u2
− 1
)
, (4.22)
where
w(u) =
∫ ∞
0
dz
z
e−z
[
uz
euz − 1
−B0 −B1uz −
B2
2
(uz)2 −
B4
4!
(uz)4
]
=
u
120
(−60− 10u+ u3)− lnu− ψ(1/u). (4.23)
Here we have regarded the integrand as the analytic continuation of the Bernoulli series
∞∑
n=0
[Bn+6/(n+6)!](uz)
n. The
u integral in Eq. (4.22) can be carried out, with the explicit result, including the F2 and the n = 1 and n = 2 terms,
for the finite part of the TM free energy in terms of polygamma functions,
FTMf = −
t3
8π2
[
3
2π4x2
ζ(5) +
1
2π2
ζ(3)−
x
18
−
x2
8
−
16x3
225
+
2x3
15
lnx
+
24
x2
ψ(−5)(x)−
24
x
ψ(−4)(x) + 10ψ(−3)(x) − 2xψ(−2)(x)
]
. (4.24)
9FIG. 3: Semilog plot of the transverse magnetic entropy sTM as a function of y = 1/x = 4piT/λ0 for the plasma model. It is
compared with the leading asymptotic expansions for large and small x given in Eqs. (4.26), in the dotted and dashed lines,
respectively. The TM entropy is always positive, and overwhelms the negative TE entropy seen in Fig. 2 except for large x.
The divergent part of the free energy does not depend on T , so does not contribute to the entropy. The latter can be
written as
STM = −
∂FTM
∂T
=
λ20
16π
sTM, (4.25a)
where the dimensionless entropy is
sTM =
15ζ(5)
2π4x4
+
3ζ(3)
2π2x2
−
1
9x
−
1
8
−
2
15
x+2 lnΓ(x)+
120
x4
ψ(−5)(x)−
120
x3
ψ(−4)(x)+
54
x2
ψ(−3)(x)−
14
x
ψ(−2)(x). (4.25b)
The behavior of this function for small x (small coupling, high temperature) is
sTM ∼
15ζ(5)
2π4
1
x4
+
3ζ(3)
2π2
1
x2
−
1
9
1
x
+
1
8
−
2
15
x+O(x2), x≪ 1, (4.26a)
while the large x (large coupling, low temperature) expansion is
sTM ∼
3ζ(3)
4π2
1
x2
+
1
15
1
x3
+
15ζ(5)
4π4
1
x4
+
1
63
1
x5
+O(x−6), x≫ 1. (4.26b)
The similar appearance of the zeta functions in these two limits is remarkable. The entropy is plotted in Fig. 3. The
comparison between the total self-entropy, s = sTE + sTM, and its TE and TM components is given in Fig. 4. It is
clear that the latter dominates, and results in an everywhere positive entropy. The negative TE entropy contributes
equally to the TM entropy only for large x, where the entropy is very small. Therefore, the plasma model gives a
physically satisfactory result: an everywhere positive self-entropy, which tends to zero at zero temperature.
C. Drude model
The above discussion, consistent with the approach in Ref. [13], uses a plasma-model type description of dispersion
in the plate. However, were we to use the Drude model (which for metals is much more realistic) with the small
damping factor ν and λ = λ0/(ζ
2
m + νζm), the situation is more subtle. The affect on above calculations is only
substantial for the m = 0 contributions. For the TE mode part, it means that the term (4.3) would not be present,
which leads, even in order λ0, to a divergent (1/δ) contribution to the entropy. The TM m = 0 mode is still vanishing.
The resulting divergent contribution to the entropy appearing in the Drude model would be
SDdiv =
λ0
8πδ
+
λ20
32π
ln δ, T ≫ ν. (4.27)
The Nernst theorem, that the entropy vanishes as T → 0, is still satisfied, but there seems to be a problem for finite
temperature, in that the entropy is no longer finite. As in the situation with realistic metals, the Drude model, while
undoubtedly more physical, leads to some complications [21–23]. Investigations along these lines are continuing.
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FIG. 4: The total self-entropy s = sTE + sTM of a electromagnetic δ-function plate in the plasma model, plotted as a function
of x = λ0/(4piT ). Shown for comparison is the TM contribution (red, dashed line) and the TE contribution (black, dotted
line).
V. DISCUSSION
As expected, the electromagnetic self-entropy of a thin (δ-function) plate is positive, although the scalar or TE
contribution is negative. But the total self-entropy of a perfectly conducting plate vanishes, so this by itself cannot
resolve the negative interaction entropy encountered between a perfectly conducting plate and a perfectly conducting
sphere, discussed in the Introduction and displayed in Fig. 1. However, we also must consider the self-entropy of the
nanosphere. If we consistently regard the electric and magnetic polarizabilities, α and β respectively, of the sphere as
weak, Eq. (2.3) reduces, in the single-scattering approximation, to
Fb = −
T
2
∞∑
m=−∞
TrVbΓ0, Vb = 4πbδ(r), b = α, β, (5.1)
for an isotropic nanosphere at the origin. We can write the free (vacuum) Green’s dyadic as in Eq. (A13), which leads
immediately to the electric free energy
Fα =
Tα
R
∞∑
m=−∞
ζ2me
−|ζm|R
∣∣∣∣
R→0
. (5.2)
Here R is the spatial point-splitting quantity. The sum is written in terms of a hyperbolic cotangent, which is then
expanded for small R:
Fα =
2α
πR4
−
2α
15
π3T 4, (5.3)
and the magnetic free energy has the same expression with α→ β. Adding the electric and magnetic free energies for
a perfectly conducting sphere of radius a, where α = −2β = a3, we obtain for the entropy of such an object
Spcs =
4
15
(πaT )3. (5.4)
The result (5.4) was first derived by Balian and Duplantier [24]. The self-entropy of a conducting sphere is positive,
and precisely cancels the most negative value of the interaction entropy (1.1). So the entropy of the nanosphere-plate
system is always positive, being zero at zero separation.
More generally, if α 6= β, the sum of the self-entropy of the sphere and the interacion entropy of the sphere with
the plate is
S ≥
16π3
45
T 3(α + 2β). (5.5)
This will be positive if α + 2β > 0, so the perfectly conducting case is the limiting value to avoid negative entropy.
The Drude model, where β = 0, would be strictly positive.
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For the case of the interaction between two atoms, the situation seems even more clear-cut. In that case, for two
isotropic atoms separated by a short distance Z the interaction entropy is given by Ref. [9]
S =
(4πT )5
5040Z
[11(α1α2 + β1β2) + 5(α1β2 + α2β1)]. (5.6)
Isotropy has resulted in cancellation of the leading term in (4πZT ). Whatever the sign of this term, it always seems
much smaller in magnitude than the sum of the self-entropies of the nanoparticles. The size of the interaction entropy
relative to the self-entropy is
T 2
Z
α ∼ (Ta)2
a
Z
. (5.7)
Ta is typically a very small number: for a = 10−8 cm, at room temperature Ta ∼ 10−5. And a/Z is necessarily a
small number in order that the dipole approximation be valid.
VI. CONCLUSIONS
In this paper, we have calculated the self-entropy of a thin (δ-function) electromagnetic plate, with a general
dispersive coupling λ. We assume a plasma-like dispersion relation and examine the TE and TM mode in detail,
computing the free energy from a weak-coupling expansion in the first instance and a strong-coupling expansion in
the second. In each cases we get a closed form result for the entropy. The TE contribution to the entropy of the plate
is always negative while the TM is positive, and yields a positive total self-entropy. In strong coupling, the entropy
vanishes.
In order to understand how the entropy of the system composed on a polarizable nanoparticle interacting via
quantum fluctuations with a conducting plate, we must therefore consider the self-entropy of the nanoparticle itself.
At least for the case of a conducting sphere, the later is just sufficient to render the total entropy positive for all
separation distances.
One might have thought that this question is moot, because the entropy of empty space, discussed in Appendix. A,
of course overwhelms any small negative entropy between atoms or between atoms and surfaces. However, the latter
entropy is quite distinct from the system being studied, so it is gratifying that positive entropy emerges when the
system by itself is considered.
The observability of negative entropy might also be questioned: It is not easy to devise experimental signatures of
entropy, with, although physical, is primarily a theoretical construct. Perhaps what is more relevant is the slope of
the entropy, or the specific heat,
Cv = T
∂S
∂T
. (6.1)
So the signature of something unusual is nonmonotonicity of the entropy, which of course is exhibited in the interaction
between a nanosphere and a conducting plate. For further discussion of negative specific heats in this and related
contexts, see Refs. [25, 26].
Elsewhere we will investigate the self-entropy of a δ-function sphere to complete this self-entropy project. We
expect congruence with the results found here in the strong-coupling (perfectly conducting) limit. We also would
like to explore further the connection between negative entropy and Casimir repulsion [27], both of which involve
nonmonotonicity of the free energy. We hope experimental evidence for both of these phenomena may be soon
forthcoming.
Appendix A: Vacuum Stress Tensor
1. Lorentz Invariant Regularization
The scalar vacuum Green’s function, for Euclidean time, is
G0(R, tE − t
′
E) =
∫ ∞
−∞
dζ
2π
eiζ(t−t
′)E−|ζ|R
4πR
=
1
4π2
1
R2 + (t− t′)2E
, (A1)
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where R2 = (r − r′)2, tE − t
′
E = −i(t − t
′) and ζ is the imaginary frequency, ω = iζ. G0 is just the Euclidean 4D
Coulomb propagator,
G0(R) =
1
4π2R2
, R2 = R2 + (t− t′)2E = R
2 − (t− t′)2. (A2)
The stress tensor may be taken to be the canonical one, since the conformal term will not contribute2:
〈T µν〉 =
[
∂µ∂′ν −
1
2
gµν∂λ∂
′λ
]
1
4π2R2
. (A3)
After differentiation, we get a traceless result coinciding with that of Christensen’s [14]
〈T µν〉 =
1
2π2δ4
[
gµν − 4
δµδν
δ2
]
, δµ = (iτ,ρ), δ2 = δµδµ = ρ
2 + τ2, (A4)
by taking the coincidence limit r′ → r + ρ, t′ → t + iτ with splittings in time and space ρ, τ → 0. Note that the
energy density possesses the familiar time-splitting and space-splitting Weyl divergent form:
〈T 00〉 = −
1
2π2
ρ2 − 3τ2
(ρ2 + τ2)3
. (A5)
In general, the stress tensor (A4) is neither diagonal nor rotationally invariant, which seem unacceptable. Schwinger
[28] would have argued that in point splitting, you should average over all directions, so that
〈τρx〉 = 〈ρxρy〉 = 0, etc., and 〈ρ
2
x〉 = 〈ρ
2
y〉 = 〈ρ
2
z〉 =
1
3
ρ2, (A6)
and then the stress tensor becomes diagonal and has the form characteristic of radiation,
〈T µν〉 =
1
2π2
τ2 − ρ2/3
(τ2 + ρ2)3
(gµν + 4ηµην), ηµ = (1, 0, 0, 0). (A7)
This form, for τ splitting, is also given in Christensen [14]. This is still not Lorentz invariant, but it would be if
the cutoff is made 4D rotationally invariant, τ2 = ρ2/3, just like the spatial point splittings (A6). It is in this sense
that the regulated (consistent with required Lorentz symmetry) vacuum expectation value of the stress tensor is
zero, 〈T µν〉 = 0. We can turn this argument around and “understand” why there is the factor of −3 between the
time-splitting and space-splitting results for the Weyl divergent volume term (A5).
2. Finite Temperature
For T > 0 the Green’s function is expressed as a sum over Matsubara frequencies ζm = 2πmT ,
GT (R, t− t
′) = T
∞∑
m=−∞
eiζm(t−t
′)E−|ζm|R
4πR
=
T
8πR
{
cothπT [R− i(t− t′)E ] + cothπT [R+ i(t− t
′)E ]
}
, (A8)
which reduces to the zero-temperature Green’s function G0 as T → 0. We compute the energy density using Eq. (A3),
〈T 00〉T = −
πT 3
4R
coshπT (ρ+ iτ)
sinh3 πT (ρ+ iτ)
+ (τ → −τ)→ −
1
2π2
ρ2 − 3τ2
(ρ2 + τ2)3
+
π2T 4
30
, (A9)
where we have now taken the coincidence limit R → ρ, t − t′ → iτ with ρ, τ → 0. The correction to the zero-
temperature divergent term is one-half the usual Planck black-body radiation density.
From the thermodynamic relation ∂u∂T = T
∂s
∂T , we deduce the entropy density s and the free energy density f ,
s = −
∂f
∂T
=
4π2T 3
90
, f =
1
2π2
3τ2 − ρ2
(ρ2 + τ2)3
−
π2T 4
90
. (A10)
2 Note, we are working in Minkowski space; the time regulator is taken to be Euclidean, however.
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Other components of the vacuum expectation value of the stress tensor are easily deduced from the energy density
provided we again use the 3-dimensional averaging procedure. For example,
〈T11〉T =
1
2
(∂0∂′0 + ∂1∂
′
1 −∇⊥ ·∇
′
⊥)GT =
1
3
〈T 00〉T , (A11)
because the spatial derivatives average to − 13∇ ·∇
′. Then we deduce
〈T µν〉T =
[
1
2π2
τ2 − ρ2/3
(ρ2 + τ2)3
+
π2T 4
90
]
(gµν + 4ηµην). (A12)
3. Electromagnetic Vacuum Stress Tensor
The corresponding construction for the electromagnetic field proceeds in a very similar manner. In that case, the
free Green’s dyadic is
Γ0(r, r
′) = (∇∇− 1∇2)
e−|ζ|R
4πR
, R = r− r′, (A13)
so when the identification i〈E(r)E(r′)〉 = Γ0(r, r
′) is made, the point-split regulated energy density, for example, is
u =
∫
dζ
2π
eiζτ
1
2
Tr
(
Γ0 −
1
ζ2
∇× Γ0 ×
←−
∇
′
)
. (A14)
The electric and magnetic contributions are equal because
TrΓ0 = −Tr
1
ζ2
∇× Γ0 ×
←−
∇
′ = −
ζ2
2πR
e−|ζ|R. (A15)
The integral over ζ is easily worked out, with the result that
u = −
1
π2
ρ2 − 3τ2
(ρ2 + τ2)3
, (A16)
which is twice the scalar result (A5). Since the stress tensor is traceless, the other components of the vacuum
expectation value of the stress tensor must be twice the scalar result (A4) as well. The finite temperature form
must also be twice that given in Eq. (A12) because the differential operator appearing in the scalar energy density
construction is
∂0∂0′ −
1
2
∂λ∂
λ′ =
1
2
∂0∂0′ +
1
2
∇ ·∇
′ → −ζ2, (A17)
just the multiplier we see in the electromagnetic case. Indeed, this is borne out by explicit calculation.
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