In this paper we introduce and compare four different syntactic methods for generating sequent calculi for the main systems of modal logic: the multiple sequents method, the higher-arity sequents method, the tree-hypersequents method and the display method. More precisely we show how the first three methods can all be translated in the fourth one. This result sheds new light on these generalisations of the sequent calculus and raises issues that will be examined in the last section.
Introduction
Since the 1980s, research in proof theory for modal logic (and other non-classical logics) has led to the development of several generalisations of the original Gentzen calculus. These generalisations can be divided into two groups: in one group we have extensions of the sequent calculus that explicitly use semantic elements, such as variables ranging over possible worlds, while in the other group we have purely F. Poggiolesi (B) Vrije Universiteit Brussel, Brussel, Belgium e-mail: poggiolesi@gmail.com syntactic extensions of the sequent calculus. This is a first distinction that we can make. But we can also make another one. We can divide the generalisations of the classical sequent calculus for modal logic into those which have only been applied to one or two modal systems, e.g. the system S4 or the system S5, and those which, by contrast, generate calculi for a wide range of modal systems. In this paper we only take into account those generalisations that are purely syntactic and that concern a range of modal systems. We underline that this choice is not arbitrary, on the contrary it is well-motivated. Indeed we want to deal with good and strong Gentzen systems: therefore we rule out those calculi that use semantic elements, since we cannot really consider them to be proof-theoretical instruments (e.g. see Avron 1996) , and we concentrate on those that have been applied to several modal systems so that we can be sure of their efficacy and generality.
The starting point of each of the generalisations of the Gentzen calculus that we are going to take into account in this paper is a question that we can naturally ask concerning a classical sequent: is it possible to find a more abstract version of this kind of object? The answer is not only affirmative, but there are several ways of providing it. Here we only consider four of them:
-following Indrezejczak (1997) who has introduced the multiple sequent calculi, we can deal with more than just one type of consequence relation; -following Blamey and Humberstone (1991) who have introduced the higher-arity sequent calculi, we can deal with more than just one antecedent and one succedent; -following Kashima (1994) and Poggiolesi (2008) , who have introduced the treehypersequent calculi, we can deal with n different sequents a time arranged in such a way that we can simulate a tree-shape; -following Belnap (1982) and Wansing (1994) who have introduced the display calculi, we can deal with several meta-linguistic symbols.
Our goal in this paper is to show the relationships between these generalisations. More particularly we will show that multiple sequents, higher-arity sequents and treehypersequents can be simulated by display sequents. This fact reveals the great expressive power of the display method and raises issues that we shall examine in the last section. We conclude the introduction by emphasising that the problem of the relationships between different types of modal calculi has already been treated by, as far as we know, four other authors: Wansing (1998) who has shown how to simulate hypersequents by display sequents; Mints (1997) who, by contrast, has proved that we can plug indexed sequent calculi in display calculi; and, finally, Goré and Tiu (2007) who have shown that we can plug display calculi in the calculi of structures. Note that the calculus of structures (e.g. see Stewart and Stouppa 2005; Guglielmi 2007 ) is a generalisation of the sequent calculus rather different from the ones that we have presented above: it is not obtained by introducing a more abstract version of the notion of sequent, but by changing the structure of the sequent calculus itself. All these authors, Goré, Mints, Tiu and Wansing, have emphasised the importance of investigating the problem of the relationships between different types of modal calculi, since it serves to shed light on the advantages, the peculiarities and the proper workings of each proof method.
Display calculi
The term display logic is usually used to refer to a general proof theoretic schema introduced by Belnap (1982) (see also Belnap 1990 Belnap , 1996 . This schema has been fully exploited not only in the field of modal logic, where the work of Wansing (1994) (see also Wansing 1998 Wansing , 2002 stands out, but also in other fields such as substructural logics, (Goré 1998; Restall 1998) , or the one of subintuitionistic logic (Wansing 1997) . The basic idea of display logic is to start looking at the sequent arrow as a deducibility relation between finite possible complex data. In line with this interpretation, one does not work any more with finite multisets, or sets of formulas, as in the classical sequent calculus, but starts to deal with the so called Gentzen terms or structures, and adds new structural symbols that are applicable to such Gentzen terms or structures. Thanks to these innovations it becomes possible to simulate, in the framework of the sequent calculus, the most natural and desirable data-operations that we can think of: e.g. combining the data, transferring the data, moving it around.
Syntactic notation. Beyond the rightarrow symbol, we employ the following four new structural connectives: I : a nullary operation; •, * : unary operations;
•: a binary operation. Intuitively these structural connectives should be understood in the following way: the symbol I should be seen as the empty structure; the symbol • as the structure addition that replaces the comma and that should be read as a conjunction if situated on the left side of the sequent, while as a disjunction if situated on the right side of the sequent; the symbol * as the operator that shifts structures from one side to the other; the symbol • as the operator that marks the structure in its scope as intensional.
Given that the set of well-formed modal formulas is defined in the standard way, a structure in display logic is given by the rule:
Therefore every modal formula α is considered as a structure and the structural connectives are used to build up more complex structures in the obvious way. Display equivalence, display property and cut-elimination. Let us concentrate on the basic structural rules of the display calculi (see Fig. 2 ). These rules determine the simple and clear inferential behaviour of the four new structural connectives. For example the first two triplets of rules show how the two structural connectives • and * (the addition of data and their transfer, respectively) interact toge- ther. Notice that if two sequents are interderivable by means of the basic structural rules, then these sequents are said to be structurally equivalent.
One of the crucial features of display logic, by which it takes its name, is the display theorem, that, expressed informally, claims that any substructure of a given display sequent s may be displayed as the entire antecedent or succedent, respectively, of a structurally equivalent sequent s . More precisely the display theorem states that: If a logic satisfies the Display Theorem is said to satisfy the display property. As remarked by Wansing (1998, p. 36 ) the basic structural rules that we have given above suffice to prove the Display Theorem, but there exist other combinations of basic structural rules that guarantee the display property. Let us finally remark that the display theorem has an important technical significance: it allows an elegant and uniform proof of the cut-elimination theorem.
Logical and modal rules. The logical and modal rules of the display calculi (see Fig. 3 ) maintain the display property since the formula they introduce represents either the whole antecedent or the whole consequent of the sequent. We assume the symbols ¬, ∧ and 2 as primitive, the others can be defined as usual. Modularity. The axioms (see Fig. 1 ), the structural rules (see Fig. 1 ), the basic structural rules, the logical and modal rules compose the display calculus Dsk for the basic modal system K. In order to obtain the calculi for the other modal systems, we just add the appropriate special structural rule(s) (see Fig. 4 ). Indeed, as is evident from their names, each special structural rule corresponds to one of the modal axioms D, T, 4, B, 5, and reflects it at the proof-theoretical level. This correspondence takes the name of modularity and represents one of the attractive characteristics of display logic.
Two other properties of the display calculi. There are many results provable in the display framework. Here we quote just two that will prove useful later: (i) the axioms of the form α ⇒ α are admissible in the display calculi; (ii) the logical rules and the modal rule 2K can be proved to be invertible with the use of the cut-rule.
Multiple sequent calculi and display calculi
The multiple sequent calculi, introduced by Indrezejczak (1997) , are based on the idea, which seems to go back to Curry (1952) and Zeman (1973) , of dealing with two different types of consequence relation: the normal one (⇒) and the modal one (2⇒). Intuitively the difference between these two types of consequence relation can be explained in the following way: a classical sequent is said to be unsatisfiable if, simply, the antecedent is true and the consequent false. The same holds for modal sequents even if, in this case, we have to make reference to two different worlds of a Kripke model: the antecedent is true in one, and the consequent false in the other.
Syntactic notation. First of all we denote the standard modal language restricted to the connectives ¬, ∧, 2 with the notation L 2 {¬,∧,2} , and the set of wellformed formulas, defined in the usual way, with the notation WMF. Then let L 2 − be the language that extends L 2 {¬,∧,2} by adding the unary connective "−". Any α ∈ WMF may be prefixed with the symbol −. This symbol cannot be nested or iterated: things like − − α or α ∧ −(β ∨ −γ ) are not well-formed formulas. Let us therefore define the set of well-formed formulas WMF − of the language L 2 − in the following way: WMF − :=WMF {−α | α ∈ WMF}. Moreover we have: Multiple sequent. Given two WMF − multisets M and N , a modal sequent is an object of the following form:
In the calculi for the modal systems containing the axiom B, n = 0, 1, . . ., in the rest of the calculi n = 0, 1. Clearly if n = 0, then ⇒ is just a classical sequent and we will write as usual M ⇒ N . Notice that the modal sequent arrow 2⇒ n fails to represent a consequence relation because (in general) α 2⇒ n α does not hold.
Structural and shifting rules. We would like to point out two features of the the multiple sequent calculi. The first and more evident is the lack of a cut-rule (see Fig. 5 ). The second is the presence of shifting rules (see Fig. 6 ) that make use of the connective "−" and that shift, anagously to the basic structural rules of the display calculi, a formula α from one side of the sequent to the other, i.e., they do what in the classical sequent calculus is part of the "job" of the logical rules for the connective ¬ (and also of the logical rules for the connective →, if it is taken as primitive). The distinction between shifting rules and logical rules has been firstly introduced by Fitting (1983) in order to prove the interpolation theorem; here we use it to ensure that the logical rules can be applied to any type of sequent: the classical one (n = 0) and modal one (n > 0).
Logical and modal rules. The logical rules for the symbol ¬ and ∧ are straightforward adaptations of the classical rules to the multiple case (and this is the reason why we do not even state them explicitly). Notice only that: (i) they hold for any type of sequent: the classical one (n = 0) and the modal one (n > 0); (ii) in case of a two premises rule, the two premises should involve the same type of sequent. The modal rules are the following: Modularity. The axioms, the structural rules, the shifitng rules, the logical and modal rules compose the calculus Msk for the basic modal system K. In order to obtain the calculi for other modal systems, we just add the appropriate special structural rule(s) (see Fig. 7 ), as we have explained for the display calculi. Notice that in this case no rule corresponds to the axiom 5.
We now have all the necessary elements to show the first link between two kinds of modal calculi: we are going to prove that multiple sequents can be simulated by display sequents. In order to do this, we firstly define a translation δ from well-formed formulas and multisets of (well-formed) formulas of the language L 2 − to, respectively, well-formed formulas and structures of the language of display logic. We have:
Given the translation δ, we can define the translation τ in the following way:
We remark that, when n = 0, which is to say, when the sequent is classical, we have:
From now on we shall write the name of a calculus for the system K indexed by the symbol " * ," e.g. Dsk * , to denote any extension of that calculus with the special structural rules. We are now in a position to prove the following theorem. If M 2⇒ n N is an axiom, then its translation τ is an admissible axiom of the form α ⇒ α in display calculi.
If M 2⇒ n N has been inferred by one of the structural rules or one of the shifting rules or one of the logical rules for the connective ¬, then the procedure is straightforward.
If M 2⇒ n N has been inferred by the logical rule that introduces the symbol ∧ on the right side of the sequent (for the rule that introduces the symbol ∧ on the left side of the sequent the procedure is analogous but easier), then we have:
If M 2⇒ n N is of the form 2α, M 2⇒ 1 N and has been inferred by the rule 2A 1 , then we have:
If M 2 ⇒ n N is of the form 2α 2⇒ n N and has been inferred by the rule 2A 2 , then we have:
If M 2⇒ n N is of the form M 2⇒ n 2α and has been inferred by the rule 2K , then we have:
We finally analyze each of the cases in which M 2⇒ n N has been inferred by one of the special structural rules d, t, b, 4. We have:
Higher-arity sequent calculi and display calculi
The idea of increasing the arity of a sequent has been firstly introduced by Schroeter (1955) , and then further explored by Rousseau (1967) and Gottwald (1989) . This idea was born as a natural solution to the problem of the lack of a sequent calculus for the Lukasiewicz n-valued logics. Indeed if two-place sequents were adequate to formalise two truth-values logics, then n-place sequents would have been suitable for formalising n-valued logics. More precisely we have that a classical sequent M ⇒ N is true if, and only if, at least one of the M's is false or at least one of the N 's is true.
The n-valued sequent M 0 , M 1 , . . . , M n−1 for a n-valued logic is true if, and only if, there is a j ≤ n such that at least one of the M j 's has the value j. This intuition has been recently taken up and adapted to modal logic. In this case one considers 4-place sequents in which the "two new truth values" are the necessarily true and the possibly false; that is to say, the 4-place sequent M 0 , M 1 , M 2 , M 3 is true if, and only if, at least one of the M 0 is true or at least one of the M 1 is false or at least one of the M 2 is necessarily true or at least one of the M 3 is possibly false. Sato (1977) has been the first to apply the higher-arity sequent method to modal logic but he only obtained a calculus for the system S5. Blamey and Humberstone (1991) have constructed calculi with, first, 3-arity sequents, and, then, with 4-arity sequents, for the several systems of modal logic. Here we will refer to their work.
Higher-arity sequent. Given four WMF multisets M, N , S and T , a higherarity sequent is an object of the following form:
Obviously, if S = T = ∅, a higher-arity sequent becomes a classical sequent.
Classical and higher-arity structural rules. In the higher-arity calculi we have the classical structural rules of weakening and contraction, and the classical cut-rule, but also structural rules of a higher-arity type (see Fig. 8 ). These structural rules simply reproduce the operations of weakening, contraction and cut at the higher-level.
Logical and modal rules. The logical rules for the symbols ¬ and ∧ are straightforward adaptations of the classical rules to the higher-arity case. This means, more exhaustively, that even if the sequent might be a higher-arity sequent, the propositional rules act as in the classical case, e.g. the rules that introduces the symbol ∧ on the right side of the sequent, is: 
What we might call 'the correspondent of this rules for the higher-arity case,' i.e. the rule:
is an admissible rule. We do not have modal rules, but the following modal axioms:
Modularity. The axioms, the structural rules, the logical and modal rules compose the calculus Hsk for the basic modal system K. In order to obtain the calculi for the other modal systems, we just add the appropriate special structural rule(s) (see Fig. 9 ), as we have already explained for the display calculi. Notice that even in this case no rule corresponds to the axiom 5.
We now have all the necessary elements to show the second link between two kinds of modal calculi: we are going to prove that higher-arity sequents can be simulated by display sequents. We firstly define the translation τ in the following way:
where • T should be seen as an analogous of 2S: each formula belonging to T is preceded by the symbol • and linked to the others by the symbol •. Informally the translation τ can be explained in the following way: all the formulas of the higher-arity sequent are linked by the symbol •, except the ones belonging to the multiset S that becomes a conjunction of boxed formulas. Moreover each of the formulas belonging to the multiset T is preceded by the symbol •. Note that if T ≡ N ≡ ∅, then we have:
By contrast if S ≡ M ≡ ∅, then we have:
We are now in a position to prove the following theorem. 2
Theorem 4.1 Let R ⊆ {d, t} and M ⇒ S T N be any sequent of the calculi Hsk + R. Then every derivation of M ⇒ S T N in Hsk + R can be translated into a derivation of
Proof The proof is by induction on the derivation of the sequent M ⇒ T S N in Hsk + R. 3 If M ⇒ T S N is an axiom, then its translation τ is an admissible axiom of the form α ⇒ α in display calculi.
If M ⇒ T S N has been inferred by one of the classical or higher-arity rules of weakening, or by the classical rules of contraction, or by one of the logical rules for the connectives ¬ and ∧, then the procedure is straightforward.
If M ⇒ T S N has been inferred by the rule C n A (for the rule C n K the procedure is analogous but easier), then we have:
Note that in the second inference from the top, as well as in the fourth inference from the top, we are exploiting the fact that in display calculi logical rules are invertible; more precisely we are using the invertibility of the rule ∧A.
If M ⇒ T S N is of the form 2α ⇒ α ∅ ∅, i.e. it is the modal axiom (2A), then we have:
S N is of the form ∅ ⇒ ∅ α 2α, i.e. it is the modal axiom (2K ), then its translation τ is an admissible axiom of the form 2α ⇒ 2α in display calculi.
If M ⇒ T S N is of the form ∅ ⇒ α M ∅, and has been derived by the necessitation rule, i.e.
then we have a quite long proof to deal with and we develop it in the following several steps. Suppose that M ≡ γ 1 , . . . , γ n . Then if we apply the translation τ on the premise of the necessitation rule, we obtain γ 1 • · · · • γ n ⇒ α and then we can derive:
Let us then observe these n analogous proofs:
By applying the rule ∧K on the n premises
Then we can proceed in the following way:
Let us notice that what we have just proven is that the sequent (2M) ⇒ 2( M)
is derivable in display calculi. We can now apply a cut and reach our conclusion:
S N has been inferred by the rule Cut 2 α (for the rule Cut 1 α the procedure is analogous but easier), then we have:
We finally analyse the cases in which M ⇒ T S N has been inferred by one of the special structural rules d, t. We have:
Notice that we could use the sequent (2M) ⇒ 2( M), since we have already shown that it is a derivable sequent in display calculi.
Tree-hypersequent calculi and display calculi
The basic idea of the tree-hypersequent calculi is to reproduce in the framework of the sequent calculus the structure of the tree-frames of Kripke semantics. This is done by: (i) considering, as in the hypersequent case, n sequents at a time; (ii) introducing two new meta-linguistic symbols: the slash (/) and the semicolon (;). Given that the several sequents should be seen as worlds of a tree-frame of Kripke semantics, the slash should be understood as the accessibility relation of a tree-frame of Kripke semantics, e.g. if two sequents M ⇒ N and S ⇒ T are separated by a slash in the following way M ⇒ N /S ⇒ T , this should be read as: either the sequent M ⇒ N is true at a world x, or the sequent S ⇒ T is true at a world y such that x Ry. The semicolon, by contrast, serves to reproduce in the framework of the sequent calculus the fact that in a tree-frame of Kripke semantics n different worlds y 1 , . . . , y n can all be related, by the accessibility relation, to a world x. For example, if we have the structure M ⇒ N /S ⇒ T ; Z ⇒ W , this should be read as: either the sequent M ⇒ N is true at a world x, or the sequent S ⇒ T is true at a world y 1 such that x Ry 1 , or the sequent Z ⇒ W is true at a world y 2 such that x Ry 2 .
Tree-hypersequents were firstly introduced by Kashima (1994) (see also Hasuo and Kashima 2003; Ishigaki and Kikuchi 2007) with a different name and a different notation. Then they have successively been considered by Brunnler (2006) , who uses the same notation of Kashima and Poggiolesi (2008, 2009 ). Here we consider this last work.
Syntactic notation. We shall use , , …to denote sequents (SEQ), G, H , …to denote tree-hypersequents (THS), and X , Y , …to denote finite multisets of tree-hypersequents (MTHS).
Tree-hypersequent and its interpretation. The notion of treehypersequent is inductively defined in the following way:
Given this definition, we have that an example of a tree-hypersequent is an object of the following form:
The intended interpretation of a tree-hypersequent is:
In order to display the rules of the calculi, we will use the notation G[ * ] to refer to a tree-hypersequent G together with one hole [ * ], where the hole should be understood, metaphorically, as a zoom by means of which we can focus attention on a particular point, * , of G. Such an object becomes a real tree-hypersequent whenever the symbol * is appropriately replaced by (i) a sequent ; in this case we will write G[ ] to denote the tree-hypersequent G together with a specific occurrence of a sequent in it; or (ii) two sequents, / , one after another and separated by a slash; in this case we will write G[ / ] to denote the tree-hypersequent G together with a specific occurrence of a sequent immediately followed by a specific occurrence of a sequent ; or (iii) a tree-hypersequent H ; in this case we will write G[H ] to denote the tree-hypersequent G together with a specific occurrence of a tree-hypersequent H in it. We will also use the notation G[ ][ ] to denote the tree-hypersequent G together with a specific occurrence of a sequent and, successive to it (thinking the treehypersequent as a tree-frame, successive means that it is in the same branch but n worlds-sequents further on), a specific occurrence of the sequent .
Structural rules. A nice feature of the tree-hypersequent calculi is that it can be proved that all the structural rules are (height-preseving) admissible in them (Poggiolesi 2008) . The (height-preseving) admissible structural rules of the treehypersequent calculi are not only the well known rules of weakening and contraction, but there are also external structural rules, i.e. rules that operate on the structure of the tree-hypersequent. An example of an (height-preseving) admissible external structural rule is the rule of merge that has the form:
We also emphasise that a special structural rule corresponds to each special logical rule and it is admissible in those calculi where the correspondent special logical rule is present.
Logical and modal rules. Let us first of all remark that the logical rules of the tree-hypersequent calculi (see Fig. 10 ) are the classical ones adapted to the case of tree-hypersequents. More precisely, these rules say that we can apply the classical inference rules to any sequent belonging to the tree-hypersequent.
The logical rules and the modal rules (see Fig. 11 ) are provable to be (heightpreserving) invertible without any use of the cut-rule.
Lack of modularity. Simply the axioms and the logical and modal rules compose the calculus Thsk for the basic modal system K. In order to obtain the calculi for the other modal systems, we just add the appropriate special logical rule(s) (see Fig. 12 ). We note two important facts: (i) each time that the two rules 4 and b are added to the calculus Thsk, the rule 5 should be added too; (ii) the rule 5 fails to reflect the expressive power of the axiom 5 in the framework of the sequent calculus: e.g., if this rule is added to the calculus Thsk we do not obtain an adequate and cut-free tree-hypersequent calculus for the system K5. Therefore this rule can only be used in addition to the rules 4 and b.
We also point out that in order to show the deep link between tree-hypersequent calculi and display calculi, we have taken the rules 4 and 5 in an different form from that used in Poggiolesi (2008) .
We finally have all the necessary elements to show the third link between syntactic modal calculi: we are going to prove that tree-hypersequents can be simulated by display sequents. In order to prove this result, let us start by introducing the following translations, which are quite similar to the ones introduced by Mints (1997) :
In other words, the translation s allows one to substitute the comma with the symbol •; while the translation p allows one to transform, by moving the antecedent in the appropriate way, two-side sequents into one-side sequents.
For G ≡ M ⇒ N/H 1 ; . . . ; H n , set: 
has been inferred by the modal rule 2A, then we have:
has been inferred by the special logical rule t, then we have:
has been inferred by the special logical rule b, then we have:
has been inferred by the special logical rule 4, then we use the same procedure adopted for the rule 2A plus we exploit the special display structural rule 4.
If G [H ] has been inferred by the special logical rule 5, then we use the same procedure adopted for the rule b plus we exploit the special display structural rule 4.
Conclusions
As we have seen in the previous sections, display calculi have great expressive power: in them the new structural symbols are directly applied on the formulas, and classical operations are decomposed into more primitive operations so that each inferential step is shown. As Wansing (1998, p. 187 ) says, we can look at the display method as a " background theory" where we can "compare with each other various kinds of generalised sequent systems," and which can be applied to various types of logic, not only the modal ones. On the other hand the display calculi's strength comes with several disadvantages. The proofs are complicated, the question of the lack of the subformula property arises (see Avron 1996; Wansing 2002) , and, as Kracht (1996) has proved, it is undecidable whether or not a display calculus is decidable. Once again, quoting Wansing (1998, p. 187) , we can claim that "there is a price to be paid for a greater generality."
Analogous conclusions can be drawn concerning the calculus of structures mentioned above. As we have seen in the introduction, display calculi can be plugged into the calculus of structures, which therefore seems to represent a more general framework. This fact is also confirmed by the applicability of the method of structures to a broad number of different logics. On the other hand, in this case, the drawbacks are significant. Above all: we do not even have a direct proof of cut-elimination (the cut-elimination is proved indirectly via translations to other calculi). This seems a high price to pay for generality. Maybe we have gone too far away from the original sequent calculus. Let us thus return to the realm of more self-contained generalisations of the sequent calculus and ask the following question: if one is willing to give up the powerful generality of the display calculi in order to get those results which are not obtainable in the display framework, do any of the other syntactic methods that we have presented in this paper represent a valid alternative? In order to answer this question, let us examine each of these methods in turn. The higher-arity method should be the first to be ruled out since the calculi are not cut-free. On the other hand, even the multiple sequent calculi should be discarded because of some negative features that they present: the cut-rule is not formulated, they lack a syntactic proof of cut-elimintion and a proof of decidability. Hence the tree-hypersequent method seems to be our last possibility. In this case we are not disappointed: indeed the tree-hypersequent calculi are cut-free (and this can be proved in a syntactic and in a semantic way), they enjoy the subformula property, the structural rules are (height-preserving) admissible, the logical rules are (height-preserving) invertible and they are decidable (once again, this can be proved in a syntactic and in a semantic way). In a word, they have the properties that the display calculi lack and vice-versa. We can therefore claim that the tree-hypersequents method represents a good alternative to the display method and that we should appreciate this alternative since choice is often an enviable privilege.
