Abstract. Let (Gε) ε>0 be a family of 'ε-thin' Riemannian manifolds modeled on a finite metric graph G, for example, the ε-neighborhood of an embedding of G in some Euclidean space with straight edges. We study the asymptotic behavior of the spectrum of the Laplace-Beltrami operator on Gε as ε → 0, for various boundary conditions. We obtain complete asymptotic expansions for the kth eigenvalue and the eigenfunctions, uniformly for k ≤ Cε −1 , in terms of scattering data on a non-compact limit space. We then use this to determine the quantum graph which is to be regarded as the limit object, in a spectral sense, of the family (Gε).
Introduction
Consider a graph G with a finite number of vertices and edges embedded in R n with straight edges. For ε > 0 let G ε be the set of points of distance at most ε from G. For small ε, G ε 'looks almost like' G; in other words, the one-dimensional object G should be considered as a good model for G ε , and so one expects many physical and analytical properties of G ε to be understandable, in an approximate sense, by corresponding properties of G. The property we analyze in this light here is the spectrum of the Laplacian, under various boundary conditions. For motivation from physics, see for example [13] .
This problem has received some attention in the last decade. The case of Neumann boundary conditions was analyzed at various levels of generality in [4] , [6] , [15] , [21] , [5] , where it was shown that for each k ∈ N the kth eigenvalue of the Neumann Laplacian on G ε converges, as ε → 0, to the kth eigenvalue of the second derivative operator on the union of the edges of G, where at the vertices so-called Kirchhoff boundary conditions are imposed. The question of what the corresponding limiting behavior is for other, for example Dirichlet, boundary conditions was characterized as 'very difficult' in [5] and remained open until some partial progress was made recently, see Section 1. 4 .
In this paper we solve this problem for a general mixed boundary problem, where we impose Dirichlet boundary conditions on one part of the boundary and Neumann conditions on the rest. Other boundary conditions, for example Robin, are also possible. Instead of the setting of an embedded graph described above, we consider the more general, and mathematically more natural, situation of a shrinking family of Riemannian manifolds modeled on the graph: We now consider G as an abstract metric graph, that is, for each edge e a positive number l e (to be thought of as half the edge length) is given. In addition, we have geometric data: For each edge e an (n − 1)-dimensional Riemannian manifold Y e , and for each edge v an n-dimensional Riemannian manifold X v ; all these manifolds are compact and may have a piecewise smooth boundary; also, for each edge e incident to a vertex v (denoted e ∼ v), we are given an identification (gluing map) of Y e with a subset of the boundary of X v , without overlaps. Then G ε is defined by gluing cylinders of length 2l e and cross section εY e (the factor denotes a rescaling of the metric) to εX v for all pairs e ∼ v. Also given are subsets D and N of the boundaries of each X v and Y e , which yield corresponding subsets of G ε (or, for Robin conditions, similar data). We investigate the Laplace-Beltrami operator on G ε , where Dirichlet boundary conditions are imposed on D and Neumann conditions on N. We suppose sufficient regularity of the boundary and the D/N decomposition so that this problem has discrete spectrum.
Besides the ε-neighborhoods mentioned before this manifold setting includes the case of the boundary of the ε-neighborhood of G (in this case, G ε itself has no boundary). Our results imply the following theorem. In fact, we obtain much more precise information: complete asymptotics up to errors of the form O(e −c/ε ) also in the case k > D, uniform estimates not only for fixed k but also for k on the order of ε −1 as well as detailed information on the eigenfunctions, see the theorems below.
For Theorem 1 to be meaningful it is essential to identify the numbers τ k and b k in terms of the given data. We do this in two steps: First, we give general formulas identifying these numbers in terms of scattering data of an associated non-compact n-dimensional limiting problem. Second, we analyze how this scattering data can be obtained from the given data. It turns out that in this second step the situation of general boundary conditions carries some essential new features compared to Neumann boundary conditions: while in this case one has D = 0 and the b k are determined by the graph and the edge lengths alone (that is, independent of the manifolds X v , Y e ), in general D > 0 and the τ k and b k depend also on transcendental analytic information involving the manifolds X v and Y e : The τ k are L 2 -eigenvalues in the afore-mentioned limit problem, and the b k are eigenvalues of a quantum graph whose vertex boundary conditions involve the scattering matrix of that limit problem, see Theorems 2 and 3.
Main results.
We now state our results more precisely. Because of the divergence in (1), (2) it is more convenient, and for a proper understanding it turns out to be essential, to rescale the problem: We multiply all lengths by ε −1 . We denote
This rescales the eigenvalues by the factor ε 2 . In X N G , the vertex manifolds and the cross sections of the edges are independent of N while the lengths of the edges are 2N l e , and we are interested in the limit N → ∞. Central to the analysis is the limit object, to be thought of as lim N →∞ X N G , (3)
where the 'star' X ∞ v of a vertex v of G is obtained by attaching a half infinite cylinder [0, ∞) × Y e to the vertex manifold X v , for each edge e incident to v, see Figure 1 . Denote by Y the cross-section for X ∞ , i.e. the disjoint union of the Y e , each one appearing twice (once for each endpoint). The graph structure is encoded by a map σ : Y → Y which toggles the two copies of Y e for each edge e. See Section 2 for precise definitions.
Since X ∞ is a non-compact space, the spectrum of the Laplacian −∆ X ∞ (with corresponding boundary conditions) is no longer discrete. Its spectral theory is obtained via scattering theory, that is, one considers it as compact perturbation of [0, ∞) × Y , the disjoint union of the edge cylinders. Let ν < ν 1 be the smallest and second smallest eigenvalue of the Laplacian of Y and let V be the eigenspace corresponding to ν. The absolutely continuous spectrum of −∆ X ∞ is [ν, ∞). To each λ = ν + α 2 ∈ [ν, ν 1 ) is associated the scattering matrix S(α), a linear map V → V depending holomorphically on α, and to each ϕ ∈ V a scattering solution (generalized eigenfunction) E α,ϕ . These are the main objects of scattering theory. In addition, −∆ X ∞ may have discrete spectrum (L 2 -eigenvalues). We also have linear maps L, σ : V → V where L encodes the edge lengths (it equals l e Id on the subspace of V corresponding to the edge e) and σ is induced by the graph structure map above. The maps σ and S(0) are involutions on V , so they have only the eigenvalues ±1.
We need the following data derived from the spectral data of −∆ X ∞ :
• The L 2 -eigenvalues τ
• the space P 0 := Ker(Id − σ) ∩ Ker(Id − S(0)) ⊂ V .
• the spaces P z := Ker(Id − e iz2L σS(0)) ⊂ V for z > 0. This is non-zero for a discrete set (4) 0 < z 1 < z 2 < . . . the zeroes of f (z) = det(Id − e iz2L σS(0))
• for each i ∈ N, pairwise different holomorphic functions Z ρ i (α), ρ = 1, . . . , r i with r i ∈ N, defined on C \ {α ∈ R : |α| ≥ ν 1 } and with 
for each i ∈ N and ρ = 1, . . . , r i for which ν + β 2 ≤ λ max .
The constants c, N 0 and the constants in the big O only depend on the spectral data of ∆ X ∞ . In particular, the asymptotics are uniform for eigenvalues ≤ λ max .
In terms of ε = N −1 (6) gives an eigenvalue µ = ν + ε 2 z Theorem 2 also describes eigenvalue µ k with k → ∞ as ε → 0. We determine the permitted range of k.
, and the Weyl asymptotics for the z i , see Proposition 13, show that this is equivalent to
See Theorem 16 for a more explicit description of eigenvalues with β close to some β 0 > 0. We can also describe the eigenfunctions in terms of the scattering solutions and of the eigenfunctions in E p , with exponentially small errors, see Theorems 21, 22 and 24 and Corollary 23 for precise statements.
The restriction λ max < ν 1 is made to keep the exposition at a reasonable length. Our methods are such that a generalization to higher eigenvalues, taking into account several thresholds, should be fairly straightforward.
To identify the numbers b k in Theorem 1 in terms of the data, we recall that a quantum graph is given by a metric graph (G with the edge lengths 2l e ) together with a self-adjoint realization of the operator −d 2 /dξ 2 acting on functions defined on the disjoint union of the edges, where ξ is a variable along each edge, measuring length; such a self-adjoint extension is given by boundary conditions at the vertices. We state the boundary conditions obtained in our setting. Denote by N e := ker(∆ Ye + ν) the eigenspace for ν of the Laplacian on the cross section for an edge e. For each vertex v let V v = e∼v N e , then clearly V = v V v corresponding to the decomposition (3). Also, the scattering matrix S(α) is the direct sum of scattering matrices S v (α) :
Denote by u e the restriction of a function on G to the edge e, and by ∂ n u e (v) its inward normal derivative at the endpoint v of e. 
Remarks.
(1) If, for some edge e, the lowest eigenvalue on Y e is bigger than ν, then N e = {0}, so u e has to be identically zero, which means that the edge e may be omitted from G. In other words, only the 'thickest' edges contribute substantially to the eigenvalue µ k (ε), for small ε. [15] , [21] , [5] and [20] .
It is known that 'usually' (for example in the embedded situation) there are L 2 -eigenvalues τ < ν, so they can not be neglected. See, for example, [22] , [2] .
Using Theorem 3 one can show that for generic geometric data (for example, an open dense set of Riemannian metrics on the vertex and edge manifolds) one has S(0) = −Id, that is decoupled Dirichlet conditions for the quantum graph at all vertices. This will be pursued in a separate paper.
1.2.
Outline of the proof of the Main Theorem. We now give an outline of the proof of Theorem 2, where for simplicity we assume that all l e = 1: Let x be a coordinate on the cylindrical part of X ∞ and of X N G , measuring length along the cylinder axis (going from 0 to N from both ends of the cylinder axis).
The proof consists of two steps: First, we use the spectral data on X ∞ to construct approximate eigenfunctions on X N G for large N and conclude the existence of eigenvalues and eigenfunctions as claimed. Second, we show that all eigenfunctions on X N G are obtained this way. For clarity we assume in this outline that all multiplicities (i.e. dimensions of E p and P z ) are equal to one and that τ p < ν for all p (no embedded eigenvalues). We will call a quantity 'very small' if it is exponentially small as N → ∞, i.e. O(e −cN ) for some c > 0.
Throughout, eigenvalues on X N G will be denoted µ, with µ = ν + β 2 if µ ≥ ν, and spectral values for X ∞ by λ, with λ = ν + α 2 if λ ≥ ν. Case I: Eigenvalues µ < ν − c: Here, everything is quite straightforward.
First step: If U is an eigenfunction on X ∞ with eigenvalue λ = τ p < ν then U decreases exponentially in x. So if we simply cut off U smoothly near x = N , making it zero near x = N , then we get a function on X N G which satisfies the eigenfunction equation up to a very small error. A simple spectral approximation lemma, Lemma 7, shows that −∆ X N G has an eigenvalue very close to λ. A spectral gap argument gives a similar approximation for the eigenfunction. Second step: This procedure can be reversed: If u is an eigenfunction on X N G with eigenvalue µ < ν − c then it decreases exponentially in x, so cutting it off near x = N yields a function on X ∞ which satisfies the eigenfunction equation up to a very small error. Since −∆ X ∞ has purely discrete spectrum near µ, it follows by the spectral approximation lemma that it has an eigenvalue very close to µ. Therefore, there can be no eigenfunctions on X N G in addition to those constructed in the first step. Case II: Eigenvalues µ ∈ (ν + e −cN , λ max ]: A basic observation is that any eigenfunction u on X N G or generalized eigenfunction on X ∞ with eigenvalue λ ∈ (ν, ν 1 ) can on the cylindrical part be written as Πu + Π ⊥ u, where Πu, called the leading part, is the first mode in the Y -direction. Πu is of the form (10) Πu = e −iαx ϕ + e iαx ψ, ϕ, ψ ∈ V, α := √ λ − ν and Π ⊥ u is exponentially decreasing in x.
First step: The scattering solutions E = E α,ϕ have leading part of the form (10) with ψ = S(α)ϕ. Since ΠE is not decaying as x → ∞, we should only cut off Π ⊥ E near x = N , in order to obtain a small error term when constructing an approximate eigenfunction on X N G from E. Therefore, we must require ΠE α,ϕ to satisfy matching conditions at x = N that make it a smooth function on the cylindrical part of X N G . A short calculation shows that this is equivalent to the equation
Perturbation theory gives functions Z 
. So for these α, ϕ the function obtained from E = E α,ϕ by cutting of Π ⊥ E near x = N satisfies the eigenvalue equation on X N G with a very small error. Therefore, one gets eigenvalues as in (6) . Second step: It remains to show that for large N all eigenvalues µ ∈ (ν + e −cN , λ max ] on X N G are obtained in this way. This is the theoretically most demanding part of the proof. Let u be an eigenfunction of −∆ X N G with eigenvalue µ = ν + β 2 , β > e −cN/2 . An argument directly analogous to the case µ < ν won't work since it only yields that −∆ X ∞ has nonempty spectrum near µ, which we know anyway. Rather, we need to show that u is very close to some E = E α,ϕ with (α, ϕ) satisfying (11) and with α very close to β. The closeness of u, E would follow from closeness of the leading parts Πu, ΠE since they control the full function, and this is proved in two steps: First, we prove an elliptic estimate which reflects the essentials of scattering theory in a compact elliptic problem and implies that eigensolutions whose Π ⊥ part decays exponentially for x ≤ N (as Π ⊥ u does) are close to scattering solutions (whose Π ⊥ part decays exponentially for x → ∞) with the same eigenvalue, see Lemmas 18 and 19 . This is a stable version of the existence and uniqueness of scattering solutions on X ∞ . So we obtain some E β,ϕ0 very close to u. In a second step it is shown that (β, ϕ 0 ) must be very close to a solution of (11): Since u satisfies the matching conditions at x = N and u − E is very small, E almost satisfies these conditions, so M (β, ϕ) is very small; therefore, all that is needed is a stable version of the analysis of (11) (which, however, is quite non-trivial). Case III: Eigenvalues µ ∈ [ν − c, ν + e −cN ]: While the first step (construction of approximate eigenfunction) presents no new difficulties, the second step (proof that all eigenfunctions are obtained) is quite delicate. One difficulty is that the representation (10) is not valid at α = 0 (it does not give all scattering solutions). There is a straight-forward replacement, however. More serious is showing that any eigenvalue µ ∈ [ν − c, ν) must actually be in (ν − e −cN , ν). This again requires a delicate stability analysis of the matching condition.
Special care needs to be taken when the multiplicities are not equal to one, since it is not enough just to construct eigenvalues, one also needs sufficiently many. A useful tool here is the notion of distance between subspaces of a vector space which we recall in Section 3.4.
If one is only interested in the case of fixed k as in Theorem 1 then some of the proofs can be simplified considerably since the functions Z ρ i remain separated for different i then. See, for example, Corollary 23. In particular the proof of Lemma 28 simplifies considerably in this case, and Theorem 29 is not needed.
1.3.
Outline of the paper. In Section 2 we introduce the setup precisely and some notation. Section 3 introduces the basic analytic tools, most importantly separation of variables and distance between subspaces, as well as a basic spectral approximation lemma. In Section 4 we recall the facts from scattering theory that we need. In Section 5 we analyze which scattering solutions satisfy the matching conditions, in particular, equation (11) . The basic elliptic estimate and some consequences are proven in Section 6. Theorem 2 and improvements of it are proven in Section 7, and Theorem 3 in Section 8, where we also discuss some special cases.
In the Appendix we collect some basic results on one-parameter families of unitary operators which are needed in the analysis of (11) . Their proofs can be found in [7] .
1.4. Related work. As already mentioned, the Neumann problem was treated in [4] , [6] , [15] , [21] , [5] . For Dirichlet boundary conditions, Post [20] derived the first two terms of (2) in the case of 'small' vertex neighborhoods, see Theorem 25. In the recent preprint [17] Molchanov and Vainberg study the Dirichlet problem and show that, in the context of Theorem 1, the µ k (ε) − ε −2 ν converge to eigenvalues of the quantum graph described in Theorem 3; this was conjectured in [16] , where also some results on the scattering theory on non-compact graphs are obtained. However, their statements are unclear as to whether the multiplicities coincide; also, they do not consider the effect of L 2 eigenvalues on X ∞ or uniform asymptotics for large k. In [1] a related model is considered. The method in the previously cited papers is to compare quadratic forms or to show resolvent convergence of some sort, and in all cases only the leading asymptotic behavior is obtained. Problems of the same basic analytic structure (cylindrical neck stretching to infinity, attached to fixed compact ends; usually with G consisting of one edge only) were studied by various authors in the context of global analysis, where they occur in a method to prove gluing formulas for spectral invariants. In their study of analytic torsion (related to the determinant of the Laplacian), Hassell, Mazzeo and Melrose [10] gave a very precise description of the resolvent (in the case of closed manifolds, i.e. no boundary, but admitting edge neighborhoods which are not precisely cylindrical, just asymptotically), including its full asymptotic behavior as ε → 0, using ideas of R. Melrose's 'b-calculus', a refined version of the pseudodifferential calculus. More direct approaches were used by Cappell, Lee and Miller [3] and by Müller [18] in the study of the η-invariant (for the Dirac operator instead of the Laplacian) and by Park and Wojciechowski [19] . The author and Jerison [8] prove a special case of Theorem 2 (where X N G is a plane domain obtained by attaching a long rectangle to a fixed domain, which is required to have width at most the width of the rectangle) by a different method (matched asymptotic expansions) and use it to prove a result about nodal lines of eigenfunctions; for this, one needs to know the asymptotic behavior to second order (i.e. one order more than written explicitly in (2)).
In the context of this literature, the main purpose of the present paper is to give a mathematically rigorous yet straightforward derivation of the limiting problem on the graph, allowing various boundary conditions, in a way that admits generalization to similar problems. For example, there are straightforward generalizations to higher order operators, systems and Schrödinger operators with potential, as long as one has a product type structure along the edges. We use existence of the scattering matrix for manifolds with cylindrical ends as a 'black box'. The main technical problem is the proof that all eigenfunctions are obtained by the given construction; here the neighborhood of the threshold ν requires a special effort (this is sometimes referred to as the problem with 'very small eigenvalues' since the eigenvalues are exponentially close to ν).
Notation: As usual constants c, C > 0 may have different values at each occurence (unless otherwise stated). They depend on the data (the graph, the edge lengths, the compact manifolds), but not on N . The L 2 scalar product on a space X is denoted by u, v X = X uv and the L 2 norm by · X .
The setup: Combinatorial and geometric data
The following data are given:
A finite graph G = (V, E), with vertex set V = V (G), edge set E = E(G). Loops and multiple edges are allowed. Thus, E may be thought of as a multiset of unordered pairs of vertices. If the vertex v is adjacent to an edge e, we write v ∼ e. A half-edge is a pair (v, e) with v ∼ e, and we denote by E the set of half edges, except that for a loop e at a vertex v the element (v, e) appears twice in E (so formally E is really a multiset). Sometimes we denote a half-edge by e if it arises from the edge e. The neighborhood of a vertex v is the (multi-)set of half-edges incident to it.
It will be useful to think of G as the disjoint union of the vertex neighborhoods, with the 'ends' of the half-edges glued together appropriately. The glueing may be encoded by a map σ, where
if the edge e connects v 1 and v 2 (for a loop e, σ maps one copy of (v, e) to the other). σ is an involution, that is σ 2 = Id, and has no fixed points. We also assume that a positive number l e is given for each edge e, to be thought of as half the length of e. Denote the shortest half edge length by
• Geometric data:
-To each vertex v a compact Riemannian manifold (X v , g Xv ) with piecewise smooth boundary
1
, of dimension n -to each edge e a compact Riemannian manifold (Y e , g Ye ) with smooth boundary, of dimension n − 1; for a half edge e corresponding to an edge e, we set Y e := Y e ; -to each half-edge (v, e) an isometry h v,e (gluing map) from Y e to a subset of the boundary of X v ; we assume that (X v , g Xv ) is of product type near h v,e (Y e ), see below; also, for each v the sets h v,e (Y e ) are assumed to be disjoint (no overlaps of different edges); -partitions of the boundary of each Y e and of the part of the boundary of each X v which is not in the image of any of these isometries, into two pieces denoted by indices D and N (for Dirichlet and Neumann boundary conditions); we assume sufficient regularity of this decomposition so that the boundary value problems formulated below (before (16)) are well-posed. More generally, one may give a pair of non-negative functions a, b (of sufficient regularity to make the problem below well-posed) on the boundary of each X v (outside the gluing part) and each Y e , with a, b never vanishing simultaneously, to define Robin boundary conditions, see below. The D/N decomposition corresponds to a, b being characteristic functions of a partition of these boundaries into two parts. From this data, we define Riemannian manifolds X N , 0 < N ≤ ∞, with piecewise smooth boundary, as follows: First, for each half-edge e = (v, e) we attach a cylinder with cross section Y e , Z N e := [0, N ) × Y e to X v , using the isometry h v,e . Thus, for each vertex v we get a manifold with piecewise smooth boundary
where the quotient means that each {0}×Y e is identified isometrically with a subset of the boundary of X v .
On Z N e we put the cylindrical Riemannian metric (14) g By (14),
The Riemannian metric (14) expresses the fact that the cylindrical part Z N e has length N l e . Instead, one could use the coordinate ξ = xl e , then one would get the more standard form
and 0 ≤ ξ < l e N on Z N e . The ξ-coordinate is more convenient for some calculations, but in the x-coordinate Z N e is given by the same range of x, 0 ≤ x < N , for all e. We switch between these coordinates as is convenient.
3.
Basics of the analysis 3.1. Notation. Since Y is compact, the Laplacian ∆ Y has compact resolvent and therefore discrete spectrum. Let ν 0 < ν 1 < . . . be the eigenvalues of −∆ Y , with finite dimensional eigenspaces V 0 , V 1 , . . . . We also write
components, over the cylindrical part Z N :
where (Πu)(x) := Π(u(x, ·)) and similarly for Π ⊥ . Here and throughout the paper we identify functions on Z N with functions on [0, N ) whose values are functions on Y . In particular,
Since Y = e∈E Y e and ∆ Y acts on each Y e separately, we have
The data define two important linear maps L, σ :
The map L is diagonal with respect to the splitting (18) and encodes the edge lengths
The map σ is defined by the involution σ : E → E encoding the graph structure:
We denote
Since σ is a self-adjoint involution, the decomposition V = V + ⊕ V − is orthogonal. For ϕ ∈ V we denote the corresponding decomposition ϕ = ϕ + + ϕ − . By (16) and (17), we have 
The upper ± refer to the σ-decomposition (21).
Then MC α (u) = 0 if and only if Πu satisfies the matching conditions at x = N . The particular scaling in (25) is motivated by the calculation (55).
Proof. This is just the fact that the solution to a second order elliptic partial differential equation can be continued across a hypersurface, as a solution, if and only if at the hypersurface it is continuous and its normal derivatives match. Set
for all e, that is, continuity of u and of
For a function on X N , when we write u x=N we always assume that u extends smoothly to x = N .
Separation of variables.
The following simple lemma is basic to all the analysis.
(a) The leading part of u has the form 
and this has the solutions given by the formulas in (a) and by the summands in (b). Clearly, u k and therefore ϕ, ψ, ϕ k , ψ k are determined by u, and if u is polynomially bounded then so is u k = Π k u for each k, so (c) follows. This immediately gives (33) by its values at a, b, for any 0 < a < b < 2N :
For any a ∈ (0, 1) and b ∈ (2N − 1, 2N ) one obtains easily at x = M ≤ N :
Summing over k = 0, 1, 2, . . . in the case λ < ν yields the estimate on u x=M in (30). The estimate on the derivative and estimate (31) are obtained similarly. (e) follows similarly to (d), using
It is clear from the proof that the behavior of solutions is different for λ ≥ ν 1 . For the purpose of this paper, we will always consider λ < ν 1 . Define λ max , α max by
arbitrary, then the estimates will always be uniform for λ ≤ λ max .
We define the 'boundary data' of a function u on Z N as
Clearly, if u is an eigenfunction then (u 0 , u 1 ) determine Πu uniquely: Instead of the representation (26), (27), (28) for the leading part of an eigenfunction we use the basis
. This is more useful than the exponential basis for λ near ν since it depends analytically on λ even at λ = ν. For a solution u of (∆ Z N + λ)u = 0 we have
3.4. Distance between subspaces and spectral approximation. It will be convenient to use the notion of distance between subspaces. Although it is standard, we recall its definition and basic properties here. If V, W are closed subspaces of a Hilbert space H then define
where dist(u, W ) = inf{ u − w : w ∈ W }. dist is not a distance function since it is asymmetric (it does satisfy the triangle inequality, however).
It is elementary to check the following properties (see [12] , for example):
Here, Π W |V is the restriction of
In this case we write
(Proof of (e), for example:
and(b), a contradiction.) We will use the following standard spectral approximation lemma. We include a proof for completeness.
Lemma 7 (Spectral Approximation Lemma). Let A be a selfadjoint operator in a Hilbert space H. For an interval I ⊂ R let Eig I (A) be the spectral subspace of A corresponding to the spectral interval I.
In particular, if ε < δ then dim Eig (λ0−δ,λ0+δ) (A) ≥ dim W .
An important consequence is that existence of spectral gaps implies good approximation of eigenfunctions: If A has no spectrum in {λ : ε ≤ |λ − λ 0 | < δ} then W is ε/δ-close to Eig (λ0−ε,λ0+ε) (A).
Proof. We may assume λ 0 = 0. Let A = λ dE λ be the spectral resolution of A. Let P δ be the the projection to Eig (−δ,δ) (A). If u ∈ Dom(A) is arbitrary then
w ∈ W then w − P δ w ≤ ε δ w , which was to be shown. The last claim follows from Lemma 6b).
Scattering theory background
Here we collect the facts from scattering theory that we need. A good reference for this material is [9] (this may not be the earliest source).
Scattering theory is the spectral theory of an elliptic operator on a non-compact space which has a 'simple' structure at infinity, that is, is asymptotically equal to an operator on a space for which the spectral decomposition may be written down fairly explicitly. Among the central goals of scattering theory are the determination of the absolutely continuous spectrum and of generalized eigenfunctions correponding to it.
We will need fairly explicit spectral information on the operator −∆ X ∞ . Since X ∞ is cylindrical at infinity (that is, outside a compact subset), we take as explicit model −∆ ′ Z ∞ , where the prime means that we impose Neumann boundary conditions at x = 0 (Dirichlet would be equally possible), in addition to the boundary conditions coming from the D/N decomposition (resp. Robin data) of ∂Y , in order to make the operator essentially self-adjoint. The spectral theory of −∆ ′ Z ∞ is easy to obtain, using separation of variables, i.e. (23). We use the ξ-coordinate on [0, ∞) for simplicity. It will be replaced by xL at the end.
Since − 
and that the functions
span the generalized eigenfunctions of −∆ ′ Z ∞ with eigenvalue λ. That is, each such function U satisfies −∆ ′ Z ∞ U = λU and is polynomially bounded as ξ → ∞, and any function with these properties is in the linear span of these functions.
The scattering theory for spaces with cylindrical ends shows that this picture carries over to −∆ X ∞ , except for the possible appearance of discrete spectrum, and a 'phase shift' and exponentially decaying error term in the generalized eigenfunctions.
First, we have the description of the spectrum: Discreteness includes finite multiplicity. We now discuss the generalized eigenfunctions (or 'scattering solutions') E,
for spectral values λ ∈ [ν, ν 1 ). One could also consider values ν ≥ ν 1 , this would mean using higher scattering matrices. By Lemma 5, E |Z ∞ = ΠE + Π ⊥ E where E has the explicit form (27) or (28) and Π ⊥ E is a sum of exponentially decreasing and exponentially increasing terms. By polynomial boundedness, the latter must vanish.
b) (Scattering matrix) This defines a linear map
called the scattering matrix. S(α) ∈ End(V 0 ) is holomorphic in α and extends meromorphically to α ∈ C \ {α ∈ R : |α| ≥ √ ν 1 − ν}, holomorphic for real α.
is an involution, and S ′ (0) commutes with S(0). c) (λ = ν) The space S α = {E α,ϕ : ϕ ∈ V } depends holomorphically on α for α as in a) and extends holomorphically as in b). For α = 0 it is described as follows: Let V ± be the ±1 eigenspaces of S(0). For all Φ + ∈ V + , Ψ − ∈ V − there is a unique generalized eigenfunction E = E 0,Φ+,Ψ− ∈ S 0 satisfying
The functions in (a) and (c) are all the generalized eigenfunctions, up to addition of possible L 2 -eigenfunctions.
Note that if ν + α 2 is an L 2 -eigenvalue, the function E α,ϕ resp. E 0,Φ+,Ψ− is not uniquely determined by fixing its leading part, since the leading part of an L 2 -eigenfunction is zero. However, it is determined by the additional requirements that it lie in S α and that this space depends continuously on α (for α = 0 this means that α → E α,ϕ depends continuously on α).
Proof. This is mostly standard. Note that b)iii) follows from ii) by setting α = 0, and from differentiating ii) at α = 0, which gives S ′ (0)S(0) − S(0)S ′ (0) = 0. This implies that S ′ (0) preserves V ± , and therefore the last claim in c). Equation (43) will be explained below.
In our context, we use the variable x, where ξ = xL. Therefore
respectively.
Theorem 9 can be reformulated in terms of 'scattering subspaces'; we will use this since it allows a more uniform treatment of the cases α = 0 and α = 0:
Recall the notation u 0 = Πu x=0 , u 1 = Π∂ ξ u x=0 . Define the 'scattering subspace'
Since ΠE determines and is determined by (E 0 , E 1 ), part a) of Theorem 9 may be reformulated as follows:
and to each (E 0 , E 1 ) ∈ L α there is a unique scattering solution E with eigenvalue ν + α 2 . In particular, L α is a dim V -dimensional subspace of V × V for these α; since L α = ΠS α it extends analytically to all |α| < √ ν 1 − ν. However, in general the continuation to α = 0 cannot be obtained by setting α = 0 on the right of (47) since this yields V + × {0}, a space of lower dimension (unless S(0) = Id), so this cannot be L 0 . In other words, the parametrization of L α by ϕ does not extend uniformly to α = 0. Therefore, we will also need another parametrization which works (and is analytic) also at α = 0:
Here we used S(0)ϕ = ϕ + − ϕ − and (T ϕ) ± = T ϕ ± . Write
then this becomes (48), with suitable R 0 , R 1 . The last statement is clear from this derivation.
In particular,
and this explains (43).
Scattering solutions and matching conditions
In this section we analyze for which scattering solutions E the leading part ΠE satisfies the matching condition at x = N . 
and Cauchy-Schwarz gives
Since 
Here we used that σL = Lσ. (This reflects the fact that two half-edges corresponding to the same edge have the same length.) ΠE α,ϕ satisfies the matching conditions iff MC α (E α,ϕ ) = 0, so the claim follows.
We now analyze the solutions (α, ϕ) of equation (54), and in particular their asymptotic behavior as N → ∞. It is convenient to introduce the rescaled variable
for z > 0, where α ∈ [0, α max ]. We need to study the zero set
and to each (z, α) ∈ Z the eigenspace ker(I − U (z, α)). Intersecting Z with the line z = αN then gives the solutions of (54).
The U (z, α) are unitary operators on V . Essential for the sequel is the 'monotonicity' in z:
We begin with the case α = 0, which should be regarded as the limit N → ∞.
Proposition 13. The set of z for which (z, 0) ∈ Z consists of a sequence 0 < z 1 < z 2 < · · · → ∞. If P zi denotes the kernel of I − U (z i , 0) then
This is obvious in the case L = lI, i.e. if all edges of the graph have equal lengths, since then P z is just the eigenspace of σS(0) with eigenvalue e −iz2l .
Proof. By monotonicity, equation (57), we can apply Lemma 26 to the unitary family z → U (z, 0) with D(z) = 2L, and this gives the result.
The structure of Z and the eigenspaces is then given as follows. 
There is a constant C 0 such that
Furthermore, for each i, ρ there is a real analytic family of orthogonal projections P
Thus, Z is the union of graphs of functions of α with bounded derivatives, see Figure 2 . The 'non-linear eigenvalues' z i at α = 0 may bifurcate into various z ρ i as α increases. The sum in (62) is over the various branches that meet at (z, α), so for almost all (z, α) it has only one term (in particular P ρ i is uniquely determined). Proof. Theorem 29 shows that Z is everywhere locally a union of graphs of analytic functions, and these can be patched to functions on all of [0, α max ]. The theorem gives also the projections. Applying the theorem at (z i , 0) gives (59).
It remains to prove (61). If z(α) = z ρ i (α) and ϕ(α) ∈ Ran P ρ i (α) is normalized and chosen analytic in α then differentiating
Taking the scalar product with ϕ one obtains, since U ϕ
, ϕ = 0 and hence, using ϕ = U −1 ϕ and (57), which is uniformly bounded as claimed.
We now study the solutions of (54) and for this the intersection of Z with the line z = αN , for fixed N . The following is quite obvious from Figure 2 . In particular, for α 0 = 0, δ = 1 we get: The solutions α with α < C/N are of the form
This is already clear from Theorem 15a).
Proof. δ, is direct and, if P is the projection to P α,δ,N , then
then this reads
is a monotone unitary family in the sense of (130), (131) since, with a prime denoting derivative in z,
where U is evaluated at z and S at z/N , and for N sufficiently large and α = z/N bounded this is positive with bounds as in (131), where d min can be taken as l min . Therefore, we can apply Lemma 28 with ε = δ. (70) follows from (135) (remember α = z/N ) and (71) from (136).
Elliptic estimates
We first state some fairly standard elliptic estimates on the 'compact part'
Since we consider the scattering theory results in Section 4 as a black box in this article, we derive them from those results. In a more thorough and systematic treatment, they could be derived directly from the theory of elliptic boundary value problems and then used to derive the scattering theory results. However, the boundary value problem is slightly non-standard since it involves a non-local (pseudo-differential) boundary operator.
The boundary ∂X 0 splits in two parts: The part where the cylinders Z N are attached, which we may identify with Y (which we sometimes also call {x = 0}), and the complement ∂X 0 \ Y . At the latter, we have boundary conditions given by the D/N decomposition (resp. Robin data). At Y we will now impose boundary conditions motivated from the scattering theory.
For u ∈ C ∞ (X 0 ) and λ < ν 1 let
if the sums converge. Q(λ) is the Π ⊥ part of the Dirichlet to Neumann operator for exponentially decreasing solutions of (∆ Z ∞ + λ)ũ = 0, see (29). Thus, B ⊥ (λ)u = 0 iff Π ⊥ũ has no exponentially increasing part, whereũ is the unique function on Z ∞ satisfying (∆ Z ∞ + λ)ũ = 0 and having the same value and normal derivative at x = 0 as u at Y . Consider the operator ∆ X 0 with domain Dom(∆ X 0 ) ⊂ H 2 (X 0 ) defined by the D/N boundary conditions (resp. Robin data) at ∂X 0 \ Y . In order to obtain a selfadjoint extension of ∆ X 0 we need in addition to impose boundary conditions at Y . In addition to the condition B ⊥ (λ)u = 0 we need a condition involving u 0 := Πu |Y , u 1 := Π∂ ξ u |Y . It is well-known and easy to check that selfadjoint boundary conditions correspond to subspaces L ⊂ V × V which are Lagrangian, i.e. such that dim L = dim V and
Thus, for L Lagrangian and any λ the operator ∆ X 0 is selfadjoint on the domain {u ∈ Dom(∆ X 0 : B ⊥ (λ) = 0, (u 0 , u 1 ) ∈ L}. We have the following elliptic estimates.
There is a constant C so that if u ∈ C ∞ (X 0 ) satisfies the D/N (resp. Robin) boundary conditions at ∂X 0 \ Y and
If α is varied and the L ′ α depend continuously on α then the constant C can be chosen independent of α.
See Section 7.4 for a replacement in case
Proof. If u is a solution of the homogeneous problem, i.e. f = 0, g = 0, h = 0, then g = 0 implies that u extends to a solution of (∆ + λ)u = 0 on X ∞ with bounded Π ⊥ part and hence that u is a scattering solution.
and therefore u ≡ 0 by uniqueness of scattering solutions.
Therefore, the map u
It is also surjective, since for g = 0, h = 0 one has a solution u for any f by the Fredholm alternative (since the operator ∆ X 0 + λ is selfadjoint on the domain which consists of those u satisfying homogeneous boundary conditions, has closed range and is injective), and arbitrary g, h can be removed by replacing u by u − v, where v is any function in Dom(∆ X 0 ) satisfying To show that C can be chosen independent of α it suffices to show that it can be chosen locally uniformly with respect to α. This can be proved as follows: Fix α 0 and let C 0 be the constant for α = α 0 . Suppose u satisfies (74) for some α near α 0 . This can be rewritten (
, where ε → 0 as α → α 0 (independently of u), since all operators on the right in (74) depend continuously on α. For ε < 1/2C 0 the last term can be absorbed into the left hand side, and the claim follows.
Using (75) with u = E a scattering solution we get
When applying Lemma 18 we will need the following estimate which shows that the exponentially increasing part, B ⊥ (λ)u, of an eigenfunction on X N G is very small.
, and then (32) together with the trace theorem gives the claim.
We will need that scattering solutions for different spectral values whose leading parts satisfy the matching conditions are almost orthogonal on X N :
Since ΠE, ΠE ′ satisfy the matching conditions at x = N , the Π part of the latter scalar products vanishes, and only the Π ⊥ part remains. Writing
and since the latter sum is bounded by
and since E x=0 ≤ C E X 0 by elliptic regularity, the claim follows.
Proof of the Main Theorem
In this section we prove the main theorems. We treat separately the following cases: Eigenvalues on X N G arising from L 2 −eigenvalues on X ∞ below the essential spectrum; eigenvalues on X N G arising from the continuous spectrum on X ∞ but away from the threshold, i.e. bigger than ν + e −cN for suitable c > 0; eigenvalues on X N G arising from the threshold. In each case, the proof proceeds in two steps: In Step 1, we construct the eigenvalues on X N G from approximate eigenfunctions constructed from the (generalized) eigenfunctions on X ∞ . In Step 2 we show that in this way all eigenfunctions are obtained.
We assume at first there −∆ X ∞ has no L 2 -eigenvalues in [ν, λ max ]. The modifications needed in case there are such eigenvalues are described in Section 7.4.
We use the following notation: For a selfadjoint operator A and I ⊂ R let Eig I (A) be the spectral subspace for the spectral interval I. If A has only discrete spectrum in I, this is the span of the eigenfunctions of A with eigenvalues in I. Also, let Eig I,N := Eig I (−∆ X N G ).
We will construct approximate spectral subspaces Eig app I,N , defined in each case separately, using a cutoff function defined as follows. Choose χ ∈ C ∞ (R) satisfying χ(x) = 1 for x ≤ − 
Here c = √ ν − λ max where λ max is the largest eigenvalue of −∆ X ∞ less than ν.
Proof.
Step 1: Show that the approximate eigenfunctions are actually such: (N − 1, N ) , that
we may apply the Spectral Approximation Lemma 7 to the operator A = −∆ X N G , with λ 0 = λ and ε = Ce −cN , δ = 2ε, and this gives (81).
Step 2: Show that any eigenvalue µ of −∆ X N G is in some I = (λ−Ce cN , λ+Ce −cN ) and that
This follows from exponential decay of w and is proved in the same way as (82). This implies |µ − λ| ≤ Ce −c1N for some λ ∈ spec(−∆ X ∞ ) (in particular, c 1 may be replaced by c). Since µ ≤ ν −γ, λ must be an L 2 eigenvalue of −∆ X ∞ . Now apply the Spectral Approximation Lemma 7 to A = −∆ X ∞ , W = span{w}, with λ 0 = µ and ε = Ce −cN , δ = dist(µ, spec(−∆ X ∞ )\{λ}). Since the interval (µ−δ, µ+δ) intersects the spectrum of −∆ X ∞ only in λ, we get dist(span{w}, Eig {λ} (−∆ X ∞ )) < Ce −cN , and this implies (using exponential decay again)
Finally, applying this to an orthonormal basis of eigenfunctions of −∆ X N G with eigenvalues in I, we get (83) from (37). End of proof: The first statement of the theorem is contained in Step 2, and (81) and (83) together imply (80) by Lemma 6c).
7.2.
Eigenvalues arising from the interior of the continuous spectrum. To define the approximate eigenspaces, recall Theorem 15. Let
Recall that α ∈ A N iff ΠE α,ϕ satisfies the matching conditions for some ϕ = 0. The corresponding space of ϕ is P α,N from (65). Therefore, the function
Also, if I = (A, B) and δ > 0 then let
We call dim P α,N the multiplicity of α resp. of λ = ν + α 2 . 
See Section 7.4 for the modifications needed in case there are
The statement in b) is complicated due to the possible crossings of the branches z 
and since χ Step 2: Show that each eigenvalue µ > ν + e −2c0N of −∆ X N G is exponentially close to some λ ∈ Λ N and that, under the assumptions of the theorem,
Step 2a: (u 0 , u 1 ) is close to L β by the elliptic estimate:
Proof: Apply the basic elliptic estimate, Lemma 18, as follows: Let (E 0 , E 1 ) be the orthogonal projection of (u 0 , u 1 ) to L β . This corresponds to a scattering solution E for spectral value µ. Let v = u − E. From (∆ + µ)E = 0, B ⊥ (µ)E = 0 it follows that v satisfies (74) with
, and then (75) gives
, and with (76) we get
Next, the trace theorem implies
, and so (94) gives
which after writing E = u − v and absorbing the v term into the left hand side
Step 2b: Use the matching conditions to show: (93) implies
The F α,N are defined in (92).
Proof: Since (∆ X N +µ)v = 0 one obtains from (36), using | cos βN | ≤ 1, |β
From MC β (u) = 0 we have MC β (E) = − MC β (v), and then (96) gives
where Step 2: Show that each eigenvalue µ ∈ (ν − c 0 , ν + e −2c0N ) of −∆ X N G is in I and that
Since there are no scattering solutions with µ < ν we compare u with a scattering solution for λ = ν.
Step 2a: (u 0 , u 1 ) is close to L 0 by the elliptic estimate:
We apply the elliptic estimate, Lemma 18, to the difference v = u − E, with λ = ν and
For δ sufficiently small, this implies u H 2 (X 0 ) ≤ C E H 2 (X 0 ) . Using (76) and
Step 2b: Use the matching conditions to show: (107) implies that there is a constant c 0 > 0 so that for µ > ν − c 0
Using Φ, Ψ = Φ + , Ψ + + Φ − , Ψ − one gets from this
Note that this estimate does not involve the V ± splitting. This is essential for the argument. We now consider the cases µ < ν and µ ≥ ν separately.
The case µ < ν For the sake of clarity we assume for the following argument that L = I. The case of general L requires only adjusting the constants.
Let a = √ δ and t = tanh aN . The matching conditions (24) for Πu = Φ cosh ax+ Ψ sinh ax a
Now (112) implies that at least one of the following inequalities must hold:
Multiply the second inequality by a 2 , plug in δ ′ = a 2 + e −cN and use 0 < t < 1 to see that the second inequality implies the first. So (118) holds. We claim that there is a 0 > 0 so that a < a 0 implies a ≤ Ce −cN . To see this, first observe that the Ca 2 t 2 term on the right may be absorbed into the left for sufficiently small a, since t < 1. So we get at ≤ Ca 2 + Ce −cN . Now for a > N −1 we have t ≥ tanh 1, so the a 2 term may be absorbed into the left, which yields a ≤ Ce −cN , while for a ≤ N −1 we have t ≥ c ′ aN for some constant c ′ > 0, and this gives a ≤ Ce −cN/2 . We have shown that 
The case µ ≥ ν: Let again a = √ δ, but now t = tan aN , with a −1 t := N if a = 0. Since we assume a ≤ Ce −cN for this case, we may argue as in the last part of the argument for µ < ν (starting with the paragraph before (120)).
Observe that now (114) is replaced by −atΦ
| instead of (115) (so (112) gives only weaker conclusions than before), but the conclusions are still valid since at
End of proof of Step 2: Exactly as in the proof of Theorem 22, it follows from Step 2b that dist(span{u}, Eig app 0,N ) ≤ Ce −cN ; applying this to an orthonormal basis of Eig I,N and using Lemma 6d),e) we get the claim.
End of proof of Theorem 24:
The claim follows directly from Steps 1 and 2, using Lemma 6b).
The case of embedded L
2 -eigenvalues. Here we sketch the modifications necessary in the arguments to deal with the case that −∆ X ∞ has L 2 -eigenvalues embedded in the essential spectrum. For simplicity we will restrict to the analysis of eigenvalues near ν, in case that ν is an eigenvalue of −∆ X ∞ . The case of L 2 -eigenvalues bigger than ν is treated similarly.
Let To prove this, we have to first modify the elliptic estimate, Lemma 18. We are interested in α near 0. Let H 0 be the space of restrictions of elements of H to X 0 and H ⊥ 0 its orthogonal complement in L 2 (X 0 ). Then the elliptic estimate as stated cannot hold since the homogeneous problem (i.e., f = g = h = 0 in (74)) has solution space H 0 . However, the same argument as given there shows that the same estimate holds if u ∈ H ⊥ 0 , and this gives (124)
where P 0 : L 2 (X 0 ) → H 0 denotes the orthogonal projection. Next, we have the following almost orthogonality statement analogous to Lemma 20: If u is an eigenfunction of −∆ X N G , with eigenvalue µ = ν, then
For the proof it suffices to show the same estimate for the L 2 (X 0 ) norm of P 0 u by standard elliptic regularity, and for this we need to show | u, u ′ | ≤ C (125) shows that (124) reduces to the 'old' elliptic estimate (75). For the proof of Theorem 24 we first observe that Step 1 may be proved simply by a combination of the proofs of the Steps 1 in Theorems 21 and 22. Next, for
Step 2 we may assume right away that |µ − ν| ≤ Ce −cN since otherwise the 'old' elliptic estimate holds (see the previous paragraph) and the proof does not need to be modified. Now for an eigenfunction u of −∆ X N G let u 0 ∈ H be the eigenfunction of −∆ X ∞ restricting to P 0 u, and letũ = u − u 0 . Then, sinceũ |X 0 = (I − P 0 )(u |X 0 ), (124) is just the 'old' elliptic estimate forũ, so the proofs of Steps 2a and 2b go through forũ instead of u as before (with minor modifications when using (77), and the matching conditions only satisfied up to an exponentially small error because of the u 0 term, which is inessential for the resulting estimate), and this gives that u is exponentially close to anẼ 0,Φ,0 and hence that u = u 0 +ũ is exponentially close to Eig app ν,N . 7.5. Proof of Theorem 2. First, choose c 0 > 0 so that the conclusion of Theorem 24 holds. Since P 0 = V + + , (103) gives the eigenvalues in Theorem 2b), by Lemma 6b) (and actually precise information on the eigenfunctions). Next, with this c 0 apply Theorem 21, then (80) gives the eigenvalues a) (for τ p < ν), and Theorem 22, then (86) gives the eigenvalues in c). The eigenvalues close to those τ p which are ≥ ν are obtained using the argument in the preceding subsection. The cited theorems also give that there are no other eigenvalues.
Identifying the quantum graph; special cases
Proof of Theorem 3. We first discuss how to obtain the eigenvalues of a quantum graph. The metric graph (G, 2L) (that is, the graph G with given edge lengths 2l e , considered as a one-dimensional simplicial complex, i.e. as a union of intervals glued at the vertices) is just the space X 1 G defined in (15) , with vertex and edge manifolds all equal to a point. Here we disregard the dimension requirement on the vertex and edge manifolds; but since the dimension requirement was never used (except implicitly in the validity of the theorems of scattering theory) we may use all previous results except those on scattering theory. Scattering theory is replaced as follows. A boundary condition at the vertices of G corresponds to a scattering matrix S G (α), defined for α = 0 by the requirement that the function e −iαξ ϕ G + e iαξ S G (α)ϕ G on X 1 satisfy the boundary condition for each ϕ G ∈ V G . By Lemma 12 this function satisfies the matching condition at x = 1, i.e. extends to a smooth function on the metric graph, iff (126) (I − e iα2L σS G (α))ϕ G = 0.
Since ν G = 0, this means that the positive eigenvalues of this quantum graph are the squares of those α for which (126) has a solution ϕ G = 0 (counted with multiplicity, defined as dimension of the space of those ϕ G ).
On the other hand, from (6) and (59) we have that the positive b k in Theorem 1 are precisely the squares of those z > 0 for which (I − e iz2L σS(0))ϕ has a solution ϕ = 0, counted with multiplicity.
It follows that we should choose boundary conditions for the quantum graph such that (127) S G (α) = S(0) for all α.
In particular, we should take V G = V , which leads us to consider functions which on the edge e take values in N e ; Lemma 10 shows that (127) yields the boundary conditions (8), (9) . Finally, Lemma 11 shows that also the zero eigenvalues of the quantum graph correspond to the b k = 0.
Note that the proof also gives a correspondence of the leading parts of eigenfunctions (since they are determined by ϕ G and ϕ).
We recover previously known results easily. The operator on the quantum graph in Theorem 3 is sometimes called the limit operator. For the following statement, see the remarks after that theorem, and for the notation the beginning of Section 6. 
Appendix: Monotone unitary families
In this appendix we collect some results on analytic one-parameter families of unitary operators which we need. Discussion and proofs can be found in [7] .
Let U (x) be a family of unitary operators on a Hermitian vector space V , of dimension M < ∞, depending real analytically on x ∈ R. Then Denote W (x) = Ker(I − U (x)) and Z = {x : W (x) = {0}}.
Thus x ∈ Z iff U (x) has eigenvalue one. A special case of this setup is U (x) = e ix U 0 for a unitary U 0 . Then Z is discrete and 2π-periodic, and W (x) is the eigenspace of U 0 with eigenvalue e −ix . The following statements generalize this and well-known facts about eigenspaces to our more general situation. The following lemma mimics the independence of the eigenspaces.
Lemma 27. Let I be an interval of length at most 2dmin d2M . Then the spaces W (x), x ∈ I, are independent, i.e.
(133)
If ϕ x ∈ W (x) for each x ∈ I ∩ Z and x ϕ x = 0 then ϕ x = 0 ∀x.
The following lemma gives a stable version of almost orthogonality.
Lemma 28. Assume ϕ ∈ V \ 0 satisfies (134) (I − U (x 0 ))ϕ ≤ ε ϕ . We also need a fact about 2-parameter perturbations. Then the set {(x, y) : U (x, y) has eigenvalue one} is, in a neighborhood of (x 0 , y 0 ), a union of real analytic curves x = x j (y). The corresponding projections P j (y) to the eigenspace of U (x j (y), y) with eigenvalue one are also analytic functions of y = y 0 , extending analytically to y = y 0 , and j P j (y 0 ) is the projection to ker(I − U (x 0 , y 0 )).
Then

