Abstract. Victor Moll pointed out that entry 3.248.5 in the sixth edition of Gradshteyn and Ryzhik tables of integrals was incorrect. He asked some years ago what was the true value of this integral. I evaluate it in terms of two elliptic integrals. The evaluation is standard but involved, using real and complex analysis.
the sixth edition of the table by Gradshteyn and Ryzhik. The presence of the double square root in the appealing integral
with ϕ(x) = 1 + 4x 2 3(1 + x 2 ) 2 , remind us of (16). Unfortunately (26) is incorrect. The numerical value of the left-hand side is approximately 0.666377, and the right-hand side is about 0.641275. The table [5] is continually being revised. After we informed the editors of the error in 3.248.5, it was taken out. There is no entry 3.248.5 in [6] . At the present time, we are still reconciling this formula. There are two natural questions about entry 3.248.5. What is the true value of this integral? and, there is a variation of the integrand that integrates to π/2 √ 6? Our purpose here is to compute an exact value for this integral in terms of elliptic integrals at well defined arguments. We still have no good answer for the second question.
In all the paper we call I the value of the integral. Our corrected entry is
where k = 2 − √ 3, α = arcsin √ k and F (ϕ, k) and Π(ϕ, n, k) are the elliptic integral of the first and third kind respectively.
We have used here the notations in Gradshteyn and Ryzhik tables, so that
, where ∆(x) = (1 − x 2 )(1 − 1 3
x 2 ).
Representation as a conditionally convergent double series.
Recall that I is the value of the integral. First we need to transform it a little and then we obtain the series representation. After this the change x = 1 + y 2 yields
Finally we change again by means of xy 2 = 1 to get (2.1).
We have Proposition 2.2.
The series is not absolutely convergent, so the order of the sums is important here.
Proof. Let h(y) = 1 + 4 3
(y 2 − y 4 ), (2.1) can be written as
For 0 < y < 1 we have h(y) > 1, therefore we may expand (1 + h(y)
in power series
The binomial series
x n converges at x = 1, therefore this series converges uniformly on [0, 1]. For y ∈ [0, 1] we have 1 h(y) 4/3, so that the above series converges uniformly and can be integrated term by term.
For y ∈ [0, 1] we have 0
, so that again we can expand h(y) −(n+1)/2 applying Newton binomial series
Again this series converges uniformly and can be integrated term by term
The integral can be reduced to a binomial ( [6, 3.251 .1]) so that
Applying also that
3. Transforming the series into a triple integral.
We will need a Lemma in the proof of Proposition 3.2.
Lemma 3.1. For any t > 0 we have
There is a constant C such that for t > 1 we have 0 < U (t) Ct −1/2 .
Proof. Notice that
It is easy to justify that we may here interchange the order of sum and integral so that
For 0 < u < 1/2 we have (1 − u) 2 > 1/4, so that
Proposition 3.2. We have
Proof. Let U (t) be the series considered in Lemma 3.1, by this Lemma we have 0 U (t) 1 for any t > 0. We will apply the dominated convergence theorem to prove that
Assuming this, the right hand side of equation (3.2) is equal to
2n n a n Γ( where
We may integrate term by term, since in this case the integral of the absolute value of the terms of the series have a finite sum.
Inserting this value in (3.3) we get that the right hand side of (3.2) is equal to the right hand side of (2.2), and therefore to our integral I. It remains to justify the application of the dominated convergence theorem above. Consider the series
) .
The sequence f (n) for n 1 is increasing for n 2t − 8 and decreasing for n 2t. To see it we use Gautschi's inequalities [10, 5.6.4]. For n 2t − 8 and n 1 we have
The last inequality is true because
For n 2t we have
By Stirling formula we have
Since the two functions are of the same order, the maximum of one is bounded by a constant for the maximum of the other. For t 1 the maximum is attained approximately at n = 2t and is equal to
the sequence f (n) is decreasing and the maximum is f (0) > f (1). Therefore for t < 1/2 the maximum is
. Applying that 0 < U (t) < 1 for 0 < t < 1 and ct −1/2 for t > 1 we get
for some constant c. Therefore we have a uniform bound by an integrable function.
Let Ω be the region equal to the complex plane with a cut along the negative real axis. Let us denote by √ z the analytic function on Ω defined as the principal value, taking | arg(z)| < π. On Ω the function z + √ z is never negative, for example when Im(z) > 0 we have also Im( √ z) > 0. Therefore z + √ z is a well defined and analytic function on Ω. We will use this notation everywhere in the paper. Proposition 3.3. Let δ > 0, for any t > 0 we have
where H is Hankel's contour: the boundary of the region containing the points with a distance < δ to the negative real axis.
Proof. By Cauchy's Theorem the integral do not depend on δ > 0. Take δ = 2, for example, then for z in the path H we have z 
where z s := e s log z with log z meaning the principal logarithm in Ω. The series converges uniformly for z in H, therefore we may integrate term by term and
Since we assume t > 0 w = tz run through another Hankel contour when z run through H and the integral do not depend on which Hankel's contour we integrate, therefore
Recalling the integral representation of the Γ function [10, 5.
we get (3.4).
For the next Proposition we pick a particular parametrization of H. We fix the value of δ = 1 2 , and fix a concrete parametrization of H, namely γ(ξ) defined as follows. Take γ(ξ) = 1 2
is an ordinary Lebesgue integral in R. Notice also that |γ (ξ)| π/4 for all ξ ∈ R.
Proposition 3.4. We have
where the integral is an absolutely convergent triple integral.
Proof. Substituting (3.1) and (3.4) into (3.2) we have
Therefore we only need to show that the integral is absolutely convergent. We divide the integral in ξ in three intervals. 
which have a finite integral on the set of (ξ, u, t)
Notice that
Which is integrable for t ∈ (0, +∞). The case ξ < −1 is treated in the same way.
4. Another simple integral.
Proposition 4.1. We have
Proof. Applying Fubini's Theorem in (3.5) we may integrate first with respect to t, and we obtain
Applying Cauchy's residue theorem the integral
where C is a circle with center at 1 + and Γ R is the contour in the figure formed with part of the circle of radius R > 2 and part of Hankel's path H. When R → +∞ the integral along the portion of the circumference of radius R tends to 0. Therefore we obtain
Notice that there is a change of sign because Γ R contains a portion of H in reverse sense. The integral in C is equal to the residue so that we get
Simple transformations of the last integral.
Proposition 5.1.
Proof. In the integral (3.5) the integrand depends only of x(1 − x) so that the integral is equal to
Changing variables with x = sin 6. Integrand with only one square root.
Proposition 6.1.
Proof. The inner root in (5.1) can be rationalized. To this end we consider the hyperbola x 2 + 3 = y 2 . Using the rational point (x, y) = (1, 2) we get the rationalization
There are two intervals of m that maps into 0 < x < 1. They are [0, 2 − √ 3] and [2, 2 + √ 3], each one gives an adequate change of coordinates for our integral (5.1). We will use the first one. We have
We want 1 + x 2 /3 to be positive. When 0 < m < 2− √ 3 we have
This can be simplified to
Finally we have
When m runs through the interval [0, 2 − √ 3] x run from 1 to 0. Therefore
Simplifying we get (6.1).
Remark 6.2. Taking the interval m ∈ (2, 2 + √ 3) we obtain instead of (6.1)
7. Expression as a logarithmic integral.
Proposition 7.1. Let
Then we have
Proof. The zeros of the radical in (6.1) are symmetric with respect two lines Re x = 1 2
and Im x = 0. So we change variables by x = 1 2
Let A(y) = (3+4y 2 ) (1−4y 2 )(9−4y 2 )
. Our integral is
Following Knuth we denote by [t < A(y)] a function that is 1 when t < A(y) and 0 in other case, using this we have
We reverse now the order of integration. For any fixed value of t > 0 there are two values of y 2 with A(y) = t,
We are integrating for y ∈ (
), so we are only interested in 0 < y < . In this range of y the condition t < A(y) is equivalent to 16y 4 t − (40t − 4)y 2 + 9t − 3 < 0. This implies that y 2 is contained between the two roots above. The second root gives y 2 > 10/8, so y > 1 for this value. It follows that for 0 < y < Therefore we have
B(t) increases with t, and B(t)
After simplification we have 
8. Reduction to two elliptic integrals.
J, where
Proof. By Proposition 7.1 we have
U where
B(t) contains the inner root √ 1 + 32t + 64t 2 . We rationalize this square root by the change 
This can be written
Integrating by parts
simplifying and changing the name of the variable
This integral is the sum of other two
J where
But this constant is equal to 0. To prove it notice first that log 3 + 2 √ 3 6 + log(4 √ 3 − 6) = log 1 = 0.
Then we only have to check that 21 + 12
This is equivalent to
= 1, that is checked by squaring.
9. Reduction to normal form (modulus k = 2 − √ 3).
The integrals in Proposition 8.1 are elliptic integrals. That is integrals R(x, y) dx where R is rational and y = p(x) where p(x) is a polynomial of degree 3 or 4 without multiple roots. It is known that these integrals can be reduced to three canonical forms.
Our two elliptic integrals are in fact corresponding to the same modulus k = 2 − √ 3.
Proposition 9.1. The integral I = aJ 1 + bJ 2 with
where k = 2 − √ 3, a and b the algebraic numbers
Proof. Consider the first integral in (8.1)
We reduce the radical to the usual form. Following the general theory, we change variables by means of the bilinear transformation
L send the points −1/k, −1, 1 and 1/k into 5, 4, −4, 8 respectively, where k = 2 − √ 3 and
The interval of integration 4 < x < 4(−4 + 3
and we get our result I = aJ 1 + bJ 2 .
Proof. By Proposition 9.1 we have
10. Reduction to normal form with modulus 1/ √ 3
We will use the notation of Gradshteyn and Ryzhik for the three normal forms of elliptic integrals. They are
Here k is the modulus.
The integrals appearing in Theorem 9.2 are real but the integrand contains ∆(x) with ∆(x) = (x 2 −1)(1−k 2 x 2 ) by a change of variables we may consider real integrals with the standard form of the radicand (1 − x 2 )(1 − 2 x 2 ). In our case 2 will be 1/3. All this can be done by standard transformations. In particular I find very useful Byrd and Friedman [4] Handbook of Elliptic Integrals.
The first integral in (9.3) is well known in [11, p . 501] we find
where the complementary modulus k is defined by k 2 + k 2 = 1. For the other two integrals we use the tables of Byrd and Friedman. 
