Background: Children with autism spectrum disorder (ASD) show impairment in producing facial expressions adapted to social contexts. Several serious games have been computed to help them dealing with facial expression recognition but very few focused on facial expression production adapted to a given social context. Method: JEMImE is a new serious game which aims to help the player to learn how to produce happiness, anger and sadness in a 3D virtual environment with social situations that should be resolved by producing the correct facial expression. He is guided in the game thanks to facial expression feedback and gauges that help him evaluating the quality of his/her production in real time. The feedbacks on the children productions are timely given by a facial expression recognition algorithm integrated in JEMImE architecture. Specific attention was paid to the visual and motivational aspects of the game. Using a brief feasibility study with children with ASD (N = 23), we evaluated the impression of the players on the game aspect and the possibility to insert algorithmic feedbacks in real time inside JEMImE. Results: During the training phase, children with ASD showed a significant progression during training for facial expression production after algorithmic autonomous feedbacks. This means children understand the challenge and that the algorithmic feedbacks are transparent enough to allow gaming. They expressed an overall good subjective experience with JEMImE in terms of ergonomics, playability, visual aspect and motivation. Conclusion: We conclude that the beta-version of JEMImE shows promising potential and that research should proceed on computing more games and scenarios to offer a longer game exposure to children to allow adequate clinical validation.
Introduction

Facial Expression in Autism
Autism Spectrum Disorder (ASD) is a neurodevelopmental disorder characterized by difficulties in social adaptation and communication and repetitive behavior. Social skills are impaired including facial expression (FE) that is crucial to communicate internal state to others. In typical development (TD), FE can be observed very early in infancy, even if they do not perfectly correspond to their adult's counterparts (Oster, 2005; Sullivan & Lewis, 2003) . The course of adult-like FE seems to be progressive: 12-month infants show more specific expressions to a situation than 4-month infants (Bennett, Bendersky, & Lewis, 2005) . The learning of adult-like FE increases even in late childhood and at 13 years; children do not yet produce perfectly all FE (Ekman, Roper, & Hager, 1980; Grossard et al., 2018) . In addition, FE is modulated by several factors: 1) emotion subtype, with positive emotions being easier to produce than negative emotions (Brun, 2001; Grossard et al., 2018) ; 2) gender that interacts with emotion subtype (Chaplin & Aldao, 2013; Grossard et al., 2018) ; 3) cultural context (Grossard et al., 2018) ; and 4) feedback on FE production, as it seems to increase their quality (Brun, 2001; Langdell, 1981) .
In contrast with facial emotion recognition in autism that has received much attention in the literature (e.g. Jones et al., 2011; Vannetzel, Chaby, Cautru, Cohen, & Plaza, 2011) , the study of facial emotion production in children with ASD is not well documented (Trevisan, Hoskyn, & Birmingham, 2018) . Compared to TD children or to children with intellectual disability, it seems that no difference with ASD children exists in FE based on blind naïve judging during a task of storytelling, neither in terms of quantity or quality (Grossman, Edelson, & Tager-Flusberg, 2013) . Similarly, the number of positive FE in children with ASD versus children with ID and TD children is similar between groups during an interaction with an experimenter (Yirmiya, Kasari, Sigman, & Mundy, 1989) .
However, children with ASD show significantly more negative FE than the 2 other groups (Yirmiya, Kasari, Sigman, & Mundy, 1989) . Also the quality of FE in ASD appears more awkward (Grossman et al., 2013) , more ambiguous (Yirmiya et al., 1989) and bizarre/mechanical than that of TD children or children with intellectual disability (Loveland et al., 1994) . In terms of emotion subtypes, children with ASD produce sadness particularly worse than TD children (Volker, Lopata, Smith, & Thomeer, 2009 ).
Interestingly, the type of tasks and the context of production (spontaneous production vs production under request) could have an impact on FE (Trevisan, Hoskyn, & Birmingham, 2018) . FE seems to be better produced when children with ASD are instructed to produce them than in spontaneous condition (for a review, see Senju, 2013) ; e.g. evoked FE is described as more natural than posed facial expression (Faso, Sasson, & Pinkham, 2015) .
Teaching Facial Emotion in Autism
The way people with ASD produce FE can impact their integration in society (Grossman et al., 2013) . That's why it is essential to teach them how to produce correct FE adapted to the social context and interaction. Recently, a lot of researchers have been using Information Communication Technologies (ICTs) for this purpose. ICT tools offer many advantages in working with children with ASD on social skills: 1) they usually enjoy playing video games and are interested in ICTs (Boucenna et al., 2014) ; 2) their predictability make them reassuring (Mitchell, Parsons, & Leonard, 2007) ; 3) ICT tools allow creating environments close to real life but keeping the child in a protected area (Josman, Ben-Chaim, Friedrich, & Weiss, 2008) . To date, many different supports exist as tabletouch,
CAVE, computers, robots, tabletop format…
From all ICT tools, serious games (SG) are the most promising to teach children with ASD (Grynszpan, Weiss, Perez-Diaz, & Gal, 2014) . SG could be described as "digital games and equipment with an agenda of educational design and beyond entertainment" (Park, Abirached, & Zhang, 2012) . In a recent literature review, we found 31 SG aiming to train social skills in subject with autism (Grossard et al., 2017) . In this review, we explored two aspects of this SG: methodology and playability. We observed that the playability was often forgotten and that most games do not involve the characteristics of video games as described by Yusoff (2010) . The implication of the player in the game is often limited, as the possibility to personalize some aspects of it. This is unfortunate as playability allows the player to be more motivated during game sessions and so more available to learn new skills. Also, visual aspects of the games are not well described although it is an important part of a video game allowing players' comprehension and progression in the game (Yusoff, 2010) .
Among the 31 games we found, 16 games targeted facial emotion but only 4
were addressing facial expression production: CopyMe (Tan, Harrold, & Rosser, 2013) , LifeIsGame (Fernandes, Alves, Miranda, Queirós, & Orvalho, 2011) , Smi-leMaze (Cockburn et al., 2008) and the framework of game described in Park et al. (2012) . The first 3 games have been computed including a real time facial expression analysis. However, none offers a qualitative judgment on player's FE nor proposes helping the player to adjust his/her FE when needed. CopyMe offers a feedback of player's face but the face is covered by markers of facial motion capture system. LifeIsGame proposes a feedback thanks to an avatar that reproduced player's FE.
To face this lack of smooth and transparent adaptive feedbacks on FE during gaming, we developed the JEMImE software that is a SG targeting FE in context.
The specificity of JEMImE SG is that it is able to give a feedback on the FE quality of the child-player in real time thanks to a system of gauges.
This study pursues two aims: 1) to describe the game in terms of integration, playability and ergonomics through a study of usability on a sample of children with ASD aged between 6 and 12 years. We expected a satisfaction rated good/very good for players and 2) to evaluate the feasibility of integrating a visual feedback in real time to support facial production in children with ASD. We expected that children will adapt their productions according to feedbacks provided by the algorithm.
Materials and Methods
Participants
Twenty-five children were recruited in the Autism Resource Center PACA in (SD = 16.61). All were included in schools with specific adaptation. One participant was in 1 st grade, 4 were in 3 rd grade, 4 in 4 th grade, 5 in 5 th grade, 6 in 6 th grade and 3 in 7 th grade. Informed consent was obtained from all participants and their parents prior to participation. All procedures were approved by the Ethical Committee of the principal investigator (Comité de Protection des Personnes Sud Méditerranée V: reference number 15.071).
JEMImE Description
JEMImE is a video game environment designed to teach children with ASD how to produce adapted facial expression (joy, anger or sadness) according to a social context. The proposal of adding a feedback regarding FE follows a clinical study conducted with a sister game JeSTIMULE based on the same gaming principles but without feedback (Serret et al., 2014) . The game is divided into two phases:
the training and playing phases. Before starting to play the game, each player has to create a profile, where he/she has to fill several information such as his/her age, his/her name, his/her grade and his/her ability to read or not. These informations can also be completed by a therapist or a parent. As recommended by Yusoff (2010) we offered the player different possibilities of personalization: the player has to build his/her avatar that can be either a preconceived character or the player can build his/her own character by choosing clothes and accessories as glasses or bag (Figure 1(a) ). To finish, the player has to choose the companion who will give him/her the different instructions during the game (Figure 1(b) ).
During the training phase, players are trained to produce adapted FE through four games: two imitation games ( Figure 2 ) and two emotional production games on request ( Figure 3 ). Each type of game (imitation or production on request) has two versions: the first less confusing without background images causing emotion; the second with a social context. Different feedbacks are given to the child player during the training phase about the adequacy of his production: 1) a first visual feedback in real time, the child visualizing himself producing emotion; 2) a second visual feedback from gauges of colors (a color for each of the three emotions) that go up and down depending on the quality of the facial expression; 3) a reinforcing feedback consisting in a rate of success that is associated with coin gains when a specific emotion is correctly produced based on the algorithm assessment. In addition, another gauge indicates the time left to produce the facial expression to be adapted with the child's performance considering that high speed gaming is more difficult than low speed gaming. The adult (the therapist or the parent) can modify the conditions of the game as the number of presentations of each emotion, the number of successes needed to complete each emotion training, the percentage of recognizing score needed for the algorithm to validate the production of each emotion and the time given to the player to produce the right facial expression. During the training phase, the 4 games were always presented in the same order: imitation without social context, imitation with social context, production on request without social context and production on request with social context.
During the playing phase, players control their avatar in a virtual environment with three social contexts: a birthday party, an exchange with a soccer ball, and a game in which the child is asked to inflate a balloon ( Figure 4 ). To involve the player in the game, the move of the avatar is totally free and the social contexts can be played in any order.
In the current beta-version of the game, we computed 2 different scenarios for each social context, one positive and one negative, in order to avoid that children think that one social context bring always the same emotion. The children must spontaneously produce the facial expressions adapted to each context, thus making it possible to put into practice the learning of the training phase. As in the previous phase, performance feedback is offered to the child as well as visual feedbacks (video and gauges) and reward (a coin and for some version of the scenario, another objet as a cake in the birthday party) ( Figure 5 ). Similarly, a gauge for time is also included. The "playful" feature of serious games has been materialized by a collection of candies hidden in the city to encourage exploration, animations of objects in the environment and an interactive map of the city to facilitate travel.
Computing the FE Classifier within the JEMImE Architecture
In terms of architecture, we pursued two aims 1) to make JEMImE compatible with an online platform in order to increase its diffusion and 2) to incorporate the FE classifier in a way that allows a feedback in real time without bringing freezes or latencies during the game. The current prototype of JEMImE allows the child to play alone in the therapist's office or with the parent at home. The diffusion of this Serious Game on the website Curapy.com would allow a simplified accessibility and large scale diffusion. Curapy.com is a platform that has been opened to health professionals since 2017. It has already proven its efficiency in terms of data integrity, privacy, restricted data access and seamless communication. It will record the data of the sessions performed by the child while playing JEMImE, as well as its scores (reaction time, success rate, duration of play per session and in total, frequency of games selected). In this way, therapists will be able to regularly monitor the use and the progress in children's games, identify their difficulties, adapt their therapeutic intervention and guide parents via Curapy.com. The serious game could then be used by both therapists at the hospital and by families at home. Natural environment at home and dialogue between parents and therapists are key factors of attractiveness. This new modality offers a transition from a traditional work mode based in a medical environment to a home-based child focused approach, which is non-invasive and innovative (Bono et al., 2016) .
We used our method, namely the Pairwise Conditional Random Forests (PCRF), in order to assess the facial expressions (Dapogny, Bailly, & Dubuisson, 2015) . It consists in extracting heterogeneous derivative features (e.g. facial land- 
Assessments
One of the objectives of the current study was to evaluate the course and the adaptation of children with ASD playing JEMImE and to assess whether children and professionals appreciate it. We used three measures. First, we computed the course of each child's performance during the training phase thanks to the software records. We expected children to increase their knowledge (meaning their facial expression accuracy) during the training phase. Second, we created an ergonomic and satisfaction questionnaire to be completed by the child after the game session (see Annex). Third, we also created a child behavior observation The second objective was to evaluate the possibility and interests of integrating an algorithm that will give feedbacks in real time to the player on their productions. For that, we recorded the score of the children during each mini game.
We expected their results to show a significant improvement between consecutive sessions meaning that players learned to do better FE thanks to the automated feedbacks and that they adapted their productions thanks to this feedback.
Procedure
The evaluation was conducted during a single session lasting approximately 75 minutes and was conducted as follows. The child was invited to sit in front of a computer, connected to a joystick and a camera placed above the computer screen allowing the child to see him/herself on video. After this phase of installation, the child began to manipulate the software, accompanied by a therapist. He realized the different games of the training phase then visualized all the scenarios and social contexts of the gaming phase, guided by the therapist. During this phase of use (60 minutes), video recorded by an outdoor camera, a second therapist present in the room observed the behavior of the child and filled the observation grid. After the training phase, the child was asked to complete the first part of the ergonomics and interest questionnaire concerning the training phase.
The second part of the questionnaire about the playing phase was completed at the end of the game. Once the protocol was completed and the child has left the room, the therapist completed the observation grid behavior of the child with his/her colleague using if necessary the film recorded from the meeting.
Results
During the training phase, we expected children with ASD to increase the quality of their FE thanks to the FE algorithm classifier that was integrated in JE-MImE. Since we know that several factors (age, gender, game timing (early games as opposed to last games) or emotion subtypes) can influence facial emotion production, we performed a multivariate model. As our variables did not follow a normal distribution, we used a logistic mixed effect model in R software version 3.4.0 (lme4 package) with the formula: issue-Age + Gender + Game timing + Emotion + (1|id_patient). The results are presented in Table 1 . We found no effect of age (p = 0.17) or gender (p = 0.16), but we did found a significant effect of the targeted emotion (p < 0.001) and game timing (p < 0.001).
Then, we compared 2 by 2, each of our modalities within the variable that showed a significant effect (Table 2) . We used a multivariate analysis with the software R with the formula: Success-Age + Gender + Game timing + Emotion + (1|id_patient). The multivariate analysis shows a significant effect of the targeted emotion on the quality of the children's FE. Happiness is better produced than sadness (p < 0.01) and anger is better produced than sadness (p < 0.001).
However, anger and happiness are equally produced (p = 0.46). We also found a significant effect of the game subtype on the quality of children's FE. The game 4 is better succeeded than the game 1 and the game 2 (p < 0.001); the game 3 is better succeeded than the game 1 (p < 0.001) and the game 2 (p = 0.017); and the game 2 is better to succeed than the game 1 (p < 0.01).
Regarding the ergonomics and satisfaction questionnaire, Figure 6 nearly 60% of the children were completely satisfied by JEMImE. All the children (100%) found easy to use the software overall.
The observational grid gathered pretty concordant positive results in term of playability. During the personalization, 91% of the children wished to personalize their avatar and did it quickly (less than two minutes) and easily (100% of ease for the creation of the avatar). They also selected quickly (7 seconds) and easily their companion (82% ease of companion selection). During the training phase, it was observed that 100% of the participants actively used the software returns (color gauges and video feedback) in real time. The role of these returns was easily understood by most children (83% for the functioning of the gauges and 78% for the video support). During the playing phase, all the children easily circulated in the virtual environment. The observations showed that the map was also used by 92% of the children to find their way or find hidden candies.
The majority of children (94%) appeared satisfied with the use and overall look of the software. During the personalization, 93% of children enjoyed being able to choose and customize their avatar and companion in the game (88%).
The majority opted for the choice of the robot as a companion. The appearance of the avatars that the children had to imitate or those present in the virtual environment pleased 77% of the children. During the training phase, the games and the contextual images used for the production of emotion, were generally appreciated (84% of satisfied children). During the playing phase, the visual aspect of this phase, navigation in the virtual environment and production in context satisfied the majority of children (94%). Finally, the possibility of obtaining gains in case of success was appreciated by 96% of children.
Discussion
The aims of our study were: 1) to evaluate the interest of a visual feedback on children's FE production in JEMImE by measuring their performance during the 4 steps/games of the training phase and 2) to assess children's satisfaction concerning JEMImE thanks to an observation grid and a questionnaire.
The real time FE analysis provided by the FE algorithm gives an immediate feedback on children's FE quality without latency. Concerning children's progression during training, we found 2 significant effects. The first was the effect of the target emotion on the quality of their production: sadness was significantly worse produced than happiness and anger. These results are congruous with the literature, as sadness seems to be particularly difficult to be correctly produced (Volker et al., 2009 ). The algorithm integrated in the game reproduces the impression of human judges, and appears to correctly interpret their facial expressions. The second significant effect was the effect of game timing. Indeed, the first game presented was less successful than all the other games and the best successful game was the last presented. It appears that children increased their productions through the 4 games of the training phase and learned how to adapt their production to fit with the expectation of the algorithm. Even if we can't conclude that children learn how to produce better facial expressions regarding quality, we can observe that they adapt their FE to respond more adequately to the feedbacks given inside the serious game. So, the facial feedback in real time but also the gauges that give them an appreciation on the quality of their production really helped the children to correct themselves. However, we also have to temper our results, as the effect of the task could affect the results of children and favorize the on request task (game 3 and 4) compare to the imitation task (game 1 and 2). Yet, we noted a significant effect between the game 1 and 2 with results that increased in game 2 compared to game 1. This suggests that children can adapt their facial expressions by training with automatic feedbacks whatever the task (imitation as opposed to on request).
We found no significant effect of gender but also no effect of age on children's production evaluated by the algorithm. Concerning the effect of age, we do not have strong data in literature either, however it seems that facial expressions production quality should increase with age (Trevisan, Hoskyn, & Birmingham, 2018) . In our study, the lack of effect could be due to the small number of children we recruited and the lack of statistical power. Moreover, we did not take into account IQ, who could modulate the effect of age (Trevisan, Hoskyn, & Birmingham, 2018) . However, for the lack of effect of age on the production, we could also suppose that children do not learn spontaneously how to correctly produce facial expressions and so do not increase the quality of their productions with age. This observation supports the necessity to explicit facial expressions and work on it in order to allow children with ASD to adapt their facial expressions in a social context.
The second aim of our study was to assess the playability and the satisfaction of children playing JEMImE. Some of studies do not develop theses aspect, however it is an important part to bring motivation to the player and facilitate the immersion in the virtual environment (Grossard et al., 2017; Yusoff, 2010) .
That's why we gave a specific attention to the items usually find in commercial video games as for example reward, fun animations, offering help during the game, or fluidity of the game. All these characteristics are essential to allow the immersion and maintain attention.
All the children who came to try the game were highly satisfied with the game.
They showed a special interest in building their own character and were happy to play with it in the playing phase. Concerning the visual aspect, they globally appreciated the choice of design and colors. All the children were able to play using the joystick or the keyboard and found easy to move and explore the environment. However, the participants played only one session of the game. They would be naturally excited to use a new game. Therefore their responses would tend to be more positive. We should propose more sessions to see if the level of positivity remains after that initial session. This was not possible as JEMImE is only a prototype and that a lot more scenarios must be developed. The players generally complain about the small environment with the impossibility to go inside the buildings. They also suggested adding more people, cars and objects in the town, as now there are only 3 groups of people placed where the social scenes can be played.
Limitations
However, our study presents some limitations. 1) We recruited a small sample of children with ASD, which could explain why we did not find an effect of age on the quality of children's productions. 2) We did not assess the effect of IQ on their productions. 3) The game allows them to play just one hour, which is not enough to ensure that their motivation and satisfaction of the game would last in time.
Conclusion
JEMImE prototype was used with 23 children with ASD in order to evaluate the usability of the game with this population but also to collect their experience regarding the ergonomics, the playability and the visual aspect of the serious game.
It appears that JEMImE is adapted to children with ASD. The integration of the algorithm for facial expression recognition is perfectly done and does not bring latencies during gaming. The feedback in real time allows the children to modify their facial expression during a play session to fit with the expectations of the game. They correctly used the gauges to evaluate their productions. In terms of satisfaction, all the children were able to play and were very satisfied of their experience in the game. This paper contributes to support that information and communication technologies are adapted to children with ASD. Specifically, the current study shows that the integration of a facial expressions algorithm allows to work on facial emotion production.
Future works include: 1) To improve the algorithm by using a dataset of children FE to train the automated classifier (Grossard et al., 2018) 
