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Abstract 
A method is presented to measure various electron-
optical parameters needed for high-resolution electron 
microscopy image interpretation with high accuracy. The 
method is based on the measurement of a series of beam-tilt 
induced image displacements. The displacements are 
calculated via cross-correlation of the images, and 
subsequently fitted to a third-order polynomal in the beam tilt. 
From two series of images (using the x and y beam tilt coils), 
the spherical aberration constant of the microscope can be 
measured, as well as the current values of defocus, beam tilt 
and astigmatism. The spherical aberration constant of three 
Philips microscopes is measured with a precision better than 
1 %, apart from calibration errors.The misalignment in the 
reference image (i.e. without induced beam tilt) can be 
measured with an absolute accuracy of 0.05 mrad, while the 
accuracy in the measured defocus value is 5 nm (at a 
magnification of 250,000). A computer is used to direct the 
experiments via remote control of the microscope and perform 
fast image processing to calculate the cross-correlations. 
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Introduction 
The measurement of electron-optical parameters in the 
transmission electron microscope (TEM) is important for two 
reasons. In the first place, fast and accurate measurement of 
parameters like focus, astigmatism and beam tilt enables the 
automatic correction of astigmatism and misalignment (referred 
to as autotuning). In the second place, several electron-optical 
parameters must be known to a high accuracy in order to be 
able to interprete high-resolution TEM (HREM) images, using 
either image simulation or image reconstruction (via a focal 
series or via holography). The incorporation of the aberrations 
of the microscope via the contrast transfer function is then an 
important step. Especially when the interpretation aims at 
resolving features at a resolution beyond the Scherzer limit, the 
accuracy with which the phase part of the transfer function 
must be known increases dramatically. 
The aim of autotuning is to be an aid to the microscope 
operator. Hence, the autotuning procedures must be as 
accurate as an experienced operator, and significantly faster. 
Furthermore, a good autotuning procedure must be fully 
automated and must be designed as robust as possible to give 
reliable results for a wide range of (unknown) experimental 
conditions. On the other hand, procedures which aim at 
measuring electron-optical parameters must be very accurate, 
but the requirements on speed, automation and robustness are 
not as heavy as for the autotuning procedure. Hence, 
procedures aimed at accurate measurement for HREM image 
interpretation may be somewhat more complicated, if 
necessary. 
For TEM autotuning, several methods have been 
proposed (see Erasmus and Smith, 1982 and Smith et al., 
1983 for an overview). The methods proposed use either 
image contrast, or diffractograms, or beam-tilt induced image 
displacements. The image contrast method uses the fact that 
the image contrast in the TEM is minimal in a focussed image 
without astigmatism (Saxton et al., 1983). The method iterates 
to the zero-values of focus and astigmatism using induced 
variations of these parameters. The digital diffractogram 
(powerspectrum) of an amorphous image yields the (square of 
the) phase transfer function of the microscope. It can be 
calculated very fast and a quasi-continuous display of the 
diffractogram is more and more frequently used as an aid for 
manual alignment. An on-line alignment algorithm for the 
correction of astigmatism has been implemented by Baba et al. 
(1987). However, the effects of misalignment and astigmatism 
cannot be distinguished in one diffractogram and several 
diffractograms with an induced beam tilt (in various azimuths) 
must be used to measure both astigmatism and misalignment 
(Zemlin et al. 1978). Although it is nowadays possible to 
display such a "plateau" of diffractograms on-line (de Ruyter 
A.F. de Jong and A.J. Koster 
et al. 1990), this method is not very robust. The shape of the 
diffractograms (with induced beam tilts) may vary strongly 
with the initial experimental conditions (focus, misalignment, 
astigmatism and sample type), hampering automatic 
evaluation. The most promising method for autotuning seems 
to be the measurement of beam-tilt induced image shifts, as 
proposed by Koster et al. ( 1987) and Koster ( 1988). The basic 
idea (LePoole, 1947) is that when the image is out of focus, an 
induced beam tilt results in an image shift. The image shifts 
can nowadays be determined very accurately using fast cross-
correlation of the images. Incorporation of astigmatism is 
straight-forward, while the measurement of the misalignment 
requires the difference of the shifts of two images with 
opposite induced beam tilt. Practical implementation of the 
method and results are reported by Koster and de Ruyter 
(1992). 
However, the demands on the accuracy of the electron-
optical parameters to be used for image reconstruction are very 
high. Several promising methods are currently being 
developed which are in principle able to yield reconstructed 
images with a resolution far beyond the point resolution of the 
microscope: electron holography (see e.g. Lichte, 1986), and 
image reconstruction using a focal series (Kirkland, 1984, Van 
Dyck and Op de Beeck, 1990). Recent progress in these 
methods is reported by Lichte (1991a) and Van Dyck (1991). 
All the reconstruction methods first solve the phase problem, 
yielding the electron wavefunction in the image plane. As a 
second step, this wavefunction is multiplied by the inverse 
contrast transfer function, yielding the electron wavefunction 
in the object plane, corrected for aberrations. Especially at 
higher resolutions, the contrast transfer function oscillates 
strongly with spatial frequency. Its exact shape must be 
known to a high accuracy, or large errors in the phase will be 
introduced during the final step of the reconstruction. Of the 
parameters determining the phase contrast transfer function 
(PCTF), the constant of sperical aberration C, is the most 
critical one. Kirkland and Siegel (I 979) found that a maximum 
error of less than 5% in C, is required to be able to recover 
information from electron micrographs below the point-
resolution. Note that it is not possible to determine the 
parameters of the phase transfer function during the 
reconstruction process, unless some a-priori knowledge is 
used about the object (e.g. the crystal symmetry). Even then, it 
will be advantageous or even necessary to start with an 
accurate set of values for C,, defocus and residual astigmatism 
and misalignment. 
In this paper, the accuracy of the electron-optical 
parameters required for image reconstruction is calculated as a 
function of the desired resolution. A method is proposed and 
tested which determines the spherical aberration coefficient of 
the microscope very accurately, as well as the defocus value 
and residual misalignment and astigmatism. The method uses 
beam-tilt induced image shifts, but it is somewhat more 
complex than the related autotuning method (see also Budinger 
and Glaeser, 1976 and Koster and de Jong, 1991). It can be 
used to measure the parameters needed for image 
reconstruction, but also to check existing autotuning 
procedures independently and assess their quality. The 
spherical aberration coefficients of three microscopes (Philips 
CM12-TWIN, CM20-UltraTWIN and CM30-SuperTWIN) 
are measured with a precision better than 1 %, and the accuracy 
with which the values of defocus and residual beam tilt and 
astigmatism can be measured is assessed. Of the other two 
methods used for autotuning, the image contrast method is not 
suitable for a measuring procedure. However, the method of 
using several diffractograms could be an alternative, because 
use can now be made of the known, approximate values of the 
PCTF parameters to generate the type of patterns which can be 
more easily analysed in the computer. 
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Theory 
Required accuracy of the parameters of the PCTF 
It is well known that the image contrast in HREM is 
strongly influenced by the contrast transfer of the microscope. 
Within the quasi-coherent approximation (Wade and Frank, 
1977), the relation (in reciprocal space) between the 
(aberrated) wavefunction in the image plane, '-P;ma(G) and the 
wavefunction at the exit plane of the object, '¥0 bj(G) is a 
simple product with a transfer function TT._G): 
(1) 
Here, G is a two-dimensional vector in reciprocal space with a 
length G=l/R. For unit magnification and no image rotation 
we have: 
r(G) ':"' E(G)exp [- 2 mx(G)]. 
(2) 
The phase-contrast transfer function, exp [-2nix(G)], is 
the part of the transfer function which oscillates strongly at 
higher spatial frequencies. Including a beam tilt m 
(misalignment) and an astigmatism Aa, it is given by: 
I 2 
2 AA( ( G + m) • a) 
(3) 
where f is the defocus (negative for underfocus) and A the 
electron wavelength. In eq. (3), we have defined the constants 
C4, C2 and CA as the parameters which, together with the 
beam tilt m, and the direction of the astigmatism a, (in total six 
independent parameters) have to be known in order to 
reconstruct the PCTF. Note that the wavelength as such does 
not have to be known. The envelope function E(G) is 
determined by the finite beam convergence and by the focus 
spread due to the chromatic aberration and microscope 
instabilities. It attenuates the amplitude of r, limiting the final 
resolution of the instrument (information limit). Its exact form 
can be found elsewhere (e.g. Frank, 1973 and Wade and 
Frank, 1977), but will not be considered here. 
Errors in the PCTF are caused by errors in the 
determination of the C ,, defocus, astigmatism, beam-tilt 
misalignment and magnification (i.e. an error in G). The 
wavelength as such is in fact only a scaling parameter and not 
a source of error, as long as the accelerating voltage of the 
microscope is reasonably stable. Note that the misalignment 
and astigmatism do not have to be zero, as long as they are 
known (and not too large to degrade the image quality). To 
illustrate the importance of an accurate determination of C ,, we 
have calculated the imaginary part of the transfer function of a 
200 kV microscope with Field-emission gun (FEG) in Fig. 1. 
Because of the high spatial and temporal coherence caused by 
the FEG, there is a lot of contrast-transfer beyond the point 
resolution of the microscope. However, the PCTF oscillates 
with increasing spatial frequency. When the PCTF is 
calculated with a C, of only 2% more, the oscillations at higher 
frequencies are even reversed in sign. On the other hand, close 
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Fig. 1. Imaginary part of the contrast transfer function f(G) 
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Fig. 2. Maximum allowable relative accuracy in Cs and 
magnification, as a function of the ratio between information 
limit and point resolution. Solid curve: accuracy in the Cs, and 
magnification in the case of optimum focus. Dashed: accuracy 
for the magnification in the case of Gaussian focus. The 
curves can also be used to determine the (absolute) allowable 
accuracy for the beam tilt, by dividing the values for the 
magnification by Pi· 
to the point resolution the effect is only small. This indicates 
that higher accuracies are needed when the information 
retriev~l is aimed ~t higher resolutions (relative to the point 
resolution of t_he microscope). Following Kirkland and Siegel 
(1979), we will assume that the maximum total error in the 
phase may not exceed rr/3, for the range of frequencies 
~nvolved. Neglecting for the moment the astigmatism (which is 
Just a directional focus-error), we find: 
2n-6. x(G) = 
2n-J(t. Xcs)2+(t. X1)2+(t.x,,/+(t.xc/ ~+1r. 
(4) 
Each_ individual error, which may be found by making a 
Taylor senes expansion, must be below rr/6. Thus criteria for 
the individual errors may be easily derived. We will formulate 
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the maximum allowable errors in terms of the point resolution 
of the microscope, defined as Ps=0.64(Cs?._3)0.25 and of the 
desired information limit Pi (which is the inverse of the 
maximum spatial frequency). Because xis linearly dependent 




In Fig. 2, the maximum error in Cs is given as a 
function of the ratio between Pi and Ps· The influence of errors 
in the misalignment and the magnification is dependent on the 
amount of defocus. Assuming that the microscope is well 
aligned, so that m<<G, we find for the maximum allowable 
error in magnification: 
(7) 
Clearly the maximum error is rather small for defocus 
values around Gaussian focus, while there is a singularity 
where at G= 1/ Pi the focus part just compensates the Cs part in 
the denominator. However, when this focus value is chosen, 
the error due to 6.G is high at some intermediate frequency. To 
get a practical idea of the maximum allowable error, we will 
choose as a reasonable defocus value the "optimal" focus. At 
the optimal focus the error due to errors in misalignment and 
magnification is minimal for the whole range of spatial 
frequencies between O and G= 1/pi, This value can be found 
by requesting that the maximum value of 1ax(G)/aG1 is 
minimized. The optimal focus, which also maximizes the 
image localization during imaging with a highly coherent probe 
(Lichte, 1991 b), is then found as !opt = -0. 7 SC sCA/pi)2. 
Substituting the values for Gaussian focus and optimal focus 
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(8) 
This error is also illustrated in Fig. 2, for the two 
defocus values. In practical situations the allowable error will 
lay between these two curves. The maximum allowable error 
in the determined misalignment, given in absolute units of 




(6.m) 1 (2pi) 
Gauss = 12 pi 3 P s · 
(9) 
A.F. de Jong and A.J. Koster 
Table 1. Some typical values of the accuracy needed in the 
determination of the parameters of the PCTF to ensure a 
reconstruction of the PCTF with an error below rc/3 for the 
desired range of spatial frequencies (H.T. is high tension). 
H.T. Ps Pi !1C5 N flm flG 
(kV) (nm) (nm) (%) (nm) (mrad) (%) 
200 0.24 0.15 0.8 1.5 0.04-0.14 0.2-0.8 
0.10 0.2 0.7 0.01-0.04 0.05-0.2 
200 0.19 0.15 2.2 1.5 0.10-0.4 0.5-2.2 
0.10 0.4 0.7 0.03-0.11 0.1-0.4 
300 0.17 0.15 3.4 2.0 0.10-0.4 0.85-3.4 
0.10 0.7 0.8 0.03-0.12 0.15-0.7 
A number of maximum errors of practical importance 
~200-300 keV beam ~nergy, Cs from 0.5 to 1.2 mm) are given 
m Table 1. If an ultimate resolution around 0.1 nm is to be 
reached, even with ultra-high-resolution pole-pieces the 
allowable errors are extremely small, roughly around 0.5% for 
the Cs and the magnification, 1 nm for defocus and 0.05 mrad 
for the n:iisalignment. Note that the accuracy needed for the 
defocus 1s less than the specimen thicknesses normally used 
for HREM. Trying to determine the defocus value to this 
accuracy is rather academic, as it is not clear to which depth 
inside the specimen this focus refers.The accuracy needed for 
the determination of the astigmatism can easily be calculated to 
be twice the allowable error for the defocus, i.e. about 2 nm 
for Pi=0.1 nm. 
An effect which has not yet been taken into account is the 
asymmetri~ energy sp_read of the electron gun. Through this 
effect, the time-averaging of a small amount of focus values in 
one exposure (focal spread function) is asymmetric, which 
could lead to an additional phase term in the contrast transfer 
function. An estimate about the implications of the asymmetry 
can be made as follows. Suppose we have an effective 
asymmetry in the energy spread of 1 ppm (i.e. 0.3V for 300 
kV accelerating voltage). Then also the asymmetry in the focal 
spread is_ 1 ppm (related to the focal length of the objective 
lens), which could have the same effect as an uncertainty in the 
defocus value of 1 to 2 nm. 
Beam-tilt induced image shift 
From a geometrical point of view, it is not difficult to 
understand that at low magnification the primary result of 
~pplying a beam tilt _is an image displacement. In Fig. 3, it is 
illustrated that the displacement has two components: a first 
displacement caused by a possible focus error and a second 
displacement caused by the spherical aberration of the 
objective lens. Budinger and Glaeser (1976) gave a theoretical 
description for this displacement (for lower magnifications 
under two-beam conditions) and described a method to 
d~termine the Cs and the defocus by measuring the 
displacement between a bright-field and two centered dark-
fi_eld ii:nag~s with d_ifferent scattering vectors. The description 
given m this paper 1s based on HREM imaging theory in weak 
ph~se-?bjec_t approximation (see also Koster et al., 1989), 
which 1s smtable for HREM situations when an amorphous 
(part of the) specimen is used for the measurements. 
Within the weak phase-object approximation, the 
complex image spectrum /(G) (i.e. the Fourier transform of 
the image) can be written as: 
/(G)=o(G)-
- 2oV ( G) E ( G) sin [ 2rcx/ G )]exp [- 2rcix o< G )]. 
(10) 
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Here V(G) is the elastic scattering potential of the specimen, 
CJ=rce(AE and the phase-transfer function is divided into two 
parts, even and uneven in G: 
I 2 
+ 2 CA((G+ K)• a), 




) + c2}(G • K) + 
(I lb) 
for a beam tilt K. If we now consider two images with a 
different beam tilt K 1 and K2, the cross-spectrum of the two 
(which is the Fourier transform of the cross-correlation 
function) is: 
11( Ki)½( K2) = 8+ 4ifV
2
E ( K 1) E( K2) x 
sin [ 2rcxe( K 1)] sin [ 2 re~ K2)] x 
exp [ 2rci { Xo( K 2) - Xo( K 1)}], 
(12) 
where we have stressed the dependence on beam tilt rather 
than on the spatial frequency. When the beam tilts involved are 
not too high, the envelope function E(G,K) and the even part 
of the phase-transfer function Xe(G ,K) may be considered to 
be independent of K (double-sideband imaging). In that case, 
the cross-spectrum may be approximated by: 
I1(K 1)fi(K 2)=8+ 
+ A(G)exp [2 ni{ Xo( Ki) - XJ_ KJ}]-
( 13) 
The amplitude function A(G) is now independent of the 
beam tilt. The phase of the cross-spectrum is linearly 
dependent on G (eq. (I lb)), apart from the term C4G2G.(K 2-
K 1), which results in a dispersion for the higher spatial 
frequencies. If this term can be neglected in comparison to e.g. 
the focus term (which may easily be obtained by applying a 
low-pass filter) the inverse Fourier transform of eq. (13) 
yields the cross-correlation function between the two images: 
c( R) = 1 + d... R) * 8( R - d). 
(14) 
Here a(R), the inverse Fourier transform of A(G), is just the 
auto-correlation function of the image itself. The convolution 
with a delta-function indicates that this sharply peaked function 
is displaced over a vector d, given by the derivative of the odd 
parts of the phase transfer function with respect to G. For the 
case that image I has only a misalignment m, while image 2 
has an additional induced beam tilt t, the displacement is given 
by: 
(15) 
Electron-Optical Parameters for HREM 
' ' ' ' ' ' ,, 






Fig. 3. Schematic presentation of the image displacement 
caused by an induced beam tilt angle ex. The focus error f 
induces a displacement proportional to the angle, the spherical 
aberration adds a displacement proportional to the third power 
of the angle. 
For autotuning purposes, the induced beam tilts applied 
are usually well within the limits of double sideband imaging, 
so that the approximation of the cross-correlation as yielding a 
shifted sharp peak is justified. However, for the more accurate 
measurements proposed here, the range of induced tilts may 
reach beyond this region. The amplitude parts in eq. (12) are 
then no longer independent of the beam tilt, but give rise to 
contrast reversals, so that the position of a (local) minimum 
instead of a maximum has to be determined. Still, the cross-
correlation function can be considered to be a more or less 
peaked feature (positive or negative), displaced by d. Although 
in this section the influence of an induced beam tilt is described 
within the framework of a weak phase-object, it may be 
appreciated that a small amplitude component in the contrast 
will not immediately degrade the method, because to a first 
approximation, only the autocorrelation of the image is 
affected. This approximation of course breaks down for 
thicker (crystalline) specimens where the induced tilt affects 
the dynamical scattering within the sample. 
Measuring PCTF parameters 
The displacement is a third-order polynomial of the beam 
tilt and all the parameters of the PCTF may be determined by 
measuring a series of image displacements as a function of the 
beam tilt t. However, inspection of eq. (15) reveals that the 
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total displacement is in fact a sum of contributions in three 
directions: along t, m and a. Thus, also the direction of the 
measured displacement is dependent on the induced tilt. An 
induced tilt in the x beam tilt coil will in general result in a 
displacement du parallel to the x-direction and a displacement 
dxy perpendicular to this direction (in the axis syst~m 
determined by the beam lllt coils). When a senes of beam lllts 
is applied, the image displacement follows a trajectory as 
illustrated by some simulated trajectories in Fig. 4. The 
presence of astigmatism and/or misalignment causes only a 
small (but measurable) deviation from the parallel direction. At 
higher induced beam tilts, the third-order contribution in the 
direction of the induced tilt dominates the displacement. 
Eq. (15) can be rewritten as follows, with cx,/3 
signifying the x or y direction in the axis system of the beam 
tilt coils: 
with 
e3 a/3 = 0, 
e2 a/3 = C 4 m /3' 








Note that 8 1af3 = Bipa and 8:iaa = 8:ipp-1:he displacements 
at high induced tilts may be used to determine the (apparent) 
rotation of the axis system of the beam tilt coils with respect to 
the axis system of the image (determined by the image 
detector) 
By measuring a series of displacements as a function of 
the induced beam tilt, several parameters may be found by 
fitting the parallel displacements to a third-order curve and the 
perpendicular displacements to a second order curve. From 
one series of parallel displacements (three coefficients fitted) 
one may findC 4 (from 8:iaa) and the misalignment in the 
direction of the induced tilt (from Ehaa)- The first-order 
coefficient (from 81 aa) does only yield C 2 value in a 
straightforward manner, when both the misalignment and the 
astigmatism are zero. When, in addition, the perpendicular 
displacements are used (two fitted coefficients), the 
misalignment perpendicular to the induced tilt may be found 
(from Ehap)- However, the five coefficients which may be 
fitted from one series of diplacements are not enough to 
determine the six parameters needed for the reconstruction of 
the PCTF. Specifically, knowledge of B1aa and B1a/J is not 
enough to determine C2, CA and the ratio axfay. Moreover, the 
determination of the two perpendicular coefficients is usually 
less accurate than the parallel coefficients. To obtain all six 
parameters with high accuracy, it is necessary to measure one 
tilt series along x and one along y. The constant C4 may be 
found from 8:iaa and 8:ipj3, the misalignments from Ehaa 
and Ehw The defocus value ?,,f may be found by adding 
<91aa and <91pp, from eq. (17c) and using ai + ay2 = I: 
)f - l_ ( e + e ) - ___1____J e2_ + e2 ) 
- 2 laa 1/3{3 9<93 aa'- 2aa 2/3{3 
(18) 
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Fig. 4. Simulated trajectories of the image displacement d 
caused by an induced beam tilt along the x-direction. For all 
the curves, the accelerating voltage is 300 kV, C,= 1.2 mm,f 
= -200 nm and the misalignment in the y-direction, my = 1.0 
mrad. Note the difference in scale along the vertical and 
horizontal axes. 
The astigmatism is then finally found from the four first-order 
coefficients. 
If we include the magnification Mand the tilt increment 
dt into eq. (16), we obtain the polynomials which are actually 
fitted in a real experiment: 
d' a= M IB /3(d ta t'a) n_ 
a,., n na (19) 
Then the shift is measured in pixels and the beam tilt in 
"ticks", being the smallest unit-of-change of the beam-tilt 
coils. Clearly, both the magnification and the induced beam tilt 
must be calibrated accurately in order to determine the PCTF 
parameters. Especially C4 , calculated from the third-order 
coefficient, is sensitive to calibration errors of the beam tilt. 
The beam tilt may be calibrated by measuring the displacement 
of the diffraction pattern, relative to the diffraction vector G 
corresponding to some known lattice distance d hkl· If a 
relative distance of r is measured in the diffraction plane, the 
beam tilt t causing this displacement is rldhkl (in units of 
(length)- 1 ). As the beam tilt calibration may be (slightly) 
different for the x and they direction, both beam tilts should 
be calibrated. Also a slight deviation from orthogonality may 
be taken into account. The difference between the two fitted 
third-order coefficients E>:iaa and e:i1313 gives an indication of 
the accuracy of the beam tilt calibration. The errors of the other 
PCTF parameters are much less influenced by calibration 
errors. Their precise contribution can be deduced from eqs. 
(l 7a-l 7f) and (19), but is usually negligible compared to the 
contribution of the variances of the other coefficients needed 
for the calculation. 
Experimental 
Procedure 
The procedure for measuring the PCTF parameters 
consists of the following steps: 
a). Calibration of the microscope magnification and dark-field 
beam-tilt coils. 
b). Recording of a set of images with induced beam tilts using 
the x and they dark-field tilt coils. 
c). Calculation of the cross correlation functions between the 
reference image (i.e. without induced beam tilt) and the images 
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Table 2. Experimental conditions and calibration data for the 
three microscopes used. 
microscope CM12T CM20UT CM30ST 
accelerating voltage (kV) 100 200 300 
magnification (x 1000) 60 250 260 
magn. calibration (nm/pix) 0.584 0.092 0.115 
tilt calibration (mml/step) 3.49 2.93 2.10 
maximum induced tilt (mrad) 40 30 20 
with induced tilts, followed by the determination of the 
displacement vectors from the maxima or (local) minima. 
d). Fitting the measured displacements to a third-order 
(parallel) and a second order (perpendicular) polynomial. 
Note that the alignment of the microscope is not a critical 
step, except the alignment of the pivot points which ensures 
that the beam remains focussed on the same area of the 
sample, independent of the beam tilt. Of course, the spherical 
aberration is dependent on the position of the specimen in the 
objective lens, and care must be taken to find a reproducible 
specimen height. 
The experiments were performed on a Philips CM12-
Twin microscope, a CM20-UltraTWIN microscope and a 
CM30-SuperTWIN microscope. Experimental details are 
summarized in Table 2. All instruments were equipped with an 
LaB 6 cathode. The Philips CM series of TEM are computer 
controllable by means of a serial port. The images were 
recorded with a Gatan 622 video camera with image 
intensifier. The TEMDIPS computer system (TVIPS GmbH) 
was used for on-line video-image processing and microscope 
control (via RCS remote control). The most important 
microscope control functions used were the direct control of 
the pre-specimen x- and y-deflection coils of the TEM to 
induce the dark field tilt angles. All the image processing and 
microscope control commands were executed by means of 
command procedures, without human intervention. 
CalibratiOM 
On the CM12, the calibrations were performed using 
separate specimens. For the calibration of the beam tilt coils, 
the relative shift of the ( 111} reflections of polycrystalline 
aluminium induced by a specified amount of beam tilt (in 
"ticks", the smallest unit-of-change) were measured. 
Reproducibility in controlling the x- and y-deflection coils was 
0.7%. For the calibration of the magnification, a test specimen 
(2160 lines/mm) was used at M=6300 (0.5% measuring 
error). The calibration was extended to a magnification of 
60,000 via independent calibrations on micrographs. The total 
error in this calibration was 0.5% measuring error+ I% error 
in magnification reproducibility. 
On the CM20-UT, a specimen consisting of an oriented 
Au film on carbon foil was used for the calibration of both the 
magnification and the beam tilt coils. The magnification 
(nominally 250,000) was calibrated by taking lattice images 
and measuring the distance to the (200) spots in the computed 
diffractogram (measuring error 0.5%). The beam tilt coils 
were calibrated by measuring the beam tilt induced shifts of the 
( 800} spots. The measuring error for this calibration was 
0.35%. 
On the CM30-ST, a specimen consisting of gold 
particles on a carbon film was used both for the calibrations 
and for the tilt-series, at a magnification of 260,000. The 
magnification was calibrated using the { 111 } Au spots in the 
computed diffractogram (measuring error I %). The beam tilt 
coils were calibrated by monitoring the ( 111} and ( 200} 
reflections in the dark-field mode (measuring error about 1 %). 
The advantage of using the same specimen for both 
calibrations and tilt series at one magnification is that no 
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Fig. S. Parallel image displacement as a function of induced 
beam tilt (mrad), for two cases. Top: the CM! 2-TWIN using 
they tilt-coils, f = -500 nm. Bottom: the CM30-SuperTWIN 
using the x tilt-coils, f = -150 nm. The dots indicate the 
measured points, the drawn line is the fitted third-order 
polynomial. 
additional errors are introduced. On the other hand, the 
magnification must be chosen low enough to enable the 
measurement of an appreciable image shift. Note that the test 
specimen used here is in fact not an ideal calibration specimen, 
as the lattice of the small Au particles may be slightly 
deformed, resulting in dhkl values slightly different from those 
of bulk Au. 
The calibrations are summarized in Table 2. The tilt 
calibrations are given as the incremental amount of tilt induced 
for each step of the tilt series. 
Results 
Determination of the spherical aberration constants 
For the determination of the C 5 , only one tilt series is 
necessary, using the parallel component of the displacement. 
Several tilt series were recorded on each microscope. The 
experiments on the CM12 were performed on a polycrystalline 
Au sample, those on the CM20 and CM30 were performed on 
a sample of Au particles on a carbon film. Figures 5 and 6 
(top) give some examples of the measured (parallel) 
displacements as a function of beam tilt. The experimental 
measurements fit the theoretical third-order curve very well. 
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Fig. 6. Image displacement as a function of induced beam tilt 
as measured on the CM20-UltraTWIN microscope, using the 
x tilt-coils. The dots indicate the measured points, the drawn 
lines are simulated displacements using the fitted parameters 
(Table 4). Top: parallel displacement as a function of beam tilt. 
Bottom: trajectory of the image shift parallel (dx) and 
perpendicular (dy) to the induced tilt. Note the difference in 
scale along the vertical and horizontal axes. 
together with their measuring errors which can be found from 
the covariance manix of the (three) estimated coefficients. For 
the sake of clarity, we have given the values of Cs rather than 
C4 which is found from eq. (17a), assuming an electron 
wavelength in accordance with the nominal accelerating 
voltage. As mentioned before, the wavelength is not a 
necessary parameter for the reconstruction of the PCTF (eq. 
(3)). 
It is clear that for the measurement of the C5 a measuring 
error better than 1 % can be reached in most cases. This is 
much better than the precision reported by Budinger and 
Glaeser (1976), or the precision obtained by Krivanek (1976) 
using the method of analysing the diffractograms of images of 
an amorphous specimen. (Recently, however, this method has 
been extended by Coene and Denteneer (1991 ), yielding 
A.F. de Jong and A.J. Koster 
prec1s1ons in the measurement of Cs similar to ours.) 
However, errors in the calibration contribute significantly to 
the absolute error made in the determination. The error in C4 
caused by calibration errors is (from eqs. (19) and (l 7a)): 
(20) 
where t>.M /M and tir/r are the errors in magnification 
calibration and beam tilt calibration, respectively. For the 
experiments on the CM 12 we find a calibration error of 2.5%, 
for the CM20 1.2% and for the CM30 3.1 %. Clearly, the error 
in the calibration of the beam tilt is (in most cases) the 
dominating factor for the accuracy (combined measuring and 
calibration errors) in the estimation of C5 • On the other hand, 
an indication of this error can be obtained by comparing the Cs 
values found from the x tilt series with those found from the y 
series, as the x and y beam tilts are calibrated separately. It is 
then found (see Table 3) that these differences are usually well 
below the error caused by the beam tilt calibration. Therefore 
these errors may have been overestimated, especially for the 
experiments performed on the CM20 and CM30 high-
resolution microscopes. When the calibration is performed 
very carefully, an accuracy around 1.5% can be reached 
(CM20-UltraTWIN), including the variance in the fitted 
coefficient as well as the variance caused by calibration errors. 
Determination of beam tilt, defocus and astigmatism 
The determination of all six parameters of the PCTF 
requires the analysis of both the parallel and the perpendicular 
components of the displacements resulting from induced tilts 
in the x and y direction. The results of one experiment on the 
CM20 microscope are given in Table 4. The values of the 
beam tilt are given in rnrads rather than (nm)-1 and the defocus 
values fare given rather than 1/ which would be found from 
eq. (18). This is done for clarity, as pointed out in previous 
sections the wavelength is in fact just a scaling parameter 
between the conventionally used values and those actually 
needed in the PCTF. The parameters found were subsequently 
used to simulate the displacement trajectory as a function of the 
x beam tilt and compared to the experimental trajectory (Fig. 6, 
bottom). The fit is quite good, almost all the experimental 
points are within one pixel of the theoretical curve. The 
coefficients fitted from the perpendicular displacements are 
generally not very accurate, obviously because the measuring 
errors (one pixel) are large compared to the displacements (one 
to ten pixels). This causes the rather large inaccuracy in the 
determination of both the amount and the direction of the 
astigmatism. In addition, a small amount of sample drift 
(which influences mainly the first-order coefficients) has the 
same influence as an extra amount of astigmatism. In the 
experiments performed here, care was taken to assure a 
minimum amount of specimen drift, but even a drift of about 2 
pixels during the recording of one tilt series should in fact be 
corrected for. 
For the determination of the beam tilts and the defocus, 
the perpendicular displacements are not important. In Table 5, 
the average measuring errors and absolute accuracies are given 
with which these parameters have been measured for the three 
microscopes used. The measuring errors are derived from the 
covariance matrix of the fitted coefficients. To calculate the 
accuracy of the measurements, we have to consider the 
influence of the uncertainties of other parameters ( C4 is needed 
to calculate the beam tilt, C4 and beam tilt are needed to 
calculate the defocus). In addition, the influence of the 
calibration errors is taken into account. Still, from Table5,it is 
clear that the stochastic error of the relevant coefficient is the 
most important error source. Under HREM conditions (CM20 
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Table 3. Measured values for the spherical aberration constant 
Cs of three microscopes, with the calibration errors and the 


























Table 4. Measured values of the beam tilt, defocus and 
astigmatism for a typical experiment on the CM20 UT 
microscope, with their standard deviations. 
parameter value standard deviation units 
mx 0.14 0.03 rnrad 
my -1.06 0.04 rnrad 
f -177 3 nm 
A 12 6 nm 
t/>a 10 10 deg. 
and CM30 experiments), it is possible to obtain an accuracy of 
0.045 rnrad in the determination of the beam tilt, and of 5 nm 
in the defocus. Note that the values mentioned here are the 
absolute accuracies and not the reproducibility of the 
measurements within one calibration set (which would only 
give an indication of the variance of the fitted coefficients, see 
Koster and de Ruyter, 1992). 
Discussion and Conclusion 
The accuracies for beam tilt, defocus and astigmatism 
presented here are better than the reproducibilities (i.e. 
statistical variance of the coefficients) reported for autotuning 
methods (e.g. Koster and de Ruyter, 1992). This indicates that 
the method presented here can be used to assess not only the 
reproducibility but also the absolute accuracy of existing 
autotuning methods. For the measurement of the Cs, the 
method proposed here is accurate (measuring error below 1 %, 
accuracy around 1.5%) and is much faster than existing 
methods. 
If we compare the accuracies presented in the results 
section with the accuracies which are needed (section on 
required accuracy of the PCTF parameters), it is clear that the 
measurement of the beam tilt (misalignment) meets the 
demands: an accuracy better than 0.05 rnrad. The accuracies 
which have been obtained so far for the Cs ( 1.5% ), defocus (5 
nm) and astigmatism (around 10 nm) are promising but not 
quite good enough. In order to enhance the accuracy, a few 
improvements can be made. So far we have measured the 
displacements only to one pixel accuracy. Using a least-
squares fit to a parabola, it should be possible (Koster and de 
Ruyter, 1991) to detect maxima in the cross-correlation images 
to an accuracy of 0.2 pixel. When a slow-scan CCD camera is 
used, this could be even improved to accuracies below 0.1 
pixel. Apart from a higher accuracy in the measurement of the 
displacements, also the magnification calibration and the beam 
tilt calibration could thus be improved considerably, which is 
Electron-Optical Parameters for HREM 
Table 5. Average measuring error (!lm and !lf) and absolute 
accuracy (acc.) of beam tilt and focus measurements obtained 
from several measurements on the three microscopes. 
microscope magnification beam tilt focus 
(xlOOO) (mrad) (nm) 
!lm acc. I'!./ acc. 
CMl2-T 60 0.035 0.045 10 25 
CM20-UT 260 0.035 0.045 3 5 
CM30-ST 250 0.030 0.045 3 4 
especially important for the accuracy obtained in the 
measurement of the C5 • Furthermore, sample drift may be 
corrected for, either afterwards or by taking a sufficient 
number of reference images (i.e. without induced beam tilt) 
during the recording of the series. This can be expected to 
result in more accurate measurements of especially the 
astigmatism. Finally, improvements may be possible in the 
fitting procedure itself, e.g. by fitting the whole set of data, 
coming from induced tilts along x and y, as a whole. 
The type of sample on which this measuring procedure 
may be applied is either an amplitude object at lower 
resolution, or a weak phase-object at high resolution. 
Problems may arise when the object is neither, as for most 
crystalline specimens at high resolution. In that case, the object 
wavefunction depends on the beam tilt and the imaging theory 
is non-linear, so that the effect of an induced beam tilt cannot 
be described as a simple displacement of the image. The 
measuring of the parameters of the PCTF may then be 
performed on an amorphous part (e.g. caused by sample 
preparation) near the area of interest. On the other hand, the 
experiments performed on the sample consisting of Au 
particles on a carbon film indicate that if only part of the object 
is crystalline, the measurements are quite reliable. It seems 
possible to automate this accurate PCTF measuring procedure 
to the extent that it becomes an easy operation on most samples 
(although relatively slow and not dose-efficient). Then it 
becomes feasible to incorporate this measurement into an 
HREM image reconstruction procedure, to be performed right 
after recording the hologram or the focal series and 
subsequently to be used in the final reconstruction step. 
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Editor's Note: All of the reviewer's concerns were 
appropriately addressed by text changes, hence there 
is no Discussion with Reviewers. 
