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Abstract
Deflagration to detonation transition (DDT) is a very important research project
for both national defense and energy industry. It is the process where a subsonic
deflagration transits into a supersonic detonation, which generates shock waves. In
the past years, the simulations of DDT were limited in a small domain, usually sev-
eral cubic centimeters. If we want to simulate it in a larger space without improving
the numerical method, we need to use the more powerful computer.
When the computing resources are limited, we must improve the numerical method
to achieve the big-domain simulating. There are two technical paths, one is the
adaptive mesh refinement and the other is the large eddy simulation. Both of them
are difficult to realize. In this project, we focus on the usage of the LES method for
simulating DDT. The main challenge in this work is to develop a reliable model.
In this research, a new approach for LES modelling was developed. It is a fully
compressible variant of the artificial thickened flame model, which adopts the opt-
ing functions on the reference flame thickness. This method ensures that the flame
is not over-thickened in deflagration or detonation. To control the options on the
flame thickness, a detonation sensor is utilized during the computing.
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Introduction
Detonation is the most powerful heat releasing phenomena on our planet. When it
happens, shock waves spread out from the detonation center rapidly. We can define
a detonation as a supersonic explosion. In human’s history, detonation has always
been recognized as a hazard. The reason is that we have no good method to predict
and control a detonation and its initiation mechanism. Once we find the method on
utilizing this process, it will offer us more power by consuming less hydrocarbon fuel.
Some trials on making a detonation engine started 20 years ago. Today, the re-
search level detonation engine [174, 38, 172, 162] has been built to probe the pos-
sibility of utilizing detonation. It has been proved that the detonation engine has
the potential for propelling a hypersonic plane. The pulse detonation engine (PDE)
[174, 38] and the rotating detonation engine (RDE) [172, 162] are the two prime
technique directions. Because RDE is able to output work with higher frequency,
it is becoming more popular.
The other benefit of the detonation research is to learn how to avoid the acci-
dent induced by explosion. In the fuel industry, explosion is easy to happen when
the dangerous chemical substances are not stored properly. Every year, especially in
the summer, we often hear the news about explosion accidents somewhere. These
serious accidents kill many people and create billions of pounds commercial lost.
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By investigating the mechanism of originating explosion, we can make sufficient
preparation and establish protocols to prevent the hazard from happening.
In the universe, the large scale explosion widely exists. From Stephen Hawking’s big
bang theory, the universe is formed after a strong explosion. With the usage of the
huge astronomy observatory, we have seen the stellar explosions (or supernova) in
the deep space. Therefore, if we want to discover the universe, we must understand
explosion.
When the ambient pressure of a mixture is high enough, once the mixture is ig-
nited, it triggers detonation directly. Deflagration can also initiate detonation if
the mixture strength at the flame front increases to a certain level. Therefore, the
process of deflagration to detonation transition (DDT) becomes one of the critical
research projects in thermofluids. From the experiments, we know that DDT is
originated in some extremely unstable places where both density and pressure gra-
dients are discontinuous. Using the advanced CFD technology, the DDT process is
able to visualize. By analyzing the detail of the simulations, we are able to have
the deeper knowledge on DDT.
However, the direct simulation on DDT is only realized inside a small domain,
usually several cubic centimeters in size. If we wish to simulate it in a larger do-
main, more advanced numerical methods and models are needed. Therefore, my
PhD research focus on the modelling work of DDT. The aim of this work is to save
the computing cost massively to capture DDT in a large domain. Since DDT is a
highly compressed process, we must develop a compressible CFD code to simulate
it. In order to keep the programming and modelling works correct, lots of numerical
cases have been run to test our code and models.
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There are seven chapters in this thesis. Chapter 1 introduces the types of flame,
fluid phenomenons and instabilities. In this chapter, the basic ideas of the relevant
physical and chemical process in DDT are described. The governing equations on
gaseous DDT, characteristic numbers and models are discussed in Chapter 2. In
Chapter 3, the procedures on solving the governing equations and our new LES
models are introduced. While in Chapter 4, numerical schemes used for simulating
DDT are given. Thus, these four chapters are the fundamental in my research.
Chapter 5 shows the solutions of the numerical test cases being used to validate
the schemes in the code. Chapter 6 is the main section of this thesis where the
multi-dimensional simulations on DDT are presented. Chapter 7 summarizes the
current research and gives the future plan. In the appendix sections, some useful
numerical visualizing methods like Schlieren and smoke foil image are given. The
derivation works on governing equations are written in these sections as well.
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Chapter 1
Thermofluids Phenomena
1.1 Non-reactive Fluids
In order to have a better understanding of deflagrations and detonations, laminar
flows, turbulence and shock physics must be known. These three types of flow
govern the majority of unburned fluid phenomena in the nature. Moreover, if these
types of flow are coupled with the chemical reaction, they decide the type of the
flame. For example, if the burning is steady and smoothy, it is laminar flame, or
it is turbulent flame. If the shock is coupled with the rapid reaction, the flame is
detonation.
1.1.1 Laminar and Turbulent Flow
Laminar flow is the one in which no prime unstable elements exist in its mean flow
or boundary. When the Re number (Re = ρvL/µ) is higher, the entire flow will
tend to be more unsteady and transit into turbulence. According to Ottino’s work
[119], the unstable element is the fluid chaotic movements (or mixing). This chaos
in the mixing area is usually described by Kolmogorov length, time and velocity
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scales and they are given by [46] and [164]
η =
(ν3
ε
)1/4
, tη =
(ν
ε
)1/2
, υη =
(
νε
)1/4
, (1.1)
where ν is the kinematic viscosity and ε is the dissipation rate. In numerical sim-
ulation, η should be estimated to find that at which mesh refinement level the
turbulence is well solved. ε is estimated as ε = u3/L, in which u is the mean veloc-
ity of the flow and L is the characteristic size of the computing domain. According
to Kolmogorov’s theory, turbulence is the flow in which its characteristic length,
time and velocity scales are larger than its Kolmogorov scales. From Figure 1.1, we
Figure 1.1: Difference between turbulent and laminar flow, left: turbulent, right:
laminar, image from Choi [28].
can see that the streamline of laminar flow is smooth throughout the domain. But
in the left picture, after travelling for a certain transition distance the flow becomes
unsteady and turbulence mixing appears. According to these features, a flow is
laminar or transitional if it is not turbulent.
1.1.2 Shock Wave
Ernst Mach in 1888 found that a disturbance wave propagates at the speed of sound
in its medium. Therefore, the disturbance wave in a medium is also called the sound
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wave or Mach wave. At normal condition, the speed of sound in steel is 6100 m/s, in
water it is 1433 m/s and in the air it is 340 m/s. Mach number (Ma) is the ratio of
the disturbance wave speed to the speed of sound, if Ma > 1, it is supersonic. The
speed of sound stands for the sensitivity of a medium to the coming disturbance.
The disturbance comes with the pressure gradient on the interface between the free
medium and its disturbing source.
When the speed of the source (take a blunt body for example) is supersonic, the
medium (usually air) around the head of a blunt object is unable to escape the
compression, shock wave (or shock) generates. For the same reason, a flame front
can also generate a shock when the flame speed is locally supersonic. When a shock
propagates in a medium, the pressure gradient ahead/behind the shock front is dis-
continuous. The thickness of the shock is thin, the value depends on the medium
and local thermal condition. Throughout the shock, the speed decreases from super-
sonic to subsonic. However, the pressure, density and temperature increases rapidly.
Thus, there is an entropy increase across the shock wave front. To calculate the
thermal parameters on the shock wave, Browne et al. [133] have derived detailed
expressions.
Without any disturbance, a shock is a type of laminar flow. Although the Re
number of a shock is large, for example, in the air-shock tube, it can be as high
as 50000, it still propagates steadily. Because shock wave is highly compressed,
it is more difficult to be disturbed. However, when the shock propagates further,
it will be more unstable and therefore disappeare and be replaced by turbulent flow.
The process of a laminar shock transits to a turbulent flow is described in Fig-
ure 1.2. At the sharp end of the high speed object, a steady Mach cone is initiated.
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Shock waves close to the edge are still laminar. This stability is generated by the
high degree compression rear of the head. When the laminar shock waves propagate
away, the ambient pressure is lower. When they attach on the surface of the object,
the boundary layer is formed. By the friction effect on the boundary layer, laminar
waves transit to turbulence.
Figure 1.2: Mach cone and boundary layer at Mach 3, image from NASA [112].
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1.2 Fluid Instabilities
Small scale perturbations accumulate and grow until ”turbulence” appears. This
process is driven by fluid instabilities. There are several instabilities in turbulent
combustion, specially in deflagration and detonation. They are Darrieus-Landau,
Rayleigh-Taylor, Kelvin-Helmholtz and Richtmyer-Meshkov instabilities. These in-
stabilities have been widely observed in the nature and experiments. The combina-
tion of them is able to promote DDT when the reactants are ignited.
1.2.1 Darrieus-Landau Instability
Without any external perturbation, a laminar flame will burn steadily. If a disturb-
ing source, for example, the shake of the burner or an unstable fuel jet is added,
the burning process will be unstable. Let the disturbance continuously work on the
flame, the flame front will be wrinkled. If the flame is more unstable, for example, a
turbulent flame or a explosion, the flame front is directly wrinkled by the chaos in-
side the flame. This combustion phenomenon on the flame front wrinkling is called
Darrieus-Landau instability (DLI), which was first observed by Darrieus in 1938.
To initiate DLI in a laminar flame, a regular disturbing source is used to affect
the flame front. It can be periodic acoustic wave [24] or electrostatic deflection
system [52]. The left picture in Figure 1.3 shows the laminar flame being disturbed
by periodic sound waves. At the beginning, the flame front is stable, after 120ms,
a sinusoid shape front is created. The right one shows the flame front is affected by
the alternating high voltage. As the flame front propagates further, DLI is amplified
by the fluid convection. From these experiments, the essence of DLI is the unstable
wave propagating inside the flame. Because the density of the high temperature
flame is lower, reacted molecules are easier to disturb.
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Figure 1.3: Sequence of generating Darrieus-Landau instability, images from Clanet
et al. [24] and Searbya et al. [52].
1.2.2 Kelvin-Helmholtz Instability
When two flows at different speed are in contact with each other, a shear stress
is generated on the fluid interface. By this shear, vortices are formed and able
to grow. This phenomena is called “Kelvin-Helmholtz” instability (KHI), which
was discovered by Lord Kelvin and Hermann von Helmholtz in 1871 [49]. The
experiment and numerical simulation on KHI are shown in Figure 1.4.
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Figure 1.4: Examples of Kelvin-Helmholtz instability, images from Smalyuk et al.
[149] and San et al. [141].
The black/white image in Figure 1.4 is an experiment on KHI. To produce the
velocity gradient, a shock is introduced from the left to right in the white area (low
density). By the high speed gradient shear, eddies are formed and grow up in the
black area (high density). The color images show the simulations on KHI. It is clear
that, the size of the eddies are increased by KHI. During this process, groups of
small eddies coalesce into a few larger ones. In premixed combustion, if a flame
front is affected by KHI, it will be more unstable.
1.2.3 Rayleigh-Taylor Instability
Rayleigh-Taylor instability (RTI) is usually observed in two-phase fluid convection
where gradients of density exist. It is generated at the time a light fluid is accelerated
into a heavy one (see the examples in [11, 96, 44, 54]). By the shear during the
convection, eddies are generated on the unsteady density interface (see Figure 1.5).
In shock induced DDT, RTI exists on the high-gradient density interface.
31
Figure 1.5: Simulations of Rayleigh-Taylor instability. Black color stands for the
heavy liquid and white is for the light liquid, images from Youngs [182].
Figure 1.5 illustrates the process of the heavy oil immersing into the light one
by gravity. There is the small length scale chaos initiated on the density interface.
During the simulation, the buoyancy on the surface of light oil is unable to support
the heavy one, thus the light oil accelerates into the heavy one relatively. The chaotic
interface becomes more unstable after being disturbed by the oil acceleration. After
certain time steps, the turbulent mixing is enhanced near this interface and eddies
grow up toward both light and heavy fluids.
1.2.4 Richtmyer-Meshkov Instability
When a shock is travelling through a domain full of the fluids with different density,
vortices are generated behind the unstable shock front. The instability is originated
by pressure and density gradients on the unstable shock/medium interface. This
phenomena is called Richtmyer-Meshkov Instability (RMI) observed by Robert D.
Richtmyer and E. E. Meshkov in 1960s [132, 106]. RMI exists in supersonic flow, it
is also a characteristic fluid phenomena in detonation.
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Figure 1.6: Density Schlieren of Richtmyer-Meshkov instability after a Ma = 1.2
shock wave pass through, image from Prestridge et al. [126].
Figure 1.6 shows RMI when a shock pass through a interface. At the beginning,
the interface is flat, then it starts to be deformed. After a while, “mushroom” shape
co-rotating eddies grow up. When the co-rotating becomes more severe, at last, the
mushrooms are deformed to be more irregular. Thus, the highly deformed eddies
generated by a shock indicate the appearance of RMI.
The evolution of deflagration to detonation is the one that turbulence in a pre-
mixed flow gets compressed and strengthened. At the beginning, the flow is not
quite unstable, only slight disturbance exists, which satisfies DLI. As the distur-
bance gets amplified, a high speed gradient initiates on the interface between hot
gas and cold flow. Thanks to the high speed gradient shear, eddies are generated
and the fluid phenomena on the interface leads to KHI. In combustion, turbulent
mixing usually strengthens the burning, which is able to accelerate the flame speed
into supersonic. Once a shock wave appears on the flame front, RMI deforms the
eddies and further increases burning.
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1.3 Reactive Fluids
A flame is characteristic of a reacting flow commonly associated with light and heat
release. It is driven by the heat, molecular diffusion and momentum of the reactant
mixture. There are two main combustion modes, one is premixed and the other
is non-premixed. In premixed combustion, reactant and oxidant are mixed before
being ignited. While in the non-premixed one, both mixing and igniting works si-
multaneously. In my project, we focus on the premixed combustion.
There are two types of combustion, deflagration and detonation. Deflagration is
a general definition that includes all types of subsonic flames, which are laminar,
turbulent and low speed explosions. Normally, to simplify the definition, detona-
tion specially means supersonic flame propagation. To distinguish a flame, the flame
burning velocity vf and the flame propagation speed Sf must be clear, vf is the ve-
locity at which an unburned reactant moves through the surface in the direction
perpendicular to the flame front, while Sf is the displacement speed of the flame
front.
1.3.1 Laminar Flames
A premixed laminar flame is shown in Figure 1.7. In this case, the position of
the flame front does not change due to the opening environment, Sf becomes zero.
In this experiment, there must be no external air disturbance to the flame front
whose structure is merely determined by the mean flow of the jet. Under laminar
conditions, the height of the flame hf depends on the fuel jet velocity vjet linearly.
Because laminar flames have the lowest fluid complexity, they are usually used to
study chemical kinetics. However, the chemical reactions are quite complex, there
may be hundreds of reactions occurring simultaneously in a narrow area. It costs
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years for a chemist to research the chemical kinetics of a reactant.
Figure 1.7: Structure of premixed laminar flame, image from Joo et al. [71].
If a laminar flame is positioned inside a premixed closed tube, the flame front
must propagate towards to the unburned place to maintain itself. The laminar
flame speed SL for a particular mixture is constant when the ambient pressure
is unchanged. The discontinuities in the thermal properties across the front are
independent of time. The laminar flame thickness δL is the span from Y = 0.1 to
Y = 0.9 at a certain pressure. Y is the reactant mass ratio (or reaction progress
rate), in the unburned area Y = 1 and in the burned one Y = 0. Flame front is
located at Y = 0.5, by locating the position of the flame front Lf at different time,
SL is calculated as
SL =
Lf2 − Lf1
t2 − t1 . (1.2)
Figure 1.8 shows a typical distribution of the properties across a one-dimensional
premixed flame front. For premixed ethylene-air combustion, the laminar flame
thickness δL ≈ 1mm [27] and SL ≈ 0.20− 0.70m/s [85] under atmospheric condi-
tions. Pressure in the burned/unburned section is approximately constant during
the propagation. The reactants are preheated by heat diffusion from the flame
front. When the temperature is higher than the ignition point, an exothermic re-
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action starts. After the local reactants burn out, the products are at maximum
temperature. The flame front is driven by the thermal and mass diffusion.
Figure 1.8: A schematic of the steady 1D premixed laminar flame, δL is the laminar
flame thickness and ω˙ is the reaction rate. Subscribe B: burned, U: unburned.
1.3.2 Turbulent Flame
When the flame speed is increased, it is more unstable and a turbulent flame front
is generated. In engineering applications, turbulent flame is the main power gener-
ation source. When the fuel burns out, hot turbulent flow fills up the combustor.
Figure 1.9 shows the structure of the methane-air turbulent flame. The flame front
is indicated by the CH radical product at high temperature. The main difference be-
tween laminar and turbulent flame is the unstable burning and irregular flame front.
Because the wrinkling is random, chaos appears on the turbulent flame front. In
this experiment, turbulence is caused by the unstable co-axial high speed shear flow
plus the fluctuated pipe fuel jet. In premixed combustion, the turbulent flame speed
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ST depends on the turbulent mixing, diffusion and chemical reaction. ST scales with
the magnitude of the turbulent velocity fluctuations, u′ for small fluctuations and
with
√
u′ for larger fluctuations. For low speed turbulent combustion, ST can be
measured in experiments. Sattar et al. [57] indicated that ST is about 2 ∼ 10m/s
in their experiment and Plessing et al. found that on a low-swirl burner the flame
thickness is about 1 ∼ 2mm.
Figure 1.9: Structure of the partially premixed methane-air turbulent flame, (a) CH
radical, (b) OH radical, images from Kiefer et al. [77].
1.3.3 Subsonic Explosion
In premixed combustion, explosion is a self-sustained exothermic chemical reaction
with a certain flame speed [19, 73]. For subsonic explosion, the flame speed can
also be higher than 100m/s. To illustrate the mechanism of subsonic explosion, the
experiments on low speed explosion are discussed here. The low speed explosion
is a locally subsonic thermal expansion process (usually Sf ≤ 100m/s) and it has
been observed in [92, 118, 15, 23].
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In these experiments, the flame speed of a typical gas (methane for example) explo-
sion is not over 70m/s and the maximum pressure difference is lower than 200mbar
[120]. Thus, pressure in low speed explosion is almost unchanged and it belongs to
constant pressure combustion (CPC). Gas turbine is a typical CPC engine. In this
kind of engine, explosion is usually initiated by turbulent flame, and the mechanism
is explained in Figure 1.10.
Figure 1.10: Schematic of premixed explosion initiated by unstable burning.
When a block of unburned mixture is surrounded by the high temperature un-
steady flame front, it is able to react faster potentially. Due to the shear stress, the
compressed mixture swirls. At the same time, it is heated up by the high tempera-
ture flame. After the temperature of the unsteady block is higher than its ignition
point, it explodes locally. If the premixed reactant is over compressed, it can also ex-
plode after being ignited. The experiment on igniting a explosion directly is shown
in Figure 1.11.
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Figure 1.11: Sequence of the premixed deflagration after being ignited, image from
Kim et al. [78].
Figure 1.11 illustrates homogeneous explosion in a closed atmosphere. At 10ms,
the shape of the flame front is a sphere. From 10 to 20ms, the radius of the flame
changes from 0.2 to 0.5m, thus the flame speed is about 30m/s. When the explo-
sion wave reflects from the ground, at 30ms the shape of the flame is deformed into
an ellipse. The flame heats up the ambient unburned mixture, which makes the
pressure increase. At 20ms, the plastic wall is broken while the flame front does
not touch it. This means the unburned mixture gets compressed ahead of the flame.
An amplification on a explosion front is shown in Figure 1.12. The flame expands
freely inside the vessel, due to the pressure difference, disturbances are generated
randomly throughout the flame, in which the explosion waves are originated. When
the unstable waves interact with each other, the flame front gets wrinkled, showing
DLI. During the wave propagation, the down-stream unburned mixture is disturbed
by the up-stream unstable flame front and explosion waves are maintained. The
shape of the front is similar to a circle which shows an isotropic explosion.
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Figure 1.12: Flame contour of a subsonic explosion, image from Bauwens et al. [15].
1.3.4 Detonation
Detonation is a high pressure supersonic strong explosion, where the speed of the
explosion wave exceeds the local speed of sound. From the experiments [170, 79],
it is known that the reacting time scale in a detonation τD is fast, usually within
microseconds. The appearance of a shock wave is the main feature of detonation.
Due to the rapid energy release, the reaction zone is subsonic in the frame of the
shock and supersonic with respect to the undisturbed gas. When the shock waves
interacts with each other, Mach stems and cells are formed. In premixed combus-
tion, the reactive detonation front is carried by the shock with supersonic speed.
Figure 1.13 shows several examples on detonation both in density Schlieren and
smoke foil. From the left picture, detonation front is unstable, there are triple-node
(or triple-point) shock interactions. As the detonation wave sweeps along its path,
interaction tails are recorded in the smoke foil. On the tail, detonation cells (or
Mach cells) are formed. These cells indicate the situation of the local shock waves
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interaction on a triple-node near the detonation front. By analyzing the distribu-
tion of the triple-nodes, we can find the self-sustaining mechanism of the detonation
front.
Figure 1.13: Structure of detonation front and cells for different mix-
tures. (a) 2H2 + O2 + 17Ar, (b) 2H2 + O2 + 12Ar, (c) H2 + N2O + 1.33N2, (d)
C3H8 + 5O2 + 9N2. Left: density Schlieren, right: smoke foil. Images from Shepherd
[145].
The characteristic size of a detonation cell is the transverse length λD. Under
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the same initial conditions, the distribution of the triple-nodes depends on the types
of reactants. When the amount of triple-nodes is increased, detonation front is more
unstable and λD is smaller.
On the detonation front, massive energy is released on the triple-nodes and new
shock waves are initiated from the nodes dynamically. The shock wave interaction
is the source of forming a detonation cell. After the interaction, pressure on Mach
stems is higher and it forces Mach cells to be preserved. On the high pressure
detonation front, the unburned mixture reacts faster. Chemical reaction is finished
prior to the thermal expansion. Therefore, detonation is close to constant volume
combustion (CVC). The process of self-sustaining detonation can be explained by
the SWACER mechanism as well.
Figure 1.14: Schematic of the premixed SWACER mechanism and detonation cell
structure.
SWACER (Shock Wave Amplification by Coherent Energy Release) mechanism
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[90] suggests that on a planar detonation front, the chemical reaction and the shock
propagation are in progress simultaneously. However, on the unstable front, the
chemical reaction rate is not uniform, it is enhanced by the shock wave interaction
on a triple-node. Correspondingly, the shock is amplified by the coherent energy
release on the triple-node simultaneously. Thus, a detonation front is able to sustain
itself after propagating for a long distance.
To estimate the thermal parameters on a detonation front, some classical mod-
els were proposed. In 1900s, David Chapman and Emile Jouguet originally pro-
posed Chapman-Jouguet (CJ) state condition for one dimensional steady detonation
[34, 42]. They assumed that 1D detonation front is steady and able to be solved,
finally they derived one dimensional detonation speed (DCJ). Based on CJ state
condition, in 1940s, Yakov Borisovich Zel’dovich, John von Neumann and Werner
Doring developed the state equations on the detonation wave front, which is called
ZND model [183, 39, 113]. CJ properties can be obtained for a complex chemical
system by using an iterative process. The method was developed by Gordon and
McBride at NASA [136]. Today, ZND model is still used to test the quality of
numerical simulation on detonation. In next chapter, the solving procedures for CJ
and ZND models are given.
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Figure 1.15: A schematic diagram of 1D detonation wave propagation. pV N means
pressure of Von Neumann spike, pCJ is the pressure at CJ state. p1 is the steady
pressure in the unburned area, p2 is the steady pressure in the burned area.
The pressure distribution of 1D steady detonation wave propagation is plotted in
Figure 1.15. There are three sections when the wave is moved, they are the burned
area, reacting area and unburned area. The ZND model assumes that between the
unburned and reacting area, there is a short preheat section. In other words, shock
front can be divided into zero temperature gradient and heat diffusion parts. But
this assumption is only valid for a steady detonation front.
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1.4 Deflagration to Detonation Transition
In the research [37, 83, 91], deflagration to detonation transition (DDT) has proved
to be the most significant research area on detonation. There are benefits on re-
searching DDT for developing propulsion technique. When a piston engine is run-
ning, DDT (or super-knock) can happen if the pressure in a cylinder is too high. In
a pulse/rotation detonation engine, high frequency DDT must be under control to
output continuous work.
Figure 1.16: Sequence of the deflagration to detonation transition, image from
Liberman et al. [97].
Figure 1.16 shows the process of DDT in which the transition time scale is 200µs.
Being affected by the boundary layer on the wall, the deflagration front is unstable.
In the top picture, DLI can be seen in the turbulent flame area. As the burning
becomes more unstable, the flame speed is supersonic and the shock appears. By
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the shock-turbulence interaction on the boundary layer, a wedge shape deflagration
front is formed. Compression effect in the preheat zone is amplified. After 200µs,
both detonation and retonation are initiated in the unburned preheat zone.
During the fast reacting process of deflagration to detonation transition, the react-
ing time is extremely short. However, the thermal parameters leap tremendously.
For example, the wave propagating speed can be as high as 3000m/s, the local pres-
sure can be altered from 100KPa to 10000KPa and the flame temperature may
be changed from 1500K to 3000K. Therefore, DDT is a challenge in combustion
research due to its extreme thermal properties.
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Chapter 2
Governing Equations
2.1 Navier-Stokes Equations
The mathematical description of turbulence is given by Navier-Stokes equations
(NSE). To describe the turbulent reactive flows, in NSE, the energy conservation
is coupled with an extra chemical energy releasing term S˙r. To compute the the
reactant progress ratio of one species Yk, the extra mass conservative equations
are added below the energy conservative equation. With these modifications, non-
reactive NSE become reactive NSE (or RNSE). When the flame speed Sf is at low
Mach number, RNSE are treated as incompressible and they are specially suitable
for simulating CPC. Because detonation is a highly compressed process, compress-
ible RNSE are the governing ones. The k-species compressible RNSE are given by
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[114, 144, 176]:
∂ρ
∂t
+
∂ρui
∂xi
= 0, (2.1)
∂ρui
∂t
+
∂ρuiuj
∂xj
+
∂p
∂xi
=
∂σij
∂xj
, (2.2)
∂ρe
∂t
+
∂
∂xj
[
(ρe+ p)uj − σijui + qj
]
+ S˙r = 0, (2.3)
∂ρYk
∂t
+
∂ρujYk
∂xj
− ∂
∂xj
(
ρDk ∂Yk
∂xj
)− ρω˙k = 0. (2.4)
Assume Newtonian fluid and neglect the bulk viscosity, the viscous stress term is
σij = 2µS
∗
ij, (2.5)
in which the strain rate tensor is
Sij =
1
2
(∂ui
∂xj
+
∂uj
∂xi
)
, (2.6)
S∗ij = Sij −
1
3
δij
∂un
∂xn
, (2.7)
where µ is the dynamic viscosity. The heat flux is calculated by Fourier’s law [75, 89]
qj = −λ ∂T
∂xj
, (2.8)
in which λ is heat conductivity. With the ideal gas assumption p = ρRT/M and
the internal energy E = p/(γ − 1) (assuming CVC) respectively, the total energy is
given by
ρe = E + 1
2
ρ‖u‖2, (2.9)
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where u=(u,v,w). The specific enthalpy of the gas is
h =
E
ρ
+ pv =
E
ρ
+
p
ρ
. (2.10)
We can have the relationship between total energy and enthalpy:
ρe = ρ(
1
2
‖u‖2 + h)− p. (2.11)
The heat release of kth species from chemical reaction is h0k which is the specific
enthalpy of kth species under standard state condition. According to [176, 143, 51,
20, 110], the heat release S˙r is the summation of energy change in all species,
S˙r =
∑
k
ρkh
0
kω˙k. (2.12)
ω˙k is the mass reaction rate of the k
th species. Equation (2.4) is the mass conserva-
tion of a species, and Dk is the mass diffusion coefficient.
2.1.1 Reaction Rates in Multi-species Combustion
The net reaction rate for the jth reaction is written as [62]
RRj = kfj
∏
k
(Ck)
ν′k,j − kbj
∏
k
(Ck)
ν′′k,j , (2.13)
where ν ′k,j and ν
′′
k,j are the stoichiometric coefficients of the k
th species in reactants
and products respectively. Ck is the concentration of k
th species. If a species does
not exist in the reaction, both ν ′k,j and ν
′′
k,j are equal to zero. kfj and kbj are
the forward and backward reaction rate constants, which are often calculated by
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Arrhenius’ expression based on temperature
k = AT nr exp(−Ea/RT ), (2.14)
where T is the temperature, Ea is activation energy and R is the gas constant. The
pre-exponential factor A depends on the individual chemical reaction. In multi-
species combustion, A, nr, Ea for kfj are given in a table of chemical kinetics. On
the evaluation of kfb, for instance, in the reaction
A+B → C +D, (2.15)
it is calculated by the chemical equilibrium expression
kf
kb
=
[
C
ν′′C
C
][
C
ν′′D
D
][
C
ν′A
A
][
C
ν′B
B
] ≡ KC . (2.16)
The rate of the concentration change of the kth species is
dCk,j
dt
≡ C˙k,j = (ν ′′k,j − ν ′k,j)RRj, (2.17)
Let νk,j = ν
′′
k,j − ν ′k,j, the rate of the concentration change of the kth species from
all reactions is
C˙k =
∑
j=1
νk,jRRj. (2.18)
With the molar concentration: Ck = ρk/Mk, the rate of the density change of the
kth species from all reactions is
dmk
dt
≡ m˙k = C˙kMk, (2.19)
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in which Mk is the molar mass of k
th species. For a burning flamelet, the overall
mass of the reactants and products mr is constant. Yk is the mass ratio (or reaction
progress ratio) of the kth species
Yk =
mk
mr
. (2.20)
Thus,
∑
Yk = 1. The rate of the mass ratio change of the k
th species is expressed
as
dYk
dt
≡ ω˙k = m˙k
ρ
. (2.21)
2.1.2 Reaction Rates in One-step Combustion
Detailed chemical reactions are widely used for laminar flame simulation, however
it is limited to simulate turbulent flame. Chemical reaction time scale in deflagra-
tion τc is slower than it is in detonation. For simulating DDT, if the multi-step
chemical kinetics are used, the computing cost will be too expensive. To simplify
the computing work, one step chemical reaction is utilized. The overall reaction
rate constant is given by Westbrook et al. [26]
kov = AT
nr exp(−Ea/RT )[CFuel]aov [COxidizer]bov . (2.22)
CFuel and COxidizer are the concentration of fuel and oxidizer respectively. Other
exponents nr, aov and bov are fixed by experiments to match the correct laminar
flame speed. There may be different evaluation of these parameters, in [26], nr = 0,
but in [33] nr = 1; aov and bov are non-integers designed to capture the behaviour
of a number of reactions. The unit of kov is determined by [2]
Unit = [(C)nov−1(t)−1], (2.23)
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in which nov is the overall order of the reaction, nov = aov + bov. Thus, the reaction
rate on Y is
dY
dt
≡ ω˙ = [kov(ν ′′FU − ν ′FU)MFU + kov(ν ′′OX − ν ′OX)MOX]/ρ. (2.24)
In the code, this model is labeled with “L-model” (laminar flame based model).
Oran et al. [115] developed a density based one step chemical reaction model “D-
model” to simulate DDT
dY
dt
≡ ω˙ = −AρY e−Ea/RT , (2.25)
in which the heat release is
S˙r = ρqω˙. (2.26)
For the acetylene-air combustion q = 35.0RT0/M and for the ethylene-air one,
q = 61.03RT0/M , T0 is the temperature of the environment.
2.1.3 Characteristic Numbers
Before solving the RNSE, the dimensionless characteristic numbers on chemical re-
action should be clear. These numbers are Prandtl, Damkohler, Lewis and Schmidt
numbers, which reflect thermal properties of the flame. To simulate DDT, these
numbers must be re-considered for different types of reactants. In this section, they
are discussed separately.
Prandtl number [101] presents the ratio of the momentum diffusivity to the thermal
diffusivity in a medium
Pr =
ν
α
=
µCp
λ
, (2.27)
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• If Pr < 1, thermal diffusion is prevail in the thermofluid.
• If Pr = 1, momentum diffusion is balanced with thermal diffusion.
• If Pr > 1, momentum diffusion is dominant in the thermofluid.
The value of Prandtl number in a gas is Pr ∼ 0.7.
In premixed combustion, the Damkohler number represents the structure of a flame
front [25]
Da =
τT
τR
, (2.28)
where τT is flow time scale and τR is reaction time scale. The flame thickness δf is
limited by Da number.
• If Da > 1, more time is spent on transporting the reactants towards the flame
front rather than the reaction itself. Reactants are easier to ignite and the chemical
reaction is faster, which causes the thinner δf .
• If Da < 1, reactants are transported faster to the flame front and more time
is spent on reaction. Reactants are harder to ignite and the chemical reaction is
slower, which leads to a thicker δf .
The flamelet interacts with vortices had been investigated by Ahn et al. [86]. It
found that, if Da is larger, chemical reaction will finish before the vortex turn over.
Thus, the reacting domain near the flame front is too much smaller. Turbulent
flame with large Da number (Da = 100) had been discussed by Pope et al. [125].
Moreover, according to their theory, if chemical reaction is faster, it is closer to
perfect combustion. However, δf can not be infinite small in reality, there is a lim-
itation on it when Da > 10 [125].
If Da >> 100, chemical reaction is mainly controlled by turbulent mixing [8].
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If Da < 10, both turbulent mixing and chemical kinetics must be considered. In
DDT, where Da is larger (reacting time scale near the detonation front is smaller),
one-step chemical reaction is usually adopted. However, the flame thickness on det-
onation front should satisfy the thickness limitation in [125].
The Lewis number is the ratio of the thermal diffusivity to the mass diffusivity
[100]
Le =
α
D . (2.29)
δf is also affected by Le number either. Take the laminar flame for example, if
Le < 1, more reactants diffuse to the flame front [186, 166]. It costs more heat
to ignite the diffusing reactants and δf is thicker. If Le ≥ 1, thermal diffusion is
able to support enough energy to ignite the diffusing reactants and δf is thinner.
The effects of Le number in turbulent flame have been investigated by Bell et al.
[10]. They also discussed the computation on the supernovae, in which Le number
is huge. Although it is still unable to simulate that huge length scale in supernovae,
this discussion is of benefit to DDT simulation.
The Schmidt number is the ratio of the kinematic viscosity to the mass diffusion
[108]
Sc =
ν
D . (2.30)
In the gaseous combustion, Sc number is small, the value of Schmidt number can be
set as Sc ≈ 0.7 ∼ 1.0 [29]. In the multi-phase (air-liquid) combustion, Sc > 1000 (in
the liquid phase). In the premixed DDT simulation [115], Pr, Le and Sc numbers
are usually assigned together:
Pr = Le = Sc = 1. (2.31)
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The Karlovitz (Ka) number is not really a characteristic number and its role is
similar to the Da number. Ka number is the square ratio of the flame thickness to
the Kolmogorov length scale [124]
Ka =
δ2f
η2
. (2.32)
In turbulent combustion, if Ka > 1, eddies are able to exist inside the flame front,
the reaction will be more complicated. If Ka ≤ 1, flame front will be less unstable
without being perturbed by the small eddies. Ka only effects numerical simulation.
Large Ka means the simulation can run in a coarser mesh and small Ka means to
run in a finer mesh.
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2.2 Rankine-Hugoniot Condition
Rankine-Hugoniot condition (RHC) is the first expression to calculate thermal prop-
erties across gaseous shock front. There are two main cases for shock wave propaga-
tion. One is the flow travelling through a stationary shock, the physical properties
prior to and rear of the shock front are different, see the left side of Figure 2.1. The
other is the shock propagates to the direction left (L) or right (R), the physical
properties on the left and right of the shock front are leaped, see the right side of
Figure 2.1. There are several assumptions in the equations:
•One dimensional steady propagation
•Inviscid gaseous flow
•Equation of state in ideal gas
•Isentropic physical process
•Ignore heat diffusion
Figure 2.1: Two conditions of a 1D shockwave, left: flow across stationary shock,
right: shock wave propagates with speed s.
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With these assumptions, for the 1D stationary shock, the governing equations
are written as:
ρLuL = ρRuR, (2.33)
pL + ρLu
2
L = pR + ρRu
2
R, (2.34)
uL(EL + pL) = uR(ER + pR). (2.35)
The solution of Equation (2.33) to (2.35) was given by Matthews and Atwell [76]
ρL
ρR
=
γ − 1
γ + 1
+
2
(γ + 1)M2L
, (2.36)
pR
pL
=
2γM2L
γ + 1
− γ − 1
γ + 1
, (2.37)
M2R =
2 + (γ − 1)M2L
2γM2L − (γ − 1)
, (2.38)
in which ML and MR are Mach number of left and right side flow. The subscript
K means L or R. For a moving shock in the reference frame with speed s, let
u∗ = u∗ − s and uˆ = u − s, subscript “*” means inside the shock, the governing
equations are:
ρ∗uˆ∗ = ρuˆ, (2.39)
p∗ + ρ∗uˆ2∗ = p+ ρuˆ
2, (2.40)
uˆ∗(Eˆ∗ + p∗) = uˆ(Eˆ + p). (2.41)
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For Equation (2.39) to (2.41), the solution was given by Toro [5]
ρ∗
ρ
=
(γ + 1)(MF −MS)2
(γ − 1)(MF −MS)2 + 2 , (2.42)
p∗
p
=
2γ(MF −MS)2 − (γ − 1)
(γ + 1)
, (2.43)
u∗ = [1− 1/(ρ∗/ρ)]aMS + aMF/(ρ∗/ρ), (2.44)
where Ms is the Mach number of the shock wave.
2.2.1 CJ State Condition
To estimate the thermal parameters of DDT, the reactive Rankine-Hugoniot dia-
gram (RHD) is usually used [117, 7]. This diagram is based on calculating one
dimensional steady flame reacts with premixed shock. Although this diagram is a
simplified solution of the 1D combustion, it still offers an acceptable initial con-
dition for experimental setup. The original RHD was utilized to solve 1D shock
propagating problem which was proposed by Rankine and Hugoniot in 1880s [131].
In 1900s, Chapman and Jouguet added the reaction term into Rankine-Hugoniot
state equations to solve the 1D steady detonation.
Deflagration and detonation regions in Figure 2.2 are divided by the constant pres-
sure and constant volume lines. On the property of the thermal reaction, deflagra-
tion tends to be constant pressure and detonation is similar to the constant volume
combustion. The solution in deflagration to detonation transition (DDT) region is
imaginary. Therefore region 3 is plotted with the dash curve. There are weak and
strong sub-regions in both deflagration and detonation regions.
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Figure 2.2: The Hugoniot curve of the compressible gaseous combustion.
These two regions are separated by the lower and upper CJ points. They are on
the two Rayleigh-lines, which are tangent to the Hugoniot curve, and the solutions
on CJ points were calculated by Equation (2.50) to (2.56). The detonation speed
DCJ had been demonstrated to be constant in experiments [72, 128, 104, 64].
Region 3 exists in reality, experiments on DDT [173, 98, 129] illustrate detonation
is transited from a highly unstable spot. This spot initiated in deflagration is called
“hot” spot. “Hot” does not mean high temperature but highly compressed and
unstable. The hot spot can be produced by a powerful external energy source. This
source can be laser beam [13, 80], ion plasma [152, 142], premixed shock [109, 107]
or a subsonic explosion.
Based on RHC, the first 1D mathematical solution on detonation wave was pro-
posed by David Chapman and Emile Jouguet. By replacing energy conservation
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expression in Equation (2.35) with
hL(TL) +
1
2
u2L = hR(TR) +
1
2
u2R, (2.45)
they found the detonation point on the curve. hL and hR are the enthalpy on the
left and right side of the shock. In Equation (2.35) the enthalpy with chemical
reaction is (consider one step reaction) [30]
hK(T ) =
[∑
Y
[
h0f (Tref ) +
∫ T
Tref
cpdT
]]
K
, (2.46)
Thus, the heat of combustion q = h0fR(Tref ) − h0fL(Tref ) and the enthalpy change
on the shock front is hR(T )− hL(T ). Solve Equation (2.45) and Equation (2.33) to
(2.34) together with perfect gas assumption (cpL = cpR = cp, cpT = γp/[(γ − 1)ρ]),
the expression of Chapman-Jouguet state diagram is obtained:
γ
γ − 1(
pR
ρR
− pL
ρL
)− 1
2
(
1
ρL
+
1
ρR
)(pR − pL) = q. (2.47)
If q = 0, Equation (2.47) becomes HRC. The CJ points are calculated by the first
derivative of Equation (2.47) on 1/ρ:
dp
d(1/ρ)
=
(pR − pL)− 2γγ−1pR
1
ρR
2γ
γ−1 − ( 1ρL + 1ρR )
. (2.48)
Combine Equation (2.48) with the gradient of Rayleigh line:
dp
d(1/ρ)
=
pR − pL
1
ρR
− 1
ρL
, (2.49)
use subscript 1 and 2 to replace L and R, Browne et al. [133] derived the CJ pa-
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rameters:
•Nondimensional energy release : H = (γ2 − 1)(γ2 + 1)q
2γ1R1T1
; (2.50)
•CJ Mach number : MCJ = MCJ1 +MCJ2; (2.51)
•MCJ1 =
√
H + (γ1 + γ2)(γ2 − 1)
2γ1(γ1 − 1) ; (2.52)
•MCJ2 =
√
H + (γ2 − γ1)(γ2 + 1)
2γ1(γ1 − 1) ; (2.53)
•CJ pressure : pCJ = γ1M
2
CJ + 1
γ2 + 1
· p1; (2.54)
•CJ density : ρCJ = γ1(γ2 + 1)M
2
CJ
γ2(1 + γ1M2CJ)
· ρ1; (2.55)
•CJ temperature : TCJ = pCJ
p1
R1ρ1
R2ρCJ
· T1. (2.56)
2.2.2 ZND Model
In 1940s, based on the CJ state condition, Y. B. Zel’dovich, John von Neumann
and Werner Doring assume that the mixture reacts on the steady shock front, which
propagates at a constant detonation speed SD. Therefore they proposed steady 1D
detonation model, which is the so-called ZND model. ZND model is derived from
the one dimensional reactive Euler equation (one step chemical reaction)
∂U
∂t
+
∂F
∂x
= S, (2.57)
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in which
U =

ρ
ρu
ρe
ρY

, F =

ρu
ρu2 + p
u(ρe+ p)
ρuY

, S =

0
0
ρqω˙
ρω˙

. (2.58)
Due to the steady flow condition ∂/∂t = 0, Equation 2.57 becomes
d
dx
(ρu) = 0, (2.59)
d
dx
(ρu2 + p) = 0, (2.60)
d
dx
[(ρe+ p)u] = ρqω˙, (2.61)
d
dx
(ρuY ) = ρω˙. (2.62)
To plot the complete ZND detonation wave, Equation (2.59) to (2.62) must be
computed by an ordinary differential equation (ODE) solver iteratively. Kao and
Shepherd [74] have given the solving procedure. On the ZND detonation front, the
thermal parameters can be solved analytically. The ZND solutions on the detonation
front have been derived by Gamezo et al. [167] and Zhang et al. [184]:
• ZND pressure : pZND =
(
2M2CJ
γ
γ + 1
− γ − 1
γ + 1
)
· p0; (2.63)
• ZND density : ρZND = M
2
CJ(γ + 1)
M2CJ(γ − 1) + 2
· ρ0; (2.64)
• ZND energy : eZND = 0.5(pZND + p0)(1/ρ0 − 1/ρZND) + e0, (2.65)
where the CJ Mach number MCJ = DCJ/a0 and e0 = p0/[ρ0(γ − 1)], the subscript
“0” means the ambient.
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Chapter 3
Numerical Methods
3.1 Numerical Simulations of DDT
The simulating work on DDT is quite difficult, it must solve both deflagration and
detonation at the same time. When a shock is promoted after DDT, eddies will be
highly deformed and the entire flow will be extremely complicated. Thus, to capture
the small length scale deformation, the common numerical method for simulating
DDT is the direct numerical simulation (DNS).
DNS works in the fine mesh size, which is on the same order as Kolmogorov length
scale. If the mesh size is coarser, turbulence is not solved. However, it costs too
much computational work with DNS. Today, with the usage of supercomputer, we
can only simulate turbulent flow inside 1 dm3 space. High computing cost for DNS
limits its utilization on the real engineering simulations like climate forecast, Ocean
flow analysis, flame in combustion engine and so on.
Some experts on CFD developed a numerical method that works with a coarse
mesh. Smagorinsky in 1960s published his model [148] which is suitable to estimate
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turbulence in a coarse mesh. The length scale of the mesh was one order of magni-
tude larger than in DNS, only large scale eddies are captured. Thus, this simulation
method was called large eddy simulation (LES). Once the mesh size is coarser, lots
of information has been damped. The damped information is compensated by the
so-called subgrid model. In 1990s, subgrid models had been widely improved for
LES which became popular around the world [99, 55, 122, 45, 105].
With LES, lots of engineering problems on CFD can be solved. LES was initially
used in estimating the tropical storm in the pacific by Smagorinsky et al. [148].
After 30 year’s improvement, it has been used in the aviation industry successfully.
For example, simulating the turbulence over the wing, the air flow throughout the
compressor and the flame structure in the combustor. Therefore, LES will still be
the state of the art simulation method in the future.
Utilizing LES to simulate DDT is a brand new research for supersonic combustion.
During the process of DDT, a suitable subgrid model must capture turbulence, de-
flagration and detonation at the same time. Therefore, developing a subgrid model
itself is difficult. Moreover, in a shock induced premixed combustion, subgrid model
for turbulent flame is no longer valid for the shock-flame interaction. Some special
numerical treatments must be utilized to divide the interaction into the turbulent
part and shock part.
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3.2 DNS Method
Equation (2.1) to (2.4) are analytical expressions not suitable to be computed. The
so-called DNS method is to compute the transformed NS equations in the fine mesh
smaller than the Kolmogorov length scale. In this section, the solving procedures
on RNSE are discussed.
3.2.1 Finite Volume Expressions of RNSE
Assume the surface of an arbitrary volume V is AF , the governing equation to
describe a flow is given by [18, 12, 65, 121]
nt+1∫
nt
∫
V
∂U
∂t
dV +
nt+1∫
nt
∫
AF
F · n dAF =
nt+1∫
nt
∫
V
S dV. (3.1)
F is the flux flow through surface AF on which n is the normal vector. nt stands
for the fluid state is at current time step and nt+1 is at next time step. In three
dimensional simulation, AF can be divided into three surfaces which are AF1, AF2,
AF3. Thus, in a finite volume, the time evolution of U is determined by the fluxes
F, G, H (which pass through these faces) and the contribution of S.
With the divergence theorem, the governing equations for the finite volume method
derived from Equation (3.1) are
∂U
∂t
+
∂F
∂x
+
∂G
∂y
+
∂H
∂z
= S. (3.2)
In numerical simulation, the flow domain is divided into huge amount of meshes.
Take one-dimensional simulation for example, at node i, its left neighbouring node
is i − 1 and the right one is i + 1. The left face of node i is i − 1/2 and the right
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one is i + 1/2. The methods of evaluating F, G and H on the face are introduced
in next Chapter.
The expressions of F, G, H and S are given by [43]
U =

ρ
ρu
ρv
ρw
ρe
ρYk

, F =

ρu
ρu2 + p
ρuv
ρuw
u(ρe+ p)
ρuYk

, G =

ρv
ρuv
ρv2 + p
ρvw
v(ρe+ p)
ρvYk

, H =

ρw
ρuw
ρvw
ρw2 + p
w(ρe+ p)
ρwYk

,
(3.3)
and the S in RHS of Equation (3.2) is
S =

0
σ11,x + σ12,y + σ13,z
σ21,x + σ22,y + σ23,z
σ31,x + σ32,y + σ33,z
Tσ1 + Tσ2 + Tσ3 − Tq − S˙r
TDIF + ρω˙k

. (3.4)
The viscous energy terms Tσ1 to Tσ3 are expressed as
Tσ1 = (σ11u),x + (σ21v),x + (σ31w),x (3.5)
Tσ2 = (σ12u),y + (σ22v),y + (σ32w),y (3.6)
Tσ3 = (σ13u),z + (σ23v),z + (σ33w),z (3.7)
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The heat diffusion term is
Tq = (qx,x + qy,y + qz,z). (3.8)
TY 1 to TY 3 and TDIF are the formulas for reactant species diffusion term
TY 1 = (ρDYk,x),x (3.9)
TY 2 = (ρDYk,y),y (3.10)
TY 3 = (ρDYk,z),z (3.11)
TDIF = TY 1 + TY 2 + TY 3. (3.12)
In finite volume context, there are two main routines to solve Equation (3.2). One
is flux vector splitting and the other one is Godunov scheme. Both of these schemes
are robust, they have their own special advantages. Godunov scheme simplifies
solving procedure which uses Riemann solvers to compute the fluxes. Flux split-
ting scheme saves computing time without using a Riemann solver. In our code,
Godunov scheme is adopted because it is easier to program.
Equation (3.2) can be written as:
∂U
∂t
+
∂F
∂U
· ∂U
∂x
+
∂G
∂U
· ∂U
∂y
+
∂H
∂U
· ∂U
∂z
= S. (3.13)
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Set A(U), B(U) and C(U) are the Jacobian matrices of ∂F/∂U, ∂G/∂U and
∂H/∂U, we can have
A = K1Λ1K
−1
1 , (3.14)
B = K2Λ2K
−1
2 , (3.15)
C = K3Λ3K
−1
3 . (3.16)
Λ1,Λ2 and Λ3 are the the diagonal matrices, their elements are the eigenvalues
of A,B and C [159]. From the manipulations in Appendix A, eigenvalues are
unchanged from solving NSE to RNSE.
3.2.2 Godunov-type method
Godunov-type method calculates the face flux Fi+ 1
2
by locally solving the one di-
mensional Riemann problem:
U(x, 0) =
 UL if x < xi,UR if x ≥ xi. (3.17)
The solved flux is Fi+ 1
2
= FS(UL,UR), FS is the function of a Riemann solver. The
Riemann solvers GS andHS are used to solve Gi+ 1
2
and Hi+ 1
2
respectively. Similarly,
a high accuracy solution can be obtained by using a exact Riemann solver [35], but
the computing time will be too much longer. There are some approximate Riemann
solvers being used to solve Equation (3.17) such as HLL [18, 168], HLLC [160, 155]
and MUSTA [158, 157]. These solvers will be discussed in the coming sections.
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3.2.3 Flux S
According to Equation (3.4), the viscous, heat and diffusing terms in flux S is
computed by scalar gradients. The reactive terms in RNSE are treated as extra
source terms in S. In the code, S is computed by high order central difference
schemes on first/second order derivatives. Before the discussion on them, it needs
to derive S into the computable level. The 1D first order multi-step partial difference
is
∂f1f2f3
∂x
=
∂f1
∂x
f2f3 +
∂f2
∂x
f1f3 +
∂f3
∂x
f1f2. (3.18)
It is assumed that the dynamic viscosity µ, mass diffusion D and heat transfer λ
only depend on temperature. Their respective spatial gradients can be expressed
as:
∂µ
∂x
=
∂µ
∂T
∂T
∂x
, (3.19)
∂D
∂x
=
∂D
∂T
∂T
∂x
, (3.20)
∂λ
∂x
=
∂λ
∂T
∂T
∂x
. (3.21)
With Sutherland empirical law [36],
µ = µ0
(
T
T0
)n
, D = D0
(
T
T0
)n
, λ = λ0
(
T
T0
)n
. (3.22)
n is a constant, in our simulation n=0.7 [115]. Therefore, the elements σ11,x to σ33,z
can be expressed by
σij,x = 2
(
∂µ
∂x
S∗ij + µ
∂S∗ij
∂x
)
, (3.23)
σij,y = 2
(
∂µ
∂y
S∗ij + µ
∂S∗ij
∂y
)
, (3.24)
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σij,z = 2
(
∂µ
∂z
S∗ij + µ
∂S∗ij
∂z
)
. (3.25)
The viscous energy exchange terms Tσ1 to Tσ3 are
Tσ1 =
(
∂σ11
∂x
u+ σ11
∂u
∂x
)
+
(
∂σ21
∂x
v + σ21
∂v
∂x
)
+
(
∂σ31
∂x
w + σ31
∂w
∂x
)
, (3.26)
Tσ2 =
(
∂σ12
∂y
u+ σ12
∂u
∂y
)
+
(
∂σ22
∂y
v + σ22
∂v
∂y
)
+
(
∂σ32
∂y
w + σ32
∂w
∂y
)
, (3.27)
Tσ3 =
(
∂σ13
∂z
u+ σ13
∂u
∂z
)
+
(
∂σ23
∂z
v + σ23
∂v
∂z
)
+
(
∂σ33
∂z
w + σ33
∂w
∂z
)
. (3.28)
The heat diffusion terms are computed by
∂q
∂x
=
∂
∂x
(
− λ∂T
∂x
)
= −
(
∂λ
∂x
∂T
∂x
+ λ
∂2T
∂x2
)
, (3.29)
∂q
∂y
=
∂
∂y
(
− λ∂T
∂y
)
= −
(
∂λ
∂y
∂T
∂y
+ λ
∂2T
∂y2
)
, (3.30)
∂q
∂z
=
∂
∂z
(
− λ∂T
∂z
)
= −
(
∂λ
∂z
∂T
∂z
+ λ
∂2T
∂z2
)
. (3.31)
The reaction terms from TY 1 to TY 3 are
TY 1 =
∂
∂x
(
ρDk ∂Yk
∂x
)
=
(
ρ
∂Dk
∂x
+Dk ∂ρ
∂x
)
∂Yk
∂x
+ ρDk ∂
2Yk
∂x2
, (3.32)
TY 2 =
∂
∂y
(
ρDk ∂Yk
∂y
)
=
(
ρ
∂Dk
∂y
+Dk ∂ρ
∂y
)
∂Yk
∂y
+ ρDk ∂
2Yk
∂y2
, (3.33)
TY 3 =
∂
∂z
(
ρDk ∂Yk
∂z
)
=
(
ρ
∂Dk
∂z
+Dk ∂ρ
∂z
)
∂Yk
∂z
+ ρDk ∂
2Yk
∂z2
. (3.34)
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3.3 Flow Solver
A flow solver includes flux solvers and a time integration scheme. The flow solvers
HLLC and MUSTA solvers are adopted for Godunov method. On the time inte-
gration, Runge-Kutta methods are popular. A good flow solver is not the one with
highest accuracy but balanced by numerical accuracy and computing speed.
3.3.1 HLLC Solver
The HLLC solver developed by Harten et al. [59] is quite well suited for compressible
flow. There are four possible solutions (UL , U
∗
L , U
∗
R , UR) when a finite small
flow moves for a short time ∆t. UL and UR are the discretized scalars; U
∗
L and U
∗
R
are approximate vectors of the conserved variables (see Figure 3.1).
Figure 3.1: Solution of HLLC Riemann solver.
The main idea of HLLC is to fix which solution U locates on by computing the
wave speed. Because the flow speed is u, the rarefaction and shock wave speed are
u− a and u+ a respectively. There are three possible wave speeds SL, S∗ and SR.
In a 3D Cartesian mesh, the solving procedure on G(U) and H(U) are similar to
F(U). Here, only Fhllci+ 1
2
is introduced. HLLC solver is given by Toro et al. [160],
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Step 1: pressure estimate. Compute the pressure p∗ in star region. The overline
symbol “−” here means scalar average.
ρ =
1
2
(ρL + ρR), a =
1
2
(aL + aR), (3.35)
ppvrs =
1
2
(pL + pR)− 1
2
(uR − uL)ρ a, (3.36)
p∗ = max(0, ppvrs). (3.37)
Step 2: wave speed estimate. Compute the wave speed of SL and SR. The subscript
K means L or R.
qK =

1 if p∗ ≤ pK[
1 + γ+1
2γ
(p∗/pK − 1)
]1/2
if p∗ > pK
(3.38)
SL = uL − aLqL, SR = uR + aRqR. (3.39)
The intermediate speed S∗ is given by
S∗ =
pR − pL + ρLuL(SL − uL)− ρRuR(SR − uR)
ρL(SL − uL)− ρR(SR − uR) . (3.40)
Step 3: HLLC flux. The intermediate U∗ is computed as
U∗K = ρK
(
SK − uK
SK − S∗
)

1
S∗
vK
wK
EK
ρK
+ (S∗ − uK)
[
S∗ +
pK
ρK(SK−uK)
]
YK

. (3.41)
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The intermediate flux F∗ is
F∗K = FK + SK(U∗K −UK), (3.42)
Finally, the HLLC flux is
Fhllci+ 1
2
=

FL if 0 ≤ SL
F∗L if SL ≤ 0 ≤ S∗
F∗R if S∗ ≤ 0 ≤ SR
FR if 0 ≥ SR.
(3.43)
3.3.2 MUSTA solver
The analytical flux in the HLLC solver can lead to numerical oscillations, which
can be amplified by the energy release in DDT. Titarev and Toro developed a pure
numerical solver MUSTA in [158], which is able to solve the highly complicated
flow. MUSTA is a predictor-corrector solver and its basic idea is to make
‖U (l)L − U (l)R ‖ ≤ εtol, (3.44)
where l is iteration step and εtol is a small tolerance and ‖ · ‖ is a suitable norm.
The predictor step is a flux evaluation and corrector step is the opening Riemann
fan. These steps are computed as:
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1. Flux evaluation
F
(l)
L = F (U
(l)
L ), F
(l)
R = F (U
(l)
R ), (3.45)
U
(l)
M =
1
2
[
U
(l)
L + U
(l)
R
]− 1
2
∆t
∆x
[
F
(l)
R − F (l)L
]
, (3.46)
F
(l)
M = F (U
(l)
M ), (3.47)
F
(l)
i+1/2 =
1
4
(
F
(l)
L + 2F
(l)
M + F
(l)
R −
∆x
∆t
(U
(l)
R − U (l)L )
)
. (3.48)
2. Open Riemann fan
U
(l+1)
L = U
(l)
L −
∆t
∆x
[
F
(l)
i+1/2 − F (l)L
]
, (3.49)
U
(l+1)
R = U
(l)
R −
∆t
∆x
[
F
(l)
R − F (l)i+1/2
]
. (3.50)
3. Go to step 1.
After these solving procedures, the flux solution of MUSTA is F
(l)
i+1/2 = F
(k)
i+1/2. The
solution converges quickly and after few steps the tolerance is quite small. In this
work k = 4 is recommended.
3.3.3 Time Integration
When the fluxes are obtained, the next step is to compute the solutions on next
time step by the time integration schemes. In order to simplify the expression, only
Euler equations are analyzed. The 3D explicit Euler solution is
Un+1 = Un+
∆t
∆x
(
Fi+ 1
2
−Fi− 1
2
)
+
∆t
∆y
(
Gj+ 1
2
−Gj− 1
2
)
+
∆t
∆z
(
Hk+ 1
2
−Hk− 1
2
)
, (3.51)
this expression is the first order accurate in time. There are many different im-
plicit/explicit time integration schemes being used. In this thesis, only Runge-Kutta
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methods are introduced. Consider Equation (3.17), it can be written as,
dU(t)
dt
= f(t,U), U(t0) = U
0. (3.52)
Let f(t,U(t)) = L(U(t)) (L is a flux solver), the explicit two-stage second order
Runge-Kutta (RK) method is given by Gottlieb et al. [147]
U (0) = Un
U (1) = U (0) + ∆tL(U (0))
Un+1 = U (0) + ∆t
2
L(U (0)) + ∆t
2
L(U (1)).
(3.53)
The classical explicit four-stage fourth order Runge-Kutta method is given by [134]
k1 = L(U
n)
k2 = L(U
n + ∆t
2
k1)
k3 = L(U
n + ∆t
2
k2)
k4 = L(U
n + ∆tk3)
Un+1 = Un + ∆t
6
(k1 + 2k2 + 2k3 + k4).
(3.54)
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3.4 LES Modelling
In order to compute the large eddies inside the turbulence, the small ones in the
flow must be filtered out. Therefore, before using LES, the scalars φ in U must be
filtered into
φ = φ+ φ′, (3.55)
where φ is the filtered scalar and φ′ is the fluctuated scalar. To compute φ′, subgrid
models are used. The subgrid models are discussed later.
3.4.1 LES Filters
There are physical and spectral space filters being widely utilized. In our current
research, the physical space filter is fairly sufficient. The size of the spatial filter
∆ in LES must be pre-set for capturing different length scale eddies. Because only
large eddies are considered in LES, the mesh size can be coarser and the Reynolds
number can be higher. These advantages of LES indicate that it is able to simulate
DDT.
In the physical domain, there are two kinds of filters, one is explicit and the other
is implicit. The main difference is the size of the filter ∆. To simulate a same case,
∆ in implicit filter is wider than it is in the explicit one. The filtered scalar φ is
given by [130]
φ =
1
∆
∫
V
φGK(y− x) dy (3.56)
Favre filter is normal in LES on compressible flow and it is given by
φ˜ =
ρφ
ρ
(3.57)
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All the filters should satisfy the following condition:
• Consistency
a = a⇔
∫
V
GK(y− x) dy = 1. (3.58)
• Linearity
φ+ ψ = φ+ ψ. (3.59)
• Conservation of differentiation
∂φ
∂s
=
∂φ
∂s
, s = x, t. (3.60)
The typical explicit filters with kernel GK are given by [40, 111, 21],
Filter G Kernel
Box GK(y− x) =

1
∆3
if |y− x | ≤ ∆
2
0 otherwise
,
Gaussian GK(y− x) =
√
6
pi∆2
exp
(−6(y− x)2
∆2
)
.
(3.61)
In our code, implicit filter is implemented and the size is
∆ = ∆m, (3.62)
where ∆m is the current mesh size. If the character size ∆ → 0, LES will become
DNS. The benefit of using the implicit filter is shock waves are captured better.
The problem of using it is the value of the subgrid model near the shock-flame
interaction is not accurate. This can make the simulation be incorrect. The reason
is the discontinuous gradients of a scalar. The solution on this problem is to neglect
the subgrid model near the interaction. At the moment, we can only switch off
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the subgrid model near the interaction during the simulation. The method on the
switching off will be introduced in next section.
3.4.2 Filtered RNSE
By the derivations in Appendix B, the filtered RNSE can be written as
∂ ρ
∂t
+
∂ ρ u˜i
∂xi
= 0, (3.63)
∂ ρ u˜i
∂t
+
∂ ρ u˜i u˜j
∂xj
+
∂ p
∂xi
=
∂
∂xj
(σˇij + Tij − τij), (3.64)
∂ ρ e˜
∂t
+
∂
∂xj
[
(ρ e˜+ p) u˜j − σˇij u˜i + qˇj
]
+ ˇ˙Sr = Qr + ∂
∂xj
(Qej −Qvj +QHj), (3.65)
∂ ρ Y˜k
∂t
+
∂
∂xj
(ρ u˜j Y˜k)− ∂
∂xj
(ρDk
∂ Y˜k
∂xj
)− ρ ˇ˙ωk = −Rrk + ∂
∂xj
(RY kj −RDkj). (3.66)
The subgrid terms are divided into three generic groups:
Group one (G1): Tij, Qej, RY kj;
Group two (G2): τij, Qvj, QH1j, RD1kj;
Group three (G3): Qr, QH2j, Rrk, RD2kj.
Notice that QHj is contributed by two parts QH1j and QH2j. QH1j is promoted
by the turbulence enhanced heat diffusion and QH2j depends on the subgrid tem-
perature gradient close to the flame front. For the same reason, RDkj can be divided
into RD1kj and RD2kj respectively. Generally, G1 is affected by the thermal dynam-
ics process, G2 is determined by the turbulent mixing and G3 is controlled by the
chemical reaction. Obviously, in order to simulate DDT, G3 must be modeled. The
terms in G2 are commonly modelled using a gradient-type Smagorinsky approach
[148] (see next section).
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3.4.3 Subgrid Models on G2
τij is the subgrid viscous stress and Qj is the subgrid heat flux. τij is modeled by
Abdellah et al. [9]
τij − 1
3
τkkδij = −2µt(S˜ij − 1
3
S˜kkδij). (3.67)
The eddy viscosity µt is closed using a Smagorinsky model
µt = ρCS∆
2|S˜|, (3.68)
CS is the Smagorinsky constant and |S˜| is
|S˜| = (2S˜ijS˜ij)1/2. (3.69)
The isotropic part of the sub-grid tensor τkk is given by Yoshizawa et al. [181]
τkk = 2CIρ∆
2|S˜|2. (3.70)
The subgrid heat flux QH1j is calculated as
QH1j = µtγcv
Prt
∂T˜
∂xj
. (3.71)
Prt is turbulent Prandtl number and it is given by [178]
Prt =
νt
αt
, (3.72)
where νt is the eddy kinetic viscosity, αt is the eddy heat diffusivity. Usually, Prt is
set equal to 0.85 to 1. On the evaluation of CS and CI , they are set as CS = 0.16,
CI = 0.09 [153]. Lilly [99] developed the dynamic Smagorinsky model to compute
these two coefficients but it needs longer computing time. If high order numerical
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schemes are coupled with the dynamic Smagorinsky model, the solving speed is two
times slower. In my research, only the classical Smagorinsky model is considered.
The turbulent diffusion of kth species is modeled by [137, 81]
RD1kj = −ρDτ ∂Y˜k
∂xj
, (3.73)
where Dτ is turbulent diffusion and it is modeled by Dτ = ντ/Scτ [139]. Scτ is
turbulent Schmidt number and Scτ = 0.7 is the optimal [156].
3.4.4 Subgrid Models on G3
The modelling on G3 is quite difficult. In turbulent combustion, G3 is usually mod-
eled by the subgrid probability density function (PDF) (Jones et al. [22, 69, 70]).
In recent years, the subgrid PDF method has been extend to simulate supersonic
combustion [16, 82]. The other robust one is artificial thickened flame (ATF) model
developed by Colin et al. [127, 32, 171]. However, none of these models have been
used to simulate DDT. Solving subgrid PDF equations using Monte Carlo methods
in CVC is a brand new research which may cost years of time. Because of the
simplicity, ATF model becomes a good choice to compute G3 to simulate DDT.
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3.5 ATF Model
In order to capture the flame speed in a coarser mesh, a geometrical transformation
is used: ξi = F · xi and τ = F · t [84]. The geometry transformation ratio F , is
called the thickening factor. In the original formulation, F was constant. In this
work, a similar generalized transformation can be used if
∂ξi
∂xi
= F , (3.74)
where F(xi) and the new coordinate is ξ =
∫
Fdx. The geometrical F is chosen
such that satisfies F ≥ ∆x/∆xmin > 1, ∆x is the current coarse mesh size and
∆xmin is the minimum mesh size in which the flame can be captured. Usually,
∆xmin = δf/n, where n is number of points desired to resolve the flame (around 5 in
low-speed flames [48]). The above transforms the flame ”thickness” as δf ∝
√D/ω˙,
but preserves the flame speed. The original ATF formulations applied F only to
the reactive scalar Equation (3.75) [31]
∂(ρY )
∂τ
+
∂(ρuiY )
∂ξi
− ∂
∂ξi
(ρDF ∂Y
∂ξi
)− ρω˙F = 0. (3.75)
With the idea of ATF, a filtered scalar on the flame front can be expressed as (on
x direction)
∂ φψ
∂x
= F ∂ φψ
∂ξ
. (3.76)
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Equation (3.76) can be utilized to model G3 in the thickened region implicitly. The
filtered RNSE can be re-written as:
∂ ρ
∂τ
+
∂ ρ u˜i
∂ξi
= 0, (3.77)
∂ ρ u˜i
∂τ
+
∂ ρ u˜i u˜j
∂ξj
+
∂ p
∂ξi
=
∂σˇij
∂ξj
− (1− Ω)∂τij
∂ξj
, (3.78)
∂ ρ e˜
∂τ
+
∂(ρ e˜+ p)u˜j
∂ξj
=
∂(σˇij u˜i −F qˇj)
∂ξj
+ (1− Ω)∂QH1j
∂ξj
−
ˇ˙Sr
F , (3.79)
∂ ρ Y˜k
∂τ
+
∂ ρ u˜j Y˜k
∂ξj
=
∂
∂ξj
(
ρDkF ∂ Y˜k
∂ξj
)− (1− Ω)∂RD1kj
∂ξj
+
ρ ˇ˙ωk
F . (3.80)
The thickening process distorts the flame, an efficiency factor [31] is added to the dif-
fusion term and chemical source. This accounts for the extra diffusion and burning
due to sub-grid flame wrinkling. ˇ˙Sr is usually complex and depends on the fractal
dimension of the flame and turbulent dynamics. In order to limit the distortion to
a region close to the flame, a flame sensor (Ω) [87] is used:
Ω = 16
[
Y (1− Y )]2. (3.81)
The reaction rate is nonzero when Ω > 0. The thickening factor can be then
rewritten as
F = 1 + (F0 − 1)Ω, (3.82)
where F0 is set equal to max(n∆x/δf , 1) [84]. Usually n = 4 ∼ 5, i.e. 4 cells
are needed to resolve adequately the flame front. The (1 − Ω) coefficient avoids
numerical error on shock-flame interaction and seperates the modelling approaches.
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3.5.1 Detonation Sensor
If ATF model is used for modelling DDT, the reference flame thickness δr changes
from turbulent flame to detonation. On turbulent combustion, δr is set equal to
laminar flame thickness δL but near detonation front, δr must be the same as δD.
Otherwise, energy release is over weakened. Therefore, the function of ATF should
be improved and it is summarized as
F = f(δr(δL, δD, I),∆m, Y ), (3.83)
where I is a detonation sensor and ∆m is the current mesh size. I must satisfy:
• I is activated, δr = δD, if detonation happens;
• I is deactivated, δr = δL, otherwise.
As discussed above, the CJ condition is important in DDT simulation. In the code,
the function of I on the ith node is
Ii =
 1 if (pi >= CDpCJ) ∩ (|u| >= a),0 otherwise. (3.84)
CD is a coefficient and CD = 1.0 ∼ 1.2. The local CJ pressure is calculate dynami-
cally by ambient thermal properties. The ambient area is defined by
l = |x− xi|. (3.85)
Set the function of calculating CJ pressure to be fCJ (see Equation (2.50) to 2.56)),
the local CJ pressure is pCJ = fCJ(pi0), in which pi0 = min(pi). pi is the array of
ambient pressure in the unburned position close to the ith node. Equation (3.84) is
a startup detonation sensor for ATF model. In our simulation, the flame thickness
is computed in 1D premixed laminar flame and detonation propagation cases.
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Chapter 4
Numerical Implementation
4.1 Methodology
The LES models presented in the past Chapter has been implemented in a new fully
compressible CFD solver. This solver is able to simulate DDT with finite volume
method. For a constant mesh spacing, the finite volume (FV) is a square and in 3D
it is a cube. Figure 4.1 shows a classical 2D FV obtained by the discretization step.
Take a 2D simulation case for example, to setup the initial conditions, the scalars
must be evaluated on the nodes of the cross solid lines first. After the simulation
starts, they are discretized to the dash lines to solve the RNSE.
During the computing process, especially on the spatial differentiation step, some
numerical schemes are investigated. These schemes are CD (central difference),
UPW (upwind), QUICK (quadratic upwind interpolation), BQUICK (bounded
quadratic upwind interpolation) and high order WENO (weighted essentially non-
oscillatory).
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Figure 4.1: 2D mesh and discretization.
However, not all of these schemes are suitable for DDT simulation. Some of
them have the intrinsic of low accuracy and large dissipation errors. Essentially, the
higher the order of the accuracy, the less important information will be damped.
According to [41], high order scheme is the one typically have at least the third-
order spatial accuracy. The numerical diffusion of the schemes with different orders
are compared in Figure 4.2.
During the past decade, CD, UPW and QUICK have been widely utilized on
simulating subsonic turbulence. However, in the presence of discontinuities (such as
shocks/detonation fronts), such numerical schemes either smear the discontinuity
over several cells or have large numerical oscillations. In order to emphasize the
discontinuity on the shock front, Hyper-C scheme is used in [93] which works with a
shock detector [135]. When a shock is detected, other discretization schemes work
85
Figure 4.2: 1D numerical diffusion of high and low schemes, image from Shu et al.
[146]
with Hyper-C automatically. By this method, only one or two nodes are required
to represent the discontinuity.
In the next decade, more sophisticated methods BQUICK [60] and other high or-
der WENO methods [146] will be developed to solve compressible RNSE. By self-
optimizing their weight coefficients on each iteration step, the discontinuity can be
well captured. In order to demonstrate their performance for simulating DDT, in
next chapter, BQUICK, WENO3 and WENO5 are used to solve RNSE. To compare
the accuracy of these schemes, the infinite error L∞, average absolute deviation L1,
and mean variance error L2 are calculated for each scheme. These three kinds of
errors are given by Eca and Hoekstra [88] (consider 1D simulation)
L∞(∆φ) = max(|∆φi|), (4.1)
L1(∆φ) =
∑NP
i=1 |∆φi|
NP
, (4.2)
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L2(∆φ) =
√∑NP
i=1(|∆φi|)2
NP
. (4.3)
∆φ = φ− φexact and 1 ≤ i ≤ NP , NP is the number of grid nodes. Exact solutions
of hyperbolic PDE show that if the initial solution is bounded, the total variation
(TV) decreases with time. The expression of TV [58, 6] is
TV (u) =
∑
i
|ui+1 − ui|, (4.4)
TV (un+1) ≤ TV (un). (4.5)
The total variation diminishing (TVD) condition implies that the solution is mono-
tonic and no new extrema is created. Most numerical schemes that solve hyperbolic
partial differential equations are TVD. The stability of numerical schemes for hy-
perbolic equations is based on the Courant-Friedrichs-Lewy (CFL) condition [161]:
CFL =
(u+ a)max∆t
∆x
< 1. (4.6)
u is the local flow velocity inside a grid, a is the speed sound, ∆t is time step and
∆x is mesh size. This condition limits the maximum time step to guarantee the
stability of the solution. In low-order number schemes, the maximum CFL number
is 1. However, with high-order schemes this number is reduced. In the present work
the maximum one is 0.3. The parabolic part of the Navier-Stokes equations also
restricts the time step, based on a “viscous” CFL number:
CFLvisc =
ν∆t
ρ∆x2
< 1. (4.7)
At the large Reynolds numbers used in this project, the limiting stability condition
is based on Equation 4.6.
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4.2 Discretization Schemes
All the discretization schemes are derived from Taylor series expansion. The deriva-
tion has been done mathematicians, understand how to use them is sufficient for
CFD research. In this section, the high order discretization schemes are discussed
below.
4.2.1 BQUICK
The 1D Euler equation of scalar φ with inviscid Godunov flux is
∂φ
∂t
= − 1
∆x
(
fi+ 1
2
− fi− 1
2
)
. (4.8)
In BQUICK scheme, there are the maximum and minimum bound limitations on a
scalar [60]. During the simulation, a predictor and corrector step are used to ob-
tain TVD solution. On the predictor step, the normal QUICK scheme predicts the
temporal solution φ∗ with the fourth order Runge-Kutta method. On the corrector
step, if φ∗ is within the limitations, the next time step solution can be obtained
as φn+1 = φ∗. Contrarily, if φ∗ is over the bounds, the simulation will go back
to predictor step locally and the discretization will shift to the first order upwind
scheme. Then φn+1 is computed by upwind coupled with the second order Runge-
Kutta method. The QUICK and upwind interpolation schemes are explained below.
On the QUICK scheme, the interpolation of the west face WL (i − 1/2) in Fig-
ure 4.1 can be written as
φi− 1
2
= α0φi + α1φi−1 + α2φi−2, (4.9)
88
in which α0 = 2/6, α1 = 5/6 and α2 = −1/6. On the upwind scheme, the formula
is the same but the weight coefficients should be changed into α0 = 0, α1 = 1 and
α2 = 0.
4.2.2 WENO3
By Godunov method, the numerical flux on the east face (i + 1/2) is obtained
by fE = FS
(
φL
i+ 1
2
, φR
i+ 1
2
)
. In the high order WENO schemes, the interpolation
method of φL
i+ 1
2
and φR
i+ 1
2
is the same. Only the sequence of the contact nodes is
different. In this section, only the left side is described. WENO scheme evolves
from a ENO (essentially non-oscillatory) scheme, it is necessary to understand the
method of ENO first. The rth order ENO scheme chooses the smoothest stencil
among r candidate stencils and uses them to estimate the primitive φi+ 1
2
. In [180],
the candidate stencils are denoted by Sk, where k = 0, 1, ..., r − 1
Sk = (xi+k−r+1, xi+k−r+2, ..., xi+k), (4.10)
the rth order ENO scheme is
φL
i+ 1
2
= qk(xi+k−r+1, xi+k−r+2, ..., xi+k), (4.11)
and the polynomial reconstruction qk is
qk(xi+k−r+1, xi+k−r+2, ..., xi+k) =
r−1∑
I=0
αk,Iui+k−I . (4.12)
A WENO scheme is similar to an ENO but connects all the candidate stencils and
combine them into several sub smooth fluxes. Higher order of the WENO means
more sub fluxes are included. The WENO reconstruction is given by Shen et al.
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[180]
φL
i+ 1
2
=
r−1∑
k=0
ωkqk(xi+k−r+1, xi+k−r+2, ..., xi+k). (4.13)
For WENO3 (the third order WENO) scheme, although the expression is similar to
QUICK, which uses one sub flux, the algorithm is more complex. The procedure to
solve Equation (4.13) is expressed as:
• The smooth indicator should be evaluated first by two neighboring stencils;
• Nonlinear weights ωk are computed;
• Obtain the flux coefficients αk.
Normally, the nonlinear smooth indicator can be calculated as
β1 =
2/3
[+ (φi − φi−1)2]2 , (4.14)
β2 =
1/3
[+ (φi−1 − φi−2)2]2 . (4.15)
The nonlinear weights are
ω1 =
β1
β1 + β2
, (4.16)
ω2 =
β2
β1 + β2
. (4.17)
The sub-flux coefficient is written as
α0 =
1
2
ω1, α1 =
1
2
ω1 +
3
2
ω2, α2 = −1
2
ω2 (4.18)
Here,  is a parameter to avoid the denominator to become zero and is usually set
as 10−6 [146].
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4.2.3 WENO5
WENO5 (fifth order WENO) is the most complicated scheme compare with the
other two mentioned above. The number of contact nodes on a half face is five
(BQUICK and WENO needs three), the number of sub numerical fluxes is three
(the other two only need one) and the expressions of smooth indicators are more
complex, the entire WENO5 schedule is,
φi+ 1
2
= α1φ
(1)
i+ 1
2
+ α2φ
(2)
i+ 1
2
+ α3φ
(3)
i+ 1
2
(4.19)
where φ
(i)
i+1/2 are three third order fluxes on three neighboring stencils and the for-
mulas are
φ
(1)
i+ 1
2
=
2
6
φi−2 − 7
6
φi−1 +
11
6
φi, (4.20)
φ
(2)
i+ 1
2
= −1
6
φi−1 +
5
6
φi +
2
6
φi+1, (4.21)
φ
(3)
i+ 1
2
=
2
6
φi +
5
6
φi+1 − 1
6
φi+2. (4.22)
The smoothness indicator βk is given as
β1 =
13
12
(φi−2 − 2φi−1 + φi)2 + 1
4
(φi−2 − 4φi−1 + 3φi)2, (4.23)
β2 =
13
12
(φi−1 − 2φi + φi+1)2 + 1
4
(φi−1 − φi+1)2, (4.24)
β3 =
13
12
(φi − 2φi+1 + φi+2)2 + 1
4
(3φi − 4φi+1 + φi+2)2. (4.25)
The linear weights γk are
γ1 =
1
10
, γ2 =
6
10
, γ3 =
3
10
. (4.26)
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The nonlinear weights are calculated as
α˜k =
γk
(+ βk)2
, (4.27)
αi =
α˜i∑3
k=1 α˜k
. (4.28)
Here  is the same as it is in WENO3. High order central difference schemes have
been widely implemented. In our simulation, the high order first and second deriva-
tive schemes are adopted. This schemes are developed by Fornberg [4] and During
et al. [3]. Four central difference schemes are utilized to compute the elements in
S, they are given in Appendix C.
4.2.4 Average Schemes
In order to eliminate numerical oscillations, average schemes are implemented in
the code as well. The results of their performance will be shown in next chapter. In
this section, their expressions are given. Levy et al. [94] developed a scalar average
scheme
U =
3∑
i=1,j=1
wijUij, (4.29)
in which wij is the weight in a cell. In 2D simulation, there are 3 × 3 totally nine
sub-cells in an entire area, they are given by
w =

1
16
1
16
1
16
1
16
1
2
1
16
1
16
1
16
1
16
 . (4.30)
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The fourth order flux average can be computed as [63]
F =
3∑
i=1
wiFi, (4.31)
here we need three weights in one direction, and they are
w =
(
1
6
4
6
1
6
)
. (4.32)
To get the flux average in a cell, we should interpolate the scalar onto the control
face first, and solve it with a Riemann solver. Once the three fluxes are solved, the
average flux through the control face can be computed.
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4.3 High Performance Computing
For scientific computing, if the code is run in a single processor, it will cost years
to get the simulation. To shorten the computing time, a big task is divided into
groups of sub-tasks, which are computed by their own processors. Therefore, when
the code is running, the governing equations are being solved by these processors
parallel. When a processor needs data from other processors, it must contact with
them and inform them to send the required data. The contact is realized by message
passing interface (MPI) protocols.
4.3.1 MPI in Memory Distributed Parallelization
Even in the uniform mesh, the code parallelization is still a difficult job. Imagine
that in a fine mesh (usually includes millions of grids), massive amount of data
must be exchanged to neighbouring CPUs. If one data is sent to wrong place or not
be received by its destination, the complete computing work is collapsed. This re-
quires the MPI design must be 100% correct. Any slight error can lead to terminate.
Figure 4.3 is the schematic of a classical memory distributed parallelization (MDP)
procedure in a 2D simulation. In each processor, there is a separate memory part
to save the dynamic solutions. The solution data required by other processors are
sent to the buffer, which stores and waits for sending them. When the destination
processor is ready to receive the required data, it tells the buffer to cancel the wait-
ing and start to send. The send and receive process are double-direction, in order
to maximize the contact speed, data are passing in large blocks.
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Figure 4.3: Schematic of distributed memory parallelization of a 2D simulation.
By MDP, the save and read operations are faster than any other parallelized ar-
chitectures. It is quite suitable for our project because the domain is regular. After
the mesh size is refined as ∆m = ∆m/2, F = F/2. Using MDP, the computing cost
for all processors increases at the same rate and the computing efficiency does not
decrease. The MPI detail which impacts the computing efficiency is discussed below.
Figure 4.4 illustrates the idea of using MPI to pass data in a MDP code. The
computed sub-domain is full of the mesh which is divided by lots of nodes. When
a discretization scheme is called, take QUICK for example, it needs the scalars on
a four-node stencil (φi+1, φi, φi−1, φi−2). Set i = 1 to be the first node in the
sub-domain (or processor) B, φ0 and φ−1 must be evaluated. Thus, processor B
requires A to send these values. Although there may be thousands of processors
being parallelized, the basic operation is similar to the schematic.
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Figure 4.4: Schematic of data passing between neighbouring processor A and B
using MPI. Solid mesh: inner mesh, dash mesh: ghost mesh.
Figure 4.5: Schematic of a 3D domain being divided into 64 sub-domains.
Figure 4.5 shows the parallelized domain to simulate DDT. The size ratio of the
sub-domain is set properly. Massive data are processed to the neighbouring sub-
domain through the common face. If there is no neighbouring sub-domain, then
the scalars on ghost nodes are evaluated by the user-defined boundary conditions.
The evaluation work on ghost nodes are explained in [53]. The “granularity” of
parallelization is calculated by
G =
tcomp
tcomm
, (4.33)
where tcomp is the overall computing time and tcomm is the overall communicating
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time. G is decided by the code structure, size of the array and hardware limitations.
If the structure of a code is not well designed, G would be smaller when more
processors are used. On the domain splitting, it is better to decrease the amount of
data blocks. In the other words, the total common face area of one processor should
be minimized. Assume a code is parallelized efficiently, increased amount of sending
data will make tcomm longer and G would be smaller too. The communicating speed
is limited below light speed, thus tcomm always has a minimum value and G can not
be infinitely large. The detail of MPI efficiency is discussed in [163].
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Chapter 5
Fundamental Simulations
5.1 Non-reactive Test Cases
Before simulating DDT, several classical non-reactive test cases are tested. These
cases focus on the accuracy of the algorithms being implemented and their ability
to capture the discontinuity. In this section, the cases include accuracy comparison,
shock detection and co-rotating eddies. On the accuracy, linear advection problems
are tested. Riemann problems are used to test the capability of the shock capturing.
To test the stability, an artificial co-rotating vortex with constant propagating speed
is tested in a periodic domain.
5.1.1 Numerical Accuracy
A linear advection wave is commonly used to test the discretization error of the
numerical schemes [14, 185]. After the wave propagates for a moment, the dis-
cretization error appears. The governing equations are 1D Euler equations which
are transformed from the NSE. Usually, the error is measured after one period.
Two smooth wave functions are tested and they are listed in Figure 5.1 and 5.2.
For numerical setup, the spatial domain is x ∈ [0,2] and the wave speed is a = 1,
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periodic boundary conditions are used.
Figure 5.1: Order of the accuracy for different schemes with wave function 1.
Figure 5.2: Order of the accuracy for different schemes with wave function 2.
From these two cases, on the linear advection problem, the order of the accuracy
of BQUICK is higher than WENO3 with the same number of nodes. This means
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numerical diffusion using BQUICK is lower than using WENO3. On the accuracy
of WENO5, it has the highest accuracy compare with other schemes. In case one,
even with 40 nodes, the accuracy starts to converge and its order in the two cases
is normally five. For BQUICK, the order is approximately three and for WENO3
it is smaller than 2.
For a more complex test wave function, the numerical deviation is more obvious.
The complexity is realized by a multi-signal wave function. It is comprised by two
smooth, one step (discontinuous scalar) and one triangle (discontinuous derivative)
functions. The similar multi-signal functions are proposed in [165, 154]
f(x) =

(sin(5pix))2 0.2 ≤ x ≤ 0.4
1 0.6 ≤ x ≤ 0.8
10(x− 1),−10(x− 1.2) 1.0 ≤ x ≤ 1.2
(sin(5pix))0.25 1.4 ≤ x ≤ 1.6
(5.1)
In this case, the solution is recorded after the wave propagates for two periodic
times, the spatial domain is x ∈ [0, 2] and 256 nodes are used.
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Figure 5.3: Multi-signal wave test case.
It can be seen that, the simulation from WENO5 is closest to the exact solution.
BQUICK is more accurate than WENO3 which damps the discontinuous derivative
signal (triangle) to be flat. Using WENO3, nearly 50% of the maximum magnitude
is lost due to the numerical diffusion.
5.1.2 Riemann Problems
There are two test cases on the 1D Riemann problems. The first is Sod’s shock
tube test [150] which investigates a shock propagates in a laminar flow. During the
simulation, both pressure and density gradients are discontinuous near the shock.
The second one is 1D shock-turbulence interaction in which a shock propagates
through an unstable flow and interacts with it [17]. The numerical setup for first
test case is given by [140]
UL =

ρL
uL
pL
 =

1
0
100000
 , UR =

ρR
uR
pR
 =

0.125
0
10000
 , (5.2)
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The spatial domain is displayed in Figure 5.4. The dots are the solutions computed
in the coarse mesh with 50 grid nodes. The time domain is t=0.01 with 50 time
steps iteration. The solid line is the exact solution computed with WENO5 in the
fine mesh (1000 grid nodes).
Figure 5.4: Numerical distribution on density and velocity of the Sod’s shock tube.
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For case two, the initial condition is [134, 179]
UL =

ρL
uL
pL
 =

3.857
2.629
10.333
 , UR =

ρR
uR
pR
 =

1 + 0.2 sin(5x)
0
1
 . (5.3)
The spatial domain is x ∈ [0,10]. The coarse mesh with 300 grid nodes is used and
the solutions are obtained after t=2 with 600 time steps iteration. The solid line is
the exact solution computed with WENO5 in the fine mesh (3000 grid nodes). The
results solved by different schemes in the coarse mesh is shown in Figure 5.5.
From Figure 5.5 we can see that both BQUICK and WENO5 can capture the high
frequency area in the coarse mesh. WENO5 performs the best among these three
schemes. WENO3 has filtered the important pre-shock high frequent turbulence (in
the amplified image), thus it is not as accurate as the other two schemes.
Figure 5.5: Numerical test on density of the 1D shock-turbulence interaction.
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5.1.3 Two-dimensional Explosion
The two-dimensional explosion case is utilized to simulate the high pressure ex-
plosion wave being originated from the exploding center. The solution exhibits a
circular shock wave spreading away from the center. This case was introduced by
Sreekanth et al. [151] and can be seen as a equivalent of the 2D Sod’s tube. At the
beginning, a circular contact surface travels towards the undisturbed area. Then
the circular rarefaction travelling towards the explored origination and a complex
wave pattern is generated. The pressure is released once the circular shock wave
reaches the boundary.
The physical domain is x ∈ (0, 2), y ∈ (0, 2). The original radius of the explo-
sion is Rc = 0.4 and the center (xc, yc) is at (1, 1). After t = 0.25, the simulation is
stopped and CFL number is equal to 0.45. To let the shock propagate outside of the
domain freely, a zero-gradient boundary condition is used. The initial condition is
the same as Sod’s shock tube, it is not repeated here. Since the solution has circular
symmetry, the 2D Euler equations can be reduced to the 1D Euler equations in the
radial coordinate, which is [50],
∂U
∂t
+
∂F
∂r
= S(U), (5.4)
where,
U =

ρ
ρu
ρe
 , F =

ρu
ρu2 + p
u(ρe+ p)
 , S = −αr

ρu
ρu2
u(ρe+ p)
 . (5.5)
α is a dimensional parameter, for α=0, the equations convert to 1D Cartesian Euler;
for α=1 it is a cylindrical symmetry; and for α=2 it is a spherical symmetry. We
can obtain the exact solution through the 1D symmetric Euler equations by using
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a fine mesh size.
Figure 5.6: Simulations of 2D explosion. Left: 2D density contour, right: 1D
numerical and exact half density curves. Mesh size is 100 × 100. Up to down: no
average, scalar average, flux average.
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Figure 5.7: Simulations of 2D explosion. Left: 2D density contour, right: 1D
numerical and exact half density curves. Mesh size is 200 × 200. Up to down: no
average, scalar average, flux average.
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It can be seen that, in different mesh sizes, all the schemes can capture shock
wave properly. The function of scalar and flux average schemes are used to damp
numerical noise generated in the iteration. In this test case, the scalar average
scheme has been proved to be a viable method of filtering oscillations. However, it
needs to consider the time steps when the filtering schemes is promoted. If the time
step is too long, the filtering effect is weak, if it is too short, numerical diffusion is
obvious.
5.1.4 Double Mach Reflection
The test case of double Mach Reflection is difficult to simulate because of the exis-
tence of wall, inflow and outflow boundary conditions. This test case was proposed
by the hypersonic experiment on reflections of planar shocks from a wedge. It was
mainly discussed by Paul Woodward [175]. The flow can be setup by driving a
shock along a path which contains a wedge. At the moment a planar shock hits the
face of the wedge, it reflects and interferes with the upwind shock.
The initial Mach 10 shock in air (γ = 1.4) makes a 60◦ angle with the reflect-
ing wall. The undisturbed air ahead of the shock has a density of 1.4 and a pressure
of 1. The reflecting wall lies along the bottom of the domain, starting at x = 1/6.
The shock invades from the top at y=1 with the angle mentioned above. The short
region from x=0 to x = 1/6 along the bottom boundary is always assigned values
for the initial post-shock flow. The left-hand boundary is assigned values for the
initial post-shock flow as well. At the right-hand boundary, x=4, all gradients are
set to zero. The values along the top boundary are set to describe the exact motion
of the initial Mach 10 shock, therefore it is a dynamic boundary. After t=0.2, the
simulation is stopped.
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Figure 5.8: Contour of the density in inviscid double Mach reflection, contour levels
30, varying from 1.5 to 22.9705. The mesh size is 480 × 120. Up to down: scheme
with no average, scheme with scalar average, scheme with flux average.
108
Figure 5.9: Contour of the density in inviscid double Mach reflection, contour levels
30, varying from 1.5 to 22.9705. The mesh size is 960 × 240. Up to down: scheme
with no average, scheme with scalar average, scheme with flux average.
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Figure 5.10: Contour of the density in inviscid double Mach reflection, contour
levels 30, varying from 1.5 to 22.9705. The mesh size is 1920 × 480. Up to down:
scheme with no average, scheme with scalar average, scheme with flux average.
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Figure 5.11: Section enlarged contour of the density in inviscid double Mach reflec-
tion, contour levels 30, varying from 1.5 to 22.9705. Mesh size is 1920 × 480. Up
to down: scheme with no average, scheme with scalar average, scheme with flux
average.
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In Figure 5.9 and 5.10, without filtering schemes, numerical oscillation (or noise)
exists in all mesh sizes. The magnitude of the oscillation is small, use a effective
filter, it can be cleaned. However, the detail of the unstable interaction is lost if the
filter works too frequently. Although oscillation also exists inside the shock wave,
features of the shock refection can still be observed. When the mesh is refined, more
details are captured. The most important area is amplified in Figure 5.11.
In Figure 5.11, the exact solutions with/without the average are displayed. Mach
stems gather together and become bold curves. There are groups of small vortices
along the inner Mach stem. A prime vortex is generated by the shock waves inter-
action. With the scalar average, numerical oscillations have been eliminated. The
flux average reserves part of the unstable fluid details. Totally, without the average,
both oscillations and small vortices are obtained; the scalar average scheme elimi-
nates the oscillations effectively and the flux average scheme costs more computing
time.
5.1.5 2D Co-rotating Vortex Propagation
In this test, a steady flow in which a co-rotating vortex is placed in the domain.
The vortex moves toward x direction with a relatively faster constant speed. The
vortex can keep itself swirling. The boundaries of computing domains are set to
be periodic. This case is mainly used to test the accuracy of a scheme after a long
time computing. It is also a good test for studying numerical turbulence. The initial
condition is the exact solution, we should compare the numerical simulation with it.
In this case, we use 10 periods (t = L/U0) as the temporal domains. The physical
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domain and initial flow parameters are set as [169],
L = 0.3112m, U0 = 35m/s, ρ0 = 1.17170407 kg/m
3, T0 = 300K, p0 = 101300Pa
(5.6)
The initial flow is set as,
Rc = L/20, Umax = 0.04U0, Γ = UmaxRc
√
e, ρ = ρ0, (5.7)
Ψ(x, y) = Γe
− (x−xc)2+(y−yc)2
2R2c , (5.8)
u = U0 +
∂Ψ
∂y
, v = −∂Ψ
∂x
, (5.9)
p = p0 − ρΓ
2
2R2c
e
− (x−xc)2+(y−yc)2
R2c . (5.10)
The flow is described by Euler equations with ideal gas assumption. Depart for four
Rc length, all the flow parameters should be similar to the local undisturbed values.
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Figure 5.12: Velocity (m/s) in x direction of 2D co-rotating vortex propagation
after 10 periods. Top: exact solution, down: without average.
The co-rotating vortex simply moves periodically from the left to the right.
After a certain period, the lost magnitude represents the temporal accuracy of a
scheme. The simulation was run for 10 periods. In Figure 5.12, the solution is
damped by 20%. In Figure 5.13, it is weakened by 25% and 30% for the scalar and
flux average respectively. Therefore, the scheme without average is the best, which
makes the vortex be less damped. The scalar average is better than flux average,
which deforms the vortex.
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Figure 5.13: Velocity (m/s) of 2D co-rotating vortex propagation after 10 periods.
Top: scheme with scalar average, down: scheme with flux average.
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5.2 Reactive Test Cases
In this section, two 1D cases on premixed combustion are tested. One of them is
on the laminar flame and the other is on the CJ detonation. ATF model is also
tested with the one step chemical reaction in the coarse mesh. Thus, we can see the
performance of ATF model by running these two cases.
5.2.1 1D Laminar Flame
To simulate the premixed laminar flame propagation, the inlet and outlet numerical
condition must be set carefully. Procedures on how to set the initial condition is
discussed in [66, 61, 123, 1]. To compare the performance of ATF Model, this case
is run both with and without ATF model in the coarse mesh. The inlet/outlet
conditions are
Y−∞ = 0, T+∞ = 1, (5.11)
T−∞ = TB, T+∞ = TU , (5.12)
∂T−∞
∂x
= 0,
∂T+∞
∂x
= 0, (5.13)
in which TB is the temperature of the burned part and TU is the one of the unburned
part. Five different mesh sizes has been tested: ∆1∼5=
(
4δL, 2δL, δL, δL/2, δL/4
)
.
∆5 is treated as the fine mesh size. δL is evaluated by the solution of the laminar
flame thickness in the fine mesh size. The initial conditions and parameters in
ethylene-oxygen combustion are listed in Table 5.1.
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Parameter Value Parameter Value
M (kg/mol) 0.031 ν ′C2H4 , ν
′′
C2H4
1, 0
MC2H4 (kg/mol) 0.028 ν
′
O2
, ν ′′O2 3, 0
MO2 (kg/mol) 0.032 ν
′
CO2
, ν ′′CO2 0, 2
MCO2 (kg/mol) 0.044 ν
′
H2O
, ν ′′H2O 0, 2
MH2O (kg/mol) 0.018 x (m) (0,0.4)
cs (kg/(smK0.7)) 7.0× 10−7 Lfx (m) (0,0.08)
µ ρ/ρ0 · cs · T n ρ0B (kg/m3) 0.0177
λ cs · Cp · T n ρ0U (kg/m3) 0.158
D cs/ρ0 · T n p0U (Pa) 13300
Ea (J/mol) 125520 p0B (Pa) 13300
hC2H4 (J/mol) 52300 Y0U 1.0
hO2 (J/mol) 0 Y0B 0.0
hCO2 (J/mol) −393509 aov 0.1
hH2O (J/mol) −241818 bov 1.65
γ 1.15 CC2H4
ρY
M
· ν
′
C2H4
ν′C2H4+ν
′
O2
A (mol/(m3 · s)) 6× 106 CO2 ρYM ·
ν′O2
ν′C2H4+ν
′
O2
T0 (K) 293 kov −Ae(− EaRT ) CaovC2H4 CbovO2
n 0.7 C˙C2H4 kov(ν
′′
C2H4
− ν ′C2H4)
SL (m/s) 1.28 C˙O2 kov(ν
′′
O2
− ν ′O2)
ω˙C2H4 C˙C2H4MC2H4/(ρY ) ω˙O2 C˙O2MO2/(ρY )
ω˙ ω˙C2H4 + ω˙O2 a (m/s)
√
γ p/ρ
E ρCP (T − T0)
Table 5.1: Prime parameters of ethylene-oxygen laminar flame propagation.
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Figure 5.14 is the solution of 1D laminar flame propagation. The flame front is
presented by the fuel mass ratio Y . Y = 0 is the burned area and Y = 1 is the
unburned area. In the computation, the flame speed is calculated by measuring
the flame front location L1 and L2 at t1 = 0.08 s and t2 = 0.16 s respectively. The
computed laminar flame speed SL ≈ 0.4m/s, other solutions are given in Table 5.2.
Figure 5.14: The displacement of the laminar flame front computed in the fine mesh
size, changed from 0.08s to 0.16s.
Figure 5.15: 1D normalized scalar near laminar flame front, mesh size: ∆5.
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SL(m/s) δL(mm) ω˙b(s
−1) ρu(kg/m3) Tb(K)
0.37 1.00 2200 0.175 2250
Table 5.2: Solutions of the 1D laminar flame propagation in the fine mesh size.
Figure 5.16: Fuel mass ratio of the laminar flame propagation in varying mesh sizes.
Up: without ATF, down: with ATF.
Figure 5.16 shows the solutions on Y in varying mesh sizes with/without the
ATF model. Without ATF model, the location of the flame front gets close to x =
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0.16m linearly. With ATF model, the flame front gathers together at x = 0.16m.
Figure 5.17 compares the laminar speed SL with/without ATF. In this case, the
thickening factor F0 is calculated based on the laminar flame thickness of ethylene-
air combustion (δL ≈ 1mm). It is clear to see that the solution is nearly mesh
independent with ATF model and at the fine mesh, both the two methods coincide.
Figure 5.17: Laminar flame speed from ∆1 to ∆5 with/without ATF model. “F”
means ATF model is used.
5.2.2 1D Detonation Wave
To investigate the usage of ATF model for the detonation wave propagation, the
case introduced by Zbikowski et al. [102] was simulated by the code. The case is
tested in eight different mesh sizes: ∆1∼8=
(
10δD, 10δD/2, 10δD/4, 10δD/8, δD,
δD/2, δD/4, δD/8
)
. ∆8 is treated as the fine mesh in this case, where δD is the
thickness of the detonation front. The initial conditions are listed in Table 5.3. In
order to initiate the detonation, pressure in burned area pB is set higher than pCJ
and pB = 1.5pCJ (see the CJ parameters in Table 5.4).
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Parameter Value Parameter Value
M (kg/mol) 0.029 x (m) (0,15)
Pr=Le=Sc 1.0 LS (m) -
cs (kg/(smK0.7)) 7.0× 10−7 Lfx (m) (0,3)
µ ρ/ρ0 · cs · T n rfx (m) -
λ cs · Cp · T n δL (m) 9.6× 10−4
D cs/ρ0 · T n δD (m) 146× 10−4
Ea 30.74RT0 MS -
q 61.03RT0/M MF 0.0
γ 1.15 ρ0U (kg/m
3) 0.158
A (m3/kg/s) 3.2× 108 ρ0B (kg/m3) 0.3
T0 (K) 293 p0U (Pa) 13300
n 0.7 p0B (Pa) 400000
SL (m/s) 1.28 Y0U 1.0
ω˙ −ρAY e(−Ea/(RT )) Y0B 0.0
E p/(γ − 1)+0.5 ρuu a (m/s) √γ p/ρ
Table 5.3: Numerical setup of 1D detonation wave.
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Parameter Value
DCJ (m/s) 1872.03
pCJ (Pa) 263727.09
ρCJ (kg/m
3) 0.29
TCJ (K) 3182.28
Table 5.4: Chapman-Jouguet condition in premixed ethylene-oxygen detonation.
The CJ parameters are listed in Table 5.4. Figure 5.18 displays how the detona-
tion wave propagates with a constant time interval ∆t=1.2 ms in the fine mesh. The
simulation is run with/without the ATF model in the coarse mesh. The computing
domain is [0,15m]. The computed value is 1864 m/s, which is slightly lower than
DCJ (see Table 5.4).
In the fine solutions (see Figure 5.18), the error of the simulation is smaller than
0.5%. Compare with these five instant waves, the oscillation among the Von Neu-
mann spikes is small. Slight oscillation is generated by the deviation of temporal
scheme. The small magnitude fluctuation between (0, 3m) in Figure 5.18 is the
ignition wave. It is left by initial setup and it does not affect the detonation front.
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Figure 5.18: Pressure, density and temperature in 1D detonation wave propagation
at different times, mesh size: ∆8, time interval: ∆t=1.2 ms.
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Figure 5.19: Normalized parameters of 1D detonation wave in coarse and fine
meshes. Line presents solutions in fine mesh ∆8, dot stands for solutions in coarse
mesh ∆2 (∆2 = 40∆8). Same color means same scalars. Up: solutions in ∆2 in
without ATF, down: solutions in ∆2 with ATF.
Figure 5.19 shows the normalized thermal properties close to the detonation
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front. The detonation flame thickness is obtained in the fine mesh ∆8. All the
solutions are compared with/without the ATF model. In the coarse mesh, with-
out ATF, the solutions are inaccurate. The maximum values of ρ/ρCJ , T/TCJ and
p/pCJ away from the Von Neumann spike are smaller than 1. When the ATF model
is used, these values can still be greater than 1.
The simulations in the coarse mesh can capture the discontinuous front with a few
nodes. Since the heat diffusion term is ignored in this case, the ATF model only
works on ω˙. This implies that the thermal dynamics between laminar flame and
detonation is different. The former is self-sustained by heat and molecular diffusion
and the latter is maintained by the massive energy explosion. By the difference,
flame thickness δ must be changed. In Figure 5.19, detonation flame thickness δD
is 1 ∼ 1.5 cm. In this case, the thickening factor F0 is calculated based on the
detonation front thickness in the finest mesh ∆8.
Figure 5.20: Serial comparison from the coarse mesh ∆1 to the fine mesh ∆8
with/without ATF. Left: detonation propagation speed SD, right: pressure ratio of
Von Neumann spike pV N/pCJ . The symbol “F” means ATF model is used.
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The case has been repeated for 16 times, the performance of the ATF model in
the varying mesh size is shown in Figure 5.20. These two figures prove that the
solutions are mesh-independent using the ATF model. Without it, when the mesh
size is finer, the detonation wave speed SD decreases from 1920 m/s to 1864 m/s
and the maximum pressure ratio pV N/pCJ increases linearly. With the ATF model,
SD is unchanged when the mesh is refined and the CJ parameters can be obtained
in all test mesh sizes.
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Chapter 6
Numerical Simulations of DDT
6.1 Introduction
In this chapter, the multi-dimensional numerical simulations of DDT are discussed.
There are three cases based on shock-flame interactions. The first one is 1D piston
super-knock, introduced by Maxwell et al. [103]. The other one is 2D DDT simu-
lation of acetylene, proposed by Oran et al. [116]. The third is DDT simulation of
ethylene, created by Gamezo et al. [115].
By the usage of the MPI code, the domain can be refined to δL/16 (in 2D) and
δL/4 (in 3D) uniformly. The computing cost has been limited to a maximum of one
week CPU time. On the flow solver, According to Appendix E, HLLC generates nu-
merical oscillation near the discontinuous interface between shock and flame. When
replace it with MUSTA solver, the oscillation disappears. Thus, the numerical
solutions listed in this chapter are computed by the implicit LES-MUSTA solver.
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6.2 1D Simulation of Methane DDT
This case is used to analyze the super-knock phenomenon when a piston is working.
The numerical setup is listed in [103]. In order to compare numerical solutions,
Figure 6.1 is captured from Maxwell et al. [103]. 1D-NS solutions are computed in
the fine mesh size ∆m = δ/64. The flame length scale δ in this case is set equal to
laminar flame thickness: δ = δL. The thickening factor F0 is calculated based on
the laminar flame thickness.
Parameter Value Parameter Value
α/ρ 0.00137 x 5000
Pr 0.716 LS 4000
Le 0.973 Lf 4000
µ αPr δL 1.0
λ γα/(γ − 1) δD 10.0
D α/Le MS 2.2
Ea 40.3 MF 0.0
q 12.4 ρ0U 1.0
γ 1.39 ρ0B 0.168
A 1.0× 104 p0U 0.714
T p/ρ p0B 0.714
nr 1.0 Y0U 1.0
SL 0.001 Y0B 0.0
ω˙ −ρnrAY e(−Ea/T ) u0U SL(1− ρ)/ρ− up
E p/(γ − 1)+0.5 ρuu u0B −up
Table 6.1: Prime parameters of 1D methane DDT.
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Table 6.2 gives the non-dimensional parameters for 1D simulation of methane
DDT setup. The shock is initiated ahead of the piston located at x=4000, with the
speed of up = 2[ 1 + (γ − 1)q ]1/2(MS − 1/MS)/(γ + 1). To plot the simulation, the
temporal solution is recorded at a constant time step. On the CJ parameters, they
are computed by Equation (2.50) to (2.56).
Figure 6.1: Solution of the methane DDT, image from Maxwell et al. [103].
Figure 6.2 is 1D-NS solutions computed by our code. To test the ATF model,
solutions of ρ and Y are plotted in Figure 6.3. Because the mesh size is refined
from 10δL to δL/64, length scale span is 640δL. This span is big enough to test the
performance of a numerical model on the industry level utilization.
In Figure 6.2, the DDT initialization time scale is τD = 1500 [103]. After deto-
nation is triggered, its front propagates toward the shock input direction. Before a
short time when detonation happens, both the pressure and density are extremely
compressed. The maximum parameters when DDT happens are: PD ≈ 50, ρD ≈ 9
and TD ≈ 10. At about t = 1700, temperature close to the piston is higher than 16.
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Figure 6.2: Solution of the methane DDT in fine mesh size, plotted every four nodes,
parameters are normalized.
In Figure 6.3, without any model, the simulation in the coarse mesh ∆2 = 10δL
is inaccurate and τD is about 150 earlier than the NS solution. Moreover, the overall
solutions are different, the highly unstable area (pink triangle) is half smaller than
the NS solution. Using the ATF model, the solutions are nearly mesh independent.
In the coarsest mesh ∆2, at about the time of 1500, DDT happens. This time
scale is close to 1470. The main difference between Figure 6.1 and Figure 6.2 is the
solution after detonation. In Figure 6.1, there is an unburned area.
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Figure 6.3: 1D solutions of methane DDT in the coarse mesh size ∆1 = δL and
∆2 = 10δL, with/without the ATF model.
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6.3 2D Simulation of Acetylene DDT
The aim of this case is to have a basic understanding on the mechanism of DDT in
multi-dimensional simulation. In this case, the mesh size is set as ∆m = 0.5δL, thus
it is a relatively coarse mesh. Since there is a similar case in the following sections,
which emphasizes the performance of the ATF method, this approach is directly
used without a comparison here. The thickening factor F0 is calculated based on
the laminar flame thickness. The numerical setup is described in Table 6.2.
Parameter Value Parameter Value
M (kg/mol) 0.029 x× y (m) 0.32× 0.01
Pr=Le=Sc 1.0 LS (m) 0.02
cs (kg/(smK0.7)) 1.3× 10−7 (Lfx, Lfy) (m) (0.19,0.01)
µ ρ/ρ0 · cs · T n (rfx, rfy) (m) (0.015, 0.015)
λ cs · Cp · T n δL (m) 2.5× 10−4
D cs/ρ0 · T n δD (m) 5.0× 10−4
Ea 29.3RT0 MS 1.5
q 35.0RT0/M MF 0.0
γ 1.25 ρ0U (kg/m
3) 0.158
A (m3/kg/s) 1.0× 109 ρ0B (kg/m3) 0.0198
T0 (K) 293 p0B (Pa) 13300
n 0.7 p0U (Pa) 13300
SL (m/s) 1.44 Y0U 1.0
ω˙ −ρAY e(−Ea/(RT )) Y0B 0.0
E p/(γ − 1)+0.5 ρuu a (m/s) √γ p/ρ
Table 6.2: Prime parameters of 2D acetylene DDT.
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Figure 6.4: Numerical setup of 2D acetylene DDT (based on [116]).
At the beginning, a shock is placed at x = 0.02m, and a laminar flame is located
at 0.19m. From 0.06 to 0.36ms, the shock gets close to the flame. At 0.42ms, the
shock penetrates through the flame and surrounds it. Rarefaction waves are behind
the shock front, creates a preheated area. The interaction between the shock and
the rarefaction wave gets enhanced by the burning. After the shock has travelled
through the flame, the density of the shock front is also increased.
Even in a narrow duct, Kelvin-Helmholtz instability is observed from 0.42 to 0.66ms.
When the unsteady flame interacts with the reflected shock, KHI is also strength-
ened. Groups of large “eddies” can be found inside the flame. When the shock goes
through the flame again, the density of the shock front is nearly four times higher.
Detonation happens near the unstable shock-flame interaction front. The detona-
tion/retonation front swipes instantly towards their own directions and shock waves
are clear to find in the domain. In this simulation, τD is about 1.22ms.
In the DNS-AMR simulation of Oran et al. [116], the detonation time was found to
be τD = 1.26ms. In the present work, DDT occurs earlier at τD = 1.22ms. The
DDT location LD in Oran et al. [116] is 0.12m compare to the present result of
0.07m. The overall behaviour is similar, although the detonation origin in [116] is
ahead of the flame by more than a channel width compare with the present sim-
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ulations. The main hot spot ignition process is the Zel’dovich reactivity gradient
mechanism and different schemes make the estimation of scalar gradients in the
discontinuous area such as preheated and shock-flame interaction front change.
Figure 6.5: Sequence of density contours (kg/m3) on acetylene DDT, time steps are
counted by milliseconds.
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6.4 2D Simulation of Ethylene DDT
Ethylene is an important reactant in chemical industry, therefore, the research on
ethylene DDT is useful for the safety of the chemical industry. In this case, four
different mesh sizes were considered by systematically doubling the amount of the
grid, ∆1−∆4 (δL/1, δL/2, δL/4, δL/8). The amount of grid points are 320×40, 640×
80, 1280×160, 2560×320 respectively. When ATF model is in used, the thickening
factor F0 is calculated based on the laminar flame thickness.
6.4.1 Case Description
Figure 6.6: Initial setup of simulating domain of gaseous DDT after a laminar circle
flame is fully developed. Numerical setup is defined by Oran et al. [115].
The geometry and boundary conditions are plotted in Figure 6.6. The computing
domain in 2D DDT simulation is based on x-y plane. This numerical treatment
can save half of computing cost but it may not be completely correct for turbulence
simulation. Because small scale chaos exists on the centerline of the mean flow,
we can not use a symmetric condition. However, to simulate DDT, this small
deviation can be neglected. The aim of this case is to investigate the DDT initiation
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mechanism with low numerical cost. At x = 0.15m, a Mach 1.9 shock starts to
propagate toward the right direction. At the same time, a circle laminar flame is
initiated on the front of the shock. Table 6.3 gives the numerical setup parameters
of this case. On the thermal values of the shock, they are calculated by Rankine-
Hugoniot condition (Equation (2.42) to (2.44)).
Parameter Value Parameter Value
M (kg/mol) 0.029 x× y (m) 0.304× 0.038
Pr=Le=Sc 1.0 LS (m) 0.15
cs (kg/(smK0.7)) 7.0× 10−7 (Lfx, Lfy) (m) (0.187, 0.038)
µ ρ/ρ0 · cs · T n (rfx, rfy) (m) (0.0329, 0.0329)
λ cs · Cp · T n δL (m) 9.6× 10−4
D cs/ρ0 · T n δD (m) 146× 10−4
Ea 30.74RT0 MS 1.9
q 61.03RT0/M MF 0.0
γ 1.15 ρ0U (kg/m
3) 0.158
A (m3/kg/s) 3.2× 108 ρ0B (kg/m3) 0.0177
T0 (K) 293 p0U (Pa) 13300
n 0.7 p0B (Pa) 13300
SL (m/s) 1.28 Y0U 1.0
ω˙ −ρAY e(−Ea/(RT )) Y0B 0.0
E p/(γ − 1)+0.5 ρuu a (m/s) √γ p/ρ
Table 6.3: Prime parameters of 2D ethylene DDT.
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6.4.2 Simulation in Fine Mesh Size
In Figure 6.7, the overall detonation sequence in the fine mesh ∆4 is shown by the
density iso-contours. Initially, the shock wave travels toward the right, interacts
with the flame and disturbs it to be more unstable. The incident shock reflects
at approximately 250µs and further compresses the distorted flame, increases both
density and pressure.
Figure 6.7: Sequence of density contours (kg/m3) with ∆4. D indicates the deto-
nation point. Time step is counted by microseconds.
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The reflected shock creates obliques shocks that interact with the flame, creating
a complex pattern of shock-flame interactions. At approximately 450µs a hot spot
detonates in the unreacted materials (marked with D in Figure 6.7); then quickly
triggers a complete detonation/retonation. Figure 6.8 describes the temperature
distribution at varied time steps. At 224µs, high temperature gradient exists on
the shock-flame interaction front. At 280µs, the front reflects from the wall and
the temperature in unburned area increases to 500K. By the shock waves inter-
fering, the unburned high pressure front becomes more unsteady. The maximum
temperature appears in the area close to the shock, as high as 4000K. At 476µs,
the detonation front is the hottest area in the flow. The average temperature there
is over 3500K.
When the shock wave propagates inside the flame area, the hot gas across the
shock front also gets compressed. In the code, the temperature is computed by the
idea gas equation: T = p/(ρR/M). After the compression, T increases nonlinearly.
When DDT happens, the detonation center releases shock waves and its pressure is
lower, thus its temperature decreases to about 2200 K at 462µs. Since the tempera-
ture in the unburned area (deep blue) is too much lower, the local speed of sound is
also smaller than in the flame. Ahead of the flame, there is a preheated area (light
blue), in which shock waves interact with each other.
According to the expression of the reaction rate ω˙ in Table 6.3, once the compressed
unburned mixture is ignited, ω˙ will be potentially faster. Across the preheated area,
the unburned mixture gets compressed and its temperature also increases. By the
heat release of the one-step chemical kinetics S˙r = ρqω˙, on the detonation front,
more heat energy is released when the preheated shock is burning. In the code,
constant heat capacity is in used, the temperature close to the detonation front is
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quite higher than near the laminar flame front.
Figure 6.8: Sequence of temperature contours (K) with mesh ∆4.
Figure 6.9 captures the sequences when DDT is in progress. The color images
are the density iso-contour and the black-white images are the numerical Schlieren
of Q-criterion [177]. The Q-criterion is the turbulence indicator in the domain.
Without the boundary layer, from 370µs to 410µs, the size of turbulent area gets
larger and it is full of eddies. Ahead the flame front, the high density shock is
also clear to see in the Schlieren image. After 430µs, hot spots at x = 0.25m and
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x = 0.30m are ignited while they are surrounded by high temperature flame front.
Figure 6.9: DDT sequence in density iso-contours (left) and Q-criterion Schlieren
(right) in ∆4, simulated without boundary layer.
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Figure 6.10: DDT sequence in density iso-contours (left) and Q-criterion Schlieren
(right) in ∆4, simulated with boundary layer.
With the boundary layer, the turbulent flame structure is different. It is clear
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to see the cone shape flame structure near the wall. By the friction between the
shock and the expanding flame, groups of vortices are generated on the wall. Local
chemical reaction is enhanced by swirling vortices. Therefore, the size of the cone
becomes bigger by the thermal expansion.
Figure 6.11: Q, ρ Schlieren and smoke foil in the complete domain with/without
boundary layer, mesh size: ∆4.
Figure 6.11 shows an overall simulation when the detonation front is propagat-
ing with/without the boundary layer. There are many small scale vortices being
generated by the aerodynamics behind the detonation front. Without the boundary
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layer, the distribution of triple points is nearly uniform. Mach waves keep undis-
turbed for a long distance after reflecting from the wall. With the boundary layer,
the entire flow structure looks more chaotic. The distribution of triple points is not
uniform and the size of the detonation cells is irregular. The co-rotating vortices
can be found in the flow which evolves into 2D “turbulence”.
Figure 6.12: Q, ρ Schlieren and smoke foil on the detonation front with/without
boundary layer, mesh size: ∆4.
Figure 6.12 shows the amplified images on the detonation front. We can find
the aerodynamic properties of a detonation cell. In the center of a cell, the vorticity
is the highest. On the Mach stems, both density and pressure are increased dra-
matically. The high density property is observed by the density Schlieren and the
high pressure one is done by the soot foil. The thermal mechanism in DDT process
with/without the boundary layer is the same. The existence of the boundary layer
increases the amount of hot vortices, which cause the fluid to be “over-stirred”. The
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vortex can keep its rotation when shock waves pass by. Due to the shearing stress
from the shock waves, the vortices are able to swirl for a long time.
6.4.3 Simulation with Different Reaction Models
The one step reaction rate model based on the laminar flame experiment (L-model,
Equation 2.24) [47, 1] is also tested in this case. In previous simulations, the density-
based reaction model (D-model, Equation 2.25) was used. By observing the solu-
tions, we can find how the chemical kinetics affect the detonation front.
Figure 6.13: Q, ρ Schlieren and smoke foil in the complete domain without boundary
layer, mesh size: ∆4. Up: D-model, down: L-model.
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Figure 6.14: Q, ρ Schlieren and smoke foil in the complete domain with boundary
layer, mesh size: ∆4. Up: D-model, down: L-model.
Figure 6.13 is the final simulation of using different reaction models after det-
onation happens without boundary layer. The overall solutions are similar, but
the turbulent area is larger and more chaotic using L-model. With boundary layer
(see Figure 6.14), this similarity extends and the domain is full of shock waves and
eddies in different length scales. On the DDT time scale τD, it is unchanged in this
test, detonation happens at τD ≈ 450µs.
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6.4.4 Simulation with/without ATF Model
The numerical simulation of DDT without any model is very sensitive to the grid re-
finement. Figure 6.15 shows the density snapshots before and after detonation, with
and without the ATF model, using three finest grids ∆2 −∆4. In the simulations
without any model, the location and structure of the hot spots is very different and
earlier detonation is observed as the mesh is coarse. However, when the ATF model
is used, detonation occurs in similar regions of the domain and the overall fluid
behaviour is similar. In the size of ∆4, 1 < F0 < 2 and the flame sensor Ω is still
working. For this reason, the simulation is changed with/without ATF model in ∆4.
Figure 6.15: Density snapshots, before and after detonation, for grids ∆2; ∆3 and
∆4. No-model (top), ATF model (bottom).
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Figure 6.16: Maximum pressure as a function of time for grids ∆2, ∆3 and ∆4.
No-model (top), ATF model (bottom).
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Figure 6.16 displays the time evolution of the maximum pressure for the same
∆2 − ∆4 grids. In all simulations, the pressure progressively increases after the
incident shock reflects back from the wall followed by a Von Neumann spike, which
corresponds to ignition events. The maximum pressure then drops when the deto-
nation wave leaves the domain. When no-model is used, the location of the pressure
peaks is dependent on the mesh. With ATF, the pressure history is very similar in
all grids, with pressure peaks between 400 and 500µs.
Figure 6.17: DDT time (left) and location (right) as a function of mesh size. No-
model, indicated by ∆1−4, and ATF model, ∆1−4,F.
Figure 6.17 displays the mesh dependency of the DDT time scale τD, and the
DDT length, LD. Without the model, the results showed a large grid dependency
and τD is between 300µs and 500µs. The results with the ATF model appeared
to be mesh independent, with a converged time of ≈ 500µs, and only the coarsest
mesh ∆1 deviates significantly. The finest mesh, ∆4, shows very similar results be-
tween model and non-model (as grid is refined F → 1).
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DDT distances are more sensitive to the grid refinement, but the overall behaviour
is the same. The two finest meshes provide transition lengths of approximately
0.20 m from inflow. Both results suggest that the geometrical ATF transformation
captures the relevant physics and detonation times and lengths are quasi-mesh in-
dependent. Despite the similar density pattern, the predicted detonation time is
100µs faster than Gamezo’s 608µs. The transition length is also over-predicted,
LD = 0.20m compared to LD = 0.15m. These differences are caused by utilizing
different numerical methods. Oran et al. [115] used AMR during the simulation, to
the author’s understanding, AMR costs finitely small time to refine the interested
area on each iteration step. That small time may accumulate during the simulation.
Uniform mesh algorithm just avoids this accumulation.
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6.5 3D Simulation of Ethylene DDT
DDT is a 3D fluid phenomena, the simulation should be more sophisticated. In 2D,
deflagration is characterized by the burned area with high vorticity eddies. But in
3D, deflagration refers to the turbulent flame which must be modeled properly. In
3D simulation, the grid size remains the same as it is in 2D, but with the present
computing resources only three mesh sizes were tested: ∆1, ∆2 and ∆3. To the get
solutions with ∆3, over 15 million (1280 × 160 × 80) grids, 1 TB data storage and
2560 CPU hours are spent. Although Oran et al. [115] have run this case several
years before and their simulations are quite impressive, the simulations after DDT
happens were unknown. The following sections discuss on the detonation wave and
its structure in this case.
Figure 6.18 illustrates the computing domain of 3D ethylene DDT. The size of
the flame is set following the aspect ratio of the duct. On the x-y plane, the flame
projection is a circle, but on y-z and x-z plane, it is a ellipsoid. Oran et al. [115]
chose quarter of the entire domain as the computing one to save the running hours.
In this case, adiabatic and slip wall conditions are in used. The prime parameters
and numerical schemes are the same as in the 2D ethylene DDT case. In this case,
implicit LES filter, classical Smagorinsky subgrid models and ATF approach are
implemented. The thickening factor F0 is calculated based on the laminar flame
thickness. The 3D simulations without ATF approach are still computed by implicit
LES methods.
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Figure 6.18: Initial setup of simulating domain of gaseous DDT after a ellipsoid
laminar flame is fully developed. Numerical setup is defined by Oran et al. [115].
6.5.1 Implicit LES Solution of Ethylene DDT
Figure 6.19 to 6.22 are implicit LES solution of ethylene DDT recorded every 20µs.
At the beginning, the shock front is located near the ellipsoid laminar flame. In the
flame, Darrieus-Landau instability initiates and wrinkles the flame front. As the
shock propagates ahead, it interacts with the flame front progressively. From 60µs
to 120µs, the flame front wrinkles and becomes more unstable.
In Figure 6.20, at 140µs, the flame front close to the wall becomes thinner. The
shape of the entire flame shows Kelvin-Helmholtz instability. Burning near the flame
front is enhanced by the KHI. As a result, the thermal expansion is supported by
the enhanced burning and the flame front thickness is increased. At 180µs, a local
151
ignition caused by thermal expansion appears behind the flame front.
Figure 6.19: DDT simulation from 1µs to 120µs. Color image: iso-surface of Y ,
Schlieren image: density ρ.
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Figure 6.20: DDT simulation from 140µs to 220µs. Color image: iso-surface of Y ,
Schlieren image: density ρ.
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Figure 6.21: DDT simulation from 240µs to 320µs. Color image: iso-surface of Y ,
Schlieren image: density ρ.
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Figure 6.22: DDT simulation from 340µs to 420µs. Color image: iso-surface of Y ,
Schlieren image: density ρ.
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While the flame front is compressed by both the reflected and upwind shock,
massive energy is released inside the small space. At 260µs, only a block of un-
burned flow still exists near the wall, it is the so-called “hot spot”. By the heat
diffusion from surrounding flame, the hot spot ignites rapidly. At 280µs, a strong
detonation is triggered in this hot spot and DDT happens. At 300µs, the flame
structure near detonation center changes into a horn shape. An arc shape detona-
tion front is created at the same time. At 320µs, the detonation front starts to
sweep towards the inlet.
Figure 6.22 shows the instability of the detonation front. The rotating eddies,
shock waves and detonation front gather together inside the flame. From 340µs,
a Richtmyer-Meshkov type instability appears close to the detonation front, which
moves at constant detonation propagation speed SD. The value of SD is 1500m/s,
lower than CJ speed (DCJ=1872 m/s). This is because the detonation front moves
against the incoming shock from the inlet.
6.5.2 Turbulence in Detonation
In order to observe the turbulence in a detonation flame, Q-criterion is plotted.
In Figure 6.23, the grey elements are Q-criterion and the colour ones are pressure
iso-surfaces. The solutions are recorded after detonation happens. At 280µs, the
hot spot is surrounded by intensive turbulence. The length scale of vortices in the
turbulent area varies from 1 mm to 15 mm. Based on the numerical setup and post-
shock thermal conditions, using Equation 1.1 the estimated η ≈ 0.017mm = 0.017δL
and the finest mesh size ∆3 ≈ 14η. Despite the relatively fine mesh employing, the
usage of high-order schemes means that away from shocks, numerical diffusion is
relatively small and subgrid models are required to capture the correct turbulence
effects. In the implicit LES simulation, only the eddies whose length scale are larger
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than the filter width are captured. However, the major instabilities in supersonic
flow has been captured in the solutions. At 300µs, there is no large eddy being
generated near detonation front. At this time, the vorticity in the unburned shock
is quite low.
Figure 6.23: Snapshot of vorticity coupled with pressure iso-surface after DDT
occurs. Color elements: pressure, grey elements: Q-criterion. Mesh size: ∆3.
157
At 320µs, there is an approximately 10mm gap between the shock front and the
turbulent flame. After the separation, pressure in the turbulent flame starts to re-
lease. At 340µs, both the amount and length scale of eddies increases. At the same
time, the gap increases to 20mm, small eddies are formed behind detonation front.
Large scale eddies are generated by the interaction between the detonation wave and
its wall reflection. Small eddies appear on the detonation front, this demonstrates
detonation front is unstable. As pressure is lower, eddies length scale is bigger, the
smallest length scale is approximately 0.5 mm. At 380µs, eddies generated from
the detonation front disappear ahead of turbulent flame front. At 420µs, the length
scale of the largest eddy is 20 mm.
Figure 6.24 is the enlarged image of the solution at t = 420µs. The top two
shows the turbulent part and the down two represents the detonation front. From
the Schlieren image, two clear λ-type cross shock waves are plotted and lots of large
eddies distribute inside the flame. Behind the detonation front, groups of high pres-
sure vortices appear. These eddies are initiated from triple points on the detonation
front. When the front is moving forward, it leaves the eddies away. The eddies then
get chance to swirl and enlarge and finally disappear.
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Figure 6.24: Amplification of Q-criterion at t = 420µs. Up two: turbulence section
0.23 to 0.31m, down two: detonation front section 0.06 to 0.15m.
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6.5.3 Temperature Distribution in Detonation
Figure 6.25 and 6.26 show the temperature in the flow. The temperature in the
ellipsoid laminar flame is 2600 K, in the shock wave is about 400 K and in the static
flow is 293 K. When the laminar flame interacts with the shock wave, at 80µs its
temperature increases to 2900 K. As the thickness of the arrow head is thinner, its
inner pressure is increased and the local temperature increases to 3200 K.
A very high temperature spot is generated close to the flame front at 180µs. At
the same time, a willow-leaf shape area appears under the high temperature spot.
This area corresponds to black shadow area in Figure 6.20. The temperature in this
area is about 450 K. At 200µs, the willow leaf area becomes larger. The average
temperature in this area is about 600 K which is close to the ignition temperature.
At 220µs, temperature in the ignited area increases to 2300 K. Within 20µs, 1500
K temperature jump occurs.
At 240µs, the shock wave reflects from the wall, its temperature rises to 500 K.
Chemical reaction in the shock-flame interaction accelerates by the compression and
the temperature there is higher. At 260µs, a hot spot is sandwiched by the turbu-
lent flame front, its temperature is about 500 K. At 280µs detonation is triggered
in the hot spot and temperature in detonation center is around 2000 K. .
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Figure 6.25: Sequence of temperature from 1µs to 220µs. Mesh size: ∆3.
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Figure 6.26: Sequence of temperature from 240µs to 420µs. Mesh size: ∆3. The
hot spot is labeled with “H” and the detonation front with “D”.
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6.5.4 Detonation Cells
Figure 6.27 shows whether the coarse mesh size will affect the length scale of the
detonation cell λD. “NS” means RNSE are solved by the implicit LES method.
As the mesh is refined from ∆2 to ∆3, λD decreases from 10 to 5mm. This size
decrease is caused by the increase on the amount of the grids. The detonation
front is more unsteady with more triple points being generated in the fine mesh.
The “mushroom” shape eddies behind detonation front indicate Richtmyer-Meshkov
instability. In ∆3, the “mushroom” eddies become smaller and the amount is also
increased.
Figure 6.27: Implicit LES on RNSE, solutions are ρ Schlieren and smoke foil.
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6.5.5 Simulations with ATF Model
Figure 6.28 and 6.29 shows the results in ∆1 and ∆2 respectively. Without ATF,
the burned area is larger in ∆1. The burning speed in coarse mesh is faster and
the flame front arrives at the wall earlier. With ATF, the flame front is not over-
expanded in ∆1 and it also arrives at the wall at 220µs. However, the pioneer front
(labeled with “P” in ∆2) is lost in ∆1. In ∆2, the pioneer front is preserved as it
is in ∆3 with the ATF model. Because ∆1 is too coarse, in the 2D simulation (see
Figure 6.17), it is already unable to get the correct solutions using ATF model. One
can not expect the ATF model to work well in the 3D simulation when it is run in
such a coarse mesh.
Figure 6.30 shows the developed detonation wave in the coarse mesh with/without
the ATF model. Without the model, the flame speed is higher and it is about 2 cm
ahead of the one computed with the ATF model. Other fluid features like the turbu-
lent area, shock wave interactions and RMI are similar in these two images. These
phenomenons prove that the ATF model does not distort the detonation front while
the detonation speed is still captured.
In this case, it is successful to utilize our ATF approach to simulate the gaseous
DDT. The turbulence inside the burned area reflects that the flow is the extremely
unstable. Using the implicit LES technique, the size of the detonation cells depend
λD on the grid refinement and λD is smaller and more irregular in the fine mesh.
Since the ATF model only affects the flame front, eddies in the turbulence are not
deformed numerically. When these eddies interact with the shock waves, the former
deforms and the latter breaks up. However, they are unable to affect the detonation
front which moves at the supersonic speed.
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Figure 6.28: Comparison of 3D shock-flame interaction with/without ATF model
in mesh size ∆1 and ∆2.
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Figure 6.29: Comparison of 3D detonation with/without ATF model in mesh size
∆1 and ∆2.
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Figure 6.30: ρ Schlieren comparison of 3D detonation in mesh size ∆2.
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Chapter 7
Conclusions
To simulate DDT, I have spent several months to investigate the features of the
laminar/turbulent flows, the kinetics of chemical reactions and the supersonic fluid
dynamics. Having a basic idea on DDT, the next step is to find a path to simulate
it with a sophisticated numerical tool (or code). Since there was no such a special
code having been published to simulate it, what I can do is to write it by myself.
The strategy of the programming was divided into five steps: write → test →
upgrade → test → model. By running the test cases successfully, the code was
proved to be correct. After the upgrade, it was able to solve the more complex
problems in higher dimensions. When the code passed all the tests, we started to
implement LES and other numerical models. Because it was the first time for us
to simulate DDT using LES method, there were many technique challenges waiting
for us.
The first problem was I need to justify that a Riemann solver is able to solve a
reactive flow, otherwise a flame solver must be developed. By the derivation work,
the Riemann solver can satisfy this requirement. Naturally, the next problem was
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how to use the Riemann solver to solve the RNSE. This was the most difficult part
in my project. To solve this problem, the classical cases on combustion were tested.
The third problem was that how to implement the LES method in the code to
simulate DDT. To solve this one, I must understand what is LES and how to code
it, therefore another five months time were spent. Since DDT is different from the
turbulent flame, LES models for incompressible flows must be reconsidered. To
compute the subgrid chemical reaction, we decided to use the ATF model.
After the modification, the ATF model was implemented for the DDT simulation.
The idea of the this model is using the mesh size transforming ratio (or thickening
factor). Not only the reaction rate but also other important terms can be modeled
by ATF. ATF model works well in simulating premixed combustion and detonation
waves. The most important parameters such as the CJ detonation speed and the
detonation time scale have been proved to be mesh independent.
When this project was finished, a brand new state of the art in-house code has
been created. It is able to capture shock waves, turbulence and chemical reactions.
This code are composed by the latest numerical schemes, which are the research
fruits developed by the scientists around the world. About the programming, there
is only one way to the success: learning, thinking and practising.
This project is a fundamental research of supersonic combustion and it is a critical
area both in military and energy engineering. On the military value, it does not
need to explain too much because explosion or detonation plays the key role in
nearly any weapons. On the civil engineering, our method can be used to estimate
the possibility of DDT in a large domain such as a coal mine, an oil reservoir or an
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oil refinery. Therefore, this research is important for the energy safety either.
We can improve this code further to simulate other complex projects. For example,
LES on the two-phase compressible/incompressible turbulent flame; DDT in large
area using the AMR and ATF model; DDT in the complex domain which is divided
by the unstructured mesh. All of them are the scientific challenges for the human
beings. After this research, I will focus on simulating the two-phase compressible
combustion in a complex domain. That is the most important direction to develop
the propulsion technique. The aim is to create a revolutionary propulsion engine to
make the space travelling cheaper and easier.
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Appendix A
Derivation of RNSE
Eigenvalues and Eigenvectors
With the step derivative, the RNSE can be written as:
∂U
∂t
+
∂F
∂U
· ∂U
∂x
+
∂G
∂U
· ∂U
∂y
+
∂H
∂U
· ∂U
∂z
= S. (A.1)
With U = (u1, u2, u3, u4, u5, u6), then the pressure is given as,
p = (γ − 1)[u5 − 1
2
(
u22
u1
+
u23
u1
+
u24
u1
)
]
(A.2)
F(U), G(U) and H(U) are transformed into
F(U) =

u2
(γ − 1)u5 + 3−γ2 u
2
2
u1
− γ−1
2
(
u23
u1
+
u24
u1
)
u2u3
u1
u2u4
u1
γ u2
u1
u5 − γ−12 (u
3
2
u21
+
u2u23
u21
+
u2u24
u21
)
u2u6
u1
,

(A.3)
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G(U) =

u3
u2u3
u1
(γ − 1)u5 + 3−γ2 u
2
3
u1
− γ−1
2
(
u22
u1
+
u24
u1
)
u3u4
u1
γ u3
u1
u5 − γ−12 (u3u
2
2
u21
+
u33
u21
+
u3u24
u21
)
u3u6
u1
,

(A.4)
and
H(U) =

u4
u2u4
u1
u3u4
u1
(γ − 1)u5 + 3−γ2 u
2
4
u1
− γ−1
2
(
u22
u1
+
u23
u1
)
γ u4
u1
u5 − γ−12 (u4u
2
2
u21
+
u4u23
u21
+
u34
u21
)
u4u6
u1

(A.5)
respectively. Set A(U), B(U) and C(U) are the Jacobian matrices of ∂F/∂U,
∂G/∂U and ∂H/∂U, they are transformed into
A =

0 1 0 0 0 0
γ−3
2
u2 + γ−1
2
(v2 + w2) (3− γ)u (1− γ)v (1− γ)w γ − 1 0
−uv v u 0 0 0
−uw w 0 u 0 0
(γ − 1)(u3 + uv2 + uw2)− γue γe− γ−1
2
(3u2 + v2 + w2) (1− γ)uv (1− γ)uw γu 0
−uY Y 0 0 0 u

,
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B =

0 0 1 0 0 0
−uv v u 0 0 0
γ−3
2
v2 + γ−1
2
(u2 + w2) (1− γ)u (3− γ)v (1− γ)w γ − 1 0
−vw 0 w v 0 0
(γ − 1)(vu2 + v3 + vw2)− γve (1− γ)uv γe− γ−1
2
(u2 + 3v2 + w2) (1− γ)vw γv 0
−vY 0 Y 0 0 v

,
C =

0 0 0 1 0 0
−uw w 0 u 0 0
−vw 0 w v 0 0
γ−3
2
w2 + γ−1
2
(u2 + v2) (1− γ)u (1− γ)v (3− γ)w γ − 1 0
(γ − 1)(wu2 + wv2 + w3)− γwe (1− γ)uw (1− γ)vw γe− γ−1
2
(u2 + v2 + 3w2) γw 0
−wY 0 0 Y 0 w

.
The speed of sound is given as
a =
√
γp
ρ
, (A.6)
with Equation A.2, the specific total energy e is
e =
1
2
(u2 + v2 + w2) +
a2
γ(γ − 1) , (A.7)
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then A, B and C is changed into
A =

0 1 0 0 0 0
γ−3
2
u2 + γ−1
2
(v2 + w2) (3− γ)u (1− γ)v (1− γ)w γ − 1 0
−uv v u 0 0 0
−uw w 0 u 0 0
γ−2
2
u(u2 + v2 + w2)− a2u
γ−1
3−2γ
2
u2 + 1
2
(v2 + w2) + a
2
γ−1 (1− γ)uv (1− γ)uw γu 0
−uY Y 0 0 0 u

,
B =

0 0 1 0 0 0
−uv v u 0 0 0
γ−3
2
v2 + γ−1
2
(u2 + w2) (1− γ)u (3− γ)v (1− γ)w γ − 1 0
−vw 0 w v 0 0
γ−2
2
v(u2 + v2 + w2)− a2v
γ−1 (1− γ)uv 12(u2 + w2) + 3−2γ2 v2 + a
2
γ−1 (1− γ)vw γv 0
−vY 0 Y 0 0 v

,
C =

0 0 0 1 0 0
−uw w 0 u 0 0
−vw 0 w v 0 0
γ−3
2
w2 + γ−1
2
(u2 + v2) (1− γ)u (1− γ)v (3− γ)w γ − 1 0
γ−2
2
w(u2 + v2 + w2)− a2w
γ−1 (1− γ)uw (1− γ)vw 12(u2 + v2) + 3−2γ2 w2 + a
2
γ−1 γw 0
−wY 0 0 Y 0 w

.
Once the Jacobian matrices are obtained, the next step is to find eigenvalues λe and
eigenvectors K of A, B and C with the following expression
D = A− λeI, (A.8)
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|A− λeI| = 0, (A.9)
in which I is the identity tensor. By a series of manipulations, we obtain the
expression:
{
−D11 1
D12
[
D22 −D32D23
D33
−D42D24
D44
− D25
D55
(
D52 −D32D53
D33
−D42D54
D44
)]
+D21 −D31D23
D33
−D41D24
D44
− D25
D55
(
D51 −D31D53
D33
−D41D54
D44
)}
D33D44D66 = 0.
This leads to
(3u2λe − u3 − a2λe + a2u− 3uλe + λ3e)(u− λe)3 = 0, (A.10)
finally λe1 = u − a, λe2 = u, λe3 = u, λe4 = u, λe6 = u and λe5 = u + a. The
same process can be used in obtaining the eigenvalues of B and C. Their values
are simlar to A, the process is not repeat here. The RNSE is hyperbolic. Set the
specific enthalpy is
h = e+
p
ρ
=
1
2
(u2 + v2 + w2) +
a2
γ − 1 ,
V2 = u2 + v2 + w2.
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K1 is the matrix of right eigenvectors of A
K1 =

1 1 0 0 1 0
u− a u 0 0 u+ a 0
v v 1 0 v 0
w w 0 1 w 0
h− au 1
2
V2 v w h+ au 0
Y 0 0 0 Y Y

,
and its inverse matrix K−11 is
K−11 =

(γ−1)h+au−a2
2a2
−a−u(γ−1)
2a2
−v(γ−1)
2a2
−w(γ−1)
2a2
γ−1
2a2
0
4a2−2(γ−1)h
2a2
2u(γ−1)
2a2
2v(γ−1)
2a2
2w(γ−1)
2a2
−2(γ−1)
2a2
0
−v 0 1 0 0 0
−w 0 0 1 0 0
(γ−1)h−au−a2
2a2
a−u(γ−1)
2a2
−v(γ−1)
2a2
−w(γ−1)
2a2
γ−1
2a2
0
2a2−2(γ−1)h
2a2
2u(γ−1)
2a2
2v(γ−1)
2a2
2w(γ−1)
2a2
−2(γ−1)
2a2
1
Y

.
K2 is the matrix of right eigenvector of B
K2 =

1 1 0 0 1 0
u u 1 0 u 0
v − a v 0 0 v + a 0
w w 0 1 w 0
h− av 1
2
V2 u w h+ av 0
Y 0 0 0 Y Y

,
176
and its reverse tensor K−12 is
K−12 =

(γ−1)h+av−a2
2a2
−u(γ−1)
2a2
−a−v(γ−1)
2a2
−w(γ−1)
2a2
γ−1
2a2
0
4a2−2(γ−1)h
2a2
2u(γ−1)
2a2
2v(γ−1)
2a2
2w(γ−1)
2a2
−2(γ−1)
2a2
0
−u 1 0 0 0 0
−w 0 0 1 0 0
(γ−1)h−av−a2
2a2
−u(γ−1)
2a2
a−v(γ−1)
2a2
−w(γ−1)
2a2
γ−1
2a2
0
2a2−2(γ−1)h
2a2
2u(γ−1)
2a2
2v(γ−1)
2a2
2w(γ−1)
2a2
−2(γ−1)
2a2
1
Y

.
K3 is the matrix of right eigenvector of C and its expression is
K3 =

1 1 0 0 1 0
u u 1 0 u 0
v v 0 1 v 0
w − a w 0 0 w + a 0
h− aw 1
2
V2 u v h+ aw 0
Y 0 0 0 Y Y

,
and its reverse tensor K−13 is given by
K−13 =

(γ−1)h+aw−a2
2a2
−u(γ−1)
2a2
−v(γ−1)
2a2
−a−w(γ−1)
2a2
γ−1
2a2
0
4a2−2(γ−1)h
2a2
2u(γ−1)
2a2
2v(γ−1)
2a2
2w(γ−1)
2a2
−2(γ−1)
2a2
0
−u 1 0 0 0 0
−v 0 1 0 0 0
(γ−1)h−aw−a2
2a2
−u(γ−1)
2a2
−v(γ−1)
2a2
a−w(γ−1)
2a2
γ−1
2a2
0
2a2−2(γ−1)h
2a2
2u(γ−1)
2a2
2v(γ−1)
2a2
2w(γ−1)
2a2
−2(γ−1)
2a2
1
Y

.
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Appendix B
Derivation of Subgrid Models
Subgrid Terms
The filtered RNSE are expressed as
∂U
∂t
+
∂F
∂x
+
∂G
∂y
+
∂H
∂z
= S , (B.1)
where the filtered fluxes are
U =

ρ
ρ u˜
ρ v˜
ρ w˜
ρ e˜
ρ Y˜k

, F =

ρ u˜
ρu2 + p
ρuv
ρuw
u(ρe+ p)
ρuYk

, G =

ρ v˜
ρuv
ρv2 + p
ρvw
v(ρe+ p)
ρvYk

, H =

ρ w˜
ρuw
ρvw
ρw2 + p
w(ρe+ p)
ρwYk

,
(B.2)
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S =

0
σ11,x + σ12,y + σ13,z
σ21,x + σ22,y + σ23,z
σ31,x + σ32,y + σ33,z
T σ1 + T σ2 + T σ3 − T q − S˙r
TDIF + ρω˙k

. (B.3)
Notice that after being filtered
ρuiuj 6= ρ u˜i u˜j, (B.4)
subgrid momentum models Tij are needed to make
Tij = ρ u˜i u˜j − ρuiuj. (B.5)
In the energy conservation equation
uj(ρe+ p) = ρeuj + puj, (B.6)
subgrid energy models Qej are required:
Qe1 = ρ e˜ u˜+ p u˜− (ρeu+ pu), (B.7)
Qe2 = ρ e˜ v˜ + p v˜ − (ρev + pv), (B.8)
Qe3 = ρ e˜ w˜ + p w˜ − (ρew + pw). (B.9)
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In the mass ratio of kth species,
RY k1 = ρ u˜ Y˜k − ρuYk, (B.10)
RY k2 = ρ v˜ Y˜k − ρvYk, (B.11)
RY k3 = ρ w˜ Y˜k − ρwYk. (B.12)
In the S vector, the filtered viscous stress is
σij = 2µS∗ij, (B.13)
set σˇij = 2µS˜∗ij, thus a subgrid stress model must be used to satisfy
τij = σˇij − 2µS∗ij. (B.14)
For the filtered energy change caused by viscosity Tσ1 to Tσ3, which are
T σ1 = σ11u+ σ21v + σ31w, (B.15)
T σ2 = σ12u+ σ22v + σ33w, (B.16)
T σ3 = σ13u+ σ23v + σ33w. (B.17)
set the subgrid models on energy diffusion
Tˇσ1 = σ11u˜+ σ21v˜ + σ31w˜, (B.18)
Tˇσ2 = σ12u˜+ σ22v˜ + σ32w˜, (B.19)
Tˇσ3 = σ13u˜+ σ23v˜ + σ33w˜. (B.20)
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These models are expressed as
Qv1 = Tˇσ1 − T σ1, (B.21)
Qv2 = Tˇσ2 − T σ2, (B.22)
Qv3 = Tˇσ3 − T σ3. (B.23)
On the heat diffusion terms, set
qˇx,x = −∂λ
∂x
∂T
∂x
+ λ
∂2T
∂x2
, (B.24)
qˇy,y = −∂λ
∂y
∂T
∂y
+ λ
∂2T
∂y2
, (B.25)
qˇz,z = −∂λ
∂z
∂T
∂z
+ λ
∂2T
∂z2
. (B.26)
use heat subgrid models QH1 to QH3, they can be written as
QH1 = qˇx,x − qx,x, (B.27)
QH2 = qˇy,y − qy,y, (B.28)
QH3 = qˇz,z − qz,z. (B.29)
On the energy release by chemical reaction
ˇ˙Sr =
k∑
i=1
ρiqi ˇ˙ωi (B.30)
The subgrid energy release is
Qr = ˇ˙Sr − S˙r. (B.31)
181
On the mass diffusion terms of kth species
TˇY 1 =
∂ ρDk
∂x
∂Y˜k
∂x
+ ρDk ∂
2Y˜k
∂x2
, (B.32)
TˇY 2 =
∂ ρDk
∂y
∂Y˜k
∂y
+ ρDk ∂
2Y˜k
∂y2
, (B.33)
TˇY 3 =
∂ ρDk
∂z
∂Y˜k
∂z
+ ρDk ∂
2Y˜k
∂z2
, (B.34)
they are changed into
∂RDk1
∂x
= TˇY 1 − T Y 1, (B.35)
∂RDk2
∂y
= TˇY 2 − T Y 2, (B.36)
∂RDk3
∂z
= TˇY 3 − T Y 3. (B.37)
On the species reaction rate term we can have
Rrk = ρ ˇ˙ωk − ρω˙k. (B.38)
Therefore, RNSE with subgrid terms are
∂ ρ
∂t
+
∂ ρ u˜i
∂xi
= 0, (B.39)
∂ ρ u˜i
∂t
+
∂
∂xj
(ρ u˜i u˜j − Tij) + ∂ p
∂xi
=
∂
∂xj
(σˇij − τij), (B.40)
∂ ρ e˜
∂t
+
∂
∂xj
[
(ρ e˜+ p) u˜j −Qej − (σˇij u˜i −Qvj) + qˇj −QHj
]
+ ˇ˙Sr −Qr = 0, (B.41)
∂ ρ Y˜k
∂t
+
∂
∂xj
(ρ u˜j Y˜k −RY kj)− ∂
∂xj
(ρDk
∂ Y˜k
∂xj
−RDkj)− (ρ ˇ˙ω −Rrk) = 0. (B.42)
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Appendix C
High Order Schemes
Central Difference Schemes
4th order first derivative
∂φi,j
∂x
=
φi−2,j − 8φi−1,j + 8φi+1,j − φi+2,j
12∆x
, (C.1)
6th order first derivative
∂φi,j
∂x
=
−φi−3,j + 9φi−2,j − 45φi−1,j + 45φi+1,j − 9φi+2,j + φi+3,j
60∆x
, (C.2)
6th order second derivative
∂2φi,j
∂x2
=
2φi−3,j − 27φi−2,j + 270φi−1,j − 490φi,j + 270φi+1,j − 27φi+2,j + 2φi+3,j
180∆x2
,
(C.3)
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4th order second derivative
∂2φi,j
∂x∂y
=
1
144∆x∆y
[
64(φi+1,j+1 − φi−1,j+1 + φi−1,j−1 − φi+1,j−1)
+8(−φi+2,j+1 − φi+1,j+2 + φi−1,j+1 + φi−2,j+1
−φi−2,j−1 − φi−1,j−2 + φi+1,j−2 + φi+2,j−1)
+(φi+2,j+2 − φi−2,j+2 + φi−2,j−2 − φi+2,j−2)
]
.
(C.4)
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Appendix D
Numerical Visualization
The Q-criterion and λ2-criterion
The Q-criterion locates the rotation regions and determines the vortex strain in a
turbulent flow, it is expressed as [68]
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
,Ωij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
. (D.1)
The second invariant of this tensor
Q =
1
2
(||Ω||2 − ||S||2). (D.2)
Consider the inviscid vorticity-gradient equation
D
Dt
∇ω = −∇~u|t ⊗∇ω, (D.3)
here ω is the vertical vorticity component and ∇~u|t is the transposed velocity-
gradient tensor. The eigenvalues of ∇~u|t are identical to those of ∇~u. The scalar
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rotates in the vortex regions as well, and Eq.(D.3) can be modified as
D
Dt
∇ρ = −∇~u|t ⊗∇ρ, (D.4)
Then the passive-vector equation for a vector δl lying in a plane perpendicular to
the vortex axis can be written as
D
Dt
∇l = −∇~u⊗∇l. (D.5)
The λ2-criterion is introduced by [67] and it identifies pressure minima within two-
dimensional subspaces [56]. It has been shown that λ2-criterion detects vortex
regions more reliably especially under a strong external strain [138]. In the Euler
equations, it can be written as
D
Dt
Sij + ΩikΩkj + SikSkj = − 1
ρ0
p,ij, (D.6)
where λ1 ≥ λ2 ≥ λ3 are the eigenvalues of SikSkj + ΩikΩkj. The quantity p,ij =
∂2p/∂xi∂xj is called the pressure Hessian.
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Schlieren Image & Smoke Foil
Schlieren image is a 2D projection being used to learn the fluid behaviour. The
Schlieren expression on scalar φ is given by [177]
Sch = c1 exp[−c2(φ− φmin)/(φmax − φmin)], (D.7)
in which c1 = 0.8 and c2 = 10. The numerical smoke foil (or soot foil) Ωmax is the
maximum fluid power during the time history [95]
Ωmax,i,j,k =
[(
p
√
u2 + v2 + w2
)
i,j,k
]
max
, t ∈ [0, tend]. (D.8)
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Appendix E
Numerical Noise
Noise Elimination
Numerical noise (or oscillation) disturbs the solution when a simulation is running.
Because the noise is iterated at each computing step, it can be amplified to destroy
the final simulation. If there are some unusual oscillations in a simulation, proba-
bly they are not new discovery but numerical noise. When the amount of nodes is
larger, numerical error accumulates faster. In premixed combustion, the accumu-
lated error ignites unburned flow more quickly. Figure E.1 describes the classical
numerical noise when mesh size is refined.
In Figure E.1, several narrow regions of noise aligned with the grid initially ap-
pear inside the flame. Temperature gradient in these ducts is higher than in other
areas. Premixed unburned mixture is ignited faster close to the ducts. In the top
right picture, two flamelets are ignited and peeled off from its front. While the
shock font is penetrating the ellipsoid laminar flame, numerical error is accumulat-
ing. When the error gets amplified, larger unburned mixture bubbles are ignited.
Near these bubbles, the shock wave becomes more unstable, shock-flame interaction
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is enhanced. Local explosion is induced by the unsteady interaction.
Why does this error come up? This is a strange question only encountered in 3D
simulation of ethylene DDT. Because in the 2D simulations, there is no oscillation.
In order to eliminate the noise, the reason must be found first. At the beginning, I
doubt that this noise is generated during MPI processing. With the same mesh size,
amount of grids in 3D is more than in 2D by magnitude. If MPI code is not written
carefully, error may happen for data sending to wrong destinations. Unfortunately,
after completely improve the MPI code, the problem still exists.
Exclude MPI code error, the next target is case setup. Noise can be generated
near high scalar gradient area. Lower gradient may reduce numerical oscillation.
Therefore, Shock wave is initiated 150 µs later than original case. During this
time, ellipsoid laminar flame can be fully developed. High scalar (P,T,ρ) gradient is
smoother. This method delays the appearance of noise for 100 µs, but it is unable
to avoid it. Other numerical noise filters are not suitable for this case, because they
damp the discontinuous gradient seriously.
The existence of these oscillations suggests that the HLLC solver does not work
well for complicated flows. In Figure E.1, the duct error appears where laminar
flame interacts with shock wave. This means shock is solved incorrectly near flame
front. Thus, HLLC solver could output wrong solutions under complicated condi-
tions. In Chapter 4, numerical oscillations appear in double Mach reflection case.
In the 2D case, although the magnitude of the oscillations is low, in supersonic
combustion simulation, they can be amplified by massive energy release.
In DDT simulation, with HLLC solver, noise is created by discontinuous scalar
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gradients near shock-flame front. This idea has been proved correct in 1D Methane
DDT case. HLLC solver was also used to run this case with/without ATF model.
The solutions are plotted in Figure E.2. Without ATF model, the simulation is
acceptable, but with ATF model, high frequency noise is generated for a mesh size
∆ = δ. This test suggests HLLC is unsuitable for solving supersonic combustion.
The only way of eliminating noise is to use another solver. In this solver, there
must be no such a selection on flux evaluation. In other words, the new solver
must not output analytical solutions. Moreover, the solver must be easy to replace
HLLC solver, other parts of the code can not be changed. For these reasons, upwind
MUSTA solver is chose as the alternative solver on DDT simulation. The perfor-
mance of MUSTA solver is displayed in Figure E.3.
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Figure E.1: Numerical noIse in DDT simulation with fine uniform mesh size ∆3,
HLLC solver is used.
191
Figure E.2: Numerical simulation of 1D Methane DDT, HLLC solver is used.
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Figure E.3: Correct numerical solution of shock-flame interaction in fine uniform
mesh size ∆3, MUSTA solver is used.
In Figure E.3, shock-flame interaction is simulated correctly. There is no error
duct on the flame front which is partly folded by shock wave. Laminar flame is
fully surrounded by shock waves. Flame front becomes unstable due to shock wave
reflection from the wall. Meanwhile, the curve of wrinkled flame is also smooth.
Thus, MUSTA solver can undertake 3D DDT simulation task.
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