Introduction
The emerging generation of database systems and general purpose operating systems share many characteristics: object orientation, a stress on distribution, and the utilization of concurrency to increase performance. A consequence is that both types of systems are confronted with the problem of maintaining the consistency of multi-component distributed applications in the face of concurrency and failures. Moreover, large applications can be expected to combine database and general purpose components. This paper reviews four basic approaches to the distributed consistency problem as it arises in such hybrid applications:
• Transactional serializability, a widely used database execution model, which has been adapted to distributed and object-oriented settings by several research efforts.
• Traditional operating systems synchronization constructs, such as monitors, used within individual system components, and with no system-wide mechanism for inter-object synchronization.
• Linearizability, an execution model for object-oriented systems with internal concurrency proposed by Herlihy and Wing [HW90] (similarly restricted to synchronization within individual objects).
• Virtual synchrony, a non-transactional execution model used to characterize consistency and correctness in groups of cooperating processes (or groups of objects, in object-oriented systems) [B J87].
We suggest that no single method can cover the spectrum of issues that arise in general purpose distributed systems, and that a composite approach must therefore be adopted. The alternative proposed here uses virtual synchrony and linearizability at a high level, while including transactional mechanisms and monitors for synchronization in embedded subsystems. Such a hybrid solution requires some changes to both the virtual synchrony and transactional model, which we outline. The full-length version of the paper gives details on this, and also explores the problem in the context of a series of examples.
The organization of the presentation is as follows. We begin by reviewing the database data and execution models and presenting the transactional approach to concurrency control and failure atomicity. We then turn to distributed systems, focusing on aspects related to synchronization and fault-tolerance and introducing virtually synchronous process groups. The last part of the paper focuses on an object oriented view of distributed systems, and suggests that the linearizability model of Herlihy and Wing might be used to link the virtual synchrony approach with transactions and "internal" synchronization mechanisms such as monitors, arriving at a flexible, general approach to concurrency control in systems built of typed objects. We identify some technical problems raised by this merging of models and propose solutions.
Database systems
It is difficult to find any single definition of a "database system". Nonetheless, database systems share a number of distinguishing properties: (1) They manage data objects. (2) The database satisfies consistency constraints that may span multiple objects. The transactional execution model is concerned with two problems arising out of these assumptions: serializability and failure atomicity. For brevity, we will not discuss this model in any detail, although a rich literature covers such issues as formalizing the model, solutions to the concurrency control problem (such as two-phase locking), extensions (such as nested transactions and nested top-level transactions, and approaches to implementing failure atomicity (such as the use of write-ahead logs, intention lists, and recovery blocks).
Efficient support for long-running transactions is more difficult than for short ones, because of the need to enforce serializability. An application serialized after a long-running transaction may be delayed for an extended period of time, and in a setting that mixes frequent short transactions with occasional long ones, database designers often go to considerable lengths to "manage" the long-running transactions. For example, the designer may undertake to fragment a long-running transaction into multiple short transactions, to develop a special purpose concurrency control mechanism, or to limit the execution of long-running transactions to periods of the day when the performance impact will be minimized. This is important because real distributed systems tend to include programs that execute for long or unpredictable periods of time. Were such systems programmed transactionally, these would initiate long-running transactions, and hence require special attention by the programmer.
We see a close match between the transactional execution model and the properties we listed about database systems. The view of database applications as active computational agents that access the database through a well-defined interface is a key to the whole approach. It allows the concurrency control algorithm to intervene by intercepting and possibly delaying operations when necessary. Concurrent access by independently developed programs creates both a well-defined synchronization problem and also an intuitively appealing correctness constraint, namely that the system should behave as if access were not concurrent.
Additionally, we claim that the practicality of the overall approach is tied to the assumption that operations constituting a logical database access -a transaction -are all initiated by a single program. That is, although transactions can be nested within one another, they ultimately have a single, identifiable parent. This assumption offers a straightforward way to assign a transaction identifier to each program that can be carried along with any communication it performs and used to distinguish database operations issued by independent transactions from operations issued within a single transaction.
To see why this is important, suppose that some transaction were composed of operations originating apparently unrelated programs. Perhaps, the programs actually are related, but by some external attribute not apparent to the system; for example, they might all be commands issued by the same user. Even if it were desirable that this set of operations be treated as a transaction, the database system lacks a transaction identifier with which to group them together. Such identifiers are used within the concurrency control algorithm and the database commit protocol. The ability to automatically associate a unique identifier with the sequences of operations that constitute a transaction is thus a key element of the database model.
General purpose distributed systems
The preceding section discussed characteristics of database systems and applications. What can be said about "general purpose" applications running in a distributed environment? (1) General purpose systems often manage data, but lack any sort of data schema or well-defined data interface. (2) Although general purpose distributed applications may manage collections of files containing complex data structures, these structures are more heterogeneous than the objects managed by a typical database system. (3) Consistency constraints are highly application specific. (4) Distributed applications are often designed as collections of cooperating programs. (5) Failure recovery is often by some form of active replication that permits a backup to take over for a system component that fails.
These points suggest that general purpose distributed applications embody a different design philosophy than typical database systems. Indeed, distributed systems commonly violate the assumptions underlying the transactional model: they are simply not structured transactionally, nor would it be straightforward to do so. On the other hand, a substantial fraction of distributed applications manipulate files, or collections of files, in ways reminiscent of a database system. In these cases, transactional mechanisms can be extremely useful. Many non-database programmers have pointed to the ability to back out of partially completed actions by means of an abort operation as particularly convenient.
Thus, we are faced with a contradictory situation. Transactions are obviously of value in general distributed systems, but there seem to be major aspects of such systems that the transactional model fails to address. In the full length version of this paper, we present two examples to help illustrate this point; here, for reasons of brevity, we merely summarize them.
The first example involves a source code control system; basically we argue that although such systems support a transactional interface, the transactions run for so long that system support for transactions doesn't simplify the application at all. For example, a user might check a file out, edit it, and check it back in, but from the perspective of the source control system there is no simple way to assign a single transaction identifier to this sequence of events. Thus, even given system support for transactions, it is unlikely that the development of a source control system would be able to use it: the transactional subsystem would probably want to see each of these events as a separate transaction.
The second example involves access to the network information service (NIS). Such a service maintains a set of maps from names to values, and is useful in performing such tasks as mapping from host names to internet addresses, from service names to communication port numbers, or from user names to encrypted passwords or mail files. One can imagine a variety of structures for maintaining maps, such as linked lists, hash tables, trees, etc. A developer of such a service in an O/S setting would typically expect to have the fl'eedom to make this choice; if the system were concurrent (multithreaded), the developer would use semaphores or monitors to structure her code with critical sections within which the thread accessing the structure has mutual exclusion and hence is protected from concurrency problems. However, such an approach will generally not yield a serializable execution schedule. Indeed, transactional data structures of this sort have been a subject of intensive study for many years, and ensuring serializability while also permitting concurrency is remarkably difficult. It follows that the designer of a transactional NIS will find her hands tied: the need to preserve serializability may preclude the use of the best possible data structure!
We use this application to motivate a broader discussion of transactional data structures, and basically argue that only an expert could develop such structures while maintaining adequate concurrency, due to limits inherent in the model. Liskov and Weihl reached a similar conclusion in their work on ARGUS; they argued that ARGUS guardians would most often be developed by experts, although perhaps used by less sophisticated programmers. Since distributed systems builders need the freedom to solve problems like this casually and with high degrees of concurrency, we conclude that transactions are poorly matched with this type of concurrent server.
One might be tempted to conclude that transactions are inappropriate for use in distributed systems, or at least in big parts of such systems, and that such systems should therefore be built without adherence to any particular execution model. However, such a conclusion would overlook a substantial class of distributed systems in which strong, but non-transactional synchronization properties are needed.
In particular, synchronization and fault-tolerance issues also arise in settings where a distributed system is designed to achieve high availability through redundancy or a group execution mechanism. The usual solution to problems of this sort involves using groups of cooperating processes to implement key system services and fimctionality. Groups can solve a variety of problems, such as replication and concurrent cornputation, provided that a sufficiently powerful synchronization model is used to associate strong semantics with group membership information, and to order messages with respect to one another and with respect to group membership events. (Lacking such a model, one may have group communication, but it is difficult to do anything with groups because the members can't assume very much about one-another's states).
The Isis system, developed by the author's research group at Cornell University, supports such a model, which we term virtual synchrony; the model resembles the transactional model in its spirit (e.g. it is art order-based correctness theory) but differs in its details. Isis has been used successfully to develop a number of high reliability, high consistency servers similar to the non-transactional NIS server described above. Moreover, Isis users are not constrained in the choice of data structures and can exploit multi-threading to increase concurrency.
An integrated model
This leads us to a concrete proposal. We suggest that object-oriented distributed systems adopt the following execution model.
Object groups. First, we suggest that the system be composed of objects and object groups composed of simple objects. For simplicity of the model, it may be best to understand simple objects as groups of cardinality one. We do not see any significant need for groups of groups at the present time, although the model should not preclude this possibility in some] future extension.
Linearizability. We will require that invocations of objects be linearizable. Unfortunately, brevity precludes a detailed summary of this simple model. Intuitively, linearizability corresponds to a requirement that "concurrent objects behave in a sane, predictable manner." The model is weaker than a transactional one. Because the virtual synchrony model respects causality, operations on object groups would normally be linearizable, provided that the application does not explicitly re-order operations in a manner that would violate causality. Thus, by using prior work done by Herlihy and Wing, we can develop a model spanning both individual objects and groups of objects.
Virtual synchrony. When an object group contMns multiple objects, we will use the Isis virtual synchrony model cited earlier. The events in the the virtual synchrony model are message send and receive events, group membership changes, and local actions by processes. We will interpret a "send" as an asynchronous invocation of an operation on an object or a multicast to an object-group (here, one presumes that the object group could specify the algorithm for mapping a group operation into operations on its components, including the use of group communication)) We will interpret a message delivery as the invocation of a method in an instance of an object. And, a group view change will be reported to an object-group member through an invocation of a new view method.
Failure atomicity. Many systems will benefit from failure atomicity where persistent data is to be accessed.
We suggest that such a property be viewed as a strengthening of the linearizability model to encompass permanence of committed actions. The mechanism should, however, be optional. Thus, we must now anticipate invocations from applications that lack any atomicity guarantee into failure-atomic subsystems, as well as the converse.
Serializability. Serializability is a more restrictive model than linearizability. Moreover, many general purpose distributed systems require failure atomicity (e.g. on file updates) but not fine-grained concurrency control. Thus, it makes se~lse to view transactional serializability as an optional strengthening of the linearizability model, used selectively where an application matches closely with the database model. • Where transactions extend across object boundaries, the nested transactional model of Moss [Mos82] would be applicable.
We refer the reader to the full paper for a formal treatment of the model, an example illustrating its utility, and a discussion of implementation issues. Although integration of the models is not completely trivial, 1 In particular, an object group might support some sort of fault-tolerance mechanism, such as the causal process-pair technique described in [BCG91] , so that a singleton system component could be replaced with a fault-tolerant group without changing applications that employ the component. Of course, groups could also be used in explicit ways that would be visible to their users, but this sort of transparent fault-tolerance would have strong appeal to developers working within an existing software base, and is easily supported in our approach.
neither does it pose very difficult technical challenges. From an implementation perspective, the integrated model could be supported with minor modifications to existing systems that support certain aspects of the XA/XOpen transactional commit standards.
Conclusions
This extended abstract has argued for a concurrency control mechanism that combines elements of a model called virtual synchrony with elements of the transactional serializability model, using the notion of linearizability as a sort of intermediate glue. Integration of these mechanisms makes it possible to exploit multiple consistency models within a single application. Moreover, because the models are integrated with one ~tn-other, one can also make strong statements about the properties of the resulting composite applicationsomething that would generally not be true if these models were combined in an ad-hoe manner.
We see substantial advantages to an integrated consistency model. Generations of distributed systems have left concurrency control and synchronization to the whim of the programmer, leading to software that embodies idiosyncratic and heuristic solutions, and is much less reliable than desired. The usual alternative has been to impose a transactional model throughout the system, but this proves too constraining for many distributed systems applications and hence is not always practical. Our approach would offer the distributed systems programmer a flexible collection of tools, based on a successful group-programming methodology at the highest levels, and permitting the use of transactional mechanisms at lower levels. The result is a substantial increase in systems reliability and the ability to treat systems behavior formally from the higherlevel "weak" consistency models afforded by the virtual synehrony approach to the lower level "strong" serializability model.
