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SOMMARIO 
 
 
Il presente lavoro è stato sviluppato nell’ambito di un’attività di ricerca svolta presso 
il Dipartimento di Ingegneria Aerospaziale (DIA) avente lo scopo di determinare una 
metodologia per la realizzazione di sensori virtuali per il calcolo degli angoli di 
incidenza e di derapata di un velivolo con Flight Control System di tipo Fly-By-Wire 
(FCS/FBW). 
L’impiego di sensori virtuali consente, per certe applicazioni, di eliminare i sensori 
fisici o, comunque, permette di aggiungere una ridondanza di tipo analitico per 
garantire elevati requisiti di affidabilità limitando le ridondanze fisiche e, quindi, il 
peso, il costo e la manutenzione del velivolo. 
Scopo di questa tesi è lo sviluppo di algoritmi basati su reti neurali per il calcolo degli 
angoli di incidenza e di derapata a partire dalle misure dei sensori inerziali. 
A tal fine si sono impiegate reti neurali sia di tipo statico che di tipo dinamico. 
Considerazioni basate sui legami funzionali fra le variabili che caratterizzano la 
dinamica del velivolo ed un approccio di tipo trial and error hanno permesso di 
determinare quali fossero i segnali di input delle reti e l’architettura neurale più 
opportuni per il problema in questione. 
Avendo a disposizione un database costituito da dati registrati durante alcune prove 
di volo, una parte importante del lavoro è stata lo studio eseguito per determinare 
quale fosse il metodo migliore per estrarre da esso l’insieme di allenamento delle reti. 
Tale insieme è costituito da punti senza alcuna connotazione temporale per le reti 
statiche e da fasi di manovra per quelle dinamiche. 
E’ stata, quindi, effettuata la verifica delle prestazioni dell’approccio neurale 
confrontandone i risultati con quelli ottenuti in una precedente attività di tesi, svolta 
presso il DIA, in cui si sono utilizzate tecniche classiche di identificazione. 
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INTRODUZIONE 
 
 
Questa tesi si inserisce in un’attività di ricerca svolta presso il Dipartimento di 
Ingegneria Aerospaziale (DIA) dell’Università di Pisa avente lo scopo di determinare 
una metodologia per la realizzazione di sensori virtuali per la stima degli angoli di 
incidenza e di derapata di un velivolo con Flight Control System di tipo Fly-By-Wire. 
 
Nei moderni velivoli di tipo Fly-By-Wire, la derivazione degli angoli di incidenza e di 
derapata necessari al loro controllo è svolta dal sistema Dati Aria del Flight Control 
System a partire dalla conoscenza di grandezze di flusso locale misurate da apposite 
sonde installate, generalmente, nella parte prodiera della fusoliera. 
La criticità ai fini della sicurezza di una corretta stima di questi parametri di volo si 
traduce in requisiti stringenti in termini di affidabilità, per soddisfare i quali si fa uso 
della ridondanza delle sonde, in particolare, nel velivolo oggetto di questo studio, di 
una loro quadruplice ridondanza. 
 
Un approccio alternativo all’uso di questa ridondanza di tipo fisico è ottenibile 
sfruttando la ridondanza di tipo analitico, calcolando gli angoli di incidenza e di 
derapata a partire dalle grandezze misurate dai sensori inerziali per mezzo di 
opportuni algoritmi elaborati nei computers di bordo. 
Questa metodologia, che permette di ricavare le grandezze di interesse tramite quello 
che può essere definito un sensore virtuale, ha il fine di soddisfare i requisiti di 
affidabilità richiesti e, allo stesso tempo, ridurre, rispetto al caso dell’utilizzo della 
ridondanza fisica, il numero di elementi hardware e, quindi, il peso, il costo e la 
manutenzione del velivolo. 
 
Scopo di questa tesi è lo sviluppo di algoritmi basati su reti neurali per il calcolo degli 
angoli di incidenza e di derapata a partire dalle misure dei sensori inerziali. 
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In particolare, si vuole determinare una metodologia di calcolo alternativa a quella 
elaborata in una precedente attività di tesi, condotta presso il DIA, basata su tecniche 
classiche di identificazione di sistema. 
A tal fine si utilizzano reti neurali sia di tipo statico che di tipo dinamico. 
 
In questo studio preliminare la metodologia è stata analizzata separatamente per 
l’angolo di incidenza e per quello di derapata. 
In entrambi i casi si è partiti focalizzando l’attenzione sull’aspetto cruciale della 
determinazione del numero e del tipo di segnali di input delle reti. 
Il database a disposizione è costituito da dati registrati durante alcune prove di volo 
eseguite da un velivolo militare ad elevate prestazioni. 
Considerazioni sui legami funzionali fra le variabili che caratterizzano la dinamica 
del velivolo, supportate da un approccio di tipo trial and error che ha comportato 
numerose prove, hanno permesso di determinare i segnali di input delle reti. 
Con lo stesso approccio si è, inoltre, stabilita l’architettura neurale, definendo il 
numero di strati delle reti ed il numero e le funzioni di attivazione dei neuroni. 
 
In una prima fase ci si è occupati della verifica dei risultati ottenibili con le reti 
statiche. 
Un notevole sforzo è stato compiuto per determinare il metodo migliore per estrarre 
dal database a disposizione i punti da utilizzare per allenare le reti e quale fosse il 
loro numero ottimale. 
 
In una seconda fase, invece, si sono andati a verificare i risultati ottenibili con le reti 
dinamiche, di natura più complessa, ma in grado di identificare molto meglio sistemi 
dinamici grazie alla presenza fra gli input di alcuni output retroazionati e di alcuni 
ritardi degli input stessi. 
Per le reti dinamiche il set di allenamento non è dato, come per le reti statiche, da una 
serie di punti estratti dal database senza alcuna connotazione temporale, ma da una 
serie di manovre complete. 
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In questo caso, quindi, lo sforzo è stato effettuato per determinare quelle fasi delle 
prove di volo che avessero maggior significato dinamico e potessero, così, fornire 
maggiori informazioni alla rete. 
 
L’ultima fase del lavoro è consistita nel verificare i risultati ottenuti utilizzando le reti 
statiche e quelle dinamiche e nel confrontarli con quelli relativi alla precedente 
attività di tesi condotta presso il DIA e svolta utilizzando tecniche classiche di 
identificazione di sistema. 
A tal fine si sono simulate intere fasi appartenenti alle prove di volo del database di 
riferimento che non erano state usate in precedenza né per l’estrazione dei punti di 
addestramento delle reti statiche, né per allenare le reti dinamiche. 
 
L’implementazione delle reti e tutte le analisi svolte sono state effettuate tramite il 
software Matlab 7.4.0®, che è dotato di un toolbox molto potente per l’uso delle reti 
neurali (Neural Network Toolbox). 
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1 SENSORI VIRTUALI 
 
 
 
1.1 INTRODUZIONE  
 
 
Oggetto di questa attività di tesi è lo sviluppo di sensori virtuali per il calcolo degli 
angoli di incidenza e di derapata di un velivolo con Flight Control System.  
Prima di descrivere nello specifico tale lavoro, si introduce, in questo capitolo, il tema 
dei sensori virtuali. 
La movimentazione delle superfici mobili dei moderni velivoli militari ad elevate 
prestazioni e di quelli civili di grandi dimensioni è completamente affidata al Flight 
Control System  Fly-By-Wire (FCS/FBW) che, tramite computer di bordo denominati 
Flight Control Computers (FCC), acquisisce i comandi del pilota e, prima di inviarli 
agli attuatori, li elabora sulla base delle informazioni provenienti dai sensori inerziali 
e dai sensori dati aria (Figura 1-1). Scopo del FCS è garantire la protezione del 
velivolo dallo stallo, la limitazione dei fattori di carico (e, quindi, delle sollecitazioni 
strutturali), la protezione da manovre errate, la stabilità dell’equilibrio (nel caso di 
velivoli aerodinamicamente instabili), la variazione automatica dei guadagni dei loop 
di controllo alle diverse velocità di volo e la possibilità di consentire funzioni di 
autopilota grazie all’interazione con l’avionica (vedi [1]). Tale sistema si definisce 
Fly-By-Wire in quanto la trasmissione dei comandi avviene mediante segnali elettrici 
e può essere considerato Full-Authority Full-Time dato che è attivo durante tutte le 
fasi della missione senza poter essere disinserito. Risulta così evidente l’estrema 
criticità del Flight Control System ai fini della sicurezza del volo e la necessità che 
questo sia in grado di tollerare avarie dei suoi componenti e dei sensori da cui 
acquisisce le informazioni richieste per il suo funzionamento. 
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Questa necessità rende fondamentale ricorrere alla ridondanza, che, per quanto 
riguarda i sensori, può essere ottenuta utilizzando più componenti in parallelo e 
costituendo una ridondanza fisica, o sfruttando la ridondanza analitica sviluppando 
algoritmi in grado di stimare le grandezze di interesse in base alle misure di sensori 
diversi, realizzando, così, quelli che possono essere definiti sensori virtuali.  
 
 
 
 
 
 
 
 
 
 
 
Figura 1-1   Architettura di un Flight Control System di tipo Fly By Wire 
                                          Esempio elettro-idraulico 
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Nel paragrafo 1.2 si affrontano le tematiche inerenti ai sistemi a molteplice 
ridondanza, mentre nel paragrafo 1.3 si approfondisce, nello specifico, l’argomento 
dei sensori virtuali. 
 
 
1.2 SISTEMI A MOLTEPLICE RIDONDANZA 
 
 
La ridondanza dei componenti è uno dei metodi più diffusi per aumentare 
l’affidabilità in quanto, grazie ad essa, si può tollerare un certo numero di avarie 
prima che venga compromessa l’operatività di un sistema, rendendolo Fail-Operative 
ed in particolare One-Fail Operative se può tollerare un solo guasto, Two-Fail 
Operative se ne può tollerare due, e così di seguito. 
Per un funzionamento corretto e sicuro di un sistema a molteplice ridondanza è, però, 
necessario che un eventuale guasto di uno dei componenti ridondati venga 
individuato, isolato e, se possibile, compensato. Questo rende tassativo l’impiego di 
tecniche di monitoraggio (monitoring) e di consolidamento (voting) dei segnali 
provenienti dai componenti ridondati, tecniche che consistono nel giudicare lo stato di 
un componente monitorando un segnale elettrico che rileva una variabile caratteristica 
del funzionamento e confrontandolo con un segnale di riferimento. I segnali che si 
discostano da quello di riferimento di un valore all’interno di una determinata soglia 
di accettazione, vengono giudicati validi e sottoposti al voting, attraverso il quale si 
determina un unico segnale consolidato, mentre quelli che si discostano dal segnale di 
riferimento di un valore superiore alla soglia di accettazione vengono giudicati 
anomali ed isolati e, se possibile, si compensa la relativa avaria. 
Esistono principalmente due metodologie di monitoring: il monitoraggio per 
confronto, o cross-lane monitoring, ed il monitoraggio in linea, o in-lane monitoring, 
che si differenziano principalmente per il modo in cui viene definito il segnale di 
riferimento.
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• Cross-lane monitoring 
Il guasto viene individuato confrontando le caratteristiche di funzionamento 
del componente con quelle degli altri componenti.  
Il monitor accoglie tutti i segnali e li confronta uno ad uno con un valore di 
riferimento ottenuto usando gli stessi segnali rilevati. In particolare, dato che 
il segnale di riferimento non deve essere influenzato da un’eventuale avaria, 
questo non può essere costituito dal valore medio di tutti i segnali in ingresso, 
mentre può essere dato dalla media ottenuta escludendo i segnali aventi valore 
minimo e massimo, in quanto, in caso di avarie, è uno di questi a non essere 
valido. 
In Figura 1-2 si riporta l’esempio di un sistema Two-Fail Operative. In questo 
caso, ipotizzando che i guasti si verifichino uno alla volta, si richiede una 
quadruplice ridondanza perché è necessario, in presenza di due avarie, avere 
ancora due segnali attivi con cui calcolare il segnale di riferimento  
 
 
• In-lane monitoring 
Il guasto viene individuato confrontando le caratteristiche di funzionamento 
del componente con dati noti a priori. 
Il monitor accoglie tutti i segnali e li confronta uno ad uno con un valore di 
riferimento noto a partire dalle caratteristiche costruttive o calcolato tramite 
un codice di simulazione. 
In Figura 1-3 si riporta l’esempio di un sistema Two-Fail Operative. In questo 
caso, ipotizzando che i guasti si verifichino uno alla volta, è necessaria 
soltanto una triplice ridondanza e non quadruplice come nel caso del cross-
lane monitoring, dal momento che, anche in presenza di due avarie, si ha, 
comunque, un segnale di riferimento con cui confrontare l’unico segnale 
rimasto attivo. 
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Figura 1-2       Cross-lane monitoring in un sistema 2 FO 
 
T 
S1 
S2 
R 
S3 
S4 
T 
 
T 
S1 
S2 
S4 
prima  
avaria 
T 
S3 
S2 
R 
T 
R== S4 
 
T 
S3 
seconda avaria 
(presentatasi 
dopo aver 
isolato S1) 
R 
T 
T 
S2 
S4 
terza avaria 
che rende    
inoperativo 
il sistema 
(dopo aver 
isolato anche 
S3) 
2 FO 1 FO
OPERATIVE GUASTO 
R       segnale di riferimento 
T       soglia di accettazione 
Si      segnali in ingresso 
hyp: un guasto alla volta 
Capitolo 1                                                                                               Sensori Virtuali 
 
 
 9
 
 
 
 
 
 
                                     
Figura 1-3     In-lane monitoring in un sistema 2 FO 
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Definito il segnale di riferimento, è di estrema importanza effettuare una scelta 
accurata della soglia di accettazione per ottenere un algoritmo di monitoraggio 
affidabile nella individuazione dei guasti. Se la soglia è troppo grande, infatti, si 
rischia di considerare valido il segnale proveniente da un componente in avaria, 
mentre, se la soglia è troppo piccola, si rischia di considerare in avaria un componente 
funzionante. Questo perché i segnali reali si discostano dal valore che dovrebbero in 
teoria avere in quanto sono generalmente affetti sia da rumore (per esempio a causa di 
una non perfetta schermatura elettrica), che da disallineamento od offset (per esempio 
a causa di una cattiva calibrazione o centraggio meccanico del relativo trasduttore). 
Scegliere, così, una soglia troppo piccola, per esempio dell’ordine dell’ampiezza del 
rumore elettrico, porterebbe a scartare segnali relativi a componenti non in avaria, 
dando luogo ad una soluzione molto poco affidabile. L’esigenza di avere soglie di 
accettazione piccole per poter individuare in maniera efficace i guasti, si scontra, 
quindi, con la presenza di un errore inevitabile, anche se piccolo, nelle grandezze 
misurate. 
Risulta evidente la necessità di minimizzare l’errore nel segnale di riferimento, sia 
che si ricavi dai segnali rilevati in presenza di ridondanza fisica (di qui i problemi di 
calibrazione dei trasduttori o delle sonde), sia che si ricavi da un sensore virtuale 
grazie alla ridondanza analitica (di qui i problemi dell’implementazione di un codice 
efficiente di simulazione della grandezza da misurare). 
Per quanto riguarda la scelta del tipo di monitoraggio, definito il numero di volte che 
il sistema deve essere Fail Operative, bisogna considerare che la metodologia in-lane 
permette di utilizzare un numero minore di componenti ridondati, con notevole 
riduzione dei costi e della manutenzione, ma, d’altro canto, la metodologia cross-lane 
permette, generalmente, di ottenere maggiori garanzie di affidabilità, requisito 
fondamentale per gli impianti critici dal punto di vista della sicurezza. Infatti, nel caso 
che un sistema sia, per esempio, Two-Fail Operative, ricorrendo ad un monitoraggio 
in-lane, sono richiesti, come visto, solo tre segnali ridondati ed è sufficiente che di 
questi ne sia valido uno solo. L’affidabilità di ciascun segnale può essere, però, 
inferiore a quella che si avrebbe nel caso del cross-lane monitoring, in quanto, se il 
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segnale di riferimento prefissato nella tecnica in-lane è ottenuto da un modello troppo 
semplificato della dinamica del componente (semplificazione dovuta alla necessità di 
avere stime in tempo reale della grandezza da misurare e ridurre così i tempi di 
calcolo), possono essere rilevate meno modalità di guasto rispetto a quelle rilevabili 
con la tecnica cross-lane (vedi [1]). 
 
 
1.3 SENSORI VIRTUALI 
 
 
Mentre il cross-lane monitoring si basa esclusivamente sulla ridondanza fisica, 
definita così in quanto è ottenuta con l’impiego di più componenti fisici in parallelo 
(ridondanza hardware), la tecnica dell’in-lane monitoring sfrutta la ridondanza 
analitica presente nel sistema, ovvero la relazione funzionale esistente fra uscite, stati 
ed ingressi del sistema, per stimare il segnale di riferimento. 
La realizzazione della ridondanza analitica è permessa dallo sviluppo di modelli con 
cui calcolare la variabile di interesse grazie alla conoscenza di altre grandezze note e 
ad essa correlate. L’implementazione di opportuni algoritmi di calcolo consente, così, 
di creare quelli che possono essere definiti dei sensori virtuali con cui ricavare il 
segnale di riferimento. Questo può essere utilizzato non solo per un monitoraggio in-
lane, ma anche come discriminante nel caso di un monitoraggio cross-lane in cui 
siano rimasti solo due componenti operativi. In tale situazione, se si presentasse 
un’altra avaria, non si saprebbe altrimenti identificare quale dei due segnali sia valido 
(vedi [3]). 
Lo sviluppo dei sensori virtuali è stato oggetto di numerosi studi nel corso degli 
ultimi trenta anni, anche grazie alla nascita delle teorie legate all’intelligenza 
artificiale ed alla crescita delle prestazioni dei processori (vedi [4]). 
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In particolare, vi è un grande interesse per il loro impiego in impianti critici dal punto 
di vista della sicurezza e che richiedono tecniche di individuazione ed isolamento del 
guasto, Fault Detection and Isolation (FDI), come gli impianti nucleari, i velivoli 
spaziali, gli aeromobili o, più recentemente, le automobili (vedi [5]). 
Altri possibili impieghi dei sensori virtuali sono la predizione delle variabili in uscita 
di un processo dinamico in ciclo aperto per poter costruire opportuni sistemi di 
controllo e la determinazione del valore di variabili che, per l’architettura 
dell’impianto che vanno a caratterizzare, non sono misurabili direttamente. 
Quest’ultimo caso si può verificare, per esempio, in impianti vecchi che non sono 
stati forniti fin dall’inizio di sufficiente strumentazione di misura e di controllo o che, 
per permettere misure dirette, richiedono una riduzione o, addirittura, un arresto della 
produzione, con gravi penalizzazioni economiche (vedi [6]). 
 
1.3.1 Sensori virtuali per il calcolo dei parametri di volo di un velivolo 
Nei moderni velivoli militari ad elevate prestazioni ed in quelli civili di grandi 
dimensioni il Flight Control System gestisce la deflessione delle superfici mobili del 
velivolo implementando opportune leggi di controllo: in ogni punto dell’inviluppo di 
volo è necessario conoscere, di tali leggi, i guadagni, che sono funzione della 
pressione statica ambiente Psa e del numero di Mach M∞; inoltre, perché venga 
eseguita la funzione di protezione dell’inviluppo, è necessario conoscere gli angoli di 
incidenza α e di derapata β. E’, quindi, evidente l’estrema necessità di avere misure 
affidabili di tali grandezze ai fini della sicurezza del volo. 
La stima dei parametri di volo (Psa, M∞, α, β) viene effettuata elaborando le misure 
delle pressioni e della direzione del flusso locale con opportuni algoritmi 
implementati nei Flight Control Computers o in unità di calcolo dedicate del Flight 
Control System (vedi [11]).  
Le misure delle pressioni e della direzione del flusso locale sono affidate ad apposite 
sonde installate, di solito, nella parte prodiera del velivolo. (vedi Figura 1-4 e Figura 
1-5). 
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Figura 1-4 Esempio di installazione delle sonde del Sistema Dati Aria 
 
 
 
Figura 1-5 Funzionamento di una sonda immersa nel flusso locale 
PL , ML   =  pressione e Mach locali 
Psa, M∞ =  pressione e Mach asintotici 
λ, Pslot, Pfront   =  misure della sonda 
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Il modo tradizionale per garantire il livello di affidabilità richiesto è quello di 
utilizzare la ridondanza fisica, spesso quadruplice, di tali sonde ed il monitoraggio 
cross-lane. La Fault detection and isolation (FDI) ottenuta usando la ridondanza fisica 
comporta, però, gravi penalizzazioni in termini di costi, peso, volume e 
manutenzione. Questo rappresenta un problema particolarmente critico nel campo 
aeronautico. 
Tali considerazioni hanno portato ad un crescente interesse nei confronti di un 
approccio alternativo che si basa sull’utilizzo della ridondanza analitica e di sensori 
virtuali (vedi [7] e [8]). 
La ricerca nel settore del controllo fault tolerant basato su ridondanza analitica ha 
prodotto molti risultati specialmente nel settore dei sistemi lineari e, in questo caso, il 
tipo di stimatore più utilizzato è basato su filtri di Kalman. Sfortunatamente, però, 
l’assunzione di una dinamica lineare non è valida in tutte le condizioni operative e, 
per questo, le prestazioni di sistemi fault tolerant che si basano su questa assunzione 
possono risultare modeste, generando un alto tasso di allarmi e rendendo necessario 
l’utilizzo di stimatori non lineari. In questo contesto, un possibile metodo è quello di 
utilizzare sensori virtuali basati su reti neurali. Negli ultimi anni sono stati proposti 
molti schemi FDI basati su reti neurali, che hanno l’enorme vantaggio di non 
richiedere, contrariamente al filtro di Kalman, la conoscenza a priori del modello 
matematico del sistema che si vuole studiare (vedi [9]). L’approccio neurale può 
essere definito, così, di tipo black-box (Figura 1-6). La rete è in grado di identificare 
un sistema modificando i propri parametri in base alle informazioni che ricava 
acquisendo una serie di dati sperimentali, costituiti da input ed output del sistema 
stesso. 
 
 
Figura 1-6 Schema di identificazione di sistema di tipo 
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La flessibilità dei sensori basati sull’uso di reti neurali è accresciuta dal fatto che, nel 
caso diventassero disponibili nuovi dati sperimentali più nuovi rispetto a quelli con 
cui la rete è stata addestrata, si può andare a migliorare le prestazioni del sensore 
semplicemente addestrando di nuovo la rete con un nuovo set di allenamento 
costituito dai dati nuovi uniti a quelli utilizzati in precedenza. 
Per quanto riguarda l’uso del sensore virtuale nel sistema di voting e monitoring, 
questo può essere effettuato in vari modi.  
Un metodo è quello di utilizzare il sensore virtuale allo stesso modo dei sensori reali, 
facendolo contribuire alla determinazione del segnale votato. In caso di una sua 
avaria, dovuta, per esempio, ad una degradazione delle prestazioni, esso viene isolato. 
Un’altra possibilità è quella di non far partecipare il segnale del sensore virtuale al 
processo di voting, ma solo a quello di monitoring utilizzandolo come segnale di 
riferimento. In questo caso, un’avaria del sensore virtuale porta ad una 
riconfigurazione delle leggi di controllo solo nel caso vi fosse un solo segnale attivo 
proveniente dai sensori reali.  
Il vantaggio di utilizzare il sensore virtuale come i sensori reali è che, in questo modo, 
è soggetto ai processi di monitoring e di voting ed una sua eventuale avaria viene 
individuata attraverso i sensori reali. D’altra parte, dal momento che il sensore 
virtuale non è così accurato come i sensori reali, può accadere che degradazioni 
momentanee delle sue prestazioni possano dar luogo a dei “falsi allarmi”. Per questo, 
precedenti studi (vedi [10]) suggeriscono di utilizzare il segnale del sensore virtuale 
solo per il processo di monitoring, impiegandolo come discriminante nel caso in cui, 
fra i segnali provenienti dai sensori reali, ne siano presenti solo due ancora attivi e che 
questi siano discrepanti. 
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2 RETI NEURALI ARTIFICIALI 
 
 
2.1 INTRODUZIONE 
 
 
Gli algoritmi d calcolo sviluppati durante questa attività di tesi si basano sull’uso di 
reti neurali artificiali, sia di tipo sia statico che di tipo dinamico. 
Nel presente capitolo si descrivono le caratteristiche principali di questi modelli 
matematici. 
 
  
2.2 FONDAMENTI ED EVOLUZIONE DELLA TEORIA NEURALE 
 
 
Quasi tutti gli organismi viventi sono caratterizzati dalla presenza di complesse 
organizzazioni di cellule nervose aventi la funzione di riconoscere le configurazioni 
assunte dall’ambiente che le circonda, memorizzare e reagire agli stimoli esterni. In 
questo contesto, il cervello umano rappresenta probabilmente il più alto prodotto 
dell’evoluzione. 
 
 
 
Figura 2-1 Il cevello umano 
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Per svolgere i compiti cui sono adibite, le reti neurali biologiche utilizzano un numero 
imponente, circa 10000000, di semplici elementi computazionali, chiamati neuroni. 
Questi sono fittamente interconnessi, con un numero medio pari a qualche migliaia di 
collegamenti per neurone, anche se questo valore può variare in maniera molto 
consistente a seconda dei casi. Peculiarità di tali strutture è che possono variare la 
loro configurazione in risposta agli stimoli esterni: in questo senso si può parlare di 
“apprendimento” ed i modelli artificiali cercano di riprodurre questo aspetto distintivo 
della biologia. 
Un neurone è costituito principalmente da tre parti: il soma, ovvero il corpo cellulare, 
il dendrite, il canale di ingresso degli stimoli che il neurone riceve e l’assone, il 
canale di uscita la cui terminazione si divide in migliaia di rami. Il dendrite è 
collegato, tramite quelle che si chiamano sinapsi, agli assoni di altri neuroni, da cui 
acquisiscono informazioni. Il corpo cellulare fa, quindi, una somma pesata dei segnali 
in ingresso e, se il risultato supera un certo valore di soglia, il neurone si attiva e 
produce un “potenziale di azione” che viene inviato all’assone, altrimenti il neurone 
rimane in uno stato di riposo. 
 
 
 
 
 
Figura 2-2  Neuroni biologici 
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                                                Figura 2-3 Struttura di un neurone biologico 
 
 
Per costruire un modello artificiale di rete neurale si emulano i neuroni biologici con 
nodi in grado di elaborare, tramite funzioni semplici, chiamate funzioni di attivazione 
o di trasferimento, la somma pesata degli ingressi, cui si aggiunge una soglia di 
attivazione. I pesi, con cui vengono considerati nella sommatoria gli ingressi, 
rappresentano le sinapsi che connettono i neuroni biologici ed hanno lo scopo di 
quantificare l’importanza di un ingresso rispetto agli altri. 
 
 
                                                Figura 2-4 Struttura di un neurone artificiale 
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In particolare, i pesi sono costituiti da numeri reali di valore positivo se emulano 
connessioni inibitrici, negativo se emulano connessioni eccitatorie. 
Le funzioni di trasferimento impiegate sono svariate, ma le più comuni sono la (vedi 
[12]):  
 
 
• funzione identità o lineare 
      
l’uscita di un neurone avente tale funzione di trasferimento è semplicemente 
la somma pesata dei sui ingressi cui va ad aggiungersi la soglia di attivazione. 
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• funzione gradino (heaviside) con soglia θ 
  
           Tale funzione di attivazione è necessaria, ad esempio, quando si desidera                                      
           che il neurone converta il segnale di ingresso in un segnale binario, dando     
           come uscita 1 o 0, od un segnale bipolare, dando come uscita (-1) o (+1). 
Funzione identità
f(x) 
x
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           Si noti come tale funzione vada a coincidere con la funzione segno nel caso   
           in cui il valore della soglia θ sia nullo. 
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• funzione sigmoide binaria con fattore di steepness σ 
 
  tale funzione produce in uscita valori fra 0 ed 1, per questo si definisce   
           binaria. 
 
-10 -8 -6 -4 -2 0 2 4 6 8 10
-1.5
-1
-0.5
0
0.5
1
1.5
 
f(x) 
x
Funzione sigmoide binaria con σ=1 
x
f(x) 
Funzione gradino con θ = 0 
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• funzione sigmoide bipolare con fattore di steepness σ 
 
  tale funzione produce in uscita un valore fra (-1) e (+1) e, in particolare, per  
  σ = 2 coincide con la funzione tangente iperbolica, ampliamente utilizzata 
  nell’implementazione delle reti neurali. 
 
 
-10 -8 -6 -4 -2 0 2 4 6 8 10
-1.5
-1
-0.5
0
0.5
1
1.5
 
 
 
Come evidenziano gli esempi sopra proposti, le funzioni di trasferimento sono molto 
semplici. L‘estremo potere di calcolo delle reti neurali non è, infatti, dovuto alla 
presenza di elementi particolarmente complessi, ma al fatto che sono formate da un 
numero molto elevato di elementi strettamente interconnessi, appunto i neuroni. 
Ciascuno di essi svolge un compito relativamente elementare, ma, operando in 
parallelo con gli altri, costituisce uno strumento di calcolo molto potente.  
I neuroni sono, quindi, solitamente organizzati in strati (layer) e sono, in genere, 
interamente connessi. Questo significa che se un neurone all’interno di un layer è  
collegato ad un neurone del layer successivo, tutti i neuroni del primo layer sono 
connessi al secondo neurone. In particolare, le reti vengono classificate come reti a 
funzione sigmoide bipolare con σ=2 
x
f(x) 
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singolo strato e reti multistrato. Queste ultime sono costituite da un input layer, dato 
dal primo strato di neuroni (quelli che ricevono in ingresso la somma pesata degli 
input della rete), da eventuali strati nascosti, o hidden layer, e dall’output layer, 
ovvero dall’ultimo strato, che è costituito da un numero di neuroni pari a quello delle 
uscite che si vuole calcolare. 
 
 
 
 
Figura 2-5 Esempio di rete multistrato 
 
 
 
L’estrema importanza delle reti neurali ed il loro successo sono dovuti al fatto che 
permettono di identificare, con un approccio di tipo black-box, un sistema pur non 
conoscendo l’esatta natura della relazione fra i suoi input ed i suoi output. 
Un’ altra loro importante caratteristica è quella di poter acquisire quali input dati 
errati od affetti da rumore e da essi ricostruire, almeno in parte, i dati corretti. 
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Principali applicazioni sono quindi: 
 
• identificazione e controllo di sistemi tramite la previsione degli output in 
ciclo aperto (controllo di impianti industriali, etc..); 
• pattern recognition (riconoscimento facciale, riconoscimento di targhe, 
riconoscimento di manoscritti, etc..); 
• monitoraggio di processi (diagnosi mediche, monitoraggio processi chimici, 
etc..); 
• analisi predittive (predizioni in ambito finanziario, meteorologico, etc..). 
 
In Tabella 2-1 si riportano alcuni esempi di applicazioni delle reti neurali che hanno 
dato origine a prodotti apparsi sul mercato (vedi [14]). 
La grande diffusione delle tecniche neurali ed il loro uso per  risolvere problemi di 
natura industriale sono il risultato di un lungo percorso di studi teorici iniziati nei 
lontani anni ’40 del secolo scorso. 
Nel 1943 W.S. McCulloch e W. Pitts presentarono un famoso lavoro in cui 
schematizzavano un combinatore lineare a soglia, con dati binari multipli in entrata 
ed un singolo dato binario in uscita. Si dimostrava con esso che un numero opportuno 
di neuroni artificiali, connessi in modo da formare una rete, è in grado di calcolare 
semplici funzioni booleane.  
Nel 1958, F. Rosenblatt introdusse il primo schema di rete neurale, detto perceptron 
(percettrone), antesignano delle attuali reti neurali per il riconoscimento e la 
classificazione di forme, allo scopo di fornire un'interpretazione dell'organizzazione 
generale dei sistemi biologici. Il modello probabilistico di Rosenblatt è, quindi, 
mirato all'analisi, in forma matematica, di funzioni quali l'immagazzinamento delle 
informazioni ed il riconoscimento dei patterns. Esso costituisce un progresso decisivo 
rispetto al modello binario di McCulloch e Pitts, perché i suoi pesi sinaptici sono 
variabili e quindi il perceptrone è in grado di apprendere. 
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Tabella 2-1 Esempi di prodotti apparsi sul mercato realizzati tramite la teoria neurale 
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L'opera di Rosenblatt stimolò una grande quantità di studi e ricerche, suscitando vivo 
interesse e notevoli aspettative nella comunità scientifica. Queste erano, tuttavia, 
destinate ad essere notevolmente ridimensionate allorché, nel 1969, Marvin Minsky e 
Seymur A. Papert mostrarono i limiti operativi delle semplici reti a due strati basate 
sul perceptrone e dimostrarono l'impossibilità di risolvere per questa via molte classi 
di problemi, ovvero tutte quelle non caratterizzate da separabilità lineare delle 
soluzioni. Tale tipo di rete neurale non è, infatti, abbastanza potente da calcolare la 
funzione or esclusivo (XOR). Di conseguenza, a causa di queste limitazioni, ad un 
periodo di euforia per i primi risultati della cibernetica (come veniva chiamata negli 
anni ‘60), seguì una fase di diffidenza, a tal punto che, in questo periodo, tutte le 
ricerche sull’intelligenza arificiale non ricevettero più alcun finanziamento dal 
governo degli Stati Uniti d’America. Le ricerche sulle reti tesero così, di fatto, a 
ristagnare per oltre un decennio e l'entusiasmo iniziale risultò fortemente 
ridimensionato. 
La base matematica per addestrare le reti MLP (Multi-Layers Perceptron, ossia 
perceptrone multistrato) fu stabilita dal matematico americano Paul Werbos nella sua 
tesi di dottorato del 1974. 
Uno dei metodi più noti ed efficaci per l'allenamento di tale classe di reti neurali è il 
cosiddetto algoritmo di retropropagazione dell'errore (error backpropagation), 
proposto nel 1986 da David E. Rumelhart, G. Hinton e R. J. Williams. Questo 
modifica, sistematicamente, i pesi delle connessioni tra i neuroni durante 
l’allenamento, affinché la risposta della rete si avvicini sempre di più a quella 
desiderata. Essa è data dal valore degli output reali corrispondenti agli input 
sperimentali forniti alla rete durante l’addestramento. L'algoritmo di backpropagation 
(BP) è una tecnica d'apprendimento tramite esempi che costituisce una 
generalizzazione dell'algoritmo d'apprendimento per il percettrone sviluppato da 
Rosenblatt nei primi anni ’60 e si basa sul metodo della discesa del gradiente. 
Il Multi-Layers Perceptron è in grado di generalizzare in modo appropriato, cioè di 
dare risposte plausibili anche per input che non le sono mai stati loro forniti in sede di 
allenamento, e, soprattutto supera le limitazioni del percettrone risolverendo il 
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problema della separabilità non lineare (essendo in grado di calcolare, quindi, la 
funzione XOR). 
Tali progressi segnarono il definitivo rilancio delle reti neurali, che ha portato a nuovi 
studi ed all’ampia varietà di applicazioni commerciali attuali. 
 
 
2.3 RETI NEURALI STATICHE 
 
 
Si definiscono statiche le reti che non contengono retroazioni degli output di un layer 
per farne input di un layer precedente e che non hanno fra gli input di un layer ritardi 
degli input stessi. Tali reti sono, quindi, di tipo feedforward, cioè il flusso di dati 
procede “in avanti”, dal primo strato di neuroni all’ultimo, e prendono il nome di 
statiche in quanto, contrariamente alle dinamiche, i loro output dipendono solo dagli 
input attuali della rete, senza avere alcuna memoria degli input precedenti. 
Il loro nome è dovuto al fatto che possono modellare bene i sistemi statici (vedi [13]). 
 
2.3.1 Perceptrone Multistrato 
Il Perceptrone Multistrato (Multi Layer Perceptron, MLP) è il tipo più comune di rete 
statica ed è costituito da una serie di neuroni disposti in strati. In particolare, il MLP è 
caratterizzato da uno strato di ingresso (input layer), da uno d’uscita (output layer) e 
da uno o più strati nascosti (hidden layer). Costituisce una rete interamente connessa, 
in quanto ogni neurone in ogni strato è collegato ad ogni neurone dello strato 
adiacente. In Figura 2.6 si può osservare un semplice esempio di Perceptrone 
Multistrato a due strati. Gli input di ciascun neurone del primo strato, indicati con xi, 
vengono moltiplicati per i pesi delle connessioni relative, indicati con la matrice 
(1)w ? . 
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I prodotti così ottenuti vengono sommati ed a questi si aggiunge il bias del relativo 
neurone (una costante indicata in figura dai pesi delle connessioni tracciate in rosso, 
relativi, infatti ad input fittizi posti uguali ad 1). Tale somma pesata viene, quindi, 
elaborata dalla funzione di attivazione g(.) per dar luogo all’output del neurone. 
 
 
 
 
Figura 2-6 Esempio di architettura di un Perceptrone Multistrato a due strati 
 
 
Gli output così ottenuti di tutti i neuroni del primo strato della rete divengono gli 
input dei neuroni del secondo strato. Anche questi vengono pesati (la matrice dei 
relativi pesi è indicata con (2)w ? ), quindi dopo che ad essi è stata aggiunta il bias del 
relativo neurone, vengono sommati e, infine, processati tramite la funzione di 
trasferimento g(.) del relativo neurone. E’ da notare che non necessariamente le 
funzioni di trasferimento dei vari strati sono le stesse. 
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Come ha dimostrato Cibenko, una rete MLP può essere considerata un 
“approssimante universale” di funzioni non lineari (vedi [12]). In particolare, si è 
dimostrato che una rete feedforward composta da un solo strato intermedio, purché 
composto da un sufficiente numero di neuroni con funzione di attivazione sigmoidale, 
e da un singolo neurone in uscita, avente funzione di attivazione lineare, è in grado di 
approssimare una qualsiasi funzione continua. L’utilizzo di reti MPL con più strati 
intermedi, nonostante ne sia sufficiente uno solo, è dovuto al fatto che in queste è 
necessario, in ogni strato, un numero inferiore di neuroni e, così, la stima dei 
parametri può risultare più semplice. 
 
 
2.3.2 Reti Radial Basis Function 
Le reti Radial Basis Function (RBF) sono reti neurali di tipo feedforward e si è 
dimostrato che possono essere utilizzate come “approssimatori universali” al posto 
dei MLP. Rispetto a questi, necessitano, in generale, di un numero maggiore di 
neuroni, ma il tempo richiesto alla loro implementazione è, spesso, una frazione di 
quello necessario per il training delle reti feedforward di altro tipo. La peculiarità 
delle reti neurali radiali consiste nel fatto che gli input della funzione di trasferimento 
del neurone sono costituiti dal vettore distanza fra il vettore w ? , formato dai suoi 
pesi, ed il vettore p? , formato dai suoi input, moltiplicato per il bias b. 
La funzione di trasferimento per un neurone radial basis è: 
 
2-nf(n )= e  
 
L’argomento n della funzione così definita è, quindi, la distanza sopra descritta.  
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Tale funzione, come si può notare in Figura 2-7, ha un massimo, pari ad 1, quando 
riceve come ingresso zero, cioè quando è nulla la distanza fra il vettore w ?  ed il 
vettore p? . 
 
 
 
Figura 2-7  Radial Basis Function 
  
 
In generale, come diminuisce la distanza fra w ?  e p? , cresce l’uscita della funzione di 
trasferimento.  
Un neurone radial basis agisce come un rivelatore che produce 1 ogni qual volta 
l’input p?  è identico al vettore w ?  dei suoi pesi. 
Il bias b, per cui viene moltiplicato il vettore distanza, permette di calibrare la 
sensibilità del neurone. 
L’architettura di questo tipo di reti è caratterizzata dalla presenza di due strati: un 
hidden layer avente neuroni radiali ed un output layer avente neuroni con funzioni di 
trasferimento lineare (Figura 2-8). 
Una volta presentato un vettore p?  di input alla rete, ogni neurone nello strato radiale 
fornisce come output un valore conforme a quanto il vettore degli input è vicino al 
vettore dei propri pesi. Neuroni radiali con vettore dei pesi abbastanza diversi dal 
vettore degli input p?  hanno, così, output vicino a zero. 
f(n) 
 n 
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Figura 2-8  Architettura di una rete Radial Basis Function 
 
 
Questi output così piccoli hanno un effetto esiguo sull’output dei neuroni lineari. Al 
contrario, un neurone radiale con un vettore dei pesi vicino al vettore degli input da 
luogo ad un valore vicino ad 1. Se un neurone ha un output pari ad 1, i neuroni del 
secondo strato di neuroni lineari riceve, quali input, i suoi pesi. Oltre ad essere 
utilizzate per l’approssimazione di funzioni, le reti Radial Basis Function trovano un 
impiego importante come classificatori. 
 
 
2.4 RETI NEURALI DINAMICHE 
 
 
Le reti neurali dinamiche vengono impiegate quando il sistema di cui si deve 
costruire il modello è di tipo dinamico. In questo caso, l’uscita in un determinato 
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istante di tempo dipende non solo dagli ingressi correnti, ma anche dal 
comportamento precedente del sistema, che è quindi dotato di memoria (vedi [13]). 
In generale, l’uscita yM di un modello dinamico può essere considerata come una 
funzione parametrizzata del vettore dei regressori ϕ? (k) e si può scrivere (vedi [12]): 
 
yM = f (Θ
?
,ϕ? (k) )  
 
dove Θ?  è il vettore dei parametri del modello. 
Il vettore dei regressori è costituito da un numero opportuno di uscite e di ingressi 
passati del modello. Quello più semplice è costituito solo da ingressi passati ed è 
tipico dei modelli denominati NFIR:   
 
( )kϕ?  = [ X (k - 1), X (k - 2),….., X(k - N) ]. 
 
Un modello NFIR non presenta problemi di instabilità, non essendo presente alcuna 
retroazione. 
Quando il vettore dei regressori è formato sia dalle uscite che dagli ingressi passati 
del sistema, il modello si definisce NARX: 
 
( )kϕ?  = [ X (k - 1), X (k - 2),….., X(k - N), y (k - 1), y (k - 2),.., y(k - P) ]. 
 
Per quanto riguarda le reti neurali, l’approccio più semplice è quello di costruire una 
rete neurale dinamica a partire da un’architettura statica aggiungendo elementi di 
memoria. In questo caso si parla di reti neurali con dinamica esterna e si riproduce un 
modello NFIR. 
Una rete neurale feedforward di tipo dinamico può essere costruita a partire da una 
rete statica inserendo dei ritardi fissati (Tapped Delay Line, TDL) in ingresso alla rete 
stessa, come mostrato in Figura 2-9. 
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Figura 2-9 Architettura di una rete dinamica feedforward 
 
Se, invece, i ritardi non vengono utilizzati solo sui segnali in ingresso, ma anche sui 
segnali in uscita o sugli output degli strati nascosti che poi vengono retroazionati per 
renderli input della rete stessa, si parla di reti neurali retroazionate o ricorrenti. In 
questo caso si riproduce un modello NARX. 
Se la rete ha fra gli input gli output ritardati, si possono avere due strutture. La prima 
è quella delle reti dinamiche NARX con architettura in parallelo, in cui fra gli ingressi 
della rete si hanno gli output retroazionati della rete stessa (Figura 2-10). Tale 
architettura, a causa di questo feedback, può dar luogo a problemi di instabilità, 
difficili da gestire. 
 
 
Figura 2-10  Rete dinamica NARX con architettura in parallelo 
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I problemi di instabilità vengono eliminati utilizzando, invece, la seconda struttura, 
quella delle reti dinamiche NARX con architettura in serie-parallelo (Figura 2-11). 
In questo caso, gli output y retroazionati del modello vengono sostituiti dagli output 
reali del sistema yS, che sono disponibili (vedi [15]). Tipici esempi sono l’uso della 
rete per predire le uscite future di un impianto al fine di un suo controllo e le 
previsioni meteorologiche o finanziarie. 
 
 
 
Figura 2-11  Rete dinamica NARX con architettura in serie-parallelo 
 
 
La Figura 2-10 mostra un feedback globale dall’ingresso all’uscita, tuttavia un 
comportamento dinamico può essere ottenuto anche considerando un feedback locale. 
In tale circostanza, è l’uscita di uno o più neuroni appartenenti agli strati nascosti ad 
essere applicata come ingresso e non l’uscita della rete. Un esempio ne è la rete di 
Elman rappresentata in Figura 2-12 (vedi [13]) e descritta più avanti al paragrafo 
2.4.2. In questo caso, come si può notare, si ha un solo hidden layer e la sua uscita 
viene retroazionata e sottoposta a ritardo per farla divenire uno degli input. 
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Figura 2-12 Rete di Elman 
 
 
2.4.1 Reti di Hopfield 
Nel 1982, il fisico John J. Hopfield pubblicò un articolo fondamentale in cui 
presentava un modello matematico comunemente noto come rete di Hopfield. Tale 
rete si distingue per "l'emergere spontaneo di nuove capacità computazionali dal 
comportamento collettivo di un gran numero di semplici elementi d'elaborazione". Le 
proprietà collettive del modello producono una memoria associativa per il 
riconoscimento di configurazioni corrotte ed il recupero di informazioni mancanti. 
Hopfield riteneva che ogni sistema fisico poteva essere considerato come un 
potenziale dispositivo di memoria, qualora esso disponesse di un certo numero di stati 
stabili, i quali fungessero da attrattori per il sistema stesso.  
Sulla base di tale considerazione, si spinse a formulare la tesi secondo cui la stabilità 
e la collocazione di tali attrattori sono proprietà spontanee di sistemi costituiti, come 
accennato, da considerevoli quantità di neuroni reciprocamente interagenti. 
Da un punto di vista strutturale, le reti di Hopfield costituiscono reti neurali ricorrenti 
simmetriche, delle quali è garantita la convergenza. 
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Figura 2-13 Rete di Hopfield 
 
 
Le applicazioni di tali reti riguardano principalmente la realizzazione di memorie 
associative, resistenti all'alterazione delle condizioni operative, e la soluzione di 
problemi d'ottimizzazione combinatoriale.  
 
2.4.2 Reti di Elman 
La rete di Elman, dal nome del suo ideatore Jeffrey L. Elman (1990), costituisce un 
semplice esempio di rete dinamica ricorrente. Questa è costituita generalmente da due 
strati con una retroazione dall’output del primo strato all’input del primo strato stesso. 
Ad ogni istante, la rete possiede una memoria del sistema in quanto la presenza di un 
elemento di ritardo nella retroazione immagazzina le uscite dei neuroni intermedi 
relative agli istanti precedenti e permette di utilizzarle come input. In questo modo la 
rete di Elman può svolgere compiti di previsione di sequenze temporali che sono 
difficilmente alla portata dei percettroni multistrato convenzionali (vedi [15]). In 
Capitolo 2                                                                                    Reti Neurali Artificiali 
 
 
 36
particolare, una rete di Elman a due strati con neuroni aventi funzione di 
trasferimento tangente iperbolica nel suo hidden layer e funzione lineare nel suo 
output layer (vedi Figura 2-12) è in grado di approssimare ogni funzione con un 
numero finito di discontinuità. Il solo requisito è che l’hidden layer deve avere un 
numero sufficiente di neuroni, crescente con la complessità della funzione da 
approssimare. 
 
 
2.5 RETI SELF ORGANIZING MAP 
Le reti Self Organizing Map (SOM), o Mappe auto organizzanti, sono state elaborate 
nel 1982 da Teuvo Kohonen dell’Università di Helsinki e si basano su un 
meccanismo di funzionamento molto diverso da quello delle altre reti, essendo reti 
stratificate con apprendimento senza supervisione (vedi § 2.6.1) basato sulla 
competizione fra neuroni. Durante la fase di apprendimento, non vengono fornite 
coppie di input e di output, ma solo serie di input. Questo perché lo scopo 
dell’addestramento è quello di far apprendere alla rete la struttura dei dati, rendendola 
in grado di riconoscere i relativi gruppi, collegare classi di dati simili e segnalare la 
presenza di dati di tipologie diverse da quelle precedentemente incontrate. La rete è 
costituita da due strati, uno di input ed uno di output, comunemente chiamato strato di 
Kohonen. I neuroni dei due strati sono completamente connessi tra loro, mentre i 
neuroni dello strato di output sono connessi, ciascuno, con un "vicinato " di neuroni 
secondo un sistema di inibizione laterale definito a "cappello messicano". I pesi dei 
collegamenti fra i neuroni dell’output layer non sono soggetti ad apprendimento ma 
sono fissi e positivi nella periferia adiacente ad ogni neurone. 
La Figura 2-14 rappresenta una rete di Kohonen ed il collegamento a cappello 
messicano. 
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Figura 2-14  Rete di Kohonen 
 
 
Durante l’addestramento vengono presentati i dati di training alla rete. Per ogni input, 
il neurone avente il vettore dei pesi più vicino all’input stesso è dichiarato vincitore 
ed i suoi pesi sono aggiornati in modo da avvicinarli al vettore in ingresso. Quando un 
nodo vince una competizione, anche i pesi dei nodi di quello che prende il nome di 
“vicinato” del neurone considerato sono modificati, secondo la regola generale che 
più un nodo è lontano dal nodo vincitore, meno marcata deve essere la variazione dei 
suoi pesi. 
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Figura 2-15   Funzione che pesa la distanza dei neuroni dal neurone vincente di una rete di 
                        Kohonen 
 
 
Il vicinato di un neurone può essere di diversi tipi; di seguito se ne riportano alcuni 
esempi. 
 
 
 
 
Figura 2-16 Alcune tipologie di vicinato per una rete di Kohonen 
 
 
In particolare, dato che per ogni input presentato può esserci un solo neurone 
vincitore, si dice che i neuroni prendono parte ad un processo noto come winner takes 
all (il vicitore prende tutto). Ovviamente ingressi diversi producono vincitori diversi. 
L’operazione è, quindi, ripetuta per ogni vettore dell’insieme di training, per un 
numero generalmente grande di epoche. In questo modo la mappa riesce, tramite un 
processo competitivo, ad auto-organizzarsi e ad associare i suoi nodi d’uscita con i 
gruppi o con gli schemi ricorrenti nell’insieme dei dati in ingresso. Questo permette 
di classificare e categorizzare velocemente ogni nuovo vettore d’ingresso, 
collocandolo in automatico sulla mappa ottenuta nella fase precedente. 
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Esempi di uso di questo tipo di reti sono: 
 
- Classificazione: 
classificare come originati da diversi classi di odoranti un insieme di segnali 
acquisiti attraverso un sistema olfattivo artificiale; 
classificare i fonemi; 
- Clustering: 
raggruppare un insieme molto grande di dati in un numero limitato di 
sottoinsiemi; 
- Compressione: 
convertire un’immagine con milioni di colori in un’immagine compressa. 
 
 
 
 
Figura 2-17 Classificazione dei fonemi con una mappa di Kohonen 
 
 
2.6 TRAINING DI UNA RETE NEURALE 
 
 
Il calcolo dei parametri delle reti neurali, ovvero il processo che porta alla 
determinazione dei valori numerici dei pesi e dei bias, può essere chiamato o 
“allenamento” o ”apprendimento” (“training” o “learning”). 
Si possono avere tre modalità di apprendimento (vedi [15]): 
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• apprendimento supervisionato (supervised learning) 
Questo tipo di apprendimento è possibile se è disponibile un insieme di dati 
(training set) comprendente esempi tipici di ingressi con le relative uscite.  
Tali dati vengono, quindi, forniti alla rete che, così, può apprendere, appunto, 
la relazione incognita che lega input ed output secondo un approccio di tipo 
black-box. La rete è addestrata tramite un opportuno algoritmo che usa i dati 
forniti per modificare i pesi ed i bias. Il processo è iterativo ed ogni iterazione 
dell’allenamento prende il nome di epoca. Dopo aver inizializzato i suoi 
parametri, ad ogni “epoca” di allenamento vengono forniti alla rete gli input 
del training set e le si fa calcolare i relativi output. La differenza tra ciascun 
output così calcolato e l’output reale corrispondente all’input del training set 
considerato, costituisce l’errore commesso dalla rete: 
 
( ) ( ( )) ( ( ), )Mi y x i y x iε = − Θ
?? ?
 
 
con: 
 
Θ?      =  vettore dei parametri della rete;  
 ε(i)   =  errore commesso dalla rete; 
 yM(i) =  output calcolato dalla rete; 
 y(i)   =  output reale; 
( )x i?  =   input appartenente al training set. 
 
L’algoritmo di allenamento modifica ad ogni epoca i parametri della rete 
cercando di minimizzare tale errore od una sua funzione C, chiamata “cifra di 
merito”. Solitamente si sceglie come cifra di merito una funzione quadratica 
dell’errore, quali la somma degli errori quadratici (Sum of Squared Errors, 
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SSE), la somma normalizzata degli errori quadratici (Normalized Sum of 
Squared Errors), la media degli errori quadratici (Mean Squared Errors, 
MSE). Quello che viene eseguito è un processo di stima ai minimi quadrati ed 
i valori ottimi dei pesi e dei bias vengono raggiunti nel momento in cui la 
cifra di merito ha valore minimo. 
Il valore ottimo del vettore dei bias e dei pesi, ottΘ
?
, è dato da: 
 
arg (min ( ))ott CΘΘ = Θ?
? ?
 
 
tale valore è raggiunto tramite un procedimento iterativo del tipo: 
 
( 1) ( ) ( ) ( )i i i ifµ+Θ =Θ + ?? ?  
 
con: 
 
( )iΘ?  =  vettore relativo all’iterazione corrente (l’i-esima); 
( )if
?
 =  parametro “direzione di ricerca”; 
( )iµ    =  passo dell’algoritmo. 
 
Il processo di allenamento di una rete neurale consiste, quindi, nella ricerca 
del punto di minimo sulla superficie dell’errore nello spazio dei pesi e dei 
bias. 
Nella formula precedente ( )if
?
 è pari a: 
 
( )if
?
=  - grad(ε(i)) ; 
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ovvero la direzione di ricerca è pari all’opposto del gradiente della superficie 
dell’errore valutato alla i-esima iterazione. Questa è la forma generale di un 
algoritmo a discesa del gradiente. Per reti ad un solo strato il gradiente può 
essere calcolato direttamente, ma in presenza di reti formate da più layer il 
calcolo del gradiente implica la propagazione dell’errore all’indietro, dal 
momento che la cifra di merito viene calcolata riferendosi agli errori relativi 
all’uscita della rete. Per questo si parla di algoritmi di backpropagation. 
L’esistenza di diversi minimi sulla superficie dell’errore, specialmente per reti 
multistrato, porta al fatto negativo che il processo di addestramento può 
interrompersi quando ci si trova in presenza di un minimo locale, senza 
raggiungere, quindi, il minimo assoluto. Per cercare di risolvere tale problema, 
si utilizza un algoritmo modificato, avente forma: 
 
( 1) ( ) ( ( ( )))i i Q grad iµ ε+Θ = Θ + −?? ?  
 
dove Q
?
 è una matrice che permette di variare, durante l’allenamento, la 
direzione di ricerca e, solitamente, riflette la conoscenza che si ha della 
superficie dell’errore. In letteratura esistono diversi algoritmi di training per 
una rete neurale, ognuno dei quali è caratterizzato dal modo in cui vengono 
selezionati la direzione di ricerca ed il passo. In particolare, si segnala 
l’algoritmo di Levenberg-Marquardt, che si basa sulla minimizzazione 
dell’errore quadratico medio, per le sue doti di robustezza e rapida 
convergenza. L'obiettivo finale dell'apprendimento supervisionato è la 
previsione del valore dell'output per ogni valore valido dell'ingresso. Per fare 
ciò, la rete deve essere dotata di un'adeguata capacità di generalizzazione, 
deve, cioè, poter dare piccoli errori anche quando le vengono presentati input 
ad essa ignoti e non utilizzati in sede di allenamento. Tale tipo di 
apprendimento è tipico delle reti feedforward, sia statiche che dinamiche. 
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Figura 2-18 Schema dell'addestramento di tipo supervisionato 
 
 
• apprendimento non supervisionato (unsupervised learning) 
Questo tipo di apprendimento è basato su algoritmi di addestramento che 
modificano i pesi della rete facendo esclusivamente riferimento ad un insieme 
di dati che include le sole variabili d'ingresso. Gli algoritmi che vengono 
utilizzati tentano di raggruppare i dati d'ingresso e di individuare degli 
opportuni gruppi, cluster, rappresentativi dei dati stessi, facendo uso 
tipicamente di metodi topologici o probabilistici.  
Esempi di reti allenate con questa metodologia sono le Self Organizing Map. 
Altro impiego dell’apprendimento non supervisionato è lo sviluppo di 
tecniche di compressione dei dati.  
 
• apprendimento per rinforzo (reinforcement learning) 
Durante l’apprendimento per rinforzo, a differenza di ciò che accade con 
quello supervisionato, non sono mai presentati alla rete esempi di coppie di 
input e di output. Un algoritmo opportuno tenta di individuare un certo modus 
operandi, a partire da un processo d'osservazione dell'ambiente esterno. 
Seguendo un procedimento di tipo trial and error, la rete ad ogni tentativo 
compie un’“azione”, che si traduce nella generazione di alcuni output. Ogni 
azione ha un impatto sull'ambiente e questo guida l'algoritmo stesso nel 
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processo d'apprendimento. L’ambiente, infatti, giudica se tali output siano 
corretti o meno e lo comunica alla rete con un “segnale di rinforzo”. La rete 
aggiusta i suoi parametri, continuando a provare altre “azioni”, fino a quando 
non riceve dall’ambiente un giudizio positivo. L’ambiente fornisce, così, in 
risposta alla rete, un incentivo o un disincentivo, secondo i casi. L’algoritmo 
procede cercando di massimizzare gli incentivi. L’attenzione è posta sulla 
prestazione in linea, la quale implica un bilanciamento tra esplorazione di 
situazioni ignote e sfruttamento della conoscenza corrente. 
 
2.6.1 Trainining di reti statiche 
L’algoritmo di allenamento utilizzato per le reti neurali statiche è di tipo 
supervisionato (vedi [12]). I pesi della rete sono modificati applicando un insieme di 
campioni di training (training set) avente forma: 
 
}{ 1( ), ( ) PP ix i y i == ?Z  
 
Ogni campione è composto da un unico vettore di ingressi ( )x i?  e dalla corrispondente 
uscita ( )y i . Durante la fase di training tutti i campioni vengono applicati alla rete e si 
compie il processo iterativo della ricerca del minimo della cifra di merito. 
 
2.6.2 Training di reti dinamiche 
Allenare una rete neurale dinamica richiede la risoluzione di alcuni problemi 
aggiuntivi rispetto alle reti neurali statiche, anche se il procedimento di training 
risulta essere formalmente lo stesso. Innanzitutto, sebbene le reti dinamiche possano 
essere allenate con gli stessi algoritmi basati sulla discesa del gradiente che sono usati 
per le reti statiche, in questo caso le prestazioni di tali algoritmi possono essere 
diverse ed il gradiente deve essere calcolato in modo più complesso. Questo perché la 
Capitolo 2                                                                                    Reti Neurali Artificiali 
 
 
 45
modifica dei pesi di una rete dinamica, in presenza di feedback, comporta due effetti: 
il primo è l’effetto diretto, presente anche nelle reti statiche, dovuto al fatto che una 
modifica dei pesi comporta un cambiamento immediato degli output; il secondo è un 
effetto indiretto, in quanto anche alcuni input, essendo output retroazionati, sono 
funzione dei pesi e del loro cambiamento. Mentre per tener conto del primo effetto è 
sufficiente l’uso di algoritmi di backpropagation di tipo statico, per il secondo si 
richiede l’impiego di algoritmi di backpropagation di tipo dinamico, che sono molto 
più onerosi da un punto di vista computativo. Inoltre, dato che le superfici dell’errore 
delle reti dinamiche possono essere più complesse di quelle delle reti statiche, 
l’allenamento si può bloccare più facilmente a causa di un minimo locale. Questo 
richiede di addestrare la rete varie volte per raggiungere un risultato ottimale. 
Un altro aspetto da considerare è che per il training è necessario fornire intere 
sequenze temporali di dati (e non coppie come per le reti statiche) dal momento che 
nelle reti neurali dinamiche sono presenti ritardi. 
Una caratteristica comune delle procedure di apprendimento per le reti neurali 
dinamiche consiste nel modificare i pesi della rete solo dopo averle applicato 
un’intera sequenza di campioni di training. In questo caso, i pesi ed i bias rimangono 
invariati finché non è trascorsa un’intera epoca di allenamento senza variare, come in 
altri casi, ogni volta che si applica una sequenza all’interno della stessa epoca. 
Una tecnica che viene talvolta utilizzata per allenare questo tipo di reti consiste nel 
trasformarla, per l’allenamento, in una rete statica equivalente e poi riportarla, per 
l’utilizzo, sotto forma di rete dinamica (vedi [13]). Dato che durante l’addestramento 
sono disponibili gli output reali del sistema, le reti di tipo NARX con architettura 
parallela vengono solitamente trasformate, prima di essere sottoposte al training, in 
reti NARX con architettura in serie-parallelo. Questo porta a due vantaggi principali: 
innanzitutto, i valori degli input della rete sono più accurati e non si hanno eventuali 
problemi di instabilità collegati alla retroazione dell’output stimato; in secondo luogo, 
la rete assume, così, un’architettura di tipo feedforward e si può utilizzare senza 
problemi l’algoritmo di backpropagation statico. 
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2.7 POSSIBILI PROBLEMI DURANTE IL TRAINING 
 
 
Uno dei problemi in cui si può incorrere durante il training è chiamato overfitting. 
Questo si verifica quando l’errore che compie la rete fornendole il training set è 
molto piccolo, ma diviene grande quando le si presentano nuovi dati. La rete ha 
memorizzato gli esempi forniti dall’insieme di allenamento, ma non ha imparato a 
generalizzare ed a dare buoni risultati in situazioni nuove. Uno dei motivi di 
overfitting può essere l’utilizzo di un numero troppo elevato di epoche di 
addestramento. 
Un metodo per accrescere la generalizzazione è usare una rete che non sia più 
complessa di quanto richiesto dal problema. Questo in termini di architettura ed 
ordine della rete utilizzata, di numero di strati e di numero di neuroni. Aumentando la 
complessità e, quindi, il numero dei parametri di un modello, cresce, infatti, anche il 
suo numero di gradi di libertà e ciò significa che è possibile modificare i parametri in 
modo da far aderire maggiormente il comportamento del modello ai dati disponibili 
(vedi [12]). 
Si creano, così, due necessità opposte: da un lato risulta evidente che, all’aumentare 
della complessità della rete, aumenta la probabilità di overfitting; d’altro canto, non si 
possono utilizzare neanche reti troppo semplici in quanto queste non sarebbero in 
grado di modellare in maniera adeguata il sistema. Purtroppo, però, è difficile 
conoscere a priori quanto dovrebbe essere complessa una rete per un’applicazione 
specifica (vedi [13]). Esistono principalmente due altri metodi per incrementare la 
capacità di generalizzare di una rete di cui sia stata definita l’architettura: il metodo 
Early Stopping ed il metodo Bayesian Regularization, descritti, rispettivamente, nel 
paragrafo 2.7.1 e nel paragrafo 2.7.2.  
Per quanto riguarda, invece, la scelta dell’ordine e del tipo di rete, in letteratura 
esistono diversi modelli matematici che cercano di risolvere tale problema, ma sono 
complessi, computazionalmente costosi e non sempre immuni da errori. Un metodo 
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alternativo consiste nel trial and error approach. Si considera, in prima analisi, la rete 
più semplice possibile, secondo il principio di Occam (Occam’s razor): “The simpler 
of two models, when both are consistent with the observed data, is to be preferred”. 
Se questa non risulta adeguata, si considera una rete di complessità superiore e si 
ripete il procedimento finché non si trova una rete soddisfacente. 
 
2.7.1 Early Stopping 
L’Early Stopping è uno dei metodi per incrementare la capacità di generalizzare di 
una rete. Con questa tecnica i dati a disposizione sono divisi in tre insiemi. Il primo è 
l’insieme di allenamento o training set, che è il solo ad essere usato durante 
l’addestramento per calcolare il gradiente ed aggiornare il valore dei pesi e dei bias. Il 
secondo è l’insieme di validazione o validation set. Durante il processo di 
allenamento si monitora l’errore sul validation set. Questo, normalmente, decresce 
nella fase iniziale dell’allenamento, come l’errore sul training set, ma inizia a 
aumentare quando la rete comincia a perdere la capacità di generalizzare. Quando 
l’errore sull’insieme di validazione cresce per un determinato numero di epoche, il 
training viene interrotto ed il valore dei pesi e dei bias è riportato a quello relativo al 
minimo dell’errore sull’insieme di validazione (vedi Figura 2-19). Il terzo insieme è 
quello di test, il test set, che non viene utilizzato durante l’allenamento, ma viene 
utilizzato per confrontare le prestazioni di reti diverse (vedi [12]).   
 
Figura 2-19  Processo di Early Stopping 
Errore in validazione 
Complessità modello 
Modello migliore 
Errore in training 
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2.7.2 Bayesian Regularization 
Il metodo Bayesian Regularization modifica la cifra di merito C, solitamente data 
dalla somma dei quadrati degli errori relativi ai dati del training set, ovvero: 
 
2
1
1 ( ( ))
N
i
C MSE i
N
ε
=
= = ∑  
 
con N numero degli output del training set. 
Si modifica la cifra di merito aggiungendo il termine MSW, che consiste nella media 
della somma dei quadrati dei pesi e dei bias della rete, ottenendo: 
 
(1 )regMSE MSE MSWγ γ= + −  
 
con: 
 
2
1
1 ( ( ) )
n
j
MSW w j
n =
= ∑ ; 
n         = numero di pesi e bias della rete; 
γ       = performance ratio. 
 
L’uso di questa cifra di merito modificata porta la rete ad avere pesi e bias più piccoli 
e ciò si traduce in risposte più regolari e meno soggette ad overfitting. Con valori di γ 
troppo piccoli, la rete non riesce ad aderire in maniera sufficiente ai dati di training, 
mentre valori troppo grandi creano problemi di overfitting. Con il metodo Bayesian 
Regularization, il performance ratio γ è determinato in modo automatico ed ottimale 
attraverso metodi statistici (vedi [13]). Inoltre la Bayesian Regularization permette di 
ottimizzare il numero dei parametri della rete realmente utilizzati, altro accorgimento 
che, come detto nel paragrafo 2.7, permette di evitare l’overfitting (vedi Figura 2-20). 
 
Capitolo 2                                                                                    Reti Neurali Artificiali 
 
 
 49
 
 
Figura 2-20 Esempio di training con Bayesian Regularization 
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3 CALCOLO DELL’ANGOLO DI INCIDENZA 
TRAMITE RETI NEURALI 
 
 
 
3.1 INTRODUZIONE 
 
 
Nel presente capitolo si analizza il lavoro svolto per sviluppare gli algoritmi per il 
calcolo dell’angolo di incidenza. 
Nella prima parte si descrive come tale studio sia stato eseguito tramite l’uso di reti 
neurali di tipo statico, mentre nella seconda come sia stato svolto tramite l’uso di 
quelle di tipo dinamico. 
Infine si riportano i risultati ottenuti con le due metodologie e li si confrontano con 
quelli relativi ad una precedente attività di tesi (vedi [2]) basata sull’impiego di 
tecniche classiche di identificazione di sistema. 
 
 
3.2 CALCOLO DELL’ANGOLO DI INCIDENZA TRAMITE RETI NEURALI     
DI TIPO STATICO 
 
 
L’impiego di reti neurali di tipo statico è stato caratterizzato da quattro fasi principali: 
la determinazione degli input delle reti, l’estrazione dei punti di training, la 
determinazione dell’architettura delle reti ed il loro allenamento. 
Capitolo 3                                      Calcolo dell’angolo di incidenza tramite reti neurali 
 
 51
3.2.1 Determinazione degli input 
Il buon esito di uno studio basato sull’impiego di reti neurali si basa su una scelta 
opportuna degli ingressi della rete stessa. 
In questo lavoro si è, quindi, svolta un’analisi delle equazioni che descrivono la 
dinamica del velivolo per determinare quali siano le variabili maggiormente correlate 
all’angolo di incidenza. Facendo riferimento ad un sistema assi corpo BF , nell’ipotesi 
di terra piana e non rotante, l’equazione di moto di un aeromobile in volo diviene: 
 
( ) A Tma m V V F F W= +Ω∧ = + +? ? ? ? ? ?? ?  
con: 
 
m    =   massa del velivolo; 
a?     =   accelerazione del velivolo; 
V
?
    =   velocità del velivolo; 
Ω?     =   velocità angolare del velivolo; 
AF
?
   =   risultante delle forze aerodinamiche sul velivolo; 
TF
?
   =   risultante delle forze propulsive sul velivolo; 
W
?
   =   forza peso. 
 
Isolando a primo membro l’accelerazione gravitazionale e quella inerziale, si può 
anche scrivere: 
 
( ) 1 1 A TV V W F Fm m ⎡ ⎤+Ω∧ − = +⎣ ⎦? ? ? ? ? ?? . 
 
Le componenti baricentriche di tali accelerazioni, dopo essere state 
adimensionalizzate con l’accelerazione gravitazionale g, costituiscono il fattore di  
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carico n? : 
( )1 1xy
z
n
n n V V W
g m
n
⎧ ⎫⎪ ⎪ ⎡ ⎤= = +Ω∧ −⎨ ⎬ ⎢ ⎥⎣ ⎦⎪ ⎪−⎩ ⎭
? ? ? ?? ?  
 
E’ così possibile scrivere: 
1x
y A T
z
n
n n F F
mg
n
⎧ ⎫⎪ ⎪ ⎡ ⎤= = +⎨ ⎬ ⎣ ⎦⎪ ⎪−⎩ ⎭
? ?? . 
 
Note, quindi, le azioni propulsive ed il valore del fattore di carico (fornito dai sensori 
inerziali) è possibile ricavare le azioni aerodinamiche. 
Le azioni aerodinamiche possono, inoltre, essere espresse secondo un modello 
aerodinamico del tipo: 
 
( , , , , , , , , , )AF f M p q r rpm configα β α β=
? ??  
 
con: 
α                =  angolo di incidenza; 
β                =  angolo di derapata; 
M               =  numero di Mach; 
, ,p q r         =  componenti della velocità angolare (fornite dai sensori inerziali); 
rpm            =  regime di rotazione del motore; 
config        =  configurazione del velivolo(deflessione delle superfici mobili e   
                       posizione del carrello). 
 
E’ evidente, dal confronto delle due equazioni precedenti, che: 
( , , , , , , , , , )Tmg n F f M p q r rpm configα β α β⋅ − =
?? ?? . 
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Gli angoli di incidenza e di derapata risultano, quindi, legati funzionalmente ai dati 
inerziali, alle azioni propulsive, alla configurazione del motore, al numero di Mach, 
alla deflessione delle superfici mobili, alla posizione del carrello ed al peso del 
velivolo (che diminuisce durante la missione a causa del consumo di combustibile). 
In particolare, assumendo un completo disaccoppiamento tra i piani longitudinale e 
laterodirezionale, come fatto in [2], l’angolo di incidenza risulta funzione di: 
 
- nX ; 
- nZ ;   
- TF
?
; 
- M; 
- q; 
- rpm; 
- Eδ  (deflessione dell’equilibratore); 
- δF ( deflessione dei flaps). 
 
Sono, così, queste le variabili fra le quali sono stati ricercati gli input della rete 
neurale per la stima dell’angolo di incidenza. Procedendo con un approccio di tipo 
trial and error, si è verificato quante e quali fra di esse portassero ai risultati migliori 
se utilizzate come input della rete. Un’analisi approfondita ha individuato come scelta 
ottimale tre input: 
 
- nX; 
- nZ; 
- Eδ . 
Sono queste, infatti, le variabili maggiormente correlate ad α e che forniscono più 
informazioni alla rete sulle variazioni dell’angolo di incidenza. L’altra combinazione 
di input provata (e poi scartata) si è ottenuta aggiungendo a tali variabili la manetta 
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del motore, TH, utilizzata in quanto strettamente legata all’entità dell’azione 
propulsiva TF
?
 il cui valore non è noto.  
 
3.2.2 Estrazione dei punti di training 
Il database di riferimento è costituito da sedici prove di volo. Utilizzando reti neurali 
statiche, tali dati sono stati considerati indistintamente, senza alcuna connotazione 
temporale. In particolare, il database a disposizione è costituito da quasi 525000 
punti. La determinazione del metodo migliore per estrarre da essi l’insieme di 
allenamento ha richiesto uno studio approfondito del problema con l’analisi di tre 
tecniche di estrazione. Per poter confrontare i risultati ottenibili con esse e quale fosse 
il migliore, si sono estratti, con ognuna, uno stesso numero di punti: circa 1600. Si è, 
infine, operato il confronto allenando con i tre insiemi, così individuati, una stessa 
rete. Si descrivono di seguito le tecniche di estrazione studiate. 
 
- Analisi delle manovre 
In una prima fase, si è impiegato un approccio tipico delle tecniche di 
identificazione, costituito dall’analisi delle manovre. In particolare, si è 
costruito l’insieme di allenamento considerando punti corrispondenti a fasi di 
trim del velivolo ed aggiungendo a questi quelli corrispondenti a fasi di 
manovra nel piano longitudinale relative a comandi di equilibratore. Tale 
metodologia non ha, però, portato a buoni risultati in quanto l’insieme di 
allenamento così determinato non dà una buona copertura dell’inviluppo di 
volo. Questo è ben visibile in Figura 3-1, in cui sono rappresentati, nello 
spazio degli input e dell’output della rete, i dati totali provenienti dalle prove 
di volo a disposizione (punti blu) ed i dati dell’insieme di allenamento (punti 
rossi). Una copertura parziale dell’inviluppo di volo non  produce buoni 
risultati poiché uno dei limiti delle reti neurali è quello di non poter essere 
utilizzate in estrapolazione. 
Capitolo 3                                      Calcolo dell’angolo di incidenza tramite reti neurali 
 
 55
 
 
Fi
gu
ra
 3
-1
  P
un
ti 
de
ll’
in
sie
m
e 
di
 a
lle
na
m
en
to
 e
st
ra
tti
 c
on
 il
 m
et
od
o 
de
ll’
  “
an
al
isi
 d
el
le
 m
an
ov
re
” 
 
Capitolo 3                                      Calcolo dell’angolo di incidenza tramite reti neurali 
 
 56
 
- Funzione di libreria “dividevec” di Matlab 7.4.0 ®   
Nella seconda fase, la più importante, si è impiegato un approccio tipico delle  
tecniche neurali. Questo consiste nell’estrazione casuale dei punti dal 
database a disposizione. A tale scopo, non si sono utilizzate tutte le prove di 
volo, ma solo la metà circa. Per l’estrazione dell’insieme di allenamento, si 
sono, infatti, prese in considerazione le prove di volo che contengono i valori 
massimi e minimi raggiunti nel database dall’angolo di incidenza α, da quello 
di derapata β, dal numero di Mach e dalle principali variabili della dinamica 
del piano longitudinale, ovvero i fattori di carico nX ed nZ, la deflessione δE 
dell’equilibratore e la manetta del motore TH. Questo per poter ricoprire nel 
modo migliore l’inviluppo di volo. La determinazione delle prove di volo più 
significative è stata svolta con un’analisi i cui risultati sono raccolti in Tabella 
3-1. In essa sono riportati i valori minimi (righe giallo chiaro) e massimi 
(righe rosa) che le variabili raggiungono nella prova di volo corrispondente 
alla relativa colonna (ciascuna prova di volo è indicata con un numero). I 
minimi assoluti che tali variabili raggiungono nel database sono evidenziati in 
arancione, mentre i massimi assoluti in rosso. Le prove di volo da cui si sono 
estratti i punti dell’insieme di allenamento risultano essere, quindi, la 12, la 
13, la 19, la 20, la 24, la 25 e la 26. Le altre non sono state utilizzate, in modo 
da poter essere impiegate in un secondo momento per effettuare il testing delle 
reti. I punti delle prove di volo utilizzate per il processo di estrazione e di 
quelle non utilizzate sono rappresentati in Figura 3-2 (punti blu e punti verdi, 
rispettivamente). Ci si è poi preoccupati di individuare i punti di bordo 
appartenenti a quelli usati per il processo di estrazione. Questi sono i primi 
punti considerati dell’insieme di allenamento, in quanto ne devono far parte 
necessariamente poiché le reti neurali non sono utilizzabili in estrapolazione. 
Infine si è passati all’estrazione casuale dei restanti punti dell’insieme di 
allenamento. Questa attività di tesi è stata svolta impiegando il software 
Matlab 7.4.0®, che è fornito di un toolbox molto potente per l’uso delle 
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reti neurali (Neural Network Toolbox). In questo, la funzione di libreria 
“dividevec” permette di effettuare l’estrazione dei punti in modo automatico. 
In particolare, tale funzione consente di creare tre insiemi: il training set, il 
validaton set, il testing set. A tale scopo si richiede all’utente soltanto di 
specificare la percentuale dei punti che deve andar a far parte di ciascun set. 
Questa tecnica consente di ottenere una buona copertura dell’inviluppo 
caratterizzata da un maggior numero di punti dell’insieme di allenamento in 
corrispondenza delle zone dove i punti da cui si effettua l’estrazione hanno 
maggiore densità. La distribuzione dei punti facenti parte dell’insieme di 
allenamento così determinato è rappresentata in Figura 3-3. 
 
- Tecnica dei “BIN” 
L’ultima tecnica analizzata si differenzia da quella precedente solo per la parte 
relativa all’estrazione casuale dei punti di allenamento. Tale metodologia 
permette di estrarre da un database non uniforme un sottoinsieme di dati 
distribuiti uniformemente. Per far questo, si è implementato un file con il 
quale si è suddiviso il database di riferimento in un opportuno numero di 
“bin” (ovvero di celle) uguali creati nello spazio degli input e degli output. Si 
è, quindi, estratto da ognuno di essi lo stesso numero di punti, in modo tale da 
estrarne, in totale, il numero richiesto dall’insieme di allenamento. In Figura 
3-4 è possibile vedere i risultati forniti da questa tecnica e la griglia che 
rappresenta i bin. E’ importante notare come alcuni bin contengano un numero 
inferiore di dati ed altri non ne contengano affatto. Bisogna comunque anche 
osservare che, in alcuni casi, come si può constatare in Figura 3-4, il numero 
di punti estratti da alcuni bin può sembrare diverso da quello dei punti estratti 
dagli altri bin a causa del fatto che quella riportata è una rappresentazione 
bidimensionale di uno spazio in più dimensioni. 
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Il confronto effettuato fra le prestazioni di una stessa rete addestrata con gli insiemi di 
allenamento ottenuti con le ultime due tecniche ha permesso di concludere che 
l’impiego della funzione di libreria “dividevec” porta ad errori sulle prove di volo di 
testing caratterizzati da un basso valore della varianza, in quanto le reti devono 
estrapolare meno in quelle zone a cui è più probabile appartengano i punti di testing. 
L’impiego della tecnica dei “bin” permette, invece, di ridurre l’errore massimo, in 
quanto la copertura nelle zone estreme dell’inviluppo, quelle con minor punti ed in 
cui, allo stesso tempo, il sistema è più difficile da identificare, sono coperte meglio. 
La rete, quindi, estrapola meno in queste zone e l’errore massimo si riduce. In 
generale, però, l’uso della funzione di libreria “dividivec” ha fornito i risultati migliori 
e, così, si è deciso di impiegarla. Per quanto riguarda il numero di punti usati per 
allenare la rete, una serie di prove ha permesso di individuare un numero ottimo pari a 
30000. 
 
3.2.3 Architettura delle reti utilizzate 
L’architettura delle reti utilizzate è costituita da due hidden layer, aventi ciascuno 
dieci neuroni con funzione di trasferimento “tangente iperbolica”, ed un output layer 
con funzione di trasferimento lineare. La struttura dei due strati nascosti permette di 
descrivere l’alta non linearità del modello.  
In Figura 3-5 si può osservare l’architettura delle reti utilizzate. In rosa sono 
rappresentati i tre input, dati dai due fattori di carico nX ed nZ e dalla deflessione δE 
dell’equilibratore, mentre col rettangolo grigio l’output α. In giallo si evidenziano i 
neuroni dei due hidden layer ed in celeste quello dell’output layer. I neuroni sono 
completamente connessi. La rete utilizzata è, quindi, un tipico esempio di Perceptrone 
Multistrato, MLP (vedi § 2.3.1). 
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Figura 3-5 Architettura delle reti statiche utilizzate per la stima di alfa 
  
3.2.4 Allenamento e generalizzazione 
In questo lavoro, le reti sono state addestrate con il metodo Bayesian Regularization 
(vedi § 2.7.2). Tale tecnica è stata implementata nel software Matlab 7.4.0® tramite la 
funzione di libreria “trainbr”. La scelta di tale metodo è dovuta al fatto che questo dà 
migliori risultati se usato in problemi di approssimazione di funzioni, mentre l’Early 
Stopping in problemi di pattern recognition (vedi [13]). L’uso della Bayesian 
Regularization ha richiesto di scalare fra (-1) e (+1) i valori dei punti dell’insieme di 
allenamento. Questo accorgimento, infatti, ottimizza le prestazioni del metodo. A tale 
scopo si è impiegato la funzione di libreria Matlab®  “mapminmax”, che permette di 
svolgere tale processo in modo automatico. Altro accorgimento è stato quello di 
utilizzare un numero sufficiente di epoche di allenamento, in maniera tale che fosse 
garantita la convergenza. In generale, questa è raggiunta quando la somma degli 
nX 
nZ 
δE 
α 
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errori quadratici (SSE), la media della somma dei quadrati dei pesi (MSW) e 
l’effettivo numero di parametri utilizzati dalla rete rimangono costanti per un 
opportuno numero di epoche. In particolare, si è utilizzato un numero di epoche pari a 
1000. 
 
 
3.3 CALCOLO DELL’ANGOLO DI INCIDENZA TRAMITE RETI DI TIPO 
DINAMICO 
 
 
L’impiego di reti neurali di tipo dinamico è stato caratterizzato da quattro fasi 
principali: la determinazione degli input delle reti, la determinazione delle sequenze 
di training, la determinazione dell’architettura delle reti ed il loro allenamento. 
 
3.3.1 Determinazione degli input 
Valgono ancora le considerazioni fatte nel paragrafo 3.2.1 per quanto riguarda quali 
siano le variabili maggiormente correlate all’angolo di incidenza. Queste risultano, 
come visto (sempre nell’ipotesi di un completo disaccopiamento tra i piani 
longitudinale e laterodirezionale): 
- il fattore di carico nX ; 
- il fattore di carico nZ ; 
- l’entità dell’azione propulsiva TF
?
; 
- il numero di Mach M; 
- la velocità angolare di beccheggio q; 
- il regime di rotazione del motore rpm; 
- la deflessione dell’equilibratore Eδ ; 
- la deflessione dei flaps δF. 
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Anche nel caso delle reti dinamiche si sono scelti gli input fra queste variabili. In 
particolare, si è utilizzato un approccio di tipo trial and error per verificare quante e 
quali tra queste portino ai risultati migliori se utilizzate come input. Le combinazioni 
provate di input sono le stesse analizzate nel caso delle reti statiche (vedi § 3.2.1). 
Tale analisi ha portato ad individuare quale scelta ottimale i seguenti quattro input: 
 
- nX ; 
- nZ; 
- Eδ ; 
- TH. 
 
Essendo TH la manetta del motore, utilizzata, come visto al paragrafo 3.2.1, al posto di  
TF
?
.
 
3.3.2 Determinazione delle sequenze di training 
L’insieme di allenamento delle reti neurali dinamiche è stato ottenuto con un numero 
adeguato di fasi appartenenti alle prove di volo. Tale tipo di reti, infatti, non utilizza, 
per il suo addestramento, una serie di punti senza alcuna connotazione temporale 
come quello statico, ma, a causa della presenza di retroazioni e di ritardi nella sua 
struttura, necessita di intere sequenze temporali (vedi § 2.6.2). La determinazione 
delle fasi più opportune ha richiesto un’analisi molto più approfondita di quella 
relativa all’impiego delle reti statiche, che, al contrario, permettono di rendere il 
processo di estrazione dei punti semi-automatico. Questo perché è stato necessario 
individuare, fra tutte, quelle fasi che hanno il maggiore contenuto dinamico e 
possono, così, fornire maggiori informazioni alla rete. Nel presente lavoro, è stato 
svolto solo uno studio preliminare con questo tipo di reti e si sono utilizzate soltanto 
quattro sequenze di addestramento, riportate in Figura 3-6, Figura 3-7, Figura 3-8 e 
Figura 3-9. 
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3.3.3 Architettura delle reti utilizzate 
La determinazione dell’architettura delle reti di tipo dinamico è stata molto più 
complessa di quella relativa alle reti statiche. Infatti, in questo caso, non si è dovuto 
scegliere soltanto il numero di strati, il numero di neuroni per ognuno di essi e le 
funzioni di attivazione, ma anche i ritardi e le eventuali retroazioni. Questo è 
equivalso a determinare l’ordine del modello matematico rappresentato dalla rete 
dinamica ed il suo vettore dei regressori (vedi § 2.4). Dovendo identificare un sistema 
fortemente dinamico, si è scelto di utilizzare una rete di tipo NARX. La retroazione 
dell’output α ritardato, infatti, permette alla rete di acquisire memoria sugli stati del 
sistema. L’impiego di una rete dinamica di tipo feedforward (vedi § 2.4), senza 
alcuna retroazione, ma con solo la presenza fra gli input dei ritardi degli input stessi, 
non è stato ritenuto sufficiente. Tali reti, che riproducono un modello NFIR, vengono 
descritte anche in letteratura (vedi [13]) come maggiormente adatte per la previsione 
di sequenze temporali. Un approccio di tipo trial and error ha permesso di 
individuare come soluzione migliore una rete NARX con architettura molto semplice. 
Questa è caratterizzata dalla retroazione dell’output che, dopo aver subito un unico 
ritardo, viene reso uno degli input. Gli altri input della rete sono costituiti dagli input 
veri e propri definiti nel paragrafo 3.3.1 e da un unico loro ritardo. Questo equivale ad 
aver definito come vettore dei regressori (riferendosi ad un generico istante t): 
 
ϕ? (t) = [nX(t), nZ(t), δE(t), nX(t-∆t), nZ(t-∆t), δE(t-∆t), α(t-∆t)]. 
 
La struttura della rete è costituita da due strati con solo quattro neuroni aventi 
funzione di attivazione sigmoide binaria (vedi § 2.2) ed uno strato di output con un 
neurone lineare. La rete è interamente connessa. In Figura 3-10 è descritta 
l’architettura della rete e, in particolare, sono riportate la retroazione dell’output e la 
presenza dei ritardi. In rosa sono rappresentati gli input veri e propri della rete, nX, nZ, 
δE, in grigio gli input ritardati tramite le relative Tapped Delay Line, TDL, disegnate 
in verde, ed in beige l’output già retroazionato e ritardato. L’output è rappresentato 
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con un rettangolo grigio. Sono quindi disegnati in giallo i due strati da quattro neuroni 
ciascuno ed in celeste il neurone di output. 
 
 
Figura 3-10 Architettura delle reti dinamiche utilizzate 
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3.3.4 Allenamento e generalizzazione 
 
Per allenare la rete, la si è prima trasformata, da una struttura in parallelo, in una in 
serie-parallelo (vedi § 2.4). Questo perché, come visto nel paragrafo 2.6.2, tale 
trasformazione permette di evitare i problemi di instabilità che potrebbero altrimenti 
presentarsi a causa della retroazione . L’allenamento diviene, così, più efficace in 
quanto tutti gli input provengono da dati sperimentali e nessuno da stime della rete 
stessa. Inoltre la rete assume una struttura di tipo feedforward e ciò permette di 
utilizzare l’algoritmo di backpropagation statico che raggiunge la convergenza in 
modo migliore ed in minor tempo di quello dinamico. Come per le reti statiche (vedi 
§ 3.2.4), anche in questo caso le reti sono state addestrate con il metodo Bayesian 
Regularization. Il numero di epoche utilizzate è pari a 2000. Le sequenze di 
allenamento sono state presentate alla rete in modo “concorrente” (vedi [13]). Questo 
significa che, anche se ciascuna sequenza è costituita da un insieme di punti con una 
chiara connotazione temporale, ad ogni epoca le quattro sequenze utilizzate sono state 
presentate alla rete contemporaneamente, senza considerare fra di esse alcun legame 
temporale. Questo permette alla rete di ottimizzare in maniera migliore i suoi 
parametri, potendo sfruttare, ad ogni epoca, le informazioni di più sequenze 
provenienti da prove di volo differenti e che, quindi, hanno contenuto dinamico 
diverso. 
 
 
3.4 RISULTATI 
 
 
Le prestazioni delle reti, sia di tipo statico che di tipo dinamico, sono state verificate 
simulando con esse interi tratti di prove di volo appartenenti al database di 
riferimento. Avendo sviluppato con questo lavoro una metodologia alternativa a 
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quella elaborata in [2], i risultati ottenuti con entrambe le metodologie neurali non 
sono stati confrontati soltanto fra di loro, ma anche, appunto, con quelli raggiunti in 
[2], dove si sono impiegate tecniche classiche di identificazione di sistema. I risultati 
delle simulazioni ottenute con le tre tecniche sono visibili nelle figure presenti nelle 
pagine di seguito. Per ogni fase di volo considerata si sono riportati due grafici. Nel 
primo (vedi ad esempio Figura 3-12) si possono osservare gli andamenti delle 
principali grandezze relative alla dinamica del velivolo nel piano longitudinale. Nel 
secondo (vedi ad esempio Figura 3-13) sono tracciati, nella parte superiore, 
l’andamento dell’angolo di incidenza α misurato durante le prove di volo (linea blu) e 
di quello stimato tramite la rete neurale statica (linea verde), la rete neurale dinamica 
(linea magenta) e le tecniche classiche di identificazione di sistema elaborate in [2] 
(linea rossa). Nella parte inferiore i relativi errori. Si riportano, dunque, le 
motivazioni della scelta di ogni fase: 
 
- fase appartenente al volo 6 (Figura 3-12 e Figura 3-13):  
simulata per osservare il comportamento delle reti durante fasi di volo 
caratterizzate dall’assenza di variazioni brusche od importanti delle grandezze 
principali; 
 
- prima fase appartenente al volo 12 (Figura 3-14 e Figura 3-15):  
tale fase è molto interessante in quanto è quella in cui l’angolo di incidenza α 
raggiunge il massimo valore positivo osservato nel database di riferimento; 
 
- seconda  fase appartenente al volo 12 (Figura 3-16 e Figura 3-17):  
scelta per l’interessante andamento dell’angolo di incidenza α e gli alti valori 
raggiunti dal fattore di carico nZ.; 
 
- fase appartenente al volo 17 (Figura 3-18 e Figura 3-19): 
caratterizzata da una dinamica lenta ma importante; 
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- fase appartenente al volo 22 (Figura 3-20 e Figura 3-21): 
caratterizzata da una dinamica molto veloce, evidenziata dall’andamento  
dell’angolo di incidenza α e del fattore di carico nZ; 
 
- prima fase appartenente al volo 25 (Figura 3-22 e Figura 3-23): 
scelta per la presenza di variazioni brusche dell’angolo di incidenza α, dei due 
fattori di carico nX ed nZ e della deflessione δE dell’equilibratore; 
 
- seconda fase appartenente al volo 25 (Figura 3-24 e Figura 3-25): 
tale fase è molto interessante in quanto è quella in cui l’angolo di incidenza α 
raggiunge il massimo valore negativo osservato nel database di riferimento. 
 
Si può osservare che, in generale, la stima migliore è ottenuta tramite le tecniche 
classiche di identificazione di sistema utilizzate in [2], mentre le prestazioni delle due 
reti sono analoghe. Le prestazioni della rete dinamica risultano, però, superiori di 
quelle della rete statica in fasi di volo caratterizzate da un’elevata componente 
dinamica, come ben evidente in Figura 3-21 di cui si riporta un particolare 
significativo in Figura 3-11. 
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Figura 3-11 Particolare della simulazione di una fase di volo ad alto contenuto dinamico 
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3.5 CONCLUSIONI 
 
 
Come visto nel paragrafo precedente, gli algoritmi sviluppati in [2] con le tecniche 
classiche di identificazione di sistema danno stime migliori dell’angolo di incidenza 
di quelle ottenute con le tecniche neurali. I risultati relativi all’uso delle reti sia di tipo 
statico che di tipo dinamico sono comunque accettabili nell’ottica di un loro uso per 
la realizzazione sensori virtuali con cui monitorare le sonde del Sistema Dati Aria del 
velivolo. 
Per quanto riguarda, in particolare, le reti neurali statiche, si deve osservare che, in 
tale contesto, il loro impiego è risultato molto vantaggioso in quanto possono essere 
calibrate in modo assai semplice, basandosi su un approccio diverso da quello, molto 
complesso, delle tecniche classiche di identificazione di sistema. Queste ultime 
richiedono una lunga analisi del database di riferimento, costituito da alcune prove di 
volo, per poter individuare le fasi idonee al processo di identificazione. Quindi, si 
devono determinare, per ogni fase selezionata, i valori dei coefficienti del modello 
matematico che permette di calcolare l’angolo di incidenza. Infine, si deve operare 
una media dei valori così determinati e relativi a fasi caratterizzate da stesse 
condizioni di volo per ottenere i valori finali del modello matematico. I coefficienti di 
tale modello variano, quindi, a seconda delle condizioni di volo. Al contrario, 
utilizzando le reti neurali statiche, si utilizzano indistintamente tutti i dati delle prove 
di volo a disposizione, considerandoli senza alcuna connotazione temporale. Tali 
punti vengono sottoposti, quindi, al processo di estrazione con la sola accortezza di 
estrarre anche quelli di bordo, dato che le reti neurali non possono essere utilizzate in 
estrapolazione. Le reti neurali statiche permettono, così, a differenza delle tecniche 
classiche di identificazione usate in [2], di rendere semi-automatico il procedimento 
con cui vengono calibrate e sono facilmente riconfigurabili in presenza di dati 
provenienti da nuove prove di volo. In questa eventualità è sufficiente aggiungere i 
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nuovi dati al database precedente e ripetere il processo di estrazione dal database e 
l’allenamento della rete. 
Per quanto riguarda le reti neurali dinamiche, queste, come visto nel paragrafo 3.3.2, 
non godono dei vantaggi dovuti alla semplicità di calibrazione tipica delle reti 
statiche. E’, infatti, necessaria un’analisi delle fasi di volo del database di riferimento 
per individuare quelle con maggiore significato dinamico e che possono, così, fornire 
alla rete maggiori informazioni. Per le reti dinamiche, però, il procedimento è 
notevolmente più semplice di quello richiesto dalle tecniche classiche, dal momento 
che è sufficiente un numero molto più basso di fasi. Ciò è dovuto al fatto che la 
determinazione dei parametri delle reti dinamiche avviene con un processo più 
raffinato di quello descritto per le tecniche classiche di identificazione di sistema. 
Bisogna osservare che i risultati ottenuti con le reti neurali dinamiche non devono 
essere considerati definitivi, in quanto, in questo lavoro, è stato eseguito soltanto uno 
studio preliminare con tale tipo di reti. In particolare, per addestrarle, si è considerato 
un numero esiguo di fasi di manovra, ottenendo già risposte stabili e risultati 
interessanti. Si deve, inoltre, tenere presente che questa metodologia potrà portare a 
risultati migliori di quelli ottenibili con il metodo classico di identificazione utilizzato 
in [2] quando verranno considerati angoli di incidenza di valore superiore a quelli 
osservabili nel database a disposizione per questo lavoro. I dati delle prove di volo ad 
oggi disponibili sono, infatti, limitati ad angoli di incidenza generalmente inferiori a 
15°, mentre il velivolo considerato in questo studio può arrivare ad angoli di 
incidenza dell’ordine di 45°. Nel campo delle alte incidenze la curve CL-α è 
fortemente non lineare e non monotona. Il metodo classico di identificazione appare 
difficilmente estendibile a queste condizioni ed è probabile che le reti neurali possano 
dare risultati migliori. 
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4 CALCOLO DELL’ANGOLO DI DERAPATA 
TRAMITE RETI NEURALI 
 
 
 
4.1 INTRODUZIONE 
 
 
In quest’ultimo capitolo si descrive il lavoro svolto per sviluppare gli algoritmi per il 
calcolo dell’angolo di derapata oggetto di questa attività di tesi. 
Tale studio è stato svolto percorrendo gli stessi passi visti al capitolo precedente per 
l’angolo di incidenza. In una prima fase si sono utilizzate,quindi, reti neurali di tipo 
statico, mentre in una seconda reti di tipo dinamico. Infine si sono valutati i risultati 
ottenuti con queste due metodologie e li si sono confrontati con quelli relativi ad una 
precedente attività di tesi (vedi [2]). Viste le analogie, per la spiegazione delle 
motivazioni che hanno portato a determinate scelte, nel corso del presente capitolo si 
rimanda spesso a quello precedente. 
 
 
4.2 CALCOLO DELL’ANGOLO DI DERAPATA TRAMITE RETI NEURALI     
DI TIPO STATICO 
 
 
L’impiego di reti neurali di tipo statico è stato caratterizzato da quattro fasi principali: 
la determinazione degli input delle reti, l’estrazione dei punti di training, la 
determinazione dell’architettura delle reti ed il loro allenamento. 
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4.2.1 Determinazione degli input 
Valgono ancora le considerazioni fatte nel paragrafo 3.2.1 che hanno condotto alla 
determinazione del legame funzionale: 
 
( , , , , , , , , , )Tmg n F f M p q r rpm configα β α β⋅ − =
?? ?? . 
 
Assumendo come in [2] un completo disaccopiamento tra i piani longitudinale e 
laterodirezionale, l’angolo di derapata risulta funzione di: 
 
- nY; 
- M; 
- p; 
- r; 
- δA (deflessione degli alettoni); 
- δR ( deflessione del timone). 
 
Quindi sono queste le variabili fra le quali sono stati ricercati gli input della rete 
neurale per la stima dell’angolo di derapata. In particolare, si è proceduto anche in 
questo caso, con un approccio di tipo trial and error per verificare quante e quali fra 
di esse portassero ai risultati migliori se utilizzate come input della rete.  
Una estesa campagna di prove ha individuato come scelta ottimale tre input: 
 
- nY; 
- δA; 
- δR. 
 
Queste sono infatti le variabili maggiormente correlate all’angolo di derapata β e, che 
perciò, forniscono alla rete maggiori informazioni su di esso. In particolare, la 
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presenza fra gli input della deflessione δA degli alettoni, accanto a quella δR del 
timone, è dovuta al fatto che non sempre un comando di timone ha lo scopo di creare 
un determinato angolo di derapata, ma può essere dato per rendere efficace il 
comando di alettone. Infatti, la rotazione degli alettoni, oltre a causare come effetto 
principale una coppia di rollio, determina anche un’azione di disturbo per il velivolo. 
Questa consiste in una coppia di imbardata dovuta alla asimmetria di resistenza sulle 
due semiali. Avendo come input δA,oltre a δR, la rete può distinguere i casi in cui il 
timone viene azionato per realizzare un angolo di derapata da quei casi in cui viene 
azionato per creare una coppia di imbardata con lo scopo di neutralizzare l’effetto di 
disturbo degli alettoni. 
In Tabella 4-1 si riportano tutte le combinazioni di input provate. 
 
 
 
Numero Combinazioni provate di input 
1 nY 
2 nY   r 
3 nY  δR 
4 nY  δR  δA 
5 nY  δR  φ 
6 nY  δR  p 
7 nY  δR  r 
9 nY  δR  p  r 
10 nY  δR  δA  p  r 
 
Tabella 4-1 Combinazioni di input provate 
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4.2.2 Estrazione dei punti di training 
Per quanto riguarda la descrizione della metodologia impiegata per estrarre dal 
database di riferimento i punti appartenenti all’insieme di allenamento, si rimanda al 
paragrafo 3.2.2. Infatti, l’esame delle tecniche di estrazione svolta durante lo studio 
degli algoritmi per il calcolo dell’angolo di imbardata è uguale a quella eseguita 
durante lo studio degli algoritmi per la stima dell’angolo di incidenza. Unica 
differenza è che, in questo caso, si è considerata soltanto la tecnica di estrazione 
tramite la funzione di libreria “dividevec” di Matlab 7.4.0®, in quanto si era verificata 
la sua efficacia già durante lo studio della stima dell’angolo di incidenza. Anche in 
questo caso non ci si è serviti di tutte le prove di volo del database di riferimento per 
creare l’insieme di addestramento, ma solo della metà. In particolare, si sono 
impiegate quelle che contengono i valori massimi e minimi raggiunti nel database 
dall’angolo di incidenza α, da quello di derapata β, dal numero di Mach e dalle 
principali variabili della dinamica del piano laterodirezionale, ovvero il fattore di 
carico nY , la deflessione δR del timone e quella δA degli alettoni, la velocità angolare 
di rollio p e quella di imbardata r. Questo per poter ricoprire nel modo migliore 
l’inviluppo di volo. La determinazione delle prove di volo più significative è stata 
svolta con un’analisi i cui risultati sono raccolti in Tabella 4-1. In essa sono riportati i 
valori minimi (righe giallo chiaro) e massimi (righe rosa) che le variabili raggiungono 
nella prova di volo corrispondente alla relativa colonna (ciascuna prova di volo è 
indicata con un numero). I minimi assoluti che tali variabili raggiungono nel database 
sono evidenziati in arancione, mentre i massimi assoluti in rosso. Le prove di volo da 
cui si sono estratti i punti dell’insieme di allenamento risultano essere, quindi, la 12, 
la 13, la 19, la 20, la 23, la 25, la 26 e la 27. Le altre non sono state usate, in modo da 
poter essere impiegate in un secondo momento per poter effettuare il testing delle reti. 
I punti delle prove di volo utilizzate per il processo di estrazione e di quelle non 
utilizzate sono rappresentati nella Figura 4-1 (punti blu e punti verdi, 
rispettivamente).  
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Si riportano, quindi, in Figura 4-2 i risultati ottenuti con l’estrazione effettuata tramite 
il comando “dividivec”. Anche in questo caso, l’impiego di tale comando porta ad 
errori sulle prove di volo di testing caratterizzati da un basso valore della varianza, in 
quanto le reti devono estrapolare meno in quelle zone a cui è più probabile 
appartengano i punti di testing. Per quanto riguarda il numero di punti impiegati per 
allenare la rete, tramite un approccio di tipo trial and error , si è individuato un 
numero ottimo pari a 1600 (quindi molto più piccolo del 30000 relativo allo studio 
dell’angolo di incidenza). 
 
4.2.3 Architettura delle reti utilizzate 
L’architettura delle reti utilizzate è identica a quella delle reti per la stima dell’angolo 
di incidenza: due hidden layer, aventi ciascuno dieci neuroni con funzione di 
trasferimento “tangente iperbolica”, ed un output layer con funzione di trasferimento 
lineare. La struttura dei due strati nascosti permette di descrive l’alta non linearità del 
modello. In Figura 4-3 si può osservare la struttura delle reti utilizzate. In rosa sono 
rappresentati i tre input, dati dal fattore di carico nY, dalla deflessione δR del timone e 
da quella δA degli alettoni, mentre con il rettangolo grigio l’output β. In giallo si 
evidenziano i neuroni dei due hidden layer ed in celeste quello dell’output layer. I 
neuroni sono completamente connessi. La rete utilizzata è, quindi, un tipico esempio 
di Perceptrone Multistrato, MLP (vedi § 2.3.1). 
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Figura 4-3 Architettura delle reti statiche utilizzate per la stima di beta 
 
 
4.2.4 Allenamento e generalizzazione 
Come le reti per la stima dell’angolo di incidenza, anche quelle per il calcolo 
dell’angolo di derapata sono state addestrate con il metodo Bayesian Regularization 
(vedi § 2.7.2). Valgono, quindi, ancora le considerazioni fatte in merito nel paragrafo 
3.2.4. Si sono, così, dovuti anche in questo caso scalare i valori dell’insieme di 
allenamento fra (-1) e (+1) e scegliere un numero di epoche di addestramento che 
garantisse la convergenza. Dal momento che questa ha necessitato, per tali reti, di un 
numero maggiore di epoche rispetto a quelle richieste con le reti per la stima 
nY 
δA β 
δR 
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dell’angolo di incidenza, si è utilizzato un numero superiore di epoche, non 1000, ma 
2000. 
 
 
4.3 CALCOLO DELL’ANGOLO DI DERAPATA TRAMITE RETI DI TIPO 
DINAMICO 
 
 
L’impiego di reti neurali di tipo dinamico è stato caratterizzato dalle medesime 
quattro fasi principali descritte per lo studio della stima dell’angolo di incidenza: la 
determinazione degli input delle reti, delle sequenze di training e dell’architettura 
delle reti ed il loro allenamento. 
 
4.3.1 Determinazione degli input 
Per le considerazioni che hanno portato a determinare i segnali di input delle reti 
dinamiche si rimanda al paragrafo 4.2.1. L’approccio di tipo trial and error, usato per 
definire quali fra le variabili correlate all’angolo di derapata β fossero più adatte ad 
essere gli input delle reti, ha portato alle stesse conclusioni sia per le reti di tipo 
statico che di tipo dinamico. Anche in questo caso, quindi, si sono individuati i tre 
input: 
- nY; 
- δA; 
- δR. 
 
4.3.2 Determinazione delle sequenze di training 
Come visto al paragrafo 3.3.2, l’allenamento delle reti dinamiche non ha richiesto un  
Capitolo 4                                        Calcolo dell’angolo di derapata tramite reti neurali 
 
 101
insieme costituito da punti senza alcuna connotazione temporale, ma un numero 
opportuno di sequenze significative. Questa fase ha, così, richiesto un’analisi 
dettagliata del database. Mentre per lo studio della stima dell’angolo di incidenza si 
sono impiegate quattro sequenze, in questo caso ne sono risultate sufficienti solo due, 
che si riportano in Figura 4-4 ed in Figura 4-5. E’ da notare che, per l’angolo di 
derapata, le sequenze ad alto contenuto dinamico appartenenti al database sono in 
numero molto minore di quelle per l’angolo di incidenza, in quanto, generalmente, il 
volo di un aeromobile è mantenuto a valori dell’angolo di derapata prossimi a zero. 
 
4.3.3 Architettura delle reti utilizzate 
La scelta dell’architettura delle reti neurali dinamiche è stata molto più difficile di 
quella delle statiche, in quanto si sono dovuti determinare anche il numero ed il tipo 
di ritardi e retroazioni (vedi § 3.3.3). La struttura utilizzata per il calcolo dell’angolo 
di derapata è molto più complessa di quella impiegata per l’angolo di incidenza. In 
questo caso, infatti, i due hidden layer sono costituiti da sette (e non da quattro) 
neuroni con funzione di attivazione sigmoide binaria ed il numero di ritardi applicati 
agli input ed all’output retroazionato sono due (e non uno solo). Il vettore dei 
regressori risulta, così, all’istante t: 
 
ϕ? (t)=[nY(t),δA(t),δR(t),nY(t-∆t),δA(t-∆t),δR(t-∆t),β(t-∆t),nY(t-2∆t),δA(t-2∆t),δR(t-2∆t),β(t-2∆t)]. 
 
In Figura 4-6 è descritta l’architettura della rete e, in particolare, sono riportate la 
retroazione dell’output e la presenza dei ritardi. In rosa sono rappresentati gli input 
veri e propri della rete, nX, nZ, δE, in grigio il loro primo ritardo, ottenuto tramite le 
relative Tapped Delay Line, TDL, disegnate in verde, in arancione il secondo loro 
ritardo. In azzurro è, invece, rappresentato il primo ritardo dell’output retroazionato 
ed in beige il suo secondo ritardo. L’output è rappresentato con un rettangolo grigio. 
Sono quindi disegnati in giallo i due strati da sette neuroni ciascuno ed in celeste il 
neurone di output. 
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Figura 4-6 Architettura delle reti dinamiche utilizzate per la stima di β 
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4.3.4 Allenamento e generalizzazione 
L’allenamento e la generalizzazione delle reti dinamiche per la stima dell’angolo 
di derapata sono stati effettuati in maniera identica a quanto fatto per quelle 
dinamiche per il calcolo dell’angolo di incidenza. Per questo si rimanda al 
paragrafo 3.3.4. 
 
4.3.5 Risultati 
Anche per lo studio degli algoritmi per la stima dell’angolo di derapata, le prestazioni 
delle reti, sia di tipo statico che di tipo dinamico, sono state verificate simulando con 
esse interi tratti di prove di volo appartenenti al database di riferimento. Come per 
l’analisi relativa all’angolo di incidenza, i risultati ottenuti con entrambe le 
metodologie neurali non sono stati confrontati soltanto fra di loro, ma anche con 
quelli raggiunti in [2], di cui, nella presente tesi, si è sviluppata una metodologia 
alternativa. I risultati delle simulazioni ottenute con le tre tecniche sono riportati nelle 
figure riportati nelle pagine seguenti. Per ciascuna delle due fasi di volo considerate, 
si sono elaborati due grafici. Nel primo si possono osservare gli andamenti delle 
principali grandezze relative alla dinamica del velivolo nel piano laterodirezionale. 
Nel secondo sono tracciati, nella parte superiore, l’andamento dell’angolo di derapata 
β misurato durante le prove di volo (linea blu) e di quello stimato tramite la rete 
neurale statica (linea verde), la rete neurale dinamica (linea magenta) e le tecniche 
classiche di identificazione di sistema utilizzate in [2] (linea rossa). Come detto al 
paragrafo 4.3.2, per l’angolo di derapata si è avuto a disposizione un minor numero di 
sequenze ad alto contenuto dinamico rispetto a quanto visto per l’angolo di incidenza. 
Quindi, anche le fasi di volo da simulare per effettuare la verifica delle prestazioni 
delle reti neurali sono in numero limitato. Tali sequenze vengono riportate nelle 
pagine seguenti. 
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Come si può notare, si è utilizzata una fase appartenente alla prova di volo 9, 
caratterizzata da valore quasi nullo di β, ed altre due fasi, una appartenente al volo 19, 
l’altra al volo 20, caratterizzate dai valori massimi raggiunti da β nel database di 
riferimento. 
Per la stima dell’angolo di derapata, le reti neurali statiche hanno portato a risultati 
molto buoni e, talvolta, migliori di quelli relativi alle tecniche classiche di 
identificazione di sistema utilizzate in [2].  
Le reti neurali dinamiche hanno condotto a risultati ottimi, migliori di quelli ottenuti 
con le altre due metodologie. 
 
4.3.6 Conclusioni 
Per quanto riguarda la stima del calcolo di derapata, i risultati ottenuti con l’approccio 
neurale sono molto buoni. In particolare, quelli ottenuti con le reti statiche sono 
analoghi, se non superiori in alcuni casi, a quelli raggiunti in [2], mentre quelli 
ottenuti con le reti dinamiche sono migliori di quelli relativi a [2]. A questo, bisogna 
aggiungere che rimangono sempre valide le considerazioni fatte in 3.5 riguardo 
l’enorme vantaggio, in termini di semplicità di uso, delle reti statiche e riguardo la 
grande potenzialità offerta da un futuro sviluppo della metodologia basata sulle reti 
dinamiche. 
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Questo lavoro ha permesso di realizzare sensori virtuali grazie ai quali si possono 
aggiungere ridondanze di tipo analitico per garantire elevati requisiti di affidabilità 
limitando le ridondanze fisiche e, quindi, il peso, il costo e la manutenzione dei 
velivoli. I sensori virtuali sviluppati all’interno di questa attività di tesi riguardano il 
calcolo degli angoli di incidenza e di derapata di un velivolo con Flight Control 
System di tipo Fly-By-Wire a partire dalle misure dei sensori inerziali. Le metodologie 
di calcolo sviluppate si basano su reti neurali di tipo statico e di tipo dinamico e sono 
alternative a quelle elaborate in una precedente attività di tesi svolta presso il 
Dipartimento di Ingegneria Aerospaziale e basate su tecniche classiche di 
identificazione di sistema. 
 
L’impiego di reti neurali statiche ha portato, per quanto riguarda il calcolo 
dell’angolo di derapata, a risultati molto buoni e, talvolta, migliori di quelli ottenuti 
con il metodo classico di identificazione di sistema. 
Per quanto riguarda il calcolo dell’angolo di incidenza, le tecniche classiche di 
identificazione hanno, invece, fornito risultati migliori di quelli ottenuti con le reti 
neurali statiche, che, comunque, danno stime sempre accettabili nell’ottica di un loro 
impiego per la realizzazione di sensori virtuali per il monitoraggio delle sonde del 
sistema Dati Aria. 
Punto di forza delle reti neurali statiche, che le rende estremamente interessanti, è la 
semplicità con cui esse possono essere calibrate, basandosi su un approccio diverso 
da quello, molto complesso, delle tecniche classiche di identificazione di sistema. 
Queste ultime richiedono una lunga analisi del database di riferimento, costituito da 
alcune prove di volo, per poter individuare le fasi idonee al processo di 
identificazione. L’uso delle reti neurali statiche è più semplice in quanto si 
considerano indistintamente tutti i dati delle prove di volo a disposizione, 
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considerandoli senza alcuna connotazione temporale. L’insieme di allenamento viene 
ottenuto estraendo da questi dati, in modo casuale, un opportuno numero di punti, con 
la sola accortezza di estrarre anche quelli di confine, dato che le reti neurali non 
possono essere utilizzate in estrapolazione. Le reti neurali statiche permettono, 
quindi, a differenza delle tecniche classiche di identificazione, di rendere semi-
automatico il procedimento di calibrazione e sono facilmente riconfigurabili in 
presenza di dati provenienti da nuove prove di volo. In questa eventualità è sufficiente 
aggiungere i nuovi dati al database precedente e ripetere il processo di estrazione dal 
database e l’allenamento della rete. 
 
L’impiego di reti neurali dinamiche ha fornito ottimi risultati per il calcolo 
dell’angolo di derapata, migliori di quelli delle reti neurali statiche e di quelli delle 
tecniche classiche di identificazione di sistema. 
Per quanto riguarda il calcolo dell’angolo di incidenza, si sono raggiunti risultati 
analoghi a quelli ottenuti con le reti neurali statiche e migliori di questi in quelle fasi 
di volo caratterizzate da una elevata componente dinamica. Sono, però, le tecniche 
classiche di identificazione quelle che permettono la stima migliore dell’angolo di 
incidenza. 
Apparentemente, dunque, le metodologie sviluppate nell’ambito di questa tesi non 
hanno portato a miglioramenti nel calcolo dell’angolo di incidenza, tuttavia per 
addestrare le reti neurali dinamiche si è considerato un numero esiguo di fasi di 
manovra, ottenendo già risultati interessanti e risposte stabili. La determinazione 
dell’insieme di allenamento delle reti dinamiche si basa su un approccio simile a 
quello utilizzato per l’identificazione di sistema tramite tecniche classiche. Tali reti, 
quindi, non hanno il vantaggio della semplicità di calibrazione come quelle statiche. 
E’, infatti, necessaria un’analisi delle fasi di volo del database di riferimento per 
individuare quelle con maggiore significato dinamico e che possono, così, fornire alla 
rete maggiori informazioni. Per le reti dinamiche, però, il procedimento è 
notevolmente più semplice di quello richiesto dalle tecniche classiche, dal momento 
che si richiede un numero molto più basso di fasi. Questo è dovuto al fatto che la 
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determinazione dei parametri delle reti dinamiche avviene con un processo più 
raffinato di quello visto per le tecniche classiche di identificazione di sistema.  
Va considerato che i risultati ottenuti con le reti neurali dinamiche non devono essere 
considerati definitivi, in quanto, in questo lavoro, è stato eseguito soltanto uno studio 
preliminare con tale tipo di reti. In particolare si deve tenere presente che questa 
metodologia potrà portare a risultati migliori di quelli ottenibili con il metodo classico 
di identificazione quando verranno considerati angoli di incidenza elevati. I dati delle 
prove di volo ad oggi disponibili sono, infatti, limitati ad angoli di incidenza 
generalmente inferiori a 15°, mentre il velivolo considerato in questo studio può 
arrivare ad angoli di incidenza dell’ordine di 45°. Nel campo delle alte incidenze la 
curva CL-α è fortemente non lineare e non monotona. Il metodo classico di 
identificazione appare difficilmente estendibile a queste condizioni ed è probabile che 
le reti neurali possano dare risultati migliori. 
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