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Abstract
Let q be an odd prime power and p be an odd prime with gcdðp; qÞ ¼ 1: Let order of q
modulo p be f ; gcdðp1
f
; qÞ ¼ 1 and qf ¼ 1þ pl: Here expressions for all the primitive
idempotents in the ring Rpn ¼ GFðqÞ½x=ðxpn  1Þ; for any positive integer n; are obtained in
terms of cyclotomic numbers, provided p does not divide l if nX2: The dimension, generating
polynomials and minimum distances of minimal cyclic codes of length pn over GFðqÞ are also
discussed.
r 2004 Elsevier Inc. All rights reserved.
Keywords: Cyclic codes; Cyclotomic cosets; Idempotents; Periods
1. Introduction
Let GFðqÞ be a ﬁeld of prime power order q; q odd. Let mX1 be an integer
with gcdðq; mÞ ¼ 1: Let Rm ¼ GFðqÞ½x=ðxm  1Þ: A cyclic code of length m over
GFðqÞ is an ideal in the ring Rm: The set f0; 1;y; m  1g is divided into disjoint
cyclotomic cosets Cs; 0pspm  1; given by Cs ¼ fs; sq; sq2;y; sqms1g modulo m;
where ms is the smallest positive integer such that sq
ms  s ðmod mÞ: If a denotes a
primitive mth root of unity in some extension ﬁeld of GFðqÞ; then the polynomial
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MðsÞðxÞ ¼QiACs ðx  aiÞ is the minimal polynomial of as over GFðqÞ and the ideal
Ms generated by
xm1
MðsÞðxÞ is a minimal ideal in Rm (For reference see [12] and Chapter 8
of [8]). Every cyclic code of length m over GFðqÞ has a unique generator eðxÞ which is
also an idempotent, i.e. ðeðxÞÞ2 ¼ eðxÞ: The generator idempotent of the minimal
idealMs is called the primitive idempotent and is denoted by ysðxÞ: It is known that
ysðajÞ ¼
1 if jACs;
0 if jeCs:

ð1Þ
Any q-ary cyclic code of length m is a direct sum of the minimal ideals, generated by
the primitive idempotents in Rm: Thus the problem is to determine the primitive
idempotents.
Construction of binary idempotents from the cyclotomic cosets is easy. In general,
however, as stated by Pless [11, Section 3, p. 95], ‘‘we do not have much information
about the codes generated. Only in special situations do we know the dimension.’’
We consider non-binary cyclic codes only, i.e. we take q to be always odd. Berman
[1, p. 22] gave explicit expression (without proof) for all the primitive idempotents in
Rpn ; where p; q are odd primes and q a primitive root modulo p
n; Arora and Pruthi [9]
veriﬁed it. Pruthi and Arora [10] also obtained all the primitive idempotents in R2pn ;
where p is an odd prime and q a primitive root modulo 2pn:
In a previous paper [4], Bakshi and Raka have derived all the primitive
idempotents in the ring Rpnc; where p; c are distinct odd primes, q a primitive root
modulo pn and also modulo c; with gcdðfðpnÞ
2
; fðcÞ
2
Þ ¼ 1: Bakshi and Raka [3] obtained
all the primitive idempotents in R2m ; mX3; when q  3 or 5 ðmod 8Þ: Later the
conditions on q were dropped and for all odd prime power q; Bakshi et al. [2] derived
all the primitive idempotents in R2m ; mX3:
In this paper, we generalize the result of Berman [1]. We take q to be an odd
prime power, not necessarily a primitive root mod pn; where p is an odd prime,
gcdðp; qÞ ¼ 1: Let order of q modulo p be f and qf ¼ 1þ pl: Further suppose that p
does not divide l; if nX2: Let gcdðe; qÞ ¼ 1; where p ¼ 1þ ef : We give an algorithm
to determine all the primitive idempotents in the ring Rpn ¼ GFðqÞ½x=ðxpn  1Þ;
some of whose coefﬁcients are eigenvalues of a special matrix A (see Theorem 3,
Section 4). When q is a primitive root mod pn; then f ¼ p  1 and the result of
Berman [1] follows as a corollary (see Corollary 2). In Corollary 3, we obtain all the
primitive idempotents when e ¼ 2: The primitive idempotents of the quadratic
residue codes mod p (see [8, Theorem 4, Chapter 16]) follow as a special case from
Corollary 3. In Section 2, we obtain all the cyclotomic cosets modulo pn (see
Theorem 1). In Section 3, cyclotomic numbers and periods are deﬁned and it is
proved that the periods are eigenvalues of a special matrixA; occurring in a speciﬁc
order (see Theorem 2). We also discuss, in Section 5, the dimension, generating
polynomials and minimum distances of minimal cyclic codes of length pn: In Section
6, we give examples of all the ternary minimal cyclic codes of length 23 (here e ¼ 2)
and all the ternary and 5-ary minimal cyclic codes of length 13 (here e ¼ 4 and 3,
respectively).
ARTICLE IN PRESS
A. Sharma et al. / Finite Fields and Their Applications 10 (2004) 653–673654
In another paper, we will generalize the result of Pruthi and Arora [10] and derive
all the primitive idempotents in the ring R2pn ; where q is any odd prime power, not
necessarily a primitive root mod 2pn; p being an odd prime.
2. Cyclotomic cosets modulo pn
Throughout this paper, we assume that p is an odd prime, n is a positive integer, q
is an odd prime power, gcdðp; qÞ ¼ 1: Let order of q modulo p be f ¼ p1
e
; where e is a
positive integer and let qf ¼ 1þ pl: Further suppose that p does not divide l; if nX2:
Let OmðqÞ denote the order of q modulo m: With these assumptions, we have
Lemma 1. OpnðqÞ ¼ fpn1 for all nX1:
Proof. First note that for any integer rX1;
qfp
r ¼ 1þ prþ1lr; ð2Þ
where p does not divide lr: Let OpnðqÞ ¼ tn: Since from (2), for r ¼ n  1; we have
qfp
n1  1 ðmod pnÞ; so tn divides fpn1: Also qtn  1 ðmod pÞ and OpðqÞ ¼ f ;
therefore f divides tn: Let tn ¼ fpu for some u; 0pupn  1: Now qtn ¼ qfpu ¼
1þ puþ1lu  1 ðmod pnÞ which gives puþ1  0 ðmod pnÞ as p does not divide lu
which implies npðu þ 1Þ: Hence u ¼ n  1 and so tn ¼ fpn1: &
Lemma 2. Let g be a primitive root mod p such that gcdðgp11
p
; pÞ ¼ 1; then g is a
primitive root mod pn also for all integers nX1:
Proof. Let gp1 ¼ 1þ pm; where p does not divide m: Then working as in Lemma 1
with q replaced by g and with f ¼ p  1; we ﬁnd that OpnðgÞ ¼ fðpnÞ for all nX1: So
g is a primitive root mod pn for all nX1: &
Remark 1. On replacing g by g þ p (if necessary), we can always ensure that
gcdðgp11
p
; pÞ ¼ 1; so that there always exists a g; which is a primitive root mod pn;
for all nX1:
Theorem 1. For each integer nX1; there are ðen þ 1Þ distinct q-cyclotomic cosets
mod pn; given by
C0 ¼ f0g;
Cp jgk ¼ fp jgk; p jgkq; p jgkq2;y; p jgkqfp
nj11g;
for 0pjpn  1 and 0pkpe  1; where g is a primitive root mod pn:
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Proof. The cosets Cp jgk ; 0pjpn  1 and 0pkpe  1 are distinct mod pn: For if
there exists some j; j0; k; k0; u; u0 with 0pjpj0pn  1; 0pk; k0pe  1 and
0pupfpnj1  1; 0pu0pfpnj01  1 such that
p jgkqu  p j0gk0qu0 ðmod pnÞ;
then
p j
0jgk
0kqu
0u  1 ðmod pnjÞ:
As p j
0j divides pnj ; we must have p j
0jj1 which is possible if and only if j ¼ j0:
Therefore gk
0kqu
0u  1 ðmod pnjÞ; which implies
gðk
0kÞðfpnj1Þqðu
0uÞðfpnj1Þ  1 ðmod pnjÞ:
By Lemma 1, Opnj ðqÞ ¼ fpnj1; so we get
gðk
0kÞfpnj1  1 ðmod pnjÞ:
But g is a primitive root mod pnj; so e must divide k0  k: Also 0pjk0  kjpe  1;
so we must have k0 ¼ k: Thus qu0u  1 ðmod pnjÞ which implies that fpnj1 divides
u  u0: But 0pju  u0jpfpnj1  1; so we must have u0 ¼ u: Hence all these
cyclotomic cosets are disjoint mod pn: Further these are all the cyclotomic cosets as
jC0j þ
Xn1
j¼0
Xe1
k¼0
jCp jgk j ¼ 1þ
Xn1
j¼0
Xe1
k¼0
fpnj1 ¼ 1þ
Xn1
j¼0
fðpnjÞ ¼ pn: &
Remark 2.
1. If f is even, then 1  q
pn1f
2 ðmod pnÞ: So 1AC1:
2. If f is odd, there exist some u; 0puppn1f  1; such that ge2qu  1 ðmod pnÞ:
So 1AC
g
e
2
:
3. Cyclotomic numbers and periods
For the deﬁnition of cyclotomic numbers and some results involving these, we
refer to the Part 1 of [13]. Let g be a primitive root mod p (p an odd prime) and
p ¼ 1þ ef : The Reduced Residue System (RRS) mod p given by f1; g; g2;y; gp2g is
divided into e disjoint classes Cˆi; for i ¼ 0; 1; 2;y; e  1; where
Cˆi ¼ fgesþi : s ¼ 0; 1; 2;y; f  1g:
Clearly Cˆi ¼ Cˆiþme for any integer m: As the odd prime power q has order f ¼
p1
e
modulo p; q is an eth power residue mod p: Therefore q  ges ðmod pÞ for some s;
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0pspf  1: Thus the class Cˆi is equal to fgi; giq; giq2;y; giqf1gmodulo p; for each
i; 0pipe  1: If n ¼ 1; the class Cˆi is same as Cgi ; deﬁned earlier.
Deﬁnition 1. For ﬁxed i and j; 0pipe  1; 0pjpe  1; the cyclotomic number Aij is
deﬁned to be the number of solutions of the equation
zi þ 1 ¼ zj; where ziACˆi; zjACˆj ;
i.e. Aij is the number of ordered pairs ðs; tÞ; such that
gesþi þ 1 ¼ getþj; 0ps; tpf  1:
Deﬁnition 2. The cyclotomic matrix is the e  e matrixN whose ði; jÞth entry is the
cyclotomic number Aij:
Lemmas 3–6, stated below, follow from Lemmas 3,6,7,19 and 190 of [13, Part I].
Lemma 3.
(a) For any integers m and n; Aij ¼ AðiþmeÞðjþneÞ:
(b) Aij ¼ AðeiÞðjiÞ:
(c)
Aij ¼
Aji if f is even;
Aðjþe
2
Þðiþe
2
Þ if f is odd:
(
(d) Pe1
j¼0 Aij ¼ f  ni; where ni ¼
1 if f is even and i ¼ 0;
1 if f is odd and i ¼ e
2
;
0 otherwise:
8<
:
(e) Pe1
i¼0 Aij ¼ f  mj; where mj ¼
1 if j ¼ 0
0 otherwise:

Lemma 4. When e ¼ 2; the cyclotomic matrix N is given by
(i)
N ¼
f  2
2
f
2
f
2
f
2
2
64
3
75 if f is even;
(ii)
N ¼
f  1
2
f þ 1
2
f  1
2
f  1
2
2
64
3
75 if f is odd:
Lemma 5. When e ¼ 3; the cyclotomic matrix N is given by
N ¼
A B C
B C D
C D B
2
64
3
75;
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together with the relations
9A ¼ p  8þ c;
18B ¼ 2p  4 c  9d;
18C ¼ 2p  4 c þ 9d;
9D ¼ p þ 1þ c;
where 4p  c2 þ 27d2ðmod q) with c  1ðmod 3Þ:
Lemma 6.
(i) When e ¼ 4 and f is odd, the cyclotomic matrix N is given by
N ¼
A B C D
E E D B
A E A E
E D B E
2
6664
3
7775;
together with the relations
16A ¼ p  7þ 2s;
16B ¼ p þ 1þ 2s  8t;
16C ¼ p þ 1 6s;
16D ¼ p þ 1þ 2s þ 8t;
16E ¼ p  3 2s:
(ii) If e ¼ 4 and f is even, the cyclotomic matrix N is given by
N ¼
A B C D
B D E E
C E C E
D E E B
2
6664
3
7775;
together with the relations
16A ¼ p  11 6s;
16B ¼ p  3þ 2s þ 8t;
16C ¼ p  3þ 2s;
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16D ¼ p  3þ 2s  8t;
16E ¼ p þ 1 2s;
where p  s2 þ 4t2ðmod qÞ; s  1ðmod 4Þ is the proper representation of p if p 
1ðmod 4Þ: (A representation p ¼ x2 þ dy2 is said to be proper if gcdðp; xÞ ¼ 1Þ:
Remark 3.
(i) The sign of d in Lemma 5 and the sign of t in Lemma 6 are also uniquely
determined. For this, see Katre and Rajwade [6,7].
(ii) The cyclotomic numbers are known for all values of e in terms of Jacobi sums.
For reference see Katre [5] and Paul Van Wamelen [14].
Deﬁnition 3. For 0pkpe  1; the period Zk is deﬁned as
Zk ¼
Xf1
t¼0
bg
kqt ¼
Xf1
t¼0
bg
etþk ¼
X
jACˆk
b j ; ð3Þ
where b is a primitive pth root of unity in some extension ﬁeld of GFðqÞ:
The periods deﬁned above are similar to the periods deﬁned in [13, p. 38] with
a ¼ 1 except that our b is not a complex primitive pth root of unity, it is a primitive
pth root of unity in GFðq f Þ:
The following result holds true for this b also; for a proof see Corollary to
Lemmas 8 and 9 of [13, pp. 38–40].
Lemma 7.
(i) Zk ¼ Zkþme for any integer m:
(ii)
Pe1
k¼0 Zk ¼ 1:
(iii) ZiZiþk ¼
Pe1
h¼0 AkhZiþh þ f nk:
(iv)
Pe1
j¼0 ZjZjþk ¼ pnk  f ; 0pkpe  1;
where nk is as defined in Lemma 3.
Deﬁnition 4. Let X ¼ ðx0; x1; x2;y; xe1Þ be a vector over GFðqÞ: For 0pkpe  1;
we deﬁne skðXÞ as the kth cyclic shift of X i.e.
skðXÞ ¼ ðxk; xkþ1; xkþ2;y; xk1Þ:
Deﬁnition 5. Let B ¼ ðaijÞ; 0pipe  1; 0pjpe  1 be any e  e matrix over GFðqÞ:
Let X ¼ ðx0; x1; x2;y; xe1ÞT be an eigenvector of B; where ‘T ’ stands for the
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transpose of a matrix. We say that X has cyclic property if for each k; 0pkpe  1;
skðXÞ is also an eigenvector of B:
Let A denote the e  e matrix given by
A00  f A01  f A02  f ? A0ðe1Þ  f
A10 A11 A12 ? A1ðe1Þ
A20 A21 A22 ? A2ðe1Þ
? ? ? ? ?
Aðe1Þ0 Aðe1Þ1 Aðe1Þ2 ? Aðe1Þðe1Þ
2
6666664
3
7777775
if f is even
and is given by
A00 A01 A02 ? A0ðe1Þ
A10 A11 A12 ? A1ðe1Þ
A20 A21 A22 ? A2ðe1Þ
? ? ? ? ?
Aðe2Þ0
 f Aðe2Þ1  f Aðe2Þ2  f ? Aðe2Þðe1Þ  f
? ? ? ? ?
Aðe1Þ0 Aðe1Þ1 Aðe1Þ2 ? Aðe1Þðe1Þ
2
666666666664
3
777777777775
if f is odd;
where Aij ’s are the cyclotomic numbers deﬁned in Deﬁnition 1. The matrix A is
obtained from the matrixN by subtracting f from the ﬁrst row, if f is even and from
the ðe
2
þ 1Þth row, if f is odd.
Theorem 2. Let gcdðe; qÞ ¼ 1:
(i) The period Zi is an eigenvalue of the matrix.A with Pi ¼ ðZi; Ziþ1; Ziþ2;y; Zi1ÞT
as a corresponding eigenvector with first entry Zi; for each i; 0pipe  1:
(Thus the eigenvector Pi; for each i; has the cyclic property.)
(ii) The matrix P ¼ ðP0 P1 P2?Pe1Þ having the eigenvector Pi as its ði þ 1Þth
column is nonsingular, so that Z0; Z1; Z2; y; Ze1 are all the eigenvalues of A;
counted with multiplicity.
(iii) If X ¼ ðr0; r1; r2;y; re1ÞT is another eigenvector of A with cyclic property,
then X ¼ aPj for some j; 0pjpe  1 and for some scalar aAGFðqÞ:
In addition, if
Pe1
i¼0 ri ¼ 1; then X ¼ Pj for some j:
Proof. (i) We prove the result when f is even. The case when f is odd, being similar,
is left to the reader. By Lemma 7(iii), for any i; 0pipe  1; we have
Z2i ¼ A00Zi þ A01Ziþ1 þ A02Ziþ2 þ?þ A0ðe1ÞZi1 þ f
ZiZiþ1 ¼ A10Zi þ A11Ziþ1 þ A12Ziþ2 þ?þ A1ðe1ÞZi1
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ZiZiþ2 ¼ A20Zi þ A21Ziþ1 þ A22Ziþ2 þ?þ A2ðe1ÞZi1
? ?
ZiZiþe1 ¼ Aðe1Þ0Zi þ Aðe1Þ1Ziþ1 þ Aðe1Þ2Ziþ2 þ?þ Aðe1Þðe1ÞZi1:
Using f ¼ f ðZ0 þ Z1 þ Z2 þ?þ Ze1Þ; Ziþe1 ¼ Zi1 and rewriting, we get
ðA00  f  ZiÞZi þ ðA01  f ÞZiþ1 þ A02Ziþ2 þ?þ ðA0ðe1Þ  f ÞZi1 ¼ 0
A10Zi þ ðA11  ZiÞZiþ1 þ A12Ziþ2 þ? ?þ A1ðe1ÞZi1 ¼ 0
A20Zi þ A21Ziþ1 þ ðA22  ZiÞZiþ2 þ? ?þ A2ðe1ÞZi1 ¼ 0
? ? ?
Aðe1Þ0Zi þ Aðe1Þ1Ziþ1 þ Aðe1Þ2Ziþ2 þ?þ ðAðe1Þðe1Þ  ZiÞZi1 ¼ 0;
i.e.
ðA ZiIÞ
Zi
Ziþ1
Ziþ2
?
?
Zi1
0
BBBBBBBB@
1
CCCCCCCCA
¼ 0:
Since Pi ¼ ðZi; Ziþ1; Ziþ2;y; Zi1ÞT is a nonzero vector (because the sumPe1
i¼0 Zi ¼ 1), we see that Zi is an eigenvalue of A with Pi as a corresponding
eigenvector.
(ii) To show that P is nonsingular, it is enough to show that the matrix
M ¼
Z0 Z1 Z2 ? Ze1
Ze1 Z0 Z1 ? Ze2
Ze2 Ze1 Z0 ? Ze3
? ? ? ? ?
Z1 Z2 Z3 ? Z0
2
6666664
3
7777775
is nonsingular, as M is obtained from P by interchange of rows. Let
V ¼
1 1 1 ? 1
1 z z2 ? ze1
1 z2 z4 ? z2ðe1Þ
? ? ? ? ?
1 ze1 z2ðe1Þ ? zðe1Þðe1Þ
2
6666664
3
7777775
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be the Vandermonde matrix, where z is a primitive eth root of unity in an extension
ﬁeld of GFðqÞ: Then it is easy to see that
V1MV ¼ diagðFð1Þ; FðzÞ; Fðz2Þ;y; Fðze1ÞÞ;
where FðxÞ ¼ Z0 þ Z1x þ Z2x2 þ?þ Ze1xe1: Also
FðzmÞFðzmÞ ¼
Xe1
j¼0
zmjZj
 ! Xe1
k¼0
zmkZk
 !
¼
Xe1
j¼0
zmjZj
 ! Xe1
k¼0
zmðkþjÞZkþj
 !
¼
Xe1
k¼0
zmk
Xe1
j¼0
ZjZjþk ¼
Xe1
k¼0
zmkðpnk  f Þ ðby Lemma 7ðivÞÞ
¼ p
Xe1
k¼0
zmknk ¼
p if f is even;
pzm
e
2 if f is odd:
(
Therefore FðzmÞa0; for any m; which gives det M ¼ Fð1ÞFðzÞFðz2Þ?Fðze1Þa0:
So M and hence P is nonsingular.
Now since APi ¼ ZiPi; we have AP ¼ diagðZ0; Z1; Z2;y; Ze1ÞP; i.e.
P1AP ¼ diagðZ0; Z1; Z2;y; Ze1Þ:
Similar matrices have the same eigenvalues, so Zi; 0pipe  1 are all the eigenvalues
of A:
(iii) Suppose X corresponds to the eigenvalue Zk; therefore XAWk where Wk is the
eigenspace of Zk: Suppose Wk is generated by eigenvectors Pk1 ; Pk2 ;y; Pkc
corresponding to eigenvalues Zk1 ¼ Zk2 ¼ Zk3 ¼? ¼ Zkc : Let
X ¼ a1Pk1 þ a2Pk2 þ?þ acPkc ; ð4Þ
where aiAGFðqÞ:
We assert that exactly one of a0is is non-zero. For this, we will show that for any
pair ðai; ajÞ; 1pi; jpc; iaj; at least one of ai; aj is zero by taking a suitable cyclic
shift of (4).
Without loss of generality, consider the pair ða1; a2Þ: Since Pk1 and Pk2 are distinct
vectors, there exists some t such that Zk1þtaZk2þt: Taking tth cyclic shift of (4), we
have
stðXÞ ¼ a1stðPk1Þ þ a2stðPk2Þ þ?þ acstðPkcÞ: ð5Þ
By parts (i) and (ii) of Theorem 2 and the given hypothesis, each of stðPkj Þ; 1pjpc;
and stðXÞ is also an eigenvector of the matrix A: Also stðPk1Þ and stðPk2Þ are in
different eigenspaces, say Wk1þt and Wk2þt; as they correspond to distinct
eigenvalues Zk1þt and Zk2þt: We group the vectors on the right hand side of (5)
according as they lie in Wk1þt or Wk2þt or in eigenspaces different from these two,
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to get
stðXÞ ¼ a1stðPk1Þ þ
X
i
aistðPkiÞ
 !
þ a2stðPk2Þ þ
X
j
ajstðPkj Þ
 !
þ
X
r
arstðPkrÞ
 !
:
Now the eigenvectors stðPki Þ; 1pipc are linearly independent. So, we must have
a2 ¼ 0 if stðX ÞAWk1þt; a1 ¼ 0 if stðXÞAWk2þt; a1 ¼ a2 ¼ 0 if stðX Þ is not in
Wk1þt,Wk2þt: This proves our assertion for the pair ða1; a2Þ: Hence we must have
X ¼ ajPkj for some j; 1pjpc: Further if
Pe1
i¼0 ri ¼ 1; then we must have aj ¼ 1 asPe1
i¼0 Zi ¼ 1: &
Corollary 1. For each j; 0pjpe  1; let wj be the character defined on a group of
reduced residue classes mod p; by
wjðgesþiÞ ¼ zij for 0pipe  1; 0pspf  1;
where z is a primitive eth root of unity in an extension field of GFðqÞ: Then the
Gaussian sums tðwjÞ (having values in a finite field) for 0pjpe  1 defined as
tðwjÞ ¼
X
xARRS mod p
wjðxÞbx ¼
Xe1
i¼0
Xf1
s¼0
wjðgesþiÞbg
esþi ¼
Xe1
i¼0
zij
Xf1
s¼0
bg
esþi
¼
Xe1
i¼0
zijZi ¼ Z0 þ Z1zj þ Z2z2j þ Ze1zðe1Þj ¼ FðzjÞ
can be evaluated once the values of the periods Z0; Z1;y; Ze1 are determined by
Theorem 2.
Lemma 8.
(i) If e ¼ 1; the only eigenvalue Z0 ¼ 1:
(ii) If e ¼ 2; we can take Z0 ¼ 1þd2 ; Z1 ¼ 1d2 ; where dAGFðqÞ is given by
d2 ¼ p if p  1 ðmod 4Þ;p if p  3 ðmod 4Þ:

(iii) If e ¼ 3; the characteristic equation of the matrix A is given by
x3 þ x2  p  1
3
 
x  pðc þ 3Þ  1
27
 
¼ 0;
where c is as defined in Lemma 5.
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(iv) If e ¼ 4; the characteristic equation of the matrix A is given by
x4 þ x3  3 p  1
8
 
x2 þ 1 3p þ 2ps
16
 
x þ 1 6p þ 8ps  4ps
2 þ p2
256
 
¼ 0;
if f is even and by
x4 þ x3 þ p þ 3
8
 
x2 þ 1þ p þ 2ps
16
 
x þ 1þ 2p þ 8ps  4ps
2 þ 9p2
256
 
¼ 0;
if f is odd; where s is as defined in Lemma 6.
Proof.
(i) This is trivial because A00 ¼ p  2 ¼ f  1 and A ¼ ðA00  f Þ ¼ ð1Þ:
(ii) By Lemma 4, the characteristic equation of the matrix A is
x2 þ x  p  1
4
 
¼ 0 if p  1 ðmod 4Þ;
x2 þ x þ p þ 1
4
 
¼ 0 if p  3 ðmod 4Þ:
Solving this, we can take Z0 ¼ 1þd2 ; Z1 ¼ 1d2 ; where d2 ¼ p if p  1 ðmod 4Þ; and
d2 ¼ p if p  3 ðmod 4Þ:
Using Lemmas 5 and 6 and the deﬁnition of the matrix A; (iii) and (iv) are
obtained after a simple calculation (with the help of Maple8). &
4. Primitive idempotents in the ring Rpn
Let a be a primitive ðpnÞth root of unity in the extension ﬁeld GFðqpn1f Þ of GFðqÞ:
For a ﬁxed s; deﬁne the polynomial
OsðxÞ ¼
X
jAC
pns1
xj:
4.1. An algorithm to compute primitive idempotents in the ring Rpn
Step I: Find a primitive root g mod p such that gcdðgp11
p
; pÞ ¼ 1:
Step II: Evaluate all the e2 cyclotomic numbers Aij ; 0pi; jpe  1:
Step III: Find all the eigenvalues of matrix A:
Step IV: Fix an eigenvalue r0 of A: Corresponding to r0; ﬁnd an eigenvector
P0 ¼ ðr0; r1; r2;y; re1Þ; whose ﬁrst entry is r0 and other entries ri; for 1pipe  1;
are the remaining eigenvalues of A with
Pe1
i¼0 ri ¼ 1 and P0 having cyclic
property. (Such a P0 exists uniquely by Theorem 2).
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Step V: Compute the following polynomials over GFðqÞ; for 0pjpn  1;
y0ðxÞ ¼ 1
pn
ð1þ x þ x2 þ x3 þ?þ xpn1Þ;
ypj ðxÞ ¼
f
pjþ1
Xpn1
i¼0
pnj ji
xi þ 1
pjþ1
fr0OjðxÞ þ r1OjðxgÞ þ?þ re1Ojðxg
e1Þg;
ygpj ðxÞ ¼
f
pjþ1
Xpn1
i¼0
pnj ji
xi þ 1
pjþ1
fr1OjðxÞ þ r2OjðxgÞ þ?þ r0Ojðxg
e1Þg;
? ? ?
ypjge1ðxÞ ¼
f
pjþ1
Xpn1
i¼0
pnj ji
xi þ 1
pjþ1
fre1OjðxÞ þ r0OjðxgÞ þ?þ re2Ojðxg
e1Þg:
Theorem 3. Let p be an odd prime and q be an odd prime power, with gcdðp; qÞ ¼ 1:
Let order of q modulo p be f and qf ¼ 1þ pl: Further suppose that p does not divide l;
if nX2: Let gcdðe; qÞ ¼ 1; where p ¼ 1þ ef : Then we can choose a; a primitive ðpnÞth
root of unity, suitably, so that Step V of the above Algorithm gives all the ðen þ 1Þ
primitive idempotents in Rpn :
To prove the Theorem, we need the following results:
Lemma 9. If a is a primitive ðpnÞth root of unity, the primitive idempotent ysðxÞ
corresponding to the cyclotomic coset Cs; is given by
ysðxÞ ¼
Xpn1
i¼0
eðsÞi x
i; where eðsÞi ¼
1
pn
X
jACs
aij:
This is Theorem 6, Chapter 8 of [8] generalized to nonbinary case.
Lemma 10. Let gcdða; pÞ ¼ 1; p ¼ 1þ ef :
(i) For any integer kX1; a is an eth power residue mod pk if and only if
afp
k1  1 ðmod pkÞ:
(ii) If a is an eth power residue mod p; then a þ mp; for any m; is an eth power residue
mod pk; for all kX1:
(iii) The set
S ¼ a þ mp : a runs over eth power residues mod p;
m runs over Complete Residue System ðCRSÞ mod pk1
 
consists of
all the fpk1 incongruent eth power residues mod pk:
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Proof. (i) Write a  gs ðmod pkÞ and x  gt ðmod pkÞ: Then xe  a ðmod pkÞ has a
solution in x if and only if gte  gs ðmod pkÞ has a solution in t: As g is a primitive
root mod pk; this is so if and only if te  s ðmod fðpkÞÞ has a solution in t i.e. if and
only if gcdðe;fðpkÞÞ ¼ e divides s: If s ¼ er for some r; this is so if and only if
afp
k1  gefrpk1  1 ðmod pkÞ:
(ii) Write af ¼ 1þ pt for some t: Then
ða þ mpÞfpk1  afpk1  ð1þ ptÞpk1  1 ðmod pkÞ
and the result follows by Case(i).
(iii) It is obvious as a þ m1p  a þ m2p ðmod pkÞ iff m1  m2 ðmod pk1Þ and there
are exactly f incongruent eth power residues mod p: &
Lemma 11. Let g be a primitive ðpkÞth root of unity with kX2: Then the sums
Si ¼ ggi þ ggiq þ ggiq2 þ?þ ggiqfp
k11
have value equal to zero for every i; 0pipe  1:
Proof. Since, for every j; ðqjÞf  1 ðmod pÞ; qj is an eth power residue mod p and
hence, by Lemma 10(ii), an eth power residue mod pk: So the set
f1; q; q2;y; qfpk11g consists of eth power residues mod pk: Their number being
exactly fpk1; we see, using Lemma 10(iii), that modulo pk
f1; q; q2;y; qfpk11g ¼ S ¼ a þ mp : a runs over eth power residues mod p;
m runs over CRS mod pk1:
 
Therefore
Si ¼
Xfpk11
j¼0
gg
iqj ¼
X
a
X
m
gg
iðaþmpÞ ¼
X
a
gg
ia
X
m
xm; ð6Þ
where x ¼ ggip is a primitive ðpk1Þth root of unity; a runs over eth power
residues mod p and m runs over CRS mod pk1: As kX2; xa1; xp
k1 ¼ 1; so
we get
X
m
xm ¼ 1þ xþ x2 þ?þ xpk11 ¼ x
pk1  1
x 1 ¼ 0:
Hence, from (6), we get that Si ¼ 0; for each i; 0pipe  1: &
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Proof of Theorem 3. By Lemma 9,
y0ðxÞ ¼
Xpn1
i¼0
eð0Þi x
i; where eð0Þi ¼
1
pn
X
hAC0
aih ¼ 1
pn
;
for every i; as C0 ¼ f0g: Thus
y0ðxÞ ¼ 1
pn
ð1þ x þ x2 þ x3 þ?þ xpn1Þ:
For any j; 0pjpn  1; we have, by Lemma 9,
ypj ðxÞ ¼
Xpn1
i¼0
eðp
jÞ
i x
i; where eðp
jÞ
i ¼
1
pn
X
hACpj
aih ¼ 1
pn
Xpnj1f1
h¼0
aip
jqh :
As the value of eðp
jÞ
i remains same for all i in a cyclotomic coset, we have
ypj ðxÞ ¼ eðp
jÞ
0 þ
Xe1
r¼0
Xn1
s¼0
eðp
jÞ
grps
X
iACgrps
xi:
Now
eðp
jÞ
0 ¼
1
pn
Xpnj1f1
h¼0
a0p
jqh ¼ f
pjþ1
:
If sXn  j;
eðp
jÞ
grps ¼
1
pn
Xpnj1f1
h¼0
ag
rpsþj qh ¼ f
pjþ1
:
If 0pspn  j  1; then
eðp
jÞ
grps ¼
1
pn
Xpnj1f1
h¼0
gg
rqh ; ð7Þ
where g ¼ apsþj is a primitive ðpnsjÞth root of unity.
Now gg
rqh ¼ ggrqh0 if and only if qh  qh0 ðmod pnsjÞ if and only if h 
h0 ðmod fpnsj1Þ because Opnsj ðqÞ ¼ fpnsj1:
Thus from (7), we get
eðp
jÞ
grps ¼
1
pn
pnj1
pnsj1
Xpnjs1f1
h¼0
gg
rqh : ð8Þ
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If k ¼ n  s  jX2 i.e. if 0pspn  j  2; then the sum on the right hand side of (8) is
Sr; which is zero by Lemma 11.
If s ¼ n  j  1; by (8), we have
eðp
jÞ
grpnj1 ¼
1
pjþ1
Xf1
h¼0
bg
rqh ¼ 1
pjþ1
Zr;
where b ¼ g ¼ apn1 is a primitive pth root of unity and Zr is the period as deﬁned in
Section 3. We choose a and hence b suitably to have Zr ¼ rr: Therefore
ypj ðxÞ ¼
f
pjþ1
þ f
pjþ1
Xe1
r¼0
Xn1
s¼nj
X
iACgrps
xi þ 1
pjþ1
Xe1
r¼0
rr
X
iAC
grpnj1
xi
¼ f
pjþ1
Xpn1
i¼0
pnj ji
xi þ 1
pjþ1
fr0OjðxÞ þ r1OjðxgÞ þ?þ re1Ojðxg
e1Þg;
as stated in the Theorem. Further since
ygkpj ðxÞ ¼ ypj ðxg
kÞ;
we get
ygkpj ðxÞ ¼
f
pjþ1
Xpn1
i¼0
pnj ji
xi þ 1
p jþ1
frkOjðxÞ þ rkþ1OjðxgÞ þ?þ rk1Ojðxg
e1Þg:
This proves the theorem. &
Corollary 2. Let p be an odd prime, q an odd prime power such that q is a primitive root
mod pn; nX1 an integer. Then there are ðn þ 1Þ primitive idempotents in Rpn given by
y0ðxÞ ¼ 1
pn
f1þ x þ x2 þ?þ xpn1g;
ypj ðxÞ ¼
p  1
pjþ1
Xpn1
i¼0
pnj ji
xi  1
pjþ1
X
iAC
pnj1
xi;
for 0pjpn  1:
Corollary 3. If q is a quadratic residue modulo p; then for a suitable choice of a; all the
ð2n þ 1Þ primitive idempotents in Rpn are given by
y0ðxÞ ¼ 1
pn
f1þ x þ x2 þ?þ xpn1g;
ypj ¼
p  1
2pjþ1
Xpn1
i¼0
pnj ji
xi þ 1
pjþ1
1þ d
2
X
iAC
pnj1
xi þ1 d
2
X
iAC
gpnj1
xi
8<
:
9=
;;
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ygpj ¼
p  1
2pjþ1
Xpn1
i¼0
pnj ji
xi þ 1
pjþ1
1 d
2
X
iAC
pnj1
xi þ1þ d
2
X
iAC
gpnj1
xi
8<
:
9=
;;
for 0pjpn  1; where dAGFðqÞ is given by
d2 ¼ p if p  1ðmod 4Þ;p if p  3ðmod 4Þ:

Proof follows from Theorem 3 using Lemma 8(i) and (ii).
5. The dimension, generating polynomials and minimum distances of minimal codes of
length pn
The dimension of the minimal code Ms is the number of non-zeros of the
generating idempotent ysðxÞ; which is the cardinality of the cyclotomic coset Cs:
Lemma 12. If C is a cyclic code of length m generated by gðxÞ and is of minimum
distance d; then the code #C of length mk generated by gðxÞð1þ xm þ x2m þ?þ
xðk1ÞmÞ is a repetition code of C repeated k times and its minimum distance is dk:
Proof is trivial.
The generating polynomial of the code M0 is clearly
xp
n  1
x  1 ¼ 1þ x þ x
2 þ?þ xpn1
and its minimum distance is pn:
Let 0pjpn  1; j ﬁxed. We have
xp
n  1 ¼ ðxpnj  1Þð1þ xpnj þ x2pnj þ?þ xðpj1Þpnj Þ;
where
xp
nj  1 ¼ ðxpnj1  1Þð1þ xpnj1 þ x2pnj1 þ?þ xðp1Þpnj1Þ:
One notes that
Ye1
k¼0
Mðg
kpjÞðxÞ ¼ ð1þ xpnj1 þ x2pnj1 þ?þ xðp1Þpnj1Þ:
Let Cj be the code of length p
nj generated by gðxÞ ¼ xpnj1  1: Then by Lemma 12,
the code #Cj of length p
n generated by ðxpn  1Þ=Qe1k¼0 MðgkpjÞðxÞ is the repetition
code of Cj; repeated p
j times and its minimum distance is 2p j: The minimal cyclic
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code Mgkpj for any k; 0pkpe  1; being the subcode of #Cj ¼"e1k¼0Mgkpj ; has
minimum distance at least 2p j: Further, if f is odd, by Remark 1, 1AC
g
e
2
; so that
the minimal polynomial of ag
kþe
2p j is the reciprocal of the minimal polynomial of
ag
kpj : Therefore the generating polynomial ofM
g
kþe
2p j
is negative of reciprocal of the
generating polynomial of the Mgkpj and thus the minimum distance of the minimal
codes M
g
kþe
2pj
and Mgkpj is same, for 0pkpe2  1 and f odd.
6. Some examples of minimal ternary and 5-ary cyclic codes
Example 1. Let p ¼ 23; q ¼ 3: Since 311  1 ðmod 23Þ; but gcdð3111
23
; 23Þ ¼ 1; we
have e ¼ 2; f ¼ 11: Here g ¼ 5 is a primitive root mod 23. The 3-cyclotomic cosets
mod 23 are
C0 ¼ f0g;
C1 ¼ f1; 2; 3; 4; 6; 8; 9; 12; 13; 16; 18g;
C5 ¼ f5; 7; 10; 11; 14; 15; 17; 19; 20; 21; 22g:
Further d2  23 ðmod 3Þ gives d ¼ 1 or 1; so that, by Lemma 9(ii), we can take
Z0 ¼ 1þd2 ¼ 0; Z1 ¼ 1d2 ¼ 1:
Thus the three ternary primitive idempotents mod 23 are given by
y0ðxÞ ¼ 2ð1þ x þ x2 þ?þ x22Þ;
y1ðxÞ ¼ 1þ x5 þ x7 þ x10 þ x11 þ x14 þ x15 þ x17 þ x19 þ x20 þ x21 þ x22;
y5ðxÞ ¼ 1þ x þ x2 þ x3 þ x4 þ x6 þ x8 þ x9 þ x12 þ x13 þ x16 þ x18:
Further
x23  1 ¼ðx  1Þðx11  x8  x6 þ x4 þ x3  x2  x  1Þ
 ðx11 þ x10 þ x9  x8  x7 þ x5 þ x3  1Þ:
If we take Mð1ÞðxÞ ¼ ðx11  x8  x6 þ x4 þ x3  x2  x  1Þ then the minimal
ternary cyclic codes M0; M1; M5 of length 23 have the following parameters:
Code dimension minimum generating polynomial
distance
M0 1 23 ð1þ x þ x2 þ?þ x22Þ
M1 11 9 ðx12 þ x9 þ x7 þ x6  x5 þ x4  x3  x þ 1Þ
M5 11 9 ðx12  x11  x9 þ x8  x7 þ x6 þ x5 þ x3 þ 1Þ:
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Example 2. Let p ¼ 13; q ¼ 5: Since 54  1 ðmod 13Þ; but gcdð541
13
; 13Þ ¼ 1; we
have e ¼ 3; f ¼ 4: Here g ¼ 2 is a primitive root mod 13. The 5-cyclotomic cosets
mod 13 are
C0 ¼ f0g;
C1 ¼ f1; 5; 8; 12g;
C2 ¼ f2; 3; 10; 11g;
C4 ¼ f4; 6; 7; 9g;
where, by Lemma 9(iii), the characteristic equation of matrix
A ¼
4 3 2
1 2 1
2 1 1
2
64
3
75
is given by
x3 þ x2 þ x þ 1 ¼ 0;
so that eigenvalues of A are 2,3,4. Also ð2; 4; 3ÞT is an eigenvector correspond-
ing to the eigenvalue 2. Therefore by Corollary 1, we can take Z0 ¼ 2; Z1 ¼ 4;
Z2 ¼ 3:
Thus the four 5-ary primitive idempotents mod 13 are given by
y0ðxÞ ¼ 2ð1þ x þ x2 þ?þ x12Þ;
y1ðxÞ ¼ 3þ 4ðx þ x5 þ x8 þ x12Þ þ 3ðx2 þ x3 þ x10 þ x11Þ þ ðx4 þ x6 þ x7 þ x9Þ;
y2ðxÞ ¼ 3þ 3ðx þ x5 þ x8 þ x12Þ þ ðx2 þ x3 þ x10 þ x11Þ þ 4ðx4 þ x6 þ x7 þ x9Þ;
y4ðxÞ ¼ 3þ ðx þ x5 þ x8 þ x12Þ þ 4ðx2 þ x3 þ x10 þ x11Þ þ 3ðx4 þ x6 þ x7 þ x9Þ:
Further
x13  1 ¼ ðx  1Þðx4 þ x3  x2 þ x þ 1Þðx4 þ 2x3 þ x2 þ 2x þ 1Þðx4  2x3  2x þ 1Þ:
If we take Mð1ÞðxÞ ¼ ðx4 þ x3  x2 þ x þ 1Þ; we have Mð2ÞðxÞ ¼ ðx4 þ 2x3 þ x2 þ
2x þ 1Þ; and Mð4ÞðxÞ ¼ ðx4  2x3  2x þ 1Þ; then the minimal 5-ary cyclic codesM0;
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M1; M2; M4 of length 13 have the following parameters:
Code dimension minimum generating polynomial
distance
M0 1 13 ð1þ x þ x2 þ?þ x12Þ
M1 4 8 ðx9  x8 þ 2x7 þ x6 þ x5  x4  x3  2x2 þ x  1Þ
M2 4 8 ðx9  2x8  2x7  x6 þ 2x5  2x4þ
x3 þ 2x2 þ 2x  1Þ
M4 4 8 ðx9 þ 2x8  x7  2x5 þ 2x4 þ x2  2x  1Þ:
Example 3. Let p ¼ 13; q ¼ 3: Since 33  1ðmod 13Þ; but gcdð331
13
; 13Þ ¼ 1; therefore
we have e ¼ 4; f ¼ 3: Here g ¼ 2 is a primitive root mod 13. The ternary cyclotomic
cosets mod 13 are
C0 ¼ f0g;
C1 ¼ f1; 3; 9g;
C2 ¼ f2; 5; 6g;
C4 ¼ f4; 10; 12g;
C8 ¼ f7; 8; 11g;
where, by Lemma 8(iv), the characteristic equation of matrix
A ¼
0 1 2 0
1 1 0 1
3 2 3 2
1 0 1 1
2
6664
3
7775
is given by
x4 þ x3  x2  x ¼ 0;
so that eigenvalues of A are 0;1;1; 1: Also ð0;1;1; 1ÞT is an eigenvector
belonging to the eigenvalue 0. Therefore, by Corollary 1, we can take Z0 ¼ 0; Z1 ¼
1; Z2 ¼ 1; Z3 ¼ 1:
Thus the ﬁve ternary primitive idempotents mod 13 are given by
y0ðxÞ ¼ ð1þ x þ x2 þ?þ x12Þ;
y1ðxÞ ¼ ðx2 þ x5 þ x6Þ  ðx4 þ x10 þ x12Þ þ ðx8 þ x7 þ x11Þ;
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y2ðxÞ ¼ ðx þ x3 þ x9Þ þ ðx4 þ x10 þ x12Þ  ðx2 þ x5 þ x6Þ;
y4ðxÞ ¼ ðx þ x3 þ x9Þ þ ðx2 þ x5 þ x6Þ  ðx8 þ x7 þ x11Þ;
y8ðxÞ ¼ ðx þ x3 þ x9Þ  ðx4 þ x10 þ x12Þ  ðx8 þ x7 þ x11Þ:
Further
x13  1 ¼ ðx  1Þðx3  x  1Þðx3 þ x2  1Þðx3 þ x2 þ x  1Þðx3  x2  x  1Þ:
If we take Mð1ÞðxÞ ¼ ðx3  x  1Þ; we have Mð2ÞðxÞ ¼ ðx3 þ x2 þ x  1Þ; Mð4ÞðxÞ ¼
ðx3 þ x2  1Þ and Mð8ÞðxÞ ¼ ðx3  x2  x  1Þ; then the minimal ternary cyclic codes
M0; M1; M2; M4; M8 of length 13 have the following parameters:
Code dimension minimum generating polynomial
distance
M0 1 13 ð1þ x þ x2 þ?þ x12Þ
M1 3 9 ðx10 þ x8 þ x7 þ x6  x5  x4 þ x2  x þ 1Þ
M2 3 9 ðx10  x9  x7 þ x5 þ x4 þ x3  x2 þ x þ 1Þ
M4 3 9 ðx10  x9 þ x8  x6  x5 þ x4 þ x3 þ x2 þ 1Þ
M8 3 9 ðx10 þ x9  x8 þ x7 þ x6 þ x5  x3  x þ 1Þ:
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