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Abstract
The Circle of Willis (CoW) is a ring-like arterial structure forming the major anas-
tomotic connection between arterial supply systems in the brain, and is responsible
for the distribution of oxygenated blood throughout the cerebral mass. Among the
general population, only approximately 50% have a complete CoW, where absent
or hypoplastic vessels are common among a multitude of possible anatomical varia-
tions, reducing the degree to which blood may be rerouted. While an individual with
one of these variations may under normal circumstances suffer no ill effects, there
are certain pathological conditions which can present a risk to the person’s health
and increase the possibility of suffering an ischaemic stroke when compounded with
an anatomical variation. This body of work presents techniques for generating 3D
models of the cerebral vasculature using magnetic resonance imaging (MRI) and
performing computational fluid dynamics (CFD) simulations in order to simulate
the flow patterns throughout a circle of Willis. Incorporated with the simulations
is a mathematical model of the cerebral autoregulation mechanism, simulating the
ability of the smaller arteries and arterioles in the brain to either constrict or dilate
in response to alterations in cerebral blood flow, thereby altering the cerebrovas-
cular resistance of each major brain territory and regulating the amount of blood
flow within a physiological range of cerebral perfusion pressure. The CFD simu-
lations have the ability to predict the amount of collateral flow rerouted via the
communicating arteries in response to a stenosis or occlusion, and the major ob-
jective of this study has been the investigation of how anatomical variations of the
circle of Willis affect the capacity to provide this collateral flow. Initial work began
with the development of three idealized models of common anatomical variations,
created using computer aided design software (CAD) and based on the results of
MRI scans. The research then shifted to developing a technique whereby patient
specific models of the circle of Willis could be directly segmented from the MRI
data. As a result of this shift, an interactive GUI-based tool was developed for the
processing of the MRI datasets, allowing for rapid data enhancement and creation
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of a surface topology representing the arterial wall of the circle of Willis, suitable
for a CFD simulation. The results of both sets of simulations illustrate that there
exist a number of variables associated with a patients circle of Willis geometry, such
as cerebral blood flow and combinations and degrees of stenosis, implying that the
initial goal of drawing generalized conclusions was perhaps flawed. Instead, a crucial
outcome of this body of work is that the future research should be directed toward
extending the physiological complexity of both the geometry and the autoregulation
model, with the intention of a patient specific application rather than producing
large datasets with which to make broad generalizations.
Chapter 1
Anatomy
1.1 Introduction
The application of computational fluid dynamics (CFD) to the modelling of cerebral
hemodynamics requires some background into the anatomy, physiology and pathol-
ogy of the cerebral vasculature, before any modelling decisions are to be made. The
purpose of the first three chapters will be to provide this information, maintaining
these three distinctions relevant to cerebral hemodynamics. This chapter will begin
by introducing the arteries that deliver blood into the brain and the arteries which
distribute this blood throughout the cerebral territories, subsequently introducing
the structure of the circle of Willis. The presence of anastomotic connections (com-
munication between blood vessels by means of collateral channels) between certain
vascular beds will be addressed, followed by a review of studies investigating the
anatomical variability of the circle of Willis. Finally a basic outline of blood ves-
sel structure will be given, as it will integrate with a number of the physiological
processes outlined in Chapter 2.
Before proceeding, some anatomical terminology must be defined to aid in the
description of the cerebral vasculature, which will also be adopted throughout this
text. The terms left and right are used in their normal sense describing a structure
on the individuals left or right side. The terms inferior and superior are synonymous
with ‘lower’ and ‘higher’ respectively and would be used to describe structures when
the individual is standing upright in the anatomical position (Figure 1.1). The terms
anterior and posterior are synonymous with ‘before’ and ‘following’ respectively
and when in the anatomical context refer to the ‘front’ and ‘back’ of a person. An
transverse plane is parallel to the ground and divides the body into inferior and
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Figure 1.1: A description of terminology useful in describing structures within the body,
while an individual is in the anatomical position.
superior structures. A sagittal plane runs vertically through the body, dividing it
into left and right sides. If the sagittal plane runs through the midline then the
plane is a midsagittal plane. A coronal plane is normal to both the transverse
and sagittal planes and vertically through the body, dividing it into anterior and
posterior. The terms medial and lateral refer to a location towards or away from a
midsagittal plane. The terms proximal and distal are used to describe a structure
which is closer or farther to the point of attachment to the body with reference to
another structure (e.g. the hand is distal to the elbow). The terms afferent and
efferent mean directed toward and away from an organ or structure respectively.
When used in the context of describing cerebral arteries, an afferent artery carries
blood into the cerebral territory, whereas an efferent artery carries blood out to the
distal regions of the brain. The terms ipsilateral and contralateral refer to structures
on the same side and opposite side respectively.
1.2 Cerebral Arteries
It is important to realize that the cerebral vasculature is a highly complex and
variable structure and while the larger arteries between the heart and the proximal
brain tend to follow similar patterns between individuals, the further into the car-
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diovascular system one delves, the more variable and difficult to classify the arteries
become. This outline will therefore consider the more important cerebral arteries,
providing a generalized structure compiled from a number of anatomical studies
[48, 82, 121, 138]. Distal to the terminations of the arteries considered, are arteriole
and capillary beds perfusing a particular structure in the brain. When a terminal
artery is reached in this discussion, the region of the brain that it perfuses with
blood will be given, where a detailed introduction to the regions of the brain can be
found in Appendix A.
Figure 1.2: A sagittal view of the arteries supplying blood into the brain. Note: Only
one of the common carotid arteries and one of the vertebral arteries is depicted.
Immediately distal to the heart is the aortic arch, from which the Brachio-
cephalic, Left Common Carotid and Left Subclavian arteries bifurcate respectively.
Immediately distal to the start of the Brachiocephalic artery, it bifurcates into the
Right Common Carotid and Right Subclavian Arteries. Afferent blood supply into
the brain occurs through the these left and right common carotid arteries (CCA’s)
as well as through the left and right Vertebral Arteries (VA’s) which bifurcate off
their respective subclavian artery (Figure 1.2). All four arteries course superiorly
and near the superior end of the neck, at a level known as the carotid bifurcation, the
common carotid arteries bifurcate into the External Carotid Artery (ECA), which
courses into the facial tissue to perfuse it with blood, and the Internal Carotid Artery
(ICA), which courses into the brain to supply it with blood.
Considering first the path of the ICA, the first artery branching from it following
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Figure 1.3: An inferior transverse view of the brain, illustrating the afferent and efferent
arteries visible from this viewpoint [108].
the carotid bifurcation is the ophthalmic artery (OPhA) which supplies blood to the
eye and structures of the face. The second artery is the anterior choroidal artery
(AChA) which supplies blood to the optic tract, lateral geniculate body, amygdala,
hippocampus, internal capsule, lenticular nucleus and the thalamus. The ICA then
bifurcates into the anterior cerebral artery(ACA) and the middle cerebral artery
(MCA) (Figure 1.3).
Following the path of the ACA, it courses anteriorly at the bottom of the longi-
tudinal fissure. The first efferent artery is the medial striate artery (MStA) (Figure
1.3) which supplies blood to the caudate nucleus, internal capsule and the putamen.
The next efferent artery is the medial frontobasal artery (MFbA) (Figure 1.4) which
supplies blood to the anterior frontal lobe. Distal to the MFbA the ACA courses
superiorly within the longitudinal fissure and gives rise to the Frontopolar Artery
(FpA), supplying blood to the anterior frontal lobe (Figure 1.4). The ACA courses
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posteriorly around the genu of the corpus callosum and then bifurcates into the
callosomarginal artery (CMA) and the pericallosal artery (PerA) (Figure 1.4). The
CMA gives rise to four arteries known as the anterior, middle and posterior Internal
Frontal Arteries (AIFA, MIFA and PIFA respectively), as well as the Paracentral
Artery (PCeA), all of which supply blood to the medial cortex of the frontal lobe
(Figure 1.4). The PerA is essentially a continuation of the ACA, which continues
posteriorly with the corpus callosum and giving rise to the Precuneal Artery (PCnA)
(Figure 1.4), supplying the medial cortex of the frontal and parietal lobes. The ter-
minal branches of the PerA anastomose with the distal branches of the middle and
posterior cerebral arteries.
Figure 1.4: A midsagittal view of the brain, illustrating the afferent and efferent arteries
visible from this viewpoint [108].
The MCA is essentially a continuation of the ICA, perfusing the greatest pro-
portion of the brain with blood compared to the ACA and PCA. The MCA courses
laterally towards the surface of the cerebral cortex, the first branches originating
from it being the Lenticulostriate Arteries (LenStrA) (Figure 1.3), usually 10 to 20
in number, which supply blood to the putamen, globus pallidus, head of the caudate
nucleus and the internal capsule. As the MCA reaches the lateral fissure it bifur-
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cates into two major branches, known as the inferior and superior trunks, which
course inferiorly and superiorly over the surface of the cerebrum respectively. Fol-
lowing the path of the inferior trunk, the first divisions are the Temporopolar Artery
(TpolA), the Anterior, Middle and Posterior Temporal Arteries (ATA, MTA and
PTA respectively), which course inferiorly over the surface of the cerebral cortex and
supply blood to the temporal lobe (Figure 1.5). Distal to these branches are the
Temporooccipital Artery (TOccA), the Angular Artery (AngA) and the Posterior
Parietal Artery (PParA), which supply blood to the posterior parietal lobe (Fig-
ure 1.5). Following the path of the superior trunk, the first division is the Lateral
Frontobasal Artery (LFbA), which courses anteriorly on the inferior surface of the
cerebral cortex and supplies blood to the middle and inferior frontal gyrus and the
frontal basal area (Figure 1.5). The next division is the Prefrontal Artery (PreFrA),
which courses anteriorly and superiorly on the surface of the cerebral cortex, sup-
plying blood to the frontal lobe. Distal to these divisions are the Precentral and
Central Sulcal Arteries (PreCenA and CenA respectively), which course superiorly
over the surface of the cerebral cortex. The PreCenA supplies blood to Broca’s area
in the inferior frontal gyrus and the precentral gyrus and the CenA supplies blood
to the postcentral gyrus and the superior parietal lobe. The final division which
will be covered is the Anterior Parietal Artery (AParA) which courses superiorly
over the surface of the cerebral cortex and supplies blood to the middle parietal
lobe (Figure 1.5). The terminal branches of the MCA, coursing over the cerebral
cortex proceed to anastomose with the terminal branches of both the anterior and
posterior cerebral arteries.
Considering now the course of the VA, the first major artery to branch off as it
courses superiorly on the anterior surface of the spinal cord is the Posterior Inferior
Cerebellar Artery (PICbA) (Figure 1.3). The PICbA supplies blood to the inferior
surface of the cerebellar hemispheres and the lateral medulla oblongata. The next
artery branching off the VA is the Anterior Spinal Artery (ASpA) (Figure 1.3). The
two ASpA’s, one arising from each VA, then fuse together to form a single ASpA,
which then courses inferiorly on the anterior surface of the spinal cord, supplying
blood to the majority of the spinal cord. As the two VA’S reach the junction
between the medulla oblongata and the pons they fuse to form a single Basilar
Artery (BA) which courses superiorly on the anterior surface of the pons. The first
arteries arising from the BA are the Anterior Inferior Cerebellar Arteries (AICbA)
(Figure 1.3), which supply blood to the anterior inferior cerebellum and the inferior
pons. The next arteries arising from the BA are the Labyrinthine Arteries (LA)
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Figure 1.5: A sagittal view of the brain, illustrating the afferent and efferent arteries
visible from this viewpoint [108].
which supply blood to the middle ear. Subsequently, a number of small arteries
branch off the BA, collectively known as the pontine arteries (PonA) which supply
the pons. The next arteries given off are the Superior Cerebellar Arteries (SCbA),
which bifurcate into the Lateral Meningeal and Superior Vermian Arteries which
supply blood to the cerebellar cortex, the inferior midbrain and the anterior pons.
Immediately after the SCbA’s at the midbrain, the BA bifurcates into two posterior
cerebral arteries (PCA’s) (Figure 1.3) which curve around the midbrain coursing
posteriorly.
The PCA segment courses laterally around the midbrain, and from each stems
the Posterior Medial Choroidal Artery (PMChA) (Figure 1.3) which supplies blood
to the third and fourth ventricle. The next divisions from the PCA are the Anterior,
Middle and Posterior Temporal Arteries (ATA, MTA and PTA respectively) which
supply blood to the interior surface of the anterior, middle and posterior temporal
lobe. It should be noted that while these names have been applied to the arteries
branching off from the inferior trunk of the MCA, the distinction is made between
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them based upon their artery of origin. Distal to these arteries is the Posterior
Lateral Choroidal Artery (PLChA) which supplies blood to the posterior thalamus
and the lateral ventricular choroid plexus. The final branches to be considered in
this discussion are the Parietooccipital Artery (ParOccA) and the Calcarine Artery
(CalA) which supply blood to the occipital lobe (Figure 1.3).
Figure 1.6: A schematic of the cerebral arteries, labelled by their abbreviations and illus-
trating the general regions of the brain which they supply with blood.
To aid in the reinforcement of the various arteries of the cerebral vasculature just
outlined, Figure 1.6 provides a schematic of the complex 3D anatomical structure
projected onto a 2D plane. Also shown are the general cerebral territories supplied
by each artery.
At the level of the midbrain, just below the hypothalamus is the major anas-
tomosis in brain, known as the circle of Willis (CoW) (Figure 1.7). The circle of
Willis is an arterial ring and is completed by the Anterior Communicating Artery
(ACoA) and two Posterior Communicating Arteries (PCoA’s) . The ACoA con-
nects the two ACA’s where the segment of the ACA, proximal to the ACoA is known
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as the A1 segment and the segment distal to the ACoA is known as the A2 seg-
ment. The PCoA connects the ICA to the PCA on the left and right sides of the
brain respectively, where the segment of the PCA proximal to the PCoA is known as
the P1 segment and the segment distal to the PCoA is known as the P2 segment.
The numbering scheme for portions of a cerebral artery can be extended further
downstream of the circle of Willis to include all of the arteries outlined previously
as belonging to a certain segment of its cerebral artery of origin (e.g. the A3, A4,
A5 segments of the ACA). While these definitions need not be given here it should
be noted that the portion of the MCA immediately distal to the CoW is known as
the M1 segment of the MCA.
Figure 1.7: The cerebral arteries comprising and immediately surrounding the circle of
Willis.
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1.3 Collateral Circulation
Collateral pathways for blood flow exist as anastomotic connections between supply
systems and provide a means for blood to be rerouted if the primary blood supply
to a given region of the brain is reduced. As will be discussed in Chapter 3, they
can become important in situations when a larger afferent artery, or even one of the
smaller cerebral arteries, becomes blocked. The effectiveness of collateral circulation
depends upon a number of factors including the size of the anastomotic vessels,
the length of time involved in the development of an occlusion and the size and
location of the stenotic or occluded vessel. The collateral pathways may be classified
into four categories [167] as collateral circulation via parallel pathways, transverse
anastomoses, micro networks of ring anastomoses, and capillary anastomoses. These
collateral pathways will now be discussed with reference to the occlusion of the
afferent arteries, important in the cerebral circulation, considering first the collateral
circulation via parallel pathways.
Figure 1.8: Collateral parallel pathway for blood flow given an occlusion of the ICA [167].
Midway up the neck, the CCA bifurcates into the ICA and the ECA. While the
ICA is the major afferent artery in the brain, the external carotid artery supplies
blood to the facial structures. Given an occlusion of an ICA however (Figure 1.8)
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a collateral pathway exists between the ECA and ICA. By increasing blood supply
through the ECA, blood may be rerouted through the Internal Maxillary Artery and
then through the Middle Meningeal, Superficial Temporal and External Maxillary
Arteries to anastomose with the ophthalmic artery, thereby supplying blood to the
regions of the brain normally supplied through the ICA.
Figure 1.9: Collateral parallel pathway for blood flow given an occlusion of the BA [167].
Given an occlusion of the BA before the SCbA’s (Figure 1.9), a collateral path-
way exists between AICbA’s and the SCbA’s. If there is also a bilateral occlusion
of the VA’s proximal to the origin of the ASpA, an anastomotic branch between
the VA and the ASpA will bypass the VA occlusion, supplying blood to the BA for
distribution.
Collateral circulation via transverse anastomoses is so named because it consti-
tutes blood flow which is rerouted from anterior to posterior (or vice versa), or from
left to right (or vice versa). Given again the occlusion of an ICA (Figure 1.10) there
exists a collateral pathway through the CoW. By increasing blood supply through
the VA’s and the contralateral ICA, blood may be rerouted through the PCA’s and
PCoA’s as well as through the ACA’s and ACoA.
Given an occlusion of a major cerebral artery, for example the MCA, (Figure
1.11) there exist anastomotic connections between the terminal branches of the
ACA’s, MCA’s and PCA’s over the surface of the cerebral cortex. The anastomoses
between the MCA and PCA are known as the meningeal anastomosis and as the
12 CHAPTER 1 ANATOMY
Figure 1.10: Collateral transverse anastomoses for blood flow via the circle of Willis, given
an occlusion of the ICA [167].
occlusion of the MCA is more common, the direction of blood flow is usually from
PCA to MCA. There is also an anastomosis between the two ACA’s which occurs
along the corpus callosum.
Collateral circulation will in general be a combination of both parallel and trans-
verse anastomoses and one such important case is the occlusion of the CCA (Figure
1.12). In this case, blood supply may be increased through the contralateral CCA
and subsequently through the homologous branches of the ECA. In addition, blood
supply may be increased through the ipsilateral subclavian artery and subsequently
through the Deep Cervical, Inferior Thyroid and Ascending Cervical Arteries to
anastomose with the ipsilateral ECA, restoring blood supply to the ipsilateral ICA.
Furthermore, another pathway exists through the ipsilateral VA, where blood sup-
ply may be increased and rerouted through the muscular branch of the VA, to
anastomose with the ipsilateral ECA.
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Figure 1.11: Collateral transverse anastomoses between the major cerebral arteries, given
an occlusion of the MCA [167].
Figure 1.12: Collateral parallel and transverse anastomoses for blood flow, given an oc-
clusion of the CCA [167].
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The micro network of ring anastomoses exist as connections of arteries on the
surface of the brain but do not appear to be very effective in rerouting blood in
cases of acute occlusions [167]. Similarly the capillary anastomoses do not seem to
contribute any significant blood supply when an intracerebral occlusion occurs. The
important point is that there exist a number of different pathways for blood to be
rerouted, but by far the greatest source of collateral flow is the circle of Willis, due
to the generally larger vessels and shorter distances which blood must travel in order
to be rerouted compared to other collateral pathways. Furthermore, it is thought
that the ability to use the other collaterals depends on the perfusion pressure at that
level, which is determined proximal to these anastomoses at the level of the circle of
Willis. However, the anatomy of the CoW differs substantially among the general
population in terms of the size and even presence of certain arteries. In many cases
these variations can have a detrimental effect on the ability of the CoW to provide
collateral flow.
1.4 Variability of the circle of Willis
There have been a number of studies performed on the anatomy of the circle of
Willis, investigating the particular anatomical configuration, dimensions of the blood
vessels, and the relationship between circle of Willis geometries and neurological
dysfunction among the general population. This discussion will focus on three such
studies, two performed on cadaveric brains during autopsy and the other on living
individuals using Magnetic Resonance Imaging (MRI) (Note: see Appendix B for a
detailed outline of MRI).
In the study performed by Hartkamp et al [55], MRI was used to determine
the configurations and dimensions of the vessels of the circle of Willis. The study
consisted of two groups, designated as control subjects and patients. The patients
consisted of seventy five individuals having symptomatic ICA stenosis (a partial
blockage) and were grouped into four categories; significant unilateral or bilateral
stenosis of the ICA, unilateral occlusion of an ICA, unilateral occlusion of an ICA in
combination with a significant stenosis of the other ICA, and occlusion of both ICA’s.
The control subjects consisted of one hundred individuals with various chronic dis-
eases, but no known symptomatic ICA stenosis. As it is only the particular anatom-
ical configurations of the circle of Willis which are of interest for the present study,
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their results for the dimensions of the vessels will be omitted. The variations were
grouped into anterior and posterior variations (Figures 1.13 and 1.14) with the re-
sults presented in Tables 1.1 and 1.2.
Considering first the anterior variations, it was found that the patients showed
a significantly higher percentage of complete CoW configurations. There was a
significantly higher prevalence of two or more ACoA’s among the patients and a sig-
nificantly higher prevalence of a hypoplastic (incomplete or arrested development)
or absent ACoA or ACA1 among the control subjects. The posterior variations
showed that again the patients had a significantly higher percentage of complete
CoW configurations compared to the control subjects. Both groups showed a sig-
nificant prevalence of a unilateral hypoplastic or absent PCoA, and slightly less
commonly a bilateral hypoplastic or absent PCoA.
The important conclusions drawn from this study were that patients suffering
from ICA stenosis showed a higher prevalence of a complete CoW, the implication
being that they had only survived the significant level of stenosis (or occlusion)
due to the ability of their CoW to provide collateral flow. Furthermore, this study
illustrates the prevalence of the anatomical variations of the CoW, with only 55% of
the patients having an entirely complete CoW, and only 36% of the control subjects.
Figure 1.13: Anatomic configurations in the anterior circle of Willis found in the study
by Hartkamp et al [55].
In the study performed by Alpers et al [9], eight hundred and thirty seven brains
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Table 1.1: Tabulated values of the anatomic configurations in the anterior circle of Willis
found in the study by Hartkamp et al [55].
Prevalence of Variation %
Complete Incomplete
Group Number a b c d e f g h i j Total
of Cases Complete
Patients 75 56 21 3 4 0 4 7 5 0 0 88
Controls 100 57 5 0 2 2 2 20 10 0 2 68
Figure 1.14: Anatomic configurations in the posterior circle of Willis found in the study
by Hartkamp et al [55].
Table 1.2: Tabulated values of the anatomic configurations in the posterior circle of Willis
found in the study by Hartkamp et al [55].
Prevalence of Variation %
Complete Incomplete
Group Number k l m n o p q r s t Total
of Cases Complete
Patients 75 54 8 1 27 7 1 0 1 0 1 63
Controls 100 25 14 8 30 12 2 5 1 1 2 47
were examined, of which three hundred and fifty were tabulated in terms of anatom-
ical configurations. The findings of the study (Table 1.3) included the presence of
variations as either unilateral and bilateral (where appropriate) and recorded the
prevalence of a variation in combination with others. The important results of the
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study are that only approximately 50% of the brains examined possessed a normal
complete CoW. Similar to [55], among the posterior variations the most common is
a unilateral hypoplastic PCoA with a bilateral hypoplastic PCoA being slightly less
common and again this was the most common variation to be found in combina-
tion with other variations of the CoW. However, the actual absence of a PCoA was
among the least common found. Also similar to [55], a unilateral fetal P1 (a hy-
poplastic P1 segment of the PCA) was common among the posterior variations with
a bilateral fetal P1 slightly less common and these were the second most common
variation found in combination with others. Among the anterior variations, two or
more ACoA’s was the most common, similar to [55]. The second most common vari-
ations were hypoplastic ACoA’s, then A1 segments of the ACA, and in concordance
with [55], the hypoplastic ACoA was the third most prevalent variation found in
combination with others.
Table 1.3: Anatomic configurations of the circle of Willis found in the study by
Alpers et al [9].
Prevalence of Variation %
Variation Single Combined Total
Unilateral Bilateral
Normal Complete - - - 52.3
Absent left PCoA 0.6 0 0 0.6
Fusion of the ACA’s 1.4 - 0.3 1.7
over a short distance
Hypoplastic PCoA 14 6 8.3 22.3
Hypoplastic ACoA 0.9 - 2 2.9
Hypoplastic A1 segment of the ACA 0.6 0 1.7 2.3
Two or more ACoA’s 2 - 6.6 8.6
Three ACA’s 4 0 4 8
Duplicate A1 segment of the ACA 0.9 0 0 0.9
MCA originates from ICA 0.6 0 0 0.6
as two separate trunks
Forked PCoA 0.6 0 0 0.6
Duplicate PCA 0.3 0 0 0.3
Hypoplastic P1 segment of the PCA 4.6 3.7 6.3 14.6
Multiple variations - - - 13.4
In another study performed by Alpers et al [8], seven hundred and sixty two
cadaveric brains were examined by autopsy and the relationship between neurologic
dysfunction and the configuration of the CoW tabulated. The study consisted of
one hundred and ninety four cases of encephalomalacia (localized softening of the
brain tissue), fifty six of which were thrombosis, fifty three embolism, and eighty five
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unknown, one hundred and twenty seven cases of cerebral hemorrhage, ninety one
cases of cerebral aneurysm, and three hundred and fifty cases where the individuals
death was not due to neurologic dysfunction, termed ‘normal’. Table 1.4 shows
the results of their study. The classification of particular CoW variations is not
as detailed as the previous two studies, but the results show that similar to the
previous two studies there is a significant prevalence of CoW’s among the general
population possessing some anatomical variation. Furthermore, among the four
groups there is a high prevalence of hypoplastic PCoA’s and accessory vessels (of
which two or more ACoA’s is the major contributor). The results also show that
the actual absence of a PCoA is quite uncommon, with the hypoplasia of the vessel
being much more prevalent. In contrast however, there is a higher occurrence of
fetal P1’s compared to [55]. In comparison between the variations of the circle of
Willis and the neurological dysfunction, the results show that in terms of ischaemic
stroke, there were a lower percentage of normal complete CoW’s and hence a higher
prevalence of absent or hypoplastic vessels compared to the normal brains which
showed no neurological dysfunction, the implication being that the deficient CoW’s
may not have been able to provide adequate collateral flow to protect the individuals
studied from ischaemia.
Table 1.4: Anatomic configurations of the circle of Willis and associated neurologic
dysfunction found in the study by Alpers et al [8].
Prevalence of Variation %
Group Number Normal Hypoplastic Absent Fetal Accessory
of Cases Complete PCoA PCoA PCA1 Vessels
Normal Brains 350 52 22 0.6 15 17
Encephalomalacia 194 33 38 1.5 29 19
Hemorrhage 127 66 17 2.0 5 6
Aneurysm 91 37 40 3.0 22 18
One important point worthy of mention is that in the study of Hartkamp et
al [55] the MRI techniques used to observe the cerebral vasculature rely on the
movement of flowing blood in order to generate an image. The brightness in an
image is degraded by factors such as slow blood flow, when the direction of flow is not
normal to the imaging plane, and recirculating regions. Furthermore, the resolution
of the MRI images may in fact be lower than the diameters of the hypoplastic vessels
in which case they could not be resolved properly. If any of these factors are present,
then they may result in the signal from a particular artery being too weak to appear
in the angiogram and for that reason the anatomical variations in [55] are grouped
into hypoplastic or absent, because a given artery may still in fact be present but not
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appear in the angiogram. Considering the PCoA’s, they are generally much smaller
compared to the other major cerebral arteries (implying less blood flow through
them as well) and are not normal to the imaging plane. For that reason they are
harder to observe in an angiogram and may explain why the study of [55] showed a
higher prevalence of the anomaly compared to the autopsy studies of [9].
The important results to take from these studies are that among the general
population, there is a significant percentage which show an incomplete or deficient
circle of Willis. The most common variations are hypoplasia of the PCoA’s and of
the P1 segments of the PCA in the posterior of the CoW, and multiple ACoA’s in the
anterior. Furthermore, these variations are quite commonly found in combination
with one another, but the actual absence of a PCoA is quite uncommon. All such
studies will differ slightly in the classification of anatomical variations, based on the
population demography examined, the examination method used, and whether or
not the individuals were suffering from some type of neurologic dysfunction. In fact,
due to the complex demography and the possible variations and combinations which
may exist, attempting to classify and obtain statistics on the anatomical variations
of the CoW is a difficult task. All of the studies however indicate that the presence
of a complete circle of Willis aids in the ability to resist neurologic impairment.
1.5 Blood Vessel Structure
To end this introduction to the cerebral vasculature a brief outline of the structure
of blood vessels will be presented, as this information will aid in making certain
modelling decisions and also integrate with the outline of the relevant physiology in
Chapter 2. As blood is transported from the heart to the tissues the blood vessels
undergo repeated branching to progressively smaller sizes and increasing number.
Although the blood vessels form a continuum they can be generally classified into
arteries, arterioles, capillaries, venules and veins. For the present study, the focus
will be on the delivery of blood to the cerebral tissue and not its transport back to
the heart via the venules and veins, and as a result only the structure of the first
three categories will be outlined. The arteries themselves form a continuum from
the largest to the smallest branches, but can also be classified into the larger elastic
arteries and the smaller muscular arteries.
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Except for the capillaries and the venules, the blood vessel walls consist of three
relatively distinct layers, which are most apparent in the muscular arteries and least
apparent in the veins. From the lumen to the outer wall of the blood vessels, the
layers (or tunics) are the tunica intima, the tunica media and the tunica adventitia
(or tunica externa) (Figure 1.15).
Figure 1.15: The generalized structure of the layers of the blood vessel wall, observable
in most vessels except for the capillaries and venules [133].
The tunica intima consist of a layer of endothelial cells, a delicate connective
tissue basement membrane, a thin layer of connective tissue called the lamina pro-
pria, and a layer of fenestrated (having openings) fibres called the internal elastic
membrane. The internal elastic membrane separates the tunica intima from the
next layer, the tunica media. The tunica media consists of smooth muscle cells ar-
ranged in a circular fashion around the blood vessel. The tunica media also contains
variable amounts of elastic and collagen fibres, depending on the size of the vessel.
An external elastic membrane, which separates the tunica media from the tunica
adventitia, can be identified at the outer border of the tunica media in some arter-
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ies. A few longitudinally oriented smooth muscle cells occur in some arteries near
the tunica intima. The tunica adventitia is composed of connective tissue, which
varies from dense connective tissue near the tunica media to loose connective tissue
that merges with the connective tissue surrounding the blood vessels. The relative
thickness and composition of each layer varies with the diameter of the blood vessels
and its type. The transition from one artery type or from one vein type to another
is gradual, as are the structural changes. For arteries and veins greater than ap-
proximately 1mm in diameter, nutrients cannot diffuse from the lumen of the vessel
to all of the layers of the wall. Nutrients are therefore supplied to their walls by way
of small blood vessels called vasa vasorum, which penetrate from the exterior of the
vessel to form a capillary network in the tunica adventitia and the tunica media.
Sympathetic nerve fibres innervate the walls of most blood vessels where the nerve
terminals project among the smooth muscle cells of the tunica media. Small arteries
and arterioles are generally innervated to a greater extent than other blood vessel
types.
The afferent and efferent arteries outlined previously, supplying blood to the
brain and distributing it to the various cerebral territories, would generally fall
under the classification of elastic arteries. These arteries have the largest diameters
and the highest blood pressures occurring within them, ranging between systolic
and diastolic values. The tunica intima is relatively thick owing to the large amount
of elastic tissue contained within it, although the fibres of the internal and external
elastic membranes are typically not recognizable as distinct layers. There is only a
small amount of smooth muscle occurring in the tunica intima the tunica adventitia
is relatively thin.
The muscular arteries include most of the smaller unnamed arteries and their
walls are relatively thick compared to their diameter, mainly because the tunica
media contains 25-40 layers of smooth muscle. The tunica intima of these arteries
has a well developed internal elastic membrane and the tunica adventitia is com-
posed of a relatively thick layer of collagenous connective tissue that blends with
the surrounding connective tissue. The presence of the large amount of smooth
muscle allows these vessels to significantly regulate their diameter and thereby the
resistance to blood flow and for this reason, the muscular arteries are often termed
resistance arteries. Muscular arteries can range from 40-300µm where the amount
of smooth muscle decreases with the diameter such that those arteries which are in
the 40µm diameter range have only approximately three or four layers of smooth
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muscle in their tunica media.
The arterioles transport blood from the small arteries to the capillaries and are
the smallest arteries in which the three tunics can be identified. Arterioles have
thick muscular walls and are the in fact primary site of vascular resistance. They
range from approximately 40µm to as small as 9µm in diameter. The tunica intima
has no observable internal elastic membrane and the tunica media consists of one
or two layers of circular smooth muscle cells.
The capillaries are the smallest of a body’s blood vessels and most closely in-
teract with the tissue. They consist primarily of a single layer of endothelial cells
resting on a basement membrane. Outside the basement membrane is a delicate layer
of loose connective tissue that merges with the connective tissue surrounding the
capillary. Most capillaries range from 7-9µm in diameter and they branch without a
change in their diameter. Capillaries are variable in length, but in general they are
approximately 1mm in length. Red blood cells flow through most capillaries in a
single file and frequently are folded as they pass through the smaller diameter cap-
illaries. Substances cross capillary walls by diffusing through the endothelial cells,
through fenestrae (small pores in endothelial cells), or between the endothelial cells.
Lipid soluble substances, such as oxygen and carbon dioxide and small water sol-
uble molecules readily diffuse through the plasma membrane. Larger water soluble
substances must pass through the fenestrae or gaps between the endothelial cells.
The walls of the capillaries are effective permeability barriers because red blood cells
and large water soluble molecules like proteins cannot readily pass through them.
Chapter 2
Physiology
2.1 Introduction
Having outlined the major cerebral arteries and blood vessel structure, the focus of
the present chapter is to provide a moderately detailed description of the physiolog-
ical processes relevant to blood flow in the cerebral vasculature. The chapter will
begin by outlining the various biochemical steps in the brain metabolism, continuing
with a description of the blood chemistry and its function in meeting the brain’s
metabolism, the physiology behind the ability of blood vessels to constrict or dilate
will be addressed. Finally some clinical mechanics regarding blood flow and pressure
will be introduced along with their incorporation into the physiological mechanisms
utilized by the body for maintaining homeostasis.
2.2 Brain Metabolism
The brain is one of the most metabolically active organs in the body, utilizing oxy-
gen at a very rapid rate. Since the amount of oxygen stored in the cerebral tissue
is small, the brain is absolutely dependent on the continuous replenishment of oxy-
gen by the arterial blood and consciousness will be lost within approximately 10
seconds if blood flow is completely interrupted, leading to irreversible pathological
changes within a few minutes [134]. The brain is composed of a variety of tissues and
discrete structures that can often function independently or even inversely with re-
spect to one another (Appendix A) and as a result, there is a variation in metabolism
throughout the brain with typically higher metabolic rates in the grey matter com-
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pared to the white matter for example [134]. This heterogeneity in metabolic rate
is further highlighted by the increase in energy demand in various regions of the
brain associated with performing various tasks such as reading or moving an arm.
When considering the brain as a whole entity however, the overall metabolic rate
does not change appreciably when performing various functions, or even at night
during sleep.
The brain does not perform mechanical work like the heart or skeletal muscle,
nor does it perform osmotic work as the kidney does, for example, in concentrating
urine. Instead the major metabolic requirements of the brain are related to its
unceasing electrical activity, requiring energy to actively transport ions across neural
cell membranes in order to sustain and restore the membrane potentials discharged
during the processes of excitation and conduction. The major way in which oxygen
is utilized in the body in order to provide the energy to maintain homeostasis and
sustain life is ultimately through the production of Adenosine Triphosphate (ATP)
(often referred to as the ‘energy currency’ of the body), although some of the oxygen
is also used in a variety of processes relating to the synthesis and metabolism of a
number of neurotransmitters. While there are a variety of metabolic processes in
which ATP can be synthesized from lipids or proteins, in the brain ATP is produced
almost entirely by the oxidation of carbohydrate.
Carbohydrate metabolism in the cerebral tissue essentially involves the combina-
tion of glucose and oxygen, producing carbon dioxide, water and ATP. The complete
process involves a level of biochemical complexity that is outside the scope of this
chapter, but the major steps will be outlined as some of the products of those steps
in the reactions can be important when considering the regulation of cerebral blood
flow. The four major steps in order are glycolysis, the citric acid cycle, the electron
transport chain and ATP phosphorylation (Figure 2.1) [133]. Glycolysis takes place
in the cytosol of the cells comprising the cerebral tissue and involves a series of reac-
tions (not shown in the figure) by which a molecule of glucose is sequentially broken
into two molecules of pyruvic acid. During this series of steps a small amount of
ATP is produced from Adenosine Diphosphate (ADP) and Nicotinamide Adenine
Dinucleotide (NAD+) is reduced to NADH. NADH is a carrier molecule with two
high energy electrons which may be used at a later stage (the electron transport
chain) to produce ATP, essentially by giving up their energy. The important end
product of glycolysis is pyruvic acid, and depending upon whether oxygen is present
in the cerebral tissue or not, pyruvic acid may follow two different pathways. In the
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Figure 2.1: The overall processes involved in carbohydrate metabolism as occurs in the
cerebral tissue. Aerobic respiration involves the breakdown of glucose into pyruvic acid
in the process of glycolysis, pyruvic acid inters the tricarboxylic acid cycle within the
mitochondrion of the cell, producing high energy molecules NADH and FADH2 which can
be used to synthesize the majority of ATP in the electron transport chain. Anaerobic
respiration involves the breakdown of pyruvic acid into lactic acid and a much smaller
amount of ATP.
absence of oxygen (anaerobic respiration) NADH is used to convert pyruvic acid to
lactic acid (which is transported via the bloodstream to the liver) resulting in an
overall production of two molecules of ATP from one molecule of glucose.
In the presence of oxygen (aerobic respiration) pyruvic acid enters the inner
compartment of the mitochondrion (known as the ‘power plant’ of the cell due to
its role in the production of ATP) where it is converted into Acetyl-CoA (producing
carbon dioxide and reducing NAD+ to NADH) which enters the citric acid cycle,
also known as the TCA or Krebs cycle. The cyclic nature arises because Acetyl-
CoA initially reacts with Oxaloacetic acid in order to produce Citric acid, and after
the sequence of reactions in the cycle (not shown in the figure) oxaloacetic acid is
one of the end products, so that the sequence may start again. During the cycle
NAD+ is reduced to NADH and Flavin Adenine Dinucleotide (FAD) is reduced to
FADH2 (another high energy electron carrying molecule), both of which enter the
electron transport chain. In addition, carbon dioxide and a small amount of ATP
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are produced. The electron transport chain takes place in the outer compartment
of the mitochondrion and involves NADH and FADH2 giving up their electrons to
an array of enzymes and electron carriers grouped into several complexes in the
inner mitochondrial membrane (not shown in the figure). In addition to the NADH
formed from the citric acid cycle, NADH in the cytosol (produced during glycolysis)
can cause NAD+ in the inner compartment to be reduced to NADH by passing
its electrons through a shuttle molecule in the mitochondrial membrane. As the
electron transport process takes place, hydrogen ions are ‘pumped’ from the inner
to the outer compartment, resulting in a higher concentration (lower pH) in the
outer compartment. As a result, the hydrogen ions travel down the pH gradient
and back into the inner compartment through the enzyme ATP Synthase (causing
a large amount of ADP to converted into ATP), which combine with electrons from
one of the complexes and oxygen (which has diffused from the cytosol into the inner
mitochondrial compartment) to form water. The net result from aerobic respiration
is that one molecule of glucose can produce thirty six molecules of ATP, most of
which are produced during the electron transport chain.
When there is insufficient oxygen for aerobic respiration and the only ATP pro-
duced is via glycolysis, the reaction rate speeds up to meet metabolic demand (known
as the Pasteur effect). However even at its maximum rate the ATP produced from
glycolysis is not enough to meet the high energy demands of the brain, further em-
phasizing the importance of an uninterrupted oxygen supply to the cerebral tissue
[134]. Despite the importance of ATP in the brain’s metabolism, quantitative mea-
surements of metabolic rate are generally given in terms of oxygen consumption.
While these rates differ throughout the brain an average metabolic rate is useful,
especially if the cerebral tissue is to be approximated as a homogeneous structure,
with a common value being 3.5mL of oxygen per 100g of brain tissue per minute
[134]. Furthermore, under the conditions of aerobic respiration, the stoichiometry of
the overall reaction is such that the molar consumption of oxygen and production of
carbon dioxide are equal, meaning that the overall cerebral metabolic rate of oxygen
consumption may be applied to carbon dioxide production as well.
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2.3 Blood
The importance of an uninterrupted oxygen supply to the cerebral tissue has been
highlighted in terms of its role in producing ATP and sustaining cerebral function.
It is also important to note that it is not simply the delivery of oxygen which must
be maintained for normal metabolism, but also the removal of one of the products
of the overall reaction, namely carbon dioxide. Some attention needs to be given as
to how these gases are transported to and from the tissues by the blood.
The plasma membranes surrounding cells are permeable to both oxygen and
carbon dioxide, which means that they can move freely through the tissues down
partial pressure gradients throughout the body (passive diffusion), as opposed to
requiring a facilitated diffusion or active transport [133]. To illustrate by example,
the partial pressure of oxygen (oxygen tension) is higher in the lungs compared to
the venous blood, whereas the partial pressure of carbon dioxide (carbon dioxide
tension) is lower in the lungs. As a result, oxygen taken in by the lungs will diffuse
through the alveoli and into the bloodstream, whereas carbon dioxide will diffuse
out of the blood to be expelled by the lungs. In the brain the oxygen tension is
higher in the blood than in the cerebral tissue, whereas the carbon dioxide tension
is higher in the tissue than in the blood. Oxygen therefore moves down a partial
pressure gradient into the cerebral tissue while carbon dioxide moves down its partial
pressure gradient, into the bloodstream.
The carriage of both of these gases in the bloodstream is a function of the amount
of blood flow and also their concentration within the blood. While in water alone
the concentration of either gas could simply be related to their partial pressure, the
transport molecules and processes that occur within the blood means that oxygen
and carbon dioxide transport are part of a complex and intimately linked system.
In order to understand the processes, some of the blood chemistry relevant to the
carriage of oxygen and carbon dioxide will be covered.
Blood serves a number of functions in the body to help maintain homeostasis,
including the transportation of processed and regulatory molecules, maintenance
of body temperature, protection against foreign substances, clot formation and the
transport of gases, nutrients and waste products. The major component of blood
is the plasma, which is approximately 91% water, but also contains proteins (such
as albumin, globulins, and fibrinogen), inorganic electrolytes (mainly sodium and
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chlorine) and serves as a transport medium for nutrients such as glucose and lipids,
regulatory substances such as hormones and enzymes, metabolic waste products, as
well as gases such as nitrogen, carbon dioxide and a small amount of oxygen.
The other important components of the blood are the formed elements which are
the red and white blood cells and platelets (erythrocytes, leukocytes and thrombocytes
respectively). Platelets and the white blood cells serve important functions relating
to blood clotting and immune responses, whereas the function of the red blood cells
is the transport of oxygen, hence making them the most important element for the
present discussion. The oxygen carrying capacity of the red blood cells is due to
the presence of a protein pigment called hemoglobin, which is an assembly of four
globular protein subunits, each of which is composed of a protein chain (known as α
and β chains) tightly associated with a non-protein heme group (Figure 2.2). The
importance of hemoglobin lies in the ability of oxygen to bind to the iron atom at the
centre of the heterocyclic ring (known as porphyrin) of the heme group. Hemoglobin
also allows for carbon dioxide to bind to the α amino groups at the ends of the α
and β chains, playing a role in the removal of carbon dioxide via the bloodstream.
Figure 2.2: The hemoglobin molecule contains four globular protein chains, each tightly
coupled with a heme group. The heme group is a porphyrin ring with an iron atom at
its centre to which oxygen can bind. In addition other products of metabolism such as
carbon dioxide and subsequently hydrogen ions, can bind to the protein chains [133].
In order to understand the complex coupled system that exists between oxygen
and carbon dioxide in the blood it is simplest to first consider how the various
forms of each component exist in the blood separately, then combine the overall
reactions to illustrate how they interact with one another. Oxygen is transported in
the blood by either dissolving into the plasma or combining with hemoglobin. The
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amount of oxygen dissolved into the plasma is directly proportional to the oxygen
tension, which under normal circumstances accounts for only slightly over 1% of
the total amount of oxygen transported in the blood (illustrating the importance
of hemoglobin). The two α and two β chains of the hemoglobin molecule lie in a
‘crumpled ball’ (known as the quaternary structure) which is of critical importance
and governs the reaction with oxygen. The shape is maintained by loose electrostatic
bonds between specific amino acids along different chains and also between some
amino acids on the same chain. One consequence of these bonds is that the heme
groups lie in crevices formed by the electrostatic bonds between the heme groups and
histidine residues, other than those to which they are attached by normal valency
linkages. In un-oxygenated hemoglobin (deoxyhemoglobin), the electrostatic bonds
within and between the protein chains are strong, holding the hemoglobin molecule
in a tense ‘T’ conformation, in which the molecule has a relatively low affinity
for oxygen. In oxygenated hemoglobin (oxyhemoglobin) however, the electrostatic
bonds are weaker and the hemoglobin adopts its relaxed ‘R’ state, where the crevices
containing the heme groups can open and bind oxygen and the molecule’s affinity
for oxygen becomes approximately five hundred times greater than in the T state.
Binding of oxygen to just one of the four protein chains induces a conformational
change in the whole hemoglobin molecule, which increases the affinity of the other
protein chains for oxygen. This ‘cooperativity’ between oxygen binding sites is
fundamental to the physiological role of hemoglobin and affects the kinetics of the
reaction between hemoglobin and oxygen.
The amount of oxygen transported by hemoglobin depends on the amount of
hemoglobin present in the blood and the amount of oxygen actually bound to it
(known as oxyhemoglobin saturation). Similar to the oxygen dissolved in the plasma,
saturation is a function of oxygen tension, but due to the complex kinetics of the
chemical reactions between oxygen and hemoglobin, the relationship between oxygen
tension and the saturation is nonlinear (Figure 2.3(a)) and its form is of fundamental
biological importance [32]. At higher oxygen tensions, as would be the case in the
lungs and major arteries, the saturation curve flattens off near one hundred percent.
As the blood passes deeper into the tissue, the oxygen tension decreases and so too
does the hemoglobin affinity for oxygen, promoting its off loading into the tissue. In
addition there are a number of physiological and pathological changes to the blood
chemistry which can affect the saturation curve, either promoting the binding of
oxygen to hemoglobin or promoting its dissociation.
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(a) (b)
Figure 2.3: (a) The oxyhemoglobin saturation curve, illustrating the variation in the
amount of oxygen that binds to hemoglobin as a function of the oxygen tension, and also
the effects of other substances on the position of the curve (b) the actual concentration of
oxygen in the blood stream (including that dissolved in the plasma) as a function of oxygen
tension. Note: the pink dashed line illustrates the normal oxygen tension in arterial blood.
Some important factors which can effect oxygen saturation are the blood hy-
drogen ion concentration (pH) and carbon dioxide tension (also affecting blood pH)
[52, 92]. The reason for their effect is that hemoglobin can bind protons at various
places along the α and β chains, and carbon dioxide at the α amino group, causing
a conformational change in the protein that facilitates the release of oxygen (known
as the Bohr effect). Therefore increasing carbon dioxide and hydrogen ion concen-
tration (as would be the case in the cerebral tissue) shifts the saturation curve to
the right, promoting the off loading of oxygen, while decreasing carbon dioxide and
hydrogen ion concentration (as would be the case in the lungs) shifts the saturation
curve to the left, promoting the uptake of oxygen by hemoglobin. Temperature
also affects the saturation curve, but to a much lesser extent than the Bohr effect.
Under hyperthermic or hypothermic conditions the shift in the saturation curve can
become important.
Another important factor affecting the oxygen affinity of hemoglobin is the con-
centration of the organic phosphate present in high concentrations in the red blood
cells, 2,3 diphosphoglycerate (2,3 DPG). 2,3 DPG is an isomer of 1,3 DPG (which is
one of the intermediaries during glycolysis within the red blood cells) and is synthe-
sized and degraded by DPG Mutase and DPG Phosphatase respectively, through a
pathway known as the Rapoport-Luebering shunt. 2,3 DPG binds to the histidine
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and lysine residues in the α and β chains of deoxyhemoglobin and acts to stabi-
lize the low oxygen affinity T state, thereby making it harder for oxygen to bind
hemoglobin and more likely to be released to adjacent tissues. As the oxygen ten-
sion increases (as would be the case in the lungs) DPG is expelled and the R state
is adopted. 1,3-DPG levels appear to be related largely to cellular ADP and ATP
levels [92] and when ATP falls (and ADP rises), a greater proportion of 1,3 DPG
is converted through the ATP-producing step and hence greater levels of 2,3 DPG.
This mechanism is thus part of a feedback loop to assure a sufficient supply of ATP
to meet cellular needs and plays a role in the adaptation to hypoxia.
In contrast to the transport of oxygen in the blood, carbon dioxide can be
transported in a number of different forms. It has a much higher solubility in the
plasma compared to oxygen, and hence the majority of carbon dioxide is dissolved
into the plasma. Only approximately five percent actually remains as dissolved
molecular carbon dioxide as it reacts with water to form carbonic acid, with a further
dissociation to form bicarbonate ions and hydrogen ions (Figure 2.5) [52, 92]. As
a result, approximately ninety percent of the carbon dioxide transported in the
bloodstream is in the form of bicarbonate.
Similar to its ability to bind to the α and β chains of the hemoglobin molecule,
carbon dioxide can bind to certain amino groups in the plasma proteins, forming
carbamic acid. At body pH, the carbamic acid then dissociates almost completely to
carbamate and hydrogen ions. In a protein, the amino groups involved in the peptide
linkages between amino acid residues cannot combine with carbon dioxide, so the
potential for carbamino carriage is therefore restricted to one terminal amino group
in each protein chain and to the side chain amino groups that are found in lysine
and arginine. Since both hydrogen ions and carbon dioxide compete to react with
uncharged amino groups, the ability to combine with carbon dioxide is markedly
pH dependent. Carbon dioxide also diffuses into the red blood cells where a number
of reactions occur, one of which is the formation of carbamino compounds, by the
aforementioned binding to hemoglobin. The amount of carbon dioxide transported
in the form of carbamino compounds formed with the plasma proteins is usually
considered negligible, while the amount formed with hemoglobin is approximately
five percent.
Since the reaction of carbon dioxide with water is slow (requiring minutes to
achieve equilibrium) the amount transported in the blood in the form of bicarbon-
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ate would be much smaller than what is actually observed, given the timescale for
gas exchange between the lungs and body tissues. The reaction is catalyzed by an
enzyme known as carbonic anhydrase (CA), which is found within the red blood
cells and is involved in the transport of carbon dioxide. The accumulation of in-
tracellular bicarbonate and hydrogen ions would rapidly tip the equilibrium of the
reaction against a further dissociation of carbonic acid, but it is circumvented by
two mechanisms. The first is the buffering of hydrogen ions as they bind to the
α and β chains of hemoglobin (the Bohr effect) and the second is the transport of
bicarbonate ions out of the red blood cell, in exchange for chloride ions (to maintain
overall charge neutrality in the cell) through a membrane bound protein known as
Band 3, in what is known as the chloride shift. Almost all of the carbon dioxide
transported into the blood stream from the cerebral tissue therefore diffuses into the
red blood cells, accounting for the majority of carbon dioxide being transported as
bicarbonate. Of the total amount of bicarbonate in the blood, approximately thirty
percent remains in the red blood cells, with the remaining seventy percent passing
back into the plasma.
(a) (b)
Figure 2.4: (a) the carbamino saturation curve illustrating the variation in the amount of
carbon dioxide that binds to hemoglobin as a function of the carbon dioxide tension, and
also the effects of other substances on the position of the curve (b) the actual concentration
of carbon dioxide in the blood stream (including that dissolved in the plasma and that in
the form of bicarbonate) as a function of carbon dioxide tension. Note: the pink dashed
line illustrates the normal carbon dioxide tension in arterial blood.
The amount of carbon dioxide transported in the blood depends upon the carbon
dioxide tension and, similar to oxygen transport, is a non linear function affected by
a number of physiological and pathological changes to the blood chemistry. Similar
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to the oxyhemoglobin saturation curve, a carbamino saturation curve can be drawn
(Figure 2.4(a)) which is shifted due to changes in the same variables affecting the
oxyhemoglobin saturation curve [32]. Increasing oxygen tension promotes the uptake
of oxygen by hemoglobin and the corresponding dissociation of carbon dioxide (as
mentioned previously when considering oxygen transport) and vice versa, shifting
the saturation curve in what is known as the Haldane effect. Given that only a small
amount of carbon dioxide is actually transported by hemoglobin the most significant
changes to carbon dioxide transport are those which affect the levels of bicarbonate,
and the major influencing factor is hydrogen ion concentration.
The overall coupled process of oxygen and carbon dioxide transport is illustrated
in Figure 2.5, also showing a simplification of the metabolic processes outlined pre-
viously. It should be noted that both oxygen and carbon dioxide concentrations
vary as a function of the position through the vasculature due to the unloading of
oxygen, the uptake of carbon dioxide and their complex interaction with molecules
within the red blood cells.
Figure 2.5: The overall processes involved in delivery of oxygen to and the removal of
carbon dioxide from the cerebral tissue.
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It should also be noted that overall, in the process of transporting the metabolic
carbon dioxide out of the tissues and into the lungs, there is only approximately an
eight percent increase in the total blood concentration [92]. In addition to this (and
despite the earlier argument for uninterrupted blood flow) the amount of oxygen
supplied to the cerebral tissue via the arterial blood normally exceeds the metabolic
demand such that there is only approximately a thirty percent decrease in total blood
oxygen concentration. This proportion, known as the Oxygen Extraction Fraction
will be shown to be of great importance at a later stage (Chapter 6) in terms of
maintaining the oxygen demands of the brain since, although the cerebral tissue
cannot survive if blood flow ceases completely, it can tolerate a reduced blood flow
by simply utilizing more of the available oxygen.
2.4 Smooth Muscle Contraction
As was illustrated in the previous chapter, blood vessels contain a layer of smooth
muscle cells in their tunica media which can either constrict of dilate in order to
alter their diameter, thereby changing the resistance to blood flow. While the end
goal of this chapter is to provide an outline of the mechanisms which cause this
change in arterial diameter and furthermore to link them with the blood chemistry
and brain metabolism outlined previously, the present discussion will focus on the
physiology of how smooth muscle tone is achieved.
Smooth muscle is one of three types of muscle found in the body, the other
two being skeletal and cardiac muscle. Skeletal muscle is a type of striated muscle,
attached to the skeleton and is used to facilitate movement, by applying force to
bones and joints, via contraction. It can generally contract voluntarily, via nerve
stimulation, although it can contract involuntarily. Cardiac muscle is also a type
of striated muscle, found only in the heart, and causes the contraction used to
pump blood throughout the circulatory system. Both skeletal and cardiac muscle
can be characterized by the fact that their contractions are rapid and of relatively
short duration. Smooth muscle on the other hand, is a type of non-striated muscle
and can be characterized by the fact that its contractions are much slower but
are sustained, tonic contractions. Furthermore, smooth muscle contains numerous
connections between neighbouring cells known as gap junctions, which act as low
resistance pathways for the rapid spread of electrical signals throughout the tissue.
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Smooth muscle is typically classified into Single and Multi-unit smooth muscle.
With single unit smooth muscle the cells are roughly parallel to one another and are
gathered together into dense sheets or bands with numerous gap junctions between
neighbouring cells. This type of smooth muscle is generally found within the walls
of hollow organs such as the bladder, the uterus, and the gastrointestinal tract, and
is used to move matter within the body via contraction. With multi-unit smooth
muscle the cells are intermingled with connective tissue fibers and have fewer gap
junctions compared to single unit cells. It is the multi-unit smooth muscle which is
typically found in blood vessel walls [133].
Figure 2.6: A schematic of a single smooth muscle cell, illustrating the important Actin
and Myosin myofilaments and the effect if a contraction on the shape of the cell [133].
The ability of a smooth muscle cell to contract is due to the presence of myofil-
ament proteins, known as Actin and Myosin (Figure 2.6). Actin myofilaments are
attached to dense bodies, which are located within the cell cytoplasm, and to dense
areas, which are located within the sarcolemma (muscle cell plasma membrane).
Also connected to the dense bodies are the non-contractile intermediate filament
proteins, which together with the dense bodies form the intracellular cytoskeleton
of the smooth muscle cell, which has a longitudinal or spiral organization and pro-
vides the anchoring point such that when the overlap between acting and myosin
increases, the entire muscle cell shortens.
Contraction in smooth muscle can be initiated by mechanical, electrical, or
chemical stimuli. Passive stretching can cause contraction that originates from the
smooth muscle itself and is therefore termed a myogenic response. Electrical depo-
larization of the smooth muscle cell membrane also elicits contraction, most likely
by opening voltage dependent calcium channels and causing an increase in the in-
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tracellular concentration of calcium. Finally, a number of chemical stimuli such as
Norepinephrine or Angiotensin II can cause contraction by binding to specific recep-
tors on the smooth muscle cell plasma membrane (or to receptors on the endothelium
adjacent to the smooth muscle cell), which then leads to contraction.
Figure 2.7: The physiological processes involved in a smooth muscle contraction. Note:
the major regulator is intracellular calcium which either enters the cell through channels
in the plasma membrane or is released from internal stores [133].
The mechanism by which an increase in intracellular calcium stimulates smooth
muscle contraction is illustrated in Figure 2.7. An increase in intracellular calcium
can result from either increased flux of calcium into the cell through calcium channels
or by release of calcium from the sarcoplasmic reticulum (SR) (an internal calcium
store). The free calcium binds to a special calcium binding protein called Calmod-
ulin (the end product denoted CaM ) which then activates the enzyme Myosin Light
Chain Kinase (MLCK). Myosin light chains are regulatory subunits found on the
myosin which, in the presence of ATP, are phosphorylated by activated MLCK (i.e.
have a phosphate group transferred to them). The myosin light chain phospho-
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rylation leads to cross-bridge formation, an attachment between the myosin heads
and the actin filaments involving a conformal change in the shape of the myosin
head, causing it to ’move’ along the actin molecule. Relaxation of the muscle occurs
because of the activity of another enzyme called Myosin Light Chain Phosphatase
(MLCP), which removes the phosphate group from the myosin head. If the phos-
phate group is removed from the myosin head while it is attached to actin then the
cross bridges release very slowly and hence the muscle is able to maintain tension
for a long period of time (known as the latch state) [133].
2.5 Clinical Mechanics of Blood Flow
Before starting an outline of the numerous physiological control systems the human
body has for regulating its blood flow, it is important to introduce some clinical
variables pertaining to cerebral blood flow, and how they interact with one another.
While a much more rigorous description of the governing hemodynamic equations
will be given in Chapter 7, these clinical variables can be thought of as simpli-
fied lumped parameter relationships, generally considering flowrate and pressure
throughout the brain as a whole.
If the heart was not beating and blood was stagnant within the cardiovascular
system, then blood pressure would still exist because of the tension that the blood
vessel walls exert in order to contain the blood volume. The reason that blood flows
throughout the cardiovascular system is that as the heart constricts the volume in
the cardiovascular system is reduced. On its own, this effect would result solely
in the blood pressure increasing, but because of the presence of the heart valves
(allowing for flow in one direction) then the increase in blood pressure will cause
blood to flow through the blood vessels. Blood pressure generated by the beating
of the heart depends in part upon two properties known as heart rate (HR) (the
number of contractions per unit time) and the stroke volume (SV)(the decrease in
volume of the heart as it constricts and therefore the volume of blood pumped per
beat). Together these two properties form the cardiac output (CO), which is in fact a
flowrate. The other property that affects blood pressure is the peripheral resistance
(PR), which is a complex function of the geometry of the blood vessels (particularly
the diameter) and of the blood itself, affecting how ‘difficult’ it is for the blood to
flow through the cardiovascular system. The overall relation between these variables
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and blood pressure is defined:
MABP = HR · SV · PR (2.1)
where MABP is the mean arterial blood pressure. Arterial blood pressure (ABP),
varies over the cardiac cycle (as the heart contracts and relaxes) and is in the range
of 120 - 80mmHg between systole and diastole respectively, for an normal healthy
person. The MABP is hence the time averaged blood pressure over the cardiac
cycle which is approximately 100mmHg for a normal healthy person. As the blood
flows through the cardiovascular system there is a gradual loss in blood pressure
(mainly due to viscous friction) and in addition the pulsatility is dampened out by
the stretch (distensibility) of the blood vessel walls, such that by the time the blood
reaches the venous system the venous blood pressure (VBP) is only approximately
5mmHg and non-pulsatile.
The main point of this explanation is that blood pressure in fact is not an
independent input variable into the system, but is the result of the cardiac output
and the peripheral resistance. The reason that this needs to be understood is that
when considering the brain, and applying the form of (2.1), then the relationship
becomes:
MABP = CBF · CV R (2.2)
where in this case CBF refers to the cerebral blood flow throughout the brain as
a whole and CV R refers to the cerebrovascular resistance of the brain to blood
flow. When considering the whole cardiovascular system, any change in peripheral
resistance would cause a change in blood pressure, but when considering solely blood
flow to the brain then changes in CVR do not effect the overall systemic MABP,
but will affect CBF, since these changes either make it ‘easier’ or ‘harder’ for blood
to pass through the cerebral vasculature.
Generally speaking, the drive for blood flow through the brain, known as cerebral
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perfusion pressure (CPP) is defined in a similar manner to (2.2) as:
CPP = CBF · CV R (2.3)
where in this case CPP is normally defined as the difference between MABP and
the intracranial pressure (ICP), although it can also be defined as the difference
between MABP and VBP. To expand upon cerebral perfusion pressure it is first
necessary to examine the cranial cavity in which the brain is located. Within the
1600mL enclosed by the average skull, approximately eighty percent of the volume is
occupied by the brain, approximately twelve percent by the blood contained within
the cerebral blood vessels and approximately eight percent by the cerebrospinal fluid
(CSF) (see Appendix A). Since the skull is a rigid, liquid filled container, then the
increase in the volume of any of the contents must be accompanied by a decrease in
the volume of the remaining contents, otherwise a substantial increase in pressure
within the cranial cavity will occur.
If the brain enlarges, some blood or CSF must escape to avoid a rise in pressure.
If this is not possible there will be a rapid increase in ICP from the normal range of
5-13mmHg to a much higher value. If there is an increase in the volume of either the
brain or blood the normal initial response is a reduction in CSF volume within the
skull. CSF is forced out into the spinal sac, thus ICP is initially maintained. If the
pathological process progresses with further increase in volume, venous blood and
more CSF is forced out of the skull. Ultimately this process becomes exhausted,
when the venous sinuses are flattened and there is little or no CSF remaining in the
head. Any further increase in brain volume then causes a rapid increase in ICP. Al-
though CPP is defined in this manner it is important to understand that physically,
increases in ICP effectively ‘squash’ the brain and its blood vessels, increasing the
cerebrovascular resistance.
Since the cerebral arteries and arterioles can dilate by relaxing the smooth muscle
and thereby decreasing CVR and making it easier for blood to flow through the
brain, in doing so they can cause an increase in cerebral blood volume (CBV) (the
amount of blood within the cranial cavity at any point in time). While it may not
be an issue under normal conditions, an increase in ICP (from any one of a number
of causes) can mean that the blood vessels may not in fact be able to dilate (or be
limited in their capacity to dilate) because of the compression in the brain.
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2.6 Mechanisms for the Regulation of Blood Flow
Now that the basic clinical mechanics relating to cerebral blood flow have been
outlined, the physiological control systems by which the body regulates cerebral
blood flow can be described. As was hinted at previously, there are a number of
mechanisms incorporated by the body, which can be broadly divided into mecha-
nisms which regulate blood pressure and those which regulate peripheral resistance.
Furthermore, these mechanisms may be categorized in terms of their timescale into
those which act over a matter of seconds or those which act over days to weeks,
as well as whether or not they act globally on the whole cardiovascular system or
are specific to a single organ. Not all of these mechanisms are completely relevant
for the present study in that they will not constitute any part of the mathematical
model applied to the circle of Willis geometries, but at least a brief description will
be given, firstly for the purposes of understanding the complete picture and secondly
as their description can aid in the justification of their omission from the model.
The regulation of blood pressure can be categorized into both short term and
long term mechanisms. Mechanisms acting in the short term tend mainly to involve
the autonomic nervous system and utilize feedback loops between the brain, heart
and blood vessels. Through these feedback loops, the heart rate, stroke volume and
peripheral resistance can all be altered, so that the blood pressure will change in
accordance. The major mechanisms are arterial baroreceptors and chemoreceptors,
the adrenal medullary mechanism and the central nervous system (CNS) ischaemic
response.
The arterial baroreceptor reflex (Figure 2.6) is initiated by nerve endings located
in the wall of each internal carotid artery at the carotid sinus and in the wall of
the aortic arch. Changes in blood pressure affect the stretch on the receptors and
subsequently the action potential firing rate through the nervous system. The signals
enter the medulla oblongata causing a feedback to the heart altering HR and SV as
well as to the peripheral circulatory system to alter PR. An increase in ABP causes
an increased baroreceptor firing rate, resulting in a reduced HR, and SV as well as
a reduced PR to restore blood pressure, and vice versa. The aortic baroreceptors
operate, in general, at pressure levels about 30 mmHg and above and are most
sensitive around their normal operating blood pressure. They respond extremely
rapidly to changes in pressure (even over the cardiac cycle) but are thought to be
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Figure 2.8: The baroreceptor reflex involves a feedback from the receptors at the aortic
arch and carotid sinus, to the medulla oblongata, which in turn alters heart rate and stroke
volume as well as blood vessel tone. Note: the baroreceptor reflex has maximal sensitivity
about small deviations from the normal blood pressure, but adapts this normal level over
a period of days [133].
of little long term importance as they reset within days to whatever pressure they
are exposed to.
Closely associated with the baroreceptor system is a chemoreceptor reflex that
operates in much the same way as the baroreceptor reflex except that chemoreceptors
are sensitive to oxygen, carbon dioxide, or hydrogen ions. Whenever the arterial
pressure falls below a critical level, the chemoreceptors become stimulated because
of diminished blood flow and therefore diminished availability of oxygen as well as
excess buildup of carbon dioxide and hydrogen ions that are not removed by the
slow flow of blood. Signals transmitted from the chemoreceptors to the medulla
oblongata result in a feedback to the heart to increase HR and SV as well as to
increase PR. The chemoreceptors are not stimulated strongly by pressure changes
until the arterial pressure falls below 80 mmHg. It is hence at the lower pressures
that this reflex becomes especially important to help prevent further pressure drops.
The adrenal medullary mechanism is activated when stimuli result in a sub-
stantial increase in sympathetic stimulation of the heart and blood vessels. Cells in
the adrenal medulla synthesize and secrete the catecholamines known as epinephrine
(adrenaline) and norepinephrine (noradrenaline). Following their release into blood,
these hormones bind adrenergic receptors on target cells, where they induce essen-
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tially the same effects as direct sympathetic nervous stimulation; increased heart
rate, stroke volume and constriction of the blood vessels.
The central nervous system ischemic response is initiated when blood flow to the
vasomotor centre in the lower brain stem becomes decreased enough to cause the
neurons in the medulla oblongata to respond directly to the ischemia and become
strongly excited. It is thought that the buildup of carbon dioxide causes the response
(although lactic acid or other acidic substances may be important too) and when
this occurs, the systemic arterial pressure often rises to a level as high as the heart
can possibly pump. The CNS ischemic response is one of the most powerful of the
sympathetic vasoconstrictor system. However, it does not become significant until
the arterial pressure falls far below normal, down to 60 mmHg and below, reaching its
greatest degree of stimulation at a pressure of 15 to 20 mmHg. Therefore, it operates
principally as an emergency arterial pressure control system that acts rapidly and
powerfully to prevent further decrease in arterial pressure whenever blood flow to
the brain decreases dangerously close to a lethal level.
Mechanisms for blood pressure regulation in the long term tend to occur mainly
through hormonal mechanisms, as opposed to mainly nervous mechanisms in the
short term. These hormones affect the functioning of the kidneys, altering the to-
tal blood volume and hence the blood pressure. The important mechanisms which
act through the kidneys are the Renin-Angiotensin-Aldosterone mechanism and the
Vasopressin mechanism, but there are in addition, two other important mecha-
nisms which do not utilize the kidneys; the Fluid-Shift mechanism and the Stress-
Relaxation response.
The renin-angiotensin-aldosterone system plays an important role in the regula-
tion of blood pressure via blood volume. The most important site for renin release
is the kidney, where sympathetic stimulation, renal artery hypotension, and de-
creased sodium delivery stimulate the release of the enzyme Renin by the kidney,
which converts angiotensinogen into angiotensin I. Angiotensin I is then converted
to angiotensin II (Ang II) by angiotensin-converting enzyme (ACE), which is found
mainly in lung capillaries. Ang II circulates in the blood causing vasoconstriction
and hence increases PR, but also acts on the adrenal cortex causing the release
of aldosterone, which in a circular fashion, acts on the kidneys to increase water
reabsorption and hence blood volume.
2.6 MECHANISMS FOR THE REGULATION OF BLOOD FLOW 43
Figure 2.9: The Renin-Angiotensin-Aldosterone mechanism regulates blood pressure by
the alteration of blood volume and level of blood vessel constriction. The mechanism acts
in the long term via the release of hormones from the kidney and liver [133].
The Vasopressin (or Antidiuretic Hormone, ADH ) mechanism works together
with the renin-angiotensin-aldosterone system in response to changes in blood pres-
sure. The stimulus is via the firing rate of the baroreceptors in response to the
changes in blood pressure, which initiate the release of ADH from the posterior
pituitary gland. The primary function of ADH in the body is to regulate extracellu-
lar fluid volume by affecting renal handling of water. ADH acts on renal collecting
ducts to increase water permeability, which leads to decreased urine formation. This
increases blood volume, cardiac output and arterial pressure. ADH also regulates
blood pressure by causing increased vasoconstriction.
The fluid shift mechanism begins to act within a few minutes but requires hours
to achieve its full functional capacity. It plays a very important role when dehydra-
tion develops over several hours, or when a large volume of saline is administered
over several hours. The fluid shift mechanism occurs in response to small changes in
pressures across capillary walls. As blood pressure increases, some movement of fluid
into the interstitial space helps prevent the continuing development of high blood
pressure. As blood pressure falls, interstitial fluid moves into capillaries, which coun-
teracts a further decline in blood pressure. The fluid shift mechanism is a powerful
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Figure 2.10: The Antidiuretic Hormone mechanism regulates blood pressure via the al-
teration of blood volume and the level of blood vessel constriction. The mechanism acts
in the long term via the release of hormones from the pituitary gland in the brain.
method through which blood pressure is maintained because the interstitial volume
acts as a reservoir in equilibrium with the large volume of intercellular fluid.
The stress-relaxation response is characteristic of smooth muscle cells. When
blood volume declines, blood pressure also decreases, causing a reduction in the force
applied to smooth muscle cells in blood vessel walls. As a result, during the next
few minutes to an hour, the smooth muscle cells contract, reducing the volume of
the blood vessels and thus resisting a further decline in blood pressure. Conversely,
when blood volume increases rapidly, such as during a transfusion, blood pressure
increases and smooth muscle cells of the blood vessel walls relax, resulting in a more
gradual increase in blood pressure. The stress relaxation mechanism is most effective
when changes in blood pressure occur over a period of many minutes.
With the mechanisms outlined thus far, peripheral resistance has been altered
(in combination with heart rate and stroke volume) in order to bring about a change
in blood pressure. This is the case because these mechanisms tend to act globally
throughout the entire cardiovascular system (e.g. increasing heart rate and stroke
volume affects blood pressure everywhere in the body). When considering an indi-
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vidual organ such as the brain however, changes in its resistance will not affect the
overall systemic blood pressure significantly, but will affect the amount of blood flow
through that organ. This ‘local regulation’ of blood flow is known as autoregulation
and is defined as the intrinsic ability of an organ to maintain a relatively constant
blood flow despite changes in perfusion pressure, within a certain physiological blood
pressure range (Figure 2.11). Autoregulation has a very strong influence in certain
organs such as the heart and the kidney and of course the brain, where it is known
as the cerebral autoregulation mechanism.
Figure 2.11: A standard cerebral autoregulation curve, illustrating the relatively constant
level of blood flow over a range of cerebral perfusion pressures. The autoregulated region
involves the vascular smooth muscle altering its tension and hence the caliber of the blood
vessels, thereby altering the overall cerebrovascular resistance to blood flow. Outside of
the autoregulated region (i.e. at very high or low blood pressures) where the smooth
muscle is maximally constricted or dilated respectively, the blood flow is then a function
of the blood pressure.
There are a number of mechanisms and chemical pathways encompassed by
cerebral autoregulation to bring about the overall autoregulation curve illustrated
in Figure 2.11 and to date, the complete pathways and their interactions have not
yet been fully elucidated. Even so it is common to broadly classify autoregulation
into metabolic, myogenic, neurogenic and shear stress components. Due to the com-
plexity only a brief introduction will be given to the various components, outlining
the more commonly proposed mechanisms. It is important to note that despite the
complexity and variety of the chemical pathways involved, essentially all of them re-
sult in either alterations in the concentration of intracellular calcium in the vascular
smooth muscle (VSM) cell, or alterations in the sensitivity of MLCK to calcium.
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Myogenic autoregulation is generally defined as the ability of the smooth muscle
cells to respond directly to changes in blood pressure. The force from the blood
pressure that is applied to the endothelium is transmitted through the cytoskeleton
and extracellular matrix to proteins in the plasma membrane known as Integrins,
creating a tensile force on the smooth muscle cell. Changes in this force cause
rapid architectural distension which then brings about a series of chemical events
at the sarcolemma, leading to the alterations in the muscle tone. An increase in
blood pressure causes an increase in the tension applied to the VSM and results in
constriction so that there is an overall reduction in the diameter of the blood vessel,
thereby reducing the applied tension. Conversely a reduction in blood pressure
leads to a reduced tension applied to the VSM, a relaxation of cell and an increase
in arterial diameter, thereby stabilizing the applied tension.
One of the proposed transduction mechanisms in response to an increase in
pressure is the opening of non-selective stretch activated cationic channels (SAC)
[36, 56, 131], which causes influx of cations such as sodium, potassium and calcium
(Figure 2.6). This influx leads to membrane depolarization (the membrane poten-
tial brought about by the imbalance of cations between the extracellular space and
cytosol is reduced as cations flow in), which induces the opening of voltage gated
calcium channels (Ca2+V G) and an influx of calcium, leading to a rise in intracellular
calcium levels and hence muscle tone. The increase of intracellular calcium from this
pathway also involves hydrolization of the phospholipid known as Phosphatidylinos-
itol bisphosphate (PIP2) by the enzyme Phospholipase C (PLC) into two important
second messengers known as Inositol Triphosphate (IP3) and Diacylglycerol (DAG).
It is known that IP3 diffuses into the cytosol and stimulates the release of calcium
from the SR and may therefore play a part in the overall rise in intracellular calcium
levels. DAG on the other hand remains associated with the sarcolemma, but given
a cytosolic increase in calcium can activate the enzyme known as Protein Kinase C
(PKC) which can directly phosphorylate the myosin light chains (similar to MLCK)
promoting muscle contraction. Another possible pathway involved in the myogenic
response is the release of the omega-6 fatty acid known as Arachidonic Acid (AA)
via the membrane protein known as Phospholipase A2 (PLA2) in response to dis-
tension of the plasma membrane . It is thought that AA and its metabolites in the
Cytochrome P450 pathway, such as 20-Hydroxyeicosatrienoic Acid (20-HETE) and
Epoxyeicosatrienoic Acid (EET) can inhibit calcium sensitive potassium channels
(K+Ca) which would maintain depolarization of the VSM cell and thereby potentiate
myogenic constriction [36, 44, 131]. Furthermore it is also thought [36] that AA
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can inhibit MLCP, thereby enhancing calcium sensitivity. One of the final possible
pathways to be mentioned here is the binding of the small GTPase protein RhoA to
the membrane protein caveolin-1 (CAV-1) in response to distension of the plasma
membrane. This binding causes the activation of the actin binding enzyme Rho
Kinase (RhoK) which can inhibit MLCP and thereby increase calcium sensitivity
[56, 57, 164]. In addition RhoK activation has a key role in cytoskeletal rearrange-
ment via the formation of Actin intermediate filaments, as a longer term response
to changes in blood pressure (not shown in the figure). Despite its quick response to
variations in blood pressure, the myogenic mechanism is also generally thought to
play the major role in the development of a basal level of blood vessel tone, which va-
sodilators can reduce. Furthermore, there is evidence to illustrate the importance of
Gap Junctions (connections between cells which allow for certain molecules to pass
through them) in the myogenic response [84], where the depolarization or secondary
messenger effects brought about by changes in blood pressure can be propagated
along the tunica media of blood vessels.
Nitric Oxide (NO) is now accepted as playing an extremely important part in
the regulation of blood flow in the cerebral vasculature [105] and one pathway by
which it is released is via the shear stress component of cerebral autoregulation. The
effect of shear stress on cerebral autoregulation is a more recent discovery compared
to the myogenic or metabolic components and occurs through the effect of friction
from the blood against the endothelium as it flows through the blood vessels. The
mechanism by which this effect is thought to occur begins with the mechanical
force from the shear stress activating (through a series of pathways not completely
elucidated, but involving the caveolae) the enzyme Endothelial Nitric Oxide Synthase
(eNOS). In the presence of other cofactors (substances necessary to the function
of an enzyme) tetrahydrobiopterin (BH4) and Nicotinamide Adenine Dinucleotide
Phosphate (NADPH), eNOS causes conversion of the amino acid L-Arginine and
oxygen to L-Citrulline and NO [35]. NO can diffuse readily throughout tissues and
moves into the cytosol of the smooth muscle cell, where it activates the enzyme
Guanylate Cyclase (GC), causing the conversion of Guanosine Triphosphate (GTP)
to Cyclic Guanosine Monophosphate (cGMP). It is thought that cGMP can affect
smooth muscle tone in two ways; the first via the interaction with calcium specific
potassium channels (K+Ca), leading to a membrane hyperpolarization (the membrane
potential brought about by the imbalance of cations between the extracellular space
and cytosol is increased) and a closing of Ca2+V G channels, leading to a reduction in
intracellular calcium and hence reduced muscle tone [11]. The second way in which
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Figure 2.12: The more commonly proposed mechanisms involved in the various compo-
nents of the cerebral autoregulation mechanism. Note: the ⊕ symbol indicates a pathway
which promotes an increase in muscle tone and the ⊖ symbol indicates a pathway which
promotes a decrease in muscle tone.
cGMP is thought to lead to dilation is through its stimulation of MLCP, breaking
cross-bridges and thereby reducing tone [19]. It is starting to be proposed that
the myogenic and shear stress NO components of autoregulation are in constant
opposition [44], where NO induced vasodilation attenuates the myogenic induced
constriction.
Despite the fact that cerebral blood vessels are strongly innervated [146], the
role of the nervous system in cerebral autoregulation is not well defined. There are a
number of pathways leading to changes in VSM tone however, two of which involve
the catecholamine neurotransmitters Norepinephrine (NE) and Epinephrine (Epi).
NE released from the presynaptic terminals of neurons can act via a1-adrenoceptors
to activate PLC causing the hydrolization of PIP2 into IP3 and DAG as outlined
previously within the myogenic component of autoregulation. The same pathway is
then used to stimulate the release of calcium from the SR and phosphorylate the
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myosin light chains through PKC promoting muscle contraction (note that Ang II
acting as part of the Renin-Angiotensin-Aldosterone mechanism for the regulation
of blood pressure utilizes the same pathway). Epi on the other hand acts through
β2-adrenoreceptors to stimulate the enzyme Adenylyl Cyclase (AC) to convert ATP
to Cyclic Adenosine Monophosphate (cAMP). cAMP is an inhibitor of MLCK and
therefore this pathway promotes a reduction in MLCK phosphorylation and hence
reduces VSM tone. It is important to note that these pathways can also be acti-
vated by NE and Epi in the blood stream as part of other mechanisms such as the
adrenal medullary mechanism. Another important neurotransmitter of more recent
discovery is NO [146]. The mechanism by which NO is formed in the presynaptic
terminal is essentially the same as that for the endothelium [41] except that rather
than being released from the caveolae, calcium enters the terminal through calcium
channels as a result of an action potential (note: both NE and Epi are also released
by via action potentials), and the enzyme used in its conversion is Neuronal Nitric
Oxide Synthase (nNOS) as opposed to eNOS. Once produced, NO diffuses into the
VSM where it activates GC and follows the same pathway as described previously
for endothelial NO, promoting a reduction in intracellular calcium levels and stimu-
lating MLCP, leading to reduced VSM tone. The link between the action potentials
stimulating these neurogenic pathways and parameters relevant to cerebral autoreg-
ulation such as blood flow and pressure is currently not well defined. It is likely
however that the innervation of the blood vessels and these pathways may not play
such an important role in terms of the highly local regulation of CVR, but may
function as part of other mechanisms such as the baroreceptor and chemoreceptor
reflexes for example.
It has been well accepted that alterations in the chemicals involved in metabolism
(metabolites) cause vasodilation and hence alterations in CVR, where oxygen, car-
bon dioxide, hydrogen ions, and adenosine have been identified for their importance.
The accumulation of these metabolites is related to the delivery of oxygen to, and
the removal of carbon dioxide from, the tissue which is a function of the cerebral
blood flow. Carbon dioxide is constantly being produced as part of the carbohy-
drate metabolism occurring in the cerebral tissue and its removal is dependent on
the amount of blood flow. Given a reduction in blood flow, then the concentration of
carbon dioxide will start to build up, although it is not molecular CO2 itself which is
considered important in terms of vasodilation, but rather the fact that it dissociates
into carbonic acid, causing an increase in hydrogen ion concentration in the tissue (a
drop in pH) [83, 145]. There have been numerous studies illustrating that the drop
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in extracellular pH (i.e. external to the VSM cell) [6] affects ATP specific potassium
channels (K+ATP ) on the plasma membrane causing a hyperpolarization of the cell
and hence a reduced calcium influx through Ca2+V G channels [61, 62, 69, 120]. This
reduced calcium influx leads to decreases in intracellular calcium levels and hence a
reduction in muscle tone. Metabolism also requires the constant delivery of oxygen
to synthesize ATP and when its delivery is impeded there is an increase in the ratio
of ADP to ATP as it cannot be synthesized rapidly enough. In this case there is
evidence to show that the opening of K+ATP channels is reduced, also leading to a
hyperpolarization of the cell and a reduced calcium influx, hence vasodilation [17].
Furthermore it is possible that given the condition where there is not enough oxygen
present for aerobic respiration to occur, the increase in lactic acid as a byproduct of
anaerobic respiration may also lead to a drop in pH, leading to a hyperpolarization
via an interaction with K+ATP channels.
One emerging idea is that the metabolic component of autoregulation is most ef-
fective in the smallest resistance arteries and does not in fact play a major role in the
overall alteration of CVR [44]. Instead it is hypothesized that the dilation induced
in these smaller arteries and arterioles from the buildup of metabolites increases
the shear stress further upstream in the larger arteries, initiating a NO dependent
vasodilation, thereby altering CVR to a much more significant degree (termed con-
ducted dilation). This hypothesis is enhanced by a number of studies which have
shown that inhibiting the formation of NO tends to attenuate the vasodilator re-
sponse to changes in carbon dioxide and hydrogen ions, but does not completely
abolish it [69, 120]. Furthermore it is hypothesized that the myogenic response is
also much stronger in the larger arteries and in addition to its role of maintaining a
basal tone (in constant competition with the NO dependent vasodilation) can play
an important role in protecting the downstream capillaries by its constriction in
response to high blood pressure.
It is clear that there is great complexity in the chemical pathways involved in
cerebral autoregulation and their interaction. It should be noted that this discussion
has only attempted to outline some of the more commonly proposed mechanisms
and combine them in order provide a basic outline of the overall picture. It is likely
that in years to come, vasoconstrictor and vasodilator pathways will be expanded
upon and their interactions more clearly defined, new pathways may be found, and
perhaps commonly existing pathways will be either completely dismissed, or found
to be of less importance than was originally thought. In terms of mathematical
2.6 MECHANISMS FOR THE REGULATION OF BLOOD FLOW 51
modelling, the heterogeneity between different levels of the vasculature and the as
yet incomplete pathways mean that attempting to model this level of complexity
would be an insurmountable task, and will not be attempted for the present study.
But this discussion should keep the assumptions made with any model in perspective
and provide a good starting point for future improvements.
Chapter 3
Stroke
3.1 Introduction
The previous two chapters have focussed on the anatomy and physiology relevant
to cerebral hemodynamics, and how to a certain extent, through the anastomotic
connections of the circle of Willis and the cerebral autoregulation mechanism, both
attributes can maintain oxygen delivery to the cerebral tissue to meet its metabolic
demands. With this information outlined, it is time to introduce the neurologic
dysfunction known as stroke, which is the third leading cause of death in many
developed countries, following cardiovascular disease and all forms of cancer, and
is the largest cause of long term adult disability [4]. A stroke, or ‘brain attack’, is
caused by an acute interruption in the blood supply to the brain, and while there
are a number of pathological causes for this interruption, two major classifications
for stroke type can be identified. The first category of stroke occurs when a blood
vessel in the brain breaks, causing blood to leak into the brain tissue or cerebrospinal
fluid surrounding the brain, and is known as a hemorrhagic stroke. The second type
occurs due to a blockage in a blood vessel perfusing a region of the brain, such that
the blood supply is interrupted, and is known as an ischaemic stroke.
When either of these two types of stroke occur the brain tissue begins to die,
leaving a region of infarct (dead) tissue where irreversible brain damage has oc-
curred. With ischemic stroke however, a region known as the ischemic penumbra
can also be identified where the damage is not necessarily permanent and the func-
tioning of this region may be restored if pharmacological intervention can restore
oxygen supply in a timely manner. When brain cells die during a stroke, the abilities
controlled by that area of the brain such as speech, movement, and memory are lost.
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How a stroke patient is affected depends on where the stroke occurs in the brain and
the extent to which the brain is damaged. For example, an individual suffering a
small stroke may experience only minor problems such as weakness of an arm or leg.
People who have larger strokes may be paralyzed on one side or lose their ability to
speak, or the stroke may be fatal.
Figure 3.1: Hemorrhagic stroke occurs when blood from a burst artery is forced into either
the brain tissue, or into the narrow space between the brain surface and the layer of tissue
that covers it.
3.2 Hemorrhagic Stroke
Hemorrhagic stroke (Figure 3.1) is caused by a hemorrhage (a breakage) of a blood
vessel in the brain and accounts for approximately 12% of all strokes. Hemorrhages
can be caused by a number of disorders which affect the blood vessels, including long
standing hypertension and cerebral aneurysms. An aneurysm is a weak or thin spot
on a blood vessel wall, and the force of the blood pressure causes it to ‘bulge’ out from
the blood vessel. The tendency to form aneurysms can be inherited, and generally
they develop over a number of years, not usually causing detectable problems until
they break. There are two types of hemorrhagic stroke, classified as intracerebral
hemorrhage and a subarachnoid hemorrhage, based on where the breakage occurs.
Intracerebral hemorrhage occurs when a blood vessel within the brain ruptures,
causing bleeding into the brain tissue itself. Intracerebral hemorrhage usually occurs
in selected parts of the brain, including the basal ganglia, cerebellum, brainstem, or
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cortex. Subarachnoid hemorrhage occurs when a blood vessel bursts in a large artery
on or near the thin, delicate membrane surrounding the brain. Blood spills into the
area around the brain, causing the brain to be surrounded by blood contaminated
fluid. In either case the sudden increase in pressure within the brain can cause
damage to the brain cells surrounding the blood. If the amount of blood increases
rapidly, the sudden buildup in pressure can lead to unconsciousness or death.
Figure 3.2: Ischaemic stroke occurs when an artery in the brain becomes blocked and the
supply of blood to a region of brain tissue is cut off.
3.3 Ischemic Stroke
Ischemic stroke (Figure 3.2) is by far the most common form of stroke, accounting
for approximately 88% of all strokes, where the blockage to an artery can occur
via thrombosis or embolus. A thrombus is a built up blood clot which usually
forms around atherosclerotic plaques and gradually narrows the lumen of the artery,
impeding blood flow to distal tissue. Since blockage of the artery is gradual, onset of
symptomatic thrombotic stroke is slower. A thrombus itself can lead to an embolic
stroke if the thrombus breaks off, whereby it is termed an embolus. An embolus is
most frequently a blood clot, although it can also be a fragment of atherosclerotic
plaque detached from a blood vessel wall, or a number of other substances (e.g. fat
globules). The key feature of the embolus is that it travels in the bloodstream until
it becomes wedged in an artery, cutting off its blood supply. Because an embolus
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arises from elsewhere, local therapy only solves the problem temporarily, thus the
source of the embolus must be identified. The onset of the embolic blockage is
sudden, resulting in symptoms that are usually maximal at start. Also, symptoms
may be transient as the embolus lyses and moves to a different location or dissipates
altogether.
The classification of ischemic stroke subtypes is complex and has received con-
siderable study over the years, but it is generally accepted that the major source of
ischemic stroke is from embolism, and hence the distinction between thrombotic and
embolic stroke somewhat out dated. One of the current classification systems is the
Trial of Org 10172 in Acute Stroke Treatment (or TOAST ) classification system
which bases the subtypes on their etiology (i.e. their cause) [7]. The five cate-
gories postulated in the TOAST system are large artery atherosclerosis, cardioem-
bolism, small artery occlusion (lacune), stroke of other determined etiology, and
stroke of undetermined etiology. Large artery atherosclerosis involves the buildup
of atherosclerotic plaques in the arterial wall, causing a narrowing of the vessel di-
ameter (stenosis) and if the arteries become too narrow, blood cells may collect and
form blood clots. These blood clots can block the artery where they are formed
(thrombosis), or can dislodge and become trapped in arteries deeper in the brain
(embolism). This category includes atherosclerosis in the larger afferent arteries
(where stenosis or occlusion at the carotid bifurcation is common) as well as the
major cerebral arteries and their cortical branches. Cardioembolism involves arte-
rial occlusions which are presumed to arise due to an embolus originating from the
heart. These emboli can occur as a result of atrial fibrillation (an irregular heart
rhythm) where the erratic motion of the atria leads to blood stagnation and poten-
tially clot formation, from a heart attack, or abnormalities of the heart valves, as
well as other causes. The emboli travel into the brain where they become lodged
in an artery. Small artery occlusion takes place in the smaller deep penetrating
arteries, primarily the lenticulostriate branches of the MCA, but also the branches
arising from the ACA, AChA, PCA and BA. The term lacune refers to the small
deep infarct regions within the cerebral tissue, generally with a maximum diameter
of 1.5cm. The occlusion may be a result of atherosclerotic plaque buildup in these
arteries or from embolism. Occlusion is most commonly caused by a process of con-
centric thickening of the penetrating blood vessel wall primarily due to the effect
of longstanding high blood pressure (known as liphyalinosis), but can also be due
to atheromatous plaque from the parent vessel occluding the ostium (origin) of the
penetrating blood vessel, and in rarer occasions may even be due to small emboli.
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A significant variation exists in the reported survival rates for patients with
stroke and its several subtypes. The two major factors potentially contributing to
this variability include methodological differences between studies and a decline in
fatality rates over time, partly due to improved supportive care. The study of Mat-
sumoto et al [95] involved the individuals among the general population of Rochester,
Minnesota who had suffered a stroke between 1955 and 1969. The results showed
that short term (thirty day) survival rates are substantially higher for patients who
have sustained an ischemic rather than a hemorrhagic stroke. In the study of Kelly-
hayes et al [75], a total of 213 patients with strokes occurring between 1971 and 1981
were evaluated. Patients in whom stroke was suspected hospitalized and seen by a
neurologist. Almost three quarters of the patients (72%) survived more than thirty
days. Acute survival was dependent on stroke type and was negatively influenced
by severity of neurologic impairment and age. Only about one third of hemorrhagic
stroke patients survived the acute phase, but more than three quarters of those with
ischemic stroke (cerebral thrombosis or cerebral embolism) were alive at the twenty
day mark. Despite the increased mortality from hemorrhagic stroke, it is much
less common, therefore the focus of the present study is geared toward modelling
cerebral perfusion as a clinical tool for the prediction and prevention of ischaemic
stroke. In terms of the TOAST classification system the mortality is higher among
patients with large artery atherosclerosis than among patients with lacunes [127].
Recurrent strokes are more likely among patients with cardioembolic stroke than
among patients with stroke of other causes [81]. The one-month mortality after
cardioembolic stroke is also higher than that with strokes of other etiologies [18].
Relating the effects of ischaemic stroke back to the various cerebral arteries and
the regions of the brain which they supply can give an indication of the neurological
damage which is likely to result from a reduction in blood supply. Ischemic strokes
in the anterior circulation (including both the ACA and MCA) are caused most
commonly by occlusion of one of the major intracranial arteries or of the small single
perforator arteries. The most prevalent causes of arterial occlusion involving the
major cerebral arteries are emboli, predominantly from large vessel atherosclerosis
or cardioembolism.
The ACA supplies blood to the frontal lobe (including Broca’s area and the
precentral gyrus) and the postcentral gyrus of the parietal lobe, the anterior of the
corpus callosum, and the anterior diencephalon. Occlusion of the ACA is uncom-
mon, occurring in only 2% of cases [1], however atherosclerotic deposits can occur
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in the proximal segment of the ACA leading to major motor and somatosensory
deficits. These may include paraplegia affecting the lower extremities, incontinence,
personality change, and contralateral grasp reflex. Also, if the left hemisphere is
involved then language deficits are almost invariably found as Broca’s area will be
damaged. The AChA supplies the lateral thalamus and posterior region of the inter-
nal capsule. Occlusion of the AChA occurs in fewer than 1% of anterior circulation
strokes. Ischemia in the OPhA resulting from ICA occlusion is often transient in
nature, with transient monocular blindness occurring in approximately 25% of pa-
tients. Central retinal artery ischemia however is relatively uncommon, presumably
because of the efficient collateral supply.
Occlusion of the MCA or its branches is the most common type of anterior cir-
culation infarct, accounting for approximately 90% of infarcts and two thirds of all
first strokes [1]. Of MCA territory infarcts, 33% involve the deep MCA territory,
10% involve both superficial and deep MCA territories, and over 50% involve the
superficial MCA territory. The MCA supplies a large region of the brain includ-
ing the internal capsule, caudate nucleus, and globus pallidus, as well as most of
the temporal lobe (including Wernicke’s area), anterolateral frontal lobe, parietal
lobe (including the postcentral gyrus) and the insula. Occlusion in the proximal M1
segment will also lead to motor and somatosensory deficits and may cause contralat-
eral hemiplegia affecting the face, arm and leg, homonymous hemianopia (a defect
in the visual fields), and aphasia (an impairment in understanding and/or formu-
lating complex, meaningful elements of language). An occlusion of the distal M3
branches that supply the deep white and grey matter (usually embolic in nature)
can produce a lacunar type of stroke accompanied by specific neurologic deficits.
These occlusions account for as many as 20% of ischemic strokes.
Occlusion of the vertebrobasilar system accounts for approximately 20% of is-
chaemic stroke [1] and the mortality of patients with basilar artery occlusion is high
(75 - 80%). Most survivors of BA occlusion have severe persisting disability. The
most common vascular condition affecting the vertebrobasilar system is atheroscle-
rosis, in which plaques cause narrowing and occlusion of the large vessels. Occlusions
of the small vessels lead to lacunes, which may appear as single or multiple regions
scattered widely throughout the subcortex and brainstem. There is high mortality
associated with vertebrobasilar occlusion because it perfuses a number of areas vi-
tal for survival, such as the medulla oblongata, pons, and midbrain, as well as the
cerebellum, thalamus, and occipital cortex. Patients with small infarctions usually
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have a benign prognosis with reasonable functional recovery. Infarctions in the ver-
tebrobasilar system have some characteristic clinical features that distinguish them
from those in the hemispheres including ataxia (loss of the ability to coordinate
muscular movement), dysphagia (difficulty in swallowing or inability to swallow),
vertigo, nausea, vomiting and visual field deficits. In contrast to infarction in the
cerebral hemispheres however, aphasia and cognitive impairments are absent.
In general, patients with PCA distribution strokes exhibit less overall chronic
disability than those with anterior cerebral, middle cerebral, or basilar artery infarc-
tions and occlusion of the PCA only occurs in approximately 5 - 10% of ischaemic
strokes [1]. The PCA supplies the occipital lobe (including the primary visual cortex,
so its occlusion may also lead to visual field losses. Other clinical symptoms include
colour blindness, failure to see movements, verbal dyslexia, and hallucinations.
Despite the fact that the majority of ischemic strokes are a result of embolic
mechanisms, there is a complex relationship between these mechanisms and stenosis
or occlusion of the ICA, focusing specifically on ischemic regions known as watershed
infarcts [104]. Watershed infarcts involve the junctions between the distal fields of
arterial supply systems, where generally the cortical watershed regions are located
between the cortical territories of the ACA, MCA, and PCA and the internal water-
shed regions are situated between the white matter above the lateral ventricle and
the deep and the superficial arterial systems of the MCA, and between the superfi-
cial systems of the MCA and ACA. Hypoperfusion and embolism often coexist and
their pathophysiological features are interactive [23]. There is experimental evidence
that associates watershed infarction with microemboli, arising from unstable carotid
plaques or from the stump of an occluded ICA, which can travel preferentially to
watershed areas due to their distinctly small size [122]. Furthermore, there is evi-
dence that the absence of collateral flow via the ACoA or PCoA’s associated with
an incomplete or dysfunctional circle of Willis imposes an additional predisposition
to watershed infarction. Arterial lumenal narrowing and endothelial abnormalities
stimulate clot formation and subsequent embolization. Reduced cerebral perfusion
limits the ability of the bloodstream to clear emboli and microemboli and reduces
available blood flow to regions rendered ischemic by emboli that block supply ar-
teries. The watershed regions are favored destinations for microemboli that are not
cleared.
The physiological response of the brain to reduced cerebral perfusion pressure
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distal to ICA occlusion has been established via physiological imaging techniques
such as positron emission tomography (PET) and Single Photon Emission Spec-
troscopy (SPECT) [16, 47, 123]. The initial response to a decline in the CPP is an
autoregulatory vasodilatation of the resistance arteries, known as stage one hemody-
namic impairment [37]. This results in increased cerebral blood volume and impaired
response to vasodilatory stimulation (via hypercapnia or intravenously administered
acetazolamide) [16, 47, 123]. With further reduction in CPP, the autoregulatory
vasodilatation becomes inadequate and the CBF decreases. As the cerebral tis-
sue usually maintains its metabolic rate, the tissue oxygen tension decreases and
OEF increases, known as misery perfusion or stage two hemodynamic impairment
[16, 37, 39]. Below the CBF ischemic penumbra threshold, cerebral tissue function is
impaired and the affected tissue is at risk of infarction [15], although it is unknown
if persisting reductions in CBF above the penumbra threshold may also result in
infarction.
The focus of the present study can now be placed in the context of this neu-
rological dysfunction, as the long term goal is to devise a clinical diagnostic tool
to help aid in its prevention. It may be apparent that the category of hemorrhagic
stroke involves the rupture of the arterial wall, which is a complex function of the
mechanics and physiological processes occurring in the arterial wall, as well as a
fluid mechanics problem. Since the focus at present is the maintenance of cerebral
perfusion, hemorrhagic stroke is outside the scope of the present study. Ischemic
stroke frequently involves a blockage in the arteries distal to the circle of Willis (e.g
the MCA in the case of large artery atherosclerosis, or the lenticular striate arteries
in the case of small artery occlusion), and in most cases is the result of an embolus
travelling through the bloodstream to a particular location. While it would be possi-
ble to model the trajectory of an embolus in the bloodstream and potentially predict
the cerebral artery in which it may lodge, it would be extremely difficult to envisage
a computer modelling technique which could predict when this may occur or what
size the embolus may be. The clinical context of the present research hence lies in
the prediction of the effects of large vessel atherosclerosis in the afferent arteries,
proximal to the circle of Willis such, that there is the potential to provide collateral
flow to perfuse all of the cerebral territories. As was outlined in Chapter 1, the
particular anatomical configuration of the CoW may limit the amount of collateral
flow. It is generally known clinically that certain individuals may have a complete
occlusion of an ICA with no cause of neurologic impairments, while others cannot
survive such a large unilateral reduction in blood supply and would instead suffer
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a large ischemic stroke. With reference to the studies in Chapter 1, this ability is
most likely a function of the individual’s circle of Willis.
Chapter 4
Literature Review
4.1 Introduction
The previous three chapters presented an introduction to the anatomy and physiol-
ogy relevant to the modelling of cerebral hemodynamics, as well as its importance
in terms of ischaemic stroke. Chapter 1 outlined the cerebral vasculature, with a
description of the variations which are observed in the general population. Chapter
2 highlighted some of the important chemistry in terms of oxygen delivery to the
tissues, the various control systems that the body has to regulate blood pressure
and peripheral resistance, and ended with an in depth look at the physiology be-
hind cerebral autoregulation. The purpose of this chapter is to present a review
of previous work which has been done, encompassing the entire field of cerebral
hemodynamic modelling.
The major difficulty in reviewing previous works lies in classifying the various
aspects of each model. As a very broad generalization, models can be categorized
based on whether they treat the arteries comprising the cerebral vasculature indi-
vidually, or rather treat them as one lumped parameter. As an example to illustrate,
the end result with the former approach is that flowrates can be calculated in the
various arteries comprising the circle of Willis (and possibly distal or proximal to
the circle of Willis), whereas with the latter approach the result tends to be one
overall flowrate in the brain. As a second very broad generalization, models can be
categorized based on whether or not they are straight fluid dynamics problems, or
if they integrate mathematical models of the body’s physiological controls systems
(primarily cerebral autoregulation) to couple in with the fluid dynamics. As a gen-
eral trend, the work incorporating the more complex physiological autoregulation
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models has tended to be coupled in with lumped parameter models of the cerebral
vasculature, and similarly the work incorporating more complex mathematical mod-
els of the arteries in terms of fluid dynamic equations and arterial wall motion has
tended to either implement very simple models of autoregulation, or none at all.
There is of course some overlap between modelling the anatomy and the physiol-
ogy, and to gain a complete understanding of previous models, the coupling between
both aspects needs to be considered, when it is present. Nevertheless, this general-
ization provides the most logical way to highlight the previous work, and this review
will therefore be divided into two sections. The first will review the previous work
modelling the cerebral vasculature, and the numerous aspects associated with it,
while the second will review previous work modelling the autoregulation physiology,
with the numerous levels of complexity associated with that.
4.2 Circle of Willis Modelling
Considering now the modelling of only the cerebral vasculature, the most logical
breakdown is to categorize models based on how the governing fluid mechanics
equations are formulated. Blood flow is governed by two equations physically repre-
senting the conservation of mass and the conservation of momentum (see Appendix
D) and in their most general form blood flow is a function of three spatial dimen-
sions and the temporal dimension. Depending upon what assumptions are applied
to these equations at the stage of their formulation regarding the nature of the flow
however, can give rise to models which are 1D, 2D, 3D and can be either steady or
unsteady, with rigid or distensible walls, among other features. There is then the
question of what simulations were performed with the model (i.e. what questions
were the modelers trying to answer). While the nature of the simulations will be
mentioned in this review, their results and significance will not be addressed (except
for some specific cases where the simulations are particularly relevant to the present
study), rather just the modelling aspects used.
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4.2.1 1D Models
Perhaps one of the simplest forms of the governing equations arises when blood flow
is described as fully developed, steady, axisymmetric flow in a straight rigid pipe, to
which the continuity and momentum equations reduce to those for Poiseuille flow
[166]. Using this result the network of arteries comprising the circle of Willis can
be analyzed using an electrical network analogy (Figure 4.1) with a linear system of
equations resulting. Some of the earlier work of Hudetz et al [64] used this analogy
to create their generic 1D model of the circle of Willis (Figure 4.1) including also
the anterolateral central arteries as well as lumped parameter cortical arteries and
cortical anastomoses (although little information is given regarding the assignment
of the resistances of these anastomoses). The network used the specification of ar-
terial pressure at the nodal boundaries and a Krogh cylinder model [98] was used
to determine the oxygen distribution at various locations in the arterial network. A
cerebral autoregulation model included in that resistance of the cortical arteries was
allowed to alter as a function of time in response to a change in flow from its refer-
ence value, although no physiology behind the autoregulatory process was included.
While the Poiseuille flow relation is derived for steady state flow, it is frequently
used with time varying resistances as a quasi-steady system. The simulations per-
formed investigated reductions in afferent blood pressure as well as occlusion of an
MCA on efferent blood flow.
In later work performed by Hillen et al [58], arterial blood flow was modelled
as 1D unsteady pulsatile flow in a straight elastic walled tube, resulting in a set of
hyperbolic equations. While this initial model was only applied to a single PCoA
and its immediate neighbours to investigate the effect on changes in its diameter,
subsequent work [59] extended the model to include the entire circle of Willis and
investigated the effects of alterations in arterial diameter of the PCoA’s and VA’s.
Only a single generic circle of Willis model was used and no autoregulation model was
implemented. Using similar governing equations the work performed by Zagzoule et
al [165] modelled the circle of Willis as 1D unsteady pulsatile flow in a straight elastic
walled tube. Their generic model however connected all of the efferent arteries of
the circle of Willis to a single lumped parameter microcirculation bed, representing
the arterioles, capillaries and venules, followed by the cerebral veins (Figure 4.1).
In the simulations performed the diameters of the cortical arteries were altered, as
would be done through the autoregulation mechanism, however no autoregulation
model was included. The results of the study were the effect of different cortical
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Figure 4.1: A schematic of a 1D network model of the circle of Willis. Black represents
the main arteries of the circle of Willis (incorporated in all works). Purple illustrates the
anterolateral central arteries (ALA) and the anteromedial and posteromedial anastomoses
(AM and PM) included in the work of Hudetz et al [64] (note: the VA’s were not included in
this work). Pink illustrates the common and external carotid arteries (CCA and ECA) and
the periorbital anastomosis included in the work of Viedma et al [161]. Green illustrates
a simplification of the arterioles, capillaries, venules and veins included in the work of
Zagzoule et al [165].
diameters on blood flow and pressure at various points in the vascular network.
Almost 10 years later, the work of Cassot et al [24] again treated the flow
in the circle of Willis as 1D unsteady flow in sections of straight elastic walled
tubes, although in this case the pulsatile nature of blood flow was neglected. In
this generic model only the arteries of the circle of Willis were included, with the
specification of pressure at the boundary nodal points and no autoregulation model
was implemented. In the simulations performed the effects of a combination of
degrees of ICA stenosis and ACoA diameter on arterial pressures around the circle
of Willis were investigated. In later work [25] the flow in the circle of Willis was
simplified back to a Poiseuille flow relation in order to provide a linear system of
equations, although the model was still limited to the arteries of the circle of Willis
and furthermore neglected cerebral autoregulation. In a similar manner to the earlier
work, the blood pressures around the circle of Willis were the primary result of the
study, however the simulations were also extended to include variations in the PCoA
diameter as well as ACoA diameter in combination with various degrees of ICA
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stenosis. As an extension of the earlier work of Cassot et al, the work of Viedma et al
[161] treated the flow in the circle of Willis as 1D unsteady pulsatile flow in a straight
elastic walled tube. Their model was a generic model, but differed in that in addition
to the major arteries comprising the circle of Willis, the model included the carotid
bifurcation with the CCA, ECA and an anastomotic connection with the periorbital
artery and the ICA (Figure 4.1). Furthermore, doppler velocimetry was used to
measure the velocities and subsequently specify flowrates on the afferent boundaries.
The simulations performed investigated the ability of the circle of Willis and the
periorbital anastomosis to provide collateral flow in response to an occlusion of the
ICA. The effects of variations in communicating artery diameters on certain afferent
and efferent flowrates following the occlusion were tested, although no autoregulation
model was included in the model.
In the work of Ursino et al [88] a generic circle of Willis model was created using
a Poiseuille flow relation and hence an electrical network analogy. The study also
included lumped parameter models of the arteriole and capillary beds branching off
each efferent artery, which were subsequently connected via a venous return system
and also included the effects of CSF formation and outflow respectively. Perhaps
the major distinguishing feature of this modelling technique is the extension of the
electrical network analogy to utilize capacitors to simulate the effects of arterial
distensibility. It should be understood however that this approach differs from the
formulation of the governing fluid equations to encompass distensible walls. The
simulations were unsteady, although non-pulsatile, and so the network analogy ex-
tends to using the impedances of various vessels rather than just the resistance (as
with just using Poiseuille flow) and hence a differential-algebraic system of equa-
tions [54] which needs to be solved. The work included a simple autoregulation
model, where the capacitance of a given efferent territory is altered in response to
the flowrate deviating from its reference value. The simulations performed investi-
gated the various degrees of cerebral vasospasm (a sudden constriction of a blood
vessel) in the MCA on pressure and flow throughout the circle of Willis.
In later work [157] this model was applied to the investigation of carbon dioxide
vasoreactivity (the change in arterial diameter in response to changes in concentra-
tion of carbon dioxide in the blood). While the form of the fluid equations remained
the same, the effect was modelled by including a second separate mechanism in
addition to the autoregulation mechanism which functioned in parallel with it, al-
tering the capacitance of a vessel when blood carbon dioxide levels deviate from
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their reference level. In the study, thirty four patients (twenty healthy subjects
and fourteen with unilateral ICA occlusion) were subjected to periods of hypercap-
nia of approximately 150s duration, while the blood velocity in both MCA’s were
monitored using Transcranial Doppler Ultrasonography (TCD). The computer simu-
lations performed utilized generic values for the dimensions of the arterial segments
comprising the models and simulated the experimental increases in carbon dioxide.
The major result from the experiments was that individuals with a unilateral ICA
occlusion showed significantly lower vasoreactivity in the ipsilateral hemisphere (in-
dicated by the increase in MCA velocity) compared to the healthy individuals who
showed similar responses in both hemispheres. The computer simulations reflected
this result, closely replicating the cardiac averaged MCA velocities over the course
of the experiments. In addition, the computer simulations predict that carbon diox-
ide vasoreactivity in the ipsilateral hemisphere of an individual with a unilateral
ICA occlusion will be reduced dramatically as the diameter of their communicating
arteries reduces, although there was no experimental data collected regarding the
individuals circle of Willis geometries to confirm this.
The later work of Charbel et al [29] illustrates one of the first attempts at mak-
ing models of the circle of Willis patient specific. In a similar manner to much of
the work mentioned previously, the blood flow is treated as 1D unsteady pulsatile
flow in sections of straight elastic walled tube. The model differs from previous work
however, in that in addition to including the arteries of the circle of Willis, the model
extends proximally back to the aortic arch. The model uses digital subtraction an-
giography (see Chapter 5) to obtain the diameters of the cerebral vessels and phase
contrast MRI (see Appendix B) to determine the reference blood flowrates through
the various afferent and efferent arteries, utilized as a calibration for the model.
The model was applied to sixteen patients, predicting the ability of their circles of
Willis to provide collateral flow during a balloon occlusion test (BOT) (the tempo-
rary procedure where an ICA is occluded with an inflatable balloon and collateral
circulation through the circle of Willis is assessed to determine whether or not the
occlusion can be made permanent in order to reduce the risk of aneurysm rupture),
where the model results were the efferent flowrates following the ICA occlusion, and
a reduction in ipsilateral CBF of more than 25% was considered a failure of the test.
Despite the quantitative nature of the computational simulations of the BOT, the
experimental assessment of the BOT was made based on a qualitative inspection
of the patients neurological state, monitoring features such as cranial nerve func-
tion, muscle strength, and language ability. Thus, although the results of the study
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showed 100% agreement between numerical and experimental pass or failure of the
test (ten patients passing the test and six patients failing), there is no data to gauge
how closely the computer model actually predicted the efferent flowrates following
the BOT. Furthermore, although the autoregulation mechanism would play an im-
portant role in restoring blood flow following an ICA occlusion, no autoregulation
mechanism was implemented in the model.
Figure 4.2: A schematic of the 2D model of the circle of Willis employed in the work of
David et al [33, 42].
4.2.2 2D Models
With slightly fewer assumptions applied to the conservation of mass and momentum
equations they can be derived in a 2D unsteady formulation. The transition from 1D
to higher dimensions introduces the added complexity of designing a surface model
representing the structure of the circle of Willis, which must then be discretized
into a computational grid. It should be understood that while many of the 1D
models presented involved the discretization of the 1D arterial segments comprising
the cerebral vasculature modelled, it is a much more trivial task to divide 1D lines
into segments compared to the complicated geometry of the circle of Willis. In the
work of Ferandez et al [33, 42] this approach was used where the circle of Willis was
treated as an unsteady non-pulsatile 2D rigid walled structure. The generic model
included the main arteries of the circle of Willis, with the addition of the AICbA’s,
SCbA’s and AChA’s (Figure 4.2) and used the novel approach of placing a lumped
parameter ’porous block’ at the efferent artery terminations, which constituted an
extra body force term in the momentum equation. The actual boundary conditions
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used were the specification of blood pressure at the afferent inlets and the distal end
of the porous blocks. The model implemented a simple autoregulation model where
the permeability of the porous block (simulating peripheral resistance) was altered
when blood flow deviated from its reference level. A number of configurations of
the circle of Willis were examined by removing arterial segments from the generic
structure and simulating the transient response of blood flux (as actual flowrate is
not as well defined in 2D) in the efferent arteries to a step reduction in afferent blood
pressure.
4.2.3 3D Models
Using the governing equations in their most general form requires the most compli-
cated methods of model and computational grid generation, but does provide the
most complete description of the hemodynamics, and furthermore, lends itself to
the use of medical imaging data to create the 3D models. The work of Cebral et
al [26] illustrates one of the first attempts at the creation of patient specific models
of hemodynamics, treating the flow as unsteady pulsatile flow in a 3D rigid walled
model. The model was generated from Time of Flight MRI data, including only the
major arteries of the circle of Willis, and a finite element scheme was applied to the
subsequent computational grids. The boundary conditions used phase contrast MRI
to measure flowrates on the afferent arteries which were subsequently transformed
into a velocity profiles by the superposition of Womersley profiles [166]. On the ef-
ferent terminations a 1D electrical network analogy was employed where an overall
peripheral resistance could be computed assuming the sum of an infinite geometric
series of branching resistors and from this a pressure could be determined to specify
on the efferent boundary. The work was aimed at predicting the efferent flowrates
through the circle of Willis in response to a temporary occlusion of the A1 segment
of an ACA, as would be performed during a surgical procedure to clip an intracra-
nial aneurysm. Despite the major result of the simulation being how blood flow to
the various territories is affected by the occlusion, no autoregulation mechanism was
incorporated and the study only involved a single test on one circle of Willis model.
In later work [27] the modelling technique was extended to allow for distensible
arterial walls and while it was only tested on simple arterial segments such as the
carotid bifurcation and the renal arteries, it was later applied to model the circle of
Willis [28]. In this study the same methodology was used and the model consisted
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Figure 4.3: The MRI segmented 3D circle of model used in the work of Cebral et al [28].
of only the major arteries of the circle of Willis (Figure 4.3). This later work did
however use the novel approach of ‘growing’ 1D fractal networks at the termination
of the efferent arteries of the circle of Willis in order to determine a peripheral
resistance to the blood flow. The approach involved determining a cerebral tissue
volume considered to be perfused by a given efferent artery via the MRI data and
using a constrained constructive optimization technique [73] to grow the fractal
tree in that volume. The afferent boundary conditions were then replaced with the
superimposed Womersley profiles. The model did not include any autoregulation
mechanism and only one generic circle of Willis model was investigated in the study,
the reason being that it was the modelling methodology which was the focus of the
paper rather than its application to investigate any clinical related matters.
In the later work of Kim et al [77] the blood flow was treated as 3D unsteady
pulsatile flow in a distensible walled model. The model was generated from MRI
Time of Flight data (Figure 4.4) and used the specification of pressure at the afferent
boundaries and included a 1D electrical network analogy at the efferent terminations
where an overall peripheral resistance could be computed assuming the sum of an
infinite geometric series of branching resistors. The model also included a simple
autoregulation mechanism which altered the overall peripheral resistance as the
flowrate through a given efferent artery deviated from its reference level. Simulations
were performed only on one circle of Willis model investigating the transient efferent
flowrates in response to a step reduction in afferent blood pressure in an ICA.
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Figure 4.4: The MRI segmented 3D circle of Willis model used in the work of Kim et al
[77].
4.3 Cerebral Autoregulation Modelling
Due to its clinical importance in terms of cerebral hemodynamics, there has been a
significant amount of work performed developing mathematical models of cerebral
autoregulation to aid in general understanding and to be used as clinical tools. The
way in which the models are constructed is even more variable than modelling of
the circle of Willis, but there are two broad generalizations that can be made to
categorize them. The first is to consider models which are based on attempting to
describe the underlying physiological factors driving autoregulation. As was men-
tioned in Chapter 2, the complete chemical pathways leading to the alterations in
smooth muscle tone (and hence cerebrovascular resistance) and their interaction are
not completely elucidated and so these types of models tend to include a mathe-
matical description of the physiology up to a certain point and then incorporate
phenomenological lumped parameter variables to complete the link between a cat-
alyst for autoregulation and an alteration of resistance. These physiology based
models also tend to include a simple lumped parameter resistance representing the
cerebral vasculature as a whole, but this simplification leads to the ability to in-
clude other aspects of cerebral mechanics such as the effect of increased blood vessel
diameter on cerebral blood volume and hence intracranial pressure.
The other broad generalization is to categorize models that aim instead to es-
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sentially develop transfer functions or neural network models which fit experimental
measurements made regarding autoregulation variables such as continuous measures
of arterial blood pressure and cerebral blood flow velocity for example. While not
necessarily deepening the understanding of how autoregulation works, or allowing
for certain types of physiological simulations to be performed, this approach can of-
ten give useful information about the frequency response of autoregulation and has
the advantage of using experimental autoregulation data from humans which can
often reproduce the brain’s physiological responses reasonably well. As it is the aim
of the present study to use the former approach for implementing an autoregulation
model, this section will give a review of other autoregulation models which have been
developed with the physiological processes in mind. Autoregulation models using
the latter approach will not be examined other than mentioning that a significant
body of work has been performed by Panerai et al [114, 115, 116, 117, 118], Olufsen
et al [111, 113] and Mitsis et al [99, 100, 101, 102, 103] generating and validating
these types of models.
One of the most significant contributions to the field of cerebral autoregulation
modelling has been made by Ursino et al, producing a variety of models of varying
complexity and applications. One of the earlier works [153] began by treating the
cerebral tissue as parallel plane layers and developing partial differential equations
to describe the diffusion of oxygen from the capillary blood into the cerebral tissue.
The work then continued by making an assumption about a 2D capillary network
within a layer (Figure 4.3) and deriving partial differential equations for the diffu-
sion of vasoactive metabolites from the cerebral tissue into the perivascular space
due to a lack of oxygen. By then making assumptions regarding the nature of the
equations, the partial differential equations were simplified down to ordinary differ-
ential equations in time. The equations for the diffusion of metabolites were then
applied specifically to H+ and adenosine and as a starting point, the simulations
were performed to specifically examine the time dynamics of the tissue pH, tissue
oxygen tension and adenosine concentration in response to a changes in CBF . In
the second part of the work [154] these ordinary differential equations for pH and
adenosine were combined with a model of the cerebral vasculature, treating it as
five resistors in series, representing five distinct levels of the vascular bed (Figure
4.5(b)). The model incorporated a Poiseuille relation between pressure, resistance
and flowrate, Laplace’s law [133] between pressure, arterial radius and wall ten-
sion and a phenomenological relation between smooth muscle tension and pH and
adenosine concentrations, thereby assuming that it was these metabolites driving
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autoregulation. The simulations performed examined the temporal changes of pH,
PtO2 and adenosine at distinct vascular levels in response to changes in arterial and
venous pressure, arterial oxygen concentration, and reactive hyperemia.
(a)
(b)
Figure 4.5: (a) The 2D model of the cerebral tissue and blood vessels used in the work of
Ursino et al [153] and (b) the division of the cerebral vasculature used in the subsequent
work [154].
In a subsequent extension of this model [150] a myogenic and neurogenic mech-
anism were included (Figure 4.6) which implemented phenomenological relations
affecting the overall smooth muscle tension in addition to the pH and adenosine
equations. The myogenic relation treated its response as a function of the stress in
the blood vessel walls and the neural relation as a function of arterial and intracra-
nial pressure, essentially simulating part of the baroreceptor mechanism. Since the
neural mechanism was a new addition the first block of simulation results was aimed
at examining the effects of artificially ’cutting’ the neural feedback loops on arterial
radius and blood flow. The simulations then investigated the effect of changes in ar-
terial blood pressure on CBF , producing autoregulation curves at various allowable
times for the overall autoregulation mechanism to respond to the change in blood
pressure.
In other work [148] a 1D electrical network analogy was used to model the cere-
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Figure 4.6: A schematic of the autoregulation model implemented in the work of Ursino
et al [150], illustrating the various components of the autoregulation mechanism and its
relationship between blood flow, pressure and smooth muscle tone.
bral vasculature, breaking it up into four distinct levels, where Poiseuille’s law was
used to relate pressure, flow and resistance, as was done previously. The model
differs, in the use of capacitors and diodes to replicate blood vessel compliance and
the one way flows of blood across the blood brain barrier into the CSF and back
into the venous system respectively. The autoregulation model was a simplification
of previous works considering the change in resistance to be a function of simply
a deviation in blood pressure from a reference value. While this work was the
first part of a dual publication, outlining the model development, simulations were
performed to simulate the genesis of intracranial pulse pressure from the pulsatile
arterial blood pressure, investigating the relationship between pressure waveforms
at various points in the cerebral vasculature and at different levels of intracranial
pressure. The second part of the work [149] involved performing a number of sim-
ulations investigating the effect of certain clinical conditions, such as injections of
fluid into the CSF on blood flow and offered some validation with experimental
work. As a later extension of this model [152] the 1D electrical network analogy was
modified by further subdividing the vasculature into five distinct levels (Figure 4.3)
and including Laplace’s law in combination with Poiseuille’s law to relate pressure,
flow, resistance, arterial diameter and wall tension. The autoregulation model was
modified from the previous model, but was still a simplification compared to earlier
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works [150, 153, 154] by considering the physiological mechanism to be made up of
two parts. The first is essentially a myogenic mechanism where the drive for changes
in wall tension occurs when blood pressure at the different levels differ from a ref-
erence level. The second part is essentially a simplification of the relation between
blood flow and the formation of metabolites where the drive for changes in wall
tension occurs when blood flow deviates from a reference level. Part of the work
involved examining the generation of plateau waves (a sudden rapid elevation and
subsequent reduction of ICP brought about by a closed loop unstable process link-
ing active vasodilation, increased cerebral blood volume, elevated ICP and decreased
cerebral perfusion pressure), while the remainder of the simulations was aimed at
investigating autoregulation itself and so part of the simulations involved examining
the effects of a number of step reductions in arterial blood pressure on CBF.
Figure 4.7: A schematic illustrating the electrical network analogy implemented in the
work of Ursino et al [152].
Later work involved variations of the electrical network analogy using slightly
different distinctions between levels of the vasculature and different implementations
of the cerebral autoregulation mechanism. In another body of work [156] autoregula-
tion was taken to be a function of a deviation in CBF from a reference value, similar
to other models [152] but different in that this driving force for changes in vascular
tone was implemented by changing the arterial compliance rather than resistance.
Then, in later work [87] another 1D electrical network model was proposed, again
combining Poiseuille’s and Laplace’s laws. The extension in this work was that in
addition to incorporating an autoregulation mechanism which was a function of a
deviation in CBF from a reference value, a second mechanism was introduced to
account for carbon dioxide vasoreactivity by making the drive for autoregulation
a function of a deviation in arterial carbon dioxide concentration from a reference
value. Both of these mechanisms sought to alter arterial wall tension, and the major
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result of the simulations was to examine the temporal effects of variations in arte-
rial blood pressure and carbon dioxide on CBF and ICP. This modelling technique
was then tested in later work [160] against experimental data in humans, regarding
changes in arterial blood pressure carbon dioxide with measurements of ICA velocity
to correlate to CBF.
Figure 4.8: A schematic illustrating the cardiovascular model with additional physiological
control systems and their relationships, implemented in work of Ursino et al [93].
In subsequent work [158, 159] the 1D electrical network analogy has been ex-
tended to the entire cardiovascular system, including the pulmonary circulation and
a subdivision of the systemic circulation to the heart, brain, skeletal muscle, viscera
and extraviscera. The model hence included models of the heart and pulmonary
ventilation as well as a number of physiological control systems in addition to au-
toregulation, such as the arterial baroreceptor and chemoreceptor loops and the
CNS ischemic response. The autoregulation model in this work differed from pre-
vious models however in that it assumed that the driving force for autoregulation
was due to a deviation in the venous oxygen concentration from a normal reference
value. The venous oxygen concentration was calculated based on the arterial oxygen
concentration, an overall metabolic rate for the brain, and the CBF, and elicited
an autoregulatory response via change in resistance. While the first part of the two
part publication [158] was aimed at the model development, some sample simula-
tions were performed illustrating the transient response of flowrates, pressures and
heart rate to deep hypoxia. The second publication [159] then sought to validate the
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model predictions against experimental data, mainly examining the steady state re-
sponse of flowrates throughout the model and cardiac output over a range of oxygen
tensions. The results of the computational simulations showed a close agreement
with experimental data (taken from other clinical studies using human subjects) in
terms of variables such as HR, CO, ABP, and PR following periods of hypoxia.
In other work [93], the same basic model of the cardiovascular system was in-
corporated (Figure 4.3); the major point of interest being that the autoregulation
model modified CVR based on a deviation of both venous oxygen concentration and
arterial carbon dioxide tensions from their normal reference values. This model was
used to investigate the effects of hypocapnic hypoxia in both healthy and anaemic
subjects, producing steady state variations in cardiac output, arterial pressures, and
flowrates throughout the model over a range of oxygen tensions.
In the work of Lu et al [91] the 1D electrical network analogy adopted from the
work of Ursino et al [160] was implemented to describe the cerebral vasculature,
but incorporated partial differential equations in the blood vessel compartments
describing the diffusion of oxygen and carbon dioxide into the cerebral tissue and
CSF. The autoregulation model assumed that the changes in arterial compliance
(the autoregulatory response) were based simply on a deviation in CBF from its
normal reference value, but differed from other works in that the arterial carbon
dioxide tension altered this reference CBF such that the effects of carbon dioxide
vasoreactivity could be incorporated. The model also included a chemoreceptor
loop, altering the depth and frequency of the pleural pressure variations in response
to changes in pH in the CSF. The model was used in a wide range of simulations
mainly examining the transient responses of flowrates and pressures (among other
parameters) to maneuvers such as hypotension, a thigh cuff test and carotid artery
compression.
In the work of Thoman et al [142, 143] models of the intracranial dynamics have
been created with the aim of developing ‘patient simulator’ software for use as a clin-
ical and learning tool. Unlike the electrical network analogy frequently adopted by
Ursino et al which distinguished between various regions of the cerebral vasculature,
this model treated the cerebral vasculature as a single lumped parameter resistance
to flow, incorporating simple relationships between various clinical variables (Fig-
ure 4.9). The model incorporated a Poiseuille flow-type relation between pressure,
flowrate and resistance, although it is not strictly Poiseuille flow as resistance is used
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in a broader sense (a result of the lumped parameter resistance) and not related to
any arterial diameter in any way. Furthermore, rather than using capacitors to
simulate the distensibility of the cerebral arteries, a simple empirical relation was
used to relate CBV and ICP, with a feedback loop to affect CBF. The relevant part
of the model is the autoregulation mechanism, which defined the driving cause for
alterations in CVR to arise from a deviation in CBF from its normal reference value.
While this is a common approach, this model differs in that the reference level of
blood flow is a function of the amount of oxygen and carbon dioxide in the blood, as
well as the brain’s metabolic rate and the oxygen extraction fraction (the amount of
available oxygen actually being used by the cerebral tissue). The simulations per-
formed were essentially aimed at validating the model and involved comparing its
predictions of CBF at various concentrations of arterial carbon dioxide and MABP
to experimental measurements.
Figure 4.9: A schematic of the cerebral vascular compartments and relationships imple-
mented in the patient simulator autoregulation model of Thoman et al [142].
The work of Jung et al [70] treated the cerebral vasculature in a similar manner
to Ursino et al [156], using a network analogy to describe the four distinctions made
regarding the blood vessel levels in terms of resistances and capacitances. The model
also included the brain tissue and CSF as separate compartments in the model so
that the effects of changes in CBV on CSF production and ICP could be investigated.
The autoregulation mechanism implemented in the study altered the capacitance of
the blood vessels, assuming that the driving force for autoregulation was a deviation
in CBF from its normal reference value. As an extension to the work of Ursino et
al however, the model also incorporated a Krogh cylinder model [98] to determine
the oxygen tension within the cerebral tissue based on the oxygen concentration
in arterial blood. The simulations performed examined CBF and CSF production
as well as tissue oxygen tension over a range of arterial blood pressures, both with
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and without the autoregulation mechanism active to investigate its effects on these
variables.
Figure 4.10: A schematic of the physiological processes involved in the autoregulatory
response in the work of Banaji et al [13].
Perhaps one of the most complete mathematical descriptions of the physiol-
ogy behind the autoregulatory process has been the work of Banaji et al [13]. In
their model, the nature of the cerebral vasculature was based on the 1D electrical
network analogy developed by Ursino et al [87] but modified the link between the
blood flow, pressure and the development of tension with much more detailed phys-
iological processes occurring. The model assumed that the initial driving force for
changes in smooth muscle tension (Figure 4.10) was blood flow, through changes in
the concentration of oxygen and carbon dioxide (as well as affecting shear stress on
the endothelial wall), leading to the production of certain vasoactive metabolites,
which affect the activation of various potassium channels on the smooth muscle cell
plasma membrane, ultimately leading to changes in intracellular calcium concen-
tration, force development by the actin-myosin myofilaments, and hence vascular
tone.
The model utilized five compartments, dividing the brain into the vascular lu-
men, vascular smooth muscle, extracellular space, intracellular space and the mito-
chondrial matrix (Figure 4.11), describing the chemical reactions relevant to that
compartment by either conservations equations where the physiology and biochem-
istry is understood, and phenomenological relations for any remaining reactions. The
vascular lumen compartment included a series of reactions of hemoglobin with oxy-
gen, carbon dioxide and hydrogen ions as well as other reactions involving lactate.
The vascular smooth muscle compartment included a number of phenomenologi-
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cal relations between the concentration of certain metabolites and the activation
of ion channels in the plasma membrane, as well as phenomenological equations
for intracellular calcium concentration based on the activation of the ion channels,
phosphorylation of the myosin light chains and the subsequent overall ‘activation’
of the muscle coupled with the 1D model. The remaining three compartments,
comprising the brain tissue, involved a number of conservation equations describing
the various biochemical pathways involved in metabolism such as glycolysis, ATP
phosphorylation, the TCA cycle and the electron transport chain.
Since the model itself made such a large and complex extension to the mathe-
matical description of the autoregulatory process, the work was devoted mainly to
the model development. Some sample simulations were performed however, examin-
ing the steady state CBF in response to changes in ABP and arterial carbon dioxide
tension, as well as comparing model predictions for tissue oxygenation index (TOI)
following a head-up tilt manoeuver to experimental data.
Figure 4.11: A schematic of the five compartments and the associated chemical path-
ways implemented in the autoregulation model of Banaji et al [13]. Orange represents the
vascular lumen compartment and the associated blood biochemistry, pink represents the
vascular smooth muscle compartment and the reactions involving actin and myosin myofil-
aments in the production of force, light blue, yellow and green represent the extracellular,
intracellular and mitochondrial parts of the cerebral tissue respectively, involving a series
of reactions related to metabolism as well as the movement of ions and other metabolites.
The conclusions which can be drawn from this review are that to date, there
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has been a reasonable body of work performed on modelling blood flow in the
cerebral vasculature (although the majority are 1D models), as well as modelling
the physiological control systems utilized by the body to regulate cerebral blood
flow. However, there has been very little research aimed at integrating both the
complex 3D cerebral hemodynamic models with an autoregulation model, leaving
a large scope for this type of modelling to ‘bridge’ the two fields. Furthermore,
there has been very little work investigating the effect of the different circle of Willis
configurations on cerebral blood flow, and it will be the goal of the present study to
cover both of these aspects of cerebral hemodynamic modelling.
Chapter 5
Geometry Generation
5.1 Introduction
The previous four chapters provided an introduction to the anatomy, physiology and
pathology relevant to cerebral hemodynamics, as well as a review of previous works
in the field. With this information outlined, the next three chapters will cover the
details of the model development, beginning with the generation of the 3D circle of
Willis geometry. To aid in the justification for certain modelling decisions later on,
it is worth clearly stating the goals and purpose of the present study. These are to:
• Develop a 3D computer model to investigate the effect of arterial geometrical
variability of the circle of Willis on cerebral blood flow
• Develop a technique by which patient specific models of the circle of Willis may
be generated and used to simulate the response to clinical scenarios, such as
a reduction in afferent blood pressure from stenosis or occlusion of an artery.
The technique should also allow for extension in future work to model the
effects of embolic and hemorrhagic stroke
As was illustrated in Chapter 1, the cerebral vasculature is a highly complex
three dimensional structure which varies among the general population. In order to
simulate blood flow throughout the brain to a level of detail that will provide useful
information, both for the purposes of pure research and as a clinical diagnostic tool,
three important questions arise regarding the development of the computational
geometrical models;
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• What type of anatomical data to base the model on?
• How much of the cerebral vasculature to include in the model?
• Should the model be a generic model, based on dimensions averaged from a
population study or should a series of patient specific models be created?
The second question essentially focusses on the placement of the afferent ter-
mination (the inlets to the model) and the efferent termination (the outlets of the
model) in the arterial network and which arteries to include in between. As it hap-
pens, the first two issues are intimately linked, as the size and the amount of detail
that can be placed into a model depends upon the anatomical data used. The two
main options are to use either data from autopsy studies or medical imaging data,
in which case the only two contenders are Magnetic Resonance Imaging (MRI) or
Digital Subtraction Angiography (DSA). While autopsy data can provide informa-
tion regarding the lengths and diameters of the arterial segments around the circle
of Willis, these are averaged from population studies, which automatically implies
the generation of a generic model. Furthermore, this data does not provide much
information regarding bifurcation angles and complex 3D paths that these arterial
segments take through the body. As a result the decision was made to use medical
imaging data for the present study, which, as will be discussed at a later stage is
essentially the only way of creating a modelling technique which may be patient
specific.
MRI uses a spatially varying magnetic field and radiofrequency electromagnetic
radiation to generate the phenomenon of nuclear magnetic resonance within hy-
drogen nuclei of the various tissues present in the human body. The complex MR
signal generated during resonance is converted into an induced voltage signal by the
principal of Faraday induction and can be used to reconstruct an image of these
tissues (see Appendix B for an detailed explanation of MRI). One particular an-
giographic MRI technique is known as Time of Flight (TOF) where the MR signal
from stationary tissue is suppressed and the signal from moving tissue such as blood
is enhanced. TOF scans are routinely used in imaging of the cerebral vasculature
and produce scaled images of resolution and quality sufficient for clinical diagnosis
(Figure 5.1(a)), but suffer from the practical limitation of the maximum resolu-
tion that can be achieved. For example, with a 1.5T MRI scanner it is difficult to
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achieve a resolution much finer than approximately 0.5mm while still maintaining
an acceptable signal to noise ratio (SNR). Between the aorta and the circle of Willis
this resolution limit would not be a problem, but in the brain, this resolution limit
combined with the fact that there is little flow through many of the smaller cerebral
arteries (reducing the effectiveness of the TOF technique), means that many of them
are completely undetectable in the scan and even the major cerebral arteries (i.e.
the ACA’s, MCA’s and PCA’s) tend to lose visibility at some point along their A2,
M2 and P2 segments respectively (Figure 5.1(a)).
DSA uses a combination of X-rays and an injected contrast agent to enhance
the visibility of the arteries, since the contrast agent affects the X-ray attenuation
through blood vessels. DSA scans provide incredibly detailed images of the cerebral
vasculature all the way down to the cortical branches on the surface of the cerebrum
(Figure 5.1(b)). The technique suffers from the practical drawback however that
the contrast agent can only be injected into one of the major afferent arteries at a
time (such as a single ICA illustrated in Figure 5.1(b)), making the generation of a
model of the entire circle of Willis difficult.
(a) (b)
Figure 5.1: (a) A transverse maximum intensity projection (MIP) of the cerebral vascu-
lature, obtained from a 3D time of flight scan and (b) a sagittal view of a DSA scan of the
arteries perfused by a single ICA, showing much greater detail of the cerebral vasculature.
Note: the definition of a maximum intensity projection is given in Appendix B.
In order to provide the most accurate and patient specific pathological picture
of cerebral blood flow, an ideal model of the cerebral vasculature would begin at
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the aortic arch, following the common carotid and vertebral arteries and include the
anastomosis at the circle of willis, continuing downstream through the branching
of the major cerebral arteries to their cortical branches. Furthermore, the model
would include all of the smaller arteries, branching off the main structure during
this course. Such a model would provide detailed information about the amount of
blood perfusing specific areas in the brain, and could also be used to predict the
response to pathological events in essentially any region of the cerebral vasculature.
In terms of investigating and modelling embolic stroke, it would be necessary
to include the smaller arterial branches in the model as emboli are frequently small
enough to only block arteries of this size. To investigate and model the effects
of thrombotic stroke (or any other cause of a reduction in afferent blood supply
to the brain) it is acceptable to model only the major cerebral arteries, placing
the efferent termination immediately downstream of the circle of Willis. Doing so
assumes that any daughter branch downstream of a major cerebral artery will suffer
the same loss of blood flow as its parent artery, as would any arteries originating
near the circle of Willis, such as the anterior choroidal or ophthalmic arteries. The
way in which this assumption may be rendered invalid is via the existence of an
anastomotic connection downstream in the cortical branches providing a collateral
pathway through which a significant amount of blood may be rerouted. While these
collaterals were shown to exist in Chapter 1, they all involve blood being rerouted
through a capillary network and are hence much less effective when compared to
the circle of Willis. Furthermore, it is thought that the ability to use the collaterals
depends on the perfusion pressure at that level, which is determined farther up the
arterial network at the level of the circle of Willis. As there is also no method
at the present time to quantify the significance of these cortical anastomoses it is
considered a valid modelling assumption to ignore their effects for the present study.
To represent the effects of the resistance arteries, arteriolar, venous and capil-
lary beds, eliminated from the model by the choice of efferent artery termination,
the approach of using a porous block, proposed by Ferrandez et al [34, 43], at the
termination of each efferent artery has been implemented. The resistance of the
porous blocks can be set to provide a resistance to the flow in much the same way
as the vascular beds, hence realistic representations of the hemodynamics can still
be achieved. Considering now the larger arteries feeding into the brain, the afferent
terminations have been placed below the carotid siphon of the internal carotid arter-
ies and either at the beginning of the basilar artery or at the level of the vertebral
5.2 IDEALIZED GEOMETRY 87
arteries, immediately before their fusion into the basilar artery. The assumption
is therefore made that any reduction in afferent blood supply through the common
carotid and vertebral arteries will be propagated through to the internal carotid and
basilar arteries. In keeping with the goal of investigating the effects of the variability
of the circle of Willis on cerebral hemodynamics, initial work began by developing
idealized models with a subsequent shift in focus to developing techniques for the
creation of patient specific models. This chapter will give a detailed outline of both
modelling techniques.
5.2 Idealized Geometry
The idealized geometries were created in the computer aided design (CAD) package
Solidworks and the explanation of how the models were created will use the termi-
nology adopted by Solidworks for certain geometric features. The tools used within
the software to create the models are standard CAD features meaning that the tech-
nique could readily be transported to any commercial CAD software. The procedure
for creating an idealized 3D circle of Willis model from an MR TOF angiogram be-
gan with spatially aligning three orthographic maximum intensity projection images
(Figure 5.2(a)), which were scaled to the field of view (FOV) of the scan. After-
wards, splines were traced over the afferent, efferent and communicating arteries
comprising the CoW (Figure 5.2(b)). Using the splines from any two of the three
projections available a 3D projected curve was created for each artery (or section
of an artery) (Figure 5.2(c)). This procedure resulted in a 3D skeletal structure
(Figure 5.2(d)) which was the generic base structure for all the idealized models
created.
Although the splines traced over the MR projections were comprised of a se-
ries of points, the projected curves did not inherit them. Since points along the
skeletal structure were a desired feature for the model construction, the projected
skeletal structure was made into a 3D sketch using the convert entities feature. The
3D sketch was then modified to have points placed at various intervals along the
curvature of the artery (Figure 5.3(a)). By using a point and a normal vector as
one possible definition of a plane, a series of planes were placed along each arterial
segment at each point inserted in the 3D sketch and the direction vector of the
projected curve at that point. Subsequently circular sketches were then inserted
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(a) (b)
(c) (d)
Figure 5.2: The procedure for creating the skeletal structure for the idealized models. (a)
three orthogonal MR projections, (b) splines traced over the arterial segments, (c) the
projection of any two orthogonal splines to create a projected curve of an artery or piece
of an artery and (d) the complete skeletal structure.
on every plane with their centre located at the points along the 3D sketch (Figure
5.3(b)). An arterial segment was then completed by creating a lofted surface con-
necting the circular sketches (Figure 5.3(c)) and this process was repeated for every
arterial segment in the 3D sketch.
The next step is the creation of the arterial junctions connecting the model
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(a) (b) (c)
Figure 5.3: (a) The projected curve created into a 3D sketch with points then placed
along the arterial segments, (b) circular cross sections sketched on planes placed along the
3D sketch and (c) the surface loft of the circular cross sections to create the arterial wall.
together. Two different methods were employed, based on the diameters and angles
between the vessels forming the junction. For junctions where the two daughter
arteries were of a similar size to the parent artery and had a small bifurcation angle
between them (such as the VA-BA junction and the BA-PCA junction), the optimal
way to create a realistic junction was to loft three crescent shaped surfaces between
the three arteries comprising the junction (Figure 5.4(a)) and then use a surface fill
(Figure 5.4(b)) to complete the junction (Figure 5.4(c)). For arterial junctions which
involve a large variation in diameter between the connecting arteries and a large
bifurcation angle (such as the ACA-MCA junction and all of the communicating
artery junctions), the optimal method was to initially extrude a circular surface of
slightly larger diameter than the smaller daughter artery up to the surface of the
larger parent artery and then use the extrude to trim the larger artery, leaving a
hole in the surface (Figure 5.5(a)). The edge of the trimmed surface was then lofted
to the end of the smaller daughter artery (Figure 5.5(b)) to complete the junction
(Figure 5.5(c)).
The final step in the model creation is the generation of the boundaries of the
model. The afferent inlets were created by using the planar surface feature in
order to cap the afferent terminations. While a similar procedure was adopted for
the efferent terminations, these arteries then had porous blocks extruded from the
90 CHAPTER 5 GEOMETRY GENERATION
(a) (b) (c)
Figure 5.4: The procedure for creating junctions when the parent and daughter arteries
are of similar diameter and small bifurcation angles. (a) crescent shaped surface lofts, (b)
filling the surface and (c) the completed junction.
(a) (b) (c)
Figure 5.5: The procedure for creating junctions when the parent and daughter arteries
are of greatly differing diameter and large bifurcation angles. (a) An extruded circular
surface used to trim the parent artery, (b) the edge of the hole lofted to the end of the
smaller daughter artery and (c) the completed junction.
planar end caps, thereby completing the model (Figure 5.6).
Generating the geometry using this technique, as opposed to direct segmentation
and reconstruction from MRI data produces a physiological approximation to the
cerebral vasculature, with only the loss of the finer topological details of the surface
of the arterial walls. Compared to the lengths and diameters of the arterial branches
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Figure 5.6: A complete idealized 3D model of a normal complete circle of Willis.
however, these topological features will have a minimal effect on cerebral blood flow.
Considering both the geometrical variability and number of the arterial segments
comprising the circle of Willis, investigating the sensitivity of the hemodynamics to
different geometries could result in a large number of possible simulations. Three
of the more common pathological conditions of the circle of Willis [10] were chosen
for study, namely a complete circle of Willis, a fetal P1 and a missing A1. The
difference between a Fetal P1 configuration (Figure 5.7(a)) compared to a complete
circle is that one of the P1 segments of a PCA is greatly reduced in size, while the
PCoA ipsilateral to that P1 is increased in size. In the case of a Missing A1 (Figure
5.7(b)), one of the A1 segments from an ACA is either completely absent from the
cerebral vasculature, or is decreased to such a size that there would be negligible
blood flow through it. Furthermore, in this condition there is essentially no ACoA,
rather the remaining A1 bifurcates into the two A2 segments.
As the flow through the blood vessels depends much more strongly on the diam-
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(a) (b)
Figure 5.7: Axial views of the (a) Fetal P1 and (b) Missing A1, idealized circle of Willis
anatomical variations created. Note: the models have been shown truncated part way
along the internal carotid and basilar arteries to provide a clearer view of the efferent and
communicating arteries.
eter as opposed to the length, it was decided to use only a single generic 3D skeletal
circle of Willis structure for all of the geometries and alter only the diameters. The
diameters of the various arterial segments of the circle of Willis were obtained from
a retrospective population study of MRA scans. The diameters were measured us-
ing the in-house software package Volume Estimation Toolkit (VET) (Canterbury
District Health Board), which allows various slices from a given MRI TOF scan to
be read and by interactively dragging a cursor between points of interest, one can
obtain measurements of the vessels. For the complete circle of Willis 13 cases were
examined, for the fetal P1 pathological condition 14 cases were examined, and for
the missing A1 pathological condition 10 cases were examined. The mean values for
the diameters used to create each model and their standard deviations are shown in
Table 5.1 where the terms ipsilateral and contralateral refer to the same side and
opposite sides of the CoW as the pathological condition respectively [106].
The computational grids for the idealized models were generated in the pre-
processor Gambit using the TGrid scheme to create an unstructured tetrahedral
mesh (Figure 5.8). Due to the complexity of the geometry the model was separated
around the junctions into arterial segments and junction segments, each of which
were meshed separately. Each 3D mesh generated comprised approximately 1 mil-
lion tetrahedral volumes with a nodal spacing ranging in size from 0.2mm in the
smaller efferent arteries and communicating arteries to 0.35mm in the larger afferent
arteries.
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Table 5.1: Circle of Willis measurements used for the creation of the idealized ge-
ometries. Note: ips and cont are abbreviations for ipsilateral and contralateral.
Complete CoW Fetal P1 MissingA1
Artery Diameter Std Dev Diameter Std Dev Diameter Std Dev
mm mm mm mm mm mm
ACA - A1 ips 2.33 0.22 2.16 0.40 − −
cont 2.33 0.22 2.38 0.41 2.38 0.41
ACA - A2 2.40 0.31 2.50 0.31 2.55 0.15
MCA - M1 ips 2.86 0.17 2.95 0.29 2.91 0.48
cont 2.86 0.17 2.99 0.20 2.88 0.28
PCA - P1 ips 2.13 0.25 1.55 0.40 1.88 0.41
cont 2.13 0.25 2.99 0.46 2.19 0.39
PCA - P2 ips 2.10 0.21 2.11 0.20 2.05 0.37
cont 2.10 0.21 2.08 0.24 2.16 0.30
ACoA 1.47 0.17 1.63 0.43 − −
PCoA ips 1.45 0.31 2.01 0.39 1.74 0.39
cont 1.45 0.31 2.08 0.24 1.66 0.58
BA - B1 3.17 0.51 2.77 0.40 2.93 0.36
BA - B2 3.29 0.44 2.86 0.56 3.31 0.34
ICA 4.72 0.26 4.65 0.44 4.70 0.51
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Figure 5.8: An example of the tetrahedral element mesh created for the idealized
circle of Willis models.
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5.3 Patient Specific Geometry
The idealized CAD models are useful for examining the effect of variations in arterial
diameter on blood flow throughout the circle as the diameters can be parametrically
driven. However, this technique only works well for small variations in diameter and
requires a separate CADmodel for every type of anatomical variation. It was decided
that to further the research, rather than focus on the creation of idealized models,
it would be necessary to develop a technique which allowed for rapid generation of
patient specific models, of sufficient quality to use in a CFD simulation.
The TOF scans used to generate the raw data used for processing were performed
on a General Electric (GE) 1.5T scanner, where the important scanning parameters
are listed in Table 5.2. The result of the scan is a series of 2D images, each of
which corresponds to an transverse location in the brain. These 2D images can be
read in sequentially to create the 3D array M (x, y, z), where x, y, z correspond to
axes normal to the sagittal, coronal and transverse planes respectively. While the
standard DICOM data format of the 2D images uses 16 bit integers to represent the
pixel intensities, these values were linearly interpolated such that their min and max
integer values map to the range 0 - 1 as double precision numbers, so that certain
mathematical operations could be performed on the data.
Table 5.2: Time of Flight parameters used in the acquisition of the MRI scans. Note: the
definition of these parameters is given in Appendix B.
TR 30ms Matrix Size 512× 512
TE 3.4ms Pixel Spacing 0.4mm
NEX 2 Slice Spacing 0.5mm
Flip Angle 20◦ Number of 3D slabs 4
The approach utilized in the present study for the segmentation of the arterial
lumen from the TOF dataset uses a variation of the marching cubes algorithm de-
veloped by Lorensen and Cline [89]. While the detailed explanation of the algorithm
is presented in Appendix C, the basic idea is that given a 3D arrayM(x, y, z) where
each entry in the array is the MR signal intensity from a given voxel (Figure 5.9(a)),
eight values from two sequential slices (Figure 5.9(b)) can be assigned as the vertices
of a hypothetical cube (Figure 5.9(c)) which is ‘marched’ throughM . By comparing
the numerical values at the vertices of the cube to a user specified isosurface value
iso, cases arise where some of the vertices are above iso and some are below and it
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can hence be determined that a surface corresponding to the arterial wall will pass
through the cube (Figure 5.9(d)).
(a) (b)
(c) (d)
Figure 5.9: The basis for marching cubes illustrated with (a) a stack of MRI images from
a 3D TOF scan forming the 3D array M(x,y,z), (b) two consecutive slices in the array with
the 4 vertices used per slice highlighted, (c) the 8 array values used to form the vertices
of the cube and (d) and example triangulation through a cube, where light blue and dark
blue represent MR intensity values which are lower and higher than the isosurface value,
or vice versa.
The arterial wall is described by a surface triangulation, which is the collection
of all of the resulting triangles as the cube is marched through the array and is
defined by a Face array F and a Vertex array V :
F =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
V1 V2 V3
V1 V3 V4
V2 V3 V5
.
.
.
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
V =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x1 y1 z1
x2 y2 z2
x3 y3 z3
x4 y4 z4
x5 y5 z5
.
.
.
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.1)
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where V stores a list of spatial coordinates with each row representing a vertex of
one or more triangles and each row in F stores the pointers to the rows of V which
comprise the 3 vertices of a given triangle. While the spatial coordinates of the
vertices generated by the marching cube algorithm will lie somewhere within the
dimension of the MR dataset (L,M,N), the x, y, z components may be multiplied
by the pixel x and y and slice spacing respectively (Table 5.2) so that a scaled surface
triangulation results.
There are a number of complications that must first be addressed before the
marching cubes algorithm can generate a suitable surface triangulation. The first
major problem is the presence of extra blood vessels in the dataset or MR signal
from other tissues (Figure 5.10(a)), resulting in the generation of unwanted surface
topology (Figure 5.10(b)). The second major problem is that frequently a very low
MR signal is generated in the posterior communicating arteries, resulting in low
visibility in the scan (Figure 5.10(c)). While most of the noise in the dataset, such
as signal from tissues other than the lumen can be removed with various filtering
algorithms, the problem arises that the posterior communicating arteries are of a
similar size and intensity as much of the noise itself. As a result, filtering algorithms
may remove the communicating arteries in the filtering process. Furthermore, de-
signing an algorithm that will filter out noise around the communicating arteries
suffers from robustness problems because of the issue that the shape and size and
even the presence of these arteries varies considerably between individuals.
(a) (b) (c)
Figure 5.10: Problems associated with directly segmenting the circle of Willis surface
topology from the MRI data. (a) the presence of unwanted blood vessels and other tissues
in the dataset causing (b) unwanted surface topology in the segmented model (c) the
frequent poor visibility of the posterior communicating arteries.
A third problem with the MR data is that due to the limited resolution and
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presence of noise in the scan, the arterial wall generated from the segmentation
frequently appears coarse with ‘lumps’ in the surface (Figure 5.11(a)). While various
smoothing algorithms can be used on the dataset to remove the lumps (Figure
5.11(b)) and interpolation algorithms used on the dataset to effectively divide the
voxels up and produce a finer surface topology (Figure 5.11(c)), the variation in size
of the arteries comprising the circle of Willis makes it difficult to design algorithms
to enhance the quality of the surface topology of one part of the model without
reducing it in another part. This is because the smoothing is related to the size of
the arteries; adequately smoothing the larger arteries such as the internal carotids
tends to remove the smaller arteries, such as the communicating arteries, from the
dataset. Conversely, smoothing the smaller arteries adequately has little effect on
the larger arteries. Furthermore, care must be taken when smoothing the surface
topology so that the effective diameter of the vessels is not altered to such an extent
that the amount of blood flow through the vessels would be over or underestimated
by the fluid simulations.
(a) (b) (c)
Figure 5.11: (a) Lumps in the arterial wall surface and coarseness resulting from the
limited resolution and noise in the MRI scan, (b) the result of smoothing the dataset to
remove the lumps and (c) the result of interpolating the dataset to achieve a finer surface.
The common feature in the problems outlined thus far is the difficulty in au-
tomating the various filtering algorithms to work effectively on the different parts
of the dataset. However, it is relatively simple for anyone with a knowledge of the
cerebral vasculature to differentiate between noise and a desired part of the model,
to locate a posterior communicating arteries and to determine which are the larger
arteries and which are the smaller arteries. To this end it was decided that the best
way to develop the technique was to let the algorithms be interactive, so that the
user specifies regions of interest in which they can either remove noise, smooth the
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arterial wall or enhance the smaller communicating arteries etc.
(a) (b) (c)
Figure 5.12: A transverse MIP of the circle of Willis illustrating (a) a rectangular ROI
drawn around the circle of Willis, (b) the dataset reduced to the rectangular ROI and
(c) the dataset subsequently interpolated, effectively dividing up the voxels present in the
original dataset.
The remainder of this discussion will outline the various features of the inter-
active software, illustrating by example how they were used to create 3D models
suitable for a CFD simulation. The software was developed using MATLAB for the
reason that it provided a large range of useful functions that could be easily modified
to suit the present needs, such as readers for the DICOM data format as well as a
range of visualization functions pertaining to the creation of GUI based tools. This
range of features, combined with the interpretive nature of the MATLAB program-
ming language provided an ideal environment for quickly and easily experimenting
with algorithms and techniques for enhancing the MR data. Note: all of the source
code developed is contained on the companion CD (Appendix E) within the folder
named MRI Surface.
The key feature of the software is the ability to draw a region of interest (ROI) in
the shape of a rectangle (Figure 5.12(a)), an arbitrary polygon or a freehand sketch,
and perform operations within these regions. The ROI’s are used to create a binary
image of the same size as the dataset (from whichever orientation the dataset is being
viewed from) with a logical 0 outside the ROI and a logical 1 inside. The mapping
of this binary image to the 3D array can be used to ensure that only the array
entries which correspond to the ROI are effected by the data enhancing operations.
The 3D MR dataset can be viewed from the three orthogonal transverse, sagittal
and coronal views outlined in Chapter 1, as either a maximum intensity projection
(MIP) or as individual slices. The standard procedure for creating a segmented
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(a) (b) (c)
Figure 5.13: A coronal MIP of the circle of Willis illustrating (a) a rectangular ROI drawn
around the circle of Willis, (b) the dataset reduced to the rectangular ROI and (c) the
dataset subsequently interpolated, effectively dividing up the voxels present in the original
dataset.
model would typically involve initially drawing a rectangular ROI around the circle
of Willis (Figure 5.12(a)) and reducing the dimensions of the dataset (L,M,N) to
a smaller array (L′,M ′, N ′) (where L′ < L,M ′ < M,N ′ < N) so that only this part
of the MR dataset would be stored in memory and enhanced in further operations
(Figure 5.12(b)). The dataset as a whole could then have interpolating algorithms
applied to it, increasing the number of voxels in the dataset, in order to produce
a finer surface topology (Figure 5.12(c)). It should be noted that this is the only
operation developed not requiring a specified ROI. Furthermore, the interpolating
operation does not have the effect of removing lumps in the surface triangulation of
the arterial wall and may in fact accentuate them in some cases. Increasing the size
of the dataset around the circle of Willis only allows for a finer surface topology in
the sense that it will be composed of a greater number of triangles. As illustrated in
Figures 5.13(a) - 5.13(c), the procedure of reducing and interpolating can be applied
in any of the three orientations.
With only the required part of the dataset present, the next steps would gener-
ally involve removing unwanted noise from the dataset and enhancing the arterial
lumen. The lumen of the entire circle of Willis encompasses a range of intensity val-
ues, which overlap with the noise in the image such that the actual amount of noise
present in the final isosurfaced model depends upon the isosurface value required
to segment the entire circle of Willis. To streamline the process of determining the
correct isosurface value in order to segment the circle of Willis, the isovalue could be
dynamically altered and the data within the 3D array below the current isosurface
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(a) (b) (c)
Figure 5.14: A transverse MIP illustrating the effect of a dynamically altering isosurface
value (a) a value too low to segment all of the required geometry (b) an isosurface value
which is too low and causes a significant amount of noise to be segmented but also places
the arterial wall in the wrong location and (c) an isosurface value which is appropriate
to segment all of the circle of Willis, placing the arterial wall in the correct location and
segmenting an acceptable level of noise.
value removed from the display (Figure 5.14(a)). This displayed image would cor-
respond to placement of the arterial wall and it can be observed in Figure 5.14(a)
where the isovalue is too high, that only a small portion of the circle of Willis would
be segmented. Conversely, if the isovalue was set too low then a greater amount of
noise will be segmented, but more importantly the resulting surface triangulation
may be placed away from the lumen of an artery, meaning that the arteries appear
larger in 3D model than is the case anatomically (Figure 5.14(b)). Generally the
isosurface value that illustrates the correct placement of the arterial wall would also
include the segmentation of a significant amount of noise (Figure 5.14(c)). The im-
portant point is that the regions that would need to be targeted for noise removal
could be observed and the next step in the data processing would generally involve
removing unwanted noise from the dataset by selecting ROI’s around the circle of
Willis (Figure 5.15(a)) and deleting the data (Figure 5.15(b)). Mathematically this
is equivalent to setting the voxel intensity to zero as:
M (i, j, k)ROI = 0 (5.2)
where i, j, k correspond to array entries located within the ROI. It should be noted
that the data deleted from within the ROI in Figure 5.15(b) was removed through
every transverse slice (or every coronal or sagittal plane if deleting data from the
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coronal or sagittal views respectively). In order to produce very fine operations, this
deleting technique was extended to form an eraser tool which allowed the user to
delete single voxels as the cursor was moved over them.
(a) (b)
Figure 5.15: A transverse MIP illustrating (a) a freehand ROI drawn around some un-
wanted data and (b) the data deleted from the MR dataset.
In situations where it is required to delete data from only certain slices, two
options were created. The first option was to split the dataset by selecting a ROI
around the part of the dataset required to be split (Figure 5.16(a)) and subsequently
performing operations only on that visible split portion (Figure 5.16(b) - 5.16(c)).
The second option was to view individual slices and by selecting ROI’s within the
slice (Figure 5.17(a)) only remove data within that slice (Figure 5.17(b)).
(a) (b) (c)
Figure 5.16: A sagittal MIP illustrating (a) a freehand ROI drawn around the posterior
of the CoW, (b) the data within the ROI separated from the rest of the MR dataset and
(c) a coronal view of the separated region of the MR dataset.
The other major advantage of splitting the dataset is the ability to separate out
arteries of different sizes so that each artery can be smoothed to different degrees.
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(a) (b)
Figure 5.17: A transverse slice illustrating (a) a freehand ROI drawn around some un-
wanted data and (b) the data deleted from the MR dataset.
As an example of this, the two anterior cerebral arteries have been selected from a
transverse ROI (Figure 5.19(a)) and the dataset split and switched to a coronal view
(Figure 5.19(b)). By then selecting another ROI and smoothing the data within the
ROI, only these arteries will be affected by the smoothing operation (Figure 5.19(c)).
Mathematically, the operation of smoothing is accomplished by the convolution of
the 3D array with a gaussian kernel G:
M (x, y, z)smooth =M (x, y, z) ∗G (x, y, z, σ) (5.3)
where the gaussian kernel is defined as:
G (x, y, z, σ) =
1√
2πσ2
e−
x2+y2+z2
2σ2 (5.4)
and is illustrated as a function of only one spatial dimension (for simplicity) in
Figure 5.18. The width of the gaussian function is determined by the parameter σ,
which can likened to the smooth level and must be ‘tuned’ to the size of the artery
being smoothed. The gaussian kernel is a 3D cubical array of size 6σ + 1 (since
the function is essentially zero greater than a distance 3σ from the origin) and is
evaluated at the discrete integer values corresponding to i, j, k position within the
array, treating the center of the array as the origin. The convolution is performed
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computationally as:
M (i, j, k)smooth =
6σ+1∑
l=1
6σ+1∑
m=1
6σ+1∑
n=1
M (i+ l − 1, j +m− 1, k + n− 1)G(l,m, n) (5.5)
Which yields a smoothed matrix of size (L+ 6σ,M + 6σ,N + 6σ) that must be
‘clipped’ back to its original size following the convolution.
Figure 5.18: The Gaussian function in 1D.
(a) (b) (c)
Figure 5.19: A transverse MIP illustrating a freehand ROI around the ACA’s, (b) a
coronal MIP of the separated data with another freehand ROI drawn around the ACA’s
and (c) the smoothed dataset within the two ROI’s. Note: the smooth level has been
exaggerated for effect.
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As mentioned previously, the poor visibility of the posterior communicating ar-
teries presents a problem in the model generation. Given that the marching cube
type algorithm requires a single isosurface intensity value in order to extract the sur-
face topology, the intensity of the posterior communicating arteries must be equal
to or greater than this intensity to become part of the model. Simply reducing the
isosurface value is of no advantage since other unwanted noise in the data will then
start to be segmented too. What is required is a way to selectively enhance these ar-
teries. The typical procedure for enhancing these posterior communicating arteries
would involve selecting a ROI around the artery (Figure 5.20(a)) and splitting the
dataset (Figures 5.20(a) - 5.20(c)). By subsequently selecting another ROI around
the artery from a perpendicular view (Figure 5.20(e)) the ROI may have a brighten-
ing algorithm applied to it enhancing its visibility (Figure 5.20(f)). Mathematically
the brightening algorithm takes the form:
M (i, j, k)ROI =M (i, j, k)
γ
ROI (5.6)
where γ is the brightening level. This operation means that no intensity value can
be greater than 1 and if γ is chosen as less than 1, the effect is to decrease contrast
by brightening the darker regions in the ROI, or conversely if γ is greater than 1,
the effect is to increase contrast by darkening the darker regions. Figures 5.20(d)
- 5.20(f) illustrate another feature developed for enhancing the MR data, namely
the ability to switch the colourmapping from greyscale to an RGB intensity scale.
The reason for switching colourmaps is that variations in colour around the edge
of an artery are much more obvious than changes in greyscale intensity. In many
operations which involve placing a ROI in close proximity to wherever the arterial
wall is determined to be, it can be beneficial to visualize the dataset in this manner.
To reiterate, the dataset enhancing operations include reducing, interpolating,
deleting, brightening, and smoothing the data and this may be done with either
a greyscale or RGB colourmap, viewing the data from either a transverse, sagittal
or coronal orientation, as either a MIP or as individual slices. While the usual
procedure outlined generally involved reducing the dataset first, then interpolating,
then deleting, then brightening, then finally smoothing, these operations can be
performed in any order. Furthermore, the dataset can be segmented using the
isosurface algorithm between operations in order to visualize the effect on the final
model.
106 CHAPTER 5 GEOMETRY GENERATION
(a) (b) (c)
(d) (e) (f)
Figure 5.20: A sagittal MIP illustrating (a) the RPCoA selected with a freehand ROI, (b)
the RPCoA separated from the rest of the dataset, (c) a transverse MIP of the separated
RPCoA, (d) the colourmap changed from greyscale to RGB, (d) a second freehand ROI
drawn around the RPCoA and (d) the result after applying a brightening algorithm.
It should be noted at this point that there is a significant body of work in the
field of blood vessel enhancement, often using the approach of convolving the 3D
array with a Laplacian of Gaussian kernel in order to determine a Hessian matrix
for every voxel within the array [45, 128]. Based on the eigenvalues of the Hessian
matrix the likelihood of a given voxel being a part of a tubular structure (a blood
vessel) can be determined. A filter of this type was included in the software based
on the work of [45], but it was found that the filter did not significantly enhance
the communicating arteries (which is essentially the biggest problem in isosurface
generation) and the amount of computational time required meant that a trained
user could produce the desired surface topology in a shorter period of time via a
combination of the aforementioned algorithms.
Although the deleting operation just outlined allows for the removal of unwanted
noise from the dataset, it is still possible that unwanted pieces of blood vessel or
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noise become segmented, producing closed surface triangulations at various locations
around the circle of Willis triangulation (Figure 5.10(b)). This may be the result of
an inability to isolate the unwanted data or a failure to notice it when inspecting
the surface triangulation. In either case, to remove this noise from the surface
triangulation so that there is only one closed surface forming the circle of Willis,
a specialized neighbour painting filter was developed. The idea behind the filter
is that given a dataset where there are other surfaces around the circle of Willis
(Figure 5.21(a)), the user can interactively select a triangular facet on part of the
surface triangulation which forms the circle of Willis (Figure 5.21(b)). Using the
connectivity information of the triangulation, faces which are connected to this
initial face can be located and then subsequently faces connected to these faces in
a recursive manner such that the entire surface topology of the circle is traversed,
but any unconnected noise will not be.
(a) (b) (c)
Figure 5.21: A surface triangulation of the arterial wall of the circle of Willis illustrating
(a) unwanted noise in the triangulation, (b) a triangular facet selected on the carotid
siphon (highlighted within blue circle) and (c) the noise removed with the neighbour
painting filter.
As illustrated in Figure 5.22, the filter works by initially selecting one of the
vertices of the selected face which becomes the starting entry in a list of all the
vertices connected to the circle of Willis. The algorithm then begins searching the
Face array for any other faces which use that vertex and if one more faces are found
then they are flagged, by storing the row position of that face in another array.
The algorithm then loops over all of the faces that were found in the search and
examines the vertices of each face to see if they have been covered previously (have
been flagged in the same manner as entries in the Face array are) and if not then
these vertices are added to the list of connected vertices. The algorithm increments
the position in the list of connected vertices and repeats until it comes to the end
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of the list, meaning that all and only the faces comprising the circle of Willis have
been covered. The list of stored faces can then be used to remove any unwanted
entries from the Face array F .
Figure 5.22: The implementation of the neighbour painting filter algorithm with the ge-
ometrical entities highlighted by an example.
As mentioned previously, the generation of a surface topology is only a part of
creating a model suitable for a numerical fluid simulation, as the boundary faces
and the porous blocks must be defined. As long as all of the afferent and efferent
arteries extend to the ends of the 3D dataset, when the isosurfacing algorithm is
applied to the dataset the termination will be left hollow (Figure 5.23(a)). It is then
possible to create a boundary array B for each of the six faces of the cube formed by
the 3D array where one level contains the values of the matrix M at the boundary
and another level is padded with zeros. As an example to illustrate, the boundary
matrix for the right sagittal plane (where the RMCA is truncated) would take the
form:
B (i, 1, k) =M (i, jend, k) (5.7)
B (i, 2, k) = 0 (5.8)
where jend represents matrix entries at the maximum sagittal value. By then apply-
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ing the marching cubes algorithm to this 3D dataset, the result is a separate surface
triangulation of the end plane of the arteries. As long as the same isosurface value
is used in both M and B, this surface triangulation will directly map onto the end
of the artery (Figure 5.23(b)). The porous blocks can be created in much the same
manner except that the porous block dataset P is formed by essentially extruding
the values of the matrix M at the boundary with no zero padding. Continuing the
example of the right sagittal plane, P would take the form:
P (i, jall, k) =M (i, jend, k) (5.9)
where jall represents the number of matrix entries (geometrically equivalent to the
length of the extruded porous block) which for the present study was chosen to be
one eighth of the dataset in the particular dimension (e.g. if M had 200 entries in
the j direction then jall in P would be 25). By again applying the marching cubes
algorithm with the same isosurface value, the porous block will map directly onto
the end of the efferent artery (Figure 5.23(b)). Finally the faces at the distal end
of the porous blocks (Figure 5.23(c)) are created by creating a copy of the initial
boundary face and translating its coordinates the required direction by adding (or
subtracting in some cases) the length of the porous block so that it directly maps
onto the distal end of its porous block.
(a) (b) (c)
Figure 5.23: The right MCA of a circle of Willis model illustrating (a) the hollow artery,
resulting from the isosurfacing of the main dataset, (b) the interface surface triangulation
created by the isosurfacing of a boundary matrix and (c) the porous block and efferent
outlets created by the isosurfacing of a porous block dataset and copying and translating
the triangulation interface respectively.
The final piece of geometry to be created are the arterial stenoses. Physiolog-
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ically, the primary site for stenosis formation is at the carotid bifurcation, where
the common carotid artery splits into the internal and external carotid arteries, but
also in the vertebral arteries to a degree. Since these regions have been truncated
from the model (due to limitations of computer resources and MRI scanning time),
a different manner of including their effects is necessitated. It was decided to keep
the same afferent terminations (Figure 5.24(a)), and apply the same approach for
extruding the porous blocks to the afferent arteries, instead extruding stenosis blocks
(Figure 5.24(b)), to which surface triangulation could be deformed, to mimic the
effects of a stenosis. The length L of the stenosis blocks was chosen to be half the
dataset size in the transverse direction, which was approximately 150mm for most
models.
Since all three stenosis blocks are extruded as a single surface triangulation,
the neighbour painting filter was incorporated as a means to interactively select a
given stenosis block and separate its faces and vertices from the other blocks (Figure
5.24(c)). It should be noted at this point that the afferent arterial terminations are
not perfectly circular and therefore the stenosis blocks are not perfectly cylindrical.
Deforming the surface triangulation hence requires a method which does not depend
upon modifying a circular cross section but will work for any shape. The method
devised for each stenosis block began by determining the centroid of the stenosis
block, which is a problem reduced to determining the arithmetic mean of all of its
vertices Vi:
Vc =
1
Nverts
Nverts∑
i=1
Vi (5.10)
where Nverts is the number of vertices in the triangulation of the single stenosis
block and Vc are the xc, yc, zc coordinates of the centroid, where the calculation
was performed on each of the three x, y, z components separately. Following this
calculation, the x and y coordinates of the triangulation were shifted to conform to
an exponential function (similar to the gaussian function) and chosen to be:
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(a) (b)
(c) (d)
Figure 5.24: (a) A coronal view of the circle of Willis triangulation, (b) the stenosis blocks
extruded from the afferent terminations of the model, (c) a single stenosis block separated
and highlighted and (d) the vertices of its surface triangulation deformed to simulate a
stenosis.
xi,new = xi +DoS (xc − xi) e
−α
(
zi−zL
2
)2
(5.11)
yi,new = yi +DoS (yc − yi) e
−α
(
zi−zL
2
)2
(5.12)
where DoS is the degree of stenosis (describing the percentage reduction in area of
the vessel at its most narrow point), zL
2
is the transverse coordinate midway along
the length of the stenosis block, and α is a parameter controlling the taper of the
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vessel (similar to σ in the gaussian function) which was arbitrarily set to be 0.15.
The effect of the stenosis is to cause a loss in blood pressure, much greater than the
normal gradual loss in blood pressure as blood travels through the cardiovascular
system. It is important to note that in placing the stenosis much closer to the circle
of Willis, the assumption is made that the loss in afferent blood pressure at the
start of the computational model would be the same as if the carotid bifurcation
were included in the model and the stenosis was placed there. Furthermore it is
assumed that the stenosis is still far enough away from the communicating arteries
and the bifurcations of the internal carotid and basilar arteries that any secondary
flow distal to the stenosis will not have any effect on the flow patterns through them.
To recap slightly, an example of the raw MRI data for a complete circle of Willis
model is illustrated in Figure 5.25(a) with the final segmented surface topology
illustrated in Figure 5.25(b). All unwanted noise has been removed, the arteries
enhanced and the boundary faces and porous blocks generated. The model was then
exported to the grid generator in a stereo lithography (STL) format with a separate
file generated for the circle of Willis arterial wall, the afferent inlets, porous block
interfaces, the porous block and stenosis block walls, and the efferent outlets. The
overall time period for creating such a model depends upon the quality of the scan,
but would generally take approximately 30 minutes on a desktop PC.
(a) (b)
Figure 5.25: (a) A transverse MIP of the raw MRI data (b) the final segmented model.
For the present study a total of five MRI scans were performed on healthy
volunteers. Of the five scans, three anatomical configurations were chosen for in-
vestigation, namely a complete circle of Willis (Figure 5.25(b)), a unilateral missing
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PCoA (Figure 5.26(a)) and fused ACA configuration (Figure 5.26(b)). Referring
to the anatomical studies outlined in Chapter 1, the fusion of the ACA’s over a
short distance is among the more rare variations occurring within the population.
The absence of a PCoA is also an extremely rare variation, but given the use of
MRI to image the cerebral vasculature, it is more likely that this individual in fact
possesses only a hypoplastic PCoA. In terms of the capacity to provide collateral
circulation, a hypoplastic PCoA will not provide any significant contribution and it
is considered that in terms of the CFD simulation the artery can remain omitted
without reducing the validity of the results significantly.
(a) (b)
Figure 5.26: Axial views of the (a) missing PCoA and (b) fused ACA patient specific
circle of Willis anatomical variations created.
Generating the computational grids for the segmented geometries poses a greater
challenge compared to the CAD models, the reason being that only a surface trian-
gulation is specified. While CAD data contains essentially all of the edges and faces
used in the creation of the model. As a result it is relatively easy to define faces
with which to split the geometry back into simpler geometric entities such as single
arterial segments and junctions, thereby easing the burden on the mesh generator.
With the segmented data this is not the case and to circumvent the problem the
mesh generator Harpoon was utilized to create an adaptive cartesian mesh. The
adaptive cartesian meshing technique generates quality meshes on geometries of es-
sentially any complexity and works well with a surface triangulation description of
the model, making it ideal for the segmented circle of Willis geometries. The tech-
nique generates mainly hexahedral elements in the interior of the model, but also
tetrahedral, wedge and pyramid elements at the surface. The meshes generated on
114 CHAPTER 5 GEOMETRY GENERATION
the segmented models consisted of a total of approximately 2 million elements which
were found to give a mesh independent solution (Chapter 9).
Figure 5.27: An example of the adaptive cartesian mesh created for the segmented
circle of Willis models.
With unstructured meshing techniques (to which both the TGrid scheme and
adaptive cartesian meshing belong), generally there are four basic types of 3D cell
which may be produced; tetrahedral, hexahedral, wedge and pyramidal cells (Figure
5.28) , all of which may vary in size and shape and be used in various combinations
within a domain. With the TGrid scheme applied to the idealized circle of Willis
geometries, only the first of these four types was utilized in the mesh, namely the
tetrahedral cell. With the adaptive cartesian meshing technique however, the ma-
jority of the cells are hexahedra, located in the centre of the domain, but all of the
other three types of cell are generated around the wall of the model.
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Figure 5.28: Tetrahedral, hexahedral, wedge and pyramid cell types used in unstructured
grids.
Chapter 6
Cerebral Autoregulation Modelling
6.1 Introduction
As was outlined in Chapter 2, the body has a number of physiological control sys-
tems, designed to regulate blood flow by the alteration of either blood pressure or
peripheral resistance. Clinically however, blood pressure is the physicians control
variable (i.e. a patients blood pressure can be set as desired by the administration
of certain drugs), so there is little to gain in attempting to model the physiological
mechanisms which regulate blood pressure (i.e. the baroreceptor and chemorecep-
tor loops and the functioning of the kidney) as they can be overridden. Peripheral
resistance on the other hand, generally remains under the body’s control and it is
therefore important to be able to understand and model its function. When consid-
ering the cerebral vasculature the most important mechanism is cerebral autoregu-
lation, and to this end, part of the present work has been dedicated to developing
mathematical models of autoregulation with the intention of describing (at least in
part) the physiology of the autoregulation process and using parameters which may
be obtained from experimental data on humans. To aid in the future goal of uti-
lizing the modelling technique as a clinical tool, a desirable feature was to compose
the model of mathematical variables which have a direct physiological significance
rather than use abstract variables which may produce the correct result but lack
any physiological meaning.
Autoregulation is accomplished by the alterations in smooth muscle tone in the
tunica media of the smaller arteries on the surface of the brain. With the efferent
termination of the 3D circle of Willis geometries immediately downstream of the
origin of the major cerebral arteries (for the reasons mentioned previously), the
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inclusion of smooth muscle tone and/or arterial diameters can only be incorporated
as mathematical variables if some sort of simplified model of the arterial network
distal to the circle of Willis is adopted. There have been a number of studies adopting
such an approach (for example [60, 112, 151]) where 1D electrical network analogies
can be combined with a Poiseuille flow relation [166] between arterial resistance and
diameter and Laplace’s law [133] relating smooth muscle tone to arterial diameter.
This approach has numerous advantages, including modelling autoregulation in the
region of the cerebrovascular network where it is actually occurring, overcoming
the problem of the large number and small size of these arteries, and yielding the
changes in smooth muscle tone and hence arterial diameter throughout the cerebral
vasculature in response to changes in different physiological parameters such as
mean arterial blood pressure. The major drawback of this approach is that there
exists limited data regarding the diameters, lengths, wall compositions, numbers
and variability of smaller arteries of the cerebral vasculature in humans, especially
under pathologic conditions. For this reason results from experiments on animals
tend to be used in order to specify the large number of parameters required with
this modelling approach. In a clinical environment this level of detail is neither
required nor desired and useful results can be generated by use of lumped parameter
models in order to represent the distal arterial networks, many of which have been
implemented in other studies [51, 71, 144, 155]. For this reason it was decided to
keep cerebrovascular resistance CV R as the key mathematical variable which, as
will de outlined in Chapter 7, can couple in elegantly with the incorporation of the
porous blocks at the efferent model outlets.
Modelling the driving force for smooth muscle relaxation or contraction (hence
an alteration in CV R) poses just as great a challenge as modelling its distribution
throughout the cerebrovascular network. While general components of the over-
all process, such as the metabolic, myogenic and nervous components discussed in
Chapter 2 and a number of their chemical pathways are known, the complete pic-
ture of all of the physiological processes and chemical pathways involved and their
interaction has not yet been fully elucidated. Furthermore, the knowledge of certain
chemical pathways alone is not sufficient basis for a mathematical model, as there
are many key parameters relating to the relative contribution of each component
which are also at present unknown. While the relative importance of each compo-
nent could potentially be circumvented if the complete interaction between all of
the chemical pathways was understood, at present this remains a limitation. Many
studies have sought to include all aspects of autoregulation by categorizing each
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component and developing separate models [151], but suffer from the drawback of
not necessarily capturing the chemistry behind each component and more impor-
tantly, not having sufficient information to determine the relative contribution of
each component. Recent work [14] has made an attempt at describing a sizeable
portion of the blood chemistry, brain metabolism and smooth muscle mechanics,
incorporating it within a 1D network model of the cerebral vasculature, but suffers
from the drawback of having an incredibly complex system of equations, requiring
vast numbers of parameters.
For the present study it was decided to implement a simplified description of
the overall autoregulatory process, requiring fewer parameters than more complex
models, but which may be set using experimental data from humans. For the ini-
tial work with the idealized circle of Willis geometries an autoregulation model was
adapted from other work, and subsequently a new model was developed for incorpo-
ration with the patient specific circle of Willis geometries. The new model included
a more complex model of the blood chemistry and brain metabolism such that it
may provide a slightly more accurate picture of the catalysts for autoregulation, as
well as increase the scope of how the model may be used clinically and for validation
purposes.
(a) (b)
Figure 6.1: The experimental data of Newell et al [109] showing (a) the reduction in
MABP brought about by a thigh cuff manoeuver and (b) the its effect on CBF , illus-
trating the return to normal by a reduction in CV R.
One of the important features of the autoregulation mechanism is the transient
dynamics, indicating the timescale for the physiological processes to occur in order
for CV R to adjust to maintain blood flow. In the study of Newell et al [109] a group
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of volunteers were subjected to a rapid step change in arterial blood pressure by
the prolonged inflation, then rapid deflation of blood pressure cuffs placed around
the thighs. During the experiment arterial blood pressures were monitored with
intra-arterial catheters and transducers, and blood flow in an ICA monitored by
an electromagnetic flowmeter. The results averaged among the volunteers for the
arterial blood pressure (Figure 6.1(a)) and ICA flowrate (Figure 6.1(b)) as a function
of time clarify two important features of the autoregulation mechanism; the first
being that the time scale is of the order of about 20 seconds for the CV R to decrease
to a level that cerebral blood flow CBF is restored, and secondly that CV R exhibits
first order dynamics. This result has been incorporated into both autoregulation
models.
6.2 Idealized Circle of Willis Autoregulation Model
The cerebrovascular resistance dynamics implemented in the autoregulation model
for the idealized geometries were based on a model used by Ferrandez et al [34, 43],
in which CV R is described by a first order ode:
dCV R
dt
= GP (CBF − CBFSP ) +GI
∫ T
0
(CBF − CBFSP ) dt (6.1)
where CBFSP is a set point or ‘normal’ reference flowrate. The first term on the
right hand side of (6.1) represents a proportional controller where the time rate
of change of CV R is proportional to deviation in flowrate from its set point value
(CBF − CBFSP ) at any given time and has a control gain GP (taken as 70). The
second term on the right hand side of (6.1) represents an integral controller, with a
control gain GI (taken as 0.1), where the rate of change of CV R also depends upon
the integral of the flowrate error over time. The proportional control term has a
reasonably clear physiological meaning in that when the blood flow through a given
efferent artery deviates from what it would be under normal homeostatic conditions,
CV R will hence alter accordingly. The integral control term has less physiological
meaning but is incorporated because it acts as a low pass filter meaning that CV R
will not react to higher frequency fluctuations in CBF (such as the cardiac cycle)
but rather to changes in the mean value of CBF . Furthermore the integral control
ensures that the flowrate error is always driven to zero.
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Figure 6.2: Autoregulation curve used in the cerebral autoregulation model of Huntsman
et al [74].
In order to incorporate some physiology into the autoregulation model regarding
blood chemistry and brain metabolism, a model of Huntsman et al [74] was adopted,
based chiefly around the autoregulation curve of Figure 6.2. The model begins with
two well known clinical relations, the first of which states that:
MABP −MVBP = CV R · CBF (6.2)
where MVBP is the mean venous blood pressure. The second equation relates to
brain metabolism stating that:
CMRO2 = CBF (CaO2 − CvO2) (6.3)
where CMRO2 is the cerebral metabolic rate of oxygen consumption and CaO2 and
CvO2 the concentrations of oxygen in arterial and venous blood respectively. The
assumption completing the system of equations is that CVR is a linear function of
the venous oxygen concentration:
CV R = CV RSP (1 + A · CvO2) (6.4)
where CV RSP is a set point or reference resistance under normal homeostatic con-
ditions and A is a constant scaling parameter. By combining (6.2), (6.3) and (6.4),
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the resulting relation for CBF can be obtained:
CBF =
1
1 + A · CaO2
(
A · CMRO2 + MABP −MVBP
CV RSP
)
(6.5)
which makes CBF a function of the metabolic rate and arterial oxygen concentration
as well as arterial blood pressure. The reason for generating this relation is that it
is in keeping with experimental evidence [52] that cerebral blood flow will increase
if the metabolic rate increases, or if the arterial oxygen concentration decreases and
vice versa. The determination of the scaling parameters A and CV RSP , initially uses
the fact that in the autoregulated region (Figure 6.2) the slope of the autoregulation
curve is a linear function of MABP and if both CBF and MABP are normalized
by their set point values, the linear function becomes:
CBF
CBFSP
=
2
3
+
1
3
(
MABP −MVBP
MABPSP −MVBPSP
)
(6.6)
Normalizing (6.5) by dividing it by CBFSP and then equating constant terms and
coefficients ofMABP−MVBP between (6.5) and (6.6) yields two equations for the
scaling parameters, which involving normal or set point values for all of the other
variables:
A =
2CBFSP
3CMRO2 − 2CBFSP · CaO2 (6.7)
CV RSP =
MABPSP −MVBPSP
CBFSP (1 + A · CaO2) (6.8)
It is implicitly assumed in forming the relation between CBF and MABP (as
well as the other physiological variables) that these are steady state values as this
is the way that autoregulation curves are generated. For this reason it was chosen
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to incorporate (6.5) as the set point flowrate in (6.1) as:
CBFSP =
1
1 + A · CaO2
(
A · CMRO2 + MABP −MVBP
CV R0
)
(6.9)
meaning that in response to alterations in blood pressure, the transient flowrates
through the efferent arteries would alter, but also the reference value to which they
are trying to return. Each efferent artery has its own value of blood flow under
normal conditions CBFSP as well as the resistance (CV RSP ) of the corresponding
region of the brain being supplied with blood. Since (6.9) and (6.1) are applied
independently to each artery this means that they will each have their own values of
A and CV RSP to be evaluated using (6.7) and (6.8) respectively. While the levels
of CMRO2 and CaO2 and MVBP were kept constant for all of the simulations
performed using this model the values of MABP were chosen for each efferent
artery to be the average pressure on the upstream face of the porous blocks. For
incorporation into a numerical simulation, Equation 6.1 was discretized using a
first order backwards difference for the time derivative and a rectangular numerical
integration method for the integral control term:
CV Rt+1 = CV Rt +
1
∆t
(
GP
(
CBF t − CBFSP
)
+GI
T∑
0
(
CBF t − CBFSP
)
∆t
)
(6.10)
The second important feature of the autoregulation model which must be cap-
tured along with the dynamics, in order for simulation results to be clinically useful,
are the limits of autoregulation. Given a simulation designed to investigate the ef-
fects of stenosis or occlusion of one or more afferent arteries, it is highly likely that
the reduction in perfusion pressure through the efferent arteries will reduce blood
flow to the point such that the autoregulatory mechanism would not be able to re-
store it completely by vasodilation of the smaller arteries in the brain. At the time of
creation of this model, it was decided to use the limit illustrated in autoregulation
curve to which the model was fitted (Figure 6.2), such that the upper and lower
limits occur at a MABP values of 75 and 175mmHg respectively. Simulations were
subsequently tested using a 1D resistor analogy between pressure, resistance and
flow and applying the autoregulation model to a single resistor, essentially treat-
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ing the brain as a single lumped resistance. The simulations then involved setting
MABP to these values at the upper and lower limits of autoregulation and then
recording the resulting CV R required to restore CBF at this point. These were
found to be upper and lower limits of 145% and 50% respectively of the set point for
resistance CV RSP , and these were then applied individually to each efferent artery
in the full numerical simulations. Referring to the discussion on the clinical mechan-
ics of blood flow in Chapter 2 an important modelling assumption that has been
made for both autoregulation models is that any changes in CV R will not affect
intracranial pressure and hence the limitations imposed on CV R will be a result
only of the maximum vasodilation and constriction to which the cerebral arteries
and arterioles are capable.
Since the cerebrovascular resistance dynamic is activated by a deviation in CBF
from its set point value, a measure of this set point is required for all of the efferent
arteries. The set point flowrates were calculated from a result postulated by Hillen
et al [60] that there is a total inflow of 750mL/min into the afferent arteries of the
circle of Willis and the cerebrovascular resistance of territories in the brain follows
the ratio of 6:3:4 between the regions supplied by the anterior, middle and posterior
cerebral arteries respectively. Treating the resistance of the cerebral territories as
an electrical network of parallel resistors (Figure 6.3) the blood flow through the
efferent arteries can be determined to be 83.4mL/min through each anterior cerebral
artery, 166.7mL/min through each middle cerebral artery and 125.0mL/min through
each posterior cerebral artery. It was these flowrates which were set as CBFSP for
each artery in (6.1), and used to determine the constant A in (6.7) for each artery,
calibrating the autoregulation algorithm.
6.3 Patient Specific Circle of Willis Autoregulation Model
The necessity for improvement of the autoregulation model arose from the fact that
firstly, there is no physiological reason why CV R in (6.4) should be a function of the
oxygen concentration of venous blood. Furthermore, the experiment with which the
autoregulation curve in [52] was generated was never described, reducing confidence
in its validity in terms of the interpretation of the curve fit to the experimental data
and even whether or not the experiment was performed on humans or other animals.
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Figure 6.3: A 1D electrical network analogy used to determine the set point flowrates
through the efferent arteries of the circle of Willis. Assuming a total inflow of 750mL/min
and a resistance ratio of 6:3:4 between the anterior, middle and posterior cerebral arteries
respectively.
It was decided that since very little is known about the distribution and relative
importance of the myogenic and neurogenic components of autoregulation in the
human brain, and in keeping with the goal of incorporating experimental data from
humans, their effects would not be incorporated for the present study, leaving their
inclusion for future work. The improved model was hence aimed at describing the
physiology of the metabolic component of autoregulation.
As was discussed in Chapter 2, metabolism in the brain is mediated by glucose
and is therefore performed via aerobic respiration where equal amounts of oxygen
and carbon dioxide are consumed and produced in the process respectively. The
carbon dioxide produced in the brain tissue diffuses back into the blood stream
and is removed by the blood. If blood flow is altered then carbon dioxide levels
will either increase or decrease accordingly, depending on the cerebral metabolism.
Carbon dioxide undergoes a series of reactions in the blood, one of which is the
formation of carbonic acid and bicarbonate. While the decrease in pH associated
with the formation of carbonic acid is buffered in the blood, carbon dioxide in the
tissue may cause a reduction of pH in the tissue [22], to which there is evidence
suggesting a smooth muscle relaxation response [83, 145] possibly mediated by the
blocking of ATP specific potassium channels, which thereby leads to a decrease in
intracellular calcium levels and hence smooth muscle tone [12, 69, 86]. Nitric oxide
is known to be a powerful vasodilator [20, 105], and there is evidence to suggest
that it serves a role of modulating alterations in smooth muscle tone [31, 68, 135].
Although the contribution to the overall change in CVR brought about by NO in
the larger upstream blood vessels as part of the conducted dilation phenomenon
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may be much greater than the changes brought about by the metabolite induced
dilation, the concept is that it is buildup of metabolites which initiates and facilitates
the process. The effects of NO could be thought of as being part of the metabolic
component and hence it was decided to not include NO explicitly in the model since
firstly, the link between the effects of NO and the buildup of metabolites have not
been definitively confirmed, and secondly this link would require a mathematical
description of multiple levels of the cerebral vasculature, which was undesirable for
the study.
Since the transport of oxygen and carbon dioxide in the blood stream is rela-
tively well understood, it was decided to expand upon this aspect of the previous
autoregulation model and include a representation of their transport phenomena,
which coupled with the cerebral blood flow would provide the delivery of oxygen
and the accumulation of carbon dioxide in the cerebral tissue. The blood chemistry
incorporated into the autoregulation model was based on the work of Dash et al [32]
and while a complete description of the model will not be given, the basis for the
model begins with the biochemical reactions between oxygen, carbon dioxide and
hemoglobin in the blood:
CO2 +H2O
kf ′
1
⇄
kb′
1
H2CO3
k′′
1
⇄ HCO−3 +H
+ (6.11)
CO2 +HmNH2
kf ′
2
⇄
kb′
2
HmNHCOOH
k′′
2
⇄ HmNHCOO− +H+ (6.12)
CO2 +O2HmNH2
kf ′
3
⇄
kb′
3
O2HmNHCOOH
k′′
3
⇄ O2HmNHCOO− +H+ (6.13)
O2 +HmNH2
kf ′
4
⇄
kb′
4
O2HmNH2 (6.14)
HmNH+β
k′′
5
⇄ HmNH2 +H
+ (6.15)
O2HmNH
+
3
k′′
6
⇄ O2HmNH2 +H
+ (6.16)
where Hm denotes a Heme group, NHCOOH denotes a terminal amino group on
the α and β chains to which carbon dioxide can bind and the terms kf ′i and kb
′
i
denote the forward and backward rate constants. The set of ODE’s resulting from
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these reactions could be simplified to a system of algebraic equations at chemical
equilibrium and the oxyhemoglobin and carbamino saturations of arterial blood
could be derived:
SaO2 =
KHbO2 αO2 PaO2
1 +KHbO2 αO2 PaO2
(6.17)
SaCO2 =
KHbCO2 αCO2 PaCO2
1 +KHbCO2 αCO2 PaCO2
(6.18)
where SaO2 and SaCO2 are the oxyhemoglobin and carbamino saturations respec-
tively, PaO2 and PaCO2 are the oxygen and carbon dioxide tensions in the arterial
plasma, with solubility coefficients αO2 and αCO2 respectively. KHbO2 and KHbCO2
are parameters based on the complex interaction of hemoglobin with various other
substances which take the form:
KHbO2 =
K ′4
(
K ′3 αCO2 PaCO2
(
1 +
K′′
3
CaH+
)
+
(
1 + CaH
+
K′′
6
))
K ′2 αCO2 PaCO2
(
1 +
K′′
2
CaH+
)
+
(
1 + CaH
+
K′′
5
) (6.19)
KHbCO2 =
K ′2
(
1 +
K′′
2
CaH+
)
+K ′3K
′
4
(
1 +
K′′
3
CaH+
)
αO2 PO2(
1 + CaH
+
K′′
5
)
+K ′4
(
1 + CaH
+
K′′
6
)
αO2 PO2
(6.20)
where in this case the K ′i and K
′′
i refer to equilibrium and ionization constants re-
spectively and CaH
+ denotes the hydrogen ion concentration in the arterial plasma.
The equilibrium constant K ′4 for the association of oxygen with hemoglobin reac-
tion in (6.13) has a dependence on the oxygen tension, carbon dioxide tension, the
concentration of hydrogen ions and DPG as well as the temperature of the blood
(as outlined in Chapter 2) and is defined through the power law proportionality
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equation as:
K ′4 = K
′′
4
(
PaO2
PaO2sp
)n0 (CaH+
CaH+sp
)
−n1
(
PaCO2
PaCO2sp
)
−n2
(
CaDPG
CaDPGsp
)
−n3
(
T
Tsp
)
−n4
(6.21)
where CaDPG denotes the concentration of DPG in the blood, T is the blood
temperature, the subscript SP retains its previous meaning of a normal or ‘set
point’ value, and the exponents are empirically determined values described by the
functions:
n1 = −6.775− 2.0372 log
(
CaH
+
)
+ 0.1235
(
log
(
CaH
+
))2
(6.22)
n2 = −0.008765 + 0.00086PaCO2 + 6.3× 10−7 PaCO22 (6.23)
n3 = 0.2583 + 26.6978CaDPG− 917.69CaDPG2 (6.24)
n4 = 1.6914 + 0.06186T + 0.00048T
2 (6.25)
The concentration of oxygen in the arterial blood depends upon the amount
that is dissolved in the plasma, both inside and outside of the red blood cells and
the amount which is bound to hemoglobin, and is defined as:
CaO2 = ((1−Hct) Wpl +HctWrbc) αO2 PaO2 + 4CaHbSaO2 (6.26)
where Wpl and Wrbc are the fractional water spaces of the plasma and red blood
cells and Hct is the blood hematocrit (the ratio of the volume of red blood cells to
a given volume of blood). The concentration of carbon dioxide in the arterial blood
depends upon the amount that is dissolved in the plasma, the amount which has
formed bicarbonate and the amount which is bound to hemoglobin, and is defined
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as:
CaCO2 = ((1−Hct) Wpl +HctWrbc) αCO2 PaCO2
+ ((1−Hct) Wpl +HctWrbcRrbc)
(
K1 αCO2 PaCO2
RrbcCaH+
)
+ 4HctCaHbSaCO2
(6.27)
where Rrbc is the Gibbs-Donnan ratio for electrochemical equilibrium across the
red blood cell membrane, which is related to the concentrations of hydrogen and
bicarbonate ions inside and outside of the red blood cell. The complete list of
parameters required for this oxygen carbon dioxide concentration model is given in
Table 6.1.
Table 6.1: Constant parameters used in the oxygen and carbon dioxide concentration
model of Dash et al [32] and incorporated in the present study.
K1 7.43× 10−7 M Hct 0.45
K ′′2 1× 10−6 M Wpl 0.94
K ′2 29.5 M
−1 Wrbc 0.65
K ′′3 1× 10−6 M Wbl 0.81
K ′3 25.1 M
−1 PaO2sp 100mmHg
K ′′4 202123 M
−1 PaCO2sp 40mmHg
K ′4 202123 M
−1 CaH
+
sp 57.5× 10−9 M
K ′′5 2.63× 10−8 M CaDPGsp 4.65× 10−3 M
K ′′6 1.91× 10−8 M Tsp 37◦ C
CaHb 5.18× 10−3 M Rrbc 0.69
αO2 1.46× 10−6 M/mmHg αCO2 3.27× 10−5 M/mmHg
It was also decided that the chemical cascade involved in the metabolic pathways
between oxygen, carbon dioxide and intracellular calcium levels need not be included
as this again involves a level of complexity which is of no advantage and still not fully
elucidated at present. Furthermore it was decided that the influence of oxygen on
intracellular calcium would not be included, since it is known that a large reduction
in oxygen delivery is required before the byproducts of anaerobic respiration will
cause dilation, at which point the increase in carbon dioxide levels (due it its lack of
removal by the blood) will have induced vasodilation. The new model was developed
by beginning with a dynamic for the concentration of carbon dioxide in the tissue
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CtCO2, similar to the model of Gutierrez[51]:
dCtCO2
dt
= CMRO2 − CBF (CtCO2 − CaCO2) (6.28)
where the arterial carbon dioxide concentration is calculated from Equation 6.27.
This equation has the physiological interpretation that the difference between the
rate of production of carbon dioxide in the tissue (equal to the consumption of
oxygen, hence the incorporation of CMRO2) and the rate of removal of carbon
dioxide by the blood is equal to the rate of change of carbon dioxide in the tissue.
Any further chemical reactions such as the reduction in pH or a production of nitric
oxide are then ignored, but implicitly incorporated into the dynamic for CV R which
is postulated to be a function of CtCO2 as:
dAutCV R
dt
= GCV R (CtCO2SP − CtCO2) (6.29)
where AutCV R represents an autoregulation activation for CV R to change (for rea-
sons which will be discussed shortly) and GCV R is a proportional gain, which was
chosen to be 7 in order to replicate the dynamics observed by Newell et al [109].
CtCO2SP is the normal or set point carbon dioxide concentration in the cerebral
tissue under homeostatic equilibrium and is given as the steady state solution of
(6.28) as:
CtCO2SP = CaCO2 +
CMRO2
CBFSP
(6.30)
Equation 6.29 has the physiological interpretation that when CtCO2 levels de-
viate from their normal value, there is an activation for smooth muscle to alter
its tone and hence CV R. The reason for having the dynamics in (6.29) based on
an activation and not CV R directly arises from the desire to incorporate a more
physiologically accurate method of implementing the limits of autoregulation. The
determination of the limits in the previous model involved a simple logical check
during the evaluation of CV R for the next time step in the simulation. If the com-
puted value of CV R was outside the limits, then either the upper or lower limit
was returned respectively, resulting in a sharp transition from the autoregulated
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to the un-autoregulated range of MABP . The new method formulated allows in-
stead for the activation of changes in CV R (i.e. pertaining to the concentrations
of certain metabolites in the brain tissue or smooth muscle cell) to attain a value
related only to metabolism and blood flow, whereas the actual CV R is limited by
the phenomenological sigmoidal function:
CV R =
CV RLL + CV RULe
AutCV R−C
1 + eAutCV R−C
(6.31)
where CV RUL and CV RLL are the upper and lower limits of autoregulation respec-
tively. The sigmoidal function in (6.31), illustrated in Figure 6.4(a) has the property
that regardless of the activation for alterations in smooth muscle tone, CV R cannot
vary outside the upper and lower limits set in the function. The idea behind this
implementation of the limits is that as the upper or lower limits are approached the
ability of CV R to further increase or decrease approaches zero, leading to a more
rounded off limit as illustrated in the autoregulation curve in Figure 6.4(b).
(a) (b)
Figure 6.4: (a) A generic plot of the sigmoidal function incorporated in cerebrovascular
resistance limits and (b) the effect on the autoregulation curve.
The constant C in (6.31) was incorporated to shift the sigmoidal curve along
the x axis so that at zero activation, CV R was at its set point, for the reason being
that without it, the value returned at zero activation would be midway between the
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upper and lower limits. As this may not be the case the constant was evaluated as:
C = − ln
(
CV RSP + CV RLL
CV RUL + CV RSP
)
(6.32)
so that no matter where the set point falls between the upper and lower limits,
its value will be returned at zero activation. In keeping with the deviation from
the autoregulation curve of Figure 6.2, it was decided to improve on the limits of
autoregulation as well. In the experimental work of Strandgaard et al [140], volun-
teers were subjected to an infusion of angiotensin II amide to raise theirMABP and
then subsequent infusions of trimethaphan camsylate combined with a 20−25degree
head-up tilt manoeuver to lowerMABP in a series of steps. During the experiment,
CBF was monitored so that the lower limit of autoregulation could be observed and
furthermore, the lowest tolerable blood pressure before the evidence of ischaemia
occurred was monitored. Of the uncontrolled hypertensive, controlled hyperten-
sive and normotensive subgroups studied, it was discovered that the lower limit of
autoregulation occurred at 79%, 72% and 74% of the resting MABP respectively.
Figure 6.5 is an example of part of the autoregulation curve obtained from one of
the controlled hypertensive volunteers, illustrating the normal resting MABP and
where the lower limit of autoregulation was determined. As the volunteers used to
construct the segmented circle of Willis models for the present study were all young
healthy individuals, it was therefore decided to use the result from the normotensive
group that the lower limit of autoregulation for these volunteers would occur at 74%
of the normal restingMABP . Furthermore, since all of the simulations are designed
at investigating factors that will lead to insufficient CBF and ischaemia, the upper
limit of autoregulation is of less importance as it will not be approached. For this
reason it was decided to simply apply a symmetric condition where the upper limit
in (6.31) would be equal to CV RSP plus the difference between the set point and
the lower limit CV R.
Further improvement in the model came about from the inclusion of another
physiological variable known as oxygen extraction fraction (OEF), which is the pro-
portion of the oxygen available in the arterial blood that is actually consumed to
meet metabolic demands, and in most normal cases is around 30−40%. The reason
for its inclusion in the model is that the crucial result desired from the simulations
is oxygen delivery to the various cerebral territories supplied by the efferent arteries
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Figure 6.5: A sample result from the study of Strandgaard et al, illustrating lower half of
an autoregulation curve from one volunteer of the hypertensive subgroup examined.
of the circle of Willis, defined as:
O2Delivery = CaO2 · CBF ·OEF (6.33)
So while technically not a part of cerebral autoregulation, OEF plays an important
role in maintaining oxygen delivery to the brain tissue as it in effect provides a second
reserve when CBF cannot be maintained through vasodilation alone [38, 72]. To
incorporate its effect a second dynamic was created:
dAutOEF
dt
= GOEF (CMRO2 − CBF · CaO2 ·OEF ) (6.34)
where AutOEF is an activation for oxygen extraction to change and GOEF is a pro-
portional gain, chosen to be 100. Equation 6.34 has the physiological interpretation
that if the metabolic demand for oxygen is not met by the oxygen delivery, then
there is a drive for OEF to increase, or conversely if the oxygen delivery exceeds the
metabolic requirements then there will be a drive for it to decrease. It should be
noted that while autoregulation represent an active control system, OEF is a passive
phenomenon where oxygen diffuses into the tissue down a concentration gradient. In
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terms of incorporating the limits of oxygen extraction, the lower limit is intuitively
zero, but would not be approached in simulations designed to predict ischaemia.
Instead the upper limit of OEF is of much more importance and while it may be
thought that the upper limit be 100% (i.e. all of the available oxygen in the blood
is utilized) a number of studies have shown that ischaemia may result when OEF
increases to above 77% [96, 132]. An upper limit of 77% was therefore specified for
the present study and the actual value of OEF determined during the simulation
calculated using the same sigmoidal function as for the autoregulation activation:
OEF =
OEFLL +OEFULe
AutOEF−O
1 + eAutOEF−O
(6.35)
where the constant O is incorporated for the same reason that the set point for OEF
will not necessarily be the exact mid point between the upper and lower limits and
is evaluated as:
O = − ln
(
OEFSP +OEFLL
OEFUL +OEFSP
)
(6.36)
For incorporation with the discrete forms of the continuity and momentum equa-
tions during the simulation, the 3 ODE’s were solved using a Runge-Kutta fourth
order scheme. As the system of equations takes the form y
′
= f (y, t) where:
y =
∣∣∣∣∣∣∣∣∣∣∣∣
CtCO2
AutCV R
AutOEF
∣∣∣∣∣∣∣∣∣∣∣∣
f (y, t) =
∣∣∣∣∣∣∣∣∣∣∣∣
CMRO2 − CBF (CtCO2 − CaCO2)
GCV R (CtCO2SP − CtCO2)
GOEF (CMRO2 − CBF · CaO2 ·OEF )
∣∣∣∣∣∣∣∣∣∣∣∣
(6.37)
then the discrete values of y are computed using the relation:
yt+1 = yt +∆t
4∑
i=1
biY
′
ti (6.38)
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where:
bi =
[
1
6
1
3
1
3
1
6
]
(6.39)
and Y
′
ti is defined as:
Y
′
ti = f (Yti) (6.40)
with the internal stages Yti given by:
Yti = y
t +∆t
4∑
i=1
αijY
′
ti (6.41)
where:
αij =
[
1 1
2
1
2
1
]
(6.42)
In contrast to the idealized autoregulation model, where the deviation in CBF
was the driving cause for a change in CV R, the driving cause for the patient specific
model is the deviation in tissue carbon dioxide levels from their set point value.
While this set point, evaluated with (6.30), depends upon the normal level of CBF ,
it is also a function of the normal arterial carbon dioxide concentration and the
metabolic rate. While the normal arterial carbon dioxide concentration is evaluated
through (6.27) the incorporation of the metabolic rate poses a problem. The reason
for this problem is that metabolic rate data is generally known on a per unit mass
of brain tissue basis (i.e. mL/g/min), hence for unit consistency in (6.30), either
the metabolic rate must be known for the cerebral territory supplied by a particular
cerebral artery (i.e. mL/min), or the CBF must be converted to a per unit mass of
brain tissue basis. Since no data was found which could provide metabolic rates for
the various cerebral territories it was decided to use the average value for the mass
of the human brain mTOT of 1400g [134] and assume that amount of blood flow in
a given cerebral artery is proportional to the mass of the cerebral territory that it
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perfuses with blood. Following from this assumption the mass of a given cerebral
territory mi can be defined:
mi = mTOT
CBFSP,i
CBFSP,TOT
(6.43)
where CBFSP,i is the set point level of CBF through a given cerebral artery and
CBFSP,TOT is the total amount blood flow into the circle of Willis. By then speci-
fying the set point flowrates for each artery on a per unit mass basis, Equation 6.30
would yield the same set point concentration of carbon dioxide for every cerebral
tissue.
Unlike the idealized circle of Willis models, and in keeping with the desire of
making the CFD simulations patient specific it was decided to measure the normal
flowrates of the volunteers in vivo. The measurements were made with the incorpo-
ration of Phase Contrast (PC) MRI and the PC scans were performed on the five
volunteers at the same time at which the TOF scan was performed to image their
cerebral vasculature. While a detailed explanation of phase contrast MRI is given
in Appendix B, the basic principal is that a reversal of one of the magnetic field gra-
dients can cause a change in the received MR signal which is directly proportional
to the velocity of the blood. Furthermore, with the use of CINE phase contrast
MRI (where an electrocardiogram of the individual undergoing the scan is taken)
the variation in CBF throughout the cardiac cycle can be obtained.
While the use of phase contrast MRI to quantitatively measure CBF in the in-
ternal carotid and basilar arteries is common, with a wide body of research providing
measurements [21, 94], its use in measuring CBF in the efferent arteries of the circle
of Willis is less common. One such study by Enzmann et al [40] however, did quan-
titatively measure CBF in the efferent arteries, as well as the afferents. The results
(Table 6.2) show that the average total inflow into the circle of Willis postulated
by Hillen corresponds reasonably well with the experimental data. Furthermore,
the flowrates determined by the 6:3:4 resistance ratio are similar in the ACA’s and
only slightly overestimated in the MCA’s. The major difference lies in the average
flowrate through the PCA’s which is overestimated by almost a factor of three. Fur-
thermore the results show that there is a reasonable variation between individuals
(illustrated by the standard error) and between the left and right cerebral arteries.
The validity of these results may be limited by the small number of individuals
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studied and the resolution of the scans, but they are in keeping with the results
of many other studies [85] showing that the amount of CBF does vary among the
population. A further advantage of incorporating PC MRI into the present study
is that the dataset generated would expand upon the limited information available
regarding PC measurements in the efferent arteries, as well as provide some clar-
ification as to how blood flow in the efferent arteries was affected by anatomical
variations of the circle of Willis.
Table 6.2: CBF and diameter values in the major cerebral arteries measured by Enzmann
et al [40].
Left Right
Artery Diameter CBFmean Diameter CBFmean
mm mL/min mL/cycle mm mL/min mL/cycle
ICA 5.29± 0.68 337± 19 5.1± 0.3 5.29± 0.68 302± 21 4.6± 0.4
BA 4.22± 0.43 161± 11 2.4± 0.2 − − −
ACA 3.39± 0.68 75± 10 1.1± 0.2 3.57± 0.65 88± 11 1.3± 0.2
MCA 4.06± 0.58 108± 7 1.7± 0.1 4.37± 0.55 127± 7 1.8± 0.2
PCA 3.39± 0.68 53± 4 0.8± 0.1 3.39± 0.43 51± 4 0.8± 0.1
The procedure for obtaining the 2D phase contrast images in the efferent and
afferent arteries involves initially performing a TOF scan in order to provide a refer-
ence image for the imaging planes to be defined relative to. The planes scanning for
all of the efferent arteries are subsequently defined using the standard MR acquisi-
tion software in order to interactively position the plane to be as normal as possible
to the centreline of the artery of interest (Figure 6.6(a)). Since the cerebral arteries
are not generally normal to any of the standard acquisition planes (i.e. transverse,
sagittal or coronal), the position of the plane must be iteratively repositioned from
other orthogonal views in order to ensure its normality to the artery, before the data
can be acquired (Figures 6.6(b) and 6.6(c)). The scanning parameters used in the
2D phase contrast protocols are given in Table 6.3.
One parameters involved in a phase contrast scan is the encoding velocity (VENC),
which is the maximum velocity measurable by the MRI scanner (see Appendix B).
The choice of encoding velocity is of great importance in the acquisition of good
quality data. Since the signal generated by the flowing blood depends upon its ve-
locity relative to the encoding velocity, it should ideally be set as close as possible
to the maximum blood flow velocity in the artery over the cardiac cycle. As the
maximum blood flow velocity cannot be known in advance however, in keeping with
good radiographic practices [90], the initial scans experimented with different val-
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ues for VENC to find the minimum values in each artery that could be used before
aliasing occurred. The results chosen for the remainder of the study were encoding
velocities of 90cms−1 in the ICA’s and BA, 80cms−1 in the MCA’s and 70cms−1 in
the ACA’s and PCA’s.
(a) (b) (c)
Figure 6.6: (a) A transverse reference MIP showing the placement of a scanning plane
for determination of the blood flow through the LMCA, (b) the magnitude image of the
PC scan normal to the scanning plane and (c) the phase image, illustrating the LMCA
velocity as a white circle.
The result of the CINE PC MR scan is a series of images each corresponding to a
particular point in the cardiac cycle, but the acquisition of the PC data is only part
way to obtaining a measurement of the CBF in a given artery. While the velocity
information is embedded in the phase images from the scan, the calculation of the
flowrate from an image requires the specification of a region of interest around the
lumen of a vessel. To this end an interactive program was developed to process the
phase contrast scans and calculate the efferent flowrates (and for reasons that will be
discussed in the next chapter, the afferent flowrates) of the segmented models. Note:
all of the source code developed is contained on the companion CD (Appendix E)
within the folder named PC Flowrate. The DICOM data format of the 2D images
uses 16 bit integers to represent the pixel intensities and with the protocol used by
the GE 1.5T in the present study, the pixel velocity in cms−1 was one tenth the pixel
intensity, meaning that a pixel intensity of say 500 would correspond to a velocity of
50cms−1. Furthermore, since the direction of blood flow is embedded in the image
the intensity range of the images was −10VENCto+ 10VENC .
The procedure for obtaining the cerebral flowrates using the interactive software
followed essentially the same procedure of manipulating the raw phase contrast data
as was used on the time of flight data in order to create the segmented models. This
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Table 6.3: Phase Contrast parameters used in the acquisition of the MRI scans. Note:
the definition of these parameters is given in Appendix B.
TR 7.65ms Matrix Size 256× 256
TE 3.16ms Pixel Spacing 0.7mm
NEX 4 Slice Thickness 8mm
Flip Angle 20◦ Points per Cycle 30
procedure will therefore be described in the same manner, illustrating by example
the various operations. The standard format of the PC MRI data is to have one
phase image and one magnitude image for every point within the cardiac cycle. The
general procedure for operating on the data would involve reading all of the phase
and magnitude images into separate 3D arrays for all of the MRI datasets from
each of the efferent and afferent scans. The major difference compared to the 3D
TOF array is that rather than each image corresponding to a transverse location in
the brain, it corresponds to a point in time. While there is no velocity information
associated with the magnitude images, they can still be of use in that often they
show more clearly where the edge of a given artery is compared to a phase image
and in fact a number of studies using PC MRI to measure flowrates [40] use the
magnitude images to locate the ROI, then map it back onto the phase images. This
option was hence included in the software in order to provide the best estimate
of the lumen of an artery. Since the internal carotid and basilar arteries traverse
vertically into the circle of Willis essentially in parallel then all three arteries could
be included in a single scan (Figures 6.7(a) and 6.7(b)), minimizing the amount of
time required. Furthermore the anterior cerebral arteries course essentially parallel
to each other, so both of these arteries could be acquired in one scan. For the
remaining middle and posterior cerebral arteries however, a separate scanning plane
was required for each artery, meaning that a total of six scans was needed to acquire
all of the afferent and efferent boundary condition information.
Similar to the manipulations of the TOF data, the process would involves a
rectangular ROI around the artery or arteries of interest (Figure 6.8(a)) and reduc-
ing the dataset (Figure 6.8(b)) to remove unwanted data and speed up subsequent
operations.
The major difficulty in the determination of the flowrates is the placement of
the ROI around the lumen of an artery, where different choices have the potential
to produce very different calculations of the flowrate. The difficulty arises due to
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(a) (b)
Figure 6.7: A transverse scanning plane acquiring velocity data through the internal
carotid and basilar arteries, showing (a) the phase image and (b) the magnitude image.
(a) (b)
Figure 6.8: (a) A rectangular ROI drawn around the arteries of interest in a given PC
dataset and (b) the reduced dataset.
the limited resolution of the scan (Figure 6.9(b)) where typically there are only
between 5− 10 pixels across the diameter. As was mentioned previously, the phase
images give the direction of flow as well as its magnitude, and this means that
the intensity scale range is from ±10VENC , where bright pixels correspond to flow
in one direction, dark pixels to flow in the opposite direction, and zero velocity
is in the mid range (i.e. grey). Typically, the region surrounding the lumen is
in the mid range with small fluctuations around zero (Figure 6.10(a)), meaning
that if the ROI is drawn too far away from the lumen then the contributions to
the overall flowrate in the ROI from the surrounding tissue may be negative and
result in an underestimation of the flowrate through the artery. If the absolute
value of the pixel intensity was used instead in the calculation then the result would
be an overestimation of the flowrate through the artery. What is needed for an
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optimal calculation is to locate the closest region around the lumen where the pixel
velocities become negative and to selectively remove them from them from the data
(meaning that they make no contribution to the flowrate if included in the ROI.
To improve on the flowrate measurements through each artery the reduced datasets
(Figure 6.9(a)) would initially have the colourmaps switched to RGB to enhance the
contrast between different signal intensities (Figure 6.9(b)) and then be interpolated
so that a more obviously circular cross section could be visualized (Figure 6.9(c)).
As is illustrated in Figures 6.10(a) and 6.10(b), interpolating the dataset has a
negligible effect on the velocity profile.
(a) (b) (c)
Figure 6.9: The reduced PC dataset of an example LMCA illustrating (a) the greyscale
colourmap, (b) and RGB colourmap and c) the interpolated image, giving a much clear
visualization of the velocity profile.
(a) (b)
Figure 6.10: A surface plot of the LMCA illustrating (a) the coarse waveform and (b) the
interpolated waveform. The key point of the comparison is that firstly the interpolation of
the data has negligible effect on the velocity profile and b) the region of negative velocities
surrounding the lumen of each artery.
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Following the interpolation the data in the region around the lumen can be
cleared (Figure 6.11(a)) so that a zero level, or intensity corresponding to a velocity of
zero, can be clearly seen. By using the eraser tool, any pixels around the lumen which
are darker than the zero level (meaning that they correspond to negative velocities)
can be selectively removed. As the darkest (most negative) pixels are deleted from
the dataset the zero level intensity will change accordingly, approaching the darker
end of the colourmap (Figure 6.11(b)) until there are no pixels surrounding the lumen
which are darker than the zero level. At this point a ROI may be drawn around
the lumen with the assurance of no negative contributions from the surrounding
tissue. Typically the resulting flowrates would be approximately 1-5% higher using
this procedure compared to directly drawing the ROI around the raw data. Since it
was shown in Figures 6.10(a) and 6.10(b) that the changes in velocity profile were
negligible it is therefore assumed that this difference in calculated flowrate is the
result of the removal of any negative contributions from the surrounding tissue and
better choice of the ROI around an arterial lumen.
(a) (b) (c)
Figure 6.11: The reduced PC dataset of an example LMCA illustrating (a) the data
cleared outside of a rectangular ROI around the lumen with the zero level visible as light
orange, (b) the zero level becoming a darker orange as the negative pixels surrounding the
lumen are removed and (c) the isolated velocity profile.
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With the best possible estimation of the lumen of an artery, the flowrate for
a given artery at a certain point in the cardiac cycle can be obtained using the
relation:
CBF =
∫
ROI
u · dA ≈
∑
ROI
uPIXAPIX (6.44)
where the approximation is used for the discrete data given in the PC datasets. APIX
is the pixel area and is the product of the pixel spacing in the x and y directions
(Table 6.3), set by the MRI scanner and obtainable in the DICOM information
associated with each image. In order to determine how the flowrates vary as a
function of time, the time period of the cardiac cycle T and the timestepsize between
the discrete points measured in the cardiac cycle ∆t were calculated as:
T =
60
HR
∆t =
60
HR ·N (6.45)
where HR is the heart rate in beats per minute (bpm) and N is the number of points
in the cardiac cycle. By applying (6.44) to every slice in the 3D dataset, for every
artery, the flowrates over the cardiac cycle as a function of time could be calculated
(Figure 7.2(a)). For the efferent boundaries it is the determination of the set point
flowrates which is of interest in order to determine the reference CtCO2 levels. The
set point flowrates were taken to be the average flowrate over the cardiac cycle,
evaluated as:
CBFSP =
1
T
∫ T
0
CBF dt ≈ 1
T
N∑
n=1
CBF n + CBF n−1
2
∆t (6.46)
using a trapezoidal numerical integration method as an approximation to the ana-
lytical integral.
One important result of using patient specific cerebral flowrates is that since
they are known to vary between individuals, and since the metabolic rate has been
assumed for every circle of Willis model, then the calculated concentrations of car-
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bon dioxide (evaluated via Equation 6.30) in the cerebral tissue will vary between
individuals. Furthermore, since the concentration of oxygen in the arterial blood is
assumed to be the same for every circle of Willis model, then the oxygen extraction
fractions will also vary between individuals. For the present study practical limi-
tations excluded these measurements for the five individuals undergoing the MRI
scans, so this result will have to be validated in future work. While it is known that
OEF does vary among the population [96, 132] and it is probably quite likely that
CtCO2 varies also, the numerical values resulting from the patient specific autoregu-
lation model cannot be proven as correct. It does seem reasonable however, that the
amount of oxygen required per unit mass of cerebral tissue be kept as the constant
between all models, and since the cerebral flowrates were measured as varying be-
tween individuals, one can accept the resulting differences in tissue carbon dioxide
levels and oxygen extraction fractions.
Chapter 7
Fluid Dynamics Modelling
7.1 Introduction
With the generation of the circle of Willis geometries and the autoregulation models
now defined, the purpose of the present chapter is to outline how the governing fluid
dynamic equations are solved on the 3D grids and furthermore how the autoregula-
tion models are coupled into the simulation. This chapter will begin by addressing
the method for the solution of the governing equations, continue with two impor-
tant issues relating to physiological hemodynamic simulations, namely the blood
viscosity model and the boundary conditions, and end with an outline of how the
simulations were performed.
7.2 Governing Equations and Discretization
The mathematical considerations behind the derivation of the governing equations
of fluid mechanics from first principals and an explanation of their numerical so-
lution method is an extremely involved procedure. This chapter will not attempt
to cover all of this information, but merely state the final form of the governing
equations and subsequently their discrete approximations, referring to Appendix D
where the complete derivation is given. Given that blood is an incompressible fluid,
the two physical principals required to completely describe the flow field within the
lumen of the circle of Willis are the conservation of mass and the conservation of
momentum. Utilizing a control volume approach to apply these physical principals,
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the conservation of mass equation takes the form:
∫
CS
ρu · dA = 0 (7.1)
where ρ is the blood density, u is the 3D velocity vector field and CS is the bounding
surface of the control volume CV . The conservation of momentum equation takes
the form:
∂
∂t
∫
CV
ρu dV +
∫
CS
ρuu · dA =
∫
CS
η∇u · dA−
∫
CS
p I · dA (7.2)
where η is the blood viscosity, p is the pressure field and A and V are the elemental
area and volume of CV . In order to couple in the effects of alterations in CV R with
the governing equations, an extra body force term was added into the momentum
equation, such that when it is applied within the fluid domain of the porous blocks
it takes the form:
∂
∂t
∫
CV
ρu dV +
∫
CS
ρuu · dA =
∫
CS
η∇u · dA−
∫
CS
p I · dA−
∫
CV
η CV Ru dV (7.3)
where the extra body force term is essentially Darcy’s law for porous media, as-
suming laminar flow [30]. The addition of this extra body force term has the effect
of ‘draining’ momentum out of the flow, causing a large pressure gradient through
the porous block. The loss in blood pressure is similar to that which would occur
if the blood were flowing through the entire cerebrovascular network. Then, as the
autoregulation mechanism causes CV R to alter and the body force term either in-
creases or decrease, the pressure gradient through the porous block will alter, in a
similar manner to that which would occur if the arteries and arterioles in the brain
alter their diameter.
Given the complexity of the circle of Willis geometries, generation of a 3D com-
putational grids must be achieved using unstructured meshing techniques, such as
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the TGrid scheme used on the idealized circle of Willis models and the adaptive
cartesian method used on the patient specific models. The use of unstructured
meshing places restrictions on the techniques available for the solution of the gov-
erning equations and for the present study the finite volume method (FVM) was
chosen. The basic principal underlying the finite volume method is that the conser-
vation equations (7.1) and (7.3) are applied to every cell in the computational grid,
with the integrals replaced by discrete summations and the derivatives replaced by
finite differences. In this formulation, the continuous pressure and velocity fields are
replaced by a single value, stored at the centroid of the cell. The discrete form of
(7.3) when applied to a given cell c hence takes the form:
3ρut+1c − 4ρutc + ρut−1c
2∆t
Vc +
Nfacenb∑
f
ρut+1f u
t+1
f ·Af
=
Nfacenb∑
f
ηf∇ut+1f ·Af −
Nfacenb∑
f
pfAf − ηcCV Rut+1c Vc
(7.4)
where the superscript t refers to a value at the current timestep, to which the
timestep size is ∆t, the subscript f refers to a face of the control volume (implying
that the values is evaluated at the centroid of a cell face, not the cell centroid itself),
the total number of which comprising a cell is Nfacenb, and the subscript p refers to
a value at the centroid of the cell. It should be noted that the face velocity, viscosity
and area vectors uf , ηf and Af respectively, are not expressed in terms of the given
cell c for the reason that a face is shared by two cells. Following the discretization
procedure, Equation 7.4 now forms a nonlinear algebraic equation. Furthermore,
since the face values of u and η will be interpolated in (7.4) using the value stored
at the centre of the cell c and the value at the centroid of the neighbouring cell
which shares the given face f , the application of (7.4) to all of the cells in the
computational grid, yields a coupled system of nonlinear algebraic equations. In
order to proceed with obtaining a solution Equation 7.4 is linearized for a given cell
c to take the form:
acuc =
Ncellnb∑
n
anun + bc (7.5)
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where the ac and an are coefficients of the cell c and its neighbours n (the total
number of which is Ncellnb), incorporating parts of the first three terms in (7.4) and
bc is a source vector, incorporating parts of the first term, as well as the fourth and
fifth terms in (7.4). The overall system of equations can then be expressed in the
linear form:
Au = b (7.6)
where A is a diagonally dominant sparse matrix, and b is a column vector containing
the known quantities. Although this resulting system of equations is linear and A
could be inverted to provide the solution vector u, the amount of memory required
to invert a matrix is usually computationally prohibitive for practical problems.
Furthermore it is an inefficient use of computer memory to store all the entries in
a sparse matrix when most of the entries, except those centered about the main
diagonal are zero. As a result, iterative methods are used to solve (7.6) and the
method used for the present study is a point-implicit Gauss-Seidel method. It is
important to note that (7.4) is a vector equation, with three components. Choosing
a segregated implicit solution method, as was done for the present study, the three
velocity components are each solved separately as separate matrix equations.
Thus far, no mention has been made of the discretization of conservation of mass
equation, for the reason that its incorporation into the discrete system of equations
is more complicated than that of the momentum equations. The solution of (7.6)
at every iteration provides the updated velocity field u, but in order to provide this
update the pressure gradient term embedded in 7.6 must be known. In the present
study (as with most CFD problems) the pressure field is not known in advance, but
arises as part of the overall solution. Since the conservation of momentum equations
have been used to solve for the velocity field, the remaining equation, namely the
conservation of mass equation, must be converted into an equation for pressure, such
that the pressure field can be updated at every iteration and used in the solution
of the velocity field. While the details of the conversion of the conservation of mass
equation are given in Appendix D, this solution method (known as a pressure based
solution method) involves obtaining an equation for pressure correction p′ rather
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than pressure itself which, similar to (7.5), can be linearized to take the form:
qcpc =
Nneighbours∑
n
qnpn + rc (7.7)
where the qc and qn coefficients of the cell c and its neighbours n and rc is a source
vector involving pressure and velocity terms. Similar to (7.6), the system of equa-
tions resulting from the application of (7.7) can also be expressed in a matrix form
and solved using the point-implicit Gauss-Seidel method. The overall solution pro-
cedure essentially involves initializing both the pressure and velocity fields at the
centroids of every cell, and then iteratively solving the momentum equations to
obtain an updated velocity field, using the updated velocity field to solve for the
pressure correction, using the pressure correction to update the pressure field which
is then used in the momentum equation to solve for the next updated velocity field,
and repeating the process until the solution converges.
One issue relating to the solution of the governing equations is that of turbu-
lence modelling. Theoretically the conservation of mass and momentum equations
encompass all of the physics required to completely describe fluid flow, including its
turbulent nature. Turbulence however, can occur on scales as small as the micron
and millisecond spatial and temporal scales respectively, and when the governing
equations are discretized over the spatial and temporal domains, the spatial grids
and the timestep sizes are usually too large to capture turbulent phenomena. When
a particular flow of interest is known to be turbulent, turbulence models may be
incorporated as extra equations to be solved with the conservation of mass and mo-
mentum equations. It is known however that blood flow is laminar throughout most
regions of the body with the exception of the aortic arch and occasionally in re-
gions around stenosed blood vessels. Throughout the circle of Willis, the Reynolds
numbers are typically of the order of 100 - 200, which is well below the laminar
to turbulence transition region for flow in what is very nearly flow in a straight
pipe. For this reason the flow has been assumed laminar and no turbulence mod-
els have been implemented for the present study, thereby leaving the investigation
of whether or not turbulence is generated throughout the stenoses in the patient
specific geometries for future work.
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7.3 Blood Viscosity Models
One of the features of blood flow which complicates the overall solution of the
governing equations is the well known fact that blood is a non-Newtonian fluid.
As was outlined in Chapter 2, blood is composed mainly of plasma and red blood
cells. The plasma is mainly water, containing some dissolved proteins and ions and
exhibits a Newtonian nature. The non Newtonian effects of the blood are due to the
red blood cells. As illustrated in Figure 7.1, blood undergoes shear thinning at shear
rates greater than 100 s−1 due to the deformation of the red blood cells whereby
the viscosity decreases and approaches an infinite shear viscosity. As the shear
rate decreases the viscoelastic nature of blood becomes important and the viscosity
increases due to the aggregation of the red blood cells approaching a zero shear
viscosity. Incorporation of the non-Newtonian nature of blood into the momentum
equation hence requires a more complicated viscosity model, rather than assuming
a constant value, as would be the case for a Newtonian fluid approximation.
Figure 7.1: The Non Newtonian Effects of Blood [77]
All viscosity models are phenomenological in nature as they relate the viscous
stresses to the rate of strain by fitting experimental data to proposed mathemati-
cal functions. Before explicitly stating the mathematical functions however, some
important quantities in tensor algebra need to be introduced. It is a general rule
of tensor algebra that for every symmetric tensor it is possible to determine three
mutually orthogonal axes, known as principal axes. When the rate of strain tensor is
expressed within this system of coordinates it contains only diagonal terms, known
as principal strains, with all other non diagonal terms being equal to zero. This
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does not mean that there exist no shear strains on other planes, or that the element
remains undistorted, only that in terms of the principal axes the fluid element is
strained in three mutually perpendicular directions. Determining the principal axes
and principal strains involves solving the eigenvalue problem:
|λ I − ǫ| = 0 (7.8)
where ǫ is the rate of strain tensor (see Appendix D). The principal strains are
given by the eigenvalues λi and the principal axes are given by the eigenvectors.
Evaluating the determinant yields the characteristic polynomial:
λ3 − I1λ2 − I2λ− I3 = 0 (7.9)
where the scalar coefficients of the characteristic polynomial are important physical
quantities known as invariants of the rate of strain tensor and are given as:
I1 = ǫxx + ǫyy + ǫzz (7.10)
I2 = ǫ
2
xy + ǫ
2
yz + ǫ
2
zx − ǫxxǫyy − ǫyyǫzz − ǫzzǫxx (7.11)
I3 = ǫxxǫyyǫzz + 2ǫxyǫyzǫzx − ǫxxǫ2yz − ǫyyǫ2zx − ǫzzǫ2xy (7.12)
Generally speaking, viscosity models for non Newtonian fluids propose that the
viscosity is a function of the strain rate magnitude γ˙:
η = f(γ˙) (7.13)
where the strain rate magnitude is a function of the second invariant of the rate of
strain tensor:
γ˙ = 2
√
I2 (7.14)
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The reason for involving the second invariant is that non Newtonian fluids have
a complex, non linear behavior and it is convenient to therefore make the model
a function of the second invariant, which is itself composed of complex non linear
terms.
It can be observed in Figure 7.1 that a Newtonian fluid assumption would be
valid for shear rates greater than 100s−1, as would be the case in most of the major
arteries, where the Newtonian viscosity may be set to the infinite shear viscosity.
In smaller blood vessels such as the communicating arteries however, or large blood
vessels where the blood flow has been reduced by a stenosis or occlusion, the shear
rates may be considerably lower and the blood viscosity hence considerably higher.
In such a case the assumption of a Newtonian fluid may no longer be valid. The
viscosity model chosen for the present study is the Carreau-Yasuda model, given as:
η(γ˙) = η∞ + (η0 − η∞) (1 + (λγ˙)a)
n−1
a (7.15)
where η0 is the zero shear viscosity and η∞ the infinite shear viscosity, taken as
0.022Pa.s and 0.0022Pa.s respectively. The remaining constitutive parameters λ,
a, n are taken as 0.11s, 0.644 and 0.392 respectively [49, 50]. As can be observed
in Figure 7.1 this model more accurately predicts the variation in blood viscosity,
especially at lower shear rates and is the model chosen for the present study.
7.4 Boundary Conditions
Another feature of the blood flow simulations which must be addressed is the choice
of boundary conditions for the 3D geometries, since the specification of physiologi-
cally accurate boundary conditions is of crucial importance if the simulation results
are to have any merit. Essentially the whole process of solving the governing equa-
tions can be thought of as propagating the flow conditions specified at the boundary
into the fluid domain. The system of equations used for the present study form what
is known as a mixed parabolic - elliptic system of equations, meaning that in order
to obtain a solution, boundary conditions must be specified over the entire bound-
ary of the fluid domain. Two major classes of boundary conditions exist, known
as Dirichlet and Neumann conditions. Using Dirichlet conditions the value of the
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flow variable (either u or p) is specified on the boundary, whereas with Neumann
conditions the derivatives of the flow variable is specified on the boundary. For rea-
sons that will become apparent shortly, all of the boundary conditions used in the
present study are of the Dirichlet type.
With the afferent and efferent terminations of the model discussed previously,
the resulting boundaries requiring specification are the arterial wall around the cir-
cle of Willis, the afferent inlets at the level of the carotid and basilar (or vertebral)
arteries, and the efferent outlets of the proximal branches of the major cerebral
arteries. Considering first the arterial wall, it was decided to treat it as a rigid
structure and impose the no slip condition. Despite the fact that the larger arteries
closer to the heart such as the aorta and common carotid arteries do show an appre-
ciable distensibility during the cardiac cycle [66, 136, 137], it is assumed that further
up in the skull these effects are negligible. The justification for this assumption is
that there is experimental evidence to show that even in the carotid bifurcation the
change in diameter is small [76, 139] and that these changes in diameter have little
effect on the blood flow [76]. The arteries comprising the circle of Willis are located
distal to the carotid bifurcation and are further constrained from distending by the
cerebral tissue fixed within the volume of the cranial cavity. While to the author’s
knowledge there has been no direct experimental research at present investigating
the distensibility of the arteries comprising the circle of Willis and its effect on cere-
bral blood flow, it is thought that rigid walls are a valid assumption. Furthermore,
the treatment of the arterial wall as a rigid structure removes the significant com-
plication that would be added to the numerical solution of the governing equations
if the arterial walls were able to distend.
For the remaining boundaries the options are to specify either pressure or ve-
locity at the afferent boundary faces and either pressure, velocity, or the velocity
gradient at the efferent boundary faces. For physiologically accurate simulations of
cerebral blood flow one of these properties at that particular point in the cerebrovas-
cular system must be known. The specification of velocity or flowrate (indirectly a
specification of velocity) at the inlets has the advantage that these values may be
measured experimentally in vivo, and similarly with the outlets (although the two
cannot be used together). Instead velocity or flowrate inlet boundary conditions
are commonly used in combination with velocity gradient or ‘outflow’ boundary
conditions at the outlets. The only limitation of this choice is that it the flowrate
through various parts of the model becomes fixed and will not be affected by changes
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in arterial blood pressure. In order to simulate how blood flow will be affected by
changes in blood pressure resulting from occlusion or stenosis, the blood pressure
itself must be the specified at both the inlets and outlets. While the inlet pressure
can be assumed reasonably well to be equal to the overall systemic blood pressure,
the physiological values for arterial blood pressures distal to the circle of Willis is
unknown, posing a problem with this choice of boundary condition. Furthermore,
relatively small changes in pressure gradient between the model inlets and outlets
can cause significantly large and unphysiological changes in blood flow. So it is ac-
curate values of cerebral blood flow which are required in the simulations, but it is
the values of arterial blood pressure which must be specified at the model inlets and
outlets. In order to circumvent this problem, and while simulating the physiology
of the cardiovascular system, arterial pressures are specified at the model inlets and
the downstream outlets of the porous blocks. The correct amount of blood flow
through an artery is then achieved by the alteration of the body force term in the
porous blocks, essentially altering the cerebrovascular resistance.
For the idealized models it was decided to implement a non-pulsatile mean arte-
rial blood pressure since the resistance dynamic incorporated in the autoregulation
model of this study would filter out the higher frequency oscillations anyway. The
MABP for a healthy individual of 100mmHg was specified on all of the afferent faces
and a normal venous pressure of 5mmHg on the efferent faces of the downstream
ends of the porous blocks. For the patient specific models it was decided to inves-
tigate the effects of an afferent blood pressure variation over the cardiac cycle on
the communicating flowrates and on the response of the resistance dynamic imple-
mented in the autoregulation model. In order to generate the pressure waveforms
on the afferent arterial inlets, the software developed for measuring the efferent
flowrates was extended such that the measurement of the afferent flowrates wave-
forms over the cardiac cycle could be mapped to a pressure waveform. Since only 30
points were sampled during the cardiac cycle, the resulting transient flowrates had
a somewhat jagged nature (Figure 7.2(a)). In order to produce a smoother contin-
uous waveform, the flowrates could subsequently have interpolating and smoothing
algorithms applied to them in much the same manner as the PC datasets, except
that the algorithms used operate on 1D as opposed to 3D data (Figure 7.2(b)).
The pressure waveforms were then achieved by initially linearly mapping the
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(a) (b)
Figure 7.2: Transient flowrates through the three afferent arteries showing (a) the plot of
relatively jagged waveforms resulting from the 30 points sampled in the cardiac cycle and
(b) the plot of the smoothed waveforms. The mean flowrates over the cardiac cycle are
shown in the top right hand corner of each plot.
discrete transient flowrate waveform CBF (n) to a pressure waveform ABP (n) as:
ABP (n) =
ABPSY S − ABPDIA
CBFSY S − CBFDIACBF (n) + ABPDIA (7.16)
where CBFSY S and CBFDIA are the systolic and diastolic (i.e. maximum and mini-
mum) flowrates over the cardiac cycle and ABPSY S and ABPDIA the corresponding
systolic and diastolic blood pressures, chosen at present to be the standard sys-
temic values for a healthy individual of 120 over 80mmHg. The assumption made
in doing so is that despite the variations in CBF through the afferent arteries, the
pressure losses along the arterial network up to the afferent terminations, where the
segmented models began, were equal (Figure 7.3(a)). Next the pressure waveforms
were subjected to a Fourier decomposition of the discrete data:
ABP (n) =
K∑
k=1
Ak cos
(
2π (k − 1)n
N
)
+
K∑
k=1
Bk sin
(
2π (k − 1)n
N
)
(7.17)
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where K is the total number of Ak and Bk Fourier coefficients, evaluated as:
Ak =
N
2∑
k=1
N∑
n=1
2
N
ABP (n) cos
(
2π (k − 1)n
N
)
(7.18)
Bk =
N
2∑
k=1
N∑
n=1
2
N
ABP (n) sin
(
2π (k − 1)n
N
)
(7.19)
with:
AN
2
← 1
2
AN
2
BN
2
← 0 (7.20)
With the Fourier coefficients calculated for each artery they could then be used
during the fluid simulations to reconstruct the pressure waveforms as a function of
time t:
ABP (t) =
K∑
k=1
Ak cos
(
2π (k − 1) t
T
)
+
K∑
k=1
Bk sin
(
2π (k − 1) t
T
)
(7.21)
Because of the different lengths and diameters of the common carotid and ver-
tebral arteries, it is likely that the pressure loss along each of these arteries will
differ slightly and hence the assumption of equal systolic and diastolic pressures at
the beginning of the model is not completely accurate. Since there is essentially no
information available regarding the variations in ABP between the internal carotid
and basilar arteries, this method remains the best estimate of a pressure waveform
at that particular location but is a limitation of the current study which may in-
vestigated in future work. Preliminary results on the idealized models showed that
there is very little pressure gradient between the ends of each communicating artery,
which when combined with their small diameter results in very little flow though
them under normal conditions. It requires a reasonable reduction in afferent APB
for flow to be rerouted through them to other parts of the circle of Willis. Previous
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research [43] showed that blood flow through the communicating arteries may vary
over the cardiac cycle (perhaps even reversing direction) due to the variation in
transient ABP at the ends of these arteries over the cardiac cycle. Even though the
pressure mappings used here assume the same systolic and diastolic flowrates, the
shapes of the waveforms differ (Figure 7.3(a)), meaning that the pressure gradients
across the communicating arteries will vary over the cardiac cycle and this result
can be used to investigate whether or not significantly more blood flow is rerouted
through them under normal conditions compared to the idealized models. It is well
known from the Womersley solution of pulsatile flow in a straight rigid tube [166]
that due to the inertia of the fluid, the pressure and flow will be out of phase. This
result is illustrated in the sample simulation data of Figure 7.3(b), where the tran-
sient flowrate waveforms through the left efferent cerebral arteries of a segmented
circle of Willis model are compared to the results of a simulation and can be seen
to be shifted along the time axis. This result also gives confidence to the pressure
mapped afferent boundary conditions in that the autoregulation mechanism incor-
porated in this particular simulation was altering the CV R in order to achieve the
set point CtCO2 levels (and thereby set point or cardiac averaged CBF levels). The
systolic and diastolic flowrates resulting from the simulation are determined entirely
by the pressure waveforms, which correspond reasonably well. The phase shift of the
numerical flowrates compared to the MRI data are of no physiological consequence
and do not therefore introduce any error into the simulation. The difference in sys-
tolic flowrate between the MRI and simulation data is most likely due to too large a
choice of timestep size, meaning that the systolic flowrates occurred in between the
discrete points reconstructed for the simulation.
For the efferent pressures applied to the patient specific models, it was decided
to continue to incorporate a constant pressure, but to increase the value to 30mmHg,
as opposed to 5mmHg for the idealized models. The reason for doing so stemmed
from the fact that when the CV R was at its set point (and the CBF in a given
efferent artery was also at its set point) then the pressure on the upstream face of
the porous block was only approximately 2mmHg lower than the pressure specified
on the afferent inlets. As a result the pressure loss through the porous block was
approximately 93mmHg. There was concern that given the relatively short length
of the porous blocks, the large body force term required to generate this pressure
drop may introduce some error into the numerical solution. While there were no
observable effects in the idealized model results, it was decided to extend the length
of the porous blocks and alter the definition of the efferent pressure that it repre-
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(a) (b)
Figure 7.3: (a) An example of the pressure waveforms in the three afferent arteries and
(b) the comparison between the efferent flowrate waveforms calculated from MRI to that
produced by numerical simulation.
sented the pressure at the level of the capillary beds in the cerebrovascular network.
While this would not effect the validity of the simulations, it would mean that CV R
at the set point would be lower, as would the body force term in the porous blocks.
7.5 Simulation Procedure
The numerical values of CV RSP required to achieve CBFSP in the efferent arteries
are not known a priori to performing the simulation, and must instead be determined
as part of the overall solution. Furthermore, the same is true of the lower limits
of autoregulation CV RLL. The overall simulation procedure (Figure 7.4) would
therefore begin with an initial guess for CV R (to which initial results showed the
value of 1000mm−2 to be a close approximation) and determine these values for every
efferent artery before moving on to simulating the effects of stenosis or occlusion.
Using the result from the work of Strandgaard et al [140], that the lower limit of
autoregulation was reached when the MABP was lowered to 74% of its normal
value, the simulations were begun with the afferent pressure inlets set at 75% of
theirMABP , allowing the autoregulation mechanism a period of approximately 20s
simulation time, to alter CV R in all of the porous blocks until the value of CtCO2SP
was achieved. At this point the current value of CV R in each porous block was
recorded and assigned as CV RLL for that artery. The MABP was then restored
to 100% (which would cause CBFSP to increase above its set point and hence
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CtCO2 below its set point) and the autoregulation mechanism was allowed another
20s of simulation time to alter CV R in all of the porous blocks until CtCO2SP
was achieved. At this point the current value of CV R in each porous block was
recorded and assigned as CV RSP for that artery. Furthermore the value of CV RUL
could also be determined. At this point all of the information required for the
autoregulation models was determined and the simulation of stenosis or occlusion
could be performed.
Figure 7.4: The simulation procedure for performing the circle of Willis CFD simulations.
For the idealized simulations the approach was similar, although less complex in
that the values of CV RLL and CV RUL were chosen to be 50% and 145% of CV RSP
respectively. This meant that the MABP could be directly set at 100% and the
autoregulation mechanism given a period of 20s to allow CV R to alter in the porous
blocks in order to reach CBFSP in every efferent artery. Once CBFSP had been
achieved, the upper and lower limits and the set point for CV R were known.
It should be noted that the actual numerical values of CV R obtained for the
set point and lower limit of autoregulation bear no resemblance to the concept of
CV R which would hold in the relation CPP = CBF · CV R and should not be
interpreted as such. In fact it should be apparent that dimensionally they are not
even equivalent. The values of CV R incorporated into the body force term of (7.3)
would be best likened to the reciprocal of the permeability in the Darcy’s law [30]
where their actual effect of the CBF is also is dependent upon the lengths and
diameters of the porous blocks. The use of CVR in this way presents an elegant way
to couple the 1D system of ODE’s that the autoregulation model produces with the
3D form of the governing equations.
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All of the circle of Willis simulations were performed using the commercial finite
volume solver Fluent, using the segregated-implicit solver, with node based gradient
reconstruction, second order temporal discretization, second order upwinding, SIM-
PLE pressure velocity coupling, with an convergence tolerance of 10−5. The AMG
method used the V cycle for the pressure correction equation and the flexible cycle
for the momentum equations, using the default parameters for the number of pre and
post relaxation sweeps and the termination criteria (see Appendix D for an explana-
tion of these solution parameters). When the non pulsatile simulations were run, the
timestep size was set at 0.2s with 100 iterations per timestep. When the pulsatile
simulations were performed the timestep size was set at 0.02s, such that fifty points
per cardiac cycle would be specified, with 50 iterations per timestep. The idealized
circle of Willis model simulations were performed on a single desktop PC, running
serial Fluent on a Windows XP operating system, each requiring approximately 2
days to complete. The patient specific circle of Willis models were performed on an
IBM power5-575 HPC running an AIX 5.3 operating system using parallel Fluent
on sixteen processors, with each requiring approximately 10 hours to complete. The
autoregulation model, pressure boundary conditions and various other functions re-
lating to their functioning were incorporated into Fluent as a compiled user defined
function, which creates a shared object library to be called at runtime during the
solution procedure. Note: the source code developed for both the idealized and
patient specific models is contained on the companion CD (Appendix E) within the
folder named Fluent User Defined Functions.
Chapter 8
Idealized Circle of Willis Results
8.1 Introduction
The reason for the development of the idealized circle of Willis models was to at-
tempt to draw some conclusions about how certain anatomical configurations and
variations in arterial diameter for a given configuration affect the flow patterns under
conditions of both normal and reduced afferent perfusion pressure. Three different
anatomical configurations were modelled (as illustrated in Chapter 5), namely a
complete Circle of Willis, a Fetal P1, and a Missing A1, as these comprised some
of the more common pathological conditions [10]. Within each configuration the
effects of a reduction in diameter of a single arterial segment was simulated and the
subsequent collateral flow patterns around the CoW examined. Using the measure-
ments in Table 5.1, each arterial segment was reduced by one standard deviation of
its mean diameter. To limit the number of numerical simulations to a manageable
task, only three arterial segments per configuration were reduced and were chosen
based on their assumed importance in providing collateral flow (given the anatomi-
cal configuration) to provide the most detrimental scenarios in terms of maintaining
cerebral perfusion. In order to test the ability of the CoW to reroute blood flow
a unilateral 20mmHg pressure drop was imposed in an ICA, similar to that em-
ployed in the thigh cuff studies of Newell et al [109]. Similar to the arterial choice,
the selection of which ICA to impose the pressure drop in was dependent on the
configuration and chosen to provide the most detrimental effect on providing col-
lateral flow. For lack of better information it was decided to utilize the same set
point flowrates for all three configurations, thereby assuming that the presence of an
anatomical variation does not affect how much blood is supplied through an efferent
artery. Since the autoregulation model employed was designed such that CVR did
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not react over the cardiac cycle, it was also decided to ignore the pulsatile effects of
blood and observe the changes in mean CBF throughout the CoW.
At the time of these simulations, computer resources were limited so the com-
putational meshes were as fine as possible, while still allowing the grid and flow field
data to be stored on a single desktop PC with 1Gb of memory. The computational
meshes for the models contained approximately 1 million tetrahedral volumes, but
mesh convergence was not investigated for these models.
Before presenting the results the sign convention for the direction of flowrates
must be set. While for the afferent and efferent arteries, the positive flowrates
are into and out of the CoW respectively, and don’t reverse direction, the flow
through the communicating arteries does reverse direction. The convention used for
these results is that flow through the PCoA’s is defined as positive in the posterior
direction (i.e. blood that is supplied by the ICA and travels to the PCA through a
PCoA is positive) and blood flow through the ACoA is defined positive when moving
from the left to the right side of the CoW.
8.2 Complete Circle of Willis
For the complete circle of Willis the arteries chosen for reduction were the three com-
municating arteries (LPCoA, RPCoA and the ACoA) as it was thought that these
would have the greatest affect on providing collateral circulation. As the complete
CoW model was relatively symmetrical, the choice of ICA in which to impose the
pressure drop was arbitrary and so the RICA was chosen. Figures 8.1(a),8.1(b) and
8.1(c) illustrate the transient results through the efferent, communicating and affer-
ent arteries of the normal complete circle of Willis respectively. All of the simulations
showed a similar transient response and so for this configuration and the other two,
only the transient results for the normal case of each configuration will be presented.
It can be observed in Figure 8.1(c) that under normal conditions an equal amount
of blood flow is supplied through the ICA’s (approximately 270mL/min) which is
significantly more than that supplied from the posterior of the CoW (approximately
220mL/min through the BA). Concerning the communicating artery flow (Figure
8.1(b)), it can be observed that under normal conditions there is essentially no flow
through the ACoA and a small equal amount (approximately 20mL/min) through
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each PCoA from anterior to posterior.
Following the pressure drop it can be observed that the effects are transmitted
rapidly through the CoW and there is a reduction in efferent blood flow through all of
the efferent arteries, although the ipsilateral RMCA is most affected as it is supplied
entirely by the RICA (Figure 8.1(a)). The rapid pressure drop also causes a rapid
increase in the flow through the communicating arteries (except for the contralateral
LPCoA) which does not alter for the remainder of the simulation. It can also be
observed that during the next 20 seconds after the pressure drop, the autoregulation
mechanism is activated and causes a reduction in CVR in all of the efferent arteries
to restore CBF to its set point value. Furthermore, since the flow through the
communicating arteries does not increase following its initial ‘jump’, the increase in
supply is made up of continuing increases through the afferent arteries, but mainly
the RICA. It can be observed that the dynamics closely follow those observed by
Newell et al, and in keeping with the autoregulation model it can also be noted that
because the perfusion pressure drops throughout the CoW, the set point flowrate
also decreases, meaning that although the flowrates are restored to their set point
value, they are not equivalent to before the pressure drop (most noticeable between
the two MCA’s). The streamline plot of Figure 8.1(d) illustrates the high velocities
through the ACoA, the ipsilateral PCoA, and P1 segment of the ipsilateral PCA
as the blood flow is rerouted through the CoW. One of the interesting results is
that the amount of flow through the A1 segment of the ipsilateral ACA is reduced
essentially to zero. Instead the supply to the RACA is provided through the ACoA
from the left side of the CoW, since all of the remaining supply through the RICA
is used to perfuse the RMCA.
The reductions in arterial diameters for the complete CoW did not cause an
appreciable difference in flow patterns. Because the flowrates through the efferent
arteries are essentially the same for every variation, they will not be presented,
though the variations in afferent and efferent flowrates will. Figures 8.2(a) and 8.2(b)
illustrate the effect of the variations in diameter with the steady state flowrates
both before and after the pressure drop for the afferent and communicating arteries
respectively. It can be seen that the RICA pressure drop causes an average 60%
decrease through the RICA (although if the autoregulation mechanism were not
present it would be greater) and approximately a 25% increase through the LICA.
Furthermore there is an equal increase in each VA of approximately 50%. While
the flow through the contralateral LPCoA is negligibly affected it can be observed
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(a) (b)
(c) (d)
Figure 8.1: Transient flowrates through the (a) efferent arteries, (b) communicating ar-
teries, (c) afferent arteries, and (d) a streamline plot through the complete circle of Willis
at the end of the simulation.
that the flow through the ipsilateral RPCoA reverses direction and essentially triples
in magnitude (apart from the case where it is reduced in diameter, where it only
slightly more than doubles) as flow is rerouted from the posterior supply to the
anterior supply. It can also be observed that the large increase in flow through the
ACoA is not affected significantly in the case where it is reduced in diameter. The
most significant variation is the reduction in the ipsilateral RPCoA which decreases
the amount of flow which may be rerouted from the posterior supply, resulting in a
reduced collateral flow that is compensated via and increase in supply through the
RICA.
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(a)
(b)
Figure 8.2: Steady state (a) afferent and (b) communicating flowrates through the com-
plete circle of Willis with its arterial variations, both under normal cerebral perfusion
pressure conditions and after the pressure drop. Note: the lighter shade of a bar illus-
trates the flowrate under normal conditions (denoted ‘Start’) and the darker shade of a
bar illustrates the flowrate in response to the pressure drop at the end of the simulation
(denoted ‘End’).
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8.3 Fetal P1 Circle of Willis
For the fetal P1 circle of Willis the arteries chosen for reduction were the ACoA,
the A1 segment of the ipsilateral ACA (the RACA in this case) and the P1 segment
of the RPCA (the fetal P1). In this case the ICA chosen to have the pressure
drop imposed was the ipsilateral RICA, as this would require flow to be rerouted
through the fetal P1 and around the anterior of the CoW. Figures 8.3(a), 8.3(b)
and 8.3(c) illustrate the transient flowrates through the efferent, communicating
and afferent arteries respectively for the normal case of the fetal P1. It can be
observed that the dynamics of the response to the pressure drop are extremely
similar to the complete CoW. One interesting result is that under normal conditions
there is significantly more flow through the ICA’s compared to the complete CoW
(approximately 300mL/min compared to 270ml/min) and slightly more through
the ipsilateral RICA compared to the LICA. There is also significantly less supply
through the posterior compared to the complete CoW (approximately 160mL/min
compared to 220mL/min). The reason for the large reduction in posterior supply
is that since the RPCA can essentially be thought of as originating at the ICA
instead of the BA (and the fetal P1 is the communicating artery), much more of its
efferent supply comes from the ICA (hence its aforementioned increase in supply)
and therefore less is required from the BA. In addition the reduced diameter of
the fetal P1 makes it more difficult for afferent supply from the BA to perfuse the
RPCA. Therefore a much larger flow exists through the ipsilateral RPCoA, but
only slightly more flow through the contralateral LPCoA, both of which are in the
positive anterior to posterior direction.
The streamline plot of Figure 8.3(d) illustrates the higher velocities through
parts of the CoW in response to the pressure drop compared to the complete CoW,
the highest being through the fetal P1. Following the pressure drop in the RICA
(Figure 8.3(c)), despite the gradual increase over the course of the simulation, not
enough afferent supply can be drawn through it to restore supply to the RMCA,
meaning that the only other source is via the fetal P1. This is also exhibited by
the fact that the flow through the ipsilateral RPCoA reverses direction, meaning
that blood flow from the BA is being used to feed the RMCA as well as make up
the whole supply of the RPCA. While the efferent supply to the RPCA and RMCA
can be restored, it requires quite high velocities through the fetal P1. It can also
be observed that as with the complete CoW, following the pressure drop there is
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essentially no flow through the A1 segment of the RACA.
(a) (b)
(c) (d)
Figure 8.3: Transient flowrates through the (a) efferent arteries, (b) communicating ar-
teries, (c) afferent arteries, and (d) a streamline plot through the fetal P1 circle of Willis
at the end of the simulation.
The reductions in arterial diameters exhibited are more significant for this con-
figuration compared to the complete CoW. Figures 8.4(a) and 8.4(b) illustrate the
steady state afferent and communicating flowrates respectively. It can be observed
that there is approximately a 20% increase through the contralateral LICA, which
is slightly less than for the complete CoW. In addition, the reductions through the
ipsilateral RICA are only approximately 50% and the increase through the VA’s
approximately 37% all of which are also less than that for the complete CoW.
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For a normal fetal P1, the flow in the A1 segment of the RACA is directed
toward its A2 segment, but after the RICA drop it reverses direction (as flow is
rerouted through the ACoA) to contribute supply to the RACA and RMCA. For all
other variations however, the flow is in the reverse direction under normal conditions,
meaning that blood is rerouted from the LICA through the ACoA to perfuse the
RMCA and supply the RPCA. After the pressure drop the flow reverses direction
such that blood supply from the RICA along the A1 segment of the RACA travels
towards the A2 segment. One of the more significant variations is the reduced
diameter of the fetal P1 itself. The most noticeable effect is that for all other cases,
the pressure drop causes the flow through the RPCoA to reverse direction as it
is normally used to supply the RMCA and the flow through the fetal P1 segment
makes up supply to the RPCA. In this particular case however the flow is higher
under normal conditions, but does not reverse direction following the pressure drop.
This is because not enough flow can be rerouted through the fetal P1 segment to
completely supply the RPCA and so to make up supply to the RMCA there is a very
large increase in flow through the ACoA which contributes supply to the RACA and
RMCA.
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(a)
(b)
Figure 8.4: Steady state (a) afferent and (b) communicating flowrates through the fetal P1
circle of Willis with its arterial variations, both under normal cerebral perfusion pressure
conditions and after the pressure drop. Note: the lighter shade of a bar illustrates the
flowrate under normal conditions (denoted ‘Start’) and the darker shade of a bar illustrates
the flowrate in response to the pressure drop at the end of the simulation (denoted ‘End’).
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8.4 Missing A1
For the missing A1 circle of Willis the arteries chosen for reduction were the A1
segment of the LACA and both of the PCoA’s. For this configuration the ICA
chosen for the pressure drop was the contralateral LICA, as it is the major source
of blood supply to both ACA’s in addition to the LMCA and therefore reductions
in its supply would require blood flow to be rerouted from the posterior and right
anterior supply. It should be noted that this is the only one of the three idealized
models where the circle of Willis is completely broken. Figures 8.5(a), 8.5(b) and
8.5(c), illustrate the transient response for the normal case. As with the previous
two cases the dynamics are similar, the major difference being that under normal
conditions there is significant difference in the afferent supply through the ICA’s with
approximately 100mL/min more through the LICA compared to the RICA. This is
of course expected since the supply to the RACA is coming from the LICA instead of
through the RICA. Flow through the VA’s is similar to the other two cases, but the
RPCoA flowrate is generally much higher under normal conditions (approximately
twice as much) but is still in the positive direction since blood supply from the
RICA is used to perfuse the RPCA. The flow through the LPCoA is negative under
normal conditions, meaning that the afferent supply from the posterior contributes
to the supply of the left anterior part of the CoW.
Following the pressure drop it can be observed that there is a significantly large
increase in the flow rerouted through the contralateral LPCoA (the largest flow
through the LPCoA for all of the configurations) from posterior to anterior. There
is also an increase in the flow through the RPCoA, but nowhere near as significant.
The streamline plot of Figure 8.5(d) illustrates the high velocities through the P1
segment of the LPCA as this flow is rerouted following the pressure drop. While
the maximum velocity is not as high as that in the fetal P1 case, it is higher than
that through the complete CoW.
Figures 8.6(a) and 8.6(b) illustrate the steady state flowrates through the affer-
ent and communicating arteries respectively for all variations. It can be observed
that for all cases there is the smallest decrease in afferent supply through the artery
with the imposed pressure drop, averaging approximately 40% compared to 60%
and 50% for the complete CoW and fetal P1 respectively. As the circle is broken
with this configuration, there is only one path for collateral flow and despite the
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(a) (b)
(c) (d)
Figure 8.5: Transient flowrates through the (a) efferent arteries, (b) communicating arter-
ies, (c) afferent arteries, and (d) a streamline plot through the missing A1 circle of Willis
at the end of the simulation.
fact that the PCoA’s of the missing A1 cases tend to be larger than those with
a complete CoW, it does not make up for the fact that the circle is disconnected.
Consequently, to restore efferent blood supply to the LMCA and the two ACA’s,
much of the afferent blood supply has to be drawn through the LICA. There is also
a smaller increase in afferent supply through the contralateral ICA of approximately
9% compared to the 25% and 20% for the complete CoW and fetal P1 respectively,
which is due to the fact that the resistance associated with rerouting blood flow from
the right to the left side of the CoW mean that blood supply from the RICA will
not be directed toward the LMCA and ACA’s. Instead it is used only to maintain
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supply to the RPCA, while more of the afferent flow from the BA is rerouted to the
LMCA and ACA’s.
It can be observed that the reduction of the A1 segment of the LACA has no
impact on the flow patterns throughout the CoW. It is not part of a collateral
pathway, and in order to restore efferent supply to the ACA’s the same amount of
supply must be rerouted through it (and hence through the LICA and LPCoA). One
of the more interesting and significant variations is the reduction of the contralateral
RPCoA. As can be observed in Figure 8.6(b) the reduction of the RPCoA, while
not significantly altering the flow through itself both under normal conditions and in
response to the pressure drop, causes a large reduction in flow through the LPCoA
supplying the LMCA and ACA’s. The reduced diameter means that less afferent
supply from the RICA can be used to supply the RPCA and consequently this has
to be compensated via the afferent supply from the BA’s. The interesting point is
that following the pressure drop there in not a large increase in afferent flow through
the BA to meet both the needs of the RPCA and reroute blood flow through the
LPCoA. Instead the amount of flow rerouted through the LPCoA is much less and
the restoration of efferent supply to the LMCA and ACA’s is achieved through
drawing more afferent supply through the LICA.
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(a)
(b)
Figure 8.6: Steady state (a) afferent and (b) communicating flowrates through the miss-
ing A1 circle of Willis with its arterial variations, both under normal cerebral perfusion
pressure conditions and after the pressure drop. Note: the lighter shade of a bar illus-
trates the flowrate under normal conditions (denoted ‘Start’) and the darker shade of a
bar illustrates the flowrate in response to the pressure drop at the end of the simulation
(denoted ‘End’).
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The results from the twelve simulations presented illustrate that different CoW
configurations and variations in diameters of the various arterial segments compris-
ing the CoW do affect the amount of blood flow through afferent and communicating
arteries under normal conditions, and influence the manner in which collateral flow
will be provided in response to a reduction in perfusion pressure. Furthermore, the
effects of the variations in arterial diameter on collateral flow patterns are more
significant when there is an anatomical variation present in the circle. The effects
of these variations were probably not as pronounced as they could have been, since
the 20mmHg pressure drop was not a large enough reduction in perfusion pressure
that the autoregulation mechanism couldn’t restore afferent blood flow. If a larger
pressure reduction or complete occlusion of one or more of the afferent arteries were
imposed then the more detrimental variations would become apparent. From the
anatomical measurements of Table 5.1 it appears that when an anatomical varia-
tion is present, the communicating arteries tend to be larger, providing a greater
capacity for collateral flow, but whether or not this can counteract the effects of the
anatomical variation are not shown by the simulation results. When the capacity for
collateral flow is exhausted and the only way that the efferent arteries may restore
their set point flowrates is to draw more afferent blood supply from the reduced
perfusion pressure artery, then this illustrates a case where further reductions will
lead to a scenario in which blood flow cannot be restored to all cerebral territories.
The increase in afferent supply comes from the reductions in peripheral resistance of
the efferent cerebral territories, but as the perfusion pressure is further reduced, the
CVR on these efferent territories will reach its lower limit (maximum vasodilation)
and will not be able to draw any more afferent blood supply. This effect can be
observed in the present results for the missing A1, which has the smallest steady
state reduction in afferent supply through the pressure drop imposed ICA, as it is
the only option to restore efferent CBF. It would therefore be expected that given
further perfusion pressure reductions, this configuration would be the first to reach
its lower autoregulatory limit and result in the incomplete restoration of efferent
CBF.
The results highlight the difficulty of making generalized conclusions about how
configurations, variations in arterial diameter and losses in perfusion pressure in the
afferent arteries affect the overall flow patterns, for the simple reason that there
exist so many variables. The simulations presented here only included the variation
of one arterial segment at a time, with a reduction of only one standard deviation.
Furthermore the imposed pressure drop was only in one artery. It is not difficult to
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see that including variations of multiple arterial segments by one or more standard
deviations at a time, with pressure drops in one or more afferent arteries of varying
magnitude, would result in an insurmountable number of simulations being required.
Even then processing the data in a manner which could be used to make generalized
conclusions would be a very difficult task. There is also the result illustrated in
Table 6.2, that normal flowrates through the efferent and afferent arteries of the
CoW (and most likely communicating flowrates, though they were not measured
in the study) do vary between individuals, which further complicates the problem
in that the significance of the amount of collateral flow that can be provided by an
individual CoW is relative to the normal efferent cerebral flowrates for an individual.
It is for these reasons that further simulations and enhancement of the idealized
models has been abandoned and simulations on patient specific models adopted. As
will be addressed in the next chapter, the question then becomes not, how much
does a variation in this part of the CoW affect the flow patterns, but rather, how
effective is a given patient’s CoW for providing collateral flow in response to a loss in
afferent perfusion pressure? While comparisons can still be made between anatom-
ical variations, this will not be done by controlled variations in arterial diameters
(since these are defined implicitly in the MRI data), but by a number of simulations
on different patient specific geometries. The major application of the understanding
that comes from idealized models would be answering clinical questions related to
patient specific cerebral perfusion problems, so it naturally follows to develop the
technique to create patient specific models and thereby answer these patient specific
questions and collect data from a number of such simulations to make generalized
conclusions, rather than continue to pursue work with idealized models.
Chapter 9
Patient Specific Circle of Willis Results
9.1 Introduction
Apart from the development of using geometry obtained directly from MRI data,
the patient specific circle of Willis models incorporate a number of extensions upon
the idealized models in terms of the CFD simulations, such as the adaptive cartesian
grid generation technique and the variation of afferent arterial blood pressures over
the cardiac cycle. Since the available computing power for these models was not a
limiting factor (as it was for the idealized models) some investigation into mesh con-
vergence was performed. Before presenting the results of combinations of occlusion
and stenosis for the three patient specific models investigated in the present study,
the results of the mesh convergence simulations, a comparison between pulsatile and
non-pulsatile simulations, and a comparison between the assumption of a Newtonian
and non-Newtonian viscosity will be presented.
9.1.1 Mesh Convergence
Both the idealized and patient specific model simulations are designed to adjust
the body force term in the porous blocks of the efferent arteries such that the
correct value of CBF , and hence CtCO2 for the patient specific models is achieved,
and this is the case regardless of the level of refinement of the computational grid.
It is important to note however that the flow field is being adequately resolved,
independent of the presence of the autoregulation mechanism. The major results of
the simulations are the efferent flowrates (and variables such as OEF , CtCO2 and
O2 delivery which depend upon the efferent flowrates) following the incorporation
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of a stenosis or occlusion of an afferent artery, which depends partly on the increase
in afferent blood supply, but also on the ability of the communicating arteries to
provide collateral flow.
It was decided that the most appropriate way to judge whether or not the mesh
had been refined to an appropriate level was to perform a number of simulations
on the same patient specific circle of willis geometry, with varying levels of mesh
refinement and imposing non-pulsatile afferent and efferent pressures with the au-
toregulation model ‘turned off’. Furthermore the afferent and efferent pressures
would be asymmetrical in order to cause flow through the communicating arteries.
Mesh convergence would then be based on two criteria; the first being percentage
difference in communicating artery flowrates between a given level of mesh refine-
ment and the previous coarser mesh, and the second being the velocity profiles at
the beginning of the LMCA immediately after the ICA - ACA junction. The arbi-
trary choice made for the initial mesh was a total of approximately fifty thousand
cells and this number as essentially doubled between every subsequent simulation.
Figure 9.1(a) illustrates the results of the mesh convergence simulations in terms
of the communicating artery flowrates. The circle of Willis model selected for the
simulations was the complete circle of Willis and there were hence three commu-
nicating arteries within which the flowrates were monitored and three percentage
difference calculations to compare between simulations. The percentage difference
presented in Figure 9.1(a) between sequential levels of mesh refinement are the max-
imum percentage difference of the three arteries. It can be observed that there are
large differences in communicating artery flowrates for meshes comprising a total
number of cells less than one million, although subsequent levels of refinement ex-
hibit increasingly smaller effects on the amount of collateral flow. The maximum
percentage difference between meshes comprising of one million and two million cells
is approximately 0.5% and so based on the first criteria a mesh of approximately
two million cells would yield an accurate solution.
Figure 9.1(b) illustrates the results of the mesh convergence simulation in terms
of the proximal LMCA velocity profiles. It can be observed that refining the mesh
increases the peak velocity through the artery and similar to the communicating
artery flowrates it can be observed that with meshes comprising of less than one
million cells there is a difference of approximately 5cm/s in peak velocity. With the
level of mesh refinement numbering between one and two million cells it can be seen
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(a)
(b)
Figure 9.1: (a) The maximum percentage difference in communicating artery flowrate
between successive mesh refinements of the complete circle of Willis model, (b) the LMCA
velocity profile immediately distal to the ICA-ACA junction for various levels of mesh
refinement.
that peak velocity differs by approximately 2cm/s and between two and four million
cells it differs by approximately 1cm/s. Based on the constant cross sectional area
of the vessel a difference in peak velocity of 1cm/s would result in a percentage
increase in flowrate of approximately 2% which would be a reasonable error to allow
and assert that the solution had reached mesh independence. It should be noted that
since the flowrates in the stenosis and occlusion simulations are dependent upon the
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body force term in the porous block, the effects of utilizing an overtly coarse mesh
would be to decrease the maximum flowrate which could be restored in an efferent
artery upon reaching its lower limit of autoregulation. Since the magnitude of the
error associated with a mesh size of approximately two million cells appears to be
of the order of a few percent, meshes of this size are considered to give a sufficiently
accurate solution.
9.1.2 Pulsatile Effects
To investigate the significance of the pressure pulse on flow patterns throughout the
circle of Willis, and furthermore how the pulse affects the autoregulation mechanism,
two test simulations were performed on the complete circle of Willis model; one pul-
satile and the other non-pulsatile. In both cases the three afferent arteries were
subjected to a reduction in afferent blood pressure of 20mmHg (Figure 9.2(a)) such
that CBF would be reduced in all of the efferent arteries and the autoregulation
mechanism would respond by reducing CV R. To illustrate an example result, Fig-
ures 9.2(b) - 9.2(f) show the transient responses of the CBF , CtCO2, CV R, OEF
and O2 delivery in the LACA for both the pulsatile and non-pulsatile simulations,
although results were similar in the other efferent arteries.
The most important result of these simulations is that although CBF varies over
the cardiac cycle (as well as OEF and O2 delivery) for the pulsatile simulations, they
follow the cardiac cycle averaged values of the non-pulsatile simulation. Another
important result is that in response to the pressure drop, the autoregulatory response
in terms of a reduction in CV R is essentially the same (Figure 9.2(d)). This is as
would be expected since the gains for the autoregulation activation were set to
match the data of Newell et al [109] which would mean that CV R would not be
able to alter appreciably over the cardiac cycle, but only to changes lasting over
many cardiac cycles. It can be observed in Figure 9.2(e) that OEF varies over the
cardiac cycle and the interpretation of this result requires some discussion. The gain
for the oxygen extraction activation was chosen such that OEF could alter more
rapidly than CV R as it was postulated that physiologically in the cerebral tissue
there should be little delay in a reduction in CBF and an increase in the oxygen
being extracted from the blood to supply the cerebral tissue. Since CBF varies
over the cardiac cycle then so too does the O2 delivery, and as a result, less oxygen
has to be extracted from the arterial blood to meet the metabolic demands of the
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(a) (b)
(c) (d)
(e) (f)
Figure 9.2: An investigation into the pulsatile effects following a 20mmHg drop in afferent
pressure for the complete circle of Willis model, illustrating for the LACA (a) the afferent
pressure in the LICA, (b) the transient CBF , (c) the transient CtCO2, (d) the transient
CV R, (e) the transient OEF and (f) the transient O2 delivery.
cerebral tissue, hence the variation in OEF over the cardiac cycle. Physiologically,
this situation is unlikely to occur because at the level of the cerebral capillaries,
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where the exchange of oxygen and carbon dioxide is occurring, the pulsatile nature
of the blood flow has been dampened into what is essentially steady flow. In order
to allow for OEF to alter in cases of reduced CBF and on a timescale shorter than
that of the CV R, it is necessary with the present model to accept the alteration of
OEF over the cardiac cycle. The same result occurs for the tissue carbon dioxide
concentration varying over the cardiac cycle (Figure 9.2(c)) and there is the same
physiological argument that at the capillary level where the transport of carbon
dioxide into the bloodstream is occurring, the pulsatile nature of the flow would
be damped out. Again this result remains a limitation of the way in which the
autoregulation model has been implemented, but the important result is that the
cardiac averaged changes in these parameters do show the correct responses.
Figure 9.3: Transient flowrates through the three communicating arteries of the complete
circle of Willis model, illustrating a comparison between the pulsatile and non-pulsatile
flowrates.
The other important result of these simulations is the effect of the pulsatile na-
ture on the blood flow on the communicating artery flowrates. Figure 9.3 illustrates
the pulsatile and non-pulsatile flowrates through the three communicating arteries
of the complete Circle of Willis. It can be observed that while the efferent flowrates
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Figure 9.4: A comparison between the non pulsatile and cardiac cycle integrated pulsatile
flowrates in the efferent and communicating arteries, at the end of the 20mmHg afferent
pressure drop simulation.
of the pulsatile simulation (corresponding to the LACA example in Figure 9.2(b))
follow a profile similar to the pressure waveform in Figure 9.2(a), the waveform of the
communicating artery flowrates is much more complex. The reason for this complex
flowrate waveform is most likely due to the slight differences in the phase and the
shape of the pressure profiles on each of the afferent arteries, which would result in
a complex variation in the pressures occurring at the two ends of a communicating
artery. It can also be observed that all three of the communicating artery flowrates
exhibit blood flow which reverses direction over the cardiac cycle. Since the drop in
ABP was the same in all afferent arteries, the communicating arteries were not used
significantly to provide collateral flow and this is evident via the minimal changes
in flowrate.
Figure 9.4 illustrates a comparison between the efferent and communicating
artery flowrates at the end of both simulations, where for the pulsatile simulations
the end values were time averaged over the last cardiac cycle of the simulation. The
major result is that as can be observed in the plot, there is very little discrepancy
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between the efferent and communicating artery flowrates with a maximum difference
of approximately 5% occurring in the LPCoA. In terms of the oxygen delivery to
the cerebral tissue the maximum difference calculated based on this simulation was
3%. Since it is only the cardiac averaged results of CBF and O2 delivery which
are desired to understand the clinical impacts of stenosis or occlusion in a given
circle of Willis geometry, the implication of these simulations is that the stenosis
and occlusion simulations can henceforth be treated as non-pulsatile, reducing the
simulation time by a factor of ten, but still retaining the accurate measures of these
cardiac averaged autoregulatory variables. Since the Womersley number associated
with these simulations is approximately 3, it can safely be assumed that the non-
pulsatile reduction in perfusion pressure through a stenosis, would be approximated
by the cardiac averaged loss in perfusion pressure of a pulsatile simulation.
9.1.3 Non Newtonian Effects
Since it is generally assumed that the behavior of blood is essentially Newtonian
in the larger arteries of the cardiovascular system, it was decided to investigate the
effects of the incorporation of the Carreau-Yasuda viscosity model. The reason for
interest lies in the fact that due to the smaller diameters of the communicating arter-
ies, the amount of blood flow through them is generally much smaller than compared
to the other cerebral arteries, which would correspond to lower shear rates and hence
a higher apparent viscosity of the blood within them. There is the potential for the
non-Newtonian properties of blood to potentially affect the amount of collateral flow
through a communicating artery. The non-pulsatile simulation described previously
(which had a Carreau-Yasuda model incorporated) was repeated with a Newtonian
viscosity incorporated, at the infinite shear viscosity of 0.00348Pa.s. Figure 9.5 il-
lustrates the comparison between simulation in terms of the amount of collateral
flow and it can be seen that in fact the non Newtonian properties of blood have no
effect on the amount of blood flow provided through the communicating arteries.
As a further illustration, Figure 9.6 illustrates the contours of viscosity over
the boundary of the complete circle of Willis. It can be observed that throughout
the majority of the model, including throughout the communicating arteries, the
viscosity is at its infinite shear value. The only exceptions to this occur in the
arteries around the circle which were truncated and ‘capped’ so that no flow would
pass through them. In this case stagnant flow results in the viscosity being at the
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Figure 9.5: A comparison between the Newtonian and non Newtonian viscosity models
on communicating artery flowrates following a 20mmHg afferent pressure drop for the
complete circle of Willis model.
zero shear value, but this has essentially no effect on the flow patterns throughout
the CoW. Furthermore it can be seen that there are very small local variations
in viscosity, particularly around the walls of the ACA’s. These variations are a
result of the ‘lumpy’ surface topology, which is a general feature resulting from the
incorporation of patient specific geometry, but having very little effect on the overall
flow patterns.
The incorporation of occlusion and stenosis in the afferent arteries of the three
patient specific models results in a large number of possible simulations which could
be performed, when the varying degrees of stenosis and their possible combinations
are considered. It was decided that in order to limit the simulations to a manageable
number only 50% stenosis, 70% stenosis, and 100% stenosis (i.e. complete occlusion)
would be considered.
Initially, simulations were performed with a unilateral stenosis of 50% and then
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Figure 9.6: A contour plot of the Carreau-Yasuda non Newtonian viscosity throughout
the complete circle of Willis model.
70% imposed on a single afferent artery for each patient specific geometry, but
the results showed that even with the higher 70% stenosis, its effect on perfusion
pressure through the CoW and hence on the efferent flowrates was negligible, and
this was the case for all patient specific models. In each case efferent CBF could
be completely restored with only a very minimal decrease in CV R for the efferent
arteries ipsilateral to the stenosis, meaning that CtCO2, OEF and O2 delivery were
all at their normal levels at the end of the simulations. For this reason the results of
a single stenosis will not be presented and instead the combinations of a unilateral
occlusion with a contralateral stenosis will, as they present some more interesting
results.
For each patient specific geometry investigated, three groups of simulation re-
sults are presented. Within each group a single afferent artery is occluded and
one of the remaining two afferent arteries has an imposed stenosis of 50% or 70%.
With the patient specific autoregulation model there is an increase in the number
of autoregulatory variables that is associated with a given efferent artery. Since the
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primary concern are their end values after CV R and OEF have responded to the
stenosis to maintain oxygen delivery, it was decided that the best way to present
the simulation results is via the radial plots (Figures 9.7(a) - 9.7(e)). In these plots
the vertex of each hexagon displayed on the radial plot represents the steady state
value of a particular autoregulatory variable in the corresponding efferent artery.
The hexagons labelled ‘baseline’ represent the values of the autoregulatory related
properties in the unstenosed, normal case and the dashed hexagons for the CV R and
OEF plots illustrate the lower and upper limits for these two variables respectively.
9.2 Complete Circle of Willis
The results of the PC MRI scans in terms of the cardiac averaged efferent artery
flowrates for the complete circle of Willis are presented in Table 9.1 along with the
corresponding values of CV R when the model was in its set point state. The total
efferent blood flow in this case is 448.9mL/min which was the lowest found among
the three volunteers and significantly lower than the generally accepted average
value of 750mL/min. It is important to note however that the generally accepted
value accounts for total cerebral blood flow, whereas the measurements made for
this study only include the major efferent arteries, neglecting the flowrate through a
number of other arteries in the brain proximal the circle of Wills. It would therefore
be expected that the total measured flowrate be somewhat different to the standard
value, but in any case these measurements are within an acceptable physiological
range [124, 162]. As illustrated in Figures 9.7(c) and 9.7(d) the normal levels of
carbon dioxide and oxygen extraction in the tissue are approximately 55mL/100mL
and 54% respectively.
Table 9.1: The efferent flowrates for the complete circle of Willis measured with PC MRI,
and the values of CV R required to achieve them in the numerical simulation.
LACA RACA LMCA RMCA LPCA RPCA
CBF mL/min 66.5 75.6 114.1 135.1 29.9 27.7
CVR mm−2 1673 1967 998 862 4312 3933
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9.2.1 LICA Occlusion
The results for the autoregulatory response to the LICA occlusion in combination
with a unilateral stenosis are presented in Figures 9.7(a) - 9.7(e). It can be observed
in Figure 9.7(a) that the effects of the LICA occlusion and the other stenoses result
in efferent CBF not being completely restored in the LACA and LMCA ipsilateral to
the occlusion as CV R in these arteries approaches the lower limit of autoregulation
(Figure 9.7(b)). As a result, CtCO2 for these two arteries remains elevated following
the simulations. An important point to note is that CV R did not in fact reach the
lower limit because the 20s allowed for the simulation was not enough time for CV R
to reduce to the lower limit. This result was found in a number of simulations and
occurs because the CV R dynamic is essentially a proportional controller and as the
CBF returns to its normal level, then so diminishes the drive for a further reduction
in CV R. Given more simulation time, these two efferent flowrates may in fact return
to their normal value, but the important result is that as can be observed in Figure
9.7(d), there is only a small increase in OEF required to maintain O2 delivery
to these arteries, which is the major result of the simulation. In cases where the
occlusion and stenosis result in a very dramatic reduction in CBF , the lower limit of
autoregulation will actually be reached and this will occur very quickly. It can also be
observed that the 70% RICA stenosis has a much greater effect on the efferent flood
flow through the contralateral RACA and RMCA than the 50% stenosis, illustrated
by the much larger reduction in CV R required to restore the efferent CBF to their
normal levels. This is a finding that occurs in a number of simulations, indicating
that quite a large stenosis is required (even when in combination with an occlusion),
in order to affect cerebral blood flow appreciably.
The afferent and communicating artery flowrates (Figure 9.8) show that un-
der normal conditions the communicating artery flowrates are all approximately
15mL/min. In keeping with the sign convention for the direction of communicating
artery flowrate from the previous chapter (i.e. positive ACoA flowrate is from left to
right and positive PCoA flowrate is from anterior to posterior), it can be seen that
the two PCoA flowrates differ compared to the idealized simulation of a complete
circle of Willis in that here the direction of flow is from posterior to anterior. Fur-
thermore, because of the asymmetry of the complete CoW in terms of geometry and
normal ACA flowrates it can be observed that there is approximately 10mL/min of
blood flow from right to left, which differs from the idealized complete CoW where
the symmetry of the geometry and ACA flowrates resulted in essentially no flow
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through the ACoA. In response to the occlusion and stenoses it can be observed
that the approximately 150mL/min normally supplied by the LICA is generally re-
stored by an almost equal increase from the RICA and the BA, the exception being
in the case of a 70% BA stenosis where the majority of the afferent supply to the
LACA and LMCA originates from the RICA. In keeping with this result there is
a relatively equal increase in the amount of collateral flow provided by the ACoA
and the ipsilateral LPCoA, between approximately 65 and 100mL/min, but similar
to the idealized model results the flow through the contralateral PCoA is much less
affected, even with the 70% RICA or BA stenoses.
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(c) (d)
(e)
Figure 9.7: The end response to an occlusion of the LICA in combination with other
unilateral stenoses for the complete circle of Willis (a) the efferent CBF , (b) the efferent
CV R, (c) the efferent CtCO2, (d) the efferent OEF , and (d) the efferent O2 delivery.
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Figure 9.8: The end response to an occlusion of the LICA in combination with other uni-
lateral stenoses for the complete circle of Willis illustrating the afferent and communicating
artery flowrates.
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9.2.2 RICA Occlusion
The results for the autoregulatory response to the RICA occlusion in combination
with a unilateral stenosis are presented in Figures 9.9(a) - 9.9(e). It can be observed
in Figure 9.9(a) that there is a similar pattern to the LICA occlusion where the CBF
is not completely restored in the ipsilateral RACA and RMCA, but in this case the
reduction in efferent CBF is so great that CV R for these two arteries reaches its
lower limit of autoregulation (Figure 9.9(b)). As a consequence of this the CtCO2
in these arteries remains elevated at the end of the simulation (Figure 9.9(c)), but
by far the more significant result is that with a 70% LICA stenosis, the OEF for
the RMCA reaches its upper limit (and very nearly the RACA too) (Figure 9.9(d))
meaning that O2 delivery cannot be maintained to the cerebral territory perfused
by the RMCA (Figure 9.9(e)).
The afferent and communicating artery flowrates (Figure 9.10) show that the
ACoA flowrates are of similar magnitude as with the LICA occlusion simulations,
although in this case the direction of flow is from left to right, rerouted to perfuse
the RACA and RMCA. Furthermore, it can be observed that the flow through the
ipsilateral RPCoA is of a similar magnitude as through the LPCoA with a LICA
occlusion, and the contralateral LPCoA does not show an appreciable increase in
collateral flow, except for the case of the 70% LICA stenosis, in which case almost
as much collateral flow is provided as through the RPCoA. It is interesting that
in the case of a LICA occlusion and a 70% RICA stenosis, O2 delivery can be
maintained, whereas with a RICA occlusion and a 70% LICA stenosis it cannot.
This result would most likely not be reproduced if the same scenario were imposed
on the idealized circle of Willis geometry, and the reason that it occurs is that under
normal conditions there is approximately 20mL/min more through the RMCA than
the LMCA and 10mL/min more through the RACA than the LACA, meaning that
more collateral flow would need to be provided to the right anterior of the CoW. Since
the ipsilateral RPCoA is unable to provide this collateral flow, the end reduction
in blood flow is so great that even maximizing OEF is not enough to restore O2
delivery.
Figures 9.11(a) and 9.11(b) provide a visualization of the pressure and velocity
field for the case of the RICA occlusion and a 70% LICA stenosis. The main features
worthy of note are the reduction in blood pressure caused by both the occlusion and
the stenosis, as well as the secondary and helicoidal flows which occur immediately
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distal to the stenosis and distal to the ACoA respectively, as blood flow is rerouted
through the ACoA to supply the RMCA. It is important to note that these secondary
flows would be exaggerated and very different if the simulation was pulsatile due to
the systolic deceleration, although due to the large differences in timescale between
the cardiac pulse and the time of the simulation, they won’t affect the overall result.
The important point however is that these secondary flow features are highly 3D
and could not be captured properly by a 1D modelling approach, highlighting the
importance of 3D modelling.
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Figure 9.9: The end response to an occlusion of the RICA in combination with other
unilateral stenoses for the complete circle of Willis (a) the efferent CBF , (b) the efferent
CV R, (c) the efferent CtCO2, (d) the efferent OEF , and (d) the efferent O2 delivery.
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Figure 9.10: The end response to an occlusion of the RICA in combination with other
unilateral stenoses for the complete circle of Willis illustrating the afferent and communi-
cating artery flowrates.
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(a)
(b)
Figure 9.11: The end response to an occlusion of the RICA in combination with a 70%
LICA stenosis for the complete circle of Willis model, illustrating (a) MABP at the arterial
wall and (b) a streamline plot colored by the blood velocity.
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9.2.3 BA Occlusion
The results for the autoregulatory response to the BA occlusion in combination
with a unilateral stenosis are presented in Figures 9.12(a) - 9.12(e). It can be
observed in Figure 9.12(a) that CBF is maintained throughout the CoW and hence
CtCO2 remains at its normal level at the end of the simulation (Figure 9.12(c)).
There is a substantial reduction in CV R in both PCA’s in order to restore CBF
(Figure 9.12(b)) but the reduction is only approximately half of the lower limit of
autoregulation. An interesting result is that the combination of a posterior afferent
occlusion with an anterior afferent stenosis in either ICA causes very little effect and
a much smaller reduction of about 15% compared to a reduction of approximately
25% for the case of an anterior afferent stenosis and anterior afferent occlusion. Since
CBF is maintained in all efferent arteries, OEF remains at its normal level (Figure
9.12(d)) and O2delivery is maintained (Figure 9.12(e)).
The afferent and communicating artery flowrates (Figure 9.13) show that as
would be expected, both PCoA flowrates reverse direction compared to normal con-
ditions, but the amount of collateral flow provided by each is less than in the previous
two cases with the ICA occlusions. The reason for this reduced amount of collat-
eral flow is that the average blood flow through the PCA’s is only approximately
29mL/min which is significantly less than the average of approximately 70mL/min
and 125mL/min through the ACA’s and MCA’s respectively and hence this small
amount of collateral flow can be provided by the two PCoA’s. The direction of
the ACoA flowrate is from right to left for the cases containing a LICA stenosis,
but an interesting result is that even when there is a 50% RICA stenosis, the flow
is still essentially of the same magnitude as under normal conditions and directed
from right to left. It requires a 70% stenosis in the RICA to cause a large enough
reduction in perfusion pressure before collateral flow is provided from the left side
of the CoW
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(c) (d)
(e)
Figure 9.12: The end response to an occlusion of the BA in combination with other
unilateral stenoses for the complete circle of Willis (a) the efferent CBF , (b) the efferent
CV R, (c) the efferent CtCO2, (d) the efferent OEF , and (d) the efferent O2 delivery.
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Figure 9.13: The end response to an occlusion of the BA in combination with other unilat-
eral stenoses for the complete circle of Willis illustrating the afferent and communicating
artery flowrates.
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9.3 Missing Posterior Communicating Artery
The results of the PC MRI scans in terms of the average efferent artery flowrates
for the missing PCoA circle of Willis are presented in Table 9.2 along with the
corresponding values of CV R when the model was in its set point state. The total
efferent blood flow in this case is 657.6mL/min which is significantly higher compared
to the complete CoW and closer to the generally accepted value. As illustrated in
Figures 9.14(c) and 9.14(d) the higher amount of blood flow under normal conditions
results in set point levels of carbon dioxide and oxygen extraction in the tissue that
are approximately 51.5mL/100mL and 36% respectively, which are both lower than
the case of the complete CoW.
Table 9.2: The efferent flowrates for the missing PCoA circle of Willis measured with PC
MRI, and the values of CV R required to achieve them in the numerical simulation.
LACA RACA LMCA RMCA LPCA RPCA
CBF mL/min 126.2 101.8 113.6 157.0 74.5 84.5
CVR mm−2 1232 1136 1140 750 1028 1606
9.3.1 LICA Occlusion
The results for the autoregulatory response to the LICA occlusion in combination
with a unilateral stenosis are presented in Figures 9.14(a) - 9.14(e). It can be ob-
served in Figure 9.14(a) that for the BA stenoses and the RICA 50% stenosis, CBF
is completely restored in all efferent arteries, but for the RICA 70% stenosis there is
a reduction in efferent CBF over the entire anterior portion of the CoW (meaning
both ACA’s and MCA’s). This result is different compared to the complete circle
of Willis, where the major reduction in CBF occurred only on the occluded side.
It can also be observed in Figure 9.14(b) that for most simulations the reduction in
CV R is shared more equally between the left and right sides of the CoW, compared
to the LICA occlusion of the complete CoW where the ipsilateral anterior arteries
were more severely affected. For the case of the RICA 70% stenosis, CV R is es-
sentially at the lower limit of autoregulation over the entire anterior portion of the
CoW, and as a result CtCO2 remains elevated in these arteries (Figure 9.14(c)) and
so too does OEF (Figure 9.14(d)), although not approaching the upper limit, so O2
delivery is maintained to every territory (Figure 9.14(e)).
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The afferent and communicating artery flowrates (Figure 9.15) show that under
normal conditions the flowrate through the LPCoA and the ACoA are of a similar
magnitude of approximately 25mL/min, which is slightly higher than for the com-
plete CoW. The direction of the LPCoA flow is negative, indicating that the afferent
supply from the BA perfuses the anterior of the CoW, and that in the ACoA is neg-
ative, indicating that the afferent supply from the RICA perfuses the LACA. One
of the more interesting results is that generally there is almost twice as much flow
through the ACoA compared to the complete CoW in response to the stenosis and
occlusion, although flow through the ipsilateral LPCoA is of a similar magnitude.
The reason for the increased collateral flow through the ACoA arises from the fact
that the diameter of the ACoA for the complete CoW is only approximately 1.2mm,
whereas the ACoA diameter for this missing PCoA circle of Willis is approximately
2mm. When a greater amount of collateral flow can be provided through a commu-
nicating artery then blood supply which would normally perfuse a given region of
the brain, is in effect ‘stolen’ from that region to be rerouted around the CoW. So
the greater amount of ACoA collateral flow provides the reason for the much larger
effect of the stenosis and occlusion on the anterior flowrates compared to the same
scenario with the complete CoW. It can also be observed that even when there is
a 70% BA stenosis, the flow through the ipsilateral LPCoA is still directed toward
the occluded LICA. This means that the effect of this stenosis must be overcome
entirely by the reduction in CV R of the PCA’s since no collateral flow is able to
be provided to the posterior of the CoW. The afferent flowrate results show that
the approximate 190mL/min normally supplied by the LICA is made up for mainly
through a large increase in afferent supply through the RICA, but even in the case
where it is heavily stenosed (i.e. the 70% RICA stenosis simulation) the increase in
afferent supply is similar to that through a completely unstenosed BA.
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(c) (d)
(e)
Figure 9.14: The end response to an occlusion of the LICA in combination with other
unilateral stenoses for the missing PCoA circle of Willis (a) the efferent CBF , (b) the
efferent CV R, (c) the efferent CtCO2, (d) the efferent OEF , and (d) the efferent O2
delivery.
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Figure 9.15: The end response to an occlusion of the LICA in combination with other
unilateral stenoses for the missing PCoA circle of Willis illustrating the afferent and com-
municating artery flowrates.
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9.3.2 RICA Occlusion
The results for the autoregulatory response to the RICA occlusion in combination
with a unilateral stenosis are presented in Figures 9.16(a) - 9.16(e). It can be
observed that there is a similar pattern compared to the LICA occlusion where
CBF is not completely restored for most simulations throughout the anterior of the
CoW (although given more simulation time they may have been restored) and with
the LICA 70% stenosis there is a large reduction in efferent CBF . The CV R of these
arteries approaches the lower limit of autoregulation and for the case of the 70%
LICA stenosis reaches it, (Figure 9.16(b)) and as a result CtCO2 remains elevated
on in these arteries (Figure 9.16(c)) and OEF remains elevated (Figure 9.16(d)),
but does not reach its upper limit, hence O2 delivery is maintained (Figure 9.16(e)).
The interesting result in this case is that with the occlusion of the RICA there is
only one pathway for collateral flow, namely through the ACoA, which supplies both
the RACA and the RMCA. For the complete CoW, it was shown that given this
combination of occlusion and stenosis, O2 delivery could not be maintained even
with the presence of two collateral flow pathways to the right anterior of the CoW.
For this geometry it can be observed that the larger ACoA is more effective at
providing collateral flow than the case the complete CoW where there was a smaller
ACoA with an RPCoA present.
The afferent and communicating artery flowrates (Figure 9.17) show that there
is a large amount of collateral flow rerouted through the ACoA, which reverses
direction from the normal case, providing the blood supply to the right side of
the CoW. It is also interesting to note that there is significantly more collateral flow
compared to the previous LICA occlusion simulations (a maximum of approximately
250mL/min for this case compared to a maximum of approximately 190mL/min for
the LICA occlusion). This is due to the greater amount of blood flow through the
RACA and RMCA compared to the LACA and LMCA under normal conditions,
as well as the lack of an RPCoA to contribute to the collateral flow. It can also
be observed that the collateral flow through the LPCoA is of similar magnitude
compared to the case of the LICA occlusion, further emphasizing the importance
of the ACoA for this geometry to reroute the large amount of flow provided almost
entirely by an increase in afferent supply from the LICA.
Figures 9.18(a) and 9.18(b) provide a visualization of the pressure and velocity
field for the case of the RICA occlusion and a 70% LICA stenosis. Again it can
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be observed that there is a large reduction in blood pressure caused by both the
occlusion and the stenosis, as well as large secondary and helicoidal flows which
occur immediately distal to the stenosis and distal to the ACoA respectively, as
blood flow is rerouted through the ACoA to supply the RMCA.
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(c) (d)
(e)
Figure 9.16: The end response to an occlusion of the RICA in combination with other
unilateral stenoses for the missing PCoA circle of Willis (a) the efferent CBF , (b) the
efferent CV R, (c) the efferent CtCO2, (d) the efferent OEF , and (d) the efferent O2
delivery.
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Figure 9.17: The end response to an occlusion of the RICA in combination with other
unilateral stenoses for the missing PCoA circle of Willis illustrating the afferent and com-
municating artery flowrates.
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(a)
(b)
Figure 9.18: The end response to an occlusion of the RICA in combination with a 70%
LICA stenosis for the missing PCoA circle of Willis model, illustrating (a) MABP at the
arterial wall and (b) a streamline plot colored by the blood velocity.
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9.3.3 BA Occlusion
The results for the autoregulatory response to the BA occlusion in combination with
a unilateral stenosis are presented in Figures 9.19(a) - 9.19(e). It can be observed
in Figure 9.19(a) that CBF is maintained throughout the entire anterior of the
CoW, but not maintained in the PCA’s for any stenosed simulation. The effects of
stenosis cause a minor reduction in CV R in the anterior efferent arteries (Figure
9.19(b)), while reaching the lower limit of autoregulation in the PCA’s. As a result
there is an increase in CtCO2 in the PCA’s (Figure 9.19(c)) and an increase in
OEF (Figure 9.19(d)), which approaches the upper limit but does not in fact reach
it, hence O2 delivery is maintained to all territories of the CoW (Figure 9.19(e)).
This is another interesting result because similar to the last occlusion case, only
one pathway for collateral flow is provided, and furthermore because the LPCoA
for this geometry is of a smaller diameter than the ACoA (approximately 1.5mm in
diameter compared to approximately 2mm for the ACoA), and is obviously much
longer in length, therefore its capacity for providing collateral flow is much less, as
has been illustrated with the first two occlusion cases. It can be observed that there
is a significant reduction in efferent CBF in the PCA’s at the end of the simulation,
and hence the LPCoA cannot provide the required collateral flow. However, an
important point however is that because this circle of Willis had a greater amount
of blood flow and a correspondingly lower OEF under normal conditions, then
the capacity for OEF to increase is greater compared to the complete CoW. To
emphasize the point, the complete CoW could increase OEF by approximately 23%
before reaching the upper limit, while the missing PCoA can increase OEF by
approximately 41%, meaning that although the PCA flow is severely reduced in this
case, O2 delivery is able to be maintained.
The afferent and communicating artery flowrates (Figure 9.20) show that for
the BA occlusion, the ACoA is much less important, generally providing a smaller
amount of collateral flow compared to the ICA occlusions, which is directed towards
the stenosed artery (either the LICA or the RICA) although it can be seen that
with a 50% RICA stenosis, the effect of the stenosis is small enough that the ACoA
flowrate barely changes from its normal value. Interestingly, while the LPCoA flow is
directed from anterior to posterior in this case, the amount of flow is not significantly
greater than for the ICA occlusion cases, indicating that the limit of collateral flow
through this LPCoA is approximately 100mL/min. The afferent flowrate results
show that the increase in afferent supply comes largely through the unstenosed
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artery since the larger ACoA allows for more afferent supply through the RICA in
the scenario of a severe LICA stenosis. In addition, it can reroute blood through
the ACoA and LPCoA to supply the PCA’s, rather than draw more supply through
the stenosed LICA.
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Figure 9.19: The end response to an occlusion of the BA in combination with other
unilateral stenoses for the missing PCoA circle of Willis (a) the efferent CBF , (b) the
efferent CV R, (c) the efferent CtCO2, (d) the efferent OEF , and (d) the efferent O2
delivery.
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Figure 9.20: The end response to an occlusion of the BA in combination with other
unilateral stenoses for the missing PCoA circle of Willis illustrating the afferent and com-
municating artery flowrates.
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9.4 Fused Anterior Cerebral Arteries
The results of the PC MRI scans in terms of the average efferent artery flowrates for
the fused ACA circle of Willis are presented in Table 9.3 along with the correspond-
ing values of CV R when the model was in its set point state. The total efferent
blood flow in this case is 853.1mL/min which is the highest measured value of all
the volunteers and close to the generally accepted average value of 750mL/min. As
illustrated in Figures 9.21(b) and 9.21(d) the higher amount of blood flow under
normal conditions results in the lowest normal levels of carbon dioxide and oxygen
extraction in the tissue, which are approximately 50mL/100mL and 28% respec-
tively.
Table 9.3: The efferent flowrates for the fused ACA circle of Willis measured with PC
MRI, and the values of CV R required to achieve them in the numerical simulation.
LACA RACA LMCA RMCA LPCA RPCA
CBF mL/min 117.6 144.8 171.7 201.0 111.5 106.5
CVR mm−2 631 504 550 480 829 875
9.4.1 LICA Occlusion
The results for the autoregulatory response to the LICA occlusion in combination
with a unilateral stenosis are presented in Figures 9.21(a) - 9.21(e). It can be
observed in Figure 9.21(a) that similar to the missing PCoA circle of Willis, the
effects of an occlusion and stenosis have a greater effect in the entire anterior of
the CoW compared to the complete CoW model. In contrast to the missing PCoA
circle of Willis however, while it took a 70% RICA stenosis to result in the efferent
CBF not being able to be restored to normal levels, this can be seen to occur with
all stenoses, even the BA stenosis simulations. Also, in contrast to the previous two
CoW models, it can be seen that a 70% BA stenosis results in efferent CBF to
the PCA’s not being able to be restored. It can be seen that CV R in the LMCA
reaches its lower limit and is approached in both of the ACA’s (Figure 9.21(c)) and
as a result CtCO2 remains elevated around the anterior of the CoW (Figure 9.21(b)),
with a corresponding increase in OEF (Figure 9.21(d)),though the upper limit is not
achieved in any efferent artery, hence O2 delivery is maintained everywhere (Figure
9.21(e)).
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Since there exists no ACoA for this geometry, but the fusion of the ACA’s is
not broken, then collateral flow can still be provided around the anterior of the
CoW. In order to observe this effect Figure 9.22 exhibits the flowrates through
the A1 segments of the LACA and the RACA. Under normal conditions it can
be observed that there is very little flow through either of the PCoA’s with only
approximately 5mL/min through the LPCoA and 10mL/min through the RPCoA,
both of which are directed from posterior to anterior. Considering the anterior of the
CoW the opposing directions of flow for both A1 segments illustrate that they are
both directed toward the fusion and contributing blood supply to the distal LACA
and RACA, although the slightly higher flowrate through the LACA1 indicates that
the LICA is contributing slightly more of this supply than the RICA. One of the
more interesting results of these simulations is that in response to any combination
of stenosis with the LICA occlusion the flow through the LACA1 reverses direction
to supply the LMCA. While it is difficult to quantify the amount of collateral flow
provided, if the definition was based on the difference between the LACA1 flowrate
under normal conditions and in response to the stenosis, then the collateral flow
through the anterior of the CoW would be approximately 250mL/min, the largest
amount for the three CoW geometries investigated and is accompanied by a large
increase in flow through the RACA1. It is interesting to note that the communicating
arteries are present in order to provide the capacity for collateral flow, although their
smaller diameters compared to the other arteries of the CoW, and hence their higher
resistance, limits their capacity for collateral flow. In this particular model the
absence of the ACoA means that the resistance to collateral flow is effectively based
on the resistance of the ACA1 segments and since the average diameter for these
arteries is approximately 2.5mm, there is correspondingly a much greater capacity
for collateral flow compared to the other two models. It is also interesting to note
that due to a much greater amount of efferent CBF under normal conditions, then
the increased capacity for collateral flow around the anterior of the CoW is still
not enough to allow for the complete restoration of CBF in the anterior efferent
arteries for most simulations. Another interesting result is that the flow through the
PCoA’s barely changes due to the presence of the occlusion and stenosis. This can be
understood by considering that the diameters of both PCoA’s is only approximately
0.7mm and hence there is very little capacity for collateral flow. This is also why the
BA stenosis had such an effect on the PCA flowrates and a corresponding reduction
in CV R required to restore CBF to its normal value (or not restore as would be
the case for the 70% BA stenosis).
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(a) (b)
(c) (d)
(e)
Figure 9.21: The end response to an occlusion of the LICA in combination with other
unilateral stenoses for the fused ACA circle of Willis (a) the efferent CBF , (b) the efferent
CV R, (c) the efferent CtCO2, (d) the efferent OEF , and (d) the efferent O2 delivery.
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Figure 9.22: The end response to an occlusion of the LICA in combination with other
unilateral stenoses for the fused ACA circle of Willis illustrating the afferent and commu-
nicating artery flowrates.
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9.4.2 RICA Occlusion
The results for the autoregulatory response to the RICA occlusion in combination
with a unilateral stenosis are presented in Figures 9.23(a) - 9.23(e). It can be ob-
served there is almost a symmetric pattern compared to the LICA occlusion in
terms of the effect on CBF (Figure 9.23(a)). Despite the fact that there is more
blood flow through the RMCA compared to the LMCA under normal conditions,
the reduction in efferent CBF from the RICA occlusion is less compared to the
reduction in LMCA flow in response to the LICA occlusion. It can be observed that
CV R around the entire anterior of the CoW has either reached or approached the
lower limit of autoregulation (Figure 9.23(a)) and as a result CtCO2 remains ele-
vated around the anterior of the CoW (Figure 9.23(b)) and OEF remains elevated,
although not reaching the upper limit so that O2 delivery is maintained everywhere
(Figure 9.23(e)).
The afferent and communicating artery flowrates (Figure 9.24) show that the
increase in collateral flow through the RPCoA is slightly more significant in this case
compared to the LICA occlusion, given that it is now ipsilateral to the occlusion
and hence has a much greater pressure gradient across it. The amount of flow is still
much smaller than for the other two CoW models. In terms of collateral flow around
the anterior of the CoW, using the same definition as for the LICA occlusion, the
amount of collateral flow is generally lower, at only approximately 200mL/min being
rerouted from the left to the right to perfuse the RMCA, but still high compared to
the other CoW models.
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(a) (b)
(c) (d)
(e)
Figure 9.23: The end response to an occlusion of the RICA in combination with other
unilateral stenoses for the fused ACA circle of Willis (a) the efferent CBF , (b) the efferent
CV R, (c) the efferent CtCO2, (d) the efferent OEF , and (d) the efferent O2 delivery.
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Figure 9.24: The end response to an occlusion of the RICA in combination with other
unilateral stenoses for the fused ACA circle of Willis illustrating the afferent and commu-
nicating artery flowrates.
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9.4.3 BA Occlusion
The results for the autoregulatory response to the BA occlusion in combination
with a unilateral stenosis are presented in Figures 9.25(a) - 9.25(e). In this case
the inability of the PCoA’s to provide collateral flow becomes very important as it
can be observed that for all simulations the efferent CBF in both PCA’s cannot be
restored (Figure 9.25(a)) and furthermore its reduction is very large. Conversely,
the stenosis in either ICA does not cause a significantly large reduction in afferent
supply and as a result CBF to the anterior part of the CoW is maintained. The
resulting CV R for the PCA’s reaches the lower limit of autoregulation for all sim-
ulations (Figure 9.25(c)) and as a result CtCO2 remains largely elevated in these
arteries (Figure 9.25(b)) and so too does OEF (Figure 9.25(d)). Most important is
the fact that OEF for the PCA’s reaches its upper limit and hence the reduction in
efferent blood flow to the PCA’s is so great that O2 delivery cannot be maintained
to them (Figure 9.25(e)). It is interesting to note that because this circle of Willis
had the highest CBF under normal conditions, then the OEF was lowest and the
capacity to increase was the highest for all three models, in that it could increase
by 49%, although this increased capacity proved to be still not enough to maintain
O2 delivery. This result is remarkable in that it would generally be expected that
the presence of two collateral pathways to the posterior of the CoW would be more
effective for rerouting blood flow than one collateral pathway, as was the case for the
missing PCoA circle of Willis. It can be observed however that because the single
PCoA was more than twice the diameter (i.e 1.5mm compared to approximately
0.7mm for the PCoA’s of the fused ACA circle of Willis), it was able to provide
significantly more collateral flow, which coupled with the fact that there was an
average of approximately 28mL/min less through each PCA under normal condi-
tions, means that O2 delivery could be maintained in the case of a BA occlusion.
This simulation illustrates a pathological condition which would very clearly not be
survivable for the individual possessing this circle of Willis.
The afferent and communicating artery flowrates (Figure 9.26) show that even
with the large pressure gradient between the PCoA’s, caused by the BA occlusion,
the flowrates through them are not significantly increased compared to the other
occlusion simulations, or even compared to that under normal conditions, indicating
that their limit for providing collateral flow is significantly smaller than the other
CoW models. It can be seen that in the anterior of the CoW there is a significant
amount of collateral flow being rerouted towards the stenosed artery, although the
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amount is significantly less than in the case of an ICA occlusion in combination with
an ICA stenosis.
Figures 9.27(a) and 9.27(b) provide a visualization of the pressure and velocity
field for the case of the BA occlusion and a 70% RICA stenosis. Again it can
be observed that there is a large reduction in blood pressure caused by both the
occlusion and the stenosis, as well as the large secondary and helicoidal flows which
occur immediately distal to the stenosis and as blood flow is rerouted through the
A1 segments of the ACA’s.
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(a) (b)
(c) (d)
(e)
Figure 9.25: The end response to an occlusion of the BA in combination with other
unilateral stenoses for the fused ACA circle of Willis (a) the efferent CBF , (b) the efferent
CV R, (c) the efferent CtCO2, (d) the efferent OEF , and (d) the efferent O2 delivery.
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Figure 9.26: The end response to an occlusion of the BA in combination with other unilat-
eral stenoses for the fused ACA circle of Willis illustrating the afferent and communicating
artery flowrates.
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(a)
(b)
Figure 9.27: The end response to an occlusion of the BA in combination with a 70% RICA
stenosis for the fused ACA circle of Willis model, illustrating (a) MABP at the arterial
wall and (b) a streamline plot colored by the blood velocity.
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The results of these patient specific simulations provide some interesting and
unexpected results. The major finding is that collateral flow patterns around the
CoW and the overall response to a stenosis or occlusion are highly patient specific.
While the initial hypothesis with the idealized models was that the anatomical con-
figuration of the circle of Willis would be the major factor determining the ability
to provide collateral flow and hence maintain oxygen delivery, these results show
that it is in fact more complicated that this, depending upon the diameters of the
communicating arteries as well as the amount of efferent blood flow under normal
conditions. While it is obvious that the capacity to provide collateral flow depends
upon the diameter of the vessel, the challenge is predicting exactly how much col-
lateral flow will be provided in response to an occlusion or stenosis and furthermore,
predicting whether or not it will be enough collateral flow to maintain O2 delivery.
It has been shown that there are situations where the absence of a communicating
artery is of no detriment to collateral flow as the remaining communicating arteries
are larger, and conversely there are situations where all of the communicating arter-
ies are present, but too small to provide adequate collateral flow. These situations
emphasize the importance of utilizing a modelling technique of this sort to be able
to accurately predict, on a patient specific basis, the ability of a particular circle of
Willis to provide collateral flow. Furthermore, the strong secondary and helicoidal
flows present when there is a stenosis in an artery and also when flow is rerouted
through the communicating arteries are highly 3D effects and would not generally be
captured by a 1D model of cerebral blood flow. It remains to be seen how the losses
in perfusion pressure from the secondary flow affect collateral flow when compared
to a 1D model, but these results emphasize the deviation from axisymmetric flow,
the basis for a number of 1D models, emphasizing the importance of 3D modelling.
At present, the major limitations to the modelling technique are related to the
limits of CV R and OEF . In particular, it has been assumed that the normal or set
point levels for CV R occurs when the normal levels of efferent CBF are reached.
While this may be a valid assumption for the young, normotensive volunteers (with a
very low probability of having significant atherosclerotic plaque formation) selected
for this study, if the modelling technique were used clinically, then it may well be
used on people that do have significant atherosclerosis. In this case their CV R in
some cerebral territories may already be lowered, even approaching the lower limit
of autoregulation. Furthermore their OEF may be increased, even approaching its
upper limit within a region of the brain. In such a case, the assumption that all ef-
ferent CV R and OEF values would be at their set point when the measured efferent
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flowrates were achieved would be incorrect. What is necessary is an investigation,
or incorporation of data from previous investigations, to devise a means by which
the estimated reduction in CV R and increase in OEF from their set points could
be implemented into the model, such that the effects of further reduction in cerebral
blood flow could be accurately simulated.
Chapter 10
Conclusions and Future Work
The simulations presented in this study highlight the fact that cerebral hemody-
namics are a very patient specific phenomena. The ability of the brain to maintain
oxygen delivery in response to an occlusion and stenosis in an afferent artery was
shown to depend upon the particular anatomical configuration of the circle of Willis,
although the issue is more complicated than simply the configuration, as the abil-
ity to provide collateral flow through the communicating arteries depends greatly
upon their diameter in addition to simply their presence. The normal levels of cere-
bral blood flow were shown to differ significantly between the three patient specific
models investigated, and this has important consequences in terms of maintaining
oxygen delivery. Firstly, having a lower level of cerebral blood flow entails that a
lesser flow would be necessary through the communicating arteries, or a stenosed
region, in order to restore blood flow to the normal levels. Another important con-
sequence of this modelling technique is, assuming the same metabolic rate and brain
mass between individuals, that a higher level of cerebral blood flow under normal
conditions signifies a lower normal oxygen extraction fraction, hence providing a
greater capacity for oxygen extraction when blood flow cannot be completely re-
stored, maintaining oxygen delivery to the tissue. A significant result is that the
initial goal of using the simulation results to create general guidelines regarding
collateral flow patterns for a specific circle of Willis configuration may in fact be
flawed. Of the three simulations performed, some unexpected results were obtained
resulting from the particular diameters of the communicating arteries, found to be
more important than simply their presence. As an example, it was found that the
missing PCoA circle of Willis was able to maintain oxygen delivery following a com-
plete occlusion of the RICA in combination with a 70% LICA stenosis, whereas the
complete circle of Willis was not. Intuitively it would seem that in this scenario the
absence of the RPCoA to provide collateral flow would be severely detrimental, but
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the increased diameter of the ACoA allowed a far greater amount of collateral flow
to be rerouted around the anterior of the CoW compared to the complete config-
uration. As a second example, it was found that the fused ACA’s circle of Willis
was unable to maintain oxygen delivery given any occlusion of the BA while the
missing PCoA circle of Willis was. It would again be thought that the presence of
only one PCoA to provide collateral flow to the entire posterior of the CoW would
be deleterious, but since it was approximately twice the diameter of either PCoA
in the fused ACA’s circle of Willis, it was able to provide more collateral flow than
both PCoA’s combined.
The results of these patient specific simulations also highlight a number of in-
teresting flow features such as the reversal of the communicating artery flowrates
over the cardiac cycle as well as the recirculation immediately downstream of the
stenosed regions and most importantly, the helicoidal flow patterns possible in re-
sponse to the stenosis when a large amount of collateral flow is provided through
the communicating arteries. This last result in particular would not be captured
via the use of 1D models of cerebrovascular flow, highlighting the importance of 3D
modelling in determining accurate pictures of cerebral blood flow.
The simulations performed incorporated the degrees of stenosis deemed to be
significant and of common clinical occurrence. While the results illustrate the poten-
tially dangerous pathological conditions for a particular patient, it is unlikely that
the future of this research lies in performing vast numbers of possible combinations
of occlusion and stenosis for a patient specific model. Instead it is likely that the
technique could be applied to individuals already suffering from a stenosis, although
possibly before it poses any symptoms. In such a case the modelling technique could
be used to estimate of the severity of an increase in the degree of such a stenosis
or the possible effects of a bilateral stenosis occurring. Furthermore there is the
potential application of providing presurgical risk assessment information where a
significant asymptomatic stenosis is known to exist and its removal requires com-
plete occlusion of that artery while a carotid endarterectomy is performed to remove
the atherosclerotic plaques. Another feasible use of the model is to determine how
far a hypertensive patient’s blood pressure could safely be reduced before lowering
cerebral perfusion to a potentially dangerous level. This is a common clinical ques-
tion and current theory on the treatment for hypertension is to be quite aggressive in
the reduction in blood pressure, but not being able to predict the effects on cerebral
perfusion limits the ability of the clinician to use an aggressive treatment of anti-
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hypertensive drugs. Since hypertension and atherosclerosis are linked, it would be
a common finding for a hypertensive patient to have some degree of stenosis in one
or more of their afferent arteries, in which case lowering the overall systemic blood
pressure could have a more significant effect on flow patterns throughout region of
the circle of Willis perfused by the stenosed artery, emphasizing the importance of
3D modelling to predict the effect of antihypertensive drugs on collateral flow.
The modelling technique developed in this study presents only a starting point
to modelling and understanding cerebral hemodynamics completely and there is a
very large scope for validation of the model before it could become accepted as
a clinical tool, and extension of the model to encompass other aspects of neuro-
logic dysfunction. An immediate focus of future work needs to be validating the
autoregulation mechanism in terms of its response, as well as the lower limits of
cerebrovascular resistance. While monitoring the response of the cerebral vascula-
ture to an acute occlusion of one of the afferent arteries presents practical and ethical
limitations, one possibility is to begin testing the model on individuals undergoing
a surgical procedure such as a carotid endarterectomy. In this case the predicted
ability of the individual’s cerebral vasculature to maintain oxygen delivery following
the clamping of the carotid artery could be determined and the outcome of the sim-
ulation compared to the actual clinical outcome. In addition, an in-vivo experiment
which can be done without reaching practical and ethical limits is the stimulation
of the autoregulatory response via the administration of controlled doses of oxygen
and carbon dioxide. Figure 10.1 presents a sample result of one such test performed
where an individual was placed inside an MRI scanner and given controlled, increas-
ing doses of carbon dioxide. As can be observed, the resulting increase in carbon
dioxide in the arterial blood causes an increase in carbon dioxide concentration in
the cerebral tissue and initiates the autoregulatory response to vasodilate, such that
cerebral blood flow can be seen to increase with increasing doses. The increases in
arterial carbon dioxide concentration could easily be simulated via the blood chem-
istry aspect of the autoregulation model, and the resulting simulated increase in
blood flow compared to the measured result. This type of experiment would begin
to validate the autoregulation model.
Another area of the modelling technique requiring improvement arises from the
fact that at present four commercial software packages are required in order to
proceed from the raw MRI data to a visualization of the CFD results. There is hence
a significant amount of intermediate data storage required between the DICOM files
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Figure 10.1: A sample clinical experiment aimed at validating the cerebral autoregulation
model. In the experiment a volunteer is placed inside an MRI scanner and given controlled
doses of carbon dioxide while the cerebral blood flow is measured with phase contrast MRI.
and the post processed result, as well as a significant amount of time to set up the
appropriate boundary conditions and solver parameters within the commercial CFD
code. Furthermore, both of these issues are compounded by the fact that a separate
geometry file was required for every degree of stenosis simulated, which would then
be transferred to the mesh generation software and subsequently the CFD code. If
this technique was to be implemented as a clinical tool a more streamlined process
would be required. Future work should also be aimed at integrating the geometry
and grid generation with CFD codes so that simulations can be performed with
increased speed via the automated implementation of the boundary conditions, and
decreased intermediate data storage, requiring only a single file to store all of the
computational grid and simulation results. An additional advantage of a single
integrated code would be that alterations in the imposed degree of stenosis in an
artery would automatically update through the grid generation process and into
the CFD simulation, greatly improving the speed at which simulations could be
performed.
An important feature of the modelling technique developed is that it is readily
extendible to other regions of the vasculature and there is hence a large scope for
moving the afferent terminations further upstream (potentially even to the aortic
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Figure 10.2: An example of an extension of the 3D geometry whereby the afferent termi-
nation begins at the aortic arch.
arch) and also further downstream of the circle of Willis. Modelling the afferent
blood supply from the aortic arch (Figure 10.2) would provide useful information in
terms of validating the pressure boundary conditions imposed in the internal carotid
and basilar arteries, since the pressure losses and phase difference encountered by
blood flow via the four different routes to the circle of Willis could be determined. In
this case it may be required to implement a distensible wall in order to accurately
represent the hemodynamics, as the larger elastic arteries near the heart exhibit
reasonable distensibility. Shifting the afferent terminations would also allow for
the simulation and investigation of carotid stenosis in the region of the vasculature
where it is actually occurring. Modelling the efferent blood supply through the dis-
tal branchings of the anterior, middle and posterior cerebral arteries (Figure 10.3)
would provide ample opportunity for future work in that emboli could be tracked
through the circle of Willis, down to the smaller arteries where they may in fact
block them. Since embolic stroke is by far the most common form of stroke en-
countered among the general population, then increasing the scope of the modelling
technique to investigate this area would be of great clinical value. There is also the
potential extension of the model to incorporate 1D models of the vascular network
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at the efferent 3D terminations. In doing so the lumped parameter resistance of the
porous blocks could be abandoned and the alterations in cerebrovascular resistance
simulated in the regions where they would actually be occurring. Such an exten-
sion would require a considerable increase in the complexity of the CFD simulation,
further necessitating the transition from commercial CFD code to an in-house in-
tegrated code. One of the major limitations in this study is the resolution of the
1.5T MRI scanner used to generate the patient specific geometries, most limiting in
terms of the measurement of the efferent and afferent flowrates. Future work should
also include the transition to higher magnetic field strength scanners such as a 3T
in order to investigate the accuracy of the efferent blood flow measurements.
Figure 10.3: An example of an extension of the 3D geometry whereby the efferent termi-
nations extended distally to the circle of Willis.
Finally, as alluded to in Chapter 2 there is a large amount of complexity that
could be added to the autoregulation mechanism in terms of the myogenic and
shear stress components, as well as an incorporation of more detailed biochem-
istry simulating brain metabolism. Care must be taken when pursuing this avenue
of model improvement however, in that more complex physiological descriptions
should include known biochemical pathways with parameters which can be reason-
ably estimated for humans. Simply generating a mathematical model to capture
all of the chemistry can result in a large number of parameters, which may not be
determinable and significantly increase the difficulties involved in validation of the
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autoregulation model.
To summarize, the present study has made a significant contribution to the field
of cerebral hemodynamic modelling, integrating the complex 3D patient specific
geometries with the relevant physiological control systems present in the cerebral
vasculature. However, there remains a large amount of future validatory and model
development work which must be performed before the technique can be realized as
a clinical tool.
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Notes on the Appendices
The modelling of cerebral hemodynamics presented in this thesis incorporates
concepts, techniques, and background information from a variety of disciplines, rang-
ing from biochemistry to advanced numerical methods. While it is likely that the
reader may be familiar with one or more of these disciplines, it is unlikely that the
reader will be familiar with all of them. However, in order to not detract from the
focus of the research with large amounts of background information in the body
of this thesis, the following four appendices have been compiled by the author to
provide a detailed yet concise review of the relevant material. It is the desire of the
author that when future work is undertaken in the field of cerebral hemodynamics
modelling, these four appendices will provide a much more useful starting point than
if the researcher were to begin a new study in order to source all of the information
presented here.
Appendix A
Cerebral Territories
A.1 Introduction
The purpose of this appendix is to provide an introduction to the cerebral anatomy,
since this knowledge can aid in the understanding of the naming of certain arteries
and the implications of a reduction in blood supply to a certain area. The human
brain can be divided into four major regions; the brainstem, the cerebellum, the
diencephalon and the cerebrum. Figure A.1 illustrates a midsagittal cutaway sec-
tion of a human brain with the four major regions identified. Each of these four
regions may be further subdivided into areas of specific functionality (Figure A.2)
and supplied with blood by specific cerebral arteries.
Figure A.1: Midsagittal cross section of the human brain [133].
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Figure A.2: Major divisions and subdivisions of the brain showing their location and
general function [133].
A.2 Brainstem
The brainstem (Figure A.3) connects the brain to the spinal cord and is respon-
sible for many reflexes which are essential for survival. The major subdivisions of
the brainstem are the medulla oblongata, the pons, the midbrain and the reticu-
lar formation. The medulla oblongata is the most inferior part of the brainstem
and appears externally to be a continuation of the spinal cord. Internally it con-
tains clusters of grey matter (neural cells) called nuclei, having specific functions
and organization. The medulla oblongata is responsible for reflexes involved in the
regulation of heart rate, blood vessel diameter, respiration, swallowing, vomiting,
hiccuping, coughing and sneezing. The pons is superior to the medulla oblongata
and contains ascending and descending nerve tracts as well as several nuclei . The
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Figure A.3: Anterior and posterolateral view of the midbrain and diencephalon, labelling
the more important anatomical features [133].
nuclei in the anterior portion of the pons relay information from the cerebrum to
the cerebellum. The pons contains the sleep center and a respiratory center which
works with the respiratory center in the medulla oblongata to help control respira-
tory movements. The midbrain (or mesencephalon) is superior to the pons and is
the smallest region of the brainstem. It contains ascending and descending nerve
tracts. On the posterior surface of the midbrain are four nuclei which form lumps
on the surface, known as corpora quadrigemina. The two inferior nuclei are known
as the inferior colliculi and are involved in hearing, while the two superior nuclei are
known as the superior colliculi and are involved in visual reflexes, receiving input
from eyes, the skin the cerebrum and the inferior colliculi. The reticular formation
is a group of nuclei which are scattered throughout the length of the brainstem.
The reticular formation receives nerves from a large number of sources, particularly
those that innervate the face.
A.3 Cerebellum
The cerebellum (Figure A.4)is attached to the brainstem, posterior to the pons.
It is connected to the other regions of the brain through the superior, middle and
inferior cerebellar peduncles (Figure A.3). The grey matter on the outer surface
of the cerebellum is known as the cerebellar cortex where the ridges are known as
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Figure A.4: Midsagittal cross section and inferior view of the cerebellum, labelling the
more important anatomical features [133].
folia and the white matter of the medulla of the cerebellum is known as the arbor
vitae. The cerebellum consists of three parts; the flocculonodular lobe, the vermis
and the lateral hemispheres. The flocculonodular lobe helps control balance and
eye movements while the vermis and medial region of the lateral hemispheres are
important in the control of posture, locomotion and fine motor coordination, thereby
producing smooth, flowing movements. The majority of the lateral hemispheres
function with the frontal lobe of the cerebral cortex in planning, practicing and
learning complex movements.
A.4 Diencephalon
The diencephalon (Figure A.5) is the part of the brain between the brainstem and
the cerebrum and its major subdivisions are the thalamus, the subthalamus, the
epithalamus and the hypothalamus. The thalamus is the largest part of the dien-
cephalon and contains a number of nuclei which have a variety of sensory and motor
functions. Most sensory input projects to the thalamus, from which it is relayed to
the cerebrum. Furthermore, the thalamus influences mood and actions associated
with strong emotions like fear or rage. The subthalamus is immediately inferior
to the thalamus and contains ascending and descending nerve tracts. In addition
there are a number of subthalamic nuclei which are involved in controlling motor
functions. The epithalamus is superior and posterior to the thalamus and contains
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Figure A.5: Midsagittal cross section of the diencephalon with two enlarged views of the
thalamus and hypothalamus, labelling the important anatomical features [133].
nuclei which are involved in the emotional and visceral response to odors and con-
trolling the onset of puberty. The hypothalamus is the most inferior portion of the
diencephalon and contains several nuclei, which are involved in a wide range of func-
tions including, endocrine system control, temperature regulation, emotion, muscle
control.
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Figure A.6: Superior and sagittal views of the cerebrum, labelling the important anatom-
ical features [133].
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A.5 Cerebrum
The cerebrum (or telencephalon) (Figure A.6) accounts for the largest portion of
the total brain weight and consists of the grey matter on the outer surface, known
as the cerebral cortex, the proximal white matter known as the cerebral medulla
and a number of nuclei. The cerebrum is divided into left and right hemispheres
by the longitudinal fissure which are in turn divided into lobes by a central sulcus
and a lateral fissure. The folds on the surface of the cerebrum are known as gyri
and greatly increase the surface are of the cerebrum, while the intervening grooves
are known as sulci. The frontal lobe is the most anterior part of the cerebrum
and is important in voluntary motor function, motivation, aggression, the sense
of smell and mood. Part of the frontal lobe, immediately anterior to the central
sulcus is the precentral gyrus, which is the primary motor cortex, important for
coordinating complex voluntary movements. Another important area of the frontal
lobe is Broca’s area in the inferior frontal gyrus, involved in language processing,
speech production and comprehension. The parietal lobe is separated from the
frontal lobe by the central sulcus and is important in the reception and evaluation
of sensory information, except for smell, hearing and vision. Part of the parietal
lobe, immediately posterior of the central sulcus is the postcentral gyrus, which
is the primary somatic sensory cortex, important for processing mechanosensory
and thermal information as well as localizing painful sensations. The temporal
lobe is separated from the frontal and parietal lobes by the lateral fissure and is
important for receiving and evaluating smell and hearing information as well as
playing an important role in memory. Deep within the lateral fissure is a piece of
the cerebral cortex known as the insula, which borders and separates the temporal
and frontal lobes and is often referred to as the fifth lobe. The insula processes taste
information and influences automatic functions of the brainstem such as suppressing
the medulla oblongata’s breathing centers when breath holding. Two important
parts of the temporal lobe are the primary auditory area and Wernicke’s area. The
primary auditory area is the region of the brain which is responsible for processing
of auditory information and is involved in tasks such as identifying and segregating
auditory objects and identifying the location of a sound in space. Wernicke’s area
is a part of the human brain that forms part of the cortex, on the left posterior
section of the superior temporal gyrus, posterior to the primary auditory cortex,
on the temporoparietal junction. It is usually located in the left hemisphere, as the
majority of people have brain areas specialized for language skills located on the left.
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It is particularly known to be involved in the understanding and comprehension of
spoken language. The occipital lobe is the posterior most part of the cerebrum and
is not distinctly separated from the other lobes. It is important in the reception
and integration of visual input. An important part of the occipital lobe is the
primary visual cortex, which is the part of the cerebral cortex that is responsible for
processing visual stimuli. It is highly specialized for processing information about
static and moving objects and is excellent in pattern recognition.
Figure A.7: A Midcoronal cross section of the brain [133].
The cerebral medulla consists of nerve tracts connecting different parts of the
cortex (either within or between hemispheres) and connecting the cortex with other
parts of the central nervous system. Two important regions are the corpus callosum
and the internal capsule (Figure A.7). The corpus callosum is the largest white
matter structure in the mammalian brain. It connects the left and right cerebral
hemispheres and appears as a wide, flat region immediately inferior to the cerebral
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cortex. Most communication between regions in different halves of the brain are
carried over the corpus callosum. The posterior portion of the corpus callosum is
the splenium and the anterior the genu. The internal capsule is an area of white
matter in the brain that separates the caudate nucleus and the thalamus from the
lenticular nucleus. It consists of nerve tracts that run between the cerebral cortex
and the anterior medulla oblongata.
Figure A.8: Sagittal view illustrating the ventricular system [133].
The entire surface of central nervous system is bathed by a clear, colourless fluid
called cerebrospinal fluid (CSF) which is contained within a system of fluid filled
cavities within the brain called ventricles (Figure A.8). There are four cerebral
ventricles, the paired lateral ventricles and the third and fourth ventricles. The two
lateral ventricles can be thought of as the first and second ventricles (even though
they are not designated as such) with one located in each cerebral hemisphere,
immediately inferior to the corpus callosum (Figure A.7). The third ventricle is
located in the center of the diencephalon between the two halves of the thalamus
and the fourth ventricle is located in the inferior pons, superior medulla oblongata
and base of the cerebellum. CSF is produced mainly by a structure called the
choroid plexus in the lateral, third and fourth ventricles and flows from the lateral
ventricles to the third ventricle through the interventricular foramen and from the
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third ventricle to the fourth ventricle through a narrow canal known as the cerebral
aqueduct, which passes through the midbrain. From the fourth ventricle the CSF
proceeds to the subarachnoid space, surrounding the brain and the spinal cord.
Figure A.9: Sagittal view of the brain, illustrating the basal nuclei [133].
The basal nuclei (Figure A.9) are a group of nuclei involved in the control of mo-
tor functions. The nuclei of the cerebrum are located inferiorly and are collectively
known as the corpus striatum, consisting of the caudate nucleus and the lentiform
nucleus. The medial part of the lentiform nucleus is known as the putamen and
the lateral part is known as the globus pallidus (Figure A.7). The caudate nucleus
is important in the control of voluntary movement and the putamen plays an im-
portant role in reinforcement learning. The remaining basal nuclei consist of the
subthalamic nucleus, located in the diencephalon and the substantia nigra, located
in the midbrain.
The limbic system (Figure A.10) consists of parts of the cerebrum and dien-
cephalon and plays a central role in basic survival functions such as memory, emo-
tions, reproduction and nutrition. The limbic system consists of certain areas of the
cerebral cortex, including the cingulate gyrus (located on the proximal surfaces of
the longitudinal fissure) and the hippocampus. In addition the limbic system consists
of various nuclei of the thalamus, epithalamus and hypothalamus, parts of the basal
nuclei, and the nerve tracts connecting the various cortical areas.
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Figure A.10: Midsagittal cross section of the brain, illustrating the parts of the limbic
system [133].
Appendix B
Magnetic Resonance Imaging
B.1 Introduction
The purpose of this appendix is to provide an introduction to the technique known
as Magnetic Resonance Imaging (MRI) to a reader with little or no background
in the subject. The information presented here has been compiled by the author
from a number of textbooks [53, 63, 97, 129, 141], websites [3, 5], and discussions
with experts in the field of MRI, and is designed to provide a detailed yet condensed
version of all the background information relevant to the modelling of cerebral hemo-
dynamics. MRI is a technique that was introduced to the field of medical imaging in
the 1970’s and has widespread clinical use, especially in the imaging of the cerebral
vasculature. Its popularity lies in the high contrast that can be generated between
the soft tissues, the fact that no ionizing radiation is required, and its flexibility
in terms of what can be imaged. This appendix will begin with an introduction
to the physics of nuclear magnetic resonance (NMR), continuing with an outline of
how the principal is utilized to generate an image. Finally, the application of MRI
to the field of Angiography will be introduced, as it is the data from two different
angiographic techniques which are required to create the computational models.
B.2 Nuclear Magnetic Characteristics of Elements
Protons, neutrons and electrons possess the fundamental properties of angular mo-
mentum (spin) and electric charge. Since the moving charges gives rise to mag-
netism, these particles also possess a magnetic moment vector µ. Though the neu-
248 APPENDIX B MAGNETIC RESONANCE IMAGING
tron is electrically uncharged, charge inhomogeneities on the subnuclear scale result
in a magnetic field of opposite direction and approximately the same strength as
the proton. A phenomenon known as pairing occurs within the nucleus of the atom,
where the spins of the constituent protons and neutrons determine the nuclear mag-
netic moment. If the total number of protons and neutrons in the nucleus is even,
the spins cancel out and the magnetic moment is essentially zero. If the total is odd
the nuclear spin generates a net magnetic moment. In Nuclear Magnetic Resonance
it is unpaired nuclear spins that are of importance.
The key features for biologically relevant elements that are candidates for pro-
ducing magnetic resonance images include strength of the magnetic moment, the
physiologic concentration and the isotopic abundance. Hydrogen, having the largest
magnetic moment and the greatest abundance, is by far the best element for general
clinical utility. Other elements are orders of magnitude less sensitive when the mag-
netic moment and the physiologic concentration are considered together. Of these,
23Na and 31P have been used for imaging in limited situations, despite their rela-
tively low sensitivity. Therefore, Hydrogen nuclei (which consists of a single proton)
is the principal element used for MRI.
Figure B.1: When placed in an external magnetic field, protons align their spin vector
with the field in either a parallel, low energy configuration or an anti-parallel, high energy
configuration.
Resonance is an energy coupling that causes the individual nuclei, when placed in
a strong external magnetic field, to selectively absorb and later release energy unique
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to those nuclei and their surrounding environment. To understand how particles
with spin behave in a magnetic field, consider a proton. When placed in an external
magnetic field the spin vector of the particle aligns itself with the external field
(Figure B.1). There are two possible ways in which this may happen, corresponding
with the two discrete spin states. The first is the low energy configuration where
the spin vector is aligned parallel with the magnetic field and the second is the high
energy configuration where the spin vector is aligned anti-parallel with the magnetic
field. The proton may undergo a transition between the two states by the absorption
of a photon. The frequency of the photon which the proton may absorb is given by:
ω = γB (B.1)
where ω is the frequency of the photon and is known as the resonant frequency or
Larmor frequency, B is the magnetic field strength and γ is the gyromagnetic ratio,
which is unique for each element and for a proton is 42.58MHz/T. The energy of
the photon E, is given by:
E = hω (B.2)
where h is Plank’s constant. In order for a transition to occur the energy of the
photon must be equal to the energy gap ∆E between the parallel and anti-parallel
states. The proportions of spins in each of the energy states obeys Boltzmann
statistics:
N−
N+
= e−
E
kT (B.3)
where N− is the number of spins in the high energy state, N+ is the number of
spins in the low energy state, k is Boltzmann’s constant and T is the temperature.
At physiological temperatures and magnetic field strengths used in MRI scanners,
the proportion of spins in the low energy state slightly outnumbers the proportion
in the high energy state, the ratio of excess spins in the low energy states being
approximately 10−5. Considering that there are of the order of 1021 protons in a
typical MRI voxel volume however, there are approximately 1016 more spins in the
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low energy state, which is enough to produce an observable magnetic moment.
In addition to the energy separation of the spin states, the protons also expe-
rience a torque from the external magnetic field. The combination of their own
angular momentum and the effect of the torque to change that angular momentum
causes a phenomenon known as precession (Figure B.2), where the magnetic mo-
ment vectors rotate (precess) about the axis of magnetic field vector at an angular
velocity equal to the Larmor frequency described in (B.1).
Figure B.2: The net magnetic moment in a spin packet is the vector sum of the spin vectors
of all the individual protons in the parallel and anti-parallel directions. Furthermore the
net magnetization vector is defined as the vector sum of the magnetization vectors of all
the spin packets.
By defining a spin packet to be a group of spins experiencing the same magnetic
field strength, a macroscopic model of the magnetization can be defined, where
the conglomeration of protons precessing in the parallel and antiparallel directions
creates a distribution (Figure B.2) with the magnetization vector equal to the vector
sum of the magnetic moments of all the protons in the spin packet. In addition
the net magnetization vector M can be defined as the vector summation of the
magnetization vectors from all of the spin packets [63]. At equilibrium, no net
magnetization exists perpendicular to the direction of the external magnetic field
because the individual protons precess with a random distribution, which effectively
cancels out this component. Furthermore, the greater number of spins in the parallel
direction means that M is parallel with the external magnetic field.
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B.3 Generation and Detection of the Magnetic Resonance
Signal
To aid in the understanding of how the magnetic resonance signal is generated, it is
useful to initially define two coordinate systems. The first is the laboratory frame of
reference (Figure B.3) which is a stationary frame from the observers point of view.
By convention the z axis is directed down the bore of the scanner with the main
magnetic field B0. The x and y axes are both perpendicular to the z axis creating
a 3D cartesian coordinate system. The protons’ magnetic moment precesses about
the z axis in a circular geometry in the xy plane. The second coordinate system
is the rotating frame of reference. The rotating frame is a spinning axis system
whereby the x and y axes rotate about the z axis at the precessional frequency of
the protons. In this frame, spins appear to be stationary when they rotate at the
precessional frequency. Both the laboratory and the rotating frame of reference are
useful in explaining various interactions of the protons with externally applied static
and rotating magnetic fields.
Figure B.3: Two frames of reference, useful in MRI. The first is the laboratory frame,
which is a fixed 3D cartesian coordinate system with the z axis aligned with the main B0
field. The second frame of reference is the rotating frame, where the x and y axes rotate
about the z axis at the Larmor frequency.
The transient response of the net magnetization vectorM to an applied external
magnetic field is governed by the Bloch equation:
dM
dt
= γM×B0 −R (M−M0) (B.4)
where M0 denotes the net magnetization vector in an equilibrium state and R is
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known as a relaxation matrix and is given by:
R =


1
T2
0 0
0 1
T2
0
0 0 1
T1

 (B.5)
where T1 and T2 are known as relaxation times and their significance will be dis-
cussed shortly. It should be noted however that while the first term on the right
hand side of (B.4) can be derived from Newtons second law, the second term is
a phenomenological description of the complex microscopic interactions occurring.
Since the B0 field is aligned with the z axis, the equilibrium magnetization will in
therefore only have a z component. The net magnetization vector can described by
three components and similarly the Bloch equation can be separated into the vector
components:
dMx
dt
= γ (MyBz −MzBy)− Mx
T2
(B.6)
dMy
dt
= γ (MzBx −MxBz)− My
T2
(B.7)
dMz
dt
= γ (MxBy −MyBx)− Mz −Mz0
T1
(B.8)
where Mz0 is the z component of the equilibrium magnetization vector. The Mz
component of the net magnetization is parallel to the applied magnetic field B0
and is known as longitudinal magnetization. It should be apparent that when in
equilibrium, Mz = Mz0, with the amplitude determined by the excess number of
protons that are in the low energy state. Mx and My are the components of the
magnetic moment perpendicular to the applied magnetic field and the magnitude
of these two individual components is known as the transverse magnetization. At
equilibrium, the transverse magnetization is zero, because the vector components of
the spins are randomly oriented about the xy plane and cancel each other out. The
solution to the Bloch equation yields the x, y and z components of magnetization
as a function of time.
The system is perturbed by the application of a pulse of radio frequency elec-
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tromagnetic radiation (an RF pulse) at the precessional frequency (related to the
energy gap ∆E), which is absorbed and converts spins from the low energy parallel
direction to the higher energy antiparallel direction. Furthermore, the RF pulse has
the effect of causing the protons to precess in phase with one another, known as
phase coherence. As the perturbed system returns to its equilibrium state (i.e. the
solution to the Bloch equation), the magnetic resonance signal is produced. Being
an electromagnetic wave, the RF energy contains a sinusoidally oscillating magnetic
field in the laboratory frame, known as the B1 field. In the rotating frame the B1
field will appear stationary relative to Mz. The B1 field is applied along either the
x or y axis and will create a torque on Mz ‘tipping’ it into the xy plane. If the
frequency of the RF energy is not tuned to the Larmor frequency of the protons
then the B1 field will not appear stationary in the rotating frame of reference and
resonance will not occur. The angle θ through which the longitudinal magnetization
Mz is tipped into the xy plane (Figure B.4) is known as the flip angle and is propor-
tional to the duration of the RF energy pulse. For the purposes of this discussion,
flip angles of 90◦ will be considered (i.e. the longitudinal magnetization is converted
completely into transverse magnetization), but it should be noted that any flip angle
may be chosen depending upon the particular type of scan being performed.
Figure B.4: The RF energy pulse contains an oscillating magnetic field (in the laboratory
frame), which creates a torque on the longitudinal magnetization vector, tipping it into
the xy plane. The flip angle θ through which the longitudinal magnetization is tipped is
proportional to the length of the RF pulse.
Following the RF pulse the transverse magnetization gradually decays to zero
and the longitudinal magnetization returns to its equilibrium value. It should be
noted that although the total number of spins is always conserved, the net magneti-
zation vector is not always conserved. The solution for the longitudinal component
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of the Bloch equation is:
Mz(t) =Mz(0)e
t
T1 +Mz0
(
1− e tT1
)
(B.9)
where Mz(0) is the initial condition defining the state of the longitudinal magneti-
zation immediately after the RF pulse. As can be observed in (B.8) the return of
Mz to equilibrium is affected by the spin lattice relaxation time T1 (Figure B.5). By
definition T1 is the time required for the longitudinal magnetization to recover 63%
of its equilibrium value. T1 relaxation depends on the dissipation of the absorbed
energy into the surrounding molecular lattice and is most efficient when the preces-
sional frequency of the excited protons overlaps the vibrational frequencies of the
molecular lattice.
Figure B.5: After being tipped into the xy plane the longitudinal magnetization returns
to its equilibrium value. The spin lattice relaxation time T1 is the time required for the
longitudinal magnetization to recover 63% of its equilibrium value.
It can be observed in (B.6 and B.7) that the decay of the transverse components
of the magnetizationMx andMy are affected by the spin-spin relaxation time T2. By
definition T2 is the time required for the transverse magnetization to decay to 37% of
its maximum value (Figure B.6). This phenomenon is known as free induction decay
and occurs because micromagnetic inhomogeneities, intrinsic to the particular tissue
cause the protons to precess at different frequencies corresponding to slight changes
in the local magnetic field strength. As a result there is a loss of phase coherence
between protons and hence a loss of transverse magnetization. T2 relaxation also
depends upon the molecular structure of the tissue. Mobile molecules exhibit a
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relatively long T2 because rapid molecular motion reduces or cancels the intrinsic
magnetic inhomogeneities. Conversely, as the molecular size increases, constrained
molecular motion causes T2 to shorten.
Figure B.6: After being tipped into the xy plane the transverse magnetization rapidly de-
cays due to micromagnetic inhomogeneities within the particular tissue, causing the spins
to dephase. In the laboratory frame the x and y transverse magnetization’s are decaying
sinusoids. In the rotating frame the transverse magnetization follows an exponential decay.
In the presence of extrinsic magnetic field inhomogeneities, such as an imper-
fect B0 field, the loss of phase coherence occurs more rapidly than from spin-spin
interactions alone. The result is to shorten T2 and the new relaxation time T
∗
2 is
given as:
1
T ∗2
=
1
T2
+
1
T ′2
(B.10)
where T ′2 represents the effects of the magnetic field inhomogeneity. The solution to
the transverse component of the Bloch equation is:
Mxy(t) =Mxy(0)e
t
T ′
2 e−jω0t (B.11)
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where ω0 is the Larmor frequency andMxy(0) is the initial transverse magnetization
immediately after the RF pulse. The total magnetization in the xy planeMxy is the
vector sum of both Mx and My, but since these two vectors are 90
◦ out of phase,
the total transverse magnetization is represented as a complex quantity:
Mxy =Mx + jMy (B.12)
When considering all three components of the magnetization vector M the so-
lution to the Bloch equation describes a helical path in 3D space as M precesses
about the xy plane and gradually returns to the equilibrium magnetization (Figure
B.7). In the laboratory frame the transverse magnetization can be seen to oscillate
(Figure B.6) and it is this component which is important in terms of generating
the MR signal. A receiver coil located in the MRI scanner (which may or may not
be the same coil used to generate the RF pules and depends upon the hardware of
the particular scanner) will by the principal of Faraday induction, have a voltage
induced from the oscillating transverse magnetization. It is this induced voltage
that is the signal used to subsequently generate the magnetic resonance image.
Figure B.7: In the laboratory frame the net magnetization vector follows a helical path
in 3D space as the protons return to their equilibrium alignment with the main magnetic
field.
It is the difference in both T1 and T2 relaxation times for different tissues which
allows for the contrast to be achieved when performing a scan of various anatomical
components. Table B.1 provides a comparison of both relaxation times for some
important biological tissues. It should be apparent that T1 is always greater than
T2, which is always greater than T
∗
2 since the loss of phase coherence between protons
occurs much more rapidly than the return to equilibrium.
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Table B.1: Relaxation times for important biological tissues [141].
Tissue T1 ms (0.5 T) T1 ms (1.5 T) T2 ms
Fat 210 260 80
Liver 350 500 40
Muscle 550 870 45
White Matter 500 780 90
Grey Matter 650 900 100
Cerebrospinal Fluid 1800 2400 160
Two important parameters in magnetic resonance imaging are known as the
Repetition Time (TR) and the Echo Time (TE). The repetition time is the period
of time between applying subsequent 90◦ RF pulses. As illustrated in Figure B.5,
the longitudinal magnetization takes a period of time to return to its equilibrium
value, which is governed by T1. Usually the next 90
◦ pulse is repeated before a full
recovery of the longitudinal magnetization, which means that a partial saturation
occurs and the amount of longitudinal magnetization recovered decreases for every
subsequent 90◦ pulse (Figure B.8).
Figure B.8: If the repetition time (the time between subsequent RF pulses) is short enough
that the longitudinal magnetization is not allowed to completely return to its equilibrium
value, then a saturation of the magnetization can occur, where the amount of magnetiza-
tion recovered follows a decaying exponential function.
As was illustrated in Figure B.6, following a 90◦ pulse, where the magnetic
moment vector is tipped into the xy plane, the protons rapidly begin to dephase
due to T ∗2 decay, causing signal loss. The signal loss can be overcome by creating
an echo in the MR signal. One way to create an echo is by applying a 180◦ RF
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pulse at a time TE/2 after the initial 90
◦ pulse and creating what is known as a spin
echo (Figure B.9). The idea behind the technique is that the individual spins in the
transverse plane will all dephase at slightly different rates, but when the 180◦ pulse
is applied they will rephase at the same rate at which they dephased, hence at the
time TE after the initial 90
◦ pulse all of the spins in the transverse plane will be
back in phase, producing a maximal transverse magnetization signal. It is therefore
at this point when the MR signal is acquired. A useful feature of this spin echo
sequence, is that the effects of inhomogeneities in the external magnetic fields are
cancelled out and the peak amplitude of the echo is determined by T2 instead of T
∗
2 .
Figure B.9: The actual MR signal measured is an echo, created by rephasing the trans-
verse magnetization. One way to create an echo is to apply a 180◦ pulse at a time TE/2
creating a spin echo at the time TE .
It is by choosing the repetition and echo times that the differences in the T1 and
T2 characteristics of the tissues can be exploited, generating the contrast in the MR
image. While there are a number of different choices for the repetition and echo
times, each generating a different contrast between tissues and hence a different
final MR image, for the purposes of clarity and understanding, one type of contrast
will be discussed here, namely a T1 weighted image. A T1 weighted image generates
contrast based primarily on the T1 characteristics of the tissue, de-emphasizing the
T2 characteristics. This is achieved by choosing a relatively short repetition time,
to maximize the differences in longitudinal magnetization during the return to equi-
librium, and a short echo time to minimize the T2 dependency during the signal
acquisition. It is the transverse magnetization which is detected to generate the
MR image and the actual amount of transverse magnetization (giving rise to the
brightness of a particular tissue in the image) depends upon the amount of longi-
tudinal recovery which has occurred in the excited sample. Figure B.10 illustrates
the effects of short TR and TE on the longitudinal and transverse magnetization, as
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would occur for T1 weighted image for some important tissues in the brain. The
amount of longitudinal recovery for the different tissues is projected onto the trans-
verse decay curve to show the amount of transverse magnetization which is available
to generate an MR signal at the time of the echo, which can be extrapolated to show
the intensity in the image of the given tissue.
Figure B.10: A T1 weighted image employs repetition and echo times, maximizing the
effects of the T1 characteristics of the tissue and minimizing the T2 characteristics [141].
Figures B.11(a)-B.11(c) illustrate a comparison between different weighting meth-
ods for a given slice within a brain. Figure B.11(a) illustrates the T1 weighted image,
Figure B.11(b) illustrates a T2 weighted image, where long repetition and echo times
are used to maximize the T2 characteristics of the tissue and minimize the T1 char-
acteristics, and Figure B.11(c) illustrates a proton density weighted image, where
long repetition times and short echo times are used to maximize the differences in
the number of magnetizable protons per volume of tissue. The main point of illus-
trating some different weighting techniques is that the same tissue can appear bright
in one type of scan but dark in another and this effect makes MRI useful in clinical
diagnosis.
B.4 Localization of the Magnetic Resonance Signal
In the explanation so far the same B0 field has been applied to all of the protons
within the MRI scanner. however, in order to obtain a clinically useful image the
magnetic resonance signal must be separable such that the signal corresponding to
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(a) (b) (c)
Figure B.11: (a) a T1 weighted image (b) a T2 weighted image and (c) a proton density
weighted image of a given slice within the brain.
a particular spatial location can be determined. The way in which this is achieved is
with the use of magnetic field gradients. As there are three coordinates required to
specify a spatial location, three magnetic field gradients are required (denoted Gx,
Gy and Gz respectively) which may be superimposed on the B0 field. The gradient
fields are created by using pairs of coils, which are able to create a linear variation
in magnetic field strength in a predefined range (Figure B.12). Although only Gz is
shown in the Figure B.12, the concept is the same for the other two coordinates.
Figure B.12: The linear magnetic field gradients are created using pairs of coils. When
an electrical current I is passed through the coil a magnetic field is set up in the space
surrounding the coil. By combining coils with opposite polarity a linear magnetic field
gradient can be created in a given region inside the MRI scanner.
The first magnetic field gradient is known as the slice select (or slice encode)
gradient and is applied along the z axis in the direction of the B0 field. Superimpos-
ing this gradient field on the B0 field will cause the Larmor frequency of the protons
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to vary linearly along the z axis. For a given frequency of the RF pulse, only pro-
tons at certain position along the z axis (in an xy plane) will experience resonance
(Figure B.13). As can be observed in Figure B.13, the transmit bandwidth (∆ω) of
the RF pulse and the magnitude of the gradient field mean that it is not strictly a
plane but rather a thin slab (of slice thickness ∆z), which is excited. Narrowing the
bandwidth and increasing the gradient magnitude will both reduce the thickness of
the slab and vice versa.
Figure B.13: The magnetic field gradient in the z direction means that the resonant
(Larmor) frequency will differ for all protons along the z direction. The application of an
RF pulse at a given frequency will therefore only cause resonance and ‘select’ protons in a
given slice along the z axis. The thickness of the slice selected depends upon the strength
of the gradient and the transmit bandwidth of the RF pulse.
The second magnetic field gradient is known as the phase encode gradient and
is applied in either the x or y direction (for the purposes of this discussion it will
be assumed that the phase encode gradient is applied in the y direction). During
the scanning sequence the phase encode gradient is turned on after the slice select
gradient, creating a linear variation in magnetic field strength along the y axis.
Within the plane excited by the slice encode gradient the protons will precess at
different frequencies due to the variation in magnetic field and will start to become
out of phase with one another. After a short duration the phase encode gradient
is turned off and the protons will then all precess at the same frequency again, but
they will remain out of phase by the same proportion as they were when the phase
encode gradient was turned off.
The third magnetic field gradient is known as the frequency encode (or read)
gradient and is applied in the third direction (which for the purposes of this dis-
cussion is the x direction). The frequency encode gradient is turned on after the
phase encode gradient and is very similar in that it creates a variation in magnetic
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field strength and causes the protons in the excited slice plane to precess at differ-
ent frequencies along the x axis. The difference between the frequency and phase
encode gradients lies in the fact that the MR signal is obtained while the frequency
encode gradient is still turned on. This means that when the MR data is acquired,
the protons within the excited slice plane will be precessing at different frequencies
in the x direction and will also be out of phase with one another in the y direction
(Figure B.14). Processing the MR signal allows for the separation of the various
components based on frequency and phase and allows for the signal intensity at
different spatial locations to be specified, generating the MR image.
Figure B.14: Nine sample voxels in a selected slice. In the phase encode direction the spins
within a voxel develop a phase difference during the time that the phase encode gradient
is turned on. This phase difference remains however after the phase encode gradient is
turned on. In the frequency encode direction the spins within a voxel precess at different
frequency due to the application of the frequency encode gradient. As a result, each voxel
in the selected slice has a unique combination of precessional frequency and phase.
There currently exists a multitude of RF pulse and gradient sequences that
are used clinically. This discussion does not attempt to cover all of the commonly
used sequences, but rather to introduce some of the more important sequencing
parameters through a simplified example. Figure B.15 illustrates a simple MRI spin
echo sequence showing the timing of the applications of the magnetic field gradients,
the RF pulses and the data acquisition. It can be observed that immediately after
the slice select gradient is off there is a negative lobe, known as a rewinder. The
reason for the rewinder is that even while the initial 90◦ pulse is being applied,
the spins begin to dephase. The negative lobe will cause the spins to rephase.
Furthermore it can be observed that there is a small period of time required for the
gradients to reach their required strength which are known as slew rates, or ramp
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up and ramp down times respectively. These time periods are a hardware limitation
as the magnetic field gradients cannot be set up instantaneously.
Figure B.15: The pulse and gradient sequence for a typical spin echo. Illustrated are the
relative temporal spacings between pulses and applications of the magnetic field gradients.
B.5 Data Acquisition and Image Reconstruction
Understanding how an image is obtained from the magnetic resonance signal re-
quires an introduction to the concept of k space, where the raw data is stored and
subsequently processed to obtain the final image. A k space plot (Figure B.16(a))
can essentially be thought of as a matrix, the same size as the final MR image (Fig-
ure B.16(b)), where each entry contains a complex number. The data contained in
k space represents spatial waves of image intensity (units m−1), which may be su-
perimposed to obtain an image. Generally speaking, the low frequency data, stored
at the center of k space has the greatest amplitude and provides the contrast in
the final image. The high frequency data stored away from the center on the other
hand, provides the detail in the final image. The entire scanning process is essen-
tially designed to fill k space with the data which may subsequently processed to
obtain the MR image.
While the physical transverse magnetization signal is complex, containing the
real magnetization component Mx and the imaginary component My, the receiver
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(a) (b) (c)
Figure B.16: K space is a complex frequency space where the k space coordinates define
spatial waves of various frequency and phase, (a)a k space matrix with the origin at zero
frequency and phase (b) a k space image and (c) the resulting MR image.
coil can only in fact detect a real valued voltage. The processing performed in k space
requires complex data however, so there is some signal processing which is performed
before the raw data is entered into k space. Figure B.17 illustrates the key steps in
the signal processing known as complex demodulation,which transforms the received
signal into a baseband signal. The signal received by the coil Sr(t) can be thought
of as the real part of the physical signal Sp(t) and is given by M(t)cos(ω0 + φ(t)),
where M(t) is an amplitude function, ω0 is the carrier frequency, dependent upon
the B0 field, and φ(t) is a phase difference brought about by the application of the
magnetic field gradients. This signal is split into two parts which are multiplied by a
sine and cosine wave, both at the carrier frequency ω0. Making use of trigonometry
identities, the multiplication gives two components for each signal; a high frequency
component 2ω0 + φ(t) and a low frequency component φ(t). By passing this signal
through a low pass filter the high frequency component can be removed, thereby
eliminating the carrier frequency from the signal. The signals then pass through an
analog to digital converter and are then finally recombined in the computer to form
a complex value S(t).
The signal obtained by the receiver coil can be viewed as the combination of the
transverse magnetization over the selected slice, expressed mathematically as:
S (t) =
+∞∫∫
−∞
Mxye
−jφ(t)dx dy (B.13)
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Figure B.17: The MR signal undergoes a process called complex demodulation, using a
combination of analogue electronics and computer hardware. The basic steps are separat-
ing the raw MR signal, removing the ω0 carrier frequency, filtering and digitally sampling
the signal and finally recombining the two signals to form a complex signal.
where it is assumed when acquiring the MR signal that the sampling time Ts is much
less than the relaxation time T ∗2 such that the exponential T
∗
2 decay term, forming
part of the transverse magnetization solution given in (B.11), can be ignored. The
phase difference is given by:
φ(t) =
T∫
0
ωdt =
T∫
0
γ (xGx + yGy) dt (B.14)
where the time 0 is at the middle of the initial 90 ◦ pulse and T is at the end of the
data acquisition. By substituting (B.14) into (B.13) the signal becomes:
S (t) =
+∞∫∫
−∞
Mxye
−jγ
T∫
0
(xGx+yGy)dt
dxdy (B.15)
By defining the two terms inside the exponential of (B.15) as:
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kx =
γ
2π
T∫
0
Gxdt ky =
γ
2π
T∫
0
Gydt (B.16)
the signal equation becomes:
S (t) =M (kx, ky) =
+∞∫∫
−∞
M (x, y) e−2jpi(xkx+yky)dxdy (B.17)
The signal received as a function of time therefore defines a trajectory through k
space depending upon the relations defined in (B.16). As an example, consider the
pulse sequence illustrated in Figure B.15 where the magnetic field gradients Gx and
Gy are constant when they are turned on. Since the phase encode gradient Gy is
turned off before the data is acquired then the ky integral will be defined from the
time when the phase encode gradient was turned on to the time when it was turned
off and will be a constant term, defining a row in k space. The frequency encode
gradient is turned on while the data is being acquired and hence as the acquisition
time proceeds, so too does the position in k space, moving along the row. Figure
B.18 illustrates the acquisition of a row of data in k space where, for simplicity
the ramp up and ramp down of the read gradient have been ignored. The initial
negative dephasing gradient lobe (or rewinder) before the data acquisition begins,
is implemented to create a negative kx trajectory, moving the kx position from the
center (i.e. kx = 0) out to the left kx limit. As the data is acquired the Gx gradient
is switched to a positive value, defining a positive trajectory in kx. Hence as the
data acquisition proceeds in time, the k space trajectory moves from the left most
limit to the right most limit and the values of transverse magnetization, sampled as
a function of time, undergo the complex demodulation process and are then input
directly into the k space matrix. It should be noted that this example illustrates one
way to fill k space, but there are a number of other techniques available. Although
it is outside the scope of this discussion to cover different k space trajectories in
detail, as an example of this point, sinusoidally oscillating Gx and Gy fields can be
implemented, which determine a spiral trajectory to cover k space rather than the
aforementioned row by row coverage.
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Figure B.18: An example of the acquisition of a line of k space data. The constant read
gradient defines a linear trajectory along kx as the signal is sampled in time. The sampled
signal represents the two signals from the complex demodulation process which are entered
into k space as complex numbers.
In order to completely fill the k space matrix, the data acquisition cycle needs
to be repeated for every row in the k space matrix (i.e. to resolve N locations in
the phase encode direction, N different phase encode gradient steps are required),
where for each row a different magnitude of the phase encode gradient is applied
(Figure B.15). The signal in each row of k space contains the summation of all of
the transverse magnetization signal frequencies from the voxels in the selected slice.
Returning now to (B.17), it is shown that the MR signal received as a function of
time is also a function of k space. Another important result is that (B.17) takes the
form of the 2D Fourier transform of the transverse magnetizationM(x, y). The basic
principal behind the Fourier transform is that a complex signal can be decomposed
into constituent simple sine and cosine waves of varying amplitude, frequency and
phase. This is essentially what is desired, i.e. to take the k space data and separate
out the different signal amplitudes from the voxels within the selected slice based
on their frequency and phase. Here it is the transverse magnetization as function of
spatial locationM(x, y) which is desired and this may be obtained using the inverse
Fourier transform:
M (x, y) =
+∞∫∫
−∞
M (kx, ky) e
2jpi(xkx+yky)dkxdky (B.18)
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However, since the data stored in k space is discrete, the discrete form of the Fourier
transform is used:
M (x, y) =
1
LM
L−1∑
kx=0
M−1∑
ky=0
M (kx, ky) e
2jpi
(
xkx
L
+
yky
M
)
(B.19)
where L and M are the number of entries in the kx and ky direction respectively.
A given line of data in the kx direction contains the transverse magnetization signal
from the entire selected slice, where each component of the signal has a unique
frequency and phase associated with it. It may be intuitive to understand how
the fourier transform can be applied in each kx line to separate out the frequency
components, but the separation of phases in the ky direction is perhaps less intuitive.
Considering a given vertical ky line (Figure B.19), the complex numbers will all
have different phases brought about by the application of the different phase encode
gradients. The variations in phase along a given ky line form oscillations in a similar
manner to the signal along a line in the kx direction. As frequency is no more
than the rate of change of phase, the application of the Fourier transform to the
oscillatory phase components can be thought of in much the same way as that of
the frequency data in the kx direction.
Figure B.19: The MR signal entered into a given kx line in k space includes the signal
from the whole selected slice in both the frequency and phase encode directions. In order
to separate the signal in terms of frequency and phase to generate the final MR image
phase encode steps of differing phase encode gradient magnitudes are required. Along a
given line in ky, the oscillations in phase form a complex signal (similar to the MR signal
read along kx) allowing the Fourier transform to separate out the different phases.
The result of the inverse Fourier transform of the k space data is an array of
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complex numbers containing the summation of all the spatial waves with their vary-
ing frequency and phase. Generally the final resulting MR image is the magnitude
image, where for a given (x, y) pixel location, the intensity I(x, y) is calculated as:
I(x, y) =
√
Re(M(x, y))2 + Im(M(x, y))2 (B.20)
Image quality in MRI is a complicated issue, as there are a number of parameters
which may be altered to improve a certain aspect of the image quality, but which
usually involve a tradeoff with another aspect of the image quality. Noise, in the form
of electromagnetic radiation in the body due to movement of charged particles, or
small anomalies in the measurement electronics, is always present in an MR image
and one important criterion for image quality is the signal to noise ratio (SNR).
Image resolution is also an important criterion, which is dependent on the field of
view (FOV) of the image and the k space matrix size. While it is desirable to
have high resolution images, generally increasing resolution decreases the SNR. The
reason behind this is that the increase in resolution is accomplished by acquiring
data further out in k space at the higher spatial frequencies, which with reference
to the relations defined in (B.16) can be achieved by either altering the gradient
fields or the length of the data acquisition period. In either case, the increased
resolution is a result of obtaining MR signal from smaller voxels across the FOV,
which means that their will we less signal per voxel, although the noise per voxel
remains relatively constant, hence the SNR decreases. To emphasize via an example,
consider increasing the gradient field strength across the sample, which means that
the protons would be precessing at a larger range of frequencies across the sample.
This would also mean that the receive bandwidth (rBW) (the range of frequencies
received by the coil) increases and therefore the MR signal must be sampled more
frequently (in keeping with the Nyquist criterion [141]), therefore creating a k space
trajectory that covers a larger region, hence the size of the k space filled with data
also increases. Since the k space matrix size has increased for the same FOV then the
resolution will increase. The decrease in SNR comes from the fact that increasing the
gradient field strength (and hence the range of precessional frequencies of protons
across the sample) means that at any given location across the FOV there will be
fewer protons precessing at a particular frequency and therefore less MR signal at
any given frequency. Since the noise power spectrum is relatively constant over the
range of frequencies, the decrease in signal for the same level of noise means that
overall the SNR decreases.
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For the present study, where a 1.5T MRI scanner was used, the attainable
resolution, while still producing images with an acceptable SNR was between ap-
proximately 0.5-0.7mm. The SNR increases by reducing the FOV or increasing the
slice thickness. Another important parameter in terms of image quality is the num-
ber of excitations (NEX), meaning the number of images averaged to obtain a final
resultant image. Since the noise in an image is random, but the MR signal is not,
then averaging the images will tend to cancel out the noise while enhancing the MR
signal. In practice the NEX may be between 2 - 4, where increasing the number can
produce a better quality image, but poses a tradeoff in terms of imaging time.
B.6 Angiography
The two specialist scans used for the present study are angiographic techniques,
meaning that they are designed to image blood vessels, in particular the cerebral
arteries. The first type of scan to be explained is known as a Time of Flight (TOF)
scan, which relies on flow dependent changes in longitudinal magnetization. The
second type of scan is known as a Phase Contrast (PC) scan, which relies on flow
dependent changes in transverse magnetization.
B.6.1 Time Of Flight
The time of flight principle (Figure B.20) functions by using a short repetition
time, causing a saturation, such that the MR signal from the tissue of the selected
slice is suppressed in a similar manner to that illustrated in Figure B.8. While
the stationary tissue experiencing this saturation will have experienced multiple RF
pulses, moving tissue such as blood flowing in an artery will not experience as many
RF pulses, hence the signal is not suppressed. The amount of fresh, unsaturated
blood entering the slice depends upon the velocity of the blood, the thickness of the
slice being imaged and the repetition time used, where a faster blood velocity, longer
repetition time or a thinner selected slice will all mean that a given bolus of blood
will completely leave the selected slice between repetition times and fresh blood will
enter, giving a stronger signal. The effect of the flowing blood can essentially be
thought of as shortening the T1 characteristics of the tissue, meaning that for a given
repetition time a much greater longitudinal magnetization recovery occurs than for
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stationary tissue.
Figure B.20: The time of flight principle. Stationary tissue or blood will experience
multiple RF pulses and will become saturated, giving little or no MR signal. Moving
blood will not experience same number of RF pulses and will give a stronger signa.l
The time of flight technique will in principal produce an MR signal from both
arterial and venous flowing blood. It is usually desired however, to image either one
or the other. Since blood in the arteries and veins tends to flow in opposite directions,
one method which can used to suppress the MR signal from the unwanted blood
vessels is to apply a saturation band immediately before the selected slice (Figure
B.21) on the side of the entering blood which is to be suppressed. The saturation
band uses RF pulses with a short repetition time, similar to the selected slice and
in the case of the present study where it is the arteries which are of interest, the
saturation band is applied immediately before the venous blood enters the selected
slice.
The discussion to this point has been concerned with selecting a plane that is
essentially 2D using the slice encode gradient and generating an image within this
slice using the frequency and phase encode gradients. Another method, which is
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Figure B.21: In order to suppress the signal from venous blood a region above the selected
slab has an RF pulse applied to it to saturate the magnetization in the venous blood. As
the venous blood enters the excited slab it will hence give little signal. Arterial blood
flowing in the opposite direction will not experience the saturation band (before entering
the selected slab that is) and will still give a strong signal.
used in a variety of scans, including time of flight of the cerebral arteries, is 3D
imaging. In this case the RF pulse has a larger transmit bandwidth so that a thick
slab will be excited, rather than a thin slice. The thick slab is then subdivided into
thin slices by using the Gz slice encode gradient as a second phase encode gradient
(Figure B.22). 3D imaging has a number of advantages over 2D imaging, beginning
with an enhanced signal to noise ratio since much more tissue is excited and therefore
able to produce an MR signal. In addition, the time to generate a single image is
reduced. The reason for this comes from understanding that although the RF pulse
used to excite the protons appears as a boxcar function in the frequency domain
(i.e. a constant amplitude over the range of frequencies emitted), the signal in
the time domain (which is how the signal must be generated physically) is a sinc
function (i.e. the Fourier transform of the boxcar function). It is a well known result
that the wider the boxcar function in the frequency domain, the narrower the sinc
function in the time domain and vice versa. Since exciting a thin 2D slice requires
a narrow bandwidth RF pulse, the corresponding sinc function is wider in the time
domain meaning that it takes longer to produce than a sinc pulse representing a
wider bandwidth RF pulse. Finally, the 3D imaging technique, though it seems
counterintuitive, allows for much thinner slices to be obtained compared to 2D
imaging. This feature arises from the high gradients and low bandwidths required
to excite a thin 2D slice, testing the limitations of the hardware. The use of the
slice encode gradient as a second phase encode gradient, bypasses these limitations
as positions along the z axis can be phase encoded and once separated, provide
higher resolution in the slice encode direction. It can also be observed in Figure
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B.22 that there is no spin echo used. Instead the echo in the signal is generated by
the rewinder (or negative lobe) of the frequency encode gradient, creating a gradient
echo. In addition to altering the position in k space the rewinder causes the spins
to rephase in a similar manner to the echo (in fact rephasing the spins and altering
the position in k space are one and the same). The gradient echo has the advantage
over a spin echo technique that the echo time can be much shorter, allowing for
faster scan times, but has the disadvantage that it does not eliminate the T ′2 effects.
Figure B.22: Pulse and gradient sequence for 3D time of flight imaging uses the wide
bandwidth RF pulse to excite a thick slab. In this case the k space becomes three dimen-
sional with kz being the third dimension. The pulse sequence uses the slice select gradient
as a phase encode gradient to control the trajectory through kz. In addition, the read
gradient is used to generate the echo in the MR signal.
The utilization of a second phase encode gradient hence means that the k space
becomes a 3D space as opposed to a 2D space for 2D imaging. In order to separate
out the magnetization in terms of its 3D spatial location, to generate the final set
of images, the 3D Fourier transform is used:
M (x, y, z) =
1
LMN
L−1∑
kx=0
M−1∑
ky=0
N−1∑
kz=0
M (kx, ky kz) e
2jpi
(
xkx
L
+
yky
M
+ zkz
N
)
(B.21)
where N represents the number of phase encode steps and hence the number of slices
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in the z direction, and kz is defined in a similar manner to kx and ky in (B.16) as:
kz =
γ
2π
T∫
0
Gzdt (B.22)
The final set of images from a 3D time of flight scan forms a 3D dataset, which
may be used to generate a model of the surface topology of the circle of Willis. A
single time of flight image is illustrated in Figure B.23(a), showing the enhanced
signal from the blood flowing into the slice. One common technique used to gener-
ate an image of the cerebral arteries the Maximum Intensity Projection algorithm.
Essentially this technique can be thought of as tracing rays through the 3D TOF
dataset and interpreting the maximum voxel intensity value encountered by the ray
as the corresponding pixel intensity in the maximum intensity projection image, an
example of which is shown in Figure B.23(b). In practice more than one 3D slab is
usually used, where typically 3 to 4 slabs are used to cover the cerebral vasculature
around the region of the circle of Willis.
(a) (b)
Figure B.23: (a) A time of flight image for a transverse slice, illustrating the enhanced
signal from the flowing blood and (b) a maximum intensity projection illustrating the
arteries comprising the circle of Willis.
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B.6.2 Phase Contrast
The phase contrast principal is comprised of creating a phase change in the spins
within a given slice using a bipolar gradient (Figure B.24) with the frequency encode
(or read) gradient. The total phase change at the time the data is acquired is zero
for stationary tissue, but non zero for moving tissue, such as flowing blood. The
amount of phase change is directly proportional to the velocity of the blood, hence
phase contrast is an inherently quantitative imaging technique, as opposed to the
time of flight technique.
Figure B.24: Phase accumulation for both stationary and constant velocity spins during
a bipolar gradient. At the center of the echo the phase accumulated by stationary spins is
zero, but for spins moving with constant velocity the phase accumulated in non-zero and
is proportional to the velocity of the flow.
To visualize how the phase contrast principle works, consider the position of a
bolus of blood x(t), moving in the x direction as a function of time, defined as:
x(t) = x0 + vxt (B.23)
where vx is the constant velocity in the x direction. The phase accumulated by the
spins in the selected slice during the negative lobe of the bipolar gradient φ−(t) is
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given as:
φ−(t) = −
τ∫
0
ω(t)dt = −
τ∫
0
γGx(t)x(t)dt (B.24)
where τ is the time at the end of the application of the negative lobe. Neglecting
for simplicity the ramp up and ramp down of the bipolar gradient, the accumulated
phase is:
φ−(t) = γGxx0τ +
1
2
γGxvx(τ
2) (B.25)
Similarly, for the positive lobe, the accumulated phase φ+(t) is:
φ+(t) = −γGxx0(t− τ)− 1
2
γGxvx(t
2 − τ 2) (B.26)
The total accumulated phase is hence:
φ(t) = −γGxx0(t− 2τ)− 1
2
γGxvx(t
2 − 2τ 2) (B.27)
where the first term in (B.27) represents the phase accumulated by stationary tissue
and the second term represents the phase accumulated by moving tissue. At the
time of the echo, where t is equal to 2τ , the phase accumulated by the stationary
tissue is zero and the phase accumulated by the moving tissue is given as:
φ(TE) = −1
2
γGxvxτ
2 (B.28)
The pulse and gradient sequence used for a typical 2D phase contrast scan is
illustrated in Figure B.25. It can be observed that in practice, two bipolar gradients
are used (shown by the solid line and the shaded area) with the sequence of the
positive and negative lobes reversed, generating two images for a given slice. The
reason for this is that due to magnetic field inhomogeneities (i.e. T ′2 effects) an
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additional phase is accumulated, which is not flow dependent and will result in an
artefact in the image. These effects are independent of the sequence of the bipolar
gradients however and the T ′2 effects may be cancelled by subtracting the two images.
Figure B.25: Pulse and gradient sequence for a phase contrast scan which uses data from
two applications of the bipolar gradient (applied in two separate acquisitions), to eliminate
phase accumulation due to magnetic field inhomogeneities.
The explanation thus far has considered flow only in the x direction, and it
should be apparent that general flow within the cerebral arteries will have velocity
components in all three directions. It is therefore convenient to remove the major
restriction imposed on the slice, phase and frequency encode gradients thus far; that
they coincide with the laboratory frame of reference. Instead the imaging plane
(determined by the slice encode gradient) can be created normal to the longitudinal
axis of the blood vessel under investigation, using various combinations of the Gx,
Gy and Gz gradients. In practice a TOF scan would generally be performed and
the maximum intensity projection data used to determine optimal positioning of the
imaging plane. Figure B.26 illustrates an example of the specification of an oblique
plane, where the azimuthal angle Φ and the polar angle Ψ are defined as:
Ψ = tan−1
(√
G2x +G
2
y
G2z
)
Φ = tan−1
(
Gy
Gx
)
(B.29)
An oblique imaging plane will signify that the phase and frequency encode di-
rections do not coincide with the laboratory frame, although it is still required that
they be orthogonal to the slice encode direction. The result of the inverse Fourier
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Figure B.26: Variations of the three magnetic field gradients may be combined to create
slice select planes at any orientation, relative to the laboratory frame. Typically the TOF
data will be used to determine the positioning of the plane. Also shown is a schematic
representation of the part of the pulse and gradient sequence used to generate the imaging
plane.
transform of the PC data is an array of complex numbers, as with all other MR
images. Unlike other imaging techniques however, where it is the magnitude image
which is used, the PC scan uses the phase image, where for a given pixel location
(x, y) the intensity I is calculated as:
I(x, y) = tan−1
(
Re(M(x, y))
Im(M(x, y))
)
(B.30)
With most MR images, using the magnitude image, the actual value of the
pixel intensity is arbitrary and it is only the relative differences in pixel intensity
(representing the differences in tissue contrast) which are of concern. With the phase
contrast image however, because the phase image utilizes the ratio of the real and
imaginary parts of the complex data produced from the Fourier transform the phase
image involves pixel intensities which are in direct proportion to the velocity of the
blood and the actual velocity can be calculated by making use of the relation in
(B.28). Figure B.27(a) illustrates a sample result of a phase contrast scan of blood
vessels, showing the magnitude image. The single resulting phase image shown in
Figure B.27(b) is obtained by subtracting the two phase images acquired with the
different application of the bipolar gradients, eliminating the effects of magnetic
field inhomogeneities. It can be observed that some vessels appear bright where
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others appear dark, while the surrounding stationary tissue is grey, in the middle of
the scale. The reason for this is that the direction of flow is encoded in the phase
contrast image and the intensity range includes both positive and negative values of
velocity. The bright and dark pixel intensities represent flow in opposite directions
and the stationary tissue (having zero velocity) is in the middle of the intensity
range and hence appears grey.
(a) (b)
Figure B.27: An example of a phase contrast scan of some blood vessels showing (a) A
magnitude and (b) phase image.
An important point worthy of mention is that technique can only be used for
changes in phase of the moving protons up to 180 ◦s, at which point aliasing occurs.
In such a case, a positive phase change greater than 180 ◦s from flow in a given
direction can not be distinguished from a negative phase change less than 180 ◦s
from flow in the opposite direction. There is hence an upper limit of the velocity
which can be measured in a PC scan, known as the encoding velocity venc, and given
as:
venc =
π
γGτ 2
(B.31)
The encoding velocity can be chosen for a particular scan, and so in practice this
is not a problem, but does require some knowledge of the expected velocity range
in a given vessel. Ideally the encoding velocity should be set as close as possible to
the maximum velocity within a blood vessel. If it is set too low, then aliasing will
occur, but if it is set too high, so that any aliasing is eliminated, the accumulated
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phase will be small and hence the intensity in the final phase image will be too low
for a reliable calculation.
Considering a single blood vessel, the volume flowrate of blood Q, may be cal-
culated as:
Q =
∫
ROI
vdA (B.32)
where v is the velocity of the blood over the region of interest ROI, specified as
the cross sectional area of the blood vessel. Using the discrete PC data the flowrate
may be approximated by selecting a region of interest (the pixels which comprise
the cross section of the blood vessel) and calculating the flowrate as:
Q =
ROI∑
vpixApix (B.33)
where vpix is the velocity in a given pixel, Apix is the area of the pixel and Npix is
the number of pixels in the region of interest, comprising the blood vessel. For small
angles of deviation between the imaging plane and the cross sectional axis of the
blood vessel, the calculation of flowrate will not be affected significantly. It follows
that if the imaging plane is at an angle θ to the cross section of the blood vessel,
then the velocity profile v in the phase image will appear reduced to v cos θ. The
cross sectional area of the blood vessel A, on the other hand will appear increased
by the amount A/ cos θ (i.e. the cross section of the blood vessel will appear as an
ellipse in the phase image). When the overall flowrate measurement is made the
decreased velocity profile and increase area cancel, yielding an accurate result
One important technique used in conjunction with phase contrast scans used
for the present study is cardiac gating, where the combination is known as CINE
phase contrast. With this technique an electrocardiogram is taken of the individual
undergoing the scan, such that when the MR data is acquired, it is known at what
point in the individuals cardiac cycle the data represents. While the actual scan
time required to perform a phase contrast scan is on the order of minutes (much
longer than the cardiac cycle), if it is assumed that the individuals heart rate remains
constant throughout the scan (such that the blood flow is not altered by any factors
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other than the cardiac cycle), then the MR data which is acquired continuously over
a number of minutes can be processed, following the scan and the position of each
line of data can be positioned within the cardiac cycle. The result for the phase
contrast image is a calculation of the cerebral flowrates over the cardiac cycle.
Appendix C
The Marching Cubes Algorithm
The purpose of this appendix is to provide an outline as to how a 3D MR TOF
dataset of the form M (x, y, z) (where the entries in the array correspond to signal
intensity from the tissues) may be used to create a 3D model of the surface topology
of the circle of Willis.
(a) (b)
(c)
Figure C.1: The basis for marching cubes illustrated with (a) a stack of MRI images from
a 3D TOF scan forming the 3D array M , (b) two consecutive slices in the array with the
4 voxels used per slice highlighted, (c) the eight array values used to form the vertices of
the cube with their corresponding assigned values from the 3D array M .
The basis for the algorithm used for the present study is the Marching Cubes
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algorithm developed by Lorensen and Cline [89]. The basic idea behind the method
is the definition of a cube where the eight vertices forming the cube are assigned
the values of corresponding entries in the 3D array. To illustrate this idea further,
Figure C.1(a) shows a stack of MRI time of flight images, forming the 3D array.
By then ‘zooming’ in on the dataset, the eight vertices from two sequential slices
(Figure C.1(b)) are used to form the cube (Figure C.1(c)), which may be marched
through the 3D array, being reassigned the appropriate values to its eight vertices
at every position.
In order to generate a surface topology, the next step involves the specification
of an isosurface intensity threshold, corresponding to the MR signal intensity from
the lumen of the circle of Willis. As the cube is marched through the 3D array,
the values assigned to its vertices are compared to the isosurface value. If all of the
vertices are either above or below the isosurface value then the cube must lie either
entirely inside or outside of the lumen respectively. If however some of the vertices
are above the isosurface value and some are below, then the boundary of the lumen
(the surface of the model) must pass through that cube and will therefore intersect
the edges of the cube. This surface may be defined by a surface triangulation, which
is a collection of connected planar triangles, approximating the smooth arterial wall.
A surface triangulation can be described by the combination of a Faces and V ertices
array:
Faces =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
V1 V2 V3
V1 V3 V4
V2 V3 V5
.
.
.
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
V ertices =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x1 y1 z1
x2 y2 z2
x3 y3 z3
x4 y4 z4
x5 y5 z5
.
.
.
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(C.1)
where each row of V ertices corresponds to a single vertex Vi and stores its x, y, z
coordinates in that row. Each row of Faces corresponds to a single face Fi and
stores the corresponding row entries in V ertices of the 3 vertices which define it.
This approach to defining a triangulation has the advantage that a given vertex can
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be shared by multiple faces, reducing the amount of memory required to store the
triangulation. The task then remains to define the surface passing through a cube.
Given that any vertex is either above or below the isosurface, then there are
28 or 256 possible combinations for the surface intersecting the cube (i.e. 256 ways
in which it may be triangulated). If rotational symmetries are taken into account
and furthermore it is understood that the same surface triangulation of a given
cube would result if the values of its vertices were reversed (i.e. all vertices above
the isosurface were switched to below and vice versa), known as complementary
symmetries, then the number of combinations reduces to 15 basic families (Figure
C.2).
Figure C.2: The 15 families used in the original marching cubes algorithm [89]. These
families account for every possible way that a cube can be triangulated, if rotational and
complementary symmetries are considered for each case. The light blue and dark blue
vertices represent vertex values that lie on opposite sides of the isosurface values (i.e. dark
blue is above and light blue below, or vice versa).
The original marching cube algorithm made use of these families by assigning
an 8bit index to each cube where each bit in the index corresponded to one of the
vertices of the cube and could be 1 if the vertex was above the isosurface and 0
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if below. This index would then act as a pointer into an edge table, which would
store the definitions of the triangles for each particular case. The exact intersection
point along of the surface with an edge of the cube can be determined through
linear interpolation using the two vertices defining the edge and the isosurface value,
meaning that if the isosurface value is numerically close to the value at one of the two
vertices then the surface will intersect the edge closer to that vertex and vice versa.
As illustrated in the example of Figure C.3(a), the edges of the surface triangulations
between adjacent cubes generally connect. In using the edge table, there do arise
certain ambiguous cases however, where the surface triangulations assigned to two
adjacent cubes do not connect properly, resulting in gaps in the surface (Figure
C.3(b)). Since these ambiguities only occur with certain families (e.g. cases 4 and
7) [163] then this problem can be remedied by defining complementary cases which
may be used in place of these ambiguous cases to produce a connected surface, re-
triangulating the ambiguous cubes using a marching tetrahedra algorithm [147] or
asymptotic decider algorithms to resolve the ambiguity [110].
(a) (b)
Figure C.3: (a) An example of a general case where the surface triangulation between
adjacent cubes produces a continuous surface triangulation and (b) an example of an
ambiguous case which can occur with the 15 families. Although these two cases triangulate
their own cube appropriately, the triangulations do not connect across the cubes, resulting
in a surface triangulation with gaps in it.
The algorithm implemented for the present study is based on the MATLAB
isosurface function, but has been optimized for the present study to increase the
computational speed and the quality of the surface triangulation. While using the
idea of defining and triangulating a cube which is marched through the 3D array,
this algorithm differs from the original marching cube algorithm in that the edge
table is not used to store the definitions of the triangulations, rather each cube is
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independently triangulated, eliminating the problem of ambiguous cases. To begin
the explanation of the algorithm the standard cube needs to be defined. Figure
C.4(a) illustrates the convention for the numbering of the vertices and edges, where
edges E are numbered from 1 - 12 and vertices V are numbered from 1 - 8.
(a) (b)
Figure C.4: (a) The labelling scheme used for a standard cube, where E designates an
edge and V a vertex (b) an example of the left edges L1, L2, L3 and right edges R1, R2, R3
for Edge 1.
In a similar manner to the original marching cubes algorithm, the present
method utilizes the definition of an edge table, but differs in that it stores con-
nectivity information between edges of the cube. As illustrated in Table C.1 each
row in the edge table for the cube defined in Figure C.4(a) corresponds to one of
the 12 edges. The first part of the edge table contains the two vertices Vn1 and Vn2
which define it and the next two parts contain the neighbouring left edges and right
edges Ln1, Ln2, Ln3 and Rn1, Rn2, Rn3 respectively, which complete the definition of
the two faces of the cube connected to that edge (Figure C.4(b)). The reason for
the definition of the left and right edges will become apparent during the descrip-
tion of the algorithm, but their function is essentially to provide the connectivity
information for the surface triangulation.
To aid in the visualization of the algorithm, the forthcoming explanation will
be accompanied by way of example of the triangulation of two cube configurations.
The first (Figure C.5(a)), is the simplest of all of the possible combinations of a
surface intersecting the cube and the second (Figure C.5(b)) is one of the more
complicated. During the marching procedure through the 3D array, the algorithm
initially performs an edge loop over 12 edges defining the cube, calculating the
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Table C.1: The edge lookup table used in the present algorithm. Each edge is defined by
its two vertices and its left and right edges.
Edge Vertices Left Edges Right Edges
En Vn1, Vn2 Ln1, Ln2, Ln3 Rn1, Rn2, Rn3
E1 V1,V2 E6,E9,E5 E3,E4,E2
E2 V2,V4 E8,E10,E6 E1,E3,E4
E3 V1,V3 E4,E2,E1 E5,E11,E7
E4 V3,V4 E2,E1,E3 E7,E12,E8
E5 V1,V5 E11,E7,E3 E1,E6,E9
E6 V2,V6 E9,E5,E1 E2,E8,E10
E7 V3,V7 E15,E8,E4 E3,E5,E11
E8 V4,V8 E10,E6,E2 E4,E7,E12
E9 V5,V6 E11,E12,E10 E5,E1,E6
E10 V6,V8 E12,E11,E9 E6,E2,E8
E11 V5,V7 E7,E6,E5 E9,E10,E12
E12 V7,V8 E8,E4,E7 E11,E9,E10
intersection distance along the nth edge dn as:
dn =
iso −M (Vn1)
M (Vn2)−M (Vn1) (C.2)
where iso is the isovalue. dn has its point of origin at Vn1 for each edge and based
on this calculation, a number of features of the surface’s intersection with the cube
can be determined. If the values of M assigned at the vertices Vn1 and Vn2 defining
a given edge are equal, then that the edge can not be intersected by the surface.
This fact is reflected by the fact that the denominator of (C.2) would be zero and dn
therefore infinite. If the two values at Vn1 and Vn2 differ, then the denominator will
be non-zero (either positive or negative). If the isovalue lies in between these two
numbers (i.e. Vn1 < iso < Vn2 or Vn2 < iso < Vn1) then dn will be a positive fraction
in the range of 0 - 1 and it is when dn evaluates as such that a given edge can be
determined to be a valid intersected edge. however, if the isovalue lies outside the
range of these two numbers (i.e. Vn1 ≮ iso ≮ Vn2 or Vn2 ≮ iso ≮ Vn1) then dn will
evaluate to be either less than zero, or greater than one, but in either case the edge
can be determined to be not a valid intersected edge. All of the valid intersected
edges of the cube have two properties assigned to them, the first is the intersection
distance and the second is its list of next edges N1, N2, N3. The next edges is used
at a later stage in the algorithm and provides a list of edges for a given valid edge
to search in order to find other valid edges, so that the points of intersection along
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valid edges can be connected together. If the sign of the denominator in (C.2) is
positive, the next edges are set as the right edges R1, R2, R3 whereas if the sign of the
denominator is negative the next edges are assigned to be the left edges L1, L2, L3 of
the valid edge. As an example to illustrate this point, consider the case where two
vertices are assigned the arbitrary values of 1 and 3, with an isosurface value chosen
as 2, then it should be obvious that the edge will be intersected as the isovalue lies
between the two vertex values. IfM (Vn1) = 1 andM (Vn2) = 3 then dn will evaluate
as 0.5 with the denominator being 2 and the right edges will be assigned as the next
edges. Alternatively, if M (Vn1) = 3 and M (Vn2) = 1 then the denominator of (C.2)
will be −2, although dn will still evaluate as 0.5 since the numerator of (C.2) will
also be negative and the left edges will be assigned as the next edges.
(a) (b)
Figure C.5: Two example cube configurations illustrating the surface triangulation and
the edge intersection distances dn for each. (a) is the simplest triangulation possible with
Nvalid = 3 and (b) is one of the more complex triangulations with Nvalid = 6.
Following the initial edge loop, if there were any valid edges (the total number
of which is defined Nvalid), then a second edge loop is performed to generate the
triangles composing the intersected surface. As this loop begins, the edges are
examined in order for validity until one is found. Given the two example cases being
outlined, the first valid edge encountered would be E1 for the simple case (Figure
C.6(a)) and E2 for the complicated case (Figure C.6(b)). At this point the edge
under examination is designated as the current edge and is added to the collection
of edges that will form the sides of a polygon, designated as a polygon string P ,
where:
P = {Es1, Es2, ...} (C.3)
where Es1 corresponds to the first edge in the polygon string, Es2 the second and so
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on. It is important to note that Es1 is the first valid edge found, which will depend
upon the particular configuration of the cube. It will not necessarily be E1. The
polygon string is essentially a list of all of the edges which will have their intersection
points used to form the vertices of a polygon. The current edge is subsequently
reassigned as invalid, so that it cannot be used by another polygon. The algorithm
continues by sequentially examining the next edges of the current edge N1, N2, N3,
checking them for validity. When another valid edge is found it is assigned as the
current edge and the former current edge is assigned as invalid so that it cannot be
used again to form the vertex of a polygon. The newfound current edge is added
to the polygon string and its next edges are sequentially examined for validity until
one is found, with the process repeating until the newfound current edge is the
initial edge at the start of the polygon string (Figures C.6(a) and C.6(b)). When
this occurs the polygon is closed, with the number of edges comprising it defined
as Nedges. It should be noted that although Nvalid = Nedges for the two example
cube triangulations presented, this will not be true in cases where the cube contains
multiple disconnected triangles (cases 4, 5, 7, 8, 11, 13 and 14 in Figure C.2).
If at this point Nedges = 3 (as would be the situation for the simple cube case
of Figure C.5(a)), then the polygon string defines a triangle, which can therefore
be directly added to the Faces and V ertices arrays in C.1. The actual spatial
coordinates of the intersection points along a given edge are determined by making
use of a coordinate table (Table C.2) which can be used to relate the intersection
distance along an edge dn (i.e. a value in the range 0 - 1) to its spatial location, based
on the current i, j, k position of the cube within M . The algorithm first examines
the V ertices array to check if any of these coordinates have already been created
during the processing of previous cubes and if so records where in the V ertices they
occurred. If not then these coordinates are added to the end of V ertices as a new
row entry. The three row positions of the coordinates defining the face are then
added to the end of the Faces array as a new row entry, completing the definition
of the triangle.
If the length of the polygon string P is greater than 3 (as would be the situation
for the more complicated cube case of Figure C.5(b)), then it requires tessellating
into a collection of triangles in order to define the surface triangulation for the cube.
The tessellation begins by defining three vertices v1, v2, v3 (which will correspond
to the intersection points along the edges of P ) and initializing them with the dn
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(a)
(b)
Figure C.6: The procedure for adding edges to the polygon string P sequentially exam-
ining the next edges of the current edge until another valid edge is found. The process
repeats until the edge at the beginning of the polygon string is found. (a) The polygon
string is in fact a single triangle with Nedges = 3 and (b) the polygon string is an arbitrary
polygon with Nedges = 6.
values of the edges stored in P1, P2 and P3. The triangle thus defined with this
initialization is added to the Faces and V ertices arrays (using the same procedure
outlined previously) and a polygon string loop (Figure C.7) is then performed over
the remaining edges in the polygon string (i.e. Nedges − 3 times). For each loop
the vertex v2 is exchanged for v3, v3 is reassigned the next entry in the polygon
string and the resulting triangle is added to Faces and V ertices until the last edge
in the polygon string Pend has been assigned to a triangle. It can be observed in
Figure C.7 that v1 is not reassigned during the polygon loop and the 3D spatial
coordinate associated with this vertex will therefore be used by every triangle in the
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Table C.2: The coordinate lookup table used in the present algorithm to convert the
intersection distance along an edge to 3D coordinates based on the i, j, k position of the
cube within the 3D array.
Edge Intersection Point Coordinates
En vx vy vz
E1 i+ d1 j k
E2 i+ 1 j + d2 k
E3 i j + d3 k
E4 i+ d4 j + 1 k
E5 i j k + d5
E6 i+ 1 j k + d6
E7 i j + 1 k + d7
E8 i+ 1 j + 1 k + d8
E9 i+ d9 j k + 1
E10 i+ 1 j + d10 k + 1
E11 i j + d11 k + 1
E12 i+ d12 j + 1 k + 1
tessellation.
Figure C.7: The procedure for tessellating a polygon string with more than 3 edges. 3
vertices v1, v2, v3 and are initialized with P1, P2, P3 and a triangle is generated with these
vertices. The algorithm then loops as many times as there are edges remaining in the
polygon string, assigning the value of v3 to v2, reassigning v3 to the next unused edge in
P and adding the resulting triangle to the Faces and V ertices arrays.
On completion of this loop, the polygon has then been completely tesselated into
triangles. If the number of edges used in by the polygon Nedges is equal to Nvalid,
then this means that the cube has been completely triangulated. If however Nvalid
is greater than the amount processed in the polygon, then this means that there will
be more than one connected surface passing through the cube (cases 4, 5, 7, 8, 11,
13 and 14 in Figure C.2). The algorithm continues sequentially examining each edge
for validity until one is found, at which point it is assigned as the current edge and
added into a new polygon string (bearing in mind that the edges which were just
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used for the previous polygon string have now been made invalid, so that they can’t
be used more than once). The process of examining the next edges of the current
edge until a close polygon is formed and tessellating the polygon string into triangles
is repeated until the number of edges which have been used in all of the polygon
strings is equal to Nvalid. At this point the whole cube has been triangulated.
Figure C.8: An outline of the basic steps performed in the marching cubes algorithm used
in the present study.
To summarize on the algorithm, Figure C.8 outlines the major steps in the
loop. It is important to note that for a given dataset dimensions L,M,N in the
x, y, z directions respectively (which corresponds to the k space matrix size), then
the numerical values of the 3D coordinates in the vertex array will fall somewhere
in the range (i.e. 1 < vx < I, 1 < vy < J, 1 < vz < K). These coordinates alone are
of no meaning, but if the physical spacing between pixels in an image and between
slices in an array are known (as is the case with MRI data), then these properties of
the scan may be used to subsequently scale the respective x, y, z coordinates of the
vertices array so that a scale model of the circle of Willis can be obtained. To end
this discussion, Figure C.9 illustrates an example of the posterior afferent portion of
a circle of Willis, highlighting the connected surface triangulation produced by the
marching cubes algorithm.
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Figure C.9: An example of a surface triangulation of a 3D TOF array, illustrating a
portion of the circle of Willis.
Appendix D
Fluid Dynamics
D.1 Introduction
This purpose of this appendix is to provide an outline of the fluid mechanics re-
quired to model the cerebral hemodynamics of the circle of Willis. Initially, the
mathematical considerations for developing the governing equations will be covered
and the equations themselves will be derived from first principles. Subsequently, an
explanation of the discretization of the governing equations will be given, to provide
some insight as to how these equations are solved numerically.
D.2 Governing Equations
The first major consideration when attempting to model fluid motion is how to treat
the fluid substance mathematically. All fluids are composed of individual atoms
or molecules and hence one modelling approach, known as the molecular dynamics
approach, is to treat the fluid system of interest as a collection of molecules and apply
Newtons laws of motion directly to each molecule. Considering that in just 1cm3 of
air there are of the order of 1019 molecules however, even with the most powerful
computers the enormous amount of computation required to track each and every
particle in a fluid system means that in most applications the molecular dynamics
approach is not yet feasible. Another approach is to instead assume that the fluid is
a continuous substance. This assumption is known as the continuum approximation
and it is presumed that the fluid may be divided up an infinite number of times and
still remain a continuous substance. Rather than track the properties of each particle
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in the system, the continuum approximation yields volume averaged properties of
the fluid such as pressure, temperature or density. The continuum approximation is
valid in most applications of engineering interest, the criteria being that the physical
dimensions of the problem do not approach the same order of magnitude as the
molecular dimensions of the fluid. Rarefied gas flows such as the flow around a space
vehicle in the upper atmosphere, where the mean free path of the gas molecules can
approach dimensions of the vehicle (on the order of metres), illustrate one scenario
where the continuum approximation can break down. Furthermore in the study of
microfluidics, where fluid flow is modelled on an extremely small scale, illustrates
another scenario where the continuum approximation breaks down. When dealing
with blood flow, the continuum approximation is valid as long as the dimensions of
the problem of interest do not approach the scale of the red blood cells, at which
point the blood cannot be considered a homogeneous liquid but rather a suspension
of particles. As the diameter of a red blood cell is approximately 8µm and the
diameters of the arteries of interest for the present study are in the range of 1 −
5mm, the physical dimensions of the problem are approximately three orders of
magnitude higher than the dimensions of the red blood cell, hence the continuum
approximation may be applied. A third approach to modelling fluid behavior is
a phenomenological approach. This approach differs from the previous two in that
rather than attempt to represent the fluid behavior with an underlying mathematical
theory, empirical data is used to which mathematical functions may be fit. This
phenomenological approach is important when developing viscosity models for the
complex non-Newtonian nature of blood.
Another major consideration when developing the mathematical models of fluid
dynamics is how to represent the fluid system. The choice of system will affect the
way the governing equations are derived, and two descriptions exist. The first is
to define a region within the fluid and track its ‘fate’ as it moves with the flow.
As the region moves its boundaries may deform but it is a closed system as the
region always consists of the same fluid particles. This is known as a Lagrangian
description (Figure D.1). The alternative is to define a region which is fixed in space
and allow the fluid to move through it. In this case the region is an open system as
fluid particles can move into and out of the region. This is known as an Eulerian
description.
A final consideration involves the definition of the region of fluid and again there
are two possibilities. The first is to select an infinitesimal fluid element within the
D.2 GOVERNING EQUATIONS 297
flow field (Figure D.1). In this case it is assumed that the element is small enough
that the mathematical limiting processes of calculus are valid, but is large enough
that the element contains a sufficiently large number of molecules to maintain the
continuum approximation. Furthermore it must be assumed that the fluid properties
are continuous throughout the spatial domain. A second approach is to select an
arbitrary and finite sized volume from within the flow field, known as a control
volume. When a fluid element is used, the mathematical model takes the form of a
system of differential equations. If the control volume approach is used, a system of
integral equations results. Generally, the differential form is used when it is desired
to have a detailed description of properties throughout the fluid domain, given by
the continuous functions which are the solutions to the differential equations. The
integral form is used whenever the gross behavior over the control volume boundaries
is of interest, instead of the variation of fluid properties within the control volume.
It is important to note that whichever approach one uses to develop the governing
equations of fluid motion, all descriptions of the flow field, whether Eulerian or
Lagrangian, differential or integral form, describe the same physical flow field and
the equations resulting from each approach can hence be transformed between the
various forms through simple mathematical manipulations.
Figure D.1: Eulerian and Lagrangian viewpoints applied to a control volume and an
infinitesimal fluid element. The Lagrangian viewpoint involves tracking the respective
region of fluid from the left to right with the flow and no mass crosses the system boundary.
The system boundary with the Eulerian description is fixed in space and fluid moves into
and out of the system.
For the present study the control volume approach is used to develop the gov-
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erning equations because it is the integral form of the resulting equations which the
discretization method is based on. The governing equations result from the applica-
tion of the physical principals of the conservation of mass, momentum and energy
to the control volume. Since the resulting three equations all have a similar form
it is convenient to develop a generic equation for an arbitrary property of the fluid,
using the Reynolds Transport Theorem, and subsequently substitute the properties
of mass, momentum and energy to arrive at the final form of the equations. Before
proceeding an important operator in fluid mechanics must be introduced, namely
the total or Stokes derivative:
D
Dt
≡ ∂
∂t
+ u
∂
∂x
+ v
∂
∂y
+ w
∂
∂z
=
∂
∂t
+ u · ∇ (D.1)
where u is the 3D velocity vector containing components u, v, w in the x, y and z
directions respectively. The total derivative represents the total rate of change of a
fluid property and includes two terms. The first term is an unsteady term, resulting
from the temporal rate of change of a fluid property. The second term is known as
the convective term and arises due to the change in a fluid property from a change
in spatial location within the fluid flow.
D.2.1 Reynolds Transport Theorem
Consider the Eulerian control volume CV located within the flow field of Figure D.2
and bounded by the solid line which represents the control surface (CS). At a certain
time t0 the fluid system is contained entirely within the control volume and there will
be certain quantities of extensive properties such as mass, momentum and energy
contained within it. All of these properties may be generalized by introducing the
arbitrary variable Φ. At some time t0 + ∆t later the Lagrangian system will have
moved with the flow and the system boundaries (shown by the dashed line) will no
longer coincide with the control volume. The total rate of change of the property Φ
for the system is given as:
DΦ
Dt
∣∣∣
system
= lim
∆t→0
(
Φsystem(t0 +∆t)− Φsystem(t0)
∆t
)
(D.2)
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Figure D.2: A flow field moving through a control volume.
where within the limit as ∆t → 0, the Lagrangian system will coincide with the
Eulerian control volume [65]. At the time t0 + ∆t the system is composed of the
regions ΦA + ΦCV − ΦB and hence the total rate of change becomes:
DΦ
Dt
∣∣∣
system
= lim
∆t→0
(
ΦCV (t0 +∆t) + ΦA(t0 +∆t)− ΦB(t0 +∆t)− ΦCV (t0)
∆t
)
(D.3)
which may be separated into:
DΦ
Dt
∣∣∣
system
= lim
∆t→0
(
ΦCV (t0 +∆t)− ΦCV (t0)
∆t
)
+ lim
∆t→0
(
ΦA(t0 +∆t)
∆t
)
− lim
∆t→0
(
ΦB(t0 +∆t)
∆t
) (D.4)
The first term on the right hand side of (D.4) represents the accumulation of the
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property Φ within the control volume and becomes:
lim
∆t→0
(
ΦCV (t0 +∆t)− ΦCV (t0)
∆t
)
=
∂ΦCV
∂t
=
∂
∂t
∫
CV
ρ φ dV (D.5)
which is the time rate of change of the volume integral of the intensive form of the
property φ and ρ is the fluid density. The two remaining terms on the right hand
side of (D.4) represent fluxes of φ into and out of the system respectively which
becomes:
lim
∆t→0
(
ΦA(t0 +∆t)
∆t
)
− lim
∆t→0
(
ΦB(t0 +∆t)
∆t
)
= Φ˙out − Φ˙in =
∫
CS
ρ φu · dA (D.6)
where dA is the elemental area vector, of magnitude dA and normal to the control
surface CS The total rate of change for the extensive property Φ of the system thus
becomes:
DΦ
Dt
∣∣∣
system
=
∂
∂t
∫
CV
ρ φ dV +
∫
CS
ρ φu · dA (D.7)
which is the Reynolds Transport Equation [80]. Using (D.7) to apply the principals
of conservation of mass, momentum and energy involves the substitution for the
intensive property φ:
Φ =


mass
momentum
energy

 φ =


1
u
e

 (D.8)
where e is the internal energy, which may be related to the fluid temperature T .
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The total rate of change of Φ for the three respective cases is thus:
DΦ
Dt
∣∣∣
system
=


0∑
Fexternal
Q˙− W˙

 (D.9)
where
∑
Fexternal represents the sum of the external forces acting on the control
volume and Q˙ and W˙ represent the heat and work input and output from the fluid
respectively. The conservation of mass principal means physically that the amount
of mass accumulating within the control volume is equal to the net rate of mass flow
into it. The conservation of momentum principal is Newtons second law of motion
which states that the sum of the external forces on the control volume is equal to
the rate of change of momentum within it. The conservation of energy principal is
the first law of thermodynamics which states that the heat input and work output
is equal to the rate of change of internal energy.
For a compressible non-Newtonian fluid there are seven variables required to
completely describe the flow; the fluid density ρ, the three velocity components
u, v and w, the thermodynamic pressure p, the temperature T , and the apparent
viscosity η. In order to solve for the seven unknowns, seven equations are required.
Five equations can be obtained from the Reynolds transport equation, the remaining
two being phenomenological models which relate the fluid viscosity and density to
the fluid temperature, pressure and velocity, thereby closing the system. All liquids,
including blood, can be treated as incompressible for practical purposes, meaning
that the density is decoupled from the fluid pressure. As there is no significant heat
transfer within the arteries of the circle of Willis, the phenomenological density and
viscosity models need not be functions of temperature. The blood density is hence a
constant and the viscosity is decoupled from the fluid temperature. The implication
of this is that the energy equation will not affect the flow field in any way, as it
is decoupled from the other flow variables. Consequently, only the conservation of
mass and momentum equations are required to completely describe the flow (along
with the viscosity model) and only the derivation of these equations will be given.
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D.2.2 Conservation of Mass and Momentum
Using the Reynolds transport equation, the conservation of mass (continuity) equa-
tion becomes:
∂
∂t
∫
CV
ρ dV +
∫
CS
ρu · dA = 0 (D.10)
Since blood is being modelled as incompressible however the first term on the right
hand side of (D.7) is zero leaving:
∫
CS
ρu · dA = 0 (D.11)
For the conservation of momentum equation the Reynolds transport equation gives:
∂
∂t
∫
CV
ρu dV +
∫
CS
ρuu · dA =
∑
Fexternal (D.12)
The external forces acting on the fluid can be separated into body forces, which act
over the whole fluid volume and surface forces, which act on the fluid boundaries.
Body forces can arise due to gravity, electromagnetic effects or phenomenological
lumped parameter effects such as porosity for example. For the present study it
is only the last example which will be incorporated as a lumped parameter body
force term to couple the effects of cerebrovascular resistance (CVR) to the governing
equations by defining:
∑
Fbody =
∫
CV
−η CV Ru dV (D.13)
which is essentially Darcy’s law for porous media, assuming laminar flow [30].
Evaluation of the surface forces requires considerably more effort and to begin,
it is convenient to consider the infinitesimal fluid element shown in Figure D.3. The
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Figure D.3: Stress components acting on an infinitesimal fluid element.
surface forces acting upon the element are caused by the thermodynamic pressure
within the fluid and the effects of viscosity. Thermodynamic pressure will act on
the fluid even if it is not in motion and will always be normal and inward to the
surface of the fluid element. The viscous forces arise due to deformation of the fluid
element and are caused only when the fluid is in motion. The viscous forces create
stresses which can act both normal and tangential to the surface of the element and
the stress components define a second order tensor:
τ =


τxx τxy τxz
τyx τyy τyz
τzx τzy τzz

 (D.14)
It now remains to relate the viscous stresses to the velocity components u, v, w
and the viscosity η, using appropriate constitutive equations and thereby closing the
system. When a fluid is in motion, every point within the fluid is generally displaced
to a new spatial location with time. It is the relative motion between points within
the fluid which causes deformation. If the velocity vector field is known as a function
of space and time u(x, y, z, t), then the motion of the fluid is completely described.
There are then kinematic expressions for the relative motion between points within
the fluid which can be derived, relating the deformation to the velocity field.
In order to develop the kinematic expressions for the various types of motions
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Figure D.4: Relative displacement between two points, A and B within a flow field.
consider the two points A and B existing within a general flow field (Figure D.4)
[130]. Due to the presence of the velocity field, point A will be displaced to point A′
in a period of time dt by a distance s = udt, where u is the velocity vector at point
A. Similarly point B will be displaced to a point B′ during the period of time dt, but
since B is separated in space from A by a distance dr, the velocity field at that point
will be u+du and hence the displaced distance will be s+ds = (u+du) dt. Taking
a first order Taylor expansion for the velocity vector at point B, the components
are:
u + du = u +
∂u
∂x
dx +
∂u
∂y
dy +
∂u
∂z
dz
v + dv = v +
∂v
∂x
dx +
∂v
∂y
dy +
∂v
∂z
dz
w + dw = w +
∂w
∂x
dx +
∂w
∂y
dy +
∂w
∂z
dz
(D.15)
which may be written in a more compact vector form as:
u+ du = u+∇u · ds (D.16)
where the ∇ operator applied to the vector u is known as the dyadic product and
D.2 GOVERNING EQUATIONS 305
defines the second order tensor:
∇u =


∂u
∂x
∂u
∂y
∂u
∂z
∂v
∂x
∂v
∂y
∂v
∂z
∂w
∂x
∂w
∂y
∂w
∂z


≡
∂ui
∂xj
(D.17)
The relative motion between points A and B, responsible for the fluid deforma-
tion is (u+ du)− u = du, hence ∇u is known as the rate of deformation tensor. A
useful result in tensor algebra is that every tensor can be uniquely expressed as the
sum of a symmetric and an anti-symmetric tensor and for reasons that will become
apparent shortly, it is convenient to separate ∇u into the symmetric rate of strain
tensor ǫ defined as:
ǫ =


∂u
∂x
1
2
(
∂u
∂y
+ ∂v
∂x
)
1
2
(
∂u
∂z
+ ∂w
∂x
)
1
2
(
∂u
∂y
+ ∂v
∂x
)
∂v
∂y
1
2
(
∂v
∂z
+ ∂w
∂y
)
1
2
(
∂u
∂z
+ ∂w
∂x
)
1
2
(
∂v
∂z
+ ∂w
∂y
)
∂w
∂z

 (D.18)
or adopting the Einstein summation notation:
ǫij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(D.19)
The anti-symmetric tensor is known as the rate of rotation tensor ω and is defined
as:
ω =


0 1
2
(
∂u
∂y
− ∂v
∂x
)
1
2
(
∂u
∂z
− ∂w
∂x
)
−1
2
(
∂u
∂y
− ∂v
∂x
)
0 1
2
(
∂v
∂z
− ∂w
∂y
)
−1
2
(
∂u
∂z
− ∂w
∂x
)
−1
2
(
∂v
∂z
− ∂w
∂y
)
0

 (D.20)
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or in summation notation:
ωij =
1
2
(
∂ui
∂xj
−
∂uj
∂xi
)
(D.21)
In order to understand the reason behind the separation of the rate of deforma-
tion tensor in this manner, it is necessary to consider the physics of the fluid motion.
Because of the linearity of (D.16) the velocity at a point within the fluid may be
separated into four different types of motion, which may be superimposed to obtain
the total motion of the fluid. In order to develop the kinematic expressions to relate
the velocity field to the viscous stresses, it is useful to consider these different types
of motion separately. The different movements are due to the presence of both the
velocity of the fluid, and velocity gradients within the fluid.
The four general types of motion are shown in Figures D.5(a) - D.5(d). While
the various motions are physically 3D, they are depicted here in 2D for simplicity. It
is important to note that the corners of the fluid element represent points within the
flow field, hence when the element’s size or shape is altered there is a relative motion
between points within the fluid, hence a deformation of the fluid. Figure D.5(a)
illustrates the first of the four types of fluid motion, namely a rigid body translation.
This type of motion is unique among the four types of motion in that it arises due
to the presence of the velocity field u, not the velocity gradients contained within
∇u. In this case the fluid element retains both its size and shape. The second type
of motion (Figure D.5(b)) is a rigid body rotation, where similar to the rigid body
translation the fluid element retains both its size and shape and is not deformed,
but the motion arises due to the presence of velocity gradients within the fluid. For
small rotations the angle θ1 is given as:
θ1 ≈ tan θ1 =
BB′
AB
=
v(B)∆t
AB
(D.22)
where v(B) is the velocity in the y direction at point B. Taking the first order Taylor
expansion for the velocity at B:
v(B) ≈ v(A) +
∂v
∂x
AB (D.23)
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(a) (b)
(c) (d)
Figure D.5: Types of Motion a Fluid Element May Undergo. (a) Translation, (b) Rota-
tion, (c) Dilation and (d) Distortion
where v(A) is the velocity in the y direction at point A. Noting that v(A) is zero
and simplifying (D.23) the angle θ1 is becomes:
θ1 =
∂v
∂x
∆t (D.24)
Dividing by ∆t and taking the limit as ∆t→ 0:
lim
∆t→0
∆θ1
∆t
= θ˙1 =
∂v
∂x
(D.25)
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Using the same reasoning, the time rate of change of the angle θ2 is:
θ˙2 =
∂u
∂y
(D.26)
On a physical basis the angular velocity of the fluid element about a given axis
is defined as the net average rate of anticlockwise spin of the fluid element and for
the particular case illustrated in Figure D.5(b), the angular velocity in the xy plane
(i.e. about the z axis) ωxy is defined as:
ωxy =
1
2
(
θ˙1 − θ˙2
)
=
1
2
(
∂v
∂x
−
∂u
∂y
)
(D.27)
where it can be observed that (D.27) is a component of the rate of rotation tensor.
Extending the motion of the fluid element to 3D, the overall rotation of the fluid
element is hence captured by the rate of rotation tensor. The third type of motion
(Figure D.5(c)) is known as a dilation, where the fluid element retains its shape but
its volume may increase or decrease due to the presence of velocity gradients within
the fluid. For small deformations, and considering a dilation in the x direction, the
rate of dilation will be ∂u
∂x
, which is the first component in the rate of strain tensor.
Extending the motion of the fluid to 3D, the overall dilation of the fluid element
is captured by the trace of the rate of strain tensor. The fourth type of motion
(Figure D.5(d)) is a distortion of the fluid element, where the volume of the element
is preserved but its shape is altered by the presence of the velocity gradients within
the fluid. Again on physical grounds the rate of strain for the fluid element is defined
as the average of the two rates of change of the angle, and using similar reasoning
for the rate of change of the angle defined for the rotation in the xy plane, the rate
of strain in the xy plane ǫxy is defined as:
ǫxy =
1
2
(
θ˙2 + θ˙1
)
=
1
2
(
∂u
∂y
+
∂v
∂x
)
(D.28)
where it can be observed that (D.28) is an off diagonal component of the rate of
strain tensor. Extending the motion of the fluid element to 3D, the overall strain
is captured by the off diagonal elements of the rate of strain tensor. It should
be apparent that only the fluid element dilation and distortion result in a relative
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displacement between points in the fluid and it is therefore only these two types
of motion which will cause the viscous stresses. Furthermore, both of these types
of motion are captured within the rate of strain tensor. Since the rate of rotation
tensor (associated with the rigid body translation) involves no relative displacement
between points in the fluid it will therefore cause no stresses on the fluid element
and can subsequently be ignored. It is therefore proposed that the viscous stresses
acting on a general fluid element are a function of the rate of strain tensor [130],
defined as:
τij = λ δijǫij + 2η ǫij (D.29)
where δij is the kronecker delta, and λ is the bulk viscosity of the fluid. For all
liquids however, including blood, the density of the fluid is constant and the volume
dilation is equal to zero. The first term in (D.29) then becomes zero leaving the
constitutive relation between stress and rate of strain as:
τij = 2η ǫij (D.30)
For incorporation into the momentum equation the sum of external surface forces
is:
∑
Fsurface =
∫
CS
−p I · dA+
∫
CS
τ · dA (D.31)
where I is the identity matrix. At this point it is convenient to manipulate both
the pressure and viscous terms in order to simplify their discretization of the final
form of the momentum equation. This simplification is done via Gauss’s divergence
theorem:
∫
A
q · dA =
∫
V
∇ · q dV (D.32)
where q may be a vector or tensor quantity and the ∇· operator indicates the
310 APPENDIX D FLUID DYNAMICS
divergence of q. Applying the divergence theorem to the viscous term, the stress
tensor is transformed to:
∫
CS
τ · dA =
∫
CV
∇ · τ dV (D.33)
Incorporating the constitutive relation between stress and rate of strain the integral
becomes:
∫
CV
∇ · τ dV =
∫
CV
2η∇ · ǫ dV (D.34)
Taking the divergence of the rate of strain tensor and noting the equivalence of
mixed derivatives:
∇ · ǫ =
∂
∂xi
(
1
2
(
∂ui
∂xj
+
∂uj
∂xi
))
=
1
2
(
∂
∂xi
(
∂ui
∂xj
)
+
∂2uj
∂x2i
)
=
1
2
(
∂
∂xj
(
∂ui
∂xi
)
+
∂2uj
∂x2i
) (D.35)
Since the ∂ui
∂xi
term is the volume dilation ∇ · u, and is zero for an incompressible
fluid such as blood, the divergence of the rate of strain tensor becomes:
∇ · ǫ =
1
2
∂2uj
∂x2i
=
1
2
∇2u (D.36)
Substituting back into the right hand side of (D.34) and again making use of the
divergence theorem:
∫
CV
η∇2u dV =
∫
CV
η∇ · (∇u) dV =
∫
CS
η∇u · dA (D.37)
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Hence, the complete momentum equation thus becomes:
∂
∂t
∫
CV
ρu dV +
∫
CS
ρuu · dA =
∫
CS
η∇u · dA−
∫
CS
p I · dA−
∫
CV
η CV Ru dV (D.38)
D.3 Discretization
The governing equations of fluid mechanics form a complex system to which there
is generally no analytical solution, apart from a small number of simplified cases.
In order to remedy this problem numerical methods are used where the continuous
fluid domain is divided into discrete points or regions and the governing equations
are then applied to each point or region. The result is a coupled system of algebraic
equations which may be solved to provide an approximate solution to the governing
equations. There are three basic methods which are used in practice to discretize
the governing equations; the Finite Difference method, the Finite Element method,
and the Finite Volume method.
The finite difference method is applied to the differential form of the govern-
ing equations, whereby the derivatives are replaced by finite difference equations at
nodal points within the fluid domain, resulting in a system of algebraic equations.
The drawback of the finite difference method is that it requires a rectangular struc-
tured grid with which to apply the finite difference equations. It is still possible to
use this method on grids that are not structured as long as it is possible to apply a
transformation such that it may be mapped onto a structured grid. As the geometry
becomes increasingly more complex, so too does the transformation and in many
cases (including the complex geometry of the circle of Willis) it becomes difficult,
if not impossible, to calculate them. The remaining two methods are based on the
integral form of the governing equations, which have the advantage that they may
be used on unstructured grids.
The finite element method is based on the choosing of shape functions, which
assume a variation of φ within a cell, based on the values stored at its nodal points.
Furthermore, by assuming φ to be the approximate solution of φ, there will be a
residual in the governing equations which the finite element method integrates over
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the fluid domain and sets to zero (in a weighted sense, related to the shape functions)
in order to produce a system of algebraic equations.
For the present study it is the last method, namely the finite volume method,
which has been chosen and it is the purpose of the remainder of this appendix to
explain how it is implemented.
The Reynolds Transport equation, written for an arbitrary variable φ (D.7) may
be further generalized:
∂
∂t
∫
CV
ρ φ dV +
∫
CS
ρ φu · dA =
∫
CS
Γ∇φ · dA+
∫
CV
S dV (D.39)
where Γ is known as the diffusivity and S represents a source of the property Φ.
Hence, the four terms in the transport equation are the unsteady, convective, dif-
fusive, and source terms from left to right respectively. With the continuity and
momentum equations developed thus far the diffusivity and source terms are:
Φ =
(
mass
momentum
)
φ =
(
1
u
)
(D.40)
Γ =
(
0
η
)
S =
(
0
η uCV R−∇p
)
where it can be noted that for the continuity equation most of the terms are zero,
and for the momentum equation the pressure term has been included with the
source term via an application of the divergence theorem. One important issue,
worthy of mention at this point, is that of turbulence modelling. Theoretically
the conservation of mass and momentum principals encompass all of the physics
required to describe fluid flow, including its turbulent nature. Turbulence however,
can occur on scales as small as the micron and millisecond spatial and temporal scales
respectively, and when the governing equations are discretized over the spatial and
temporal domains the spatial grids and the timestep sizes are quite often too large
to accurately capture turbulent phenomena. When a particular flow of interest is
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known to be turbulent, turbulence models may be incorporated as extra equations
to be solved with the continuity and momentum equations. These take the form of
the generalized transport equation (D.39), where the number of separate equations
depends upon the particular turbulence model used. It is known however that blood
flow is laminar throughout the body except in the aortic arch, and occasionally in
regions around stenosed blood vessels. Consequently, the blood flow throughout
the circle of Willis has been assumed to be laminar and no turbulence models have
been implemented for the present study. The usual reason for defining the Reynolds
transport equation is that it can be readily extendible to other governing equations
such as the energy equation, turbulence equations, or species transport equations.
In order to initiate the discretization process it is convenient at this point to
ignore the discretization of the unsteady term in (D.39), focusing on the spatial
discretization of φ and then returning to the temporal discretization at a later stage.
The application of the spatially discretized Reynolds transport equation to a single
cell c takes the form:
∂
∂t
∫
CV
ρ φ dV +
∑
f
ρ φf uf ·Af =
Nfacenb∑
f
Γf (∇φ)f ·Af + Sc Vc (D.41)
where the subscripts c and f refer to cell centroid and face centroid values respec-
tively (whose significance will be discussed shortly) and f is summed over the number
of faces Nfacenb comprising the cell c. The important point to note is that the surface
integrals have been discretized as a summation of the face fluxes across a cell and
the volume integrals have been discretized as a multiplication by the cell volume.
The application of (D.41) to every cell in the domain yields a coupled non-linear
system of algebraic equations. In order to understand how this system is solved it is
most intuitive to initially examine the end matrix form of the equations, and then
delve into how this form is actually generated. Since the face centroid values of a
given variable will ultimately be related to the cell centroid values of neighbouring
cells, the discretized equation applied to a given cell c may be linearized to a form
which relates the scalar φc, stored at the centroid of cell c, to the values φn stored
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at the centroids of its neighbors n:
acφc =
Nneighbours∑
n
anφn + bc (D.42)
where ac and an are coefficients of φc and φn respectively and bc contains ‘known’
quantities. When the discretized equation is applied to every cell in the domain the
resulting system of equations takes the form:
Aφ = b (D.43)
where A is a diagonally dominant sparse matrix, and b is a column vector containing
the known quantities and φ is the solution vector. Although this resulting system
of equations is linear and A could be inverted to provide the solution vector φ, the
amount of memory required to invert a matrix is usually computationally prohibitive
for practical problems. Furthermore, it is an inefficient use of computer memory to
store all the entries in a sparse matrix when the majority of the entries, except those
centered about the main diagonal, are zero. As a result, iterative methods are used
to solve (D.43) and the method used for the present study is a point-implicit Gauss-
Seidel method [79]. This method involves taking an initial ‘guess’ at the solution
vector φm and looping over every cell in the computational grid, updating the values
of φ. The updated value for φp for the current iterative step m+ 1 is given by:
φm+1c = φ
m
c +
α
ac
(
c−1∑
n=1
anφ
m+1
n +
Ncells∑
n=c+1
anφ
m
n + b
m
c
)
(D.44)
where Ncells is the number of cells in the domain and α is an under-relaxation factor
for φ. While the bracketed term in (D.44) is the standard Gauss-Seidel method for
computing the new values of φc the present study includes under-relaxation. In this
case the new value of φ is multiplied by an under-relaxation factor α (taking a value
between 0 and 1) which is then added to the old value for φ. This is to prevent
new values of φ from altering drastically between iterations. The first part of the
bracketed term in (D.44) involves values of φn from the current iteration step. This
is an important feature of the Gauss-Seidel method, that once a new approximation
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of φc has been computed, it is used immediately in subsequent calculations. The
iteration process may continue until the difference between φm+1 and φm reaches
a specified convergence tolerance. If the momentum equation is considered, then φ
contains the three velocity vector components u, v, and w in the x, y and z directions
respectively. Using what is known as a segregated-implicit solver, the Gauss-Seidel
method is applied to each velocity component separately, resulting in three separate
matrix equations to solve. The segregated term means that these flow variables
are each solved separately, and the implicit term signifies that each flow variable is
related to the value in its neighboring cells.
The transition between the initial application of the discrete transport equation
(D.41) and the linearized form in (D.42) requires a substantial amount of work, and
it remains to pay some attention as to how the calculation of the a and b terms for
every cell is achieved. Before delving in to the complexities however, it is important
to understand how the flow field data is stored in the computational grid.
Figure D.6: Tetrahedral, hexahedral, wedge and pyramid cell types used in unstructured
grids.
One of the attractive features of the FVM is its applicability to unstructured
grids, which are heavily employed in CFD problems. Generally there are four basic
types of 3D cells used; tetrahedral, hexahedral, wedge, and pyramid cells (Figure
D.6), all of which may vary in size and shape and be used in various combinations
within a domain. It should be noted that the FVM is not restricted to these four
cell types and any convex polyhedra can generally be used. Using what is known as
a co-located scheme, the continuous flow variables u, p, and other scalars are stored
at the centroid of each cell (Figure D.7). As was illustrated in the discretization
procedure however, the integration over the surface of a control volume is replaced
by the summation over the faces of the cell, and in this case the values at the
face centroid are required. The face centroid values are interpolated based on the
values stored at the centroids of the two neighbouring cells sharing that face, but
the important aspect is that because the faces are shared between cells, they are
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better thought of entities in their own right, rather than belonging to a cell. In using
what is known as a face based data structure, the face, cell, and vertex connectivity
is defined by a Face array F and a Vertex array V . For the faces f1 to f4 in the
portion of a computational grid illustrated in Figure D.7 this would take the form:
F =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
V1 V2 V3 V4 , C1 C2
V1 V5 V6 V2 , C3 C4
V1 V2 V7 V8 , C1 C3
V1 V9 V10 V2 , C4 C2
.
.
.
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
V =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x1 y1 z1
x2 y2 z2
x3 y3 z3
x4 y4 z4
x5 y5 z5
.
.
.
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(D.45)
where the length of F is the number of faces in the computational grid Nfaces.
V stores a list of the spatial coordinates of all of the vertices comprised in the
computational grid and the first four entries in a particular row in F each provide a
pointer to a particular row in V , defining the vertices that the given face is comprised
of. Note that the four vertex pointers illustrated in F imply quadrilateral faces,
whereas triangular faces would only require three vertex pointers to define a face.
The remaining two entries in a given row of F are pointers to a cell array C which
identify the two cells sharing the given face. Entries in C store the flow field data
at the cell centroid, and other variables and coefficients associated with the solution
process. In order to solve the linearized discrete transport equation in (D.42), the
connectivity information between neighbouring cells must also be stored explicitly,
and assuming that a given cell c has n neighbours, then the total amount of storage
St required would be:
St =
Ncells∑
c=1
nc (D.46)
One convenient method for storage of the cell connectivity information is to let
the cell array C be of length Ncells+1, and let C(1) = 1 and C(c) = C(c−1)+nc−1.
Furthermore a neighbour array Nb of length St can be defined, which stores the
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pointers back into the cell array C. Therefore, for a given cell c, indices in the
cell array C of its neighbouring cells can be found in the Nb array at the locations
Nb(C(c)) to Nb(C(c + 1)) [107]. To illustrate via example, for the cells c1, c2, c3
and c4 in Figure D.7, the portions of the cell array and neighbour array would take
the form:
C = |1 5 9 13... | (D.47)
Nb = |3 2 5 12 4 7 6 1 10 4 1 11 9 8 2 3... | (D.48)
where it can be seen that the regular spacing between entries in C occurs because
each cell has four neighbours. This storage strategy therefore implies that for cell
c1, the indices of its neighbouring cells are located in Nb(1 − 4) and for cell c2 in
Nb(5− 8) and so on.
Figure D.7: An example portion of a hexahedral grid, illustrating the relationship between
cell centroids, face centroids, and vertices.
Although the end results of the simulation are the pressure and velocity values at
the cell centroids of all of the cells comprising the fluid domain, face centroid values
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are also stored and part of the solution process involves looping over all of the faces
in the domain, before performing the loop over all of the cells in a Gauss-Seidel
iteration. As can be observed in (D.41) the discretized convective and diffusive
terms incorporate the face centroid values of φ and ∇φ whereas the source term and
(as will be explained later) the unsteady term incorporate the cell centroid values of
φ. All of these terms form parts of the a and b terms for a given cell, but the most
logical way to understand their incorporation into the linearized form of (D.42) is to
first consider their individual contributions separately and then assemble the overall
result.
D.3.1 Evaluation of the Convective Term
Figure D.8: The effect of convective on the propagation of φ through the domain.
Considering first the convective term, the presence of the face value of φ neces-
sitates the use of an interpolation scheme to relate the face value to the cell centroid
values of neighbouring cells. One method available is to use a central differenc-
ing scheme, where φf is taken as the average of the cell centroid values of the two
neighbouring cells, another is to use an upwinding scheme. To understand the idea
behind upwinding, consider the face f , shared by the two cells c0 and c1 illustrated
in Figure D.8. In the case of pure diffusion (i.e. where the convective term would
be zero), φ will spread through the domain equally in all directions (shown by the
concentric circles in Figure D.8) and is a function of the diffusion coefficient Γ. Since
the convective term includes the velocity of the flow u, it effects the transport equa-
tions such that the flow variables will spread throughout the domain more strongly
in the downstream direction (shown by the ellipses in Figure D.8). This means that
the face value of φ will be a stronger function of the value stored at the centroid
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of the upstream cell and it is the upwinding scheme which specifies this function.
While there are numerous upwinding schemes available for evaluating the face value
of φ, for the present study a second order upwind scheme is implemented [2, 107],
where the face value of φ is interpolated linearly from the upstream cell as:
φf = φcup +∇φcup ·∆rup (D.49)
where ∇φcup is the cell gradient of the upstream cell and ∆rup is the vector from the
cell centroid to the face centroid. As an aside, the first order upwind scheme would
set the face value of φ to be equal to the cell centroid value of the the upstream
cell (i.e. neglecting the second term on the right hand side of (D.49)), but the
’numerical diffusion’ introduced by this method tends to ’smear’ velocity gradients
and may cause a misrepresentation of the flow field in the final solution. By defining
the face mass flowrate Mf as ρuf · Af , and using a central difference method to
interpolate the face centroid velocity (i.e. approximating the face centroid velocity
as the average of the cell centroid velocities of the two neighbouring cells), the
convective flux across the face f in Figure D.8) is given as:
ρ φf uf ·Af = max(Mf , 0) (φc0 +∇φc0 ·∆r0) +max(−Mf , 0) (φc1 +∇φc1 ·∆r1)
(D.50)
It is important to note that the face area vector Af used in the calculation of Mf
is directed from c0 towards c1, such that the upwind direction can be identified
via (D.50). The cell gradients ∇φc are calculated by making use of the Divergence
Theorem:
∇φc =
1
Vc
Nfacenb∑
f
φfAf (D.51)
where φf is calculated using a central difference method. If the momentum equation
is under consideration, then φf is uf . This means that computing the face values of
φf and the cell gradients, requires a prior knowledge of uf , but this is what is being
solved for. Furthermore, it is not possible to simply set uf equal to φf , or to directly
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substitute (D.51) into (D.50) as this would make the resulting system of equations
non-linear and therefore unsolvable. The solution to this is to treat uf and hence
∇φc explicitly, meaning that the computed values from the previous iteration m are
used to compute the face mass flowrates and hence φf .
When including the contribution of the convective term to the a coefficients for
each cell, an initial face loop is performed before a Gauss-Seidel iteration, looping
over all of the Nfaces in the domain. During this face loop, the term involving
the cell centroid value of φc is treated implicitly and hence incorporated into the a
coefficient, while the implicit treatment of the term involving the cell gradient ∇φc
means that it is incorporated into the b term, such that the overall contributions
are:
ac0 = max (Mf , 0) ac1 = max (−Mf , 0) (D.52)
bc0 = max(Mf , 0) (∇φc0 ·∆r0) bc1 = max(−Mf , 0) (∇φc1 ·∆r1) (D.53)
where the subscripts c0 and c1 are the pointers in the Face array F pointing to the
two cells in the cell array C that share the face f .
D.3.2 Evaluation of the Diffusive Term
Figure D.9: Two tetrahedral cells (depicted in 2D for simplicity), illustrating the area
and unit vectors used in the calculation of the diffusive term.
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Evaluation of the diffusive term in the transport equation requires the evaluation
of the gradient of φ at the face ∇φf , and in order to understand how this is achieved,
consider the cell c0 shown in Figure D.9, illustrated in 2D for simplicity. These cells
are considered non-orthogonal since the line joining the cell centroids ∆s is not
normal to their common face f . This feature complicates the calculation of the
diffusive term in that there will be two components to the diffusive flux across a
face, one in the direction es between cell centroids, and the other in the direction
en in the plane of the face f . To account for both of these terms, and assuming a
linear variation in ∇φ between cell centroids, the diffusive flux can be defined as:
Γf∇φf = Df (φc1 − φc0) + Ef (D.54)
where Df is known as the primary diffusive flux, taking into account the diffusion
in the direction of es and defined as:
Df =
Γf
∆s
Af ·Af
Af · es
(D.55)
and Ef is known as the secondary diffusive flux, taking into account the diffusion
in the direction of en and defined as:
Ef = Γf
(
Af · ∇φf − es · ∇φf
Af ·Af
Af · es
)
(D.56)
which is effectively the difference between the total and the primary diffusion. It
can be observed in (D.56) that the value of ∇φf is still required in order to evaluate
the secondary diffusion term, but it is calculated in a way that makes the secondary
diffusion term explicit in the solver procedure. The gradient of φ at the face can be
related to the cell centroid gradient values at the two cells sharing the face f as:
∇φf =
∇φc0 +∇φc1
2
(D.57)
where the cell gradients∇φc are calculated by making use of the Divergence Theorem
as in (D.51). Using what is known as a node-based gradient reconstruction, the face
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value of φ is computed from values at the vertices of the given face [78]. The node
based evaluation is known to be more accurate for tetrahedral cells [2] and it is
hence this method which is used for the present study. Since φ is not stored at
the vertices an interpolation is required to determine each vertex value based on
the values stored at the centroids of the neighboring cells. For the vertex based
evaluation the face value of φ is given as:
φf =
1
Nvertexnb
Nvertexnb∑
v
φv (D.58)
where φv is the value of φ at a particular vertex v on a face, the total number of
which is Nvertexnb.
Figure D.10: Tetrahedral cells depicted in 2D for simplicity, illustrating the relation be-
tween the vertex values of cp and the values at the centroids of its neighbors in order to
calculate the face value of φ.
Consider the cell c0 in Figure D.10, shown in 2D for simplicity. The nodal values
of φ are base on a weighted average of the values of φ stored at the centers of the
neighboring cells which is given as:
φv =
Ncellnb∑
c
wcφc
Nneighbors∑
c
wc
(D.59)
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where wc are the weighting coefficients. Determining the weighting coefficients is an
optimization problem and for each node it is possible to define the Laplacian in the
x, y, and z directions [46, 125] as:
L (xv) =
Ncellnb∑
c
wc (xc − xv) (D.60)
L (yv) =
Ncellnb∑
c
wc (yc − yv) (D.61)
L (zv) =
Ncellnb∑
c
wc (zc − zv) (D.62)
where Ncellnb is the number of cells neighboring the particular vertex. It is also
possible to define a cost function Cs for the weighting functions given as:
Cs =
Ncellnb∑
c
(1− wc)
2 (D.63)
because it is desirable to keep the weighting functions as close to 1 as possible. It
therefore remains to minimize (D.63) subject to the constraints of (D.60 - D.61) and
this can be achieved through the method of Lagrange multipliers :
Cs = λxL (xv) + λyL (yv) + λzL (zv) (D.64)
where λx, λy and λz are the three Lagrange multipliers for three constraints to
the optimization problem. Applying the method of Lagrange Multipliers to the
gradients for the cost function and the constraints gives:
∂Cs
∂wci
= λx
∂L (xv)
∂wci
+ λy
∂L (yv)
∂wci
+ λz
∂L (zv)
∂wci
(D.65)
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which provides a system of equations which may be solved for the three Lagrange
multipliers to give:
λx =
−Ix
(
IyyIzz − I
2
yz
)
+ Ix (IxyIzz − IxzIyz)− Iz (IxyIyz − IyyIxz)
Ixx
(
IyyIzz − I2xy
)
− Ixy (IxyIzz − IxzIyz) + Ixz (IxyIyz − IyyIxz)
(D.66)
λy =
Ix (IxyIzz − IxzIyz)− Iy (IxxIzz − I
2
xz) + Iz (IxxIxy − IxyIxz)
Ixx
(
IyyIzz − I2xy
)
− Ixy (IxyIzz − IxzIyz) + Ixz (IxyIyz − IyyIxz)
(D.67)
λz =
−Ix (IxyIyz − IyyIxz) + Iy (IxxIyz − IxyIxz)− Iz
(
IxxIyy − I
2
xy
)
Ixx
(
IyyIzz − I2xy
)
− Ixy (IxyIzz − IxzIyz) + Ixz (IxyIyz − IyyIxz)
(D.68)
where:
Ix =
Nneighbors∑
c
(xc − xv) Ixy =
Nneighbors∑
c
(xc − xv) (yc − yv) Ixx =
Nneighbors∑
c
(xc − xv)
2
Iy =
Nneighbors∑
c
(yc − yv) Iyz =
Nneighbors∑
c
(yc − yv) (zc − zv) Iyy =
Nneighbors∑
c
(yc − yv)
2
Iz =
Nneighbors∑
c
(zc − zv) Ixz =
Nneighbors∑
c
(xc − xv) (zc − zv) Izz =
Nneighbors∑
c
(zc − zv)
2
(D.69)
Finally the weighting coefficients for a given node based on the values at the cell
centers of its neighbors are given as:
wc = 1 + λx (xc − xv) + λy (yc − yv) + λz (zc − zv) (D.70)
Once the weighting coefficients have been determined the cell gradient ∇φc may
be calculated using (D.51).
The diffusivity Γf , is treated explicitly in both the primary and secondary diffu-
sion terms, where the face values are calculated by averaging the cell centroid values
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between the two cells sharing the face f as:
Γm+1f =
Γmc0 + Γ
m
c1
2
(D.71)
In terms of the contribution of the diffusive terms to the coefficient a and source
term b for a given cell, during the face loop at the beginning of the solution proce-
dure, the primary diffusion term is treated implicitly and hence incorporated into
the a coefficient, while the secondary diffusion term is treated explicitly and hence
incorporated into the b term as:
ac0 = Df ac1 = Df (D.72)
bc0 = −Ef bc1 = Ef (D.73)
where again, the subscripts c0 and c1 are the pointers in the Face array F , pointing
to the two cells in the cell array C, that share the face f . It should be noted that
the secondary diffusion term is added to one cell and subtracted from the other,
since the diffusive flux leaves one cell and enters the other.
D.3.3 Evaluation of the Source Term
It was shown in Equation D.39 that the source term incorporates both the pressure
term and the extra body force term applied in the porous blocks used to represent
the cerebrovascular resistance. Since this body force term involves the velocity u,
the body force term is treated implicity in the solution procedure. In keeping with
the segregated-implicit solution method, the pressure term is treated explicitly. In
terms of the contributions to the coefficient a and source term b for a given cell, the
two terms are incorporated as:
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ac = −η CV RVc (D.74)
bc = −
Nfacenb∑
f
pfAf (D.75)
where it should be noted that in contrast to the convective and diffusive terms,
which assigned the contribution to the a and b terms during a loop over all of the
faces in the domain, the contribution of the source term is assigned during a cell
loop which is performed before a Gauss-Seidel iteration.
D.3.4 Evaluation of the Unsteady Term
Up until this point, the explanation of the discretization of the governing equations
has considered only the spatial discretization of pressure and velocity. The last
remaining term to consider is the unsteady term. Using a second order backward
difference scheme [2], the unsteady term in (D.39) may be discretized as:
∂
∂t
∫
CV
ρ φdV ≈
3ρφc − 4ρφ
t−1
c + ρφ
t−2
c
2∆t
Vc (D.76)
where t refers to values of the cell centroid values φc at previous time steps and ∆t is
the timestep size. This type of temporal discretization is known as an implicit time
integration method because it contains the value of φc at that is being calculated
at the current iteration and has the advantage that it is numerically stable for any
choice of timestep size. With respect to the contribution of the coefficient a and
source term b for a given cell, the value of φ at the current timestep is treated
implicitly and incorporated into the a coefficient for a given cell, while the terms
involving the values of φ from previous time steps are already known and hence
treated explicitly, and incorporated into the b term such that the overall contribution
of the unsteady term is:
D.3 DISCRETIZATION 327
ac =
3ρVc
2∆t
(D.77)
bc =
4ρVcφ
t−1
2∆t
−
ρVcφ
t−2
2∆t
(D.78)
Now that all four terms in the generalized transport equation have been evalu-
ated, the calculation of the a and b terms for a given cell can be delineated as:
an =
Nfacenb∑
f
max (Mf , 0) +Df (D.79)
ac =
Ncellnb∑
n
an −
(
η CV R +
3ρ
2∆t
)
Vc (D.80)
bc =
Nfacenb∑
f
max (Mf , 0) (∇φc ·∆r) + Ef − pfAf +
(
4φt−1 − φt−2
) ρVc
2∆t
(D.81)
where the summation in (D.79) represents the convection and primary diffusion
contributions and the summation term in (D.81) represents the secondary diffusion
contributions from all of the faces defining a given cell, which are added during the
initial face loop. The remaining terms in (D.80) and (D.81) do not involve face
values of φ and are therefore assigned during a cell loop.
D.3.5 Pressure Velocity Coupling
In solving the discretized momentum equations it is assumed that the pressure values
are known. However, the pressure field is not normally known in advance and is
obtained as part of the overall solution, so it remains to couple the pressure into
the solution of the governing equations. One of the key features of the segregated-
implicit solution method is that a single equation is used to solve for a single flow
field variable and it has been presented thus far that the three momentum equations
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are used to solve for the three components of the discrete velocity field. In order to
solve for the discrete pressure field the remaining equation, namely the continuity
equation, which closes the system of equations, must be transformed into an equation
which can be solved for the pressure, known as a pressure-based solution method.
While there are numerous methods by which this pressure velocity coupling can
be performed, for the present study it is achieved using the Semi Implicit Method
for Pressure Linked Equations or SIMPLE pressure velocity coupling method [119].
Before beginning the explanation of the SIMPLE method, some attention must be
given to how the discrete cell centroid values of pressure and velocity are related to
one another through the momentum equation.
Figure D.11: 1D cells within a fluid domain, illustrating the cell centroids, face centroids
and the face Area vectors with respect to the cell c0.
In order to simplify the discussion, consider the linearized form of the momentum
equation applied to a cell c, where the pressure term has been extracted from the
source term:
acuc =
Ncellnb∑
n
anun + bc −
Nfacenb∑
f
pfAf (D.82)
Consider now the computational grid of Figure D.11, where 1D control volumes
are presented for the sake of simplicity (although the discussion to follow will apply
in higher dimensions), with the cell centroids ci and cell faces fi. Assuming that the
areas of all faces in the 1D domain are of equal magnitude, and interpolating the face
values of pressure as the average of the cell centroid values of the two neighbouring
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cells, then the pressure term applied to the cell c0 is evaluated as:
Nfacenb∑
f
pfAf = −Af1
pc1 + pc0
2
+Af2
pc0 + pc3
2
=
Af1
2
(pc3 − pc1)
(D.83)
It is important to note that the face area vector is always directed away from a
control volume or cell, hence the reason forAf1 being negative. If however, the cell c1
was under consideration, then Af1 would be in the opposite direction. Substituting
(D.83) into (D.82) and diving by the ac coefficient yields:
uc0 =
1
ac0
(
Ncellnb∑
n
anun + bc
)
+
Af1
2ac0
(pc1 − pc3)
= uˆc0 +
Af1
2ac0
(pc1 − pc3)
(D.84)
where the uˆc0 term includes the effects of neighbouring cells and the source term
on the evaluation of the velocity as cell c0. An important attribute of interpolating
the face pressure in this way is that Equation D.84, used to calculate the velocity
at a given cell c0, does not involve the cell centroid pressure pc0 . This can have
important consequences as the solution proceeds and gives rise to what is known as
a checkerboard pressure field (Figure D.12), which is one of the potential problems
associated with a co-located scheme. To illustrate via example in the case of cell c0
in Figure D.11, then the pressure gradient term would be calculated based on the cell
centroid pressure of the two neighbouring cells, and the oscillations would be ‘seen’
as a continuous pressure field. Clearly, this is an un-physical and undesirable result.
To circumvent this problem one can either use a staggered grid (where pressures
are in fact stored at the face centroids, not the cell centroids) or use a different
form of interpolation for the face pressure values. Staggered grids are most readily
applicable to orthogonal structured grids and so the approach taken here will use the
latter option, introducing the interpolation method at a later point in the derivation.
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Figure D.12: When using co-located grids, Checkerboarding may result, whereby a highly
oscillatory and discontinuous pressure field may be obtained. Note: the pressure values
shown are arbitrary and only used to illustrate the point
By substitution of the appropriate value of φ into (D.41), the discrete form of
the continuity equation becomes:
Nfacenb∑
f
ρuf ·Af =
Nfacenb∑
f
Mf = 0 (D.85)
Considering now the face f1 in Figure D.11, interpolating the face velocity as the
average of the cell centroid values of the two neighbouring cells to the face (c1 and
c0), and using the equation for cell velocity derived in (D.84), the mass flowrate
across the face is:
Mf = ρ
uc1 + uc0
2
·Af1
= ρ
uˆc1 + uˆc0
2
·Af1 + ρ
Af1 ·Af1
4ac1
(pc2 − pc0) +
Af1 ·Af1
4ac0
(pc1 − pc3)
(D.86)
Returning now to the problem of checkerboarding, the method used to interpolate
the pressures is based on the method devised by Rhie and Chow [126] and known
as momentum interpolation (or added dissipation), where an extra pressure term is
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added into the face mass flowrate calculation of (D.86) such that it becomes:
Mf = ρ
uˆc1 + uˆc0
2
·Af1 +
Af1 ·Af1
4ac1
(pc2 − pc0) +
Af1 ·Af1
4ac0
(pc1 − pc3)
+
(
Af1 ·Af1 (ac0 + ac1)
2ac0ac1
(pc1 − pc0)−
Af1 ·Af1
4ac1
(pc2 − pc0)−
Af1 ·Af1
4ac0
(pc1 − pc3)
)
=
uˆc1 + uˆc0
2
+
Af1 ·Af1 (ac0 + ac1)
2ac0ac1
(pc1 − pc0)
(D.87)
where the bracketed term corresponds to the added dissipation. Because the linear
assumption for the interpolation of face pressures used previously is second order
accurate, and furthermore, since it can be shown that the added dissipation term is
third order accurate, then its addition into (D.87) does not change the formal second
order accuracy of the equation, but does however mean that pressures adjacent to
the face under consideration are used, and therefore a checkerboard pressure field
could not persist in the final converged solution. When the previous discussion is
extended to 3D unstructured grids, the calculation for face mass flowrate becomes:
Mf = ρ
uˆc1 + uˆc0
2
·Af1 +
Vc0 + Vc1
ac0 + ac1
Af1 ·Af1
Af1 · es
(
∇pc0 +∇pc1
2
+
pc0 − pc1
∆s
)
(D.88)
where ∇p represents the cell pressure gradient, which can be evaluated in the same
manner as ∇φ in the secondary diffusive term. In addition to the momentum in-
terpolation for face mass flowrate, the face pressure used in the evaluation of the
pressure term in (D.82) includes momentum interpolation such that the pressure at
a given face f is calculated as:
pf =
ac0pc0 + ac1pc1
ac0 + ac1
(D.89)
The Gauss-Seidel iteration method begins with an initial ‘guess’ for both u and
p, however it is unlikely that these will be the correct values for the velocity and
pressure field. If the initial guess is denoted by a star ∗, then the correct velocity
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and pressure field may be denoted:
p = p∗ + p′ (D.90)
u = u∗ + u′ (D.91)
where the dashed terms are a correction to be added to the initial guess, required
to achieve the correct pressure and velocity fields. Substituting (D.90) and (D.91)
into (D.89) yields an equation for the initial face mass flowrates:
M∗f = ρ
uˆ∗c1 + uˆ
∗
c0
2
·Af1 +
Vc0 + Vc1
ac0 + ac1
Af ·Af
Af · es
(
∇p∗c0 +∇p
∗
c1
2
+
p∗c0 − p
∗
c1
∆s
)
(D.92)
and subtracting (D.92) from (D.89) yields an equation for face mass flowrate cor-
rection of the form:
M ′f = ρ
uˆ′c1 + uˆ
′
c0
2
·Af1 +
Vc0 + Vc1
ac0 + ac1
Af ·Af
Af · es
(
∇p′c0 +∇p
′
c1
2
+
p′c0 − p
′
c1
∆s
)
(D.93)
The key feature of the SIMPLE method is that at this point the terms on the right
hand side of (D.93), involving the cell neighbour information and the cell pressure
gradients, are neglected such that the face mass flowrate correction becomes:
M ′f =
Vc0 + Vc1
ac0 + ac1
Af ·Af
Af · es
(
p′c0 − p
′
c1
∆s
)
(D.94)
It is important to note that there is now an explicit relation between pres-
sure correction and mass flowrate correction, and the choice of neglecting the other
terms only affects the rate of convergence of the solution, not the final solution it-
self. Substituting the velocity correction relation of (D.91) into (D.85) the resulting
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continuity equation takes the form:
Nfacenb∑
f
M∗f +M
′
f = 0 (D.95)
whereby substituting in the equation for face mass flowrate correction from (D.94)
results in an equation for cell pressure correction which may be rearranged to take
the form:
qcp
′
c =
Ncellnb∑
n
qnp
′
n + rc (D.96)
where:
qn =
Vc0 + Vc1
ac0 + ac1
Af ·Af
Af · es
(D.97)
qc =
Ncellnb∑
n
qn (D.98)
rc =
Nfacenb∑
f
M∗f (D.99)
and it should be noted that rc represents the mass imbalance in the cell c. Equation
D.97 is of the same form as the linearized discrete generalized transport equation and
can be solved in the same manner using the point-implicit Gauss-Seidel method to
yield the cell pressure correction throughout the domain, which furthermore has the
effect of removing the mass imbalance such that the continuity equation is satisfied.
In a similar manner to the a and b terms in the generalized transport equation, the
q and r terms for each cell are defined via their contributions during a face loop
from all of the faces encompassed by a given cell. Once the cell pressure corrections
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are known face mass flowrates can be updated as:
M ′f =M
∗
f +
Vc0 + Vc1
ac0 + ac1
Af ·Af
Af · es
(
p′c0 − p
′
c1
∆s
)
(D.100)
the cell centroid velocity field can be updated as:
uc = u
∗
c +
Vc
ac
−
Nneighbours∑
f
p′c0 + p
′
c1
2
Af (D.101)
and the cell centroid pressure field can be updated as:
pm+1p = p
m
p + αp
′
p (D.102)
where α is again an under-relaxation factor which is included to prevent the pressure
from altering too dramatically between iterations.
D.3.6 Monitoring Convergence
As mentioned previously, the Gauss-Seidel methods solves the momentum and pres-
sure correction equations iteratively until a converged solution is obtained. The
convergence is judged by monitoring the residuals, and the iterations will proceed
until the residuals reach a user specified value. If the velocity field at the current
iteration is correct then (D.42) will be satisfied, but initially this will not be the
case and there will be an imbalance of φ in each cell in the domain. The residual
for the momentum equations is therefore defined as:
Rφ =
Ncells∑
c
∣∣∣∣Ncellnb∑
n
anφn + bc − acφc
∣∣∣∣
Ncells∑
c
|acφc|
(D.103)
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where the numerator is the summation over all cells in the domain of the magnitude
of the imbalance of φ within each cell [2]. Monitoring the imbalance of φ alone is
not particularly useful for judging convergence however, and hence the residuals are
scaled with the denominator in (D.103) which can be thought of as a total flowrate
of φ throughout the domain. The residual for the continuity equation is defined as:
Rcontinuity =
Ncells∑
c
∣∣∣∣∣
Nfacenb∑
f
uf ·Af
∣∣∣∣∣
max
(
Ncells∑
c
∣∣∣∣∣
Nfacenb∑
f
uf ·Af
∣∣∣∣∣
)m=1−5 (D.104)
where the numerator is the summation over all cells in the domain of the net rate
of mass creation within each cell. Again, monitoring the net rate of mass creation
alone is not particularly useful for judging convergence and hence the residual is
scaled with the maximum rate of mass creation obtained in the first five iterations.
D.3.7 Solver Procedure
Having explained the discretization of all of the terms in the transport equation and
outlined the evaluation of the a and b terms for every cell as well as the coupling
with the pressure correction equation and the evaluation of the q and r coefficients,
the overall solver procedure is illustrated in Figure D.13. The solution begins with
an initial guess at the velocity and pressure fields u∗ and p∗. With this initialization
a face loop is performed to calculate the face velocities as well as the cell gradients
evaluated at each face. Following this loop, a second face loop is performed to add
the contributions of convection and primary diffusion to the a and b terms for each
cell. Subsequently a cell loop is performed in order to complete the calculation of ac
and bc for each cell. It is important to note in Figure D.13 that the subscripts c0 and
c1 represent the contributions to the coefficients of the two cells sharing a particular
face f during the face loop, and once the face loop is complete the resulting quantities
could be thought of as an. The ac term on the other hand represents the coefficient
for a particular cell c within the cell loop and will involve a summation of the an
coefficients of its neighbours, as well as contributions from the unsteady and source
terms. Following the cell loop a Gauss-Seidel iteration is performed sequentially
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for each of the u, v, w velocity components to obtain the updated velocities u∗c .
A face loop is then performed to calculate the updated face mass flowrates M∗f
(using momentum interpolation), then a second face loop is performed to calculate
the contributions of all of the faces to the q and r terms in the pressure correction
equation. Following this, a cell loop is performed to complete the calculation of qc
and rc for each cell and a Gauss Seidel iteration is performed in order to obtain
the pressure correction p′c. A face loop is subsequently performed to update the
face mass flowrates, followed by a cell loop to update the cell centroid velocity and
pressure fields. The solution is examined for convergence via a comparison of the
momentum and continuity residuals. If they are not below the convergence criteria,
the updated velocity and pressure fields become the u∗c and p
∗
c values in the next
iteration and the solution process repeats. If the residuals are below the convergence
criteria, the updated values of uc and pc are assigned as the velocity and pressure
fields for the current timestep and a new timestep is begun.
D.3.8 Boundary Conditions
Up until this point the method used to solve the governing equations has been
outlined, but no mention of boundary conditions has been given. Essentially the
entire process of solving the governing equations can be thought of as propagating
the flow conditions specified at the boundary into the fluid domain. The system
of equations used for the present study form what is known as a mixed parabolic -
elliptic system of equations, meaning that to obtain a solution, boundary conditions
must be specified over the entire boundary of the fluid domain. Two major classes
of boundary conditions exist, known as Dirichlet and Neumann conditions. Using
Dirichlet conditions the value of the flow variable (either u or p) is specified on the
boundary, whereas with Neumann conditions the derivatives of the flow variable are
specified on the boundary. For the present study it is the former type of boundary
condition which has been implemented, where the no slip condition has been imposed
at the arterial wall, and pressures are specified at the afferent and efferent model
terminations. In terms of the solution of the discretized governing equations, the no
slip condition is implemented by requiring that the face centroid value of u be zero,
such that the convective and diffusive flux contributions to a cell on the boundary
face are zero, while the pressure boundary conditions are implemented by assigning
the face centroid value of p.
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Figure D.13: The procedure used in the solution of the governing equations.
D.3.9 Multigrid Methods
One final issue which needs to be addressed is the use of multigrid methods in the
solution of the governing equations. When the Gauss-Seidel iteration method is
used to solve the momentum and pressure correction equations, an explicit equation
for each cell is obtained relating it to its immediate neighbors. An attractive feature
of the Gauss-Seidel method is that updated values of φ and p′ are spread locally
throughout the domain, between a cell and its neighbors relatively quickly, and hence
‘high frequency’ oscillations in the current solution between neighbouring cells will
be rapidly removed. The disadvantage of this method is that the explicit equations
imply that a cell is only coupled to its immediate neighbours and not to every
other cell in the domain, therefore global or ‘low frequency‘ errors spanning over a
large number of cells are removed relatively slowly. The implication of this feature
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of the iterative method is that while the residuals may initially experience a large
reduction as the high frequency errors are removed, the solver may then ‘stall’, where
the further reduction associated with the low frequency errors becomes prohibitively
slow. Furthermore, as the computational grid is refined to achieve a more physically
realistic solution this problem of slow convergence is exacerbated.
Figure D.14: The multigrid method solves the governing equations on a series of sequen-
tially coarser grids during the iteration process, relating the values computed on the coarse
grid, back to the fine grid.
A common solution used to speed up the solver convergence is the use of multi-
grid methods, where the key concept is that the governing equations are solved on
successively coarser grids such that low frequency errors on the original or ‘fine’ grid
appear as high frequency errors on the coarser grids. While the field of multigrid
methods is broad, there are two major classifications which can be made: geometric
and algebraic multigrid methods. With the former, groups of cells on the finer grid
become a single cell on the coarser grid, and the a and b terms for each cell on the
fine grid are grouped to form a single value for each term on the coarse grid. While
the grouping of cells to form a coarser grid can be easily envisaged for structured
grids (Figure D.14) the use of geometric multigrid is of less applicability when con-
sidering unstructured meshes, as it becomes more difficult to group cells into a single
convex polyhedra and the interpolation between grid levels becomes more difficult.
For this reason it is the latter of the two methods incorporated for the present
study, namely algebraic multigrid (AMG). The key feature of this method is that
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the equations from a group of cells on the finer level are grouped together to form an
a single equation on the coarser level rather than the cells themselves, and this can
be achieved with no reference to the underlying geometry, making this method much
more applicable to unstructured grids. To understand how the multigrid procedure
is achieved, consider the matrix form of the governing equations in (D.43):
Ax = b (D.105)
where x has been used in place of φ to illustrate that this method be applied to
both the momentum and the pressure correction equations, hence both A and b can
be thought of as representing either equation. It is also important to note that in
this case x represents the solution of the system. However, the solution proceeds
with a guessed pressure and velocity field, necessitating the definition of an error
term e = x − xm between the exact solution and the prevailing solution at the
iteration m, which can be thought of as the correction required to achieve the exact
solution. Similarly a defect can be defined at the current iteration as r = b−Axm.
Substituting these two relations into (D.105) the system becomes:
Ae = r (D.106)
The multigrid principal is that the corrections e at a particular grid level l are
estimated from the unknowns x at a coarser grid level l+ 1. Solving for corrections
on the coarse level requires transferring the defect down from the fine level, (known
as restriction), computing corrections, and then transferring the corrections back up
from the coarse level (known as prolongation). To understand how restriction and
prolongation are achieved, consider the linearized form of (D.106) applied to a cell
c, which may can be written as:
acec =
Nneighbours∑
n
enφn + rc (D.107)
Consider now the two cells c1 and c2 shown in the computational grid of Figure
D.15, which are to be agglomerated into a single cell on a coarser grid. Writing out
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Figure D.15: Two tetrahedral cells (depicted in 2D for simplicity), in the fine level grid,
whose equations are to be agglomerated into a single equation on the coarse level grid.
(D.107) for each cell produces the two equations:
alc1e
l
c1
= aln2e
l
c2
+
Ncellnb∑
n
alne
l
n + r
l
c1
(D.108)
alc2e
l
c2
= aln1e
l
c1
+
Ncellnb∑
n
alne
l
n + r
l
c2
(D.109)
where the relationship between the two cells has been separated from the neighbour
summation term. Using a piecewise constant interpolation method [67] the correc-
tion obtained on the coarse level grid is applied to both cells elc1 and e
l
c2
on the fine
level such that xl+1c1 = e
l
c1
= elc2 . Substituting this relation into (D.108) and (D.109)
and rearranging produces the coarse level equation:
2∑
k=1
(
alck + a
l
nk
)
xl+1c1 =
Ncellnb∑
n
alnx
l+1
n +
2∑
k=1
rlck (D.110)
where the summation term for xl+1c1 can be thought of as a
l+1
c1
and the neighbour
summation term involves all of the neighbours of cells c1 and c2 at the level l. It
can also be observed that the defect on the coarse level grid is the summation of
the defects on the fine level grid. One method for the agglomeration of fine level
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equations into coarse level equations involves associating a coarse index with each
fine level cell and initializing it to zero. Furthermore a coarse level cell counter n
can be defined and set to 1. By then looping over all of the equations in the current
level, if an equation has not been grouped (i.e. its coarse index is zero), group it
and its neighbour for which the ac coefficient is the largest, assign them the coarse
level index n, and increment n by 1. In this manner, at the end of the loop, n
will be equal to the number of coarse level cells which may subsequently be looped
over in a Gauss-Seidel iteration. Agglomerating cells based on the value of ac helps
propagate information into the computational domain more rapidly, providing one
of the attractive features of AMG.
Generally the use of AMG in the solution procedure involves a number of multi-
grid cycles where the computational grid is recursively refined. At each grid level,
two Gauss-Seidel sweeps are performed, where a sweep is defined as looping through
the cells from 1 to Ncells, computing the updated values, and then looping in the
reverse direction from Ncells to 1 computing the updated values so as to avoid bias
in the iteration procedure. The three components of a multigrid cycle involve a pre-
relaxation sweep where a Gauss-Seidel iteration is performed, transferring the defect
down to a coarser grid, transferring the correction back to the finer grid, and per-
forming a post-relaxation sweep, where another Gauss-Seidel iteration is performed.
For the pressure correction equation the multigrid cycle performed is known as the
V cycle, where no pre-relaxation sweeps were performed, one post-relaxation sweep
is performed, and the maximum number of coarsening levels was set to 20, coars-
ening by two cells each time. With these parameters a single Gauss-Seidel iteration
(with reference to the solver procedure in Figure D.13) can be thought of as recur-
sively coarsening the grid twenty times, performing a Gauss-Seidel iteration on the
coarsest level, transferring the correction back to the next finest level, performing
another Gauss-Seidel iteration, with the process repeating until the original finest
grid is encountered. For the momentum equations a multigrid cycle known as the
Flexible cycle was used. In this case, rather than utilizing a fixed recursive proce-
dure, the coarser grid calculations are invoked when the rate of residual reduction
on the current grid level is too slow. Furthermore, the transition to the finer grid is
made when the iterative solution of the correction on the current coarse grid level is
sufficiently converged and should thus be applied to the solution on the next finest
level.
Appendix E
Companion CD
This appendix contains all of the source code developed for the present study, stored
on the companion CD. The software developed to extract the circle of Willis models
from the time of flight data is contained within the folder MRI Surface, the software
developed to measure the cerebral blood flowrates from the phase contrast data is
contained within the folder PC Flowrate, and the user defined functions for both the
idealized and patient specific autoregulation models is contained within the folder
Fluent User Defined Functions.
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