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ABSTRACT
General relativistic magnetohydrodynamic (GRMHD) simulations of accretion disks and jets associated with
supermassive black holes show variability on a wide range of timescales. On timescales comparable to or
longer than the gravitational timescale tG = GM/c3, variation may be dominated by orbital dynamics of the
inhomogeneous accretion flow. Turbulent evolution within the accretion disk is expected on timescales compa-
rable to the orbital period, typically an order of magnitude larger than tG. For Sgr A*, tG is much shorter than
the typical duration of a VLBI experiment, enabling us to study this variability within a single observation.
Closure phases, the sum of interferometric visibility phases on a triangle of baselines, are particularly useful
for studying this variability. In addition to a changing source structure, variations in observed closure phase can
also be due to interstellar scattering, thermal noise, and the changing geometry of projected baselines over time
due to Earth rotation. We present a metric that is able to distinguish the latter two from intrinsic or scattering
variability. This metric is validated using synthetic observations of GRMHD simulations of Sgr A*. When
applied to existing multi-epoch EHT data of Sgr A*, this metric shows that the data are most consistent with
source models containing intrinsic variability from source dynamics, interstellar scattering, or a combination
of those. The effects of black hole inclination, orientation, spin, and morphology (disk or jet) on the expected
closure phase variability are also discussed.
Keywords: galaxies: individual (Sgr A*) – Galaxy: center – techniques: interferometric – methods: statistical
1. INTRODUCTION
1.1. The Event Horizon Telescope
The Event Horizon Telescope (EHT) is a very long baseline
interferometry (VLBI) array observing supermassive black
holes at the centers of galaxies on event horizon scales at mm-
wavelengths (Doeleman et al. 2009a). The prime target of
the EHT is Sagittarius A* (Sgr A*), the radio source asso-
ciated with the 4 · 106M (Ghez et al. 2008; Gillessen et al.
2009; Chatzopoulos et al. 2015) black hole at the Galactic
Center. Due to its proximity, the apparent size of the event
horizon as predicted by general relativity (∼ 50 µas) is the
largest of all black hole candidates (Johannsen et al. 2012).
EHT observations over several epochs have confirmed the ex-
istence of structures on the scale of the event horizon in Sgr
A* (Doeleman et al. 2008; Fish et al. 2011). This makes Sgr
A* the most promising candidate for imaging the black hole
“shadow” imprinted on the surrounding accretion flow due to
gravitational lensing in the curved spacetime (Bardeen 1973;
Falcke et al. 2000; Takahashi 2004). Spatially resolving this
shadow and the structure of the surrounding emission will al-
low for tests of general relativity (Bambi & Freese 2009; Jo-
hannsen & Psaltis 2010; Falcke & Markoff 2013; Psaltis et al.
2015; Goddi et al. 2016) and give information about the nature
of the accretion flow, which could be dominated by an accre-
tion disk or relativistic jet (Falcke & Markoff 2000; Yuan et al.
2003; Fish et al. 2009; Mos´cibrodzka et al. 2009; Dexter et al.
2010; Chan et al. 2015; Gold et al. 2017).
1.2. Time-variable emission
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Light curves of Sgr A* have been analyzed over many years
and wavelengths to study the processes of total emission vari-
ability (e.g. Yusef-Zadeh et al. 2006; Marrone et al. 2008;
Porquet et al. 2008; Do et al. 2009; Meyer et al. 2009; Dex-
ter et al. 2014), and variations on Schwarzschild radius scales
have been observed with EHT observations (Fish et al. 2011).
Emission from Sgr A* may be expected to exhibit variations
due to several mechanisms near the event horizon. First, the
rotating accretion flow can imprint fluctuations with orbital
timescales on the horizon-scale emission. The period of the
prograde innermost stable circular orbit (ISCO) ranges from
about 4 minutes for a maximally spinning black hole to half
an hour for a non-spinning black hole with the mass of Sgr A*
(Bardeen et al. 1972). Furthermore, the magnetorotational in-
stability (MRI; Balbus & Hawley 1991; Balbus et al. 1996)
causes stochastic turbulence in the disk that may cause varia-
tions on time scales comparable to the ISCO period. In addi-
tion to the dynamics of the source itself, interstellar scattering
introduces spurious refractive substructure that is expected to
be variable on timescales of about a day at 1.3 mm (Johnson
& Gwinn 2015). The measured interferometric quantities are
also variable due to the nature of the observations. Since a
typical VLBI observation takes several hours, the projected
lengths and orientations of the baselines as seen from the
source change as the Earth rotates. Different Fourier compo-
nents of the source brightness distribution are thus measured
at different times, causing the complex visibilities measured
on each baseline to change on timescales of a few hours. Fi-
nally, instrumental noise causes these quantities to fluctuate
with each measurement.
A source that is time variable over the course of an obser-
vation poses challenges for reconstructing an image, though
the shadow of Sgr A* may still be recovered by averag-
ing, normalizing, and smoothing the measured visibilities (Lu
et al. 2016). A variable source such as Sgr A* further pro-
vides opportunities for studying dynamics in the accretion
flow through direct use of interferometric quantities without
the need for imaging. Johnson et al. (2015) showed that the
angular velocity of the accretion flow emission pattern may be
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estimated by analyzing the lagged covariance between visibil-
ity amplitudes on baselines with approximately equal length
and slightly different orientation. Kim et al. (2016) developed
a Bayesian framework for fitting EHT visibility amplitudes
to GRMHD models that include source variability. Closure
phase is another example of an interferometric quantity of
which variability may be studied, and will be the main focus
of this paper.
1.3. Closure phase
Closure phase is the sum of interferometric visibility phases
on a closed triangle of baselines (Jennison 1958; Rogers et al.
1974). It is a robust interferometric observable as phase cor-
ruptions introduced by the atmosphere at each station cancel
as the phases are added. These phase corruptions are severe
at mm-wavelengths and particularly difficult to deal with in
VLBI observations as the atmospheres at the different sites
are uncorrelated due to the large distances between them.
Most mm-VLBI phase information is therefore obtained from
closure phases. A closure phase value deviating from 0 or
180 degrees indicates that the source is not point-symmetric
(Monnier 2007). For a point-symmetric source, there is a
central point such that every source element has an identical
counterpart at the same distance and opposite direction from
that point. Except for this rule, closure phases are generally
difficult to interpret intuitively as they are the sum of three
Fourier phases of the image and strongly dependent on the
baseline triangle on which they are measured. However, by
comparing observed closure phases to those simulated from
a source model, one may still use them to draw conclusions
on the source morphology in situations where imaging is not
possible due to, e.g., poor uv-coverage.
Ortiz-León et al. (2016) measured non-zero closure phases
of Sgr A* at 3.5 mm, and showed that the asymmetry can be
explained by refractive scattering alone. At the same wave-
length, nonzero closure phases of Sgr A* have been measured
by Brinkerink et al. (2016), which could be explained by in-
terstellar scattering or intrinsic source structure. Fish et al.
(2016) measured a nonzero median closure phase for EHT
observations at 1.3 mm spanning four years, indicating per-
sistent asymmetric structure at much smaller scales. More
data at 1.3 mm are required to pursue the detailed nature of
the asymmetry.
Closure phases and their behavior as a function of time have
been simulated by several groups. Doeleman et al. (2009b)
showed that closure phases from models of orbiting inhomo-
geneities, or “hot-spots”, in the accretion flow exhibited peri-
odicities that could be used to time orbital dynamics near the
black hole. Fish et al. (2009) showed that polarimetric quan-
tities could also be used to track structural variation. Dexter
et al. (2010) computed closure phases from general relativistic
magnetohydrodynamics (GRMHD) movies, which included
variability due to orbital dynamics, turbulence, and Earth ro-
tation. They also investigated dependence on sky orientation.
Dexter & Fragile (2013) did the same for a tilted accretion
disk. They both found that the closure phase is strongly vari-
able for those sky orientations where the visibility amplitudes
on one of the baselines are small. Broderick et al. (2016) used
observed 1.3 mm closure phases to constrain the orientation of
radiatively inefficient accretion flow models of Sgr A*. Fraga-
Encinas et al. (2016) computed closure phases for disk and jet
dominated GRMHD models and studied their variability due
to Earth rotation. Medeiros et al. (2016) generated closure
phases from GRMHD movies, and investigated differences in
the closure phase variability for different source models and
baselines, identifying regions in the uv-plane where the (clo-
sure) phase variability is strong. They did not address con-
tributions form thermal noise and interstellar scattering. Our
focus is on developing a metric that makes a distinction be-
tween image variability (due to the source itself and interstel-
lar scattering), and observational variability (due to thermal
noise and Earth rotation).
1.4. Outline
In this work, we develop a metric that gives a measure of
the closure phase variability in a given data set that is not due
to thermal noise or Earth rotation. This metric can be used to
test for the presence of image (source and/or scattering) vari-
ability, quantify the amount of image variability, and com-
pare the amount of image variability to and between different
source simulations. The metric is introduced and validated
using simulated closure phases from general relativistic mag-
netohydrodynamics (GRMHD) simulations of Sgr A*. The
metric is then used to test for image variability in the closure
phases measured on the California-Hawaii-Arizona triangle
of EHT baselines during multiple epochs in 2009-2013 by
Fish et al. (2016). Finally, the metric outcomes as a function
of several GRMHD parameters are compared.
The details of the GRMHD simulations are discussed in
Section 2. Section 3 introduces the metric Q to quantify in-
trinsic closure phase variability. Section 4 describes how this
metric may be used to compare the closure phase simulations
directly to EHT data. The results of this procedure applied to
several source models and the EHT closure phase measure-
ments of Sgr A* by Fish et al. (2016) are presented in Section
5. Our conclusions are summarized and suggestions for future
directions are given in Section 6.
2. SIMULATING SGR A* CLOSURE PHASES
We generated synthetic observations from existing
GRMHD simulations in order to validate our metric and
test for intrinsic variability in the 2009-2013 EHT data from
Fish et al. (2011). The movies were generated for a range
of GRMHD parameters in order to investigate their effect
on closure phase variability. The GRMHD simulations are
introduced in Section 2.1. Section 2.2 describes how we
calculated closure phases from GRMHD movies, and Section
2.3 shows how they behave for different baseline triangles
and source types (static or variable).
2.1. GRMHD simulations
Using Faraday rotation measurements, the mass accretion
rate of Sgr A* has been limited to a maximum of only ∼
10−7M/yr (Marrone et al. 2007). For a system with such
a low accretion rate, the plasma density of the accretion disk
is low and cooling is inefficient as there are few particle inter-
actions. The formation of a thin disk (with a thickness. 20%
of its radius) is prevented by the pressure of the hot gas. The
viscous energy of the disk is then advected into the black hole
instead of radiated away (Narayan et al. 1998). Such thick
disks have been modeled as radiatively ineffecient accretion
flows (RIAF; Yuan et al. 2003).
Advances in computing power over recent decades have al-
lowed for complex numerical simulations of such accretion
flows, pioneered by Gammie et al. (2003). These simulations
evolve a magnetized plasma according the equations of gen-
eral relativistic magnetohydrodynamics (GRMHD). GRMHD
simulations have succesfully recovered observational param-
eters of black holes such as Sgr A* and M87, and are widely
used as a theoretical basis for interpreting EHT observations
(e.g. Mos´cibrodzka et al. 2009; Dexter et al. 2010; Dexter
et al. 2012; Drappeau et al. 2013; Chan et al. 2015; Mos´ci-
brodzka et al. 2016; Gold et al. 2017).
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In this work, we used the GRMHD simulation b0-high
from Shiokawa (2013) as a basis. The initial configuration of
this simulation was a RIAF type torus-shaped thick disk (in-
ner radius at 12rG, pressure maximum at 24rG) aligned to the
spin axis of a black hole with spin a∗ = 0.9375 (0.94 here-
after). The same configuration was used for a black hole with
spin a∗ = 0 as well. The initial magnetic field configuration
was poloidal. The adiabatic index Γ was set to 13/9, corre-
sponding to a collisionless plasma of relativistic electrons and
nonrelativistic protons (Shapiro 1973). The HARM3D code
(Noble et al. 2009) was run from these initial conditions until
the MRI turbulence saturated at t = 8000tG, after which the
simulation was run for another 6500tG where the results were
recorded with a time resolution of 0.5tG.
For each time step, images were generated from the physi-
cal quantities calculated by the GRMHD prescription using
a general relativistic ray-tracing code (Noble et al. 2007).
This code integrates the emissivity and absorption of the
synchrotron-emitting plasma along the geodesics running
from the pixels of a camera far away from the source to the
simulation domain. One difference from the results in Sh-
iokawa (2013) is that the fast light approximation was not
used for our ray-traced images, which means that the fluid
evolved as the photons propagated outwards. Photons were
distributed along each geodesic running from the camera to
the vicinity of the disk, and propagated along the geodesic at
each time step while the radiative transfer function was inte-
grated for each of them using the current GRMHD frame (Sh-
iokawa et al. 2017). This generally makes the resulting light
curves and closure phase time series somewhat smoother, but
does not have a large effect on our results. The black hole
mass was set to 4.5 · 106M, consistent with mass measure-
ments from stellar dynamics (Ghez et al. 2008; Gillessen et al.
2009) and resulting in a gravitational time scale tG = GM/c3
of 22 s. For the a∗ = 0.94 case, the ISCO radius is 2.04rG,
and the ISCO period is 24.25tG = 9 min. For a∗ = 0, the ISCO
radius is 6rG, and the ISCO period is 34 min. The eventual
image depends on three additional free parameters. The ac-
cretion rate M˙ is a global scaling factor that determines the
total flux. It was set such that the average total flux was com-
patible with the observed 3.68±0.66 Jy at 231.9 GHz for Sgr
A* (Bower et al. 2015). The proton-to-electron temperature
ratio Tp/Te was set to 3 in accordance with the best-fit model
for Sgr A* from Mos´cibrodzka et al. (2009). The final free
parameter is the inclination angle i between the black hole
spin axis and the line of sight. Although the best-fit model
from Mos´cibrodzka et al. (2009) only fits the observational
data well for high inclinations, a broad range of inclinations
was considered in order to study the closure phases behavior
as a function of inclination. Images were generated for incli-
nations of 2, 18, 30, 45, 60, and 85 degrees.
In the radiative transfer model described above, the emis-
sion originates solely in the accretion disk. However, by using
a different prescription for Tp/Te, one can construct a simula-
tion where the emission also contains contributions from a rel-
ativistic jet. Although a relativistic jet has not been observed
directly for Sgr A*, some evidence for the presence of a jet
exists.
For example, Sgr A* shows a flat to inverted spectrum: the
flux density increases towards higher frequencies up to the
sub-mm bump at ∼ 1012 Hz (Falcke & Markoff 2013). Flat
or inverted spectra are often observed in sources that contain
a jet, and can be explained by the dominance of different jet
components at different frequencies due to optical depth ef-
fects. A larger part of the radio core becomes optically thick
as the frequency decreases, so that the flux is dominated by
emission further down the jet (e.g. Blandford & Königl 1979;
Falcke & Biermann 1995; Hada et al. 2011). Another impli-
cation of the optical depth effect (i.e. the changing peak radio
frequency as a function of position along the jet) in combina-
tion with a relativistic outflow is the expectation of time lags
between the light curves at different radio frequencies as the
emitting material propagates down the jet. Time lags between
light curve maxima at different frequencies have indeed been
measured by Brinkerink et al. (2015). The measured time lags
indicate a mildly relativistic outflow, with a lower velocity es-
timate of 0.5c.
Mos´cibrodzka & Falcke (2013) were able to improve the
Mos´cibrodzka et al. (2009) GRMHD model fit to the spectrum
of Sgr A* by increasing the electron temperature in the jet re-
gion rather than imposing a uniform Tp/Te across the simula-
tion domain. This causes the observed synchrotron emission
to contain contributions from the jet sheath. The inner parts
of the jet do not produce much radiation because of the low
plasma density there. For our simulations, we used the more
physical prescription
Tp
Te
= Rhigh
β2
1+β2
+Rlow
1
1+β2
(1)
from Mos´cibrodzka et al. (2016). β = Pgas/Pmag is the ratio
of the gas and magnetic pressure. β will generally be high in
the disk region and low in the jet region. Rhigh and Rlow de-
scribe the electron-proton coupling in the disk (high) and jet
(low) regions, and were set to 20 and 1, respectively, so that
the electrons in the jet region are effectively heated. This sim-
ulation will be referred to as the “jet model”, and the uniform
Tp/Te case will be referred to as the “disk model”.
The middle frames of the three different simulations at all
inclinations are shown in Figure 1. At low inclinations, the
disk and jet model appear qualitatively similar, though in the
jet model about half of the emission originates from the jet
region. For the jet model, an elongated structure becomes
apparent towards high inclinations, caused mainly by the op-
tically thick disk covering the central part of the crescent. The
bright spots are dominated by disk emission in this case.
In the following sections, we will introduce our analysis
techniques using examples from the a∗ = 0.94 disk model.
The results for this model will be compared to the other mod-
els in Section 5.2.
2.2. Generating closure phases with noise
EHT observations of the movies were simulated using the
eht-imaging software5 (Chael et al. 2016). The simulated
array included the Submillimeter Array (SMA) on Hawaii, the
Submillimeter Telescope (SMT) in Arizona, the Large Mil-
limeter Telescope (LMT) in Mexico, the Atacama Large Mil-
limeter Array (ALMA) in Chile, the South Pole Telescope
(SPT), the Plateau de Bure Interferometer (PDB) in France,
and the Pico Veleta Observatory (PV) in Spain. A Fourier
transform was performed on each movie frame in order to ob-
tain the visibilities as a function of uv-coordinates, depending
on the antenna locations and Earth orientation at the time of
observation. Thermal noise was added to the complex visibili-
ties as jitter characterized by a circular Gaussian with standard
deviation (Thompson et al. 2001)
σ =
1
0.88
√
SEFD1×SEFD2
2∆νtint
. (2)
Here, ∆ν is the observing bandwidth, which was set to 4 GHz.
tint is the integration time, which was set to the frame duration
5 https://github.com/achael/eht-imaging
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Figure 1. Middle frames of the GRMHD movies of Sgr A* used to generate closure phases. Columns from left to right are inclinations 2, 18, 30, 45, 60, and 85
degrees, and rows from top to bottom are the a∗ = 0.94 disk model, the a∗ = 0 disk model, and the a∗ = 0.94 jet model.
of 11.085 s. SEFD1 and SEFD2 are the system equivalent flux
densities of the antennas on a particular baseline. The factor
1/0.88 results from losses due to 2-bit quantization of the sig-
nal. In the limit of high signal-to-noise, the resulting error
in the visibility amplitudes |V| is σ, and the error in radians
on the visibility phase is σ/|V|. Closure phases were calcu-
lated as the phase of the bispectrum, which is the product of
three complex visibilities Vi j = |Vi j|eiφi j on a closed triangle
of baselines:
B = V12V23V31 = |V12||V23||V31|ei(φ12+φ23+φ31) = |B|eiφc . (3)
Here, |B| is the triple amplitude and φc is the closure phase.
The noise on the bispectrum is Gaussian in the limit of high
signal-to-noise (SNR) (Thompson et al. 2001, see Sec. 4.1 for
a discussion on the validity regime of the high-SNR approxi-
mation), and its standard deviation is calculated as
σB ≈ |B|
√
σ212
|V12|2 +
σ223
|V23|2 +
σ231
|V31|2 . (4)
The error in radians on the closure phase is then (Chael et al.
2016)
σc ≈ σB|B| . (5)
2.3. Closure phase behavior
Figures 2 and 3 show closure phases from the a∗ = 0.94
disk movie at 2◦ inclination as a function of time for all tri-
angles with mutual visibility of Sgr A*. Since the light blue
points represent the observation of the middle frame as a static
source, all time variability in these data is caused by base-
line evolution due to Earth rotation. For the dark blue points,
there is additional variability from thermal noise. The light
green points also contain variability from baseline evolution,
but show fluctuations caused by source variability on top of
that. Finally, the dark green points exhibit variability caused
by the source, Earth rotation, and thermal noise.
These plots already show that the source variability is much
more rapid than variability caused by Earth rotation. The
fluctuations are also larger. Similarly, Gold et al. (2017)
have shown that intrinsic variability dominates over variabil-
ity from Earth rotation for simulated polarimetric observa-
tions with the EHT for a variety of GRMHD simulations. The
simulated closure phase behavior is strongly dependent on the
triangle on which it is measured due to the noise properties of
the antennas and the different Fourier components measured
by the different baselines. In general, thermal noise will dom-
inate the observed variability more strongly for longer base-
lines. These baselines probe the small scale source struc-
ture and thus measure small visibility amplitudes. Because
these visibilities are closer to the origin of the complex plane,
a given Gaussian noise fluctuation here will generally result
in a larger phase fluctuation. For this array, the triangles
SPT-LMT-ALMA and SMT-LMT-ALMA in particular seem
to be very good candidates for measuring the closure phase
variations caused by intrinsic source variability, due to the
high sensitivity of interferometric baselines to the LMT and
ALMA sites.
An interesting feature of the simulated closure phase tracks
is the occurrence of wraps and jumps, as illustrated with an
example in Figure 4. These are manifestations of the same
phenomenon: the visibility on one of the baselines (in this
case ALMA-SMT) closely passing the origin of the complex
plane due to some source fluctuation. A ∼ 180 degree clo-
sure phase flip, such as the ones around frame numbers 19250
and 19450, may occur if the visibility passes the origin so
closely that the sampling time is too long to track its move-
ment. As the visibility fluctuates within a certain area of the
complex plane (the source structure does not change too dras-
tically), the closure phase value returns to approximately the
same value (modulo 360 degrees) after passing the origin.
3. FRAMEWORK FOR STUDYING INTRINSIC CLOSURE PHASE
VARIABILITY
In this section, a framework is set up to quantify intrinsic
closure phase variability in a measured closure phase track
containing variations from image (source and scattering) and
observational (thermal noise and baseline evolution) variabil-
ity. We construct a metric Q that represents the fraction of
variability in a given closure phase track that is not due to
thermal noise. Variability due to Earth rotation can be taken
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Figure 2. Closure phase as a function of time at the first half of the triangles with mutual visibility of Sgr A* for the a∗ = 0.94 disk movie (dark green with noise
(tint = 11 s, ∆ν = 4 GHz), light green solid line without noise) and middle frame of the movie observed as a static source (dark blue with noise, light blue dashed
line without noise) at an inclination of 2 degrees.
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Figure 3. Same as Figure 2, but for the second half of the triangles with mutual visibility of Sgr A*.
QUANTIFYING INTRINSIC VARIABILITY OF SGR A* WITH CLOSURE PHASES 7
0 1 2 3
Re(V) (Jy)
1.2
1.0
0.8
0.6
0.4
0.2
0.0
0.2
Im
(V
) 
(J
y
)
19479
SMT-LMT
LMT-ALMA
ALMA-SMT
18000 18500 19000 19500 20000 20500
Frame number
200
0
200
400
600
800
C
lo
su
re
 p
h
a
se
 (
d
e
g
)
SMT-LMT-ALMA, i=18 deg
Figure 4. Movie frame of the complex visibilities on individual baselines (top) and the resulting unwrapped closure phase as a function of GRMHD frame
number (bottom) at the SMT-LMT-ALMA triangle for the a∗ = 0.94 disk model with inclination 18 degrees. Earth rotation was included, but thermal noise was
not. The black stars indicate the complex visibilities and closure phase of the current frame (19479). The different colors in the complex visibility plane indicate
the complex visibilities of the previous frames at the different baselines. The frame spacing is 11 seconds. The closure phase thus swings by more than 100
degrees within half a minute around frame 19250. The rapid variations around frame 19250 and 19450 are caused by a close passage of the origin by the complex
visibility at the ALMA-SMT baseline (blue). After the passage, the closure phase returns to approximately the same value (modulo 360 degrees). This figure is
available online as an animation.
out by detrending the data set on long time scales. The con-
structed metric is based on circular statistics. Section 3.1 in-
troduces some of the techniques involved in circular statistics,
and in particular describes a way to estimate the spread on a
circular data set based on Mardia & Jupp (2000). Section 3.2
introduces the metric Q.
3.1. Circular statistics
Closure phases are an example of circular data, which can
be described as points on the unit circle characterized by an
angle θ. The periodic nature of circular data demands a dif-
ferent statistical analysis approach than for linear data. For
example, naively calculating a linear average of circular data
will not give a representative result. Angle measurements at
e.g. 150◦ and −170◦ would average to −10◦ instead of the
desired 170◦, as +180◦ and −180◦ are equivalent phases.
In circular statistics, the correct quantity to use is the mean
direction θ¯, which is the direction of the center of mass of the
unit vectors. In Cartesian coordinates, the center of mass lies
at
x¯ = (C¯, S¯) =
1
n
n∑
j=1
cosθ j,
1
n
n∑
j=1
sinθ j
 = R¯(cos θ¯,sin θ¯),
(6)
where n is the number of measurements, and
R¯ =
∣∣〈eiθ j〉∣∣=√C¯2 + S¯2 =
√√√√√1
n
n∑
j=1
cosθ j
2 +
1
n
n∑
j=1
sinθ j
2
(7)
is the mean resultant length. The mean direction is then
θ¯ = atan2
(
C¯, S¯
)
. (8)
This process of averaging sines and cosines is illustrated with
an example of phases sampled from a wrapped normal distri-
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bution (see also Eqs. 9 and 10) in Figure 5. The mean resul-
tant length R¯ is a measure for the concentration of the points:
a uniform angular distribution6 would give R¯→ 0 as n→∞,
while R¯ = 1 would indicate that every measurement gave the
same value. V = 1− R¯ is therefore known as the circular vari-
ance.
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2.0
1.5
1.0
0.5
0.0
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n
φ
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Circular σˆ= 29.9±0.9◦
Linear RMS=29.8±0.9◦
500 samples from wrapped Gaussian,
 µ= 30◦, σ= 30◦
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Linear RMS=93.4±3.0◦
500 samples from wrapped Gaussian,
 µ= 30◦, σ= 110◦
Figure 5. Sines and cosines of 500 phases sampled from a wrapped normal
distribution with mean µ = 30◦ and standard deviations σ = 30◦ (upper panel)
and σ = 110◦ (lower panel. The vectors point to the averages of the sines
and cosines, their angles with respect to the point (1,0) defining the average
phase. The length R¯ of this vector is a measure for how concentrated the
points are. The circular standard deviation can be estimated as σˆ =
√
−2 ln R¯
(Eq. 20), and is indicated with a red arc. The black arc indicates the linear
root-mean-square of the sampled phases. The estimates of the linear RMS
and σˆ have an accuracy limited by the number of data points. The errors have
been calculated with Equation 24.
6 Or, in fact, any distribution where for each angle θ there is an angle θ+pi.
For investigating closure phase variability, it would be use-
ful to have a more intuitive measure for the spread of the cir-
cular data. In linear statistics, one could assume that the data
is drawn from a normal distribution with mean µ and compute
the variance to estimate its standard deviation σ. In order to
do this with circular data, the normal distribution
f (θ;µ,σ) =
1
σ
√
2pi
exp
(
−
(θ −µ)2
2σ2
)
, (9)
must be wrapped around the unit circle. To do this, f (θ;µ,σ)
can be split into segments of length 2pi, which are then
summed to obtain the wrapped normal distribution
fw(0≤ θ < 2pi;µ,σ) =
∞∑
k=−∞
f (θ +2pik;µ,σ). (10)
In order to learn how to estimate the standard deviation σ
from the data, it is useful to look at the sample moments
C¯ = 1n
∑n
j=1 cosθ j and S¯ =
1
n
∑n
j=1 sinθ j. Taken together, they
define the first trigonometric moment about the zero direction
m1 = C¯+ iS¯ = R¯eiθ¯. (11)
This can be extended to define the pth trigonometric moment
about the zero direction as
mp =
1
n
n∑
j=1
cos(pθ j)+
i
n
n∑
j=1
sin(pθ j) = R¯peiθ¯p , (12)
where R¯p and θ¯p are the mean resultant length and direction
of the pθ j.
These trigonometric moments are strongly related to the
Fourier transform of the underlying population distribution.
The Fourier transform φ(t) of a probability density function
f (x) of a random variable x in linear statistics is equal to the
expectation value E of the quantity eitx according to f (x):
φ(t) = E[eitx] =
∫ ∞
−∞
f (x)eitxdx. (13)
φ(t) is also known as the characteristic function of f (x)
In circular statistics, t must be confined to integer val-
ues. For a non-integer t, the expectation values E[eitθ] and
E[eit(θ+2pi)] are generally not equal, which they should be as
the phases are equivalent. Thus, for a circular distribution
the characteristic function becomes the sequence of complex
numbers
Φp = E[eipθ], p = 0,±1,±2, . . . . (14)
For p≥ 0, this can also be written as
Φp = E[cos(pθ)]+ iE[sin(pθ)] = ρpeiµp , ρp ≥ 0. (15)
Note that the Φp are the population versions of the moments
mp. Thus, by calculating the Φp of the wrapped normal dis-
tribution in terms of µ and σ, we can equate them to the mea-
sured moments mp to obtain an estimate for them. This way
of estimating distribution parameters from measured data is
known as the method of moments (e.g. Bowman & Shenton
2004).
The Φp for a wrapped distribution are equal to the Fourier
transform of the unwrapped distribution φ(t) evaluated at in-
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teger values p:
Φp = E[eipθ] =
∫ 2pi
0
fw(θ)eipθdθ =
∫ 2pi
0
∞∑
k=−∞
f (θ +2pik)eipθdθ
=
∞∑
k=−∞
∫ 2pi(k+1)
2pik
f (θ)eipθdθ =
∫ ∞
−∞
f (θ)eipθdθ = φ(p).
(16)
The Fourier transform of the normal distribution is
φ(t) = eiµt−t
2σ2/2, (17)
so that for the wrapped normal distribution
Φp = eiµp−p
2σ2/2, p = 0,±1,±2, . . . , (18)
and thus
Φ1 = E[eiθ] = eiµ−σ
2/2 = e−σ
2/2eiµ. (19)
Equating this to the population version m1 = R¯eiθ¯ gives esti-
mates of µ and σ:
µˆ = θ¯, σˆ =
√
−2ln R¯, (20)
where the circumflex indicates that µˆ and σˆ are estimates of µ
and σ, respectively.
Figure 5 shows that when one takes a sample from a
wrapped normal distribution, σˆ provides a better estimate of
the standard deviation than the conventional linear RMS. This
effect becomes more important for large standard deviations
since the tail of the Gaussian that extends beyond±180◦ then
contains a large part of its total area, and the number of data
points at a given angle contains contributions from multiple
parts of the original Gaussian that has been wrapped around
the unit circle. The linear RMS underestimates the standard
deviation because the domain is restricted to [−180◦, 180◦],
and it does not account for contributions from wrappings. For
σ = 110◦, the true value is well beyond the error of the linear
RMS estimate, but within the error of the circular standard
deviation σˆ.
3.2. Q−metric
Measured closure phases fluctuate from thermal noise in
addition to changes from an evolving image or baseline. We
now introduce a useful metric to characterize the amount of
intrinsic variability in a measured time series of n closure
phases θ j with measurement uncertainties  j. This metric
compares the measured total variation in the closure phase
track σˆ2 to the variation expected from thermal noise ˜2.
3.2.1. Definition
The Q-metric is defined as
Q≡ σˆ
2 − ˜2
σˆ2
, where
˜≡ 〈σˆ〉 , σˆ ≡
√
−2lnR¯, R¯ ≡
∣∣∣∣∣∣1n
n∑
j=1
eiδθ j
∣∣∣∣∣∣ ,
(21)
where δθ j is a zero-mean Gaussian random variable with stan-
dard deviation  j. ˜ is the expected spread on the closure
phases due to thermal noise. In practice, it can be calculated
from the measurement uncertainties  j using a Monte Carlo
approach. This entails generating N (N = 105 for this work)
thermal noise realizations and calculating the spread σˆ for
each of these. A thermal noise realization is generated by tak-
ing a sample data point from each of the n zero-mean Gaus-
sians with standard deviation equal to the error bars  j of each
of the n measured closure phases. For each realization of n
scattered data points, the spread σˆ is calculated analogously
to the spread σˆ of the closure phases themselves. ˜ is then the
average of the N σˆ.
The metricQ thus subtracts the spread of the measurements
expected from thermal noise ˜2 from the total observed spread
σˆ2. If all variations in the measurements are due to thermal
noise, Q is expected to be zero, whereas if the fluctuations
are dominated by intrinsic variability, Q may increase up to
a value of 1 in the noiseless limit. Q is the fraction of the
closure phase spread that cannot be accounted for by thermal
noise.
Although we have constructed this metric using Gaussian
errors, as are expected for measurements with SNR > 1, it can
also be applied for weaker measurements and non-Gaussian
errors. In this case, ˜ must simply be defined according to
the appropriate distribution function for the sampled closure
phases, so that Q would still be zero if all variability was due
to the measurement uncertainties only. This is important be-
cause there is not a single correct prescription for the treat-
ment of closure phase statistics, as they depend on the details
of how the closure phases are formed. Non-closing errors due
to e.g. bandpass variations may be present in closure phase
data, leading to an underestimate of ˜. If these errors can be
estimated, which is on-gong work (e.g. Blackburn et al. 2017),
they could be included in the error distribution used to deter-
mine ˜. In this work, we assume that non-closing errors are
negligible.
3.2.2. Error estimation
For an error analysis ofQ, consider a closure phase data set
with thermal jitter ˜ and intrinsic circular standard deviation
σS, so that
σ2 = σ2S + ˜
2. (22)
In this case,
〈Q〉 = 1
1+
(
˜
σS
)2 = 11+S−2 , where S≡ σS˜ . (23)
The data variance σ2 can only be estimated within a standard
deviation limited by the number of samples n, so that its un-
certainty
δσˆ2 =
√
2
n
σˆ2 =
√
2
n
(
σ2S + ˜
2) . (24)
˜ can be estimated to high precision with our Monte Carlo
approach. With N n, the error on ˜ will be negligible com-
pared to the error on σˆ, assuming that the error bars indeed
correctly represent the thermal noise. The error onQ can then
be calculated from standard error propagation as:
δQ =
∣∣∣∣ ∂Q∂σˆ2
∣∣∣∣δσˆ2 =
√
2
n
˜2
σˆ4
(
σ2S + ˜
2) =√2
n
1
1+S2
=
√
2
n
(1−Q).
(25)
This expression shows that there is a natural tendency for δQ
to decrease with increasing n and Q.
Note that this simple expression for δQ is only strictly valid
if both σˆ2 and ˜2 do not change across the closure phase track.
If the time series is divided into s segments, with a single seg-
ment consisting of ni measurements characterized by intrinsic
scatter σˆS,i and noise scatter ¯i, the total σˆ2 and ˜2 generalize
to
σˆ2 =
1
n
s∑
i=1
ni
(
σ2S,i + ˜
2
i
)
, (26)
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and
˜2 =
1
n
s∑
i=1
ni˜2i , (27)
so that
δQ =
√
2
n
˜2
σˆ4
√√√√ s∑
i=1
ni
(
σ2S,i + ˜2i
)2
. (28)
Alternatively, Q and its error may be estimated with boot-
strapping (Efron 1979). The calculation of Q outlined above
relies on the assumption that the data are relatively homoge-
neous (the closure phase fluctuates around an average value).
However, it may occur that the distribution of the closure
phases and their errors may not fluctuate around an average
value, which can happen when it wraps around a lot on large
triangles or when the time on-source is very short. In this
case, the bootstrapping approach may be a good alternative
for calculating Q and its error.
Bootstrapping uses a Monte Carlo approach to estimate the
accuracy of sample estimates from the empirical data distri-
bution. The metric Q is calculated from a set of measured
closure phases. In principle, this set of measurements can
produce only one value of Q. However, in order to get an
idea of the error on Q, one would like to have multiple sets
of measurements for which Q can be calculated. Bootstrap-
ping entails generating new data sets from the same popu-
lation by randomly resampling data points from the empirical
distribution. Since a sample of n measurements is drawn from
an empirical distribution constructed of n measurements, the
distribution is sampled with replacement, which means that
an individual data point may be sampled multiple times. If n
is sufficiently large, this approach ensures that the probabil-
ity of getting two identical resampled data sets is very small.
For each resampled data set, the statistic of interest (Q) can be
calculated, and its error can be estimated from the distribution
of the bootstrapped values.
3.2.3. Detrending for baseline evolution
The metric Q does not account for closure phase variations
due to Earth rotation. As Earth rotation introduces a slow
variation of the observed closure phase (Figs. 2 and 3), its
influence on the metric Q may be mitigated by detrending
the data. There are several methods of doing this. The time
series may be divided in shorter segments of a certain size, so
that the influence of Earth rotation across a segment is small,
whereas the rapid intrinsic fluctuations are still large. Q and
δQ can then be calculated using Equations 26-28.
In addition, the data within a segment may be detrended by
subtracting a linear fit, or taking the closure phase differences
at a certain time lag. The latter method was found to do the
best job at bringing Q to zero for closure phases simulated
from a static source model, while hardly affecting Q for a
variable source model. The differences ∆(θi,θi+l) at lag l can
be calculated as
∆(θ j,θ j+l) = min(θ j+l −θ j,θ j+l − (θ j +360),θ j+l − (θ j −360)).
(29)
l should be set to a time scale long enough to see a change
in the closure phase value due to baseline evolution through
thermal noise, and to preserve the rapid variability that is due
to the source. l should not be set too large as the number
of data points is reduced by l, and a large lag would not be
able to tease out the trend across the track. In the case of the
a∗ = 0.94 disk model, a lag of 25 data points or 277 seconds,
which is about half an ISCO period, was found to work best.
Interstellar scattering is expected to become important on time
scales much longer than the detrending window.
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Figure 6. Metric values for the a∗ = 0.94 GRMHD movie at inclination 85
degrees (green) and middle frame of the movie observed as a static source
(blue) as a function of segment size at the triangle LMT-ALMA-SMA, with
thermal noise characterized by tint = 11 s and ∆ν = 4 GHz. The black (movie)
and red (static) points are the metric values resulting from differencing the
segmented time series at a lag of 25 data points (277 seconds) before calcu-
latingQ. The error bars were calculated with Equation 28.
Figure 6 shows the metric values as a function of segment
size for a variable and static source model, with and without
application of differencing. For the non-detrended data of the
static source observation (blue), Q increases as a function of
segment size. This could be expected since σˆ will be larger
for a larger segment if the closure phase is strictly increasing
or decreasing throughout the segment, which is often the case
due to the slow baseline evolution. For the movie observa-
tion (green),Q usually plateaus at a segment size shorter than
∼ 0.5 hr, indicating that most of the closure phase variabil-
ity occurs within ∼ 0.5 hr time scales. Taking closure phase
differences does not affectQ much for the movie observation
(black) as it is dominated by rapid fluctuations, but the val-
ues for the static observation (red) are drawn to zero, even for
large segment sizes. This makes the metric a robust way of
detecting and characterizing intrinsic source variability.
Figure 7 shows an example of a power spectrum of the clo-
sure phase time series in different cases: the closure phases
from the GRMHD movie (green), the differenced closure
phases from the GRMHD movie (black), the closure phases
from the middle frame of the GRMHD movie (blue), and the
differenced closure phases from the static source (red), all
with (lower panel) and without (upper panel) thermal noise.
Thermal noise introduces a noise floor in the power spec-
trum at ∼ 10 dB/Hz, so that no strong signal is present at
time scales shorter than ∼a few minutes. From these plots,
it is clear that detrending using the method of differencing
effectively removes power on long time scales (low frequen-
cies). Variability on short time scales (high frequencies), if
present, is preserved up to the frequencies where the noise
level is reached. The frequency where the detrended and non-
detrended GRMHD movie closure phase tracks contain ap-
proximately equal power again is ∼ 4 · 10−4 Hz, correspond-
ing to a timescale of ∼ 45 minutes, which is about 5 periods
of the innermost stable circular orbit (ISCO). Some (but not
all) of the variability information on larger time scales is thus
lost when detrending the data. The dips in the power spectra
of the detrended time series are at the frequency correspond-
ing to the differencing time lag of 277 seconds, and multiples
of that frequency.
Another metric that could be applied to closure phase mea-
surements in the same way is
Q˜ ≡ σˆ2 − ˜2. (30)
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Figure 7. Power spectrum of the closure phase track with (lower panel) and
without (upper panel) thermal noise on the SMT-LMT-ALMA triangle. The
different lines represent the power spectra for the GRMHD movie and middle
frame for an inclination of 85 degrees, with and without detrending the data
using the method of differencing the time series at a lag of 25 data points (4.6
minutes). Indicated with vertical lines are the time scales tG = GM/c3, the
detrending lag ldiff and multiples of the corresponding frequency, the period
of the innermost stable cirular orbit PISCO, and the time scale tE from where
the detrended and non-detrended closure phase time series from the GRMHD
movie contain approximately equal power again.
This metric is useful as its square root gives the spread on the
closure phases in degrees that cannot be explained by the ther-
mal noise. It has not been defined as the square root here since
for a static source ˜ may be larger than σˆ. Our main interest
here is in detecting variability rather than measuring the ex-
cess variability in degrees, as the latter will be interesting only
for high-SNR data where variability can be detected with high
confidence. We will therefore focus on the normalized metric
Q.
4. APPLYING THEQ-METRIC TO EXISTING EHT DATA
Before we calculate theQ-metric for existing EHT data and
compare the results with simulations, we describe how to pro-
cess the measured (Sec. 4.1) and simulated (Sec. 4.2) closure
phases in order to make them directly comparable. Section
4.3 describes how to add variability introduced by interstellar
scattering to the simulations.
4.1. Generating a single closure phase track from
multi-epoch EHT data
Closure phase measurements of Sgr A* have been made on
the California-Hawaii-Arizona triangle in 2009, 2011, 2012
and 2013, as reported by Fish et al. (2016). At CARMA, a
phased array was used as well as a single comparison dish.
At SMA, the phased array and JCMT were operating sepa-
rately. The data were taken on two types of triangles. Triv-
ial triangles contain two antennas at the same site. The clo-
sure phase on these triangles is expected to be zero, since
the phases on the long baselines from the same-site antennas
to the third antenna cancel, and the structure is not resolved
by the short baseline between the same-site antennas, which
thus measures zero phase. Triangles consisting of antennas on
three different sites are non-trivial triangles. Closure phases
on these triangles contain information about the source struc-
ture.
The data from Fish et al. (2016) contain multiple non-trivial
triangles because of different antennas used at each site dur-
ing multiple epochs. In addition, data were taken on two fre-
quency bands centered at 229.089 and 229.601 GHz with a
bandwidth of 480 MHz. In order to nevertheless obtain a sin-
gle closure phase time series, data points taken at the same
time, but different triangles and/or frequency bands were cir-
cularly averaged after weighing them with the squared bispec-
tral signal-to-noise ratio. Errors were assumed to be Gaussian
and the error in radians was calculated as 1/SNR following
Rogers et al. (1995).
The validity regime of the high-SNR approximation for the
closure phase uncertainties is shown in Figure 8. In this calcu-
lation, the SNR of the complex visibilities on three individual
baselines was kept constant, and 107 different realizations of
the thermal noise were generated. The closure phase was cal-
culated for each realization. The actual spread introduced by
thermal noise can be calculated as the root-mean-square of
the closure phases (blue) or the circular standard deviation σˆ
(green, Eq. 20), which can be compared to the high-SNR un-
certainty approximation (red) in Equations 4 and 5. For equal
SNR on all baselines, this is (Rogers et al. 1995)
σc ≈
√
3
SNR
. (31)
For closure phase measurements with an estimated uncer-
tainty smaller than 20 degrees, the high-SNR approximation
estimates that uncertainty to within ∼ 2% accuracy. As most
of the uncertainties of the closure phases measured by Fish
et al. (2016) are smaller than this, the high-SNR approxima-
tion is indeed valid for these data.
Figure 8 also shows that the linear closure phase RMS
(blue) and circular standard deviation σˆ (green) behave dif-
ferently as the SNR decreases. The linear RMS plateaus to
a value of 60
√
3, corresponding to a fully randomized phase
(Johnson & Narayan 2016). On the other hand, the circu-
lar standard deviation σˆ keeps increasing towards lower SNR.
This is because as the noise increases the vector average of the
closure phases approaches the origin of the unit circle (Fig. 5).
In the limit of pure noise, the distance to the origin R¯→ 0 (Eq.
7). This means that the circular standard deviation goes to in-
finity (Eq. 20) and does not plateau as the noise increases.
The circular standard deviation σˆ is in good agreement with
the conventional RMS down to an SNR of ∼ 1. Note that the
SNR values in Figure 8 refer to the expected mean SNR and
not to the actual SNR of the data points. A full Monte Carlo
approach is needed for a proper analysis of the closure phase
statistics in the low SNR regime (Blackburn et al. 2017).
Figure 9 shows the resulting closure phases as a function of
Greenwich Sidereal Time (GST), color-coded by year. GST
was chosen rather than UT, because evolution in GST maps
uniquely to evolution in baseline regardless of the date of ob-
servation. The metric Q described in Section 3 may now be
applied to examine whether there is variability in the mea-
sured closure phases that is not due to thermal noise or Earth
rotation.
After processing the data as described above an average of
five and maximum of only nine data points occur within a sin-
gle epoch. This amount of data points is considered too small
for the statistical quantities that go into Q to contain reliable
information, and for the detrending to work properly. Q has
therefore only been applied to the combined multi-epoch data,
and not to single-epoch observations. As a result, theQ-value
will reflect variability due to changing intrinsic source struc-
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Figure 8. Simulated (blue) and approximate (red) closure phase RMS as a
function of the complex visibility signal-to-noise, which was assumed to be
equal on all baselines. The simulated RMS on the closure phases plateaus to
a value of 60
√
3 as the phase randomizes. The circular standard deviation σˆ
(green), which does not plateau to a fixed value, is also shown.
ture and interstellar scattering. As the scattering is expected
to introduce significant variability on timescales of about a
day, studying the Q-metric in single-epoch data would reflect
changes in intrinsic source structure only.
4.2. Generating simulations directly comparable to
observations
Before comparing the metric value calculated from the ob-
served closure phases to those calculated from different sim-
ulations, the simulated closure phase tracks should be made
directly comparable to the measured closure phases. Closure
phases due solely to source structure were calculated from the
GRMHD movies starting at 8300tG (after the MRI saturated
at 8000tG and almost all photons emitted then had reached the
camera) for the CARMA-SMA-SMT triangle. Data points
were taken at the same GST time stamps as the EHT data.
In order to ensure that both the simulated and observed data
sets have the same noise properties, the standard deviation of
the Gaussian noise added to each simulated closure phase was
set equal to the error on the EHT data point at the same time
stamp. The resulting data set was detrended for baseline evo-
lution, and the metric Q was calculated. As the EHT data do
not have uniform sampling in time, the lag used for the dif-
ferencing to correct for baseline evolution was set to a fixed
number of 4 data points, corresponding to an average lag of
11 minutes, removing variations on time scales larger than ∼
a few ISCO periods (Fig. 7). This process was repeated 104
times in order to obtain different realizations of the thermal
noise, after which an average Q¯ was calculated.
4.3. Adding interstellar scattering to the simulated closure
phases
Refractive scattering by the ionized interstellar medium be-
tween the Earth and the Galactic Center introduces spurious
substructure in the resulting image (Johnson & Gwinn 2015).
The scattering can be modeled as a phase-changing screen
characterized by a phase structure function
Dφ(r)≡ 〈[φ(r′ + r)−φ(r′)]2〉. (32)
Here, φ(r) is a statistically homogeneous Gaussian random
phase field, with r a two-dimensional vector on the screen.
〈· · · 〉 denotes an ensemble average over different screen real-
izations. Dφ(r) is usually written as a power law Dφ(r)∝ |r|α,
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Figure 9. Measured Sgr A* closure phase as a function of sidereal time at
the California-Hawaii-Arizona triangle (upper plot) and the trivial triangles
(lower plot) in 2009, 2011, 2012, and 2013. Data are from Fish et al. (2016),
where measurements taken at the same time, but different triangles and fre-
quency bands were circularly averaged with squared bispectral SNR weights.
with α = 5/3 for Kolmogorov turbulence, which is thought to
be the appropriate description for interstellar scattering (Arm-
strong et al. 1995). The screen is assumed to be frozen, so that
the time evolution of the scattering only depends on the rela-
tive motions of the source, screen, and observer, characterized
by a velocity V⊥. For Sgr A*, this relative motion causes the
observed phase screen to change significantly on a timescale
of about a day. The effect of variability due to scattering is
thus not very large for a single observation, but it should be
present in the Fish et al. (2016) data as they were taken during
multiple epochs spanning four years.
The effect of a moving random phase screen on the closure
phases is Gaussian jitter that is dependent on baseline and vis-
ibility amplitude (Johnson & Narayan 2016). The lower the
visibility amplitude, the larger the root-mean-square of the
closure phase jitter (see also the discussion in Section 2.3).
Here, we have considered the expected jitter for the Gaussian
(FWHM: 52 µas) and annulus (inner diameter: 21 µas, outer
diameter: 97 µas) source models that provided the best fits
(within the Gaussian and annulus model classes) to the visibil-
ity amplitudes of Sgr A* measured by Johnson et al. (2015).
Only the annulus model fits the amplitude data well. The ef-
fect of different realizations of the scattering screen on the
simulated closure phases of these models is shown in Figure
10. The increase of the expected closure phase fluctuations of
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the annulus model towards the end of the track is due to the
null in the model visibility amplitudes sampled at GST ∼3.9
h. The Gaussian model generally introduces larger closure
phase jitter than the annulus model due to the lower visibility
amplitudes at the uv-points sampled by the CARMA-SMA-
SMT triangle.
Johnson & Narayan (2016) developed a framework for cal-
culating the expected RMS closure phase fluctuations due to
interstellar scattering for different source models. The effect
of interstellar scattering may thus be simulated by using the
expected RMS fluctuations as the standard deviation of addi-
tional Gaussian jitter added to all simulated closure phases.
However, the 2009-2013 EHT data contain on average 5 clo-
sure phases for each day of observations, and the scattering
is not expected to introduce variability on time scales shorter
than ∼a day. Adding the expected RMS to all data points
may thus overestimate the variability introduced by interstel-
lar scattering.
A more realistic way to add the scattering is to scatter the
model image or movie frames themselves with a different
scattering screeen for each day of EHT observations. Using
the stochastic optics module in the eht-imaging software
(Johnson 2016), a number of independent scattering screens
equal to the number of days with EHT closure phase measure-
ments can be generated, while assigning a particular scatter-
ing screen to each day. For each EHT data point, the model
image or movie frame corresponding to the GST of the mea-
surement can then be scattered with the scattering screen cor-
responding to the day of the measurement. Closure phases
can then be simulated for multiple realizations of the set of
scattering screens, and an average Q¯may again be calculated.
The full process of calculating Q from the simulated and
observed closure phases is shown schematically in Figure 11.
5. Q-METRIC RESULTS
We now calculate the Q-metric for previously reported
EHT data and simulations, and the results are compared in
the case of a static (Sec. 5.1) and variable (Sec. 5.2) source.
5.1. Static source
Figure 12 shows the Q-values for the 2009-2013 EHT data
and different simulations of static and scattered sources cal-
culated with the procedure described above. The Q-value
of 0.38± 0.11 for the EHT data of the non-trivial triangle
CARMA-SMA-SMT (orange band) is well above zero, which
suggests that variability from sources other than thermal noise
and Earth rotation is present in the data. The Q-value for
the EHT data on the trivial triangles of 0.14±0.16 (magenta
band) is consistent with zero, as one would expect since the
closure phases should always be close to zero on trivial tri-
angles. The Q-values for the EHT data have also been es-
timated with bootstrapping (Sec. 3.2.2, Efron 1979). The
mean and standard deviation of the bootstrapped distribution
containing the Q-values of 104 resamplings of the EHT data
are 0.37±0.11 and 0.15±0.21 for the non-trivial and trivial
triangles, respectively. These values are in good agreement
with the values calculated using standard error analysis (Sec.
3.2.2) quoted above.
The combined distribution of Q-values for different real-
izations of the thermal noise and all inclinations of the middle
frame of the a∗ = 0.94 disk model without scattering (black)
is consistent with zero, indicating that no intrinsic variability
is present in these simulations. The distribution contains an
equal amount of thermal noise realizations for all inclinations,
as the basic behavior in Q should be the same for any static
source after detrending for baseline evolution. The variability
observed in the EHT data is inconsistent with these simula-
tions at a level of ∼ 2σ: the probability that a static source
gives a Q-value that is equal to or higher than the Q-value of
0.38 measured for the 2009-2013 EHT data is 3.0%.
The distribution of theQ-values for different realizations of
the thermal noise and set of scattering screens for the annulus
model (dark blue) is centered at a slightly higherQ-value than
the distribution for a static source without scattering, as ex-
pected from the difference in closure phase fluctuations shown
in Figure 10. As the Gaussian model gives stronger scattering
fluctuations, the Q-value distribution for the Gaussian source
including interstellar scattering (dark green) is at significantly
higher values than the distribution for the annulus model. It
also overestimates the variability observed in the EHT data:
the probability that interstellar scattering by a Gaussian source
gives a Q-value that is equal to or lower than the Q-value of
0.38 measured for the EHT data is 2.2%. A Gaussian mor-
phology of Sgr A* is thus not only inconsistent with the vis-
ibility amplitudes, but also with the observed closure phase
variability (at a level of & 2σ).
The light blue and light green curves respectively show the
Q-value distributions for the simulations with the RMS jitter
of the annulus and Gaussian model, as calculated by Johnson
& Narayan (2016), added to the static source closure phases,
for different realizations of the thermal noise and scattering
jitter. These are at higher values than the simulations where
the models themselves were scattered with a different scat-
tering screen for each day of EHT observations (dark blue
and dark green, respectively). This illustrates that the scatter-
ing fluctuations on a closure phase track are correlated for a
single realization of the scattering screen, and the additional
variability arises mostly from the evolution of the scattering
screen rather than from the scattering screen itself.
The confidence of 97% with which we detect image vari-
ability (due to structural and/or scattering variations) is ex-
pected to increase as we obain more data with better qual-
ity. As shown in Figure 13, the distribution of Q-values for
a static source becomes more narrow and better centered at
zero as the number of data points increases. The Q-value of
0.38 measured for the EHT data would have been a 5σ detec-
tion of image variability if the number of data points would
have been ∼ 6 times as high. Figure 14 shows that decreas-
ing the error bar size hardly affects the Q-value distribution
for a static source. This is not surprising as a higher SNR
will not make the detrending do a better job. In fact, it should
make detrending more difficult since closure phase variations
due to baseline evolution relatively contribute more to the to-
tal variability when there is less thermal noise. On the other
hand, theQ-value for a variable source will be affected as the
variations become more dominated by image variability. The
current EHT data would give a 5σ detection of variability if
the error bars had been ∼ 0.6 times as large.
5.2. GRMHD movies
Apart from the inclination, the orientation of the source in
the plane of the sky also influences the closure phases mea-
sured. This sensitivity to source orientation occurs because
a single baseline only measures the image structure parallel
to the direction in which it points due to the projection-slice
theorem (Thompson et al. 2001). Because the features in the
movies move in certain directions, rotating the image will in-
fluence the phase variability measured by the individual base-
lines, and hence the closure phase variability.
Figure 15 shows the Q-values for the movies with (lower
plots) and without (upper plots) interstellar scattering at dif-
ferent projected spin axis orientations and inclinations. For
the lower plots, interstellar scattering was added by scattering
the movie frames with a different scattering screen for each
14 ROELOFS ET AL.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
GMT (h)
200
150
100
50
0
50
100
150
200
C
lo
su
re
 P
h
a
se
 (
d
e
g
)
Gaussian, true value
Gaussian, with noise, without scattering
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
GMT (h)
200
150
100
50
0
50
100
150
200
C
lo
su
re
 P
h
a
se
 (
d
e
g
)
Annulus, true value
Annulus, with noise, without scattering
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
GMT (h)
200
150
100
50
0
50
100
150
200
C
lo
su
re
 P
h
a
se
 (
d
e
g
)
Gaussian, true value
Gaussian, with noise and scattering
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
GST (hr)
200
150
100
50
0
50
100
150
200
C
lo
su
re
 P
h
a
se
 (
d
e
g
)
Annulus, true value
Annulus, with noise and scattering
Figure 10. Upper plots: simulated closure phase tracks for a static source on the CARMA-SMA-SMT triangle, with (dark blue) and without (light blue) 30
realizations of the thermal noise (tint = 11 s, ∆ν = 4 GHz). The source models are the Gaussian model (left plots, FWHM: 52 µas) and annulus model (right plots,
inner diameter: 21 µas, outer diameter: 97 µas) that provided the best fit to the visibility amplitudes measured by the EHT in 2013 (Johnson et al. 2015). The
true value of the closure phase is always zero for these models, except when the annulus flips phase at GST∼ 3.9 h. Lower plots: same as upper plots, but for 30
realizations of the thermal noise and scattering screen generated with the stochastic optics module in the eht-imaging software Johnson (2016). Interstellar
scattering increases the jitter in closure phase. The phase flip in the annulus model corresponds to a null in the visibility amplitude.
day of the 2009-2013 EHT observations.
In most models and at most source orientations, the vari-
ability is highest for the lowest inclinations. This is caused
by the decreasing apparent source size towards higher incli-
nations (Figure 1). When the apparent source size is large
(low inclinations), the variable structures are well resolved by
the baselines, leading to low visibility amplitudes and large
(closure) phase fluctuations. For a small apparent source size
(high inclinations), the baselines do not resolve the variable
structures well enough to for the Q-metric to detect strong
intrinsic variability above the noise level.
For the a∗ = 0.94 disk model (left plots), theQ-metric does
not detect any variability at the highest inclinations if no scat-
tering is added (top left). The simulated closure phase vari-
ability including scattering for this model is generally slightly
higher, but still compatible with the 2009-2013 EHT data.
Comparing with Figure 12, scattering the movie itself gener-
ally introduces more variability than what one would get for
the annulus model, but less than for the Gaussian model. For
orientations ∼130-160 and ∼310-340 degrees, the simulated
closure phases are much more variable than for the other ori-
entations and the EHT data, especially for the intermediate in-
clinations. The sensitivity to orientation is probably strongest
for the intermediate inclinations because of two effects. For
low inclinations, the source variability looks symmetric as the
features appear to follow circular orbits around the black hole
(although they are sheared out by differential rotation before
they complete a full orbit), so Q is not expected to be very
sensitive to source orientation here. On the other hand, at
high inclinations the apparent source size is small, so that clo-
sure phase fluctuations are suppressed. The intermediate in-
clinations show the most sensitivity to source orientation be-
cause the source dynamics appear to be asymmetric, while the
source size is still relatively large and the variable structures
are resolved by the baselines.
The same effect is visible for the a∗ = 0 simulation (middle
plots), though the higher inclinations show more sensitivity
to orientation here. Also, only the highest inclinations show
variability comparable to what was observed in the EHT data,
as the lower inclinations overpredict the observed variability.
These differences with the a∗ = 0.94 model may again be ex-
plained from the apparent source size, which is larger for the
a∗ = 0 simulation (see Figure 1), causing the closure phase to
fluctuate more for all inclinations.
For the jet model (right plots), different orientations show
peaks in variability because the source morphology is differ-
ent from the disk models. There is generally more variability
than in the a∗ = 0.94 disk model, but less than in the a∗ = 0
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Figure 12. 1σ confidence intervals for the Q metric values calculated from
the EHT data on the trivial (magenta) and non-trivial (orange) triangles, and
simulations on the CARMA-SMA-SMT triangle. The distributions show dif-
ferent thermal noise and scattering realizations of the middle frame of the
a∗ = 0.94 disk movie without scattering at all inclinations (black), the annu-
lus (dark blue) and Gaussian (dark green) model scattered with a different
scattering screen for each day of EHT observations, and the expected RMS
closure phase jitter due to scattering calculated by Johnson & Narayan (2016)
for the annulus (light blue) and Gaussian (light green) models added to the
static source closure phases. The probability for a static source to give a
Q-value that is equal to or higher than the measured value of 0.38 is equal
to the area beneath the static source distribution (black) at Q-values higher
than 0.38, which gives 3.0%. The probability that interstellar scattering by a
Gaussian source gives aQ-value that is equal to or lower than 0.38 is 2.2%.
model. This is in agreement with the apparent source size be-
ing larger than the a∗ = 0.94 disk model and smaller than the
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Figure 13. Improvement of the ability to detect image variability with in-
creasing number of data points. TheQ-value distributions for a static source
without scattering (the middle frame of the a∗ = 0.94 disk model at different
inclinations with different realizations of the thermal noise) are shown for dif-
ferent numbers of data points expressed as multiples of the number of closure
phases measured by the EHT in 2009-2013 (nEHT = 72). The p-value indi-
cates the probability that the model gives aQ-value that is equal to or higher
than theQ-value of 0.38 measured for the EHT data. This value would have
been a 5σ detection of image variability if the number of data points would
have been ∼ 6 times as high.
a∗ = 0 model, especially for low inclinations (see Figure 1).
High inclinations show the strongest dependence on orienta-
tion because the source appears less symmetric here, while the
apparent source size is not very different from lower inclina-
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Figure 14. Improvement of the ability to detect image variability with de-
creasing error bars. TheQ-values for the EHT data and theQ-value distribu-
tions for a static source without scattering (the middle frame of the a∗ = 0.94
disk model at different inclinations with different realizations of the thermal
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error bar sizes of the 2009-2013 EHT data (Fig. 9). The p-value indicates
the probability that the model gives a Q-value that is equal to or higher than
theQ-value for the EHT data with corresponding error bar sizes. The current
EHT data would give a 5σ detection of variability if the error bars had been
∼ 0.6 times as large.
tions. Another effect visible for the jet model is that the peak
variability direction changes with inclination, which is not the
case for the disk model. This could be caused by the fact that
while the disk and jet models qualitatively appear to evolve
similarly at low inclinations, for the jet model an elongated
structure becomes more apparent towards higher inclinations
(Fig. 1, Sec. 2.1). This introduces a direction of variabil-
ity that is not strongly present in the disk models, causing the
directionality of the closure phase variability to change.
Considering the above, the Q-metric is suitable for distin-
guishing between source models with different GRMHD pa-
rameters based on their effect on the closure phase variabil-
ity. However, a given Q-value on a certain triangle will not
directly point towards, e.g., a range of inclinations, source
orientations, black hole spins, or electron temperature distri-
butions, as there is a lot of degeneracy between them. For
example, a change in inclination may have the same effect on
the measured Q-value as a change of orientation on the sky.
Other data, such as the visibility amplitudes and closure phase
values, will be needed in addition to the Q-metric to tightly
constrain these parameters. As the analysis presented here
suggests, the Q-metric has the potential to be useful in ruling
out parts of the GRMHD and scattering parameter space.
6. SUMMARY AND OUTLOOK
In this work, a framework for characterizing the amount of
intrinsic variability in closure phase measurements has been
developed. The Q-metric is a normalized quantity indicating
the amount of variability in a set of measured closure phase
data that cannot be explained by the (known) thermal noise.
In the limit of an infinite number of measurements, the value
ofQ is zero if all variability is due to thermal noise, and it will
approach 1 as all observed variability becomes dominated by
intrinsic variations in the data. This is independent of whether
the noise is Gaussian: the Q-value can be calculated for any
error distribution.
This metric has a number of useful and novel applications
in the context of the analysis of EHT closure phases.
• Q can be used as a test of intrinsic variability: if it is
measured to be larger than 0 with high confidence, the
variations in the data cannot be explained as purely due
to noise.
• As Earth rotation introduces a variation of the closure
phase, it will cause the Q-value to be nonzero even if
no variability from a changing source structure or inter-
stellar scattering (image variability) is present. How-
ever, as the variation is slow (Figures 2 and 3), its ef-
fect on the closure phase variability can be mitigated
by detrending it. We have demonstrated, using simu-
lated observations of GRMHD simulations, that Q will
indeed go to zero if an observation of a static source
is detrended for baseline evolution using the method of
differencing (Fig. 6).
• As the detrending does not work perfectly and noise
fluctuations may cause Q to deviate slightly from zero
for a static source, a measured Q-value should be com-
pared to the distribution ofQ-values of synthetic obser-
vations of a static source with different thermal noise
realizations. These synthetic observations should have
the same properties as the EHT observations for which
Q is calculated. We have developed a framework for
generating these synthetic data and comparing the ob-
served variability.
• If variability has been detected with high confidence,√
Q˜ (Eq. 30) gives the excess closure phase variabil-
ity in degrees that is due to variability of the observed
image.
• Different GRMHD parameters such as the black hole
spin, electron temperature distribution, inclination an-
gle, and orientation of the source on the sky result in
different closure phase behavior and Q-values. Thus,
the Q-metric can distinguish between these models
based purely on their effect on the closure phase vari-
ability. Regardless of whether image variability is
detected with high confidence, the measured Q-value
may be compared to the Q-values of synthetic obser-
vations of different GRMHD models in order to rule
out (combinations of) GRMHD parameters. The Q-
values of different GRMHD simulations may also be
compared to each other to investigate the effect of dif-
ferent GRMHD parameters on the closure phase vari-
ability.
• When applied to data from multiple epochs, the Q-
metric may be used to distinguish between different
source models based on the expected variability due to
interstellar scattering.
• For data from a single epoch, variability from interstel-
lar scattering is expected to be small and the Q-value
will indicate variability dominated by changes of the
intrinsic source structure.
Using this framework, comparison of GRMHD simulations
with 2009-2013 EHT observations is consistent with models
exhibiting variability due to sources other than Earth rotation
and thermal noise. This variability could be the result of a
variable source, variable refractive substructure due to inter-
stellar scattering, or a combination of the two. The probability
that a static source without scattering substructure produces
the same amount of variability as observed in the 2009-2013
EHT data was found to be 3.0%.
Interstellar scattering by a Gaussian source model fitted to
the visibility amplitudes measured by the EHT in 2013 would
result in larger closure phase fluctuations than those present in
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Figure 15. Q-values for the GRMHD movies with (lower plots) and without (upper plots) interstellar scattering at different spin axis orientations and inclina-
tions. Interstellar scattering was added by scattering the movie frames with a different realization of the scattering screen for each day of the 2009-2013 EHT
observations. TheQ-value corresponds to the radius in the polar plot, while the spin axis orientation is represented by the polar angle. Different inclinations are
shown in different colors. The orange band represents the 1σ confidence interval for theQ-value of the EHT data. The plots from left to right show theQ-values
for the a∗ = 0.94 disk model, the a∗ = 0 disk model, and the a∗ = 0.94 jet model, respectively.
the data for 97.8% of the realizations of the scattering screen
and thermal noise. Closure phase variability caused by in-
terstellar scattering from an annulus model is consistent with
the EHT data. This independently reinforces the existing ev-
idence for a non-Gaussian source morphology based on the
goodness-of-fit of the measured visibility amplitudes.
An analysis comparing different GRMHD model parame-
ters has shown that the amount of closure phase variability is
strongly dependent on inclination and source orientation. The
sensitivity to orientation is strongest when the source mor-
phology is asymmetric and its size is not too small, which is
the case for intermediate inclinations in the high (a∗ = 0.94)
spin disk model of Sgr A*, and higher inclinations for the
a∗ = 0 and jet models. Closure phases from the zero spin black
hole model were found to exhibit significantly more variabil-
ity than closure phases from the high spin model. The appar-
ent source size is an important determining factor for closure
phase variability: the larger the source, the more closure phase
variability. This is due to the lower visibility amplitudes for
larger sources (see also Medeiros et al. 2016).
The Q-metric will be applied to future EHT data sets that
include closure phases from many more station combinations,
enabling a firmer detection and characterization of closure
phase variability, which may again be compared to differ-
ent models. In this work, the Q-metric has been applied to
multi-epoch EHT data only as there were not sufficient data
points measured on a single day and triangle for the statistical
quantities that Q consists of to contain reliable information.
A large number of measurements on a single day, as are ex-
pected for future EHT observations, would allow for direct
detection of source variability as the scattering screen is not
expected to change significantly over a few hours. Such mea-
surements would also allow for comparisons of the observed
variability between different GST segments or epochs. The
closure phases from Fish et al. (2016) were measured with a
total bandwidth of 1 GHz, but the EHT observations carried
out in April 2017 had a bandwidth of 4 GHz, and an upgrade
to 8 GHz is expected in the near future. The increased sen-
sitivity will allow for more high SNR data points on a single
closure phase track.
The behavior of power spectra and structure functions of
the closure phases and other data products may teach us about
the time scales involved in accretion processes (Roelofs 2016;
Shiokawa et al. 2017). Relating the variability of simulated
interferometric quantities directly to physical processes in the
(GRMHD) simulations used to generate them is a challenging
but important task for future studies of time variability.
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