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量子状態の不確定性と聞いて，多くの研究者が想起するのはW. K. Heisenberg にはじまる不
等式の議論であろう．そこでまずこの議論を概観することからはじめる．そのあとでこの種の議論
と比較しつつ本研究の立場を明らかにしてゆく．
ある種の不等式によって不確定性を捉えようとする議論は，Heisenberg の 1927 年の論文『量
子論的な運動学および力学の直観的内容について』[Hei27] に起源を有する．1927 年がどのよう




本的枠組を整備し，1926 年には E. R. J. A. Schrödinger が波動力学を発見して行列力学との同






















































| hAB- BAi⇢ |
2
(0.1.4)
が成り立つことが証明された [Rob29, Sch30, Rob34]．ここで hXi⇢ は状態 ⇢における物理量 X
の期待値を表し， ⇢(X)は標準偏差を表す．この不等式が非自明な結論をもたらすのは右辺の交換
















































第一種識別についてのよく知られた結果はC. W. Helstrom によって見出されたHelstrom 限
















第二種識別の初期研究としては [Iva87, Die88, Prs88] および [JS95] を挙げることができ
る．*2 彼らが議論したのは二状態の識別である．そののち有限個の状態に議論を一般化したのは
A. Cheﬂes である [Che98]．彼は，有限個の純粋状態が識別可能であるための条件が一次独立性
であることを見出した．また近年，Y. Feng ら [FDY04] が純粋とは限らない有限個の状態（混合
状態）が識別可能であるための条件を明らかにした．先に，第二種識別では問題が定性的なものと







く知られているのは，C. H. Bennett が 1992 年に提案した量子鍵配送手法である [Ben92]．この量





























ヒーレント状態の集まりである von Neumann 格子の識別問題を主題的に取り上げる．そこで次





















この函数の座標および運動量の密度函数は，qまたは pを中心とする Gauß 函数である．さらに

















| q,pih q,p| dqdp
2⇡
. (0.1.6)
ここで左辺の 1は恒等作用素を表す．この性質を足がかりに，R. J. Glauber や E. C. G. Sudar-










がおおよそ Planck 定数 hとなるところを境にして，この格子の性質が変わると von Neumann
自身が •証 •明 •な •し •に指摘している点である．この性質は決して自明ではなく，彼の教科書の公刊




























































本研究では， •無 •限 •個のコヒーレント状態の識別問題を論じる．そのために，まず無限個の量子状
態の識別に関する一般論を構築し，次に一般論をコヒーレント状態に適用するという手続きを取
る．その結果，古典状態とは異なり無限個のコヒーレント状態には識別不能なものがあると分か





































































る物理量に対して二つの統計集団 X, Y の標本がそれぞれ異なった振る舞いをする場合，
X; YY;XXXXXX; YYYYYYYYYYYYYYYYYYYYYYYY; (これまでの測定総数の倍のX); . . . の順番で測定す
ると測定値のヒストグラムも平均値も収束しない．しかし，通常はこのような順番による測定は例外
的で追試等により回避できると考える．そして統計集団の混合もまた一つの統計集団をなすと仮定す








































































*8 完全正写像の測定理論への導入については K. Kraus らの寄与 [HK69, Kra71, Kra83] も無視でき
ないものがある．また，測定理論は情報理論や非可換確率論との接触のもとで発展してきた．前者につ

























ては教科書 [UHO03, Dix11, Ped12, KR97a, KR97b, Sak12] 等を参照されたい．
⇤
■ von Neumann 代数 von Neumann 代数の定義には抽象的なものと具体的なものがある．
抽象的な定義の仕方では，単位的な C*代数であって，かつ何らかの Banach 空間の（Banach
空間としての）双対空間に一致するものを von Neumann 代数と云う．*9 ある von Neumann
代数に対して，このような Banach 空間は同型を除いてただ一つだけしか存在しない．そこで，
この Banach 空間を問題の von Neumann 代数 A の前双対と呼んで A⇤ と記す．定義により
(A⇤)⇤ = Aが成り立ち，またHahn-Banach の定理により A⇤ ⇢ A⇤ とみなすことができる．ここ
で (· · · )⇤ はBanach空間 (· · · )の（位相的）双対空間を表す．A⇤ ⇢ A⇤ と Aの対を角括弧 h , i
で表す．以上が抽象的 von Neumann 代数の定義である．
具体的な定義では，Hilbert 空間 H 上の有界作用素の全体がなす代数 B(H) の部分代数 A
であって A 00 = A を満たすものを von Neumann 代数と呼ぶ．ここで S ⇢ B(H) に対して
S 0 = {X 2 B(H) | 8Y 2 S, XY - YX = 0}，また S 00 = (S 0) 0 と記している．S 0 は S の交換団，
S 00 は S の二重交換団と呼ばれる．特に H を明示する必要のあるときは，このような具体的 von
Neumann 代数 Aを H上の von Neumann 代数と呼ぶ．
一般に，抽象的 von Neumann 代数は具体的 von Neumann 代数に同型であり，*10 具体的
von Neumann 代数は前双対を有する．すなわち，von Neumann 代数の抽象的定義と具体的
定義は一致する．以降，この節では A,Bは von Neumann 代数を表し，これらの間の写像は全
て線形であるとする．
*9 名称についての補足．von Neumann（1903-1957）自身は今日 von Neumann代数と呼ばれてい
る代数をRings of operators と呼んでいる．von Neumann代数という用語は，Jean Dieudonné
(1906-1992) の提案に従って，Jacques Dixmier（1924-）が彼のテキストで用いたことに端を発す
るようである．インタビュー記事 [Rau09] において，“Is it true that you coined the notion von
Neumann algebra?” という質問に対してDixmier は次のように答えている．“No, that was an
idea of Dieudonné; he proposed this name during a discussion at Bourbaki. I thought
that this was self-evident; I should have thought of it myself!” C*代数という用語に調子を
合わせて von Neumann 代数をW*代数と呼ぶこともある．C*代数の Cは，Closed の頭文字であ
り，W*代数の W は Weakly closed の頭文字だそうである [Kad90]．抽象的 von Neumann 代
数をW*代数，具体的 von Neumann 代数を von Neumann 代数と呼び分ける場合もある．
*10 同型の定義は後出．
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■ 位相 von Neumann 代数は二つの内在的位相を有する．一つ目はノルム位相である．von
Neumann 代数はC*代数であるからノルムを有する．このノルムが定める位相がノルム位相であ
る．von Neumann 代数間の写像のノルム位相に関する連続性を有界性と呼ぶ．二つ目は超弱作
用素位相（ultraweak topology,  -weak topology）である．これは A⇤ ⇢ A⇤ の元が全て A
上の汎函数として連続となる Aの最も粗い位相である．






■ テンソル積 有限個の von Neumann 代数に対してそれらのテンソル積が一意的に定義され
る．具体的定義に基づいて説明すれば次の通りである．A, B をそれぞれ Hilbert 空間 H, K上の
von Neumann 代数とする．a 2 A, b 2 Bは自然な仕方でHilbert 空間のテンソル積 H⌦ K上
の有界作用素 a⌦ b 2 B(H⌦K)を定義する．そこで，代数的テンソル積 A⌦algBを B(H⌦K)の
部分 ⇤-代数とみなすことができる．これが B(H⌦ K)内に生成する von Neumann 代数を A,B
のテンソル積と定義する．
■ 正・完全正 次に正作用素並びに正写像及び完全正写像について述べる．A+ = {b⇤b | b 2 A} ⇢
Aと記し，この集合の元を正作用素であると呼ぶ．a- b 2 A+ であるとき a   bと書くことにす
ると，“ ” は A上の半順序となる．この半順序から A⇤ およびその部分集合 A⇤ にも半順序が導入
される．
写像   : A ! B は  A+ ⇢ B+ を満たすとき正写像であると云われ，その自明な拡張
 ⌦ 1 : A⌦Cn⇥n ! B⌦Cn⇥n が全ての n 2 N = {1, 2, . . . } に対して正写像であるとき完全正写
像であると呼ばれる（ここでは 1 : Cn⇥n ! Cn⇥n は恒等写像を表す）．完全正写像は正写像であ












  : A! B        2 nCP(A,B) 1 = b．
 
(1.1.2)
nCP(A,B) の元を正規な完全正写像，nCP(A,B; 1) を正規な単位的正写像と呼ぶ．特に
nCP(A,C; 1) の元を A 上の正規状態と呼ぶ．これは A⇤ の元であって，正かつ単位的であるもの
*11 反例については [Cho72] を，ここに述べた完全正写像の性質全般については [Pau02] を見よ．
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■ B(H) 一つ目の例は，Hilbert 空間 H上の有界作用素の成す代数 B(H)である．どんな部分集
合 S ⇢ B(H)に対しても S ⇢ S 00 が成り立つことに注意すれば，B(H)がvon Neumann代数であ
ることは具体的定義から分かる．抽象的定義から B(H)が von Neumann 代数であることを検証
するには，H上の跡類作用素の全体 B1(H) ⇢ B(H)が B(H)の前双対であることを示せば良い．こ
のとき前双対 B1(H)とvon Neumann代数 B(H)の対は h⇢, Xi = tr(⇢X), ⇢ 2 B1(H), X 2 B(H)
で与えられる．ただし，tr : B1(H) ! C は跡を表す．なお，一般に具体的 von Neumann 代数
A ⇢ B(H)の前双対は B1(H)の商空間として実現できる．B(H)は Hilbert 空間 H の次元が 2以
上であれば非可換である．




的に有界な（C値）可測函数の全体 L1(⌦,⌃, µ)は可換なvon Neumann代数をなす．ただし，殆
ど至る所で一致する函数たちは同一視する．それゆえ von Neumann代数 L1(⌦,⌃, µ)の元は函
数の同値類であるが，以下では慣習にならい同値類とその代表元をしばしば混同する．具体的な定
義に基づいて L1(⌦,⌃, µ)がvon Neumann代数であることを示すには，まず L1(⌦,⌃, µ)の各
元が自乗可積分函数（の同値類）のなすHilbert 空間 L2(⌦,⌃, µ)に乗算として作用することに注
意する．この作用により L1(⌦,⌃, µ) ⇢ B(L2(⌦,⌃, µ))とみなし，(L1(⌦,⌃, µ)) 0 = L1(⌦,⌃, µ)
を示せば良い．このようにして具体的定義に基づいて L1(⌦,⌃, µ) が von Neumann 代数であ
ることが示される．抽象的な定義に基づいて同じことを示すには，可積分函数（の同値類）のな
す Banach 空間 L1(⌦,⌃, µ) が L1(⌦,⌃, µ) の前双対になることに注意すれば良い．このとき対
h , i は，それぞれの函数の積の積分で与えられる．このようにして L1(⌦,⌃, µ) が可換 von
Neumann 代数であることを検証できる．実は，この逆も成り立つ．すなわち，勝手な可換 von
Neumann 代数は，適当な測度空間 (⌦,⌃, µ)上の本質的に有界な函数のなす von Neumann 代
数 L1(⌦,⌃, µ)に同型である．
以降，混乱のおそれのないときには L1(⌦,⌃, µ)を L1(⌦, µ),L1(⌦), L1(µ), L1 などと略記














す von Neumann 代数に着目して物理系を定義する [Ara93, BR87]．
A1 物理系とは，von Neumann 代数のことである．特に，可換 von Neumann 代
数を古典系と呼び，そうでないものを量子系と呼ぶ．物理量は物理系 A の自己共
役な元，正規状態は前双対 A⇤ の正かつ単位的な元とする．また，有限個の物理系
の合成系は，それら von Neumann 代数のテンソル積とする．
量子系を Hilbert 空間 H で代表する量子力学の定式化は，A = B(H) と定めることにより上述
の定式化に包摂される．*12 H 上の有界作用素のなす代数 B(H)は確かに von Neumann 代数で
あり，その前双対 A⇤ は跡類作用素のなす Banach 空間 B1(H)に同型である．そしてこれらの対










*12 もっとも簡単な例はスピン 1/2粒子のスピンを記述する物理系である．この場合，対応する Hilbert
空間は K = C2 であり，B(K) = C2⇥2 はこの Hilbert 空間に作用する行列の全体である．この代数




ところで，von Neumann 代数は定義上 C*代数であり，C*代数を物理系と定義する立場もあ
る．von Neumann 代数を用いた定式化を本論文で採用する理由は，古典系の取り扱いにある．
いずれの代数を用いるにしても，古典系は可換代数として定式化するのが自然である．そこで可換




典系が登場する．そこで古典系は確率や測度論になじむことが望ましい．可換 von Neumann 代
数はこの要望を満たす．このような事情で本論文では von Neumann 代数を用いた物理系の定式
化を採用している．
b 古典系
前節で述べた通り，本論文では古典系といえば可換 von Neumann 代数を指す．可換 von
Neumann 代数についての一般論が教えるところによれば，測度空間 (⌦,⌃, µ)上の本質的有界函




であり，これが⌦にあたる．この相空間の測度としては Liouville の定理を考慮して Lebesgue
測度 µを取る．そして，その測度の定義域である  -代数を ⌃ ⇢ 2⌦ と記す．結局，一次元空間中
の一粒子には測度空間 (C,⌃, µ = Lebesgue 測度)を対応させれば良い．*14 この先，今述べた場
合を念頭において測度空間の要素⌦を相空間と呼ぶことがある．






p f dµ, p 2 L1(⌦,⌃, µ), f 2 L1(⌦,⌃, µ). (1.2.1)
第一に，この古典系の正規状態 p 2 L1(⌦,⌃, µ) は確率密度函数である．これは正規状態の定義
から直ちに分かる．第二に，古典系における射影は可測集合の指示函数である．一般に射影とは
E⇤ = E = E2 を満たす von Neumann 代数の元であって，物理量である．この定義から，古
典系における射影が何らかの可測集合   2 ⌃ の指示函数 1  でなければならないことが確かめ




E = 1  2 C,   2 ⌃の対を計算すると





の場合， の生じない確率は  の⌦における補集合  c によって与えられ，これに対応する射影




A1.1 古典系 Cの射影 E 2 Cを確率的な事象と解す．そして任意の正規状態 ⇢ 2 C⇤ の下
で任意の確率的な事象 Eが生じる確率 h⇢, Eiを知ることができる．
このような古典系での正規状態と射影の解釈は，量子系におけるそれらの理解を助ける．すなわ
ち，一般の物理系の正規状態 ⇢ 2 A⇤ は確率密度の一般化であり，射影 E 2 A は確率的事象の一






A2 Heisenberg 描像における物理系 A,B 間の操作とは，正規な単位的完全正写像
  : B ! A である．この操作は条件 h ⇤⇢, bi = h⇢, bi , ⇢ 2 A⇤, b 2 B により







である．正性以上に完全正性を要請しているのは次のような考えに依る．いま，操作   : A! Bが
物理的に実現可能であったとする．そして，操作の対象となっている系と十分に隔たったところにあ
る勝手な有限次元系B(Cn) = Cn⇥n を想像し，これを記述上AとBに合成して考える．このとき，
*15 術語の使い分けとしては，必ずしも単位的ではないものまで含めて操作（operation）と呼び，単位
的であるものを channel と呼ぶのが普通であるかも知れない．
*16 例えば，[Dav76, Section 9.1] や [NC10, Section 8.2.4] を参照されたい．
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もとの操作が実行可能であるとすれば，合成系に対する自明な拡張 ⌦1 : A⌦Cn⇥n ! B⌦Cn⇥n
もやはり操作として実行可能であると考えるのが自然である．そうであるとすると， が操作であ
れば  ⌦ 1も操作である必要がある，つまり， ⌦ 1も単位的かつ正でなければならない．数学的
には  が単位的なら  ⌦ 1も自動的に単位的となる．しかし， が正だからといって  ⌦ 1が正
になるとは限らない．そこで   ⌦ 1も確かに操作となるための条件として  に完全正性を課して
おいたのである．
正規性は位相的条件な条件であって，物理的には Heisenberg 描像から Schrödinger への移
行可能性を保証するものである．実際， に正規性がなければ正規状態を正規状態に移す写像  ⇤














A2.1 二つの操作   2 nCP(B,A; 1),  2 nCP(B,C; 1) を立て続けに実行することによ




A2.2 二つの操作  1 2 nCP(B1,A1; 1),  2 2 nCP(A2,A2; 1) を並行して行うことに得
られる全過程は二つの操作のテンソル積  1 ⌦  2 2 nCP(B1 ⌦B2,A1 ⌦ A2; 1)
で記述される．これは次の性質を満たすという条件で定義される．
A1 ⌦ A2 B1 ⌦B2
( 1X1)⌦ ( 2X2) X1 ⌦ X2
 1⌦ 2
すなわち，写像  1 ⌦  2 : B1 ⌦ B2 ! A1 ⌦ A2 は ( 1 ⌦  2)(X1 ⌦ X2) =







ユニタリ操作 ユニタリ作用素 U 2 H が定める操作は Heisenberg 描像と Schrödinger
描像でそれぞれ次のように記述される．
B(K) B(K) (B(K))⇤ (B(K))⇤
U⇤XU X ⇢ U⇢U⇤
部分系への着目 全体系 A ⌦ B から部分系 A への着目を表す操作は Heisenberg 描像と
Schrödinger 描像でそれぞれ次のように記述される．
A⌦B A (A⌦B)⇤ A⇤
X⌦ 1 X ⇢⌦   ⇢ h , 1i
trB
この操作は Heisenberg 描像では増幅と呼ばれ，Schrödinger 描像では部
分跡と呼ばれ trB と書かれる．特に B = B(K) の場合には，trB = trK と
記す．
系の合成 物理系Bの状態   2 B⇤を一つ固定する．このとき，物理系Aを合成系A⌦B
の部分系とみなすことを表す操作を Heisenberg 描像と Schrödinger 描像
でそれぞれ次のように書く．
A A⌦B A⇤ (A⌦B)⇤
E Z Z ⇢　 ⇢⌦  
E 
E 



























A3 物理系Bを被測定系，古典系 Aを測定器系とする測定とは，操作   2 nCP(B⌦
C,B; 1) のことである．測定ののち測定器系へ着目することにより得られる操作
C ! Bを，この測定に付随す古典化操作と呼ぶ．測定ののち被測定系へ着目する







典系は一般性を失うことなく適当な測度空間 (⌦,⌃, µ)上の有界函数のなす von Neumann 代数
L1(⌦,⌃, µ)であると仮定して良い．その射影 Eは何らかの可測集合   2 ⌃ ⇢ 2⌦ の指示函数 1 
であり，これを  を混同して，射影を確率的な事象と解釈していた．測定の文脈では，射影 E = 1 
は「測定値が   ⇢ ⌦に得られる」という事象を表す．A1.1 ではこのような事象の確率を原理的
に知り得ると仮定したのであった．以上を踏まえて A3 で定義された測定  が測定値の得られる
確率と測定のもたらす擾乱を次のように理解することとする．記号はA3 に倣う．
A3.1 正規状態 ⇢ 2 B⇤ にある被測定系に対して測定   2 nCP(B⌦ C,B)を実行したと
する．




すなわち，正規状態 ⇢ 2 B⇤ において測定を行い，確率的な事象
E 2 Cを得る確率は
h⇢, (1⌦ E)i . (1.2.4)
これらは測定に付随する古典化操作だけで記述される．
A3.12 測定により物理量 X 2 Bは次に変化するものとする．
 (X⌦ 1) (1.2.5)
この変化 X 7!  (X ⌦ 1) を非選択的変化と呼ぶ．これは測定に付
随する遷移写像の別名である．
A3.13 正規状態 ⇢ 2 B⇤ で代表される膨大な試料に対して測定を行い，そ
のあとで確率的な事象 E 2 Cをもたらした試料ばかりに着目する．
このとき測定前の系の物理量 X 2 Bは，今述べたような測定と選
別により次に変化する．
 (X⌦ E)
h⇢, (X⌦ E)i . (1.2.6)













た公理 A1.1 を使っている．このことを理解するには  (1 ⌦ E) を次のように分解して考えると
良い．*18
 (1⌦ E) 1⌦ E E













次に Schrödinger 描像における測定の記述について述べる．一般に  nCP(A,B)に対して条件
h , Xi = h ⇤ , Xi ,   2 B⇤, X 2 A により写像  ⇤ : B ! A が定義される．この対応   7!  ⇤
によりHeisenberg 描像から Schrödinger 描像に移行できる．公理A3.1 をこのように書き換え
て次を得る．
A3.2 正規状態 ⇢ 2 B⇤ にある被測定系に対して測定   2 nCP(B⌦ C,B)を実行したと
する．そして射影 E 2 Cに対して  E = ( ((-)⌦ E))⇤ : B⇤ ! B⇤ と定める，
A3.21 正規状態 ⇢ 2 B⇤ において測定を行い，確率的な事象 E 2 C を得
る確率は
h E⇢, 1i . (1.2.8)
A3.22 測定により正規状態 ⇢ 2 B⇤ は次に変化するものとする．
 1⇢. (1.2.9)
この変化 ⇢ 7!  1⇢ を（Schrödinger 描像における）非選択的変
化と呼ぶ．
A3.23 正規状態 ⇢ 2 B⇤ で代表される膨大な試料に対して測定を行い，そ
のあとで確率的な事象 E 2 Cをもたらした試料ばかりに着目する．








の系は Hilbert 空間 K = C2 で記述される．代数的観点では代数 B = B(K) ' C2⇥2 に着目
する．これは四次正方行列の全体と同一視される．周知のように，この代数 B は Pauli 作用素
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 µ, µ = 0, 1, 2, 3 で生成される． 3 の固有値 +1,-1 に属する固有ベクトルを e+1, e-1 2 K，こ
れらの定める射影を E+1 = |e+1ihe+1| , E-1 = |e-1ihe-1| 2 Aと記す．すると
 3 = E+ - E-1.
これから定義する測定は次の性質を有するものを考える．すなわち，スピンの状態が ⇢ =
E!, ! 2 {+1,-1} なら測定値!が確実に得られ，その測定後の系の状態は E! のままとなる．こ
のような測定が完全正写像によりどのように記述されるかを以下で見る．
測定値の集合を ⌦ = {+1,-1} とすれば，測定器系は C = `1(⌦) ' C2 である．これは測定値
の集合 ⌦ = {+1,-1} 上の函数，すなわち ⌦で添字付けられた二数の組 f = (f!)!2⌦ からなる．
次の条件で測定   2 nCP(B⌦ C,B; 1)を定めることができる．
B⌦ C B
X⌦ f P! f!E!XE!
 




= h⇢, E!i = he!, ⇢e!i . (1.2.11)
ただし，1{!} は一点集合 {!} ⇢ ⌦の指示函数である．左辺と中辺の h , iはBとB⇤ の対（す
なわち跡 tr）を表し，右辺のそれは K = C2 における標準的内積を表す．上式からスピンの状態が







= h⇢, 3i . (1.2.12)
すなわち，物理量  3 から構成されたこの測定の期待値は，h⇢, 3iを与える．
Schrödinger 描像に移行するにはA3.2 に述べた写像 E を求めればよい．射影 F = 1{!}, ! 2
⌦ に対して  F =  ! と略記する．すると  F の定義から
B⇤ B⇤
⇢ E!⇢E! = E! he!, ⇢e!i
 !
したがって，測定値!に対する選択的変化は A3.23 により
⇢ 7! E! (1.2.13)
このよう初期状態 ⇢は測定値!が得られた後には E! の指定する固有空間に射影される．
ここで定義した測定は物理量の射影測定と呼ばれる測定の最も簡単な場合である [vN32,






von Neumann代数を基調としない議論では，古典系を可換von Neumann代数 L1(⌦,⌃, µ)






  2 nCP(L1(⌦,⌃, µ),A; 1). (1.3.1)
 の引数に可測集合   2 ⌃の指示函数 1  2 L1(⌦,⌃, µ)を代入することで，可測集合   2 ⌃に
正作用素   1  2 A+ を割り当てることができる．このようにして得られる写像を ⇧と書くことに
する．
⌃ A+
  ⇧( ) =  1 
⇧
この写像は次の定義を満たす．
定義 1.3.1 (正作用素値測度). (⌦,⌃) を可測空間，A を von Neumann 代数とする．写像
⇧ : ⌃! Aであって，下記の条件を満たすものを正作用素値測度（positive-operator valued
measure, POVM）と呼ぶ．
(i) ⇧は正値である．すなわち ⇧    0が全ての   2 ⌃に対して成り立つ．
(ii) ⇧は規格化されている．すなわち ⇧⌦ = 1．
(iii) ⇧ は可算加法的である．すなわち互いに交わらない可算個の可測集合の組


















• 正作用素値測度 ⇧ : ⌃! A．
• (⌦,⌃)上の測度 µで次の二条件を満たすもの．
‒ µは  -有限．すなわち⌦は有限測度の可測集合の可算和で書かれる．
‒ 可測集合   2 ⌃に対して µ  = 0ならば ⇧  = 0．
このとき古典化操作   2 nCP(L1(⌦,⌃, µ),A; 1)であって
⇧  =  1  (1.3.2)
を満たすものがただ一つ存在する．ただし，1  は可測集合   2 ⌃の指示函数である．
例えば物理系 A が忠実な正規状態 ⇢ 2 A⇤ を受容する場合には，⌫  = h⇢,⇧ i と定めること
により命題にいう µ が得られる．ただし，状態が忠実であるとは X 2 A に対して h⇢, X⇤Xi なら
X⇤X = 0となることを指す．なお，一般に忠実な正規状態を受容する von Neumann 代数を  -
有限と呼ぶことがある（[UHO03, 定理 4.46,p. 113]）．上の命題は，このような条件下で正作用
素値測度と古典化操作を対応付けられることを示している．この命題自身は良く知られているもの
と思うが記述の一貫性のため以下に証明を与える．
命題 1.3.2 の証明. 正規状態 ⇢ 2 A⇤ ごとに確率測度 ⌫⇢ : ⌃! Rを次のように定義する．
⌫⇢( ) = h⇢,⇧ i . (1.3.3)
µの満たすべき第二の条件により，⌫⇢ は µに対して絶対連続である（すなわち   2 ⌃に対して
µ  = 0なら ⌫⇢  = 0）．
第一に，f 2 L1(⌦,⌃, µ)に対して次の条件で  f 2 Aを定義できることを示す．
8⇢ 2 A⇤, h⇢, fi =
Z
f d⌫⇢. (1.3.4)
勝手な A⇤ の元は四つの正規状態の線形結合で書かれるから，この定義式における ⇢としては正
規状態 ⇢ 2 A⇤ だけを考えれば十分である．またこのような ⇢に対して ⌫⇢ は µに対して絶対連
続であったから上式右辺は f 2 L1(⌦,⌃, µ) の代表元の取り方に依存せずに一意に定まる． f
は条件式 (1.3.4) により存在すれば一意に定まる．以下で  fの存在を何段かに分けて示す．
1. f 2 L1(⌦,⌃, µ)が非負の単函数の場合．












この定義は (1.3.4) を満たし，それゆえ単函数 fの指示函数を用いた表示の多意性にもか
かわらず  fは一意に定まる．












 kfk h⇢, 1i  kfk. (1.3.7)
したがって，非負の単函数 fに対して
k fk  kfk. (1.3.8)
次の段階でこの不等式を用いる．
2. f 2 L1(⌦,⌃, µ)が非負の場合．
非負函数 f 2 L1(⌦,⌃, µ)を任意に一つとり固定する．このとき単調に増大する非負単函
数列 sm, m 2 Nであって，いたるところで fに収束するものがある．sm の増大性ゆえ
m  nなら 0  sn - sm．したがって先の不等式 (1.3.8) から
k sn -  smk  ksn - smk. (1.3.9)
sm は f に収束するゆえ Cauchy 列．それゆえ上式から列  sm も Cauchy 列である．
したがって Aの完備性から  sm は収束列である．その収束先を  fと定義する．この収
束はノルム位相に関するものである．一般にノルム位相は作用素超弱位相よりも密である
から，この収束  sm !  fは作用素超弱位相の意味での収束でもある．したがって，任
意の状態 ⇢ 2 A⇤ に対して，
h⇢, fi = h⇢, lim smi
= lim h⇢, smi　　 超弱作用素位相の定義
= lim
Z
sm d⌫⇢　 単函数に対する  sの定義
=
Z
f d⌫⇢　 Lebesgue の単調収束定理
つまり，ここで定義された  fは所望の性質 (1.3.4) を満たす．これからまた  fの定義
は fを近似する単函数列 sm の取り方に依らずに一意に定まることも分かる．
3. f 2 L1(⌦,⌃,⌫)が任意の場合．fをまず実部と虚部に分け，さらにそれを正部分と負部
分に分ける：f = Pk=0,1,2,3 ikfk, fk   0．これに対して， f = Pk ik fk と定めれば
良い．
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第二に，  : f 7!  fが単位的完全正写像であることを示す．単位性は  fの定義と ⇧⌦ = 1
から分かる（1 = 1⌦ は単函数であることに注意）．そして  が正写像であることも定義より明
白である．一般に，始域が可換な場合，正写像は完全正写像である [Sti55, Theorem 4]（[?,
Theorem 3.11] も参照）．したがって  は完全正写像である．
最後に超弱連続性（正規性）を示す． は正写像であったから，完全加法性を検証すれば良
























2. Jは可算に限って良い．実際，µは有限測度であるから L1(⌦,⌃, µ)の交わらない射影は
高々可算個しかない．
 -有限の定義により µが確率測度の場合に主張を示せば良い．まず，µ j = 0ならば L1
において 1 j = 0であるから，このような j 2 Jは初めから取り除いて考える．この前提
の下では，どの j 2 Jに対しても µ j > 0．各 n 2 Nに対して In = { j 2 J | µ j > 1/n }
と定めると Sn2N In = J．いま，勝手に n 2 N を一つ取り，仮に In が n より多く
の元からなるとしてみる．そして In を In = {1, 2, . . . , n, n + 1, . . . } と書く．すると
⌦    1 [ · · · [  n．µが確率測度で可算加法性（特に有限加法性）を持つから
1   (µ 1) + · · ·+ (µ n) > 1
n





n2N In = Iも高々
可算である．
3. 前項により (⇤⇤) は Jが可算の場合に示せば十分である．この場合，(⇤⇤) は正作用素値測
度の可算加法性と同値であり，これは確かに満たされる．




命題 1.3.3 (測定値が可算の場合の正作用素値測度). ⌦を可算集合とし，可測空間 (⌦, 2⌦)を
考える．さらに Aを（ -有限とは限らない）物理系とする．そして下記の三項を考える．
(a) 古典化操作   2 nCP(`1(⌦),A; 1)．
(b) 正作用素値測度 ⇧ : 2⌦ ! A．
(c) 次の二条件を満たす作用素の組 (A!)!2⌦ 2 A⌦．
正値性 A! が全ての! 2 ⌦に対して成り立つ．
規格化 P!2⌦A! = 1が超弱作用素位相（または弱作用素位相）にお
ける収束の意味で成り立つ．
これらは次の条件で一対一に対応する．任意の! 2 ⌦に対して
 1{!} = ⇧{!} = A!. (1.3.11)
このような対応に基づいて，以降 (b) の正作用素値測度と (c) に述べた作用素の組を同一視
する．
証明. (a) =) (b) =) (c) は明白である．⌦上の数え上げ測度を µとし命題 1.3.2 を適用して
(a)(= (b) を得る．そこで (b)(= (c) を示せば良い．(A!)!2⌦ の満たすべき二条件により，
  ⇢ ⌦に対して，和P!2 A! は超弱作用素位相において収束する（例えば [UHO03, 定理
4.3]）．そこで ⇧  = P! A! により ⇧を定義する．⇧が正作用素値測度になることを示す．
正値性と規格化は (A!)!2⌦ の満たすべき二条件から直ちに従う．そこで可算加法性を示せば
良い．正規状態 ⇢ 2 A⇤，正数 " > 0，交わらない ⌦ の部分集合の可算列  j, j 2 N を取る．
  =
S
j2N j と書く．⇧ を定める和は収束するから，ある有限集合   ⇢  があって，これを






+       "/3. (1.3.12)
  \  j が空でない jは有限個しかない．一般性を失うことなくそれらを j = 1, 2, . . . , nとする．













+        "2/3. (1.3.14)





  2 nCP(L1(⌦,⌃, µ)⌦ A,A; 1). (1.3.15)
 の一方の引数に可測集合   2 ⌃の指示函数 1  2 L1(⌦,⌃, µ) を代入することで，  2 ⌃に完
全正写像  (1  ⌦ (-)) 2 nCP(A,A) を対応させることができる．このようにして得られる写像を
差し当たり  と書くことにする．
⌃ nCP(A,A)
     =  (1  ⌦ (-))
 
この写像  は次を満たす．
定義 1.3.4 (CPインスツルメント). (⌦,⌃)を可測空間，Aをvon Neumann代数とする．写像




(ii)  は規格化されている．すなわち  ⌦ = 1．
(iii)   は可算加法的である．すなわち互いに交わらない可算個の可測集合の組













[OO16] によって議論された．彼らの用語法では本論文の測定は正規拡張性を有する CP インス














2節では，物理系，操作，測定といった概念を定義した．物理系は von Neumann 代数，古典










3 節では，測定や古典化操作の測度論的な記述について述べた．古典系を可換 von Neumann
代数ではなく可測空間と定義するときには，測定や古典化操作も測度論的に定義せざるをえない．
被測定系が可分 Hilbert 空間 K 上の有界作用素すべてのなす von Neumann 代数 B(K) の場合
には，古典化操作や測定を一つの完全正写像と定義しても，測度論的に定義しても同じである．し


























一種識別はminimum error discrimination と呼ばれ積極的な態度に対応する．もう一方の第二


































図 1 識別の種類．三状態 (⇢1, ⇢2, ⇢3)の識別を模式的に図示してある．左図：完璧な識別．各
状態が直交しているという極めて特殊な場合にのみ可能である．この図は，例えば真の状態が
⇢1 であれば必ず測定値 1が得られることを示している．⇢2, ⇢2 についても同様．中図：第一種
識別．真の状態が ⇢1 であれるときには，測定値 1と 2が出る可能性がある．真の状態が ⇢2 で
あれば全ての測定値が出る可能性があり，⇢3 であれば測定値 3が確実に得られる．右図：第二































で識別の定義する前に正作用素値測度（positive-operator valued measure, POVM）につい
て要点を想起しておくことにする．*21
被測定系は von Neumann 代数 Aで記述されているものとする．被測定系 Aとしては，差し
当たりHilbert 空間 K上の全ての有界作用素がなす代数 B(K)を念頭においてもらえれば良い．そ
して測定値の集合 ⌦は可算であるとする．この場合，正作用素値測度とは次の二条件を満たす作
用素の組 (⇧!)!2⌦ 2 A⌦ を指す．
• 正値性：⇧!   0が全ての! 2 ⌦に対して成り立つ．
• 規格化：P!2⌦⇧! = 1が超弱作用素位相（または弱作用素位相）における収束の意味で成
り立つ．





定義 2.1.1 (識別). 可算集合 J で添字付けられた物理系 A 上の正規状態 ⇢j 2 A⇤ の組 (⇢j)j2J
を所与とする．さらに，集合 J は，記号 “?” を含まないと仮定して，正作用素値測度 ⇧ =
(⇧!)!2J[{?}, ⇧! 2 Aを考える．
(I) 任意の j, k 2 J, j 6= kに対して条件








が成り立つとき，正作用素値測度 ⇧は状態の組 (⇢j)j2J を識別するという．こ
の場合，⇧を (⇢j)j2J の識別と呼ぶ．さらに，qj = h⇢j,⇧ji , j 2 Jを識別確率，
q = inf{qj | j 2 J } を最低識別確率と呼ぶ．
(II) (I) にいう識別が一様であるとは，最低識別確率が正（> 0）であることを意味
する．







かを確認する．正作用素値測度の添字は測定の測定値を表し，今の場合これは j 2 Jと “?” からな
る．測定値 j 2 Jは「真の状態は ⇢j である」という判断に対応し，測定値 “?” は「確かなことは云
えない」という判断に対応する．測定値がこれらからなるということが識別の満たすべき一つ目の
規則に対応している．そして h⇢j,⇧kiは，真の状態が jであるときに「真の状態は kである」と判
断する確率である．j 6= kのときこの確率が 0であれというのは，真の状態とは異なる状態を真の
状態と名指してしまう取り違えを禁ずる二つ目の規則に対応する．最後に h⇢j,⇧ji > 0は，いずれ
は真の状態を同定できなくてはならないという三つ目の規則に対応する．
ところで，真の状態を同定するためには，何回測定を行う必要があるだろうか．この必要測定回
数は一般には真の状態が何であるかに依存する．⇢j, j 2 Jが真の状態であれば，必要測定回数はお
よそ 1/qj = 1/ h⇢j,⇧ji回である．そして (I) に述べた識別性だけを仮定するときには，この回数
















物理系 A = B(K) を考えときには，前双対は跡類作用素の全体 A⇤ = B1(K) と同一視さ
れる．そして正規状態の組 (⇢j)j2J が識別可能であれば，(U⇢jU⇤)j2J もまた識別可能で











図 2 二つの状態 p± のグラフ．p- は (-1,+1)でのみ 0と異なり，[1,+1)では 0であると
仮定する．p+ は p+(x) = p-(-x)で定義する．





*23 ここで古典系 A = L1(R) は R 上の（Lebesgue 測度に対する）本質的有界函数のなす von
Neumann 代数であり，その前双対 (L1(R))⇤ = L1(R)は可積分函数からなる．この場合，正規状態





p(x) f(x)dx, p 2 L1(R), f 2 L1(R). (2.1.3)
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けて考えることにする．
(a) 測定値が区間 (-1,-1)に得られた場合．このときには真の状態は p- であると返答す
れば良い．なぜなら真の状態が p+ であれば，このようなことは生じ得ないからである．










以上のような判断の下し方は次の正作用素値測度 (⇧+,⇧-,⇧?) 2 (L1(R)){+,-,?} で記述さ
れる．
⇧- = 1(-1,-1), ⇧+ = 1(+1,+1), ⇧? = 1[-1,-1]. (2.1.4)








図 3 二つの状態 p 0± のグラフ．p- は平均が x = -1の正規分布．p+ は p+(x) = p-(-x)で定義する．
これらの確率密度はどちらも R上で常に > 0である．したがって，どの測定値 x 2 Rが得られ








命題 2.1.3. (⌦,⌃, µ)を局所化可能測度空間とし，古典系 A = L1(⌦,⌃, µ)を考える．そして










1A > 0. (2.1.5)
ただし，“\” は差集合を表す．二つの集合 A,B ⇢ Xに対して A \ B = { x 2 X | x 2 A, x /2 B }
証明. 必要性．(⇢j)j2J が (⇧⌫)⌫2J[{?} によって識別可能とする．すると h⇢j,⇧ji > 0．そこで
⇧j, j 2 Jを単函数で下から近似して，ノルム距離が h⇢j,⇧ji /2以下となるようにする．こうし
て次のような  j 2 ⌃, cj 2 Rを見出すことができる．
0  cj1 j  ⇧j, cj, µ( j \  j) > 0. (2.1.6)
再び識別可能であるとの仮定から，k 6= j に対しては cj
⌦
pk, 1 j
↵  hpk,⇧ji = 0．よって




 k   ( j \  j) \
[
k2J\{j}
 k = ( j \  j) \
[
k2J\{j}
( j \  k). (2.1.7)
十分性．  0j =  j \
S


















定義 2.2.1 ( [You80, p. 28] および [Chr03, Deﬁnition 3.1.2, p. 135] 参照). KをHilbert
空間とし，(⇠j)j2J をこのHilbert 空間のベクトルの組とする．
(0) ベクトルの組 (⇠j)j2J が一次独立（linearly independent）であるとは，任意
の j 2 Jに対して
⇠j /2 span{ ⇠k | k 2 J \ {j} } (2.2.1)
が成り立つことを指す．ただし，span Sは S ⇢ Kを含む最小の線型部分空間を
表す．
(i) ベクトルの組 (⇠j)j2J が極小（minimal）であるとは，任意の j 2 Jに対して
⇠j /2 span{ ⇠k | k 2 J \ {j} } (2.2.2)
が成り立つことを指す．ただし，span Sは S ⇢ Kを含む最小の（ノルム位相に
対する）閉線型部分空間を表す．
(ii) ベクトルの組 (⇠j)j2J が Riesz-Fischer であるとは，ある正数 A 2 (0,1) が














この Aを Riesz-Fischer 下界と呼ぶ．
(iii) ベクトルの組 (⇠j)j2J が正規直交であるとは，任意の j, k 2 Jに対して次が成り
立つことである．
h⇠j,⇠ki =  j,k. (2.2.4)
ただし， j,k は j = kのときだけ 1，それ以外の場合は 0を表す記号である．
なお，span S は S の有限個の元たちの線形結合の全体であり，そのノルム位相についての閉包
が span Sである．*24 一次独立性と正規直交性についての説明は不要であろう．また，一次独立性
*24 一般に，任意の線型部分空間たちの交わりはやはり線型部分空間であり，任意の閉線形部分空間






補題 2.2.2. KをHilbert 空間とし，(⇠j)j2J をこのHilbert 空間のベクトルの組とする．
• (⇠j)j2J は正規直交ならRiesz-Fischer であり，Riesz-Fischer なら極小であり，極小な
ら線形独立である．
• 添字集合 Jが有限であれば，(⇠j)j2J について Riesz-Fischer 性，極小性，線形独立性の
三性質は同値である．
(0) (i) (ii) (iii)
有限の場合
証明. 主張を順に示してゆく．
(ii)(= (iii) (⇠j)j2J が正規直交であれば，有限個のみが 0と異なる勝手な複素数の組 (↵j)j2J
に対して   X↵j⇠j   2 =X |↵j|2. (2.2.5)
よって Riesz-Fischer 下界を 1として，(⇠j)j2J は Riesz-Fischer である．
(i)(= (ii) 対偶を示す．(⇠j)j2J が極小でないと仮定する．すると，ある j 2 Jがあって，任






















あとの式は (⇠j)j2J に対して Riesz-Fischer 下界 A > 0が存在しないことを示
している．
(0)(= (i) 任意の S ⇢ Kに対して span S ⇢ span Sだからである．
有限の場合 Jは有限として一次独立性からRiesz-Fischer 性を導く．そのために (⇠j)j2J は
一次独立であると仮定する．Jは有限だから CJ の単位球面 SJ-1 はコンパクト
が span S である．span S も同様．したがって特に span S, span S は任意の S ⇢ K に対して存在し，
span S ⇢ span Sが成り立つ．
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は最小値 A   0を有し，これを達する点が SJ-1 内にある．もしも A = 0なら
(⇠j)j2J は一次独立ではありえない．よってA > 0．このAを下界として (⇠j)j2J








定理 2.3.1 (識別性の基準). Hilbert 空間 K上の物理系 B(K)と，その上の可算個のベクトル状
態の組 (|⇠jih⇠j|)j2J 2 (B1(K))J を考える．この状態の組について次が成り立つ．
(1) 状態の組 (|⇠jih⇠j|)j2J が識別可能であるための必要十分条件は，
ベクトルの組 (⇠j)j2J が極小であることである．
(2) 状態の組 (|⇠jih⇠j|)j2J が一様識別可能であるための必要十分条件は，
ベクトルの組 (⇠j)j2J が Riesz-Fischer であることである．
(3) 状態の組 (|⇠jih⇠j|)j2J が完璧識別可能であるための必要十分条件は，
ベクトルの組 (⇠j)j2J が正規直交であることである．
さらに (2) の一様識別可能性について次が成り立つ．状態の組が最低識別確率 qで一様に識別可





系 2.3.2 ([Che98]). 任意の Hilbert 空間 K上の物理系 B(K)と，その上の有限個のベクトル
状態の組 (|⇠jih⇠j|)j2J 2 (B1(K))J を考える．この状態の組について下記は同値である．
• 状態の組 (|⇠jih⇠j|)j2J は識別可能である．
• 状態の組 (|⇠jih⇠j|)j2J は一様に識別可能である．
• ベクトルの組 (⇠j)j2J は一次独立である．
















A⇤ と A の元であり互いに双対的な関係にある．特に A = B(K) でベクトル状態を考える場合に




定義 2.4.1 (双直交系). Hilbert 空間 Kの二つのベクトルの組 (⇠j)j2J, (⌘j)j2J は次を満たすと
き一方を他方の双直交系であると云う．すなわち，任意の j, k 2 Jに対して
h⌘k,⇠ji =  k,j. (2.4.1)
あるベクトルの組 (⇠j)j2J に対してその双直交系が存在するとき，(⇠j)j2J は双直交系を受容す
ると言う．




また，これらの条件が満たされるとき，(b) における双直交系でその全ての要素が span{ ⇠j | j 2
J } に属するものが唯一つ存在する，
証明. 記号の簡単のため H = span{ ⇠k | k 2 J }, Hj = span{ ⇠k | k 2 J, k 6= j }, j 2 J と書く．
(a) =) (b) (⇠j)j2J は極小であると仮定する．任意に j 2 Jをとり固定する．直和分解




⇠j = ⇠j,k + ⇠j,?. (2.4.3)
次の三点に注意する．
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• ⇠j,? 6= 0．
もしも ⇠j,? = 0なら ⇠j = ⇠j,k 2 Kj となり (⇠j)j2J の極小性に反するから
である．
• h⇠k,⇠j,?i = 0が k 6= jに対して成り立つ．
⇠k 2 Hj, ⇠j,? 2 H?j だからである．
• h⇠j,⇠j,?i = k⇠j,?k2．
これも ⇠j,? の定義から出る．





(b) =) (a) (⌘j)j2J の双直交系 (⇠j)j2J が存在すると仮定する．背理法を用いるため，ある
k 2 Jに対して次が成り立つと仮定する．
⇠k 2 Kk (2.4.5)
ところで，双直交系の定義と内積の（ノルム）連続性から
h⌘k,Kki = 0. (2.4.6)
上記二式から h⇠k,⌘ki = 0．これは双直交系の定義に矛盾する．
命題の最後に述べた主張を示す．まず，(⇠j)j2J が双直交系 (⌘j)j2J を受容すると仮定する．Hへ
の射影を P 2 B(K)とすれば，(P⌘j)j2J も (⇠j)j2J の双直交系である．よって，Hに属する双直
交系は確かに存在する．次に，(⌘j)j2J, (⌘ 0j)j2J を Hに属する二つの双直交系とする．すると双





=  j,k -  j,k = 0. (2.4.7)
よって内積の連続性から ⌦⌘j - ⌘ 0j,H↵ = 0．つまり ⌘j - ⌘ 0j 2 H?. もともと ⌘j - ⌘ 0j 2 Hであっ
たことを考え合わせれば ⌘j - ⌘ 0j = 0．したがって Hにおける双直交系は一意である． q.e.d.
b Riesz-Fischer 性の特徴づけ
次にRiesz-Fischer 性をその双対的な概念である Bessel 性により特徴付ける．
定義 2.4.3 ( Bessel 性．例えば [You80, Chapter 4, Section 2, Theorem 3]参照). Hilbert
空間 Kのベクトルの組 (⌘j)j2J に対して次の二条件は同値である．













• ある正数 B 0 2 (0,1) があって，任意の ⇠ 2 K に対して，Bessel の不等式が成り立つ．
すなわちX
j2J
   h⇠,⌘ji   2  Bk⇠k2. (2.4.9)
特に，任意の ⇠ 2 Kに対して左辺の和は収束する．
なお，一方が成り立てば他方が B = B 0 に対して成り立つ．これらの同値な条件のいずれか（し
たがって両方）を満たす (⌘j)j2J を Bessel であると云う．そして Bまたは B 0 を Bessel 上界
と呼ぶ．
証明. 条件の同値性を確認する．
( =) ) 第一の条件を仮定する．このとき，任意の ⌘ 2 Kと有限個だけが 0と異なる勝
手な数の組 ( j)j2J 2 CJ に対して次が成り立つ．   X h⇠,⌘ji j   2 =    D⇠,X j⌘jE   2
 k⌘k2 ·
   X j⌘j   2 Schwartz の不等式








h⌘j,⇠i j 2 K







 k⌘k2 · B
X
j2K
| h⇠,⌘ji |2. (2.4.12)
両辺に共通の因子を約して次を得る．X
j2K
| h⇠,⌘ji |2  Bk⌘k2. (2.4.13)
したがって，{Pj2K | h⇠,⌘ji |2 | K ⇢ J は有限} は R の有界集合であり上限を R
に有する．和はこの上限に収束し，所望の不等式を満たす．
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補題 2.4.4 ( [You80, Chapter 4] ). Hilbert 空間 Kのベクトルの組 (⇠j)j2J に関する下記の
三条件は同値である．
(a) (⇠j)j2J は Riesz-Fischer である．
(b) (⇠j)j2J は Bessel な双直交系を受容する．
(c) (⇠j)j2J に関する `2 積率問題は span{⇠j | j 2 J} に一意的な解を有する．
すなわち，ある正数 C 2 (0,1) があって，任意の   = ( j)j2J 2 `2(J) に対し
て h⌘, ⇠ji =  j および k⌘k2  Ck k2 を満たす ⌘ 2 span{⇠j | j 2 J} が唯一つ存
在する．
(a)(b)(c) はそれぞれ三つの定数の存在を保証するものである．すなわち (a) には
Riesz-Fischer 下界 A，(b) には双直交系の Bessel 上界 B，(c) には条件中の C が付随す
る．これらの定数について次のことが言える．(a)(b)(c) の何れか一つが成り立つとき他の条
件も成り立ち，このとき他の条件における定数を A-1 = B = C を満たすように取ることがで
きる．
証明. 循環的に三つの含意を示す．
(c) =) (b) 記号の簡単のため H = span{ ⇠j | j 2 J } と記し，(c) を仮定する．すると   2 `2








• 有界性：Sの定義と (c) に述べてある `2 積率問題の解の性質から kS k2 
Ck k2．したがって，kSk2  C．
各 i 2 Jに対して ⌘i = S( i,j)j2J 2 Hと定義する．すると Sの定義により
h⌘i,⇠ji =  ⇤i,j. (2.4.15)
したがって (⌘j)j2J は (⇠j)j2J の双直交系をなす．(b) を示すために有限個だけ
が 0と異なる勝手な数の組   = ( j)j2J 2 CJ をとる．これはもちろん `2 に属













= kS k2  kSk2k k2






こうして (⌘j)j2J は (⇠j)j2J の双直交系であるばかりでなく，C 2 (0,1)を上界
として Bessel でもあることが分かった．
(b) =) (a) (⇠j)j2J の双直交系 (⌘j)j2J があって，(⌘j)j2J は Bを上界として Bessel である


























































すなわち，(⇠j)j2J は B-1 を下界として Riesz-Fischer である．
(a) =) (c) (⇠j)j2J は A を下界として Riesz-Fischer であるとする．そして証明のため
に   = ( j)j2J 2 `2 を勝手に一つとり固定する．(c) に述べた性質を持つ
⌘ 2 span{ ⇠j | j 2 J } は存在するならば一意である．そこで存在だけを証明すれ
ば良い．
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まず，(⇠j)j2J はRiesz-Fischer だから特に線形独立である（補題 2.2.2）．よっ
て次の線形汎函数 T0 が無矛盾に定義される．







次に，T0 が span{ ⇠j | j 2 J } 上で有界であることを確認する．任意の
P
j ↵j⇠j 2




























       · k k2 (⇠j)j2J は Riesz-Fischer.
(2.4.19)
したがって
kT0k2  A-1k k2. (2.4.20)
T0 はこのとおり span{ ⇠j | j 2 J } 上で有界であるから，Hahn-Banach の定理
により同じノルムを保ったまま K 上にまで拡張される．そのような拡張の一つ
を T と記す．定義により T |span{⇠j|j2J} = T0．
K C.
T
さて，KはHilbert 空間である．したがって Riesz の定理により K上の任意の
連続汎函数は，同じノルムを有するベクトル ⌘ 2 K によって h⌘, (-)i の形に書
かれる．上で構成した連続汎函数 T に対応するベクトルを ⌘ 0 2 Kと書くことに
する．
T = h⌘ 0, (-)i , k⌘ 0k2 = kTk2  A-1k k2. (2.4.21)
P 2 B(K)を閉部分空間 span{⇠j | j 2 J} への射影とし，⌘ = P⌘ 0 と定める．この
⌘が所望を有することを示す．
第一に，⌘の定義から
⌘ 2 PK = span{ ⇠j | j 2 J }. (2.4.22)
第二に，⌘,⌘ 0, T, T0 の定義から
h⌘, ⇠ji = hP⌘ 0,⇠ji = h⌘ 0, P⇠ji = h⌘ 0,⇠ji = T0⇠j =  j. (2.4.23)
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第三に，射影に関して kPk  1が成り立つから
k⌘k2 = kP⌘ 0k2  k⌘ 0k2  A-1k k2. (2.4.24)
したがって ⌘は確かに所望のベクトルである．また，最後の不等式より条件 (c)
における正数として C = A-1 を取られることが分かる． q.e.d.
c 定理の証明
次に証明すべき定理 2.3.1（及びその系 2.3.2）を若干補充して再度述べる．
定理 2.4.5 (識別性の基準． [KK16, Theorem 1]). Hilbert 空間 K上の物理系 B(K)と，そ
の上の可算個のベクトル状態の組 (|⇠jih⇠j|)j2J 2 (B1(K))J を考える．この組と正数 q > 0つい
ての下記の条件を考察する．
(I) 状態の組 (|⇠jih⇠j|)j2J は識別可能である．
(II) 状態の組 (|⇠jih⇠j|)j2J は最低識別確率 qで一様識別可能である．
(III) 状態の組 (|⇠jih⇠j|)j2J は完璧識別可能である．
これらの条件はそれぞれ下記に同値である．
(i) ベクトルの組 (⇠j)j2J が極小であることである．
(ii) ベクトルの組 (⇠j)j2JはRiesz-Fischerである．しかも qはこのRiesz-Fischer
下界である．
(iii) ベクトルの組 (⇠j)j2J が正規直交である．
これらの条件はさらにそれぞれ下記の条件に同値である．
(i)’ ベクトルの組 (⇠j)j2J は双直交系を受容する．
(ii)’ ベクトルの組 (⇠j)j2J は Bessel な双直交系を受容する．しかも q-1 はこの
Bessel 上界である．
(iii)’ ベクトルの組 (⇠j)j2J は正規直交な双直交系を受容する．
さらに，Jが有限の場合には，(I),(II),(i),(ii),(i)’,(ii)’ は全て同値となる．
先の定理 2.3.1 は (I),(II),(III) と (i),(ii),(iii) の同値性のみ述べた．ここでは双直交系について
の条件 (i)’,(ii)’,(iii)’ を加えた．
■ (i)() (i)’ これは既存の初等的補題 2.4.2 の内容に他ならない．
■ (ii)() (ii)’ これは既存の結果 2.4.4 の内容に他ならない．
■ (iii) () (iii)’ これは容易にわかる．もしも (⇠j)j2J が正規直交であるなら，(⇠j)j2J 自身が
(⇠j)j2J の正規直交な双直交系である．逆に，(⇠j)j2J が正規直交な双直交系 (⌘j)j2J を受容した
仮定する．このとき正規直交系 (⌘j)j2J を含む正規直交基底 (⌘k)k2K, J ⇢ K が存在する．すると
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■ (I) =) (i)’ 正作用素値測度 ⇧ = (⇧!)!2J[{?} がベクトル状態の組 (|⇠jih⇠j|)j2J を識別すると
仮定する．このとき次が成り立つ．
主張. 次が成り立つ，
h⇠j,⇧k⇠`i =  j,kqk k,`, (2.4.26)
qj = 1 =) ⇧?⇠k = 0. (2.4.27)
ただし
qj = h|⇠jih⇠j| ,⇧ji = h⇠j,⇧j⇠ji (2.4.28)
は ⇧の識別確率を表す（以下，記号 qj をこの意味で用いる）．
主張の証明. 正作用素値測度要素 ⇧j は非負であり，⇧は (|⇠jih⇠j|)j2J をに識別する．これら二
点から j 6= k に対して 0 = h⇠k,⇧j⇠ki = k⇧1/2j ⇠kk2．ゆえに ⇧1/2j ⇠k = 0．これから第一式が
従う．
次に，識別の定義から 1 = h⇠j,⇧j⇠ji + h⇠j⇧?⇠ji = qj + h⇠j⇧?⇠ji であることに注意す






識別の定義により識別確率 qj = h⇠j,⇧j⇠jiは 0ではない．これが ⌘j の定義の無矛盾性を保証して
いる．さらに上記主張の (2.4.26) より (⌘j)j2J は (⇠j)j2J の双直交系である．
■ (II) =) (ii) 正作用素値測度 ⇧ = (⇧!)!2J[{?} がベクトル状態の組 (|⇠jih⇠j|)j2J を最低識別
確率 q > 0で一様に識別すると仮定する．一様識別は識別であるから，いまの場合にも上記主張の
(2.4.26) が成り立つことに注意しておく．証明のため，有限個のみが 0と異なる勝手な複素数の














































すなわち，(⇠j)j2J は最低識別確率 qを下界として Riesz-Fischer である．
■ (III) =) (iii) 正作用素値測度 ⇧ = (⇧!)!2J[{?} がベクトル状態の組 (|⇠jih⇠j|)j2J を完璧に識
別すると仮定する．今度も (2.4.26) が成り立つ．さらに完璧識別性により全ての j 2 J に対して


















 j,k 1  k,` =  j,` 完璧識別性 q = 1 (2.4.33)
よって (⇠j)j2J は確かに直交系である．
今度は逆にベクトルについての条件から識別性が出ることを示す．





pj = 1. (2.4.34)


















k |⌘jih⌘j| k . (2.4.36)
と定めると，n  mに対して










pj  1 (2.4.38)






も無矛盾に定義され，さらに ⇧?   0が満たされることが分かる．このとき
P
j2J⇧j +⇧? = 1．し
たがって以上のようにして構成された ⇧ = (⇧!)!2J[{?} は正作用素値測度を成す．
さらに，(⌘j)j2J が (⇠j)j2J の双直交系であることと pj > 0 より，j 6= k なら h⇠j,⇧k⇠ji = 0，
j = kなら h⇠j,⇧k⇠ji > 0が成り立つ．ただし，j, k 2 J．よって，正作用素値測度 ⇧はベクトル状
態 (|⇠jih⇠j|)j2J を識別する．
■ (II) (= (ii)’ (⇠j)j2J の双直交系 (⌘j)j2J であって Bessel であるものが存在すると仮定する．
またその Bessel 上界は q-1 とする．このとき次が成り立つ．
主張. 作用素の和Pj2J |⌘jih⌘j| は強作用素位相について収束し，q-1 以下の作用素を定める．







(⌘j)j2J は Bessel であるから Bessel の不等式を満たす（定義 2.4.3 の第二条件）．X
j2J
| h⌘j,⇠i |2  q-1k⇠k2. (2.4.40)
特に左辺の和は収束する．したがって
K = { j 2 J | | h⌘j,⇠i |2 > 0 } (2.4.41)
は高々可算である．ゆえに有限集合の増大列 Kn ⇢ K, n 2 Nで
S
n2N Kn = Kを満たすものが
存在する．



















| h⌘j,⇠i |2. (2.4.42)
これと先に述べた Bessel の不等式により n 2 N で添字付けられたベクトルの列P
j2Kn ⌘j h⌘j,⇠i は Cauchy 列であることが分かる．それは収束するから，収束先を ⇠ 0 と
記す．和 (⇤) もこの ⇠ 0 に収束することはすぐに分かる．さらに，上と同様に評価して
k⇠ 0k2  q-1
X
| h⌘j,⇠i |2  q-2k⇠k2. (2.4.43)
上記の構成に基づいて S : K ! K を S⇠ = ⇠ 0 と定める．これが線形写像であることは明白，
さらに ⇠ 0 のノルム評価式 (2.4.43) から kSk  q-1．また，構成から強作用素位相に関してP










k Pj2J |⌘jih⌘j| k , (2.4.44)
はいずれも無矛盾に正作用素として定義される．ただし j 2 Jである．強作用素位相における収束
は弱作用素位相における収束を含意する．それゆえ ⇧ = (⇧!)!2J[{?} は確かに正作用素値測度を
成す．
さらに，(⌘j)j2J が (⇠j)j2J の双直交系であることから j, k 2 J, j 6= k なら h⇠j,⇧k⇠ji = 0．ま
た，j = kに対しては
h⇠j,⇧j⇠ji = 1k Pj2J |⌘jih⌘j| k   1q-1 = q. (2.4.45)
この値は j 2 Jによらないことに注意せよ．よって，正作用素値測度 ⇧はベクトル状態 (|⇠jih⇠j|)j2J
を最低識別確率   qで識別する．
■ (III)(= (iii) ベクトルの組 (⇠j)j2J が正規直交であるとする．この場合には
⇧j = |⇠jih⇠j| , ⇧? = 0 (2.4.46)
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態（密度行列）が識別可能であるための条件はY. Feng らの論文 [FDY04] で求められた．一般の
正規状態についての結果はベクトル状態についての議論を少し変形するだけで示すことができる．
次に，Feng らの結果を可算無限個の状態の組にまで拡張して述べる．*26
系 2.5.1 ([KK16, Proposition 3]). Hilbert 空間 K 上の可算個の密度作用素の組 (⇢j)j2J 2
(B1(K))J について，下記の条件は同値である．
(a) (⇢j)j2J は識別可能である．
(b) どの j 2 Jに対しても次が成り立つ．0@ \
k2J\{j}
ker ⇢k
1A \ ker ⇢j 6= ?. (2.5.1)
















ただし，S ⇢ Kのノルム位相についての閉包を Sと記した．
証明. 順次条件が同値であることを示す．以下，特に断らない限り j, k 2 Jと仮定する．















0 であることに注意する．いま述べた注意と識別性の定義から，j 6= k のとき
⇢j⇧
1/2
k = 0であり，j = kのとき ⇢j⇧1/2j 6= 0であることが分かる．したがって
k 2 Jごとに次を満たす ⇠ 2 Kが存在する．j 6= kに対して
⇢k⇧
1/2





\ ker ⇢j の元であることを示している．
(a)(= (b) (b) の条件が成立していると仮定する．j 2 Jごとに (b) の等式の左辺に属する
ベクトル ⌘j 2 Kを取ることができる．特に，0 2 ker ⇢j より ⌘j 6= 0．こうして
得られるベクトルの組 (⌘j)j2J から可算性の仮定に基づいて，定理 2.3.1 の証明
［(I) (= (i)’］と同じようにして状態の組 (⇢j)j2J を識別する正作用素値測度を
構成することができる．
(b)() (c) これは集合論における等式 A \ B = A \ (A \ B)より従う．
(c)() (d) K は C 上の Hilbert 空間であり，⇢k はこの空間上の正作用素だから自己共
役．さらに，⇢k は定義により有界作用素ゆえ ker ⇢k は閉線型部分空間である．
(c)() (d) の証明は，これらの注意と次の初等的な主張から直ちに従う．
主張. 任意の閉線型部分空間 H↵, L1,L2 ⇢ Kと作用素 S 2 B(K)について次
が成り立つ．










(3) (kerS)? = imS．
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証明. (1) は閉部分空間 L に対して L?? = L が成り立つことと L1 (





























































最後に (3) は次のように示される：⇠ 2 (imS⇤)? () 0 = himS⇤,⇠i =











定義 2.5.2 (候補状態を可算に限らない場合の識別). 次を所与とする．
• 物理系 A上の正規状態 ⇢j 2 A⇤ の組 (⇢j)j2J．
• 測度空間 (⌦ = J [ {?},⌃, µ)．ただし，⌦の任意の一点からなる部分集合は可測（すなわ
ち { {!} | ! 2 ⌦ } ⇢ ⌃）と仮定する．
• 古典化操作   2 nCP(L1(⌦,⌃, µ),A; 1)．
そして ⇧! =  1{!}, ! 2 ⌦と記す．このとき識別を次のように定義する．すなわち
(I) 任意の j, k 2 J, j 6= kに対して条件
h⇢j,⇧ki = 0, h⇢j,⇧ji > 0 (2.5.11)






定義条件の方である．(⇢j)j2J が識別可能であるときには，任意の j, k 2 J, j 6= k に対して条件
h⇢j,⇧ki = 0, h⇢j,⇧ji > 0 を満たす作用素の組 (⇧!)!2⌦ が存在しさえすれば，上記定義をいく
らか別の形にするにしても以下の議論はそのまま妥当する．
さて，この小節の目的は次を示すことである．
命題 2.5.3. 識別可能な状態の個数はHilbert 空間の次元を越えない．すなわち，AをHilbert
空間 H上の物理系とし，(⇢j)j2J をこの物理系上の正規状態の組とする．このとき定義 2.5.2 の
意味で (⇢j)j2J が識別可能であるなら
|J|  dimH. (2.5.12)
ただし，dimHはHilbert 空間 Hの次元，|J| は集合 Jの濃度を表す．
通常の量子力学ではHilbert 空間は可分，すなわち可算次元と前提されると先に述べた．この前
提と上記命題を勘案して，先の識別の定義ではベクトル状態の個数を可算に限ったのである．
証明. 系 2.5.1 の証明 [(a) =) (b)] では可算性の仮定を用いていない．これを今の場合にも繰
り返して次を得る．どの j 2 Jに対しても0@ \
k2J\{j}
ker ⇢k
1A \ ker ⇢j 6= ?. (2.5.13)
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そこで ⌘j を上の集合から一つづつ選びベクトルの組 (⌘j)j2J を得る．ベクトル ⌘j の取り方から
(⌘j)j2J は極小である．それゆえ命題の証明は次の主張に帰される．この主張はGram-Schmidt
の直交化法の単純な一般化であるが念のため証明を与える．
主張. 一般に，Hilbert 空間の極小なベクトルの組 (⇠j)j2J に対して，同じ添字集合 Jで添字
づけられた正規直交系 (ej)j2J が存在する．
主張の証明. Jに整列順序 “” を入れ，（超限）帰納的に正規直交系を構成する．任意の k 2 J
に対して次の二条件を満たすベクトルの組 (ej)j<k があったと仮定する．
• (ej)j<k は正規直交．
• span{ ej | j < k } = span{ ⇠j | j < k }
このとき直交直和分解








もしも ⇠ 00k = 0であれば，⇠k = ⇠ 0 2 span{ ej | j < k } となり (⇠j)j2J の極小性に反する．ゆ





新たにここで定義した ek を (ej)j<k 加えてできる組 (ej)jk は次を満たす．
• (ej)jk は正規直交．
• span{ ej | j  k } = span{ ⇠j | j  k }











































状態の組 (⇢j)j2J が正作用素値測度 ⇧ = (⇧!)!2J[{?} で識別可能であるとは次が成り立つこと
であった．
h⇢j,⇧ki =  j,k qj, qj > 0. (3.1.1)
qj は識別確率と呼ばれ，真の状態が ⇢j であった場合にこれを正しく同定できる確率を表すので
あった．⇧が (⇢j)j2J の識別なら qj > 0，一様識別なら最低識別確率 q = inf{qj | j 2 J } が > 0を
満たす．次の定理は最低識別確率の最大値を与える．特に，この定理により最大値の存在も示され
ている点に注意されたい．









ただし，(⌘j)j2J は span{ ⇠j | j 2 J} に属する (⇠j)j2J の双直交系である．この最低識別確率の最
大値は次の正作用素値測度 ⇧ = (⇧!)!2J[{?} により達せられる．





証明. 一様識別可能であるという仮定により，定理に云うように双直交系 (⌘j)j2J が一意に定ま
る（補題 2.4.2）．また，これが定理に述べた正作用素値測度 ⇧を定めることも定理 2.3.1 の証
明（(II)() (ii)）で述べたから繰り返さない．ここでは定理に与えた qが最大の最低識別確率
であることのみを示す．
証明のため ⇧ とは別に正作用素値測度 ⇧ 0 = (⇧ 0!)!2J[{?} も状態の組 (|⇠jih⇠j|)j2J を一




q 0 = infj2J q 0j と記す．さらに閉線型部分空間 span{ ⇠j | j 2 J } への射影を P 2 B(K)とする．定
理は次の主張から導くことができる．この主張は，Hilbert 空間を PKに限定すると識別の正作
用素値測度が一意に定まることを述べている．
主張. P⇧ 0kP = q 0k |⌘kih⌘k| , k 2 J．
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証明. ⇧ 0 は (|⇠jih⇠j|)j2J を識別するから，53 頁に述べた主張により次が成り立つ．任意の
j, ` 2 Jに対して
h⇠j, P⇧ 0kP⇠`i = h⇠j,⇧ 0k⇠`i ⇠j,⇠k 2 PK
=  j,kq
0
k k,`. 53 頁の主張 (2.4.26) (3.1.4)
他方，(⌘j)j2J は (⇠j)j2J の双直交系であるから
h⇠j, P |⌘kih⌘k|P⇠`i = h⇠j,⌘ki h⌘k,⇠`i ⇠j,⇠k 2 PK
=  j,k k,`. (3.1.5)












j, ` 2 Jは任意であり，PK = span{ ⇠j | j 2 J} であったから
0 = P
⇣




⌘kは PKに属するように取ったのだから，P |⌘kih⌘k|P = |⌘kih⌘k|．よって結論を得る． q.e.d.


























         q 0 1q . (3.1.9)
すなわち q   q 0．これが証明すべきことであった． q.e.d.
有限個のベクトル状態 (⇠j)j2J の最大最低識別確率をどのように求めればよいかを説明する．原





















(Xの 0と異なる固有値の最小値)-1 = (Xの 0と異なる固有値の最小値).
(3.1.12)
この計算は X, Y が互いに逆な正作用素であることに依っている．X は (⇠j)j2J だけを用いてP
j |⇠jih⇠j| で与えられ，この固有値を計算することで最大の最低識別確率が求められるのである．
特に簡単な場合として，二つのベクトル状態の識別を検討しておく．
例 3.1.2. 二つのベクトル状態の組 (⇠j)j={1,2} 2 K2 は一次独立とする．これらの状態の最低識
別確率の最大値は次で与えられる．
q = 1- | h⇠1,⇠2i | (3.1.13)
この値は ⇠1,⇠2 が直交するときに限り 1となる．
証明. K = C2 として，作用素 X = |⇠1ih⇠1| + |⇠2ih⇠2| 2 C4⇥4 の固有値を求めれば良い．
h⇠1,⇠1i = 1 = h⇠2,⇠2iに注意すれば，Xの固有値が 1± | h⇠1,⇠2i | であることが分かる．した
がって，上の議論から q = 1- | h⇠1,⇠2i | である． q.e.d.
この例の結果は [Die88] に帰されるべきものである．ただし，彼は二つの候補状態に対して一
様な事前確率を仮定して議論を行った．なお，無限個の状態に対しては上述の議論は妥当でない．







定理 3.2.1 ([KK18, Theorem]). Aを物理系とし，さらに下記を所与とする．
• 可算個の正規状態の組 (⇢j)j2J 2 (A⇤)J．
• 評価函数 f：
次の条件を満たす f : (0, 1]J ! R を一つとり，これを評価函数と呼ぶ．すなわち，
(qj)j2J, (q 0j)j2J 2 (0, 1]J に対して⇥ 8j 2 J, qj < q 0j ⇤ =) f(qj) < f(q 0j). (3.2.1)
• 評価函数 fが定める識別の集合上の半順序  ：
 ,  0 2 nCP(`1(J [ {?})⌦A,A; 1) を (⇢j)j2J の識別とし，それぞれの識別確率を qj, q 0j
と記す．そして f(qj) < f(q 0j) が成り立つとき       0 と記し，      0 または   =   0
が成り立つとき       0 と記すことにする．
以上の設定の下で次が成立する．すなわち，(⇢j)j2J の識別  が上に定めた半順序 の意味で極
大であったとする．このとき測定  を行い測定値 “?” を得たあとに残される状態の組 (⇢j,?)j2J
はもはや識別可能ではない．ただし，“?” が得られる確率
h( j( ? ⌦ (-)))⇤⇢j, 1i = h⇢j, ( ? ⌦ 1)i (3.2.2)
はどの j 2 Jに対しても 0とは異なると仮定する．このために測定後状態
⇢j,? =
( ( j ⌦ (-)))⇤⇢j
h( ( j ⌦ (-)))⇤⇢j, 1i . (3.2.3)
はどれも一義的に定義される．




定理の証明に入る前に，定理で用いた記号や用語の意味を確認する．まず，測定   2 nCP(`1(J[
{?})⌦ A,A; 1)が (⇢j)j2J の識別であるとは，その正作用素値測度 ( ( ! ⌦ 1))!2J[{?} が識別であ




h( j( ? ⌦ (-)))⇤⇢j, 1i = h⇢j, ( ? ⌦ 1)i (3.2.4)
がどの j 2 Jに対しても 0でないということを意味する．
証明. 対偶を示す．そのために，事後状態 (⇢j,?)j2J がなおも識別可能であったと仮定し，これを
識別する測定を   0 2 nCP(`1(J [ {?}) ⌦ A,A; 1) とする．この   0 を用いて  よりも優れた識
別  を構成する．
はじめに  をどのように定義すればよいのか直感的に説明しておく．二つの測定  ,  0 立
て続けに行うことを考える．一回目の測定  で測定値 j 2 Jが得られたら真の状態は ⇢j である
と直ちに判断する．この場合，二回目の測定の結果は無視する．一回目の測定  で測定値 “?”
が得られた場合には二回目の測定結果を考慮する．二回目が kであれば真の状態は ⇢k であった
と判断し，二回目も “?” であれば諦めて “?” と応える．以上の一連の過程によって説明される
測定を  とするのである．
次の条件で  2 nCP(`1(J [ {?})⌦ A,A; 1)を定義する．












  0( ! ⌦ X)
⌘◆





  0( ? ⌦ X)
⌘◆
, ! = ?.
(3.2.5)
この条件を満たす  は唯一つだけ存在する．この定義と定理の最後に述べた仮定から















  0( j ⌦ 1)
⌘◆ 






















,  0( j ⌦ 1)
+
(3.2.6)
ここで (⇢k)k2J ははじめに与えられた状態の組，(⇢k,?)k2J は測定  を行い “?” を得たあとの状
態の組である．二つの測定  ,  0 はそれぞれこれらの組の識別であったから，上式は次のように
書き換えられる．
h⇢k, ( j ⌦ 1)i =  k,j
⇣





ただし，qj, q 0j は  ,  0 の識別確率である．これから  もまた (⇢j)j2J の識別であることが分
かる．






> 0 であることに再度注意しておく．それゆえ， の識別確率を
rj = h⇢j, ( j ⌦ 1)iと書けば，上式から任意の j 2 Jに対して
rj - qj = (1- qj)q
0
j > 0. (3.2.8)
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定理 3.2.2 ([KK18, Theorem’]). Aを物理系とし，さらに下記を所与とする．
• 可算個の正規状態の組 (⇢j)j2J：
(⇢j)j2J 2 (A⇤)J を可算集合 Jで添字付けられた正規状態の組とする．
• 一様評価函数 f：
次の条件を満たす f : (0, 1]J ! R を一つとり，これを一様評価函数と呼ぶ．
(qj)j2J, (q 0j)j2J 2 (0, 1]J に対して
inf{q 0j - qj | j 2 J} > 0 =) inf{ f(q 0j)- f(qj) | j 2 J} > 0. (3.2.9)
• 一様評価函数 fが定める一様識別の集合上の半順序  u：
 ,  0 2 nCP(`1(J [ {?}) ⌦ A,A; 1) を (⇢j)j2J の一様識別とし，それぞれの識別確率を
qj, q
0
j と記す．そして f(qj) < f(q 0j) が成り立つとき    u   0 と記し，   u   0 または
  =   0 が成り立つとき    u   0 と記すことにする．
以上の設定の下で次が成立する．すなわち，(⇢j)j2J の一様識別   が上に定めた半順序  u の












この条件 supj2J h(⇢j, ( j ⌦ 1)i < 1は ⇢j,? = ( ( j ⌦ (-)))⇤⇢j/ h( ( j ⌦ (-)))⇤⇢j, 1i がどれも一
義的に定義されるていることを保証する．証明は殆ど先の定理と同様であるから，相違点だけ述べ
ることにする．
証明の素描. 定理の最後の仮定を用いる部分だけ述べる．先と同様に (⇢j)j2J, (⇢?,j)j2J の一様識
別を  ,  0 とし，これらから作られる (⇢j)j2J の識別を  と書く．rj, qj, q 0j を  , ,  0 の識別
確率とする． は一様識別であったから，その最低識別確率 q 0 = inf q 0j は > 0を満たす．また，
71
定理の最後の仮定により 1- q > 0 である．したがって
rj - qj = (1- qj)q
0
j   (1- q)q 0 > 0. (3.2.12)
ゆえに inf{ rj - qj | j 2 J } > 0．あとは先の証明と同じである． q.e.d.
次に評価函数と一様評価函数の例を挙げる．はじめに一般に評価函数は一様評価函数であるとい
う点に注意したい．換言すれば，一様評価函数の方が大きな類を成している．
例 3.2.3. Jは可算無限集合とし，1 2 Jを仮定する．
• fav：





ただしPj pj = 1, pj   0．これは確かに評価函数である．
• f1：
前項に述べた fav の特殊な場合として，1 2 Jだけを評価する評価函数 f1 を定義するこ
とができる．すなわち






































































ヒーレント状態は E. R. J. A. Schrödinger が既に 1926 年に発見している [Sch26]．そののち
R. J. Glauber や E. C. G. Sudarshan が電磁波の記述に用い，今日では量子光学分野でも広く
知られるようになった [Gla63a, Gla63b, Sud63]．
a 質点の量子力学
これから考察するコヒーレント状態は，一次元空間中の粒子の座標 Qと運動量 P の値がおおよ
そ定まった状態であると言える．ところで Qや P はどのような作用素であったか．作用素である
以上なんらかの空間に作用しているのであろうが，それはどのような空間だろうか．もちろんこれ








{q, p} = 1, [Q,P] = i. (4.1.1)
ここでは記号の説明は省略する．これらの代数的性質を抽象してHeisenberg 代数を定義する．
定義 4.1.1 (Heisenberg 代数). 三つの記号 X, Y, Z を基底とする Lie 代数であって，関係式
[X, Y] = Z, [Y, Z] = 0, [Z,X] = 0を満たすものをHeisenberg 代数と呼ぶ．以下，Heisenberg
代数を hと記す．Heisenberg 代数は C3⇥3 の部分 Lie 代数として実現できる．
古典力学はこの Lie 代数の相空間 R2 上の多項式函数環なり Schwartz 函数環への作用，量子
力学はHilbert 空間への作用と理解できる．ここでは量子力学に関心がある．そこで，この Lie 代
数のHilbert 空間上への表現を考える．ただ，直接にこの Lie 代数の表現を考察すると，取り扱い




定義 4.1.2 (Heisenberg 群). Heisenberg 代数のつくる群を Heisenberg 群 H と書く．す
なわち
H = {gq,p,t = exp[pX- qY + tZ] |q, p, t 2 R } (4.1.2)
gq,p,t の形の元は積法則 gq,p,t gq 0,p 0,t 0 = gq+q 0,p+p 0,t+t 0+(qp 0-pq 0)/2. に従う．












この対応のもと gz,t = gq,p,t と定義すれば
gz,t = exp[(zB- z
⇤A)/i+ Zt]. (4.1.4)
この表示では積法則は gz,t gz 0,t 0 = gz+z 0,t+t 0+Im(z⇤z 0) となる．
今しばらくHeisenberg 群 Hのユニタリ既約表現 T : H! B(K)の存在を仮定して話を進めて
みる．g0,0,t = exp[tZ]の形の元は Hの勝手な元と交換することに注目する．このことと T の既約
性から Schur の補題により T exp[tZ]は恒等作用素に比例しなくてはならない．それを exp[t(i~)]
と記す．ユニタリ性により ~は実数である．このようにして Heisenberg 群のユニタリ既約表現
ごとに定数 ~ 2 Rが定まる．逆に，Heisenberg 群のユニタリ既約表現はこの定数 ~ 2 Rによっ
て漏れなく一意に指定できる．このことを述べたのが Stone-von Neuman の定理である．以降，
適当に単位を取り直して ~ = 1の場合にだけ着目することにする．
定理 4.1.3 (Stone-von Neuman の定理). Heisenberg 群 Hの（強連続）ユニタリ既約表現
T : H! B(K)であって




定義 4.1.4 (座標作用素，運動量作用素，消滅作用素，生成作用素). T を上記定理に云う
Heisenberg 群のユニタリ既約表現，Kをその表現空間とする．次の等式により Kに作用する
自己共役な非有界作用素 Q,P と（自己共役でないが可閉ではある）非有界作用素 a を定義す
る．これらの定義域は Kに稠密にとれる．
Tgq,p,t T exp[pX- qY + tZ] exp[i(pQ- qP + t)]
Tgz,t T exp[(zB+ z⇤A)/i+ Zt] exp[za⇤ - z⇤a+ it]
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上式の作用素を Uq,p,t もしくは Uz,t と記す．また，Q,P, a, a⇤ を座標作用素，運動量作用素，
消滅作用素，生成作用素と呼ぶ．定義によりこれらは交換関係
















定義 4.1.5 (真空状態，コヒーレント状態，数状態). 真空状態，コヒーレント状態，数状態を次
のように定義する．
• Kの規格化されたベクトル  0 であって，
a 0 = 0 (4.1.7)
を満たすものが { z 2 C | |z| = 1 } の乗算を除いて唯一つだけ存在する．これを真空ベク
トルまたは真空状態と呼ぶ．
• 各 z 2 Cに対してコヒーレント状態  z 2 Kを次のように定義する．
 z = Dz 0, Dz = Uz,0 = exp[za
⇤ - z⇤a]. (4.1.8)
ただし， 0 は真空状態，Uz,0 は定義 4.1.4 に述べたユニタリ作用素である．





数状態  n は数作用素 a⇤aの固有値 nに属する固有ベクトルである．そこでこれを数状
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態と呼ぶ．( n)n2{0,1,2,... } は Kの正規直交完全系である．数状態は Fock 状態とも呼ば
れる．
D0 = 1より真空ベクトル  0 は z = 0に対するコヒーレント状態  0 に等しい．それゆえ記号
 0 の二つの定義は無矛盾である．また，以降混乱の恐れのない場合には  z, n を |zi , |niと
略記する．なお，定義から  0 =  0 である．
真空状態の定義から a 0 = 0および a⇤a 0 = 0が成り立つ．これから真空状態における Q,P
の（理想測定による）期待値および分散が存在して次が成立する．














すなわち真空状態 | 0ih 0| は，相空間 Cの原点 0 2 Cに局在した状態である．
コヒーレント状態はこの真空状態を変位作用素 Dz で zだけ並進させた状態である．実際，並進
作用素 Dz の定義から次が成り立つことが検証される．
D⇤zaDz = a+ z. (4.1.11)
したがって確かに Dz は相空間 C の点に対応する作用素 aをちょうど zだけ並進させる．これと
真空状態の定義により
(a- z) z = (DzaD
⇤
z)(Dz 0) = Dz(a 0) = 0. (4.1.12)




hz|Q|zi = q, hz|P|zi = p, hz|(Q- q)2|zi = 1
2
, hz|(P - p)2|zi = 1
2
(4.1.13)




hz|(P - p)2|zi = 1
2
(4.1.14)






K Heisenberg 群の ~ = 1に対応する（強連続）既約ユニタリ表現の表現空間．
一次元空間中の一粒子を記述する．
a 消滅作用素．aa⇤ - a⇤a = 1を満たす非有界作用素．a = (Q+ iP)/p2によ












z = (q + ip)/
p
2 で表される相空間の一点周りに局在している．コヒーレント状態についての
図は，例えば伏見函数 [Hus40, Leo97] を用いて正当化される．
|0i =  0 真空状態．a 0 = 0を満たす Kの規格化されたベクトル．誤解の恐れのない
ときには |0iと略記される．
Dz 変位作用素．これは z 2 Cで添字付けられた Kに作用するユニタリ作用素で
ある．





|zi =  z コヒーレント状態．相空間 Cの点 zごとに  z = Dz 0 で定義される．誤解
の恐れのないときには |ziと略記される．
|ni =  n 数状態． n = (a⇤n/
p
n!) 0 で定義される．数作用素 a⇤aの固有値 nに属











く．*29 この基準は既に A. Cheﬂes が得ていた結果である．したがって，次の命題も本質的には
Cheﬂes に帰されるべきものである．









定する．このときある j 2 {1, . . . , n} があって，|zji 2 span{ |zki | k 6= j }．一般性を失うことな




↵j |zji . (4.2.1)





(a - zk) たちは互いに可換だから上の作用素は積の順序に依らずに無矛盾に定義される．この
作用素を上の式の両辺に作用させることができる．すると a |zi = z |ziよりY
k=2,...,n






(zj - zk) |zji
= 0. (4.2.3)
右辺が 0になるのはQ(zj - zk) = 0だからである．他方，左辺の数因子Q(z1 - zk)は z1 が
z2, . . . , zn と異なるという仮定により 0でない．ゆえに
|z1i = 0. (4.2.4)
これは不合理である．なぜなら，真空ベクトル |0iは 0でなく，それにユニタリ作用素を作用さ
せて作られた |z1i = Dz1 |0i も 0 にはなりえないからである．よって背理法の仮定は正しくな




ば，識別確率は低下してゆくのが普通である．例えば二つのコヒーレント状態 (|z1i , |z2i) の間の
最低識別確率の最大値 qは次で与えられる．*30
q = 1- | hz1|z2i | = 1- e-|z2-z1|2/2. (4.2.5)














*30 例 3.1.2（68 頁）参照．
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証明. 命題 2.5.3 で示したとおり，識別可能な状態の個数はHilbert 空間の次元を越えない．し
たがって，コヒーレント状態の属するHilbert 空間 Kの次元 dimKが可算であるとを示せば十
分である．この Hilbert 空間 K は Heisenberg 群の（強連続）既約ユニタリ表現の表現空間





わけ興味深い例は von Neumann 格子である．次にこれを導入し，その識別性を論じる．
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3 von Neumann 格子
本節では可算無限個のコヒーレント状態の例である von Neumann 格子にまつわる議論を概観
し，既知の結果を整理する．この識別性は次節で議論される．
古典力学の相空間は C ' R2 であった．この平面に等間隔に横線を引き，また等間隔に縦線を
引いてゆく．こうして描かれた図形が格子であり，この格子によって平面は無数の長方形に分割さ
れる．これらの合同な長方形のうちの勝手な一つを格子の基本領域と呼び，縦線と横線の交わる点
を格子点と呼ぶ．このような格子点に対応するコヒーレント状態の組を von Neumann 格子と呼
ぶ．斜方格子まで含めた一般的な定義を次に述べる．
定義 4.3.1. !1,!2 2 C は Im(!⇤1!2) > 0 を満たす二つの数とする．これらに対して von
Neumann 格子 vNL(!1,!2)を次のように定義する．
vNL(!1,!2) = (|n1!1 + n2!2i)n1,n22Z (4.3.1)
ここで |ziは相空間上の一点 z 2 Cに局在するコヒーレント状態を表す．Cの部分集合 { t1!1+
t2!2 | t1, t2 2 [0, 1) } を vNL(!1,!2) の基本領域と呼び，この領域の面積を S(!1,!2) =
Im(!⇤1!2)と記す．そして Sの大小に応じて格子は粗または密であると形容する．混乱の生じ








一つ目は測定論である．もともとこの格子は，von Neumann が彼の有名な教科書 [vN32] で
座標と運動量の同時測定に利用する目的で導入したものである．彼はいわゆるGram-Schmidt の





正規直交完全系を得るためには，もとの von Neumann 格子自身が完全系を成している必要が
ある．この点について von Neumann は興味深いことを •証 •明 •な •し •に述べている．すなわち，格
子が Planck 定数の逆数程度に密になればこの格子は完全になると宣言しているのである [vN32,
p. 217, 日本語版では p. 323]．この点については後でまた触れることにする．いずれにしても，






このような文脈で von Neumann 格子をはじめて取り扱ったのは D. Gabor である [Gab46]．
彼の研究は時間周波数解析と呼ばれてる研究分野の源流と見做されている *31．
三つ目は補間式である．これは数学分野に属する．今考えている Heisenberg 群の既約ユニタ




文脈でも von Neumann 格子が現れる．
このように von Neumann 格子は様々な文脈で顔を出してきた．本論文ではもちろん測定論の
文脈でこれを扱う．しかし von Neumann の想定した議論の道筋とは違い，状態識別の観点から
von Neumann 格子を見直してみたい．
⇤
さて，次に von Neumann 格子の既知の性質についてまとめておく．先に述べた通り，十分
密な von Neumann 格子は完全であると予想されていた．これは von Neumann が証明なし
に宣言していたところである．しかし，このことを示すのはそれほど容易ではなく，厳密な証
明が与えられたのは von Neumann の教科書の公刊からおよそ 40 年も経ったあとであった．
A. M. Perelomov [Plm71] と V. Bargmann ら [BBG71] が独立に厳密な証明が与えたのであ
る．これらの結果に加えて，近年K. Seip が整函数の補間問題に関連してこの格子を一般化し，そ
の性質を更に詳しく調べた [Sei92]．これらの研究で得られた von Neumann 格子の性質を次に
定理として引用する．*32
*31 例えば [Hei07] を見よ





定理 4.3.2 ([Plm71, BBG71, Sei92]). von Neumann格子の性質のうち，完全性，極小性，
Riesz-Fischer 性は，格子の基本領域の面積 Sのみ依存して決まる．この依存関係は次の表で
与えられる．
状態の組 完全性 極小性 Riesz-Fischer 性
S < ⇡ vNL   ⇥ ⇥
S = ⇡ vNL   ⇥ ⇥
vNL(1)     ⇥†
vNL(n), 2  n <1 ⇥   ⇥†
S > ⇡ vNL ⇥    
上記の表において，記号 “ ” は性質があることを意味し，“⇥” は性質がないことを意味する．
また，vNL(n) は vNLから任意の n個の要素を取り除いてできるコヒーレント状態の組を表す．
なお，上記表において記号 “†” を付した事実は [Plm71, (38)] から導くことができるが，著者の
知る限り既存の文献で明言されていない．
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4 von Neumann 格子の識別
本章では von Neumann 格子の識別性を議論する．前章で述べた von Neumann 格子の既知
の性質（定理 4.3.2）と，本論文で示された可算無限個の状態識別についての識別性の基準（定理
2.3.1）を総合し，この章における主結果を得る．
定理 4.4.1 ([KK16, Theorem 3]). von Neumann 格子の基本領域を Sと書く．このときこ
の格子の識別性について下記が成り立つ．
• S > ⇡であれば，von Neumann 格子は一様に識別可能である．
• S = ⇡であれば，von Neumann格子は識別不能である．しかし，このvon Neumann
格子から任意に一つ以上，有限個の状態を取り除くと識別可能になる．ただし一様識別可
能にはならない．





図 7 von Neumann 格子の識別性．von Neumann 格子は基本領域が Planck 定数 h で
あるところを境に識別性を変える．
基本領域の面積 S = ⇡を分岐点として von Neumann 格子は性質を変える．この値は物理的




*33 z = (q + ip)/p2, 1 = ~ = h/(2⇡)より次が成り立つことに注意せよ．






















n = 0, 1, 2, . . . .
左辺の周回積分は運動の一周期に渡り，定常軌道が囲む相空間の面積を表す．それが Planck 定数
hを単位として離散化される，というのが量子化条件の内容である．現代的には Schrödinger 方
程式に WKB 近似を適用することで Bohr-Sommerfeld の量子化条件を導出するのが普通であ
る．*34 これを根拠に古典力学的相空間は量子力学では Planck 定数 hの細胞に分割されると考え
ることがある．統計力学の準古典的な取り扱いで，相空間に渡る積分を測度 dqdp/h に対して行
うのが良い例である．
本章の定理 4.4.1 は Bohr-Sommerfeld の量子化条件と直接には関係ない．Bohr-
Sommerfeld の量子化条件は近似であるが，本章の定理は近似ではないという違いもある．しか
し，Bohr-Sommerfeld の量子化条件も上の定理も，どちらも相空間の面積の最小単位は Planck
定数 h であると述べているように思われる．定理 4.4.1 では，そのことを識別という測定論的な
観点から捉えている．
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sin arg(!⇤1!2)mini{ |!1|, |!2| }
◆2
. (4.4.2)
この評価式から格子を適当な仕方で十分疎にすれば最大の最低識別確率 q を 1 にいくらでも近












命題 4.4.2 の証明. 定理 4.4.1 で示した通り，与えられたベクトル状態の組に対して，その最低
識別確率の全体と Riesz-Fischer 下界の全体は一致する．ここでは Riesz-Fischer 下界を直接
評価する．
記号の簡単のため，この証明の中でだけ⌦n,m = n!1 +m!2, n,m 2 Nと記す．そして











































2. Schwartz の不等式 (4.4.5)
この結果を先の式に戻して次を得る．   X↵m,n |⌦m,ni   2   AX
k,`
|↵k,`|



























全く同様に右辺の n を m に置換した不等式も示すことができる．そこで n に対する評価式と


























































もともと S = Im(!⇤1!2) = |!1| |!2| sin arg (!⇤1!2) であったから求める評価式を得る．
q.e.d.







一様識別性の違いを von Neumann 格子から理解するのは難しい．本設では比較的簡単な例を挙
げることでこの違いを直感的に理解したい．これが第一の目的である．











命題 4.5.1. 勝手に! 2 C \ {0}, ⌧ 2 Cを取り次の複素数列を考える．












命題 4.5.2. 符号 s = ±と自然数 n 2 Nで添字付けられた次の複素数列を考える．










命題 4.5.3. 集積点を有する可算集合 S ⇢ C に対応するコヒーレント状態の組は識別不能で
ある．





たがってその表現空間も本質的に一意である．Schrödinger 表現では表現空間を実軸 R 上の自




図 10 命題 4.5.3 に述べたコヒーレント状態の例．図では 0を集積点とする点列に対応する
コヒーレント状態の組を示した．
{0, 1, 2, . . . } 上の自乗可積分数列の空間 `2 = `2({0, 1, 2, . . . })にとる．これは数作用素 a⇤aの固有
ベクトルである数状態  n = |niによる展開に相当する．次に紹介する Fock-Bargmann 空間も
Heisenberg 群の既約ユニタリ表現の表現空間であり，上述の空間と同型である．これはコヒーレ
ント状態による展開に相当する．
定義 4.5.4. Fock-Bargmann 空間 Fは次のように定義される函数空間である．
F =
 




















ただし，d2zは Cの Lebesgue 測度を表す．
消滅作用素 aを函数の引数についての微分，生成作用素 a⇤ を函数の引数の乗算と定義する
ことにより Fock-Bargmann 空間 FにHeisenberg 群の（強連続）既約ユニタリ表現を定め
ることができる．整函数の引数を z⇤ とする場合には，これらの作用素は次のように書かれる．
a = @ =
@
@z
, a⇤ = z. (4.5.5)
これらは確かに互いに随伴である．同じことであるが，函数の引数を z⇤ とする場合には
a = @¯ =
@
@z⇤
, a⇤ = z⇤ (4.5.6)
とする．





■ 真空状態 真空状態は 0 = a 0 で特徴づけられる．定数函数  0(z⇤) = 1はこの方程式を満た
し，規格化もされている．









で与えられる．a, a⇤ は変数の微分と乗算に対応し，多項式の次数を上げ下げする．数作用素 a⇤a
の固有ベクトルである数状態は n 次単項式に他ならない．これらの直交性は奇函数の積分が消え
ることから出る．また，( n)n2{0,1,... } が Fで完全であることは，整函数が z = 0周りで収束半径
r =1のTaylor 級数に展開されることに対応する．
























■ 不等式 Fock-Bargmann 空間の元はノルムが有限の正函数である．ノルムが有限であること





























= k⇠k2 exp⇥|z|2⇤ (4.5.12)
あるいは
e-|z|
2/2⇠(z⇤)  k⇠k. (4.5.13)
すなわち，⇠ 2 F は z ! 1において高々 e|z|2/2 程度に発散するにすぎない．これは F における
ノルムの定義式から予想された関係式であった．
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■ コヒーレント状態との内積 Fock-Bargmann 空間においてはコヒーレント状態を上とは幾





この線型汎函数を与えるベクトルを今しばらく  0w 2 Fと記す．すなわち




⇠(w⇤), ⇠ 2 F. (4.5.14)




























すなわち， 0z はコヒーレント状態  z にほかならない．こうして Fock-Bargmann 空間における
コヒーレント状態の重要な機能が明らかになった．すなわち，コヒーレント状態  w との内積を取
る操作は函数の w⇤ における値を与える．これから特に次を得る．
補題 4.5.5. ⌘を Fock-Bargmann 空間 Fのベクトルとする．このベクトルがコヒーレント状











一般に整函数であって exp[ r⇢]程度に発散するものをオーダー ⇢，タイプ  と呼ぶ．正確な定義
は次の通り．
定義 4.5.6. f : C! Cを整函数とする．
Mf(r) = sup{ |f(z)| | |z|  r } (4.5.17)
と定めると，最大値の原理によりMf は rの単調増加函数である．さらに
⇢f = lim sup
log logMf(r)
log r




⇢f を fのオーダー， f をタイプと呼ぶ．混乱の恐れのない場合には ⇢f,  f を ⇢,  と記す．
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函数の増大度はオーダー ⇢でまず分類され，次に等しいオーダーを有する函数はさらにタイプ  
で分類される．(4.5.13) から分かる通り，Fock-Bargmann 空間の元のオーダーは ⇢ = 2を越え
ない．また，オーダーが ⇢ = 2の場合にはタイプは   = 1/2を越えない．逆に，これらの条件を満
たす整函数は Fock-Bargmann 空間に属する．
与えられたコヒーレント状態に対する双直交系を作るには，その点に零点を有する正函数を構成
すれば良い．多項式を考えれば分かる通り，より多くの零点を有する函数ほど z = 1でより強く
発散することが期待される．したがって，より多くのコヒーレント状態に対する双直交系はノルム
が強く発散しやすく Fに属しにくい．





























⇢ 0 > 0
    X 1|cn|⇢ 0 <1
 
(4.5.20)






命題 4.5.1 の第一証明. ⇡よりも十分大きな数の例としてここでは 6.022⇥ 1023 を取る．さて，
与えられた ! 2 Cに対して ! 0 = 6.022⇥ 1023⇡i!と定めれば，vNL(!,! 0)は定理 4.4.1 に
より一様に識別可能．よってその部分組である問題のコヒーレント状態の組も一様に識別可能で
ある． q.e.d.
命題 4.5.1 の第二証明. ベクトル状態の識別性はユニタリ操作で変わらない．そこで必要であれ
ば変位作用素 Dz や回転作用素 e✓a⇤a の定める操作を施すものとすれば，L > 0を用いて
. . . ,-2L, -L, 0, +L, 2L, . . . (4.5.21)
と書かれる点に対応するコヒーレント状態たちの一様識別性を示せば十分である．識別性の基準

















⇢ = 1. (4.5.24)
したがって，⌘0 2 F．この ⌘0 から ⌘n = DnL⌘0 と定義すれば (⌘n)m2Z は ( nL)n2Z の双直交
系をなす．
第二に今構成した双直交系 (⌘n)n2Z が Bessel であることを示す．まず，   e-|z|2/2⌘n(z⇤)    =    e-|z|2/2e-|nL|2/2+(nL)z⇤⌘0(z⇤ - nL)   
= e-|z
⇤-nL|2/2 · |⌘0(z⇤ - nL)|
 e-|z⇤-nL|2/2 · Ce-|z⇤-nL|1.001 ⇢ = 1による
 C 0e-|z⇤-nL|2/100 (4.5.25)





















































ただし，B = C 00P exp⇥-n2L2/200⇤ と書いた．B は任意の L に対して収束して > 0 である．
よって上式は (⌘n)n2Z が Bessel であることを示している． q.e.d.
この命題を示すには，一直線上に等間隔に並んだ点で零になる整函数として正弦函数を取った．




命題 4.5.2 の証明. まず，一様識別可能ではないことを示す．c+,n, c-,n は n!1で幾らでも
接近し，この二点の識別確率が幾らでも小さくなることから出る．実際，もしも一様識別であ
れば，識別性の基準（定理 2.3.1 または定理 2.4.5）より，( cs,n)(s,n) はRiesz-Fischer であ





   X↵s,n cs,n   2 . (4.5.28)
したがって特に
A(12 + (-1)2)  k c+,n - c-,nk2 . (4.5.29)
整理して
A  1- e-2/n2 . (4.5.30)
nは任意ゆえ，これから A = 0を得るが，これは A > 0に反する．















したがって命題 4.5.7 により，cs,n に一位の零点を持つ整函数 ⌘でオーダー ⇢  1を満たすも











s 0,n 0) =  (s,n),(s 0,n 0). (4.5.34)
さらに，⌘ 2 F より ⌘n,s 2 F．したがって，(⌘s,n)(s,n) は ( cs,n)(s,n) の双直交系であ
る． q.e.d.
最後に，集積点を有する点列に対応するコヒーレント状態の組が識別不能であることを示す．
命題 4.5.2 の証明. S の集積点を c とし，t 2 S \ {c} を任意にとり固定する．背理法により
( s)s2S が識別可能であったと仮定する．すると，識別性の基準（定理 2.4.5）より，( s)s2S




• 整函数として ⌘t 6= 0：
双直交系の定義と補題 4.5.5 により 1 = h t,⌘ti = ⌘t(t⇤)だからである．
• 整函数として ⌘t = 0：
双直交系の定義と補題 4.5.5 により ⌘t は集積点を有する集合 S \ {c, t} 上で 0である．し
たがって，一変数正則函数についての一致の定理により整函数 ⌘は恒等的に 0である．




















そこで，可算無限個のコヒーレント状態の例として von Neumann 格子を取り上げた．von
Neumann 格子は古典力学の相空間の格子に対応するコヒーレント状態の組である．3 節で von
Neumann 格子についての既知の結果を紹介し，次いで 4 節でこの格子の識別性を議論した．既
知の結果に本論文で示した識別性の基準を総合することにより von Neumann 格子の識別性が明
らかにされた．von Neumann 格子は，基本領域が大きく疎なときには一様識別可能となり，密
なときには識別不能となる．そしてその境目はちょうど基本領域の面積が Planck 定数となると












第 1章では，代数的観点に基づいて測定の定義を与えた．物理系は von Neumann 代数，操作
（物理過程）は物理系間の完全正写像として定式化された．特に古典系は可換 von Neumann代数
として定義され，測定は一般の物理系と古典系の合成系に対する一種の操作であると定義された．
























































二つ目は，von Neumann 格子の最低識別確率の S = ⇡（物理的な単位では Planck 定数に相
当する）付近における評価である．von Neumann 格子の最低識別確率の最大値 qは S > ⇡なら
q > 0，S  ⇡なら定義上 q = 0となる．本論文では S!1における qの評価を与えたが，S = ⇡



























































































二つのコヒーレント状態の識別を行う実験装置の提案は，B. Huttner らや K. Banaszek に
よってなされた [HIG95, Ban99]．実際の実験報告もある．二つのコヒーレント状態の識別実験


















滅作用素を a1, a2，ビームスプリッターを通過したあとのそれらを b1, b2 と書く．
b1, b2 が a1, a2 にユニタリ操作を施すことで得られるとすれば，これらは次のような線形関係
*36 コヒーレント状態の他にこの種の識別の対象になるのは，例えば偏光状態である．この種の実験につ














消滅作用素 a1, a2 および b1, b2 がいずれも [a, a⇤] = 1 の如き交換関係に従うためには，上式の
係数行列はユニタリ行列でなければならない．そして，このユニタリ行列によってビームスプリッ
ターは特徴づけられる．
上式はHeisenberg 描像おいて a1, a2 と b1, b2 関係を与えている．次に，やはりHeisenberg
描像において，コヒーレント光がビームスプリッターでどのように変換されるかを次に考える．一
般に，消滅作用素 cに対するコヒーレント状態を | ic または | ich | と記す．そして次の公式に注
意する．*37















































|↵1ia1 |↵2ia2 = |u1,1↵1 + u1,2↵2ib1 |u2,1↵1 + u2,2↵2ib2 . (5.A.2)
二つのコヒーレント光を a1, a2 に入力すると，このコヒーレント光のパラメータ ↵1,↵2 がビーム



























すなわち，入力信号の振幅が 1/p2倍されて出力 b1, b2 に等しく分かたれることを示している．





















ただし t 2 [0, 1]．入射光は t = 1の場合には全透過し，t = 0のとき全反射される．a1 には測定対
象になる状態（信号）|↵iを入力し，a2 には強いコヒーレント光 |szi , s  1を参照光として入力
する．このとき
|↵ia1 |szia2 =
   pt↵1 + sp1- t zE
b1
   p1- t↵+ spt zE
b2
. (5.A.5)




|↵ia1 |1zia2 = |↵1 + zib1 |1zib2 . (5.A.6)




次に，Banaszek が提案された実験装置 [CCB01] を概説する．その模式図を図 13 に示す．
ここで光学素子 BS，D1，D2 はいずれもコヒーレント状態をコヒーレント状態に移す．今の場
合，入射信号は図 14 のように変化しながら実験装置を進む．
さて，光子検出器D1の測定値が n1 2 {0, 1}，D2の測定値が n2 2 {0, 1} であることを (n1, n2)






このとき D1 は測定値 n1 = 0を確実に返す．したがってこの場合に生じ得る結果は (0, 1), (0, 0)
のいずれかである．信号が |↵2iであった場合も同様である．そこで，(0, 1)のとき ! = 1，(1, 0)
のとき! = 2，他の場合! = ?と定義することにより，{1, 2, ?} に測定値!を取る測定を定義でき
る．構成からこの測定は識別である（図 15 参照）．







     ◆✓ |0ih0|⌦ ⇣1- |0ih0|⌘◆✓ |0i ⌦     ↵1 - ↵2p2
 ◆
= 1-
    ⌧0      ↵1 - ↵2p2
     2















図 13 二つのコヒーレント状態を識別する光学装置の概要．aj, bj, cj はそれぞれの路の（特
定の周波数に属する）光子の消滅作用素．a1 から入射した信号 |↵jiと a2 から入射した真空が
ハーフミラー (BS) で合成され，右方 b1 と上方 b2 に等強度に分かれる．右方に出た信号は透
過率の高いビームスプリッター (U1) に入射する．U1には適当な強いコヒーレント光を脇から
入射し b1 から入射したコヒーレント光を -↵1/
p
2だけ変位させる．U2についても同様．U1,
U2 を通過した光はそれぞれ光子検出器 D1 または D2 に入る．光子検出器は光子数が 0の真



















図 15 測定の定める遷移図．信号 |↵jiごとにどの測定値! 2 {1, 2, ?} が得られるかを図示している．
真の状態が |↵2iであるとき測定値! = 2が得られる確率 q2 も q1 に等しい．したがって，この識
別の最低識別確率は
q = inf{q1, q2 } = 1- | h↵1|↵2i |. (5.A.9)




態を（最適ではないにせよ）識別する実験装置が得られる．信号 |↵ji , j 2 {1, . . . , n} をビームスプ
















ek, ⇠1 = e1, ⇠2 = e2, . . . (5.B.1)
この組のどのベクトルも他のベクトルの有限個の線形結合で書くことはできないから，この組
は一次独立である．ところが ⇠0 は ⇠1,⇠2, . . . でいくらでも近似できるため極小ではない．
例 5.2.2 (極小だが Riesz-Fischer でない例). (ej)j2Z を正規直交完全系とする Hilbert 空
間 H を考える．このとき，次のように定義されるベクトルたちのなす組 (⇠j)j2N は極小だが
Riesz-Fischer ではない．8>>><>>>:








k = 1, 2, . . . (5.B.2)
この組 (⇠j)j2N の代わりに規格化した組 (⇠j/k⇠jk)j2N を考えても以下の議論は本質的に変更を
受けないことに注意しておく．
まず，この組は極小である．それを示すには双直交系を構成すれば良い．次のように定義さ
れる (⌘j)j2N が (⇠j)j2N の双直交系になる．したがって (⇠j)j2N は極小である．8<:
⌘2k = (3k+ 1)e3k+1
⌘2k+1 = (3k+ 2)e3k+2
k = 1, 2, . . . (5.B.3)
次にこの組 (⇠j)j2N が Riesz-Fischer でないことを背理法で示す．(⇠j)j2N が
Riesz-Fischer であるとすれば，ある定数 0 < A < 1 があって，勝手な k に対して次が
成り立たねばならない．    (+1)⇠2k + (-1)⇠2k+1    2   A✓(+1)2 + (-1)2◆. (5.B.4)
少し計算すれば左辺が k ! 1で 0に収束することが分かる．ゆえに A = 0でなければならな
いが，これは不合理である．したがって (⇠j)j2N は Riesz-Fischer ではない．なお，ここでは
検証を略すが，この組は例えば B = 3を上界として Bessel である．
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例 5.2.3 (Riesz-Fischer だが正規直交でない例). (ej)j2Z を正規直交完全系とするHilbert 空
間 Hを考える．このとき，次のベクトルたちのなす組 (⇠j)j2N は Riesz-Fischer だが正規直交
でない．
⇠1 = e1 +
1
1
e0, . . . ⇠k = ek +
1
k
e0, . . . (5.B.5)
























すなわち A = 1 を下界として (⇠j)j2N は Riesz-Fischer である．おな，この組は例えば






Stinespring の定理は完全正写像   2 nCP(A,B(K)) の標準形を与えるものである．この定理
によれば完全正写像  は  X = V⇤(⇡X)V, X 2 A と書くことができる．ここで ⇡ : A ! B(L) は
von Neumann 代数の準同型，V : K! B(L)は有界写像である．ここに現れた三組 (L,⇡, V)を
Stinespring 拡張と呼ぶ．完全正写像よりも拡張の方が取り扱いやすい．このことは本章の議論を
通じて理解されると思う．いずれにせよ，Stinespring の定理は完全正写像  に拡張 (L,⇡, V)を
対応付ける．しかも，この対応は本質的に一対一である．したがって，完全正写像の性質は全てそ













Stinespring の定理は W. F. Stinespring が C*代数に対して証明した [Sti55]．この定理を
von Neumann 代数用に少し変形したものを次に引用する．
定理 5.3.1 (Stinespring の定理 [Sti55]．正規性については例えば [Dav76, Section 9.2
Theorem 2.1 p. 137] を参照). von Neumann 代数間の線形写像   : A ! B(K)に関して
次の二条件は同値である．
•   2 nCP(A,B(K))： は正規な完全正写像．
•  の Stinespring 拡張（または単に拡張）とよばれる三組 (L,⇡, V)があって，
  = V⇤⇡V (5.C.1)
が成り立つ（V⇤⇡V は写像 a 7! V⇤(⇡a)V の略記である）．ただし，三組はつぎの要素か
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らなる．
‒ Hilbert 空間 L．
‒ von Neumann 代数の準同型（正規な単位的 ⇤-準同型または表現）⇡ : A! B(K)．
‒ 有界写像 V : K! L.




(L,⇡, V), (L0,⇡0, V0) がいずれも   2 nCP(A,B(K)) の極小拡張であれば，ユニタリ
U : L ! L0 であって (L0,⇡0, V0) = (UL, U⇡U⇤, UV) を満たすものがただ一つのだけ存
在する．







Stinespring の拡張定理の証明の素描. 十分性．定理に述べた性質を有する拡張 (L,⇡, V) を用




• 一般に von Neumann 代数の準同型 ⇡ は正写像である．それは ⇡(X⇤X) =
(⇡X)⇤(⇡X), X 2 A より分かる．さらに準同型の自明な拡張もやはり準同型である．
したがって，⇡は完全正写像である．さらに準同型 ⇡は仮定により正規でもある．
•  V は正写像である．それは  V(X⇤X) = (XV)⇤(XV), X 2 Aより分かる．さらに  V の




必要性．  2 nCP(A,B(K)) が与えられたとし，極小拡張を構成する．極小拡張 (K,⇡, V)
がどのようなものであるか見当をつけるために，今しばらくこれが存在したと仮定して，その性
質を調べてみる．まず，極小性から L は (⇡X)V⇠の形の元で生成される．そしてこの形の元は




h(⇡X)V⇠, (⇡U)V⌘i = h⇠, V⇤(⇡(X⇤Y))V⌘i = h⇠, ( (X⇤Y))⌘i (5.C.2)
が成り立つ．ただし，⇠,⌘ 2 K, X, Y 2 A．以上を踏まえて Lを構成する．
まず，代数的テンソル積 A⌦alg Kを考え，この上に次の条件で二次形式を定義する．
hX⌦ ⇠, Y ⌦ ⌘i = h⇠, ( (X⇤Y))⌘i , X, Y 2 A, ⇠,⌘ 2 K. (5.C.3)
  の完全正性からこの二次形式の非負性を示すことができる．証明のために代数的テンソル積
の元 Z 2 A ⌦alg K を取る．代数的テンソル積の性質により Z は適当な有限列 Y1, . . . , Yn 2
A, ⌘1, . . . ,⌘n 2 Kを用いて Z =
P

















ここで (ej)j および (ei,j)i,j はそれぞれ Cn,Cn⇥n の標準的基底である．上式から A⌦algK上に
定義された二次形式は非負である．これが退化する空間をNとする．そして商空間 (A⌦algK)/N
をこの二次形式により完備化して得られる Hilbert 空間を Lと定義する．以降，自然な商写像
を Q : A⌦alg K! Lと書く．
⇡, V はそれぞれ次の条件で定義すれば良い．すなわち，X, Y 2 A, ⇠,⌘ 2 Kに対して





V⌘ = Q(1⌦ ⌘), (5.C.6)
このようにして確かに（正規性を有するかどうかは必ずしもわからない）準同型 ⇡と有界作用







命題 5.3.2. C,B を Hilbert 空間 H,K 上の物理系とする．このとき任意の操作 ⇧ 2
nCP(C,B; 1) に対して，操作   2 nCP(B ⌦ C,B; 1) であって ⇧ =  (1 ⌦ (-)) を満たすも




証明. 操作 ⇧の拡張を (L0,⇡0, V0)とする．⇧は操作ゆえ単位的．よって V0 は等長（V⇤0V0 = 1）
である．再び Stinespring の定理を考慮し，以下では拡張 (L,⇡, V)を通じて  を構成する．ま
ず，H = K⌦L0 と定め，次に，⇡ = 1⌦ ⇡0 : B⌦ C! B(K)⌦B(L0) = B(K⌦L0) と置く．最
後に V を次のように定義する．
K L = K⌦ L0
⇠ ⇠0 ⌦ V0⇠
V
ただし，⇠0 2 K は勝手に取った規格化されたベクトルである．V0 は等長であり ⇠0 は規格
化されているから V もまた等長である．ここまでで拡張 dilL,⇡, V と，それの定める操作
  : B⌦ C! B(K)が構成された．
次に，任意の ⇠ 2 K, B 2 B, C 2 Cに対して
h⇠, ( (B⌦ C))⇠i = hV⇠, (1⌦ ⇡0)(B⌦ C)V⇠i (5.C.7)
= h⇠0 ⌦ V0⇠, (B⌦ ⇡0C)(⇠0 ⌦ V0⇠)i (5.C.8)
= h⇠0, B⇠0i hV0⇠, (⇡0C)V0⇠i = h⇠, h⇠0, B⇠0i (⇧C)⇠i . (5.C.9)
したがって
 (B⌦ C) = h⇠0, B⇠0i⇧C. (5.C.10)
これから  の像がBに含まれることが分かる．そこで  の終域をBに制限したものを改めて
 と定義することにより   : B⌦C! Bを得る．上式から  (1⌦C) = ⇧Cも分かる． q.e.d.
C.1.3 可逆操作
第二の Stinespring 定理の応用は，操作の可逆性に関係する．Hilbert 空間を基調にした量子力
学の枠組では，ユニタリ操作に特権的な地位が与えられるのが普通である．ただし，ユニタリ操作




この操作を Hまたは K上の von Neumann 代数に制限して得られる操作もユニタリ操作と呼ぶ
ことにする．
ユニタリ操作は可逆である．逆に，可逆な操作はユニタリに限られるのだろうか．この問題につ





命題 5.3.3. 二つの操作   2 nCP(A,B; 1),  2 nCP(B,A; 1) が互いに逆，すなわち    =
1,   = 1を満たすとする．このとき， , はいずれも von Neumann 代数の同型である．
証明.  , が作用素の積を保つことを示せば良い．
A,Bを H,K上の von Neumann とし， の極小な拡張を (L,⇡, V)とする． は単位的
であるから V は等長．したがって，VV⇤ は B(L)の射影であり VV⇤  1を満たす．ゆえに，任










  (  X)⇤(  X)
= X⇤X
=   (X⇤X). (5.C.12)





 (X⇤X) = ( X)⇤( X). (5.C.13)
これから任意の X, Y 2 Aに対して  (XY) = ( X)( Y) となることが従う． q.e.d.
こうして本小節冒頭に述べた問題は，具体的 von Neumann 代数の同型は全てユニタリ操作だ
ろうか，という問題に還元される．*40 具体的 von Neumann 代数の間の同型でなければ，それ
がユニタリ操作による同型であるかどうかを問うことが出来ないことに注意したい．
この問題に対する答えは否定的である．たとえば増幅 B(H) 3 a! a⌦1 2 B(H)⌦1 ⇢ B(H⌦K)
は von Neumann 代数の同型であるが，dimH 6= (dimH)(dimK)であれば空間的ではあり得な
い．*41 しかし，特定の条件下では von Neumann 代数間の同型が空間的なものに限られる場合
がある．次に，そのような場合を二つ挙げる．




*41 同型の一般的な形については例えば [Tak01, Theorem 5.5, p. 222; Exercise 1, p. 308 ] や
[Dix11, Part I, Chpter 4, Section 1.4, Corollary, p. 62] を見られたい．
*42 直接証明は次のように行う．H,K を有限次元 Hilbert 空間，(ej)j=1,...,n を K の正規直交完全系，
⇡ : B(H) ! B(K) を表現とする．すると射影 ⇡(|ejihej|) たちが K を同型な Hilbert 空間の直和への
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• 標準的 von Neumann 代数間の同型は空間的なものに限る．*43
なお，H 上の von Neumann 代数 A が標準的（standard）であるとは，分離的（a 2
A, a⇠ = 0 =) ⇠ = 0）かつ巡回的（span{ ⇠ | a 2 A } = H）なベクトル ⇠ 2 Hを受容する
ことを指す．このようなvon Neumann代数は， -有限と呼ばれることがある（[UHO03,






補題 5.3.4 ([Dix11, 1.4.4, p. 61]). A,BをそれぞれHilbert 空間H,K上のvon Neumann






U, X 2 A. (5.C.14)
ただし，
• RはHilbert 空間，
• Eは射影 E 2 (A⌦ 1) 0 ⇢ B(H⌦R)，






分解を与える．このことに注意して次のようにユニタリ作用素 U : L ! L = (⇡(|e1ihe1|)K) ⌦ H を
U⌘ =
P
j(⇡(|e1ihej|)⇠)⌦ ej, ⌘ 2 Lと定めれば ⇡X = U⇤(1⌦ 1)U, X 2 B(H)を得る．*43 このことの証明については [Dix11, Part III, Chpter 1, Section 1.4, Corollary, p. 250] や
[SZ79, 10.15 Corollary, p. 278] を参照されたい．
*44 ⇡ : B(H)! B(K)を準同型とする．これを補題 5.3.4 に従って ⇡X = U⇤(E(X⌦ 1)E)Uと書く．テン
ソル積についての交換定理 [Tak01, Theorem 5.9, p. 226] によれば，交換団を取る操作はテンソル
積に分配する．すなわち E 2 (B(H)⌦ 1) 0 = B(H) 0 ⌦ C 0 = C⌦ B(R)．したがって E = 1⌦ Fと書く
ことができる．ここで F 2 B(R)は Rの射影である．これにより E(K⌦R) = K⌦ (FR)．そこで FR
を改めて Rと定義することにより，⇡が増幅にユニタリ同値であることが分かる．
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系 5.3.5. Aを H上の von Neumann とする．このとき   2 nCP(A,B(K))に対して次が成
り立つ．
1. 標準化された拡張 Hilbert 空間 Rと有界写像 V : K! K⌦Rがあって次が成り立つ．
 X = V⇤(X⌦ 1)V, X 2 A. (5.C.15)
2. 開放環境表示 あるHilbert 空間Rとベクトル状態   2 (B(H⌦R))⇤ とユニタリ作
用素 U 2 B(H⌦ K⌦R) があって次が成り立つ．
 X = E  [U⇤(X⌦ 1)U] , X 2 A. (5.C.16)
あるいは Schrödinger 描像で書けば
 ⇤⇢ = trH⌦R [U(⇢⌦  )U⇤(X⌦ 1)] , ⇢ 2 (B(K))⇤.
(5.C.17)
ただしテンソル積の並び順は適当に入れ替えて理解するものとする．








, ⇢ 2 (B(K))⇤, X 2 A. (5.C.18)
証明. それぞれの主張を順番に示す．
1.  の拡張を (L,⇡, V)とする．この ⇡を補題 5.3.4 にしたがって書き換える．その上で
EUV を新ためて V と定義すれば良い．
2. 1. で示した標準化された拡張 (5.C.15) を証明の起点に取る．H,K,R の単位ベクトル
⇠0,⌘0, ⇣0 を一つづつ任意にとり，  = |⇠0 ⌦ ⇣0ih⇠0 ⌦ ⇣0| とおく．さらに次を満たすユ
ニタリ Uを一つとる（K,Hの並び順に注意せよ）．
K⌦ H⌦R K⌦ H⌦R
⌘⌦ ⇠0 ⌦ ⇣0 ⌘0 ⌦ V⌘
U
 は単位的ゆえ V は等長である．よってこのような Uは確かに存在する．このように
定義された  , Uに対して (5.C.16) が成り立つ．これからまた (5.C.17) も出る．
3. 再び 1. で示した標準化された拡張 (5.C.15) を証明の起点に取る．Rの正規直交完全系
を (ej)j2J とし，有界写像 Lj を次のように定める．
H K
⇠ Lj⇠ = V⇤(⇠⌦ ej)
Lj












  2 nCP(B(K)⌦ L1(⌦,⌃, µ),B(K); 1)を測定とする．これを開放環境表示して次のように書く．
 X = E  [U⇤(X⌦ 1)U] , X 2 B(K)⌦ L1(⌦). (5.C.19)
特に単項式 X = Y ⌦ fを  に代入すると，
 (Y ⌦ f) = E  [U⇤(Y ⌦ f⌦ 1)U] = E  [U⇤(Y ⌦ (⇡1f)U] (5.C.20)
ただし ⇡1f = f ⌦ 1と定めた．⇡1 は増幅であり，したがって特に von Neumann 代数の表現で
ある．上式の Uに挟まれた作用素がどの空間に作用しているかを明示すれば次の通り．









· · · · · ·| {z }で指示された部分をあらたに環境系と考える．状態  はこの新たな環境系上のベクトル状態
であることに注意する．以上の議論を踏まえると，等式  (Y ⌦ f) = E  [U⇤(Y ⌦ ⇡1f)U] は測定  
を次の四段階に分解するものと理解できる．



















集合⌦を用いて `1(⌦)と書かれる場合を指す．そして，測定   2 nCP(`1(⌦)⌦ B(K),B(K); 1)
を考える．測定  の第一引数を  ! 2 `1(⌦)に固定することで次の完全正写像を得る．
 ( ! ⌦ (-)) 2 nCP(B(K),B(K); 1). (5.C.22)
この完全正写像の作用素和表示を次のように書くことにしてみる．






















の測定が作用素和表示を有することもA. S. Holevo によって示されている．その結果を次に引用
する．
命題 5.3.6 ([Hol98, Theorem 1]). K を可分 Hilbert 空間とするとき，測定   2





f(!) hA!,j⇠, XA!,j⇠i d⌫(!), ⇠ 2 D. (5.C.25)
ここで ⌫は  -有限測度であり，対応 ! 7! A!,j はこの測度に関して殆ど至るところで定義さ
れている．また，A! たちは任意の ⇠ 2 Dに対して次を満たす．ZX
j
kA!,j⇠k2 d⌫(!), = k⇠k2. (5.C.26)
者では測定をあからさまに完全正写像にからめて論じてはいないが，次のような記述が 9.2 節に
ある．“We remark that the condition of complete positivity could have been imposed on


























に述べるArveson の端点定理である．以降，凸集合 Cの端点の全体を extCで表す．
定理 5.4.1 (Arveson の端点定理 [Arv69, Corollary1.4.3, Theorem1.4.6, Deﬁni-
tion1.4.5 直下の注意]). 零でない正規な完全正写像   2 nCP(A,B(K);B) の（極小とは限
らない）拡張を (L,⇡, V)とする．このとき下記の含意が成り立つ．
(⇡A) 0 = C   2 ext nCP(A,B(K))
(⇡A) 0 \ {Z 2 B(L) | V⇤ZV = 0} = {0}   2 ext nCP(A,B(K);B)
(⇡A) 0 \ {Z 2 B(L) | ZV = 0} = {0} (L,⇡, V) は極小
1
2
特に，(L,⇡, V)が極小であるという前提のもとでは，二つの含意 1 と 2 の逆
*46（R上の）線形空間 Hの部分集合 Sは，勝手な ⇠, ⇠ 0 2 Sと p, p 0   0, p+ p 0 = 1から作られる凸結合




Stinespring 同様，Arveson も C*代数を対象として上記定理を示している．しかし，彼の証明
は von Neumann 代数に適用すれば自動的に正規性（超弱作用素位相）を尊重する．そこで，上
では von Neumann 代数用に少し変形して定理を引用した．次に定理の簡単な適用例を挙げる．




この  V は nCP(B(H),B(K))および nCP(B(H),B(K);V⇤V)の端点に位置する．
特にユニタリ操作は nCP(B(H),B(K); 1) の端点に位置する．また，B(H) 上のベクトル状
態も正規状態のなす凸集合 nCP(B(H),C; 1)の端点に属する．
証明. (H,⇡ = 恒等写像, V) は  V の拡張である．この拡張に対して (⇡B(H)) 0 = (B(H)) 0 = C
が成り立つこととArveson の定理から結論が得られる．ベクトル ⇠ 2 Hの定めるベクトル状態






























‒ 写像 (! 7! A!)は B(H)の超弱作用素位相に関して連続．
‒ 任意の ⇢ 2 (B(K))⇤ に対してZ
⌦
h⇢, A⇤!A!i dµ(!) = h⇢, 1i . (5.D.2)
このとき次が成り立つ．




f(!) h⇢, A⇤!XA!i dµ(!). (5.D.3)
ただし，⇢ 2 (B(K))⇤, f⌦ X 2 L1(⌦)⌦ B(K)．
(II) (I) に述べた測定が凸集合 nCP(L1(⌦)⌦B(K),B(K); 1) の端点に属するための
十分条件は，この測定の古典化操作  ((-)⌦ 1)が単射であることである．すな
わち，(I) に述べた測定  についてh
 (f⌦ 1) = 0 () f = 0 i (5.D.4)
=) h  2 ext nCP(L1(⌦)⌦ B(K),B(K); 1) i. (5.D.5)
(II)’ 作用素の組 (A!)!2⌦ がさらに次の条件を満たすと仮定する．すなわち f 2
L1(⌦)に対して
8⇠,⌘ 2 K,  2 L2(⌦),
Z
f! ! h⌘, A!⇠i dµ(!) = 0 =) f = 0.
(5.D.6)









〈良い作用素和表示〉であることを保証する条件に相当する．[Pel13, Theorem 2] は A! についての
このような条件への言及が著しく不鮮明である．
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この定理は Stinespring の定理とArveson の定理から出る．証明は次の小節で与える．
(I) の主張は [OO16] から導くこともできるが，(II) を示す過程で副産物として得られるのでこ
こでも定理に含めて述べておいた．この (I) が証明を要する事項であるということは少し説明を要
するかもしれない．問題は  の始域が von Neumann 代数のテンソル積全域であるにも関わら
ず，(I) の等式は  の単項式における値しか定めていないということにある．
問題をよく理解するために von Neumann 代数のテンソル積がどのように定義されていたか
を想起しておく．A, B を H, K 上の von Neumann 代数とする．X 2 A と Y 2 B は自然に
X⌦ Y 2 B(H⌦ K)を定義する．一般に X⌦ Y のような元を単項式と呼ぶ．単項式の線形結合の全
体は B(H⌦ K)の単位的 ⇤-部分代数をなす．これが A, Bの代数的テンソル積 A⌦alg Bに他なら
ない．しかし，A ⌦alg B は超弱作用素位相に関して閉じているとは限らない．そこでこの位相に
ついての閉包をとって von Neumann 代数のテンソル積 A⌦Bを定義する．結局これらは次の
ような関係にある．
A⌦alg B ⇢ A⌦B ⇢ B(H⌦ K). (5.D.7)
これらの包含関係は一般には等号関係には置き換えられない．なお，上の定理においては A =
L1(⌦,⌃, µ), B = B(K)である．
定理の (I) にある等式は  の単項式における値を確定する．それゆえ線形性（代数的テンソル積




この小節は定理 5.4.3 の証明に充てられる．A! たちから Stinespring 拡張を構成すること
で   の存在を証明し，次いで構成された拡張に Arveson の端点定理を適用することで端点条件
(II)(II)’ を導出する．
D.3.1 Hilbert 空間 L2(⌦,⌃, µ; K) = L2(⌦,⌃, µ)⌦ K
この後の証明ではHilbert 空間に値を取る自乗可積分函数の空間 L2(⌦,⌃, µ; K)を用いる．そこ
で具体的な証明に入る前に，この空間について基本的なことを述べておく．まず定義は次の通りで
ある [RS81, Example 6, p. 40, p. 64, p. 115]．
L2(⌦,⌃, µ; K) =
 
 : ⌦! K      は弱可測かつ Z k !k2 dµ(!) <1 .⇠ (5.D.8)
ここで  : ⌦! Kが弱可測であるとは，任意の ⌘ 2 Kに対して⌦ 3 ! 7! h⌘, !i 2 Cが可測函
数であることを意味する．*48 この可測性のために函数! 7! k !k2 =Pj | hej, !i |2 も可測であ
*48 K が一般の Banach の場合にはこの種の可測性として弱可測性の他に Borel 可測性や強可測性が定
義され，これらを区別する必要が生じる．しかし，いまのように K が可分 Hilbert 空間である場合に
はこれらを区別する必要はない [RS81, p. 115]．
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り，二つ目の条件に現れる積分が定義される．ただし，(ej)j2J は可分Hilbert 空間 Kの正規直交
完全系である．また，上記定義式の “/⇠” は「µに関して殆ど至る所一致する函数を同視する」と
読むこととする．このように定義された L2(⌦,⌃, µ; K)は内積
h , i =
Z
h !, !i dµ(!) (5.D.9)
に関してHilbert 空間となる．
いま定義した Hilbert 空間 L2(⌦,⌃, µ; K) は Hilbert 空間のテンソル積 L2(⌦,⌃, µ) ⌦ K に同
型である．実際，次の条件で特徴づけられるユニタリ作用素が唯一つ存在する [RS81, Theorem
II.10(b), p. 52]．
L2(⌦,⌃, µ)⌦ K L2(⌦,⌃, µ; K)
 ⌦ ⇠ (U( ⌦ ⇠))! =  !⇠.
U
(5.D.10)
以上がHilbert 空間 L2(⌦,⌃, µ; K)についてこの後使うことになる性質の全部である．以降しばし
ば L2(⌦,⌃, µ; K)を L2(⌦; K)と略記する．
D.3.2 W : K! L2(⌦; K)の構成
第一に，作用素の組 (A!)!2⌦ を使って作用素 W : K ! L2(⌦; K) を次の条件で定義できるこ
とを示す．
K L2(⌦; K)
⇠ (W⇠)! = A!⇠.
W
作用素W が無矛盾に定義されていることを検証すると次の通りである．
• 可測性．任意に ⇠,⌘ 2 Kを取る．すると (A!)!2⌦ についての第一の仮定により，写像
! 7! h⌘, (W⇠)!i = h⌘, A!⇠i = D |⇠ih⌘| , A!E (5.D.11)
は連続である．したがって，特に写像! 7! (W⇠)! は可測．


















したがって，W⇠は確かに L2(⌦; K)に属する．さらに上式からW は等長で特に有界．
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D.3.3 Stinespring 拡張 (L,⇡, V)と  の構成
第二に，Stinespring 拡張を用いて  を定義する．そのためにまず，L2(⌦)⌦Kと L2(⌦; K)は
同型であること，そしてこの同型が (5.D.10) で特徴づけられるユニタリによって与えられること
を想起しておく．そのうえで，Stinespring 拡張 (L,⇡, V)を次のように定義する．
• L = L2(⌦)⌦ K．
• ⇡ : L1(⌦)⌦ B(K) ! B(L2(⌦))⌦ B(K) = B(L)は自然な入射とする．これは確かに von
Neumann 代数の準同型である．ここでは乗算により L1(⌦) ⇢ B(L2(⌦)) と見做して
いる．
• V = U⇤W : K! L．U⇤, V はどちらも等長であるから V も等長である．
これらを用いて  を  Z = V⇤(⇡Z)V, Z 2 L1(⌦)⌦B(K)と定義する．すると Stinespring の定
理により   2 nCP(L1(⌦)⌦ B(K),B(K); 1).
D.3.4 (I) の検証
第三に，このようにして定義された  が定理 (I) の条件式を満たすことを示す．





= f!X ! (5.D.13)
ただし，f 2 L1(⌦), X 2 B(K),  2 L2(⌦; K)．この等式は (f ⌦ X)( ⌦ ⇠) = (f ) ⌦
(X⇠),  2 L2(⌦), ⇠ 2 K の言い換えである．
さて，⇢ = |⇠ih⇠| , k⇠k2 = 1, ⇠ 2 Kと書かれる場合を考える．このときD
|⇠ih⇠| , (f⌦ X)
E












f! h(W⇠)!, X(W⇠)!)i dµ(!) (5.D.13)
=
Z









2. ⇢ 2 (B(K))⇤ = B1(K)が任意の場合：





h⇠j, Y⇠ji , ⇠j 2 K,
X
j2J
k⇠jk2 = 1. (5.D.15)
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f! h⇢, A⇤!XA!i dµ(!) ⇢の定義 (5.D.16)
積分と総和の交換に Fubini の定理を使った．この定理の使用は µが  -有限という仮定と，
次の評価により正当化される．X
j2J





















次に，(II) を示す．Arveson の定理（123 頁）により問題の測定が端点に位置するための十分
条件は⇣
⇡(L1(⌦)⌦ B(K))⌘ 0 \ {Z 2 B(L) | V⇤ZV = 0} = {0}. (5.D.18)
これを変形してゆき，(II) に述べた条件を導く．
まず，上記条件に現れた交換団 (⇡ · · · ) 0 を計算する．一般に交換団を取る操作はvon Neumann
代数のテンソル積に分配される（テンソル積についての交換定理 [Tak01, Theorem 5.9, p.
226]）．したがって⇣
⇡(L1(⌦)⌦ B(K))⌘ 0 = ⇣L1(⌦)⌦ B(K)⌘ 0 ⇡の定義
= (L1(⌦)) 0 ⌦ (B(K)) 0 テンソル積についての交換定理
= L1(⌦)⌦ C
= L1(⌦)⌦ 1. (5.D.19)
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ゆえに ⇣
⇡(L1(⌦)⌦ B(K))⌘ 0 \ {Z 2 B(L) | V⇤ZV = 0} = {0}
() ⇣L1(⌦)⌦ 1⌘ \ {Z 2 B(L) | V⇤ZV = 0} = {0}
() 8f 2 L1(⌦) h V⇤(f⌦ 1)V = 0 =) f⌦ 1 = 0 i
() 8f 2 L1(⌦) h  (f⌦ 1) = 0 =) f = 0 i. (5.D.20)
したがって確かに端点条件は (II) に述べた条件に同値である．
D.3.6 (II)’ の検証
最後に，(II)’ を示す．Arveson の定理（123 頁）に述べてあるように，(II) の条件が必要十分
条件となるためには，拡張が極小であることを示せば良い．拡張が極小となるための必要十分条
件は，⇣
⇡(L1(⌦)⌦ B(K))⌘ 0 \ {Z 2 B(L) | ZV = 0} = 0. (5.D.21)
先と同様に，この条件を変形してゆき（II)’ の仮定が得られれば良い．⇣
⇡(L1(⌦)⌦ B(K))⌘ 0 \ {Z 2 B(L) | ZV = 0} = 0
() 8f 2 L1(⌦) h (f⌦ 1)V = 0 =) f = 0 i. (5.D.22)
ここで
(f⌦ 1)V = 0() U(f⌦ 1)U⇤W = 0() 8⇠,⌘ 2 K,  2 L2(⌦), h ⌦ ⌘, U(f⌦ 1)U⇤W⇠i = 0











Hilbert 空間 K の正規直交完全系を (ej)j2J とする．このとき，射影の族 (Ej = |ejihej|)j2J に
ついての射影測定   2 nCP(B(K) ⌦ `1(J),B(K); 1) は次の条件で定義される [vN32, Lüd51]．






hEj, (1⌦  k)i =  j,k, (5.E.2)
 ( (1⌦  k)⌦  j) =  j,k (1⌦  j). (5.E.3)






逆に，射影の族 (Ej = |ejihej|)j2J についての射影測定は上述の完璧識別性 (5.E.2) と反復性




定義 5.5.1 (識別再構成測定). 物理系 B の正規状態の組 (⇢j)j2J 2 BJ⇤ に関する識別再構成測
定とは，  2 nCP(B⌦ `1(J [ {?}),B; 1) であって次を満たすものである．ある正数 qj > 0の
組 (qj)j2J があって，任意の j, k 2 Jに対して
h⇢j, (1⌦  k)i = qj j,k, (5.E.4)
 ( (1⌦  k)⌦  j) = qj j,k (1⌦  j). (5.E.5)
このような測定  は識別確率 (qj)j2J で (⇢j)j2J を識別再構成するとも言う．
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一つ目の条件 (5.E.4) は，測定   がベクトル状態の組 (|⇠jih⇠j|)j2J を定義 2.1.1 の意味で識別




同様に，測定値 j 2 Jが出た場合の事後状態は全て識別再構成測定の定義条件により確定する．し
かし，“?” が出た後の挙動は確定しない．そしてこの挙動は単一の完全正写像で記述される．
命題 5.5.2. (⇠j)j2J をHilbert 空間 Kの規格化された完全系（span{ ⇠j | j 2 J } = K）とする．
測定   2 nCP(B(K)⌦ `1(J [ {?}),B(K); 1)が識別確率 (qj)j2J で (|⇠jih⇠j|)j2J を識別再構
成するなら，(⇠j)j2J の双直交系 (⌘j)j2J が唯一つ存在し，任意の X 2 B(K) と f 2 `1(J [ {?})
に対して次が成り立つ．
 (X⌦ f) =  (X⌦  ?)f? +
X
j2J
qj |⌘jih⇠j, X⇠jih⌘j| fj (5.E.6)
さらにこのとき (⌘j)j2J と (qj)j2J は次を満たす．X
j2J
qj |⌘jih⌘j|  1 (5.E.7)
逆に，(⇠j)j2J の双直交系 (⌘j)j2J があり，これと正数の組 (qj)j2J が (5.E.7) を満たすとす
る．このとき
nCP




は空でない．そしてこの集合の任意の元  ? ごとに測定   2 nCP(B(K)⌦`1(J[ {?}),B(K); 1)を
 (X⌦ f) = ( ?X)f? +
X
j2J
qj |⌘jih⇠j, X⇠jih⌘j| fj (5.E.9)
と定めることが出来て，この  は識別確率 (qj)j2J で (|⇠jih⇠j|)j2J を識別再構成する
証明. 命題の後半［(5.E.8) と (5.E.9)］の検証は容易であるから，命題の前半［(5.E.6) と
(5.E.7)］だけを以下で証明する．条件を満たす  が存在しなければ示すべきことはない． が
存在する場合にはベクトル状態 (|⇠jih⇠j|)j2J は識別可能．したがって，定理2.4.5 により (⇠j)j2J
の双直交系 (⌘j)j2J が存在する．しかも (⇠j)j2J は完全であるから，(⌘j)j2J は唯一つに定まる
（補題 2.4.2）(⇠j)j2J の完全性から (⌘j)j2J も完全である事がわかる．
次に命題の公式 5.E.6 を示す．(⌘j)j2J は完全であるから X = |⌘mih⌘n| , m, n 2 Jに対して
証明すれば十分である．更に，公式の形から fも f =  j, j 2 Jに限って良い．結局示すべき式は
 (|⌘mih⌘n|⌦  j) = qj |⌘jih⌘j|  j,m n,j. (5.E.10)
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以降，特に断らない限りm,n, j, k, ` 2 Jとする．まず次を示す．
主張. 次が成り立つ．
 (1⌦  j) = qj |⌘jih⌘j| . (5.E.11)
主張の証明. 1 ⌦  j   0 より  (1 ⌦  j)   0 に注意せよ．さて，  は (⇠j)j2J の識
別だから［(5.E.4) 参照］qj j,k = h|⇠kih⇠k| , (1⌦  j)i =
   p (1⌦  j)⇠k   2．ゆえに
h⇠k, (1⌦  j)⇠`i =  k,jqj j,` = h⇠k, qj |⌘jih⌘j| ⇠`i．これと (⇠j)j2J は完全性から主張の
公式を得る． q.e.d.
今示した主張 (5.E.11) と  の反復性［(5.E.5) 参照］から次を得る．
 (|⌘mih⌘m|⌦  j) = q-1j  ( (1⌦  m)⌦  j) = q-1j qj j,m (1⌦  j) = qj j,m |⌘jih⌘j| .
(5.E.12)
これはm = nの場合に (5.E.10) を示す．
主張. ( X)⇤( X)   (X⇤X), X 2 B(K)⌦ `1(J [ {?})．
主張の証明.   は完全正写像だから拡張 (L, V,⇡) を有する．さらに   は単位的だから
1 =  1 = V⇤V．よって VV⇤ は射影であり  1 を満たす．したがって ( X)⇤( X) =
{(⇡X)V}⇤(VV⇤){(⇡X)V}  {(⇡X)V}⇤{(⇡X)V} =  (X⇤X)． q.e.d.
m 6= nを仮定する．このとき j 6= mまたは j 6= nが成り立つ．ここでは j 6= mと仮定す
る．すると既に示したm = nの場合における (5.E.10) と今示した主張により
( (|⌘nih⌘m|⌦  j))⇤ ( (|⌘nih⌘m|⌦  j))  k⌘nk2 (|⌘mih⌘m|)⌦  j) = 0. (5.E.13)
よって， (|⌘nih⌘m|⌦  j) = 0．すなわちm 6= mの場合にも確かに (5.E.10) が成り立つ．
最後に(5.E.7)を示す． は完全正写像であり，特に正写像である．したがって 1⌦(1- ?)   0
より  (1⌦ (1-  ?))   0．これは (5.E.7) に等しい． q.e.d.
E.3 凸性
最後に識別再構成測定が凸集合を成していることを指摘し，その端点について調べる．識別再構









命題 5.5.3. Hilbert 空間 Kの規格化された極小な完全系 (⇠j)j2J を任意にとり固定し，このただ
一つのの双直交系を (⌘j)j2Jと書く．さらに，DR(qj)j2J, DR ⇢ nCP(B(K)⌦`1(J[{?}),B(K); 1)












   qj > 0, Xqj |⌘jih⌘j|  1↵ . (5.E.16)
Qは定義により凸集合である．これらについて次が成り立つ．
1. DR(qj)j2J 6= ? () (qj)j2J 2 Q．また，(qj)j2J, (q 0j)j2J 2 Q に対して (qj)j2J 6=
(q 0j)j2J なら DR(qj)j2J 6= DR(q 0j)j2J．
2. DR(qj)j2J, DRは凸集合である．
3.   2 DR(qj)j2J が DR(qj)j2J の端点であるための必要十分条件は
 ((-)⌦  ?) 2 ext nCP










略証. どの主張も命題 5.5.3 の簡単な応用である．そこでここでは 2. に述べた DRの凸性だけ
を示すに留める． ,  0 2 DRと p, p 0   0, p+ p 0 = 1を満たす数 p, p 0 を勝手に取る．そして，
  00 = p  + p 0  0, q 00j = pqj + p
0q 0j と定める．  2 DR(qj)j2J,   2 DR(q 0j)j2J とし，命題
5.5.3 の前半により  ,  0 を次のように書く．
 (X⌦ f) =  (X⌦  ?)f? +
X
j2J




  0(X⌦ f) =   0(X⌦  ?)f? +
X
j2J
q 0j |⌘jih⇠j, X⇠jih⌘j| fj, 0  1-
X
q 0j |⌘jih⌘j| .
(5.E.20)
これら二式を加えて
  00(X⌦ f) = (p + p 0  0)(X⌦  ?)f? +
X
j2J
q 00j |⌘jih⇠j, X⇠jih⌘j| fj, (5.E.21)
0  1-
X
q 00j |⌘jih⌘j| . (5.E.22)
命題 5.5.3 の後半の主張により，  00 2 DR(q 00j)j2J ⇢ DR．よって DRは凸である． q.e.d.
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上記命題は識別再構成測定のなす凸集合 DRの形状を記述している．すなわち，Q ⇢ RJ の各点
(qj)j2J に繊維（ﬁber, ﬁbre）DR(qj)j2J = nCP(· · · )を立てる．これらの繊維は互いに交わらな
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A ⇢ B Aは Bの部分集合．A = Bも許す．
A \ B 差集合．A \ B = { x 2 A | x /2 B }.





で f : A! Bであることと a 2 Aは fで b 2 Bに移されることを表す．この
ことを f(a) = bまたは fa = bと記す．
(-) 函数の引数を (-)で表す．
N,Z,R,C 自然数の全体（0は含めない），整数の全体，実数の全体，複素数の全体．
i 虚数単位．i = p-1 2 C．
Re z, Im z, |z|, z⇤ 複素数 z 2 Cの実部，虚部，絶対値，複素共役．
H,K, . . . Hilbert 空間．
span S, span S ノルム空間の部分集合 Sを含む最小の線形部分空間．ノルム空間の部分集合
Sを含む最小の（ノルム位相に関する）閉線形部分空間．
A,A⇤ von Neumann 代数とその前双対．
B(H),B1(H) Hilbert 空間 H上の有界作用素の全体と跡類作用素の全体．B(H)⇤ = B1(H)
tr B1(H)上の跡．tr : B1(H)! C．
h , i Hilbert 空間の内積．または，von Neumann 代数とその前双対の対．
(⌦,⌃, µ) （非負な局所化可能）可測空間．⌦は集合，⌃はその上の  -代数，µは ⌃上
の測度．
1  指示函数．  ⇢ ⌦に対して 1  : ⌦! {0, 1} は  上で 1，その外で 0．
Lp(⌦,⌃, µ) 測度空間 (⌦,⌃, µ)上の Lp 空間．
`p(⌦) 測度空間 (⌦, 2⌦,数え上げ測度)上の Lp 空間．
 !,  !,! 0  ! = 1{!} 2 `1(⌦)． !,! 0 =  !(! 0)．
nCP(A,B) von Neumann 代数 AからBへの正規な完全正写像の全体．
nCP(A,B;b) b 2 B に対して nCP(A,B;b) = {  2 nCP(A,B) |  1 = b }．特に
nCP(A,B; 1)は AからBへの操作の全体を表す．
(L,⇡, V) 完全正写像の Stinespring 拡張．
extC 凸集合 Cの端点全体．
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