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Rough set theory is an effective supervised learning model for labeled data. However, it is
often the case that practical problems involve both labeled and unlabeled data, which is
outside the realm of traditional rough set theory. In this paper, the problem of attribute
reduction for partially labeled data is first studied. With a new definition of discernibility
matrix, a Markov blanket based heuristic algorithm is put forward to compute the optimal
reduct of partially labeled data. A novel rough co-training model is then proposed, which
could capitalize on theunlabeleddata to improve theperformanceof roughclassifier learned
only from few labeled data. Themodel employs two diverse reducts of partially labeled data
to train its base classifiers on the labeled data, and thenmakes the base classifiers learn from
each other on the unlabeled data iteratively. The classifiers constructed in different reduct
subspaces could benefit from their diversity on the unlabeled data and significantly im-
prove the performance of the rough co-training model. Finally, the rough co-training model
is theoretically analyzed, and the upper bound on its performance improvement is given.
The experimental results show that the proposed model outperforms other representative
models in terms of accuracy and even compares favorably with rough classifier trained on
all training data labeled.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Since the initial work of Pawlak [1,2], rough set theory, as an effective approach to dealing with imprecise, uncertain
and incomplete information, has been used in many research fields successfully, such as pattern recognition, artificial
intelligence, machine learning, knowledge acquisition and data mining [3–7]. In Pawlak’s rough set model, the lower and
upper approximations are defined on equivalence relation. However, this binary relation is too restrictive for many practical
applications. To address this issue, someextendedmodelshavebeenput forwardby replacingequivalence relationwithother
binary relations, such as neighborhood rough sets [8–14], tolerance rough sets [15–18], fuzzy rough sets [19–22], dominance-
based rough sets [23–25], covering rough sets [26–28], etc. By incorporating probabilistic approaches into rough set theory,
several probabilistic generalization models like decision-theoretic rough sets [29–31], variable precision rough sets [32,33],
Bayesian rough sets [34,35], and others [36,37] have also been proposed. These models enrich the theory of rough sets as
well as its practical application.
In general, Pawlak’s rough set model and its extensions rely on a large number of labeled data to train a classifier (rough
classifier). However, in many practical learning domains (e.g. web-page classification, anti-spam and image retrieval), we
often face the problem where the labeled data are fairly expensive to obtain since labeling example requires much human
effort, whereas the unlabeled data are often cheap and readily available. In such situation, traditional rough set approaches
may be not applicable because of the scarcity of the labeled data. Therefore, it would be desirable to capitalize on the
abundant unlabeled data to improve learning performance.
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Duan et al. [38] studied the problem of building web-page classifier using positive and unlabeled examples. The notion
of tolerance class in tolerance rough sets [18] was introduced to approximate the concepts that existed in web-pages and
enrich the representation of web-pages. The experimental results indicated that their method markedly dominated some
existing ones. Based on an extension of decision theoretic model proposed by Yao [39–41] , Lingras et al. [42] presented a
semi-supervised decision theoretic rough set model and successfully applied it to model the promotional campaign in a
real-world retail store. The learning of partially labeled datawith rough set theorywas also investigated in [43,44] and some
promising results were shown in their experiments. The aforementioned works apply the concept of supervised rough sets
to the learning of partially labeled data successfully. However, little attention has been paid to semi-supervised rough set
model to deal with both labeled and unlabeled data directly.
In this paper, we are principally concerned with the theoretical and experimental study of Pawlak’s rough set model for
partially labeled data. Our first contribution is to propose a novel attribute reduction algorithm for partially labeled data.
Traditional discernibility matrix in rough set theory could deal with either labeled data or unlabeled data. Motivated in part
by the works of Skowron and Rauszer [45] and Slezak [46], we propose a new discernibility matrix for partially labeled
data. And the theory of Markov blanket is introduced to conduct the discernibility matrix based algorithm for attribute
reduction. The relationship between traditional discernibility matrix and our proposed one is discussed, and the validity of
the proposed algorithm is also analyzed.
The second contribution of this paper is to introduce a method for constructing a semi-supervised rough set model
for partially labeled data. In contrast to traditional rough set approaches, which usually train only one rough classifier on
the labeled data in the learning process, our proposed rough co-training model uses two classifiers learned from different
attribute subspaces and could benefit from the unlabeled data. In fact, the main principle behind rough co-training is the
theory of ensemble learning, which generally obtains better performance than single classifier. The base classifiers of rough
co-training are trained in two diverse reduct subspaces of partially labeled data, therefore rough co-training couldmake the
best possible use of the diversity of the base classifiers on the unlabeled data to enhance its performance.
The third contributionof thispaper is togive the theoretical analysis andcomparisonexperiment.We theoretically explain
why the rough co-trainingmodel couldworkwell for partially labeled data and analyze the upper bound on the performance
improvement. The comparisonexperimentswithother representativemodels, such as self-training and standard co-training,
are performed in different situations, and the reasons for better performance of rough co-training are clearly interpreted.
Moreover, the latent property that the performance of rough co-trainingwith only few labeled data and adequate numbers of
unlabeled data even outperforms that of rough classifier with all training data labeled is discovered in the experiments. This
salient feature could be used to conduct the design of effective learning algorithm and reduce the cost of labeling example
in practical learning domains.
The rest of this paper is organized as follows: Section 2 reviews the fundamental principles of rough set theory. In Section
3, a Markov blanket based attribute reduction algorithm is proposed for partially labeled data. Section 4 describes the
rough co-training model and analyzes its effectiveness. The experimental results are reported in Section 5. Finally, Section
6 concludes the paper and indicates the intended directions of future research.
2. Preliminary knowledge on rough set theory
This section will review some basic concepts of rough set theory. Detailed description of the theory can be found in
[3–7,47–52].
In rough set theory, an information system is described by a bivariate table, whose columns are labeled by attributes,
rows are labeled by examples of interest and entries of the table are attribute values. Formally, an information system is
defined as S = (U, A, V, f ), where U is a nonempty and finite set of examples, called the universe; A is a nonempty and
finite set of attributes; V is the union of attribute domains, i.e., V = ⋃ Va, where Va denotes the domain for each attribute
a ∈ A ;and f is an information function which associates a unique value of each attribute with every example belonging to
U. If the attribute set A can be divided into condition attribute set C and decision attribute set D, this information system is
also called as decision information system or decision table.
For arbitrary attribute subset B of A, it determines a binary relation IND(B), which is called as indiscernibility relation
and defined as follows:
IND(B) = {〈x, y〉 ∈ U × U|∀a ∈ B, f (x, a) = f (y, a)} (1)
Obviously, an indiscernibility relation is an equivalence relation which satisfies reflexivity, symmetry and transitivity.
The family of all equivalence classes of IND(B), i.e., a partition of the universe determined by B, will be denoted by U/IND(B)
or simply by U/B ;an equivalence class of IND(B), i.e., the block of the partition U/B is denoted by
[x]B = {y ∈ U|〈x, y〉 ∈ IND(B)} (2)
For arbitrary ordered pair 〈x, y〉 in IND(B), it means that examples x and y are indiscernible with respect to B. Equivalence
classes induced by IND(B) are referred to as B-elementary sets or B-elementary granules.
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Rough set theory hinges on two basic concepts, namely the lower and upper approximations of a set. Let X be a subset of
the universe U, its lower and upper approximations with respect to B(B ⊆ A) are denoted as B(X) and B(X) respectively.
B(X) = {x ∈ U|[x]B ⊆ X} (3)
B(X) = {x ∈ U|[x]B ∩ X = ∅} (4)
The B-lower approximation of concept X is the union of all B-elementary sets that are included in X , whereas the B-upper
approximation of concept X is the union of all B-elementary sets that have a nonempty intersection with X . If B(X) = B(X),
X is a crisp(definable) set with respect to B. Otherwise, X is a rough(indefinable) set. BNDB(X) = B(X) − B(X) is called as
the boundary of X over U.
Assume C andD are the sets of condition and decision attributes in a given decision table respectively, partitions U/C and
U/Dwill be induced by attribute sets C and D over U. The positive and boundary regions of Dwith respect to C are defined
as
POSC(D) =
⋃
X∈U/D
C(X) (5)
BNDC(D) =
⋃
X∈U/D
C(X) − ⋃
X∈U/D
C(X) (6)
The boundary region is the set of C-elementary sets which can not be perfectly described by C, and the positive region is
the set of C-elementary sets which completely belong to one block of the partition U/D.
The discernible information among the examples can be described by a matrix, which is called as discernibility matrix.
Let S = (U, A, V, f ) be a decision table, the elementmij of discernibility matrixM is denoted as
mij =
⎧⎨
⎩
{
a ∈ C|a(xi) = a(xj)} , d(xi) = d(xj)
∅, otherwise (7)
For inconsistent decision table, there are some different definitions for discernibility matrix. Without specific statement,
the decision tables in this paper are consistent.
Attribute reduction is a key problem in rough set theory. Given a decision table S = (U, A, V, f ) and discernibility matrix
M, for any subset P ⊆ A, if P satisfies the conditions:
(I) for any element r ofM, P has a nonempty intersection with r;
(II) no attribute can be eliminated from P without affecting the requirement (I).
then P is a reduct of the given decision table.
The reduct is a subset of all condition attributes, which retains the discriminating power of the original data, and has no
redundant attribute. Usually, there exist a number of reducts for a given decision table, while the intersection of all reducts
is called the core.
3. Markov blanket based attribute reduction algorithm for partially labeled data
In theory, a classifierwithmore attributes should havemore discriminating power, but in practice, with a limited number
of training data, excessive attributeswill not only significantly slowdown the learning process, but also cause the classifier to
overfit the trainingdata as irrelevant or redundant attributesmayconfuse the learningalgorithm.Attribute reduction(feature
selection) is just a research field which has been proven effective in enhancing learning efficiency, increasing predictive
accuracy, and reducing the complexity of the learning process. In rough set theory, attribute reduction is a key research
problem and many useful algorithms have been proposed at present [53–56]. A reduct is a minimum subset of attributes
that provides the same descriptive or classification ability as the entire set of attributes. In otherwords, attributes in a reduct
are jointly sufficient and individually necessary for classification.
Generally, a partially labeled data consists of few valuable labeled examples and large numbers of exploitable unlabeled
examples. Intuitionally, a learned classifier should take full advantage of the precious labeled examples and also use the
unlabeled ones to improve its performance. To this end, in the process of attribute reduction, we desire to take all training
examples into consideration to conduct the design of an effective algorithm. More specifically, all training examples are first
partitioned into disjoint equivalence classes by all condition attributes. For any equivalence class, if there exists a labeled
example,wewill assign its class symbol to other examples in the equivalence class. Otherwise, a special pseudo-class symbol
which differs from that of all labeled examples is attached to every unlabeled example in the equivalence class. Then each
unlabeled example will have a class symbol, while the partially labeled data is transformed into a decision table.
For instance, in the following table, there is a partially labeled data, where two examples have class symbols and the
others are unlabeled.
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Table 1
A partially labeled data.
a1 a2 a3 a4 a5 a6 a7 d
o1 0 0 0 0 0 0 0 0
o2 0 0 1 0 1 0 0 ?
o3 0 0 1 0 1 1 0 ?
o4 1 1 0 0 0 0 0 1
o5 2 0 2 0 0 0 0 ?
o6 2 2 2 1 0 0 0 ?
o7 2 2 2 2 2 2 1 ?
o8 0 0 0 0 0 0 0 ?
o9 1 1 0 0 0 0 0 ?
o10 2 0 2 0 0 0 0 ?
With all condition attributes, the universe can be partitioned into seven disjoint equivalence classes, namely {o1, o8}, {o4,
o9}, {o5, o10}, {o2}, {o3}, {o6} and {o7}. In the table, examples o1 and o8 are indiscerniblewith respect to all condition attributes.
But example o1 has class symbol “0”, thus example o8 will be assigned class symbol “0”. Example o9 can be attached class
symbol “1” in the same way as example o8. For equivalence class {o5, o10}, it consists of two unlabeled examples, in which
no classification information is available, hence the examples in this equivalence class can only be labeled a nominal class
symbol “*” which differs from other class symbols in the table. The other examples in the table could be deduced by analogy.
Then Table 1 becomes a decision table. This process not only avoids the inconsistency of examples in the way of simply
labeling every unlabeled example with a nominal class symbol “*”, but also reduces the complexity of the learning process.
Formally, we denote a partially labeled data as MS = (U = L ∪ N, A = C ∪ D, V, f ′), where L is a nonempty and finite
set of labeled examples and N is a nonempty and finite set of unlabeled examples. The decision table derived from MS is
denoted as TS = (U′, A = C ∪ D, V, f ′′). And the decision table in which the unlabeled examples in MS are attached true
class symbols is denoted as S = (U, A = C ∪ D, V, f )(underlying decision table). Then we can present a new definition of
discernibility matrix and analyze the relationships amongMS, TS and S.
Definition 1. LetMS = (U = L ∪ N, A = C ∪ D, V, f ′) be a partially labeled data, and TS = (U′, A = C ∪ D, V, f ′′) be the
decision table derived fromMS. Then, the elementmij of discernibility matrixM of TS is denoted as
mij =
⎧⎨
⎩
{
a ∈ C|a(xi) = a(xj)} , d(xi) = d(xj) ∨ d(xi) = ∗ ∨ d(xj) = ∗
∅, otherwise (8)
Proposition 1. Let MS = (U = L ∪ N, A = C ∪ D, V, f ′) be a partially labeled data. If M1 is the collection of elements in
the discernibility matrix of the derived decision table TS, and M2 is the collection of elements in the discernibility matrix of the
underlying decision table S. Then M2 is a subset of M1.
Proof. From Definition 1, we can see that, for the labeled examples inMS, there is no difference between the discernibility
matrixes of TS and S in the element. For any unlabeled example in N, it will be labeled a pseudo-class symbol during the
transformation. Therefore, somediscernible information related tounlabeledexamplesmaybeproduced in thediscernibility
matrix of TS because there is a difference between the unlabeled examples and labeled ones in the class symbol. However,
in the underlying decision table S, those unlabeled examples may have the same class symbol as the labeled one. As a result,
some discernible information related to unlabeled examples will not appear in the discernibility matrix of S. This case could
also happen on two unlabeled examples. In short, some elements in the discernibility matrix of TS may not appear in the
discernibility matrix of S, while each element in the discernibility matrix of S definitely exists in the discernibility matrix
of TS. Hence, the collection of elements in the discernibility matrix of S is a subset of that of elements in the discernibility
matrix of TS. The proposition is proved. 
Proposition 2. Let MS = (U = L ∪ N, A = C ∪ D, V, f ′) be a partially labeled data. If Core1 is the core attribute set of the
derived decision table TS, and Core2 is the core attribute set of the underlying decision table S. Then the formula Core2 ⊆ Core1
holds.
Proof. Reductio ad absurdum. Assume that there is a core attribute a ∈ Core2, but a /∈ Core1. Then it follows that there exist
two examples Xi andXj which have different class symbols and only attribute a can discern them. In otherwords, examples Xi
and Xj are indiscernible without attribute a. If Xi and Xj are both labeled examples inMS, the discernibility matrix of TS defi-
nitely contains a singleton set “{a}” and the formula a ∈ Core1 holds. If only one of examples Xi and Xj is unlabeled inMS, the
unlabeledonewill beassignedadistinct class symbol “*”during the transformation. Inorder todiscernexamplesXi andXj , the
discernible information “{a}”will appear in the discernibilitymatrix of TS. In the case of twounlabeled examples, same result
couldbededucedbyanalogy. Thus,a is a core attributeof TS,which contradicts the assumption. Theproposition is proved. 
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Proposition 3. Let MS = (U = L ∪ N, A = C ∪ D, V, f ′) be a partially labeled data. If RED1 is a reduct of the derived decision
table TS, there must exist a reduct RED2 in the underlying decision table S and the formula RED2 ⊆ RED1 holds.
Proof. From Proposition 1 above, we see that the collectionM2 in the underlying decision table S is a subset of the collection
M1 in the derived decision table TS. Assume that e1 is an element of the difference set of the collections M1 and M2. Then
there exist three different relationships between e1 and the element ofM2.
(1) ∃e2 ∈ M2, it has e2 ⊆ e1. According to the definition of reduct, RED2 will have a nonempty intersection with each
element in M2. Therefore, the intersection of RED2 and e1 is definitely nonempty on the condition e2 ⊆ e1. In other
words, RED2 is sufficient to discern the examples which produce discernible information e1. If this case holds for all
elements in the difference set ofM1 andM2, the reduct of TS is the same as that of S.
(2) ∃e2 ∈ M2, it has e2 ⊃ e1. Under the circumstances, some reducts of S may be not enough to discern the examples
which produce discernible information e1. But the reduct that contains an element of the intersection set of e2 and
e1 is sufficient to discern those examples. Therefore, for any reduct inM2 and e1, there must exist a reduct inM2 and
these two reducts have same attributes.
(3) ∀e2 ∈ M2, it has e2 ⊂ e1 and e2 ⊃ e1 . In this case, the reduct RED2 of S may be not sufficient to discern all examples
in TS, and some attributes will be added to the reduct of TS. Therefore, the reduct of S will be included by that of TS.
In all cases, the reduct of TS includes at least one reduct of S. The proposition is proved. 
The propositions mentioned above describe the implicit relationships of the derived decision table and underlying deci-
sion table. They guarantee that the reduct of the derived decision table can hold the discriminating power of the underlying
decision table. Therefore, traditional discernibility matrix based attribute reduction algorithms could be used to deal with
partially labeled data because of no loss of classification information.
It is well known that finding a minimal reduct of a given decision table is a NP-hard problem [45]. Although some
heuristic approaches have been proposed, their algorithms are incomplete. In other words, the reduct of those approaches
not only differs from the minimal reduct, but also contain redundant attribute. Table 1 is a good instance. The reduct of the
discernibilitymatrix based forward-heuristic algorithm is {a1, a2, a3, a6}, but attribute set {a2, a3, a6} is minimal. Inspired
by thework of Slezak [46],we propose aMarkov blanket based attribute reduction algorithm for partially labeled data,which
could eliminate redundant attribute effectively and also generate high quality reduct. In order to explain our algorithm, we
first present some related concepts.
Definition 2 [46,57]. Let B be a subset of all attributes C and Ci /∈ B. B is a Markov blanket for Ci if Ci is conditionally
independent of C − B − Ci given B, namely P(C − B − {Ci}|Ci, B) = P(C − B − {Ci}|B).
In fact, it is easy to see that if B is aMarkov blanket of Ci, then it is also the case that the decision attributeD is conditionally
independent of the attribute Ci given B, namely P(D|Ci, B) = P(D|B). TheMarkov blanket condition requires that B subsumes
not only the information for Ci with respect to D, but also about all of the other attributes.
Theorem 1 [57]. Let G be current set of attributes, and assume that attribute Ci /∈ G (previously removed) has a Markov blanket
within G. Let Cj ∈ G be the attribute that is about to be removed based on some Markov blankets within G. Then Ci also has a
Markov blanket within G − {Cj}.
Theorem 1 guarantees that an attribute removed in an earlier phase will still find a Markov blanket in any later phase.
That is to say, removing an attribute in a later phase will not affect the previously removed attributes. According to the
previous definition of reduct, we can prove that there is no Markov blanket for any core attribute.
Definition 3. Let M be the discernibility matrix of a given decision table S = (U, A = C ∪ D, V, f ). For any subset B of C,
the directly relevant set of B withinM is defined as
RSM(B) = {K|K ∈ M ∧ K ∩ B = ∅} (9)
Definition 4. Let M be the discernibility matrix of a given decision table S = (U, A = C ∪ D, V, f ). For any subset B of C,
the directly irrelevant set of B withinM is defined as
ISM(B) = {K|K ∈ M ∧ K ∩ B = ∅} (10)
Definition 5. Let M be the discernibility matrix of a given decision table S = (U, A = C ∪ D, V, f ). For any subset B of C,
the relative complement set of B to its directly relevant set withinM is defined as
RCM(B) = {K − B|K ∈ RSM(B)} (11)
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Definition 6. Let M be the discernibility matrix of a given decision table S = (U, A = C ∪ D, V, f ). For any subset B of C,
the indirectly relevant set of B withinM is defined as
IRM(B) = {K|K ∈ ISM(B) ∧ Q ∈ RCM(B) ∧ K ∩ Q = ∅} (12)
Definition 7. LetM be the discernibility matrix of a given decision table S = (U, A = C ∪ D, V, f ). For any attribute a ∈ C,
its Markov blanket is defined as
MBM(a) = {x ∈ K|K ∈ RCM({a}) ∨ K ∈ IRM({a})} (13)
Actually, the Markov blanket for an attribute includes two parts of attributes, namely its relative complement set and
indirectly relevant set. Although the sequence of attributes does not affect the Markov blanket for an attribute, it is closely
related to the quality of the reduct. Intuitionally, if one attribute has high frequency in discernibility matrix, this attribute
may bemore important for classification. Hence, the attributes can be sorted by frequency, and then the attribute which has
not only a Markov blanket but also lowest frequency should be first taken into consideration to be removed from the whole
attribute set. This process can be depicted by Algorithm 1.
Algorithm 1Markov blanket based attribute reduction algorithm (MBARA)
Input:
A partially labeled dataMS = (U = L ∪ N, A = C ∪ D, V, f ′);
Output:
An optimal reduct ofMS;
1: Let Core = ∅, RED = ∅, Clist = ∅;
2: Transform the partially labeled dataMS into a decision table TS = (U′, A = C ∪ D, V, f ′′);
3: Compute the discernibility matrixM of TS;
4: Exclude the unnecessary elements ofM with the law of absorption;
5: Add the attribute in the singleton set ofM to Core and remove the attributes that do not appear inM from C, RED = Core,
C = C − Core;
6: Sort the attributes in C by frequency ascendingly and add them to Clist; {The attributes in Clist are candidates to be
removed}
7: whileM = ∅ do
8: Get the first attribute a in Clist;
9: if MBM(a) = ∅ then
10: RED = RED ∪ {a}, Clist = Clist − {a},M = M − RSM({a});
11: else
12: M = ISM({a}) ∪ RCM({a}), Clist = Clist − {a};
13: end if
14: CondenseM with the law of absorption and update Clist;
15: end while
16: return RED.
Algorithm 1 involves two closely integrated stages: (1) Categorizing all condition attributes into core, candidate and
irrelevant attribute sets with discernibility matrix, and (2) Removing redundant attributes from candidate list with Markov
blanket theory. In the first stage (from line 1 to line 6), it computes discernibilitymatrix by Definition 1, and some redundant
elements are removed from the discernibilitymatrixwith the law of absorption. Then all condition attributes are partitioned
into three different attribute sets with respect to decision attribute. In the second stage (from line 7 to line 15), it further
excludes redundant attributes from candidate list Clist . The criterion for redundant attribute is whether there is a Markov
blanket for this attribute within current Clist . Because there is no Markov blanket for any attribute in the core set, these
attributes will be first added to the reduct and not be taken into consideration in the following process. In Clist , if there is a
Markovblanket for a lowest-frequencyattributea, this attributewill be removed fromClist anddiscernibilitymatrix. After one
round of filtering, in Clist , some attributes that relate to attribute awill be necessary for classification (formally, they present
in discernibilitymatrix in the form of singleton set, and there is noMarkov blanket for these attributes). These attributeswill
be added to the reduct in the following round selection, while their directly relevant information in discernibilitymatrixwill
be disposed of properly. The algorithm terminates when discernibility matrix is empty, which means the reduced attribute
set has a nonempty intersection with any nonempty element of discernibility matrix. Therefore, the reduct in the algorithm
holds the same discriminating power as all condition attributes.
As shown in Algorithm 1, its major computation lies in the establishment of discernibility matrix. Assume |C| = m,
|U/C| = n, Cm/2m = k, the time complexity of building a discernibility matrix is O(mn2). Because of the symmetry, only
n(n − 1)/2 elements will be generated in discernibility matrix. But the number of necessary elements in discernibility
matrix will decrease to worst-case k from n(n−1)/2with the law of absorption [58]. In line 7, if an attribute is selected, this
attribute and its supersets will be removed from discernibility matrix. In the worst-case, discernibility matrix will be empty
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after |C| = m times. Therefore, based on discernibility matrix, the time complexity of computing a reduct is O(mk). While
the total time complexity of Algorithm 1 is O(mn2 + mk), which is approximate to O(mn2), and its total space complexity
is O(k).
For Table 1, its discernibility matrix after the law of absorption is {{a1, a2}, {a1, a3}, {a2, a4}, {a3, a5}, {a6}}. Core
attribute a6 is first put into reduct by Algorithm 1, and all condition attributes except a6 and a7 are added to candidate
list. Then calculates the Markov blanket for a5, which has lowest frequency. The directly relevant set of a5 is {a3, a5};
its directly irrelevant set is {{a1, a2}, {a1, a3}, {a2, a4}}; its relative complement set is {a3}; the indirectly relative set of
that attribute is {a1, a3}. Actually, the Markov blanket for a5 includes two parts of condition attributes: its near neighbors
(the relative complement set) and its near neighbor’s neighbor (the indirectly relevant set), namely {a3} and {a1, a3}.
Therefore, the Markov blanket for a5 is {a1, a3}. Attribute a5 will be excluded from the candidate list and discernibility
matrix because of the redundancy with respect to attributes a1 and a3, and the element {a1, a3}will also be removed with
the law of absorption. Then the discernibility matrix becomes {{a1, a2}, {a2, a4}, {a3}}. In the second round of selection,
attribute a4 will be eliminated, and the remains of the discernibility matrix is {{a2}, {a3}}. The attributes a2 and a3 in the
singleton sets will be added to the reduct in sequence because there is no Markov blanket for these attributes within the
candidate list. Finally, Algorithm 1 gets an optimal reduct {a2, a3, a6}, butmany representative algorithms obtain a superset
{a1, a2, a3, a6}.
4. Rough co-training for partially labeled data
4.1. Basic idea of rough co-training
Co-training [59] proposed by Blum and Mitchell is an important model for partially labeled data. It has been used in
many applications successfully, such as web-page categorization, image retrieval and intrusion detection [60]. The standard
co-training assumes that there exist two sufficient and redundant sets of attributes or views that describe the data. Two
base classifiers are first trained on the initial labeled examples using two attribute sets respectively. Then, alternately, one
classifier labels some confident unlabeled examples and adds those examples with predicted labels to the training set of
the other one. The classifiers are iteratively retrained until the predefined stopping criterion is met. But in many practical
applications, there is only a single natural set of attributes, and the assumption for two sufficient and redundant attribute
sets is difficultly satisfied. Although some relaxed co-training models [61–64] have been proposed at present, it is still an
open question that how to split a single natural attribute set into two effective attribute sets.
Generally, with correlation measure between the condition and decision attributes, the entire set of condition attributes
canbe classified into threedisjoint categories, namely strongly relevant,weakly relevant and irrelevant attributes [65]. Strong
relevance of an attribute indicates that this attribute is always necessary for classification; it can not be removed without
affecting the original conditional class distribution. Weak relevance suggests that the attribute is not always necessary but
may be important for classification under certain conditions. Irrelevance indicates that the attribute is not necessary at
all. An optimal reduct should include all strongly relevant attributes, none of irrelevant attributes, and a subset of weakly
relevant attributes.
In fact, with the concept of discernibility matrix in rough set theory, it is easy to classify all condition attributes into
three different sets. Each attribute in core set is closely relevant to decision attribute, namely strongly relevant attribute; the
attributewhich does not appear in discernibilitymatrix is totally irrelevant to decision attribute, namely irrelevant attribute;
and the others are weakly relevant attributes. In previous Table 1, a6 is strongly relevant to decision attribute; a7 is totally
irrelevant to decision attribute; and the remaining attributes a1, a2, a3, a4 and a5 are weakly relevant.
Usually, there are anumber of reducts for a givenpartially labeleddata. Each reduct subspacepreserves thediscriminating
power of the original data. Therefore, it is sufficient to train a good classifier. Moreover, different reduct subspaces describe
the data in different views, which suggests that we could employ two diverse reduct subspaces to train the base classifiers
of co-training, and then capitalize on the unlabeled examples to improve the learning performance. The structure of rough
co-training is shown in Fig. 1.
4.2. Diverse reduct subspaces based co-training for classification
As mentioned earlier, the condition attributes can be classified into strongly relevant, weakly relevant and irrelevant
attribute sets, while an optimal reduct should include all strongly relevant attributes, none of irrelevant attributes, and a
subset of weakly relevant attributes. Based on Markov blanket theory, algorithm MBARA could acquire an optimal reduct
of partially labeled data effectively. As for the other reduct, the theoretically optimal way is to get all reducts of partially
labeled data and select the most distinct one from the optimal reduct. Unfortunately, the process of finding all reducts is
very time-consuming. Actually, two diverse reducts can be obtained by modifying algorithm MBARA.
As shown in algorithmMBARA, it explores theMarkov blanket for each attributewithin candidate list Clist . If there exists a
Markov blanket for an attribute awithin Clist , this attributewill be excluded from the reduct. Thismeans that the attributes in
theMarkov blanket have all discernible information about attribute a. In otherwords, attribute a is redundantwith respect to
the attributes in itsMarkov blanket. Intuitively, the attribute and itsMarkov blanket are interactional.More specifically, there
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a1 a2 ai an
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Reduct subspace 1 Reduct subspace 2
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Fig. 1. Structure of rough co-training.
exists an attribute a′ contained in the Markov blanket for attribute a and this attribute has another Markov blanket which
includes attribute a. Then attribute a′ will be excluded from the reduct, and attribute amay be necessary for classification.
Therefore, it is rational to use the relationship between the attribute and itsMarkov blanket to design a practicable algorithm
for two diverse reducts. The detailed procedure is shown in Algorithm 2.
Algorithm 2 Search diverse reduct subspaces of partially labeled data
Input:
A partially labeled dataMS = (U = L ∪ N, A = C ∪ D, V, f ′);
Output:
Two diverse reducts ofMS;
1: Let Core = ∅, RED = ∅, Clist = ∅;
2: Transform the partially labeled dataMS into a decision table TS = (U′, A = C ∪ D, V, f ′′);
3: Compute the discernibility matrixM of TS;
4: Exclude the unnecessary elements ofM with the law of absorption;
5: Add the attribute in the singleton set ofM to Core and remove the attributes that do not appear inM from C;
6: RED1 = Core, C1 = C − Core; sort the attributes in C1 by frequency ascendingly and add them to Clist;
7: Call lines 7–15 of Algorithm 1 to output RED1;
8: RED2 = Core, C2 = C − Core; put the attributes in RED1 − Core on the head of Clist and add other attributes in C2 to Clist
in proper order;
9: Call lines 7-15 of Algorithm 1 to output RED2;
10: return RED1 and RED2.
There is no difference between Algorithms 1 and 2 from line 1 to line 5. In lines 6 and 7, Algorithm 2 first calculates an
optimal reduct with the principle of Algorithm 1. But in line 8, we adjust the strategy for ordering candidate attributes. For
the attributes in the first reduct, we expect that these attributes would not appear in the second reduct. The algorithm will
put those attributes into candidate list with priority, whichmeans the attributes in the optimal reduct will be first taken into
consideration to be excluded from the second reduct. Consequently, two reducts will have fewer common attributes. For
Table 1, Algorithm2will get thefirst reduct {a2, a3, a6}. Attributes a2 and a3will befirst put into candidate list for the second
reduct, and then other attributes a1, a4, and a5 are added in proper order. As a result, the second reduct {a1, a4, a5, a6}will
be generated by Algorithm 2. There is only one common attribute between two diverse reducts, namely core attribute a6.
As mentioned above, based on Markov blanket theory, Algorithm 2 could be used to compute two diverse reducts of
partially labeled data. Since each reduct subspace retains the discriminating power of the original data, it is sufficient to
train the classifier with good generalization. What is more, two reduct subspaces describe the partially labeled data from
different points of view, and the diversity of the two classifiers comes into existence as a result. Based on two diverse reduct
subspaces, the rough co-training model depicted in Fig. 1 can be formulated by Algorithm 3.
Algorithm 3 first decomposes all condition attributes into two diverse reducts. Then, on the initial labeled examples,
two base classifiers are trained in each reduct subspace respectively. For any unlabeled example, there are three different
cases for the results of the two classifiers, namely only one classifier is predictable, and both of classifiers are predictable or
unpredictable. In the first case, the classifiers could learn from each other, while rough co-training just capitalizes on these
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Algorithm 3 Rough co-training for partially labeled data
Input:
A partially labeled dataMS = (U = L ∪ N, A = C ∪ D, V, f ′);
Output:
A combined classifier f ;
1: Decompose condition attribute set C into two diverse reducts RED1 and RED2 by Algorithm 2;
2: Let L1 = L2 = L and train two base classifiers f1 and f2 on L using reducts RED1 and RED2 respectively;
3: Add the unpredictable examples of classifiers f1 and f2 to sets N1 and N2 respectively;
4: while N1 ∪ N2 = N1 ∩ N2 do
5: Add the predictable examples N2 − (N1 ∩ N2) of f1 with the class symbols to the training set L2 of f2;
6: Add the predictable examples N1 − (N1 ∩ N2) of f2 with the class symbols to the training set L1 of f1;
7: Retrain classifiers f1 and f2 and update the unpredictable example sets N1 and N2 respectively;
8: end while
9: Combine classifiers f1 and f2;
10: return Combined classifier f .
Table 2
Diversity matrix of the classifiers on the unlabeled data.
f2 predictable (p) f2 unpredictable (u)
f1 predictable (p) npp npu
f1 unpredictable (u) nup nuu
unlabeled examples to enhance its performance. After retraining the classifiers in line 7, the first case will happen again on
other unlabeled examples. The classifiers will learn from each other once again. In an optimal situation, every unlabeled
examples will be labeled a class symbol. Therefore, the performance of rough co-trainingmay be improved to a large extent.
We now analyze the time complexity of Algorithm 3 before an empirical study of the effectiveness. In terms of condition
attribute |C| = m and example |U| = n, the time complexity of training a base classifier is O(mn). In each round, the
classifiers learn from each other on the unlabeled examples. After retraining the classifiers, some new divergent examples
(only one classifier is predictable) may appear, and the classifiers could learn from each other again. Algorithm 3 has a
best-case complexity O(mn)when all unlabeled examples could be predicted by two base classifiers in the first round, and a
worst-case complexity O(mn2)when there is only one useful unlabeled example in each round of co-training. On thewhole,
with two diverse reducts of a given partially labeled data, the time complexity of Algorithm 3 is less than O(mn2).
4.3. The theoretical analysis on the effectiveness of rough co-training
In order to work, co-training requires two distinct properties of the underlying data distribution. One is that there should
at least exist two sufficient attribute sets(views) for classification. The other is that two attribute sets should on the other
hand not be too highly correlated. In the view of rough set theory, each reduct does not lose any discriminating power of the
original data. Therefore, the classifiers trained in reduct subspaces will have a good generalization power. As for the second
property, Balcan [64] proven that the weaker “expansion” assumption on the underlying data distribution was sufficient for
iterative co-training to succeed given appropriately strong classifier on each attribute set. Wang and Zhou [66] also showed
that the co-training process can succeed evenwhen the two classifiers had large difference. Theoretically, those conclusions
guarantee the effectiveness of rough co-training.
Assume that a partially labeled data is consisted of labeled examples L(|L| = l), unlabeled examples N( |N| = n) and
testing examples T(|T| = t). Each example can be described as X = (X1, X2), where X1 and X2 correspond to two different
reduct subspaces. Two classifiers trained in different reduct subspaces are denoted as f1 and f2. For any unlabeled example,
each classifierwill have twodifferent results, namely predictable or unpredictable. On all unlabeled examplesN, the diversity
of the two classifiers can be denoted as what is shown in Table 2.
Where npp is the number of unlabeled examples predicted by both classifiers and nuu is the number of unpredictable
examples of the two classifiers. The numbers of unlabeled examples predicted by only one of the classifiers are denoted as
npu and nup respectively. In the first round, classifier f2 will label nup unlabeled examples to the training set of classifier f1.
The number of unpredictable examples of classifier f1 will decrease from nup+nuu to nuu. Analogically, classifier f2 will have
only nuu unpredictable examples. On the whole, the number of labeled examples will increase from npp to npp + npu + nup.
After updating the classifiers, some unpredictable examples for both classifiers in the first round may be predictable. Then
the second round of co-training could happen. In an optimal situation, each classifier could predict arbitrary instance of
input space after several rounds of co-training.
On all testing examples T , the performance of the classifiers before co-training can also be presented in Table 3.
In Table 3, tcc , tii and tuu are the numbers of testing examples predicted by both classifiers correctly, incorrectly and
uncertainly respectively. The symbols tci and tic denote the numbers of testing examples predicted by only one of the
classifiers correctly. While tcu and tuc are the numbers of testing examples that one classifier predicts correctly but the
other one predicts uncertainly. The testing examples that one classifier predicts incorrectly but the other one predicts
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Table 3
Diversity matrix of the classifiers on the testing data.
f2 correct(c) f2 incorrect(i) f2 unpredictable(u)
f1 correct(c) tcc tci tcu
f1 incorrect(i) tic tii tiu
f1 unpredictable(u) tuc tui tuu
Table 4
UCI data sets.
Data set Attributes Instances Missing Reducts
Wisconsin Breast Cancer Database (WBCD) 9 699 Yes 20
Tic-Tac-Toe (TTT) 9 958 No 9
Mushroom (MR) 22 8124 Yes 292
Wisconsin Diagnostic Breast Cancer (WDBC) 30 569 No 212
Ionosphere (Iono) 34 351 No 203
King Rook versus King Pawn (KRVSKP) 36 3196 No 4
Table 5
The reduct of data set under the label rate α =10%.
Data set Attributes Min Max Average Reduct Approx. rate (%)
WBCD 9 6 9 8 4 66.7
TTT 9 8 8 8 8 100
MR 22 14 15 15 4 28.6
WDBC 30 13 15 14 8 61.5
Iono 20 16 19 17 8 50
KRVSKP 36 30 32 31 29 96.7
uncertainly are denoted by tiu and tui. Before co-training, the performance of classifiers f1 and f2 are (tcc + tci + tcu)/t and
(tcc+tic+tuc)/t respectively. In anoptimal situation, theperformanceof classifiers f1 and f2 will be (tcc+tci+tcu+tuc+tuu)/t
and (tcc + tic + tuc + tcu + tuu)/t respectively after co-training.
5. Empirical analysis
5.1. Benchmark data sets
Six UCI data sets [67] are used in the experiments. The detailed information of these data sets is shown in Table 4. The
fourth column indicates that whether the data set has missing values and the last column is the number of reducts in each
data set. Data set “Ionosphere” contains 351 samples described by 34 continuous attributes. We use the principle of equal
frequency [68] to discretize continuous data. Data sets “Wisconsin Breast Cancer Database” and “Mushroom” which have
missing values in different attributes will be completed by conditioned mean(or mode) [68].
For each data set, 10-fold cross validation is employed for evaluation. In each fold, the training set is randomly partitioned
into labeled set L and unlabeled set N for a given label rate (α), which can be computed by the size of L over the size of
L ∪ N. For instance, if a training set has 1000 examples, under the label rate α =10%, it will produce a set with 100 labeled
examples and a set with 900 unlabeled examples. In order to simulate the effectiveness on different numbers of unlabeled
examples, the data sets are investigated with different label rates.
5.2. Attribute reduction for partially labeled data
In Section 3, a Markov blanket based attribute reduction algorithm is proposed to deal with partially labeled data. In
order to show its effectiveness, we collect the reduct information of each data set under the label rate α =10%. The detailed
information is shown in Table 5.
The third and fourth columns denote the minimum and maximum cardinality of reducts in 10-fold cross validation. The
column “Reduct” means the cardinality of the optimal reduct of data set under the label rate 100%. The “Approx. rate” shows
the effectiveness of Algorithm 1, which can be computed by the number of “Reduct” over the number of “Min”. On data set
“TTT”, we can see that Algorithm 1 could produce an optimal reduct that bears comparison with true reduct even with 10%
training examples labeled. And some promising results are also shown on other data sets. By observing the experimental
results, we find that the irrelevant attributes which have no valuable information for classification will be removed from the
reduct in each fold cross validation, whereas different parts of weakly relevant attributes will be excluded from the reduct
with different labeled examples. The higher the label rate, the fewer weakly relevant attributes.
5.3. The effectiveness of rough co-training
In order to show the advantage of our model over traditional rough set approaches, rough co-training employs two
homogeneous rough classifiers. As a matter of fact, if we use two heterogeneous classifiers (e.g. decision tree and SVM)
to expand the diversity, rough co-training could obtain better performance. In each round of co-training, there may exist
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Table 6
Average accuracy of the compared algorithms under the label rate 10%.
Data set Self-training Random co-training Rough co-training
Initial Final Improvement (%) Initial Final Improvement (%) Initial Final Improvement (%)
WBCD 0.8511 0.8586 1.4 0.8272 0.9051 25.2 0.8653 0.9239 17.3
TTT 0.5372 0.5924 12.6 0.4709 0.5963 21.9 0.5044 0.6177 24.1
MR 0.9907 0.9907 0 0.9624 0.9838 3.7 0.9871 0.9911 2.3
WDBC 0.8512 0.8512 0 0.7522 0.8354 20 0.8442 0.8863 28.3
Iono 0.6586 0.6729 11.4 0.5854 0.6968 34.3 0.6454 0.7079 27.1
KRVSKP 0.7252 0.7709 11.7 0.6108 0.7106 18.5 0.7027 0.8102 18.8
Avg. 0.7690 0.7895 6.2 0.7015 0.7880 20.6 0.7582 0.8229 19.7
many useful unlabeled examples for each classifier. In order not to increase the classification noise of the classifiers, we only
pick some unlabeled examples with higher quality. More specifically, because the rule with more attributes tends to predict
the example conservatively, we rank the unlabeled examples by the length of corresponding rule in the classifier and only
10% unlabeled examples with higher score will be selected for co-training. For the final performance of rough co-training,
there are many proposed approaches to combining classifiers [69,70]. We use the average accuracy of the two classifiers to
represent the final performance.
For comparison, standard co-training, self-training and traditional rough set approaches are also evaluated in our ex-
periments. As mentioned above, the standard co-training assumes that there exist two sufficient and redundant sets of
attributes or views to describe the data. Therefore, it could not be directly applied to the data sets because of there is no nat-
ural separation of the attributes. However, some previous research [62,71] indicated that co-training could still benefit from
the unlabeled examples by randomly splitting all attributes into two sets. Thus, in our experiments, we split the attributes
in each data set into two disjoint sets with almost equal size and then make standard co-training work on them(random
co-training). Self-training [62] is also an effective model for partially labeled data. The model first trains a classifier on the
labeled examples and then keeps on refining the classifier with the self-labeled examples. As for traditional rough set ap-
proaches, they only use the labeled examples to train one rough classifier. The performance of these approaches could be
acquired in the first round of self-training. Therefore, we do not investigate them again in the experiments.
For each data set under a specific label rate, 10-fold cross validation is applied, and the results are averaged. Table 6 shows
the average accuracy of the learned classifiers under the label rate 10%. For each algorithm in the table, “initial” and “final”
denote the average accuracy of the classifiers learned only with the labeled examples and those further refined with the
unlabeled examples respectively. Themaximumperformance improvement of the algorithms is denoted by “improvement.”,
which can be computed by subtracting the average accuracy of the initial classifiers from that of the final classifiers in 10-fold
cross validation. The highest performance improvement among three different algorithms is boldfaced. The row “Avg.” in
the table shows the average results over all data sets.
In Table 6, the performance of each algorithm is boosted, but in different ways. Self-training attains slight improvement
on most of data sets. But we also see that self-training fails in data sets “MR” and “WDBC”. Although there is a great
improvement in the performance, the initial accuracy of random co-training is so bad that its final performance may be
lower than that of traditional rough set approaches (i.e. the initial accuracy of self-training). Because of using two classifiers,
the initial accuracy of rough co-training may be lower than that of self-training. But rough co-training achieves significant
improvement on most of data sets. As for the maximum performance improvement in 10-fold cross validation, random co-
training is equally matched to rough co-training, nevertheless its final performance is far from that of rough co-training. By
averaging the performance of each algorithm over all data sets, self-training and random co-training obtain an improvement
over traditional rough set approaches by 2.1% and 1.9% respectively, whereas rough co-training achieves an overall 5.4%
improvement.
In order to further investigate the effectiveness of rough co-training, the experiments under other different label rates
are also performed. The performance of each algorithm is shown in Fig. 2. In each subfigure, “IniAcc” is the performance
of traditional rough set approaches (without any benefit of the unlabeled examples). The algorithms learned from both
labeled and unlabeled examples are denoted by “Self-training”, “Random co-training” and “Rough co-training” respectively.
“MaxAcc” shows the accuracy of rough classifier trained on all examples with true class symbols (i.e. the case under the
label rate 100%). Note that the label rate varies with different data sets.
In Fig. 2, roughco-trainingachieves significant improvementonmostof thedata sets. Self-trainingandrandomco-training
also attain improvement in their performance, but they could not be comparable to rough co-training. In self-training, there
is only one classifier involved in the learning process, thus the classifier has to label the unlabeled examples totally by itself.
If the initial classifier is biased, the final performance of self-training may be very poor. This claim is confirmed by Fig.
2(a)–(e) in the first two label rates. Random co-training uses two classifiers in the learning process, however its attribute
sets are generated by randomly split. Consequently, the initial performance of random co-training is much worse than that
of single classifier trained in original attribute set. This claim is consistent with Table 6, where the initial accuracy of random
co-training is much lower than that of self-training. As a result of poor performance, the classifiers in random co-training
may mislabel the unlabeled examples for each other in the process of co-training. When the diversity of the two classifiers
on the unlabeled examples could not compensate for their errors, the final performance of random co-training is worse
than that of self-training. Data sets except “WBCD” and “Iono” are good instances. Although our rough co-trainingmodel has
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Fig. 2. Average accuracy of data sets under different label rates.
similar working style with random co-training, it uses two diverse reducts to train the base classifiers. Each reduct subspace
preserves the discriminating power of the original data. Therefore, it is sufficient to train a good base classifier.What ismore,
each classifier could be refined by the examples labeled by its concomitant classifier instead of itself. Some unpredictable
examples for one classifier may be classifiable after co-training. Therefore, the performance of rough co-training will be
improved. This interprets that rough co-training is better than self-training and random co-training on all data sets.
Interestingly, on some data sets, the performance of rough co-training under certain label rates even outperforms that of
the classifier learned fromall training examples labeled(i.e.α =100%). For example, when 20% training examples are labeled
in data sets “WDBC” and “Iono”, rough co-training, by exploiting the unlabeled examples, is able to reach the performance
comparable to that of rough classifier trained on all training exampleswith true class symbols. Data sets “TTT” and “KRVSKP”
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Table 7
The effectiveness of rough co-training on all data sets.
Data sets Attributes Reduct Avg. improvement (%) Turning-point
WBCD 9 4 12.0 0.05
TTT 9 8 10.1 0.3
MR 22 4 2.1 0.4
WDBC 30 8 5.3 0.2
Iono 20 8 7.7 0.2
KRVSKP 36 29 6.7 0.3
Avg. – – 7.3 0.24
under the label rate α =30% are also good cases. This phenomena should be ascribed to the utilization of the unlabeled data
and multi-classifiers. Generally, the label rate under which rough co-training outperforms the maximum accuracy of rough
classifier varies with different data sets(turning-point). In the extreme situation(under the label rate α =100%), our rough
co-training model degenerates to an ensemble system [72], which often achieves better performance than single classifier.
Table 7 shows the detailed information about performance improvement and turning-point on each data set.
In summary, the unlabeled examples are beneficial for training the classifier. Traditional rough set approaches, self-
training and random co-training are ineffective to deal with partially labeled data, while rough co-training is able to improve
the performance by capitalizing on the unlabeled examples in effective and efficient way. Furthermore, the remarkable
property “turning-point” is shown in the rough co-training model, which could be used to conduct the design of effective
learning algorithm and alleviate human effort in labeling the example of practical problem.
6. Conclusions
Rough set theory is a supervised learningmodel which could deal with imprecise, uncertain and incomplete information
effectively. However, quite a fewpractical problems involve both labeled andunlabeled examples. In this paper, the rough co-
trainingmodel is proposed for partially labeled data,which could use the unlabeled examples to enhance the performance of
the classifier trained on few labeled examples.More specifically, rough co-training uses twodiverse reduct subspaces to train
its base classifiers, and then each classifier is iteratively refined on the unpredictable examples labeled by its concomitant
classifier. Theoretically speaking, the reducts are optimal subsets of the original attributes because they avoid the loss of
discriminating information and have the least redundancy. Therefore, the classifiers trained in reduct subspaces will have
good generalization. At the same time, the classifiers constructed in different reduct subspaces will have a great opportunity
to get the diversity. Experiments on UCI data sets also verify the effectiveness of rough co-training. In terms of classification
accuracy, rough co-training is better than self-training and random co-training, and greatly dominates traditional rough
classifier trained only on the labeled examples.What ismore, under certain label rates, the performance of rough co-training
is even better than that of single rough classifier with all training examples labeled. Although some promising results are
attained in the rough co-training model, there are several research works we expect to do in the future. Since rough co-
training is sensitive to the initial labeled data, incorporating active learning into rough co-training may be a good solution.
Another interesting future work is to employ two heterogeneous classifiers to expand the diversity, which is anticipated to
make rough co-training perform better.
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