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Abstract
The problem of optimally distributing new products is common to many companies and industries.
This thesis describes how this challenge was addressed at Zara, a leading retailer in the "fast fashion"
industry. The thesis discusses the development and evaluation of a modular system including
distributional demand forecasting and dynamic programming distribution optimization.
The demand forecasting module combined the practice of using similar products to predict the
demand of a new product with a new store or customer cluster data aggregation scheme. More-
over, distributional forecasts were generated using a generic distribution of the expected relative
forecast error constructed based on historical forecast performance. Finally, an empirical study of
expert or qualitative forecasting within Zara was performed to evaluate the potential for forecast
improvement.
The distribution optimization module leveraged the distributional forecasts and dynamic pro-
gramming to determine the optimal initial shipment quantities. The dynamic program directly
accounted for the inventory constraints as well as the information dynamics that result from the
improvement in forecast accuracy after initial sales are observed.
The complete system was validated using extensive simulation. Overall, the new demand fore-
cast reduced forecasting error by over 30% and the final simulation results showed that the overall
system would be expected to improve initial sales by over 12%. Given Zara's scale, these results
would translate to hundreds of millions in additional profit. Thus, a live pilot was approved and ini-
tiated by Zara with the goal of confirming the simulated impact of the system under real conditions.
Assuming a successful pilot, full system implementation is expected in 2011.
Thesis Supervisor: Jer6mie Gallien
Associate Professor of Management Science and Operations
London Business School
Thesis Supervisor: David Hardt
Ralph E. and Eloise F. Cross Professor of Mechanical Engineering
Department of Mechanical Engineering, MIT
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Introduction

Chapter 1
Introduction
Zara is the flagship brand of Europe's fastest growing apparel retailer Industria de Diseio Textil
(Inditex) and accounts for more than 75% of total Inditex sales (Ferdows et al., 2003). As the leading
firm in what has come to be called the "fast fashion" industry, Zara operates nearly 1500 stores
throughout the world. The highly competitive fast fashion industry, which includes retail giants
like H&M, is characterized by the speed with which new products are developed and introduced
into stores. It is along this key dimension that Zara excels and constantly seeks to improve. This
thesis discusses the most recent of these efforts: the development of a system to more accurately
predict demand and optimize initial shipment decisions.
1.1 Zara Background
Amancio Ortega started in the fashion industry as a 14 year old boy making deliveries for a shirt
maker in La Corua, Spain. Then, as a young man, Ortega was managing a tailor shop when he
decided to go into business for himself by making copies of an expensive negligee and selling them
for half the price. In 1963, he founded Confecciones Goa making nightshirts and pajamas. In 1975,
Ortega opened the first Zara store near his factory in La Corua after a German wholesaler canceled
a large lingerie order and Ortega needed a way to liquidate the inventory. Although the intent of
the store was simply to have an outlet for similar canceled orders, the experience taught company
the importance of a close relationship between manufacturing and retailing. That lesson has guided
the evolution of the company ever since (Ferdows et al., 2003).
By 1979, the company had 6 stores and during the 1980's was able to establish retail operations
in all the major Spanish cities (Ferdows et al., 2003). In 1985, the retailer was reorganized as
part Inditex and, in 1988, Zara opened its first overseas store in Porto, Portugal, followed shortly
by New York City in 1989 and Paris in 1990 (Tokatli, 2008). During the 1990's, Inditex entered
29 countries in Europe, the Americas and Asia. In parallel to its store expansion, Inditex added
or acquired new brands (e.g., Pull and Bear, Massimo Dutti, Bershka, Stradivarius) in order to
diversify its offerings and target different customer segments (Ferdows et al., 2003). Today, each
brand operates independently, but they all share a commitment to supply "fashion at affordable
prices" and all employ similar management models for control of the total supply chain to maximize
speed to market (Ferdows et al., 2003).
In 2001, Zara's part company, Inditex, had a successful IPO and raised C2.3 billion for 25% of
the company. In the same year, Inditex announced the construction of a new 100 million logistics
center in Zaragoza, Spain. This continued Zara's practice of making major capital investments in
production and distribution facilities that allow it to increase the responsiveness of its supply chain
to new and fluctuating demand (Ferdows et al., 2004). Additionally, Zara has continued to make
great efforts to improve the quality of its production and distribution systems.
1.1.1 Fast Fashion
Although clothing retailers have been moving towards a strategy of increased variety and fashion-
ability since the 1980's, today's fast fashion retailers have taken that strategy much further (Tokatli,
2008). Fast fashion retailers, such as Zara and H&M, have transformed their design, production,
and distribution systems to respond to current and emerging market trends by adapting their
merchandise assortments as quickly and effectively as possible. These retailers have been able to
challenge the business model of traditional retailers, in which designers dictate what is fashionable,
with one in which retailers respond to changes in customer tastes within weeks not the industry
average six months (Sull and Turconi, 2008). The idea of the fast fashion retailers is to beat the
high-fashion houses and ready-to-wear designers to the market with budget interpretations of cat-
walk styles. As a result, the traditional values of exclusivity, glamor, originality, luxury and life
style have been superseded by the values of trend, massclusivity, and planned spontaneity (Tokatli,
2008).
The success of these fast fashion retailers has been undeniable; fast fashion sales increased by
more than 45% between 2001 and 2005, compared with a market average of 3% (Tokatli, 2008).
Additionally, there is an ongoing a race between the key fast fashion retailers to increase the num-
ber of their stores worldwide while maximizing the speed and responsiveness of their supply chains.
Today, Zara has over 1300 stores, while H&M and Gap have 1800 and 3150, respectively (Hoover's,
2009). These ever expanding networks allow fast fashion retailers to reach more customers around
the globe. However, the key to the success of the fast fashion retailers is connecting customers'
demand with their upstream operations. This necessitates the development and continuous im-
provement of an information infrastructure that can efficiently transfer hard data and anecdotal
information from customers and trend spotters to designers and production staff. When combined
with a fast and responsive supply chain, this information infrastructure allows fast fashion retailers
to capitalize on ever changing customer tastes.
To this end, fast fashion retailers focus their energies on developing thousands of new designs
each year, making smart selections, and then turning the selected designs into marketable products
with remarkable speed. This constant stream of new products is then delivered to stores almost
immediately. As a senior marketing executive at Zara so eloquently explained in 2001, fashion
dictates that retailers have "five fingers touching the factory and five fingers touching the customer"
(Ferdows et al., 2003).
1.1.2 Supply Chain and Operations
Zara's success is based on its ability to create and maintain an environment that optimizes the
entire supply chain rather than any individual link. To this end, Zara invests in anything that
will increase or enforce the speed and responsiveness of its supply chain. Its overarching goal
is to ease the transfer both hard data and anecdotal information between its customers and the
upstream operations that deliver its products. Zara's organizational design, operational procedures,
performance measures, and even the layout of its offices are all designed to ease this transfer of
information (Ferdows et al., 2004).
In support of its goals, Zara relinquishes control over very little in its supply chain. In fact,
Zara's control of its supply extends much further than even that of Benetton, long recognized as
a pioneer in tight supply chain management (Ferdows et al., 2004). Instead of relying on outside
partners or suppliers, Zara manages all design, warehousing, distribution, and logistics functions
itself. Additionally, Zara owns nearly all its retail shops and outsources a much smaller proportion
of its manufacturing that its peers. In fact, approximately fifty percent of Zara's products are
manufactured in its own network of twenty-two factories located in Spain (18 of which are located
in or around La Corua) (Ferdows et al., 2003). For Zara, the relatively higher labor costs associated
with manufacturing in Europe are more than offset by the increased responsiveness achieved through
shorter production lead times. Moreover, these shorter lead times lead to more accurate short-term
forecasts. The impact of this phenomenon can be significant since, as a rule of thumb, marketers
believe that a fifty-percent reduction in lead time yields a comparable reduction in forecasting error
(Tokatli, 2008).
Similarly, Zara's design and production operations are located in a single facility attached to
Inditex headquarters in La Corua. The facility consists of three spacious halls: one for women's
clothing lines, one for men's, and one for children's. Rather than utilize shared services, Zara
makes a point of running these three groups as parallel, but operationally distinct, product fami-
lies. Accordingly, separate design, sales, procurement and production staffs are dedicated to each
product line (Ferdows et al., 2004). The physical and organizational proximity of the associated
staffs increases the overall speed and quality of the design process.
All of Zara's finished products pass through one of its distribution centers either in Arteixo
(near La Corua) or in Zaragoza (halfway between Barcelona and Madrid). Each center ships to
approximately half of Zara's stores and employs some of the most sophisticated and up-to-date
automated systems. These systems were mainly developed by Zara/Inditex staff with the support
of a Danish supplier (Ferdows et al., 2003). Since most garments come in five to six colors and five
to seven sizes, Zara's system manages over 300,000 new stock-keeping units (SKU's) every year and
each distribution center ships approximately 2.5 million items per week (Ferdows et al., 2004).
Zara's short lead times enable it to deliver new items to stores twice a week, a rate of delivery
that was previously unheard of in the fashion industry and that makes Zara as much as twelve
times faster than the competition (Tokatli, 2008). These shipments reach most European stores
within 24 hours, U.S. stores within 48 hours, and Japanese stores within 72 hours. This schedule
is tightly regimented and store managers have to place orders at predesignated times and know
exactly when shipments will come in. Additionally, in an industry that traditionally allows retailers
to change a maximum of 20% of their orders after the start of the season, Zara allows adjustments
of 40% to 50% (Ferdows et al., 2004). This allows Zara to avoid costly overproduction and the
subsequent sales and discounting that is common in the industry. As a result, in an industry where
such discounting averages 30% to 40%, Zara averages only 15% (Ferdows et al., 2003).
Another benefit of maintaining a strict rhythm to its supply chain is being able to carry less
inventory (about 10% of sales, compared to 14% to 15% for its key competitors) (Ferdows et al.,
2004). Moreover, as a result of its low inventory policy, it is not unusual to find empty racks by
the end of the day at Zara stores. This makes stores completely reliant on the regular and rapid
replenishment of products. Those items that remain on the shelves for more than two or three
weeks are normally taken off the shelves and shipped to other stores or back to Spain. These
unsold items account for less than 10% of stock, compared with the industry average of 17% to
20% (Ferdows et al., 2004). Overall, Zara's product introduction and replenishments policies create
a short window of opportunity for purchasing items that motivates people to visit Zara stores more
frequently that other stores.
As the end of the supply chain closest to the customer, Zara stores are particularly important to
the success of the company. Zara makes great efforts to locate its stores in the most up-market, high
traffic, and prestigious locations. These prime retail locations are often very expensive, but Zara
still leaves large amounts of empty space in its stores to create a pleasant, spacious and uncluttered
shopping environment. Furthermore, the layout of the stores, the furniture, and even the window
displays are all designed at Zara headquarters to create a consistent worldwide image. The location
and appearance of its stores is particularly important to Zara because it spends relatively little on
advertising. According to a senior marketing executive at Zara, "our stores and word-of-mouth do
the advertising for us" (Ferdows et al., 2003).
Zara's level of control over its supply chain allows it to set the pace at which both products
and information flow through the organization. The entire system moves at a fast but predictable
pace that resembles Toyota's takt time or Dell's "inventory velocity" (Ferdows et al., 2004). By
carefully timing its supply chain, Zara is able to avoid the common problem of rushing through one
step only to wait for the next. However, a careful look at Zara's operations reveals that a fast and
responsive supply chain is a necessary, but not sufficient, condition for achieving its strategy agility.
Zara has also been able to institutionalize a superior sense of what some call "situation awareness"
(Sull and Turconi, 2008). This capability allows Zara to see opportunities as they develop in the
market, which is the critical first step in being able to seize those opportunities.
1.1.3 New Products
The heart of Zara's operations involves the design and distribution of new products. Its entire
retail concept depends on the regular creation and rapid replenishment of new goods. Like other
fast fashion retailers, Zara's designs are inspired by the most attractive and promising trends taken
from traditional fashion retailers or directly from consumers (Tokatli, 2008). Zara transforms these
trends into marketable products that can be put on the market almost immediately. By leveraging
its ultra-responsive supply chain, Zara is able to design, produce, and deliver a new garment to its
stores worldwide in a mere 15 days (Ferdows et al., 2004).
The speed with which Zara develops new products is matched by the volume of new products
it develops. Zara's "commercial team" located in its headquarters is composed of almost 300
employees including designers, store managers and buyers. This team creates approximately 40,000
new designs annually, from which 11,000 items are selected. This translates into twelve to sixteen
collections, dwarfing the traditional fall and spring collections of the high fashion retailers. Even
compared to other fast fashion retailers, Zara introduces significantly more products each year. For
example, H&M and Gap introduce 2,000 to 4,000 new items each year (Tokatli, 2008).
In one colorful example of its product development prowess, Zara was able to capitalize on the
fashion trend generated by the 2006 release of the film Marie Antoinette. While the movie was still
in theaters and rococo creations inspired by the movie were still on the drawing board at traditional
retailers, a collection of puffy ball gowns and velvet jackets with cropped collars and gold buttons
was already available at Zara stores (Sull and Turconi, 2008).
1.2 Zara's Problem
Zara's product development prowess creates a significant challenge for its operations: How should
each of the new items it develops be distributed across its vast network of stores? Answering this
key question entails two significant challenges. First, how should the demand for the new items
be forecast? These new items have no sales history and the speed of Zara's operation makes it
difficult to query customers ahead of time. Thus, Zara must rely on proxies such as the demand
for similar items or the opinion of product experts to predict demand. Second, how should the
items be introduced into stores? Given that Zara produces items in limited quantities, satisfying
initial demand often means not being able to satisfy future demand. The same is true across stores.
Satisfying demand at one store often means failing to satisfy demand at other stores. Thus, Zara's
initial distribution needs to strike a balance between having enough product in the stores to satisfy
initial demand and keeping enough in reserve to satisfy future demand.
It is worth considering the latter question in more detail. Let's assume that Zara distributes a
new product very aggressively so that all the available units are distributed immediately. In this
scenario, the product will sell out wherever the actual demand matches or exceeds Zara's demand
estimate. Everywhere else, the unsold units will remain in the store. In fact, given the complex
logistics, it is likely that these units will not be redistributed to other stores and will remain in the
store until the clearance season. This means that Zara will end up with both unmet demand and
unsold units. However, if Zara does not distribute aggressively enough, not only could sales be lost
by failing to satisfy strong initial demand, but also the new products might not have a large enough
presence in the stores to foster future demand. Thus, the optimal distribution strategy would seek
to minimize the total cost of unmet demand and excess inventory.
1.3 The "Tablas Dinamicas" System
Zara's current solution to its distribution optimization problem is the "Tablas Dinamicas" (Dynamic
Tables) system developed in-house. This system is heuristic based and performs both the demand
forecasting and distribution optimization in one step. The Tablas Dinamicas also provides an
elegant user interface that facilitates the overall distribution process.
Figure 1.1: Tabla Dinamicas Item Selection
The Tablas Dinamicas system relies on the historical sales of a group of similar products in order
to determine the expected demand for a new item. The set of similar products is identified by the
Figure 1.2: Tabla Dinamicas Initial Configuration
relevant product expert within Zara. Most often, these experts are the product buyers, but at times
members of the distribution staff or the store managers will select the comparable products. The
historical sales of this group of items are then averaged over a specified period (e.g. best three weeks,
first three weeks, last three weeks or the full season) and multiplied by a desired coverage (measured
in days) in order to determine the base desired distribution. The desired coverage is also an input
into the system determined by the distribution staff. The resulting distribution is then adjusted
based on minimum and maximum shipment quantities as well as other factors that aim to capture
the ability of a store to sell products. That is, the system is designed to ship larger quantities
to stores that have had historically high sales. Finally, the shipment quantities are modified to
account for the available inventory. This is done by shipping to stores in descending order of
desired shipment quantity until the available inventory is exhausted. The available inventory is not
the full inventory in the warehouse due to restrictions placed by Zara product experts based on
their judgment of how much inventory should be left in reserve for future demand.
Figure 1.1 and Figure 1.2 show the initial item selection and configuration screens. During this
Figure 1.3: Tabla Dinamicas Selection of Comparable Items
part of the current process, the operator selects the item to be distributed and then enters key
parameters such as the minimum and maximum shipment quantities, the inventory available, and
the stores that should not receive shipments due to product restrictions (e.g. import restrictions
from various countries or market preferences). The operator is usually the buyer for the product
or a knowledgeable member of the distribution staff.
Once the item is selected, the operator must select the comparable items. The Tabla Dinamicas
user interface for this step is shown in Figure 1.3. The comparable items are those current Zara
items that most resemble the item to be distributed. Whenever possible, the comparable items are
selected from the current season (the same season as the new item being introduced), so that they
capture the latest market trends. Often, the comparable items are only a few weeks old relative
to the new items. For example, the comparable item for a jean skirt introduced in March of the
spring 2010 season might be a similar jean skirt introduced in February of the same season. When
no similar item exists in the same season, comparable items are selected from the previous season.
This might be the case for rarer items, such as large coats or accessories, that are not introduced
Figure 1.4: Tabla Dinamicas Aggregate Distribution Decisions
multiple times in a season.
The selection of the comparable items is a critical step in the overall process since the sales data
for these items forms the basis for the distribution decisions. Thus, the selection is usually made by
the product buyer, but other members of the Zara staff, such as store managers and distribution
staff, often have input into the decisions.
The final part of the distribution process using the Tabla Dinamicas is to review the results.
Figure 1.4 and Figure 1.5 show how the results are displayed to the operators. After reviewing the
results, the operator has the option to change the parameter selections and rerun the process to ob-
tain a distribution they deem more reasonable. Commonly, the operators judge the reasonableness
of the distribution based on their expectations of the demand for the product. That is, if they feel
that some stores are not getting enough inventory or that some stores are getting too much, they
will adjust the input parameters. However, this process is inconsistent not only from person to
person, but also for the same person at different times. Moreover, the adjustment process usually
occurs several times for a given item.
Figure 1.5: Tabla Dinamicas Detailed Distribution Decisions
The Tablas Dinamicas system is used daily by a large number of staff and is able to handle
the volume of new products that need to be processed each week. However, there are no existing
quantitative measures of system performance to verify the effectiveness of the system. Qualitatively,
the main problem with the system is that it requires users to indicate both the desired coverage
and the desired quantity to be left in reserve. Ideally the system would optimize these quantities
based on the expected demand the available inventory. Another problem with the system is that
it relies on a crude estimate of the average demand for a new product rather than a statistically
rigorous estimate of the expected demand distribution. In fact, Zara has no established forecast
accuracy metrics in place with which to measure the performance of the current forecast. Moreover,
the system is not able to estimate demand at stores that did not receive the set of similar items
without manual intervention by the user.
The limitations of the Tablas Dinamicas require users to constantly intervene with the system.
Many of the users confess that their decisions are made more to minimize tensions among the
staff or to follow previous practices than to optimize the results. Moreover, the system is not
able to balance the competing desires of the distribution decisions, so that the user is burdened
not only with having to adjust the input parameters to achieve the results they want, but also
with determining what constitutes a good distribution. For example, the practice of biasing the
distribution decisions so that larger stores received more inventory has been so closely followed in
recent years that these stores have begun to complain that they cannot handle so much inventory.
Presumably all of this excess inventory could have been used to meet demand elsewhere or left in
the warehouse to reduce shipping costs.
1.4 New Product Distribution and Business Performance
Zara's problem is not unique. In fact, it is difficult to understate the importance of effective new
product introduction to business performance. Among the best performing firms, 49% of sales
come from new products (those launched within the last five years) compared to 22% among all
other firms (Griffin et al., 1997). Moreover, the proportion of sales derived from new products
is increasing (Page, 1993). A key determinant of new product performance is the actual product
launch and the firm's ability to match supply to initial demand through efficient distribution.
Mismatches between supply and demand can lead to significant costs in terms of lost sales
and excess inventory. For example, news coverage estimated that Nintendo suffered an excess of
$1 billion in lost sales due to unsatisfied demand on the Wii video game system during the 2007
holiday season (Blakely, December 18, 2007). Similarly, Frazier (1986) estimated an annual cost
of $25 billion, or 25% of annual retail sales, for the U.S. apparel industry as a result of inventory
carrying, shortage, and excess supply. In respose to this situation, manufacturing and supply chain
systems with short lead times, such as the one at Zara, have been developed. These systems, also
known as "quick response" systems, can be expensive due to expedited production or transportation
costs, but are better at matching supply with uncertain demand (Fisher and Raman, 1996).
Nonetheless, even for fast moving firms like Zara, the challenge of optimizing the initial product
shipment decisions to match supply to demand remains. This last mile represents a final frontier
in the quest to reduce logistical costs and improve profits.
1.5 The MIT5 Project
In response to the short-comings of the Tablas Dinamicas, the MIT5 project discussed in this thesis
was initiated. Historically, Zara has made great efforts to improve the quality of its production and
distribution systems. As part of these efforts, Zara started collaboration with the LGO (formerly
LFM) Program at the Massachusetts Institute of Technology (MIT) in 2006. This collaboration
has focused on projects to optimize Zara's purchasing decisions, distribution and replenishment
systems, and the management and pricing of clearance inventory. In late 2009, the MIT5 project
became the latest of these collaborations.
The goal of the MIT5 project was to improve Zara's initial distribution decisions while main-
Figure 1.6: MIT5 System Architecture
taining the existing Tablas Dinamicas user interface. Maintaining the user interface was desired
in order to ease system implementation and minimize disruptions to Zara's operations. In other
words, the MIT5 project sought to improve the decision engine behind the existing Tablas Dinam-
icas system. Inherently, this involved improving both the method used to predict the demand of
each item across Zara's network of stores and the method used to determine the quantity of each
product that should be shipped to each store.
In support of these parallel goals, the MIT5 project sought to develop a new system composed
of two main modules (see Figure 1.6). The first module would focus on generating a distributional
demand estimate for each store in the network. The second module took these forecasts as an
input and optimized the distribution quantities taking into account the available inventory and
other constraints. Finally, these modules would be integrated into the existing Tablas Dinamicas
user interface.
The rest of this document will describe the development of the two modules and the integration
of the overall system. In particular, the first part will cover the development of the new point and
distributional forecasts. In particular, this part will discuss how the distributional forecasts enable
the endogenous calculation of the portion of the expected demand that will be satisfied by a given
shipment quantity. This part will also review the results of an attempt to incorporate expert based
forecasting into the system. The second part will briefly review the optimization formulation and
then detail the simulation used to validate the system along with the results. The third part will
focus on system integration challenges and detail a proposed live pilot. The thesis will conclude
with a summary of the salient conclusions and possible future research.
Chapter 2
Preliminary Analyses
The development of a new demand forecasting and distribution optimization system for Zara's
new products required some preliminary statistical analysis. The first analysis performed was an
analysis on how to estimate demand from Zara's point-of-sale data. The other analysis performed
aimed to develop a robust method for identifying clusters of stores within Zara's network that
behaved similarly in terms of their observed demand. The results of these preliminary analysis
formed the foundation of the forecast development and system simulation work presented in future
sections. The following section will review them in detail and discuss their implications.
2.1 Estimating Demand from Point-of-Sale Data
Zara's point-of-sale data is both vast and accurate; however, it is not demand data. Rather it
is the portion of the demand that Zara was able to capture. This captured demand can be very
different from the total demand in situations where there are stock-outs or days when a store was
closed. Fortunately, Zara also keeps data on these events and it is possible to estimate the total
demand that would have been captured had the store remained open and with available stock.
This estimated demand can then be used for determining the expected demand for future items.
However, since there are many possible ways for generating this estimate, it is critically important
to determine the most accurate method. This section will review the method for estimating demand
from point-of-sale data currently used at Zara, detail the work that was done to improve on this
method, and conclude with a review of the results.
2.1.1 Current Method
Zara's current method for estimating the size-level demand from point-of-sale data employs a set
of empirically determined categories and correction factors. The method is currently used by Zara
as part of its replenishment process in order to determine how many units of a particular item to
send to the store to replace the units recently sold. The categories and correction factors employed
by the method depend on the level of observed sales and the number of possible selling days for a
given item, where possible selling days is the number of days in the week that the store was open
and had stock available for sale. The latter is determined from the received inventory and sales
records at each store. The The correction factors reduce the estimate of average daily sales in the
week in proportion to the number of possible selling days: the lower the number of possible selling
days, the larger the reduction. When used to estimate the demand for a given week, the current
method can be represented as follows:
Dt ~ 7F St,p/P,
pEP
where St,p are the observed sales for each size, t, on each day, p, P is the set of possible selling days
and F is the corresponding correction factor (see Table 2.1). These correction factors implement
the Zara practice of only relying on demand that was observed for a sufficiently large number of
days. If high demand was observed for only a few days because of stock outs or store closures, the
correction factors prevent the system from extrapolating across the entire week.
P F: (p~Sp < 2  F:ZpapSp> 2
6 1.00 1.00
5 0.85 0.90
4 0.70 0.80
3 0.60 0.75
2 0.50 0.70
1 0.30 0.60
0 0.00 0.00
Table 2.1: Zara Correction Factors
Although this method has been used at Zara for some time, it has some apparent deficiencies.
The first is that it makes no distinction between stores that are normally open six days a week
and stores that are open seven days. More seriously, it does not take into account the day of the
week on which the observed sales occurred. That is, it ignores any differences in the proportion
of sales that occur on different days, something which is generally believed to be a strong effect.
Finally, it only looks at information from an individual size when making an estimate and ignores
any information available from other sizes. The remaining sections will look at ways to improve
upon the current method by exploring these missing pieces.
2.1.2 Within-Week Cyclicality of Sales
The idea that different days of the week have differing propensities for sales is widely accepted not
only within Zara, but also in the retail industry in general. At Zara in particular, several senior
managers in both distribution and store management have independently commented that sales
on Saturday are stronger than on any other day. Other managers have commented on the "truck
effect" which referred to the propensity for higher sales on the days on which there is a delivery to
the store. More importantly, Zara country managers in general look closely at the day or portion
of the week from which they have observed sales when determining qualitatively if there is high
or low demand for an item. Despite these strong indications of a general corporate knowledge
about strong within-week cyclicality, there was no readily available analysis that quantified the
proportions of sales by day of the week. Thus, in order to determine if this information could be
used to improve the current demand estimate, it was first necessary to find it.
Cyclicality by Day
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Figure 2.1: Daily Sales (September 2009)
The analysis was performed in two phases. The first phase looked at daily sales data in the
month of September from the winter 2009 selling season. This month was chosen with the help of
Zara managers because it is the strongest and most stable part of the winter selling season, which
is also the strongest of the two seasons. Also, the data only included items that were introduced
at the start of the month, so that all the data was for items in the same part of their life-cycles.
To limit the size of the data, the daily item sales for each store were then aggregated along the
different Zara product departments (Basic, Camisetas, Complementos, Punto, TRF, and Woman).
This left approximately 130,000 records arranged by store, product department, week and day.
Using this data, an initial estimate of the within-week cyclicality was established (see Figure 2.1).
This chart shows the distribution of sales for each day of the week for September 2009 (represented
by a box plot with the whiskers extending to the most extreme data point which is no more than
1.5 times the interquartile range from the box). This was advantageous because it meant that the
data was less affected by season start-up and ramp-down effects such as a larger number of product
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Figure 2.2: Daily Sales by Product Department (September 2009)
introductions or the start of the clearance season.
Cluster Dendogram of Stores by Daily Proportion of Weekly Sales
Figure 2.3: Clustering Analysis of Within-Week Cyclicality by Store (September 2009)
Although this initial analysis was consistent with what had been described by Zara managers,
it left two important open questions. The first was whether the within-week cyclicality observed
would vary depending on the type of product. In other words, are the sales for a department
focusing on one type of customer (e.g. TRF focusing on younger buyers) more concentrated on
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Figure 2.4: Within-Week Cyclicality by Store Type (September 2009)
certain days than those of a department focusing on another (e.g. Woman focusing on more affluent
and fashionable buyers). In order to answer this question, the day-to-day proportions of weekly
sales were examined for the six different departments. This showed dramatic differences in scale
(see Figure 2.2(a)), but remarkable consistency in the overall patterns of within-week cyclicality
(see Figure 2.2(b)). These results were also consistent with the expectations of Zara managers who
argued that the differences in sales between days would be driven mainly by the differences in the
influx of customers into stores on those days. This influx would indiscriminately help or hurt all
products within the store.
The other open question was whether the within-week cyclicality would depend on the group
of stores that was chosen. In other words, are there stores that have most of their sales on a
Saturday and others that have most of theirs sales on a Friday or Thursday? In order to answer
this question, a clustering analysis was performed on the data with the goal of identifying groups
of stores with significant differences. The analysis employed Ward's minimum variance method
(Ward Jr, 1963) which aims at minimizing the added interclass variance when merging clusters and
results in compact, spherical clusters. Not surprisingly, the results of the clustering showed that
there were two strong groupings of stores: those open on Sunday and those closed on Sunday. These
two clusters captured the vast majority of the differences in patterns and it was deemed unnecessary
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Figure 2.5: Within-Week Cyclicality with Life-Cycle Effects for New Items
to attempt to produce a finer clustering of stores. Figure 2.3 shows these results graphically where
the red boxes represent the clusters identified and the black lines represent the underlying structure
found in the data with the individual stores shown at the bottom of the graph; however, there are
too many stores to make out individual store labels. In other words, the top two branches represent
the best two clusters that could be formed from all the stores, and the four branches below those
represent the best four clusters, and so on, with the difference in height indicating the significance
of the clusters.
At this point, the analysis could have been concluded having identified two significant patterns
of within-week cyclicality by store type and discarded any differences between products (see Fig-
ure 2.4). However, since the overall focus of the project is the introduction of new products, the
question remained whether these patterns would hold during the first few days of a product's life
when life-cycle effects might be stronger. This question led to the second phase of the analysis.
For this phase, only daily sales data for items during their first week in store was analyzed. More
precisely, 30,000 different item, store, week sets were randomly sample from the available data for
each store type. This random sampling approach was chosen to generate a representative data set
that was still manageable in size.
Similar to the first phase, this second phase of the analysis looked at the proportions of weekly
sales that occurred on different days of the week; however, it also looked at how these proportions
varied depending on what day of the item life-cycle was examined. Figure 2.5 shows the results of
this analysis and shows the cyclicality for items based on the number of days that they had been in
the store (the day of the week is codified as follows: L = Monday, M = Tuesday, X = Wednesday,
J = Thursday, V = Friday, S = Saturday, D = Sunday). For example, the black line represents the
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Figure 2.6: Within-Week Cyclicality for New Items
proportion of the total weeks sales that occurred on a given day of the week when the item is also
on its first day in the store. The alternating collapses shown in Figure 2.5 are the result of the store
closures. For example, since stores are closed on Sunday, an item will never be on its second day in
the store on a Monday. Overall the results are consistent with those of the first phase, and suggest
that the within-week cyclicality pattern previously found applies even for new items in their first
week. The only noticeable differences with the previous results is the propensity for larger sales
on the first day that an item is in store and on the seventh day (solid lines above all others). The
first day effect is likely the result of the "truck effect" previously mentioned in which either loyal
customers or store employees purchase new items the day that they arrive in store. However, the
seventh day effect does not have a readily available explanation. Nonetheless, it is clear that the
within-week cyclicality effect is stronger and more consistent than any effect driven by the life-cycle
of the item. As such, it is reasonable to estimate the within-week cyclicality without considering
the life-cycle day of the item (see Figure 2.6 and Table 2.2).
When comparing the results of the within-week cyclicality in the first analysis (Figure 2.4) with
Week Day Closed Sunday Open Sunday
Monday 14% 13%
Tuesday 15 13
Wednesday 16 14
Thursday 16 14
Friday 18 16
Saturday 22 21
Sunday 0 9
Table 2.2: Within-Week Cyclicality for New Items (Percent of Total Week's Sale by Day)
those in the second (Figure 2.6), the only noticeable difference is the proportion of sales that are
expected to occur on Sunday (17% versus 9%). This is likely the result of differences in how stores
were assigned into groups in the two phases. In the first phase, stores were designated as open on
Sunday or not based on the clustering analysis. This means that a store that is open on Sunday,
but has very low sales on that day could be clustered with stores actually closed on Sunday. In the
second phase, stores were designated as being closed on Sunday based on whether or not they had
any sales on Sunday. This is a more accurate designation because stores that are in general closed
on Sunday may still open on some Sundays. Thus, the remaining work will use the results of the
second analysis as the best estimate of the within-week cyclicality.
2.1.3 Size-to-Size Demand Relationships
As mentioned previously, another key piece of information missing from the current method for
estimating demand from incomplete sales data is the relative demand among the different sizes
for a given product. Fortunately, this type of information is currently used at Zara to make stock
replenishment decisions and is readily available for use. The only problem with the information
available at Zara is that it is item specific. That is, the goal at Zara is to establish the relative
demand between the sizes of every individual item based on historical sales of the item or of similar
items. This level of detail would require calculating a different size-to-size relationship table for
each item at each store. This process was deemed unmanageable for the analysis discussed in this
section, so that the remaining sections will use a generic size-to-size demand table (see Table 2.3).
Thus, the results of the following analysis represent a lower bound on the impact of including
size-to-size relative demand information in the demand estimates. The values in Table 2.3 were
calculated by Zara based on historical sales data and were obtained from Zara managers.
2.1.4 Improving the Current Demand Forecast
Having established accurate relations between the demand on different days and approximate rela-
tions between the demand of different sizes, it is now possible to determine if the current method
can be improved upon. This section will detail the formulation of alternative methods, the way in
Size
Number of Sizes 1 2 3 4 5 6 7 8
1 100%
2 63 37%
3 30 43 26%
4 28 37 22 12%
5 10 23 31 25 12%
6 13 25 27 20 11 4%
7 10 21 26 20 13 7 2%
8 6 21 26 20 13 7 6 1%
Table 2.3: Size-to-Size Demand Relationships (Percent of Total Demand Across all Sizes)
which their performance was estimated, and the associated results.
Potential New Methods
The following section details the formulations for alternative methods of estimating demand from
sales that were considered either informative or promising and does not represent an exhausting
list of all the methods explored or possible.
Method 1: Doing Nothing Although it was never considered to be a likely candidate to
outperform the current method, the "do-nothing" approach was included in the analysis to better
understand how other methods, including the current, were achieving better results. In other words,
it's a way to measure how bad the demand estimate would be if the available sales data were taken
as the best estimate of demand independent of how many days had stock-outs of store closures:
Dt~ St,,
pEP
where Dt is the estimated demand for the week for each size, t, St,p are the sales for each day p,
and P is the set of days in the week.
Method 2: Simple Average One small step better than the "do-nothing" method is to take
a simple average of the available sales data from days with possible sales and to extrapolate this
average over the whole week:
D ~ 7 E S,P/P.
pEP
Method 3: Within-Week Cyclicality This method takes the information developed in Sec-
tion 2.1.2 to estimate the weekly demand by taking into account not only that there are missing
days, but also what days are missing:
Di ~ [(0 St'p / W ,
(PEP (PEP
where Wp are the proportions of weekly sales by day previously established.
Method 4: Size-to-Size Relative Demand Method 4 is similar to Method 3 but instead of
estimating the weekly demand by looking at the relative demand across days, it makes an estimate
of demand for the missing days by looking at the relative demand across sizes and adds these
estimates to the available sales data for the size being estimated:
D -~ Stp+[Wt (zst,p) / (Zwt),
PEP PpP \tET / tET /
where p ( P represents the days with stock outs or store closures within the same calendar week, T
is the set of sizes for the item that had possible sales and Wt are the proportions of daily demand
by size previously established.
Method 5: Average of Method 3 and Method 4 This method is the simplest combination
of the two most promising approaches that use relatively independent data:
Dt ( + D4') /2
Method 6: Complex Combination Method 6 represents a way to combine various methods
that uses all of the available data for an item within a given week to estimate the demand of an
individual size. It does this by first estimating the total demand across all the sizes for each day
in the week, then combining these daily demands into an estimate of the total demand for an item
in a given week, and finally estimates the demand for the size in question by multiplying this total
estimate by the proportion of the demand that normally corresponds to the size:
Dt - WtE WP 1 St'P /WPDP,pgP (tET ) / (twT ).
Analysis Methodology and Results
Determining which of the methods just described will produce the best estimate of the demand is
not a simple task. The key problem is that its impossible to know what would have happened on the
days on which stock-outs occurred or on days on which the store was closed. The best alternative
is to simulate stock-outs and store closures using complete data and then determine which method
best estimates the simulated stock-out using the remaining data. While generally reasonable, this
method is not perfect as it ignores any impact that a stock out in one size on one day may have on
the sales on other days or sizes. Nonetheless, this simulation approach does not favor any method
in particular and thus provides a good estimate of the relative performance between methods.
In order to perform the simulation just described data was collected for items that had at least
five units of stock per size available during an entire week. This filter produced tens of millions of
records from thousands of items. Next, a listing of all the possible item, store, week combinations
within the data was generated from which 10,000 random samples were drawn in proportion to
the relative weightings of items by department. This process aimed to produce a representative
sample of the item population so that if items from a particular department were over- or under-
represented in the data, they would still be accurately represented in the sample. Finally, for each
of the sizes in each of the samples an increasing number of days were randomly removed and each
of the methods was used to estimate the weekly demand based on the remaining data. This process
always started by removing one day at random and repeated the process until all but one day was
eliminated. Thus, from a random sample of 10,000 weeks hundreds of thousands of observations
were made for all the possible combinations of sizes and number of missing days.
Finally, these results were analyzed separately for different levels of real item sales. This ensured
that any bias in the data towards items with low sales would not lead to any erroneous conclusions.
The analysis of the results of the methodology just described was done in two rounds. The
first round looked at the current method and the first four alternative methods. After the first
round, the first two alternative methods were replaced by the fifth and sixth. The results of the
first round analysis are summarized in Figure 2.7 where high sales designates size-level item sales
of at least three units. The current method performs well for all levels of demand, but Method 4
is significantly better in both cases by the median absolute percent error (MdAPE) and symmetric
median absolute percent error (sMdAPE) metrics (for a detailed description and discussion of these
metrics please see § 10.2.1). Method 3 performs relatively poorly with items with low sales, but
the best method by a small margin when sales are high (see MdAPE and sMdAPE metrics).
Similarly, the results of the second round analysis are summarized in Figure 2.8. In this round,
Method 4 still performed the best for non-zero size-level sales, but Method 5 performed much
better for high size-level sales (see MdAPE and sMdAPE metrics). This implies that some negative
correlation exists between the two estimates for items with high sales. This is something that could
be further explored in future work.
2.1.5 Conclusions
Based on the results in the previous section, it is clear that Method 4 tends to have lower error than
other methods. However, this method has several key limitations. The more obvious limitation is
that it cannot be used when an item has only one size. The other limitation is that it is likely to
give poor results in situations in which an item is withdrawn from sale because there is no stock
available for one of the major sizes; a dynamic that was not simulated in this analysis. Given these
limitations, Method 5 provides a better balance between performance and robustness. However,
it is conceivable that methods in which Method 4 is used if the item has more than one size and
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was on display in the store and Method 3 (or even the current method) is used otherwise might
produce even better results. Nonetheless, this would require a more complicated simulation and
for the time being Method 5 will be used as it provides a significant improvement over the current
method, particularly for items with high sales.
2.2 Identifying Clusters of Similar Stores
The identification of groupings of similar stores is a problem of particular interest in the context of
demand forecasting for new products at Zara for two reasons. The first is the inherent variability of
store level sales data and the resulting difficulty of predicting the sales of new items using this data.
Everything from the weather to how the item is displayed to the mix of customers that visited can
significantly impact how an item sells on a given day. This variability makes it difficult to identify
the underlying demand for a particular item. One way to alleviate this problem is to look at the
data not just one store, but across a group of similar stores. Doing so aggregates the available
data increasing the likelihood that these types of random effects will cancel each other out. The
other reason is the commonplace nature of incomplete data across the Zara store network. Given
the Zara strategy of producing new items in limited quantities, there is often not enough stock to
supply every store in the network. This means that demand forecasts for new items based on the
sales of similar items often run into situations where there is no available sales data for some stores.
Having identified a set of similar stores for every store would help in these situations by providing
a reliable set of surrogate data. In this context, similar stores means other stores that are subject
to the same demand patterns. A good proxy for the demand pattern at a particular store is the
pattern of sales across the different product subfamilies.
2.2.1 Traditional Clustering
The idea of identifying groups of similar items based on a set of data or "clustering" is relatively
commonplace in statistics. Some interesting applications include the analysis of digital images
to determine water surface quality (Praus and Praks, 2010) and of prison inmate characteristics
to determine the likelihood of being awarded special privileges (Maydeu-Olivares, 1996). It has
also been used in other retail applications to improve demand forecasts by generating forecasts for
clusters of items based on the forecasts of individual items (Kumar and Patel, 2008). The general
idea of clustering analyses is to calculate a distance or dissimilarity matrix for the items one wishes
to cluster and to successively grouping items into clusters based on the values in the dissimilarity
matrix. For example, clusters could be created by first successively clustering the pair with the
smallest dissimilarity.
2.2.2 Bootstrap Resampling
One problem with the traditional clustering approach is that it does not provide a measure of
the significance of the resulting clusters. This means that it is unclear whether the clusters are
strongly supported by the data and the number of clusters produced is an arbitrary choice left up
to the user. One way to resolve this problem is to use bootstrap resampling (Efron and Gong,
1983) of the data to estimate the significance of the resulting clusters by building an estimate of
the underlying sampling distribution. This approach allows for the identification of a set of clusters
that meet a certain level of statistical significance by looking at the consistency of the clusters
identified over many instances where each instance of the clustering is based on a different sample
from the original data. One recent extension of this idea is the multiscale bootstrap resampling
methodology developed by Shimodaira (2002). With this approach the size of the replicated dataset
is altered relative to the original and the significance of the clusters is estimated by looking at the
change in the results as a function of the replicate sizes (Shimodaira, 2002). This methodology
was implemented in the R pvclust package (Suzuki and Shimodaira, 2006b) and has been used to
analyze DNA microarray data to identify interesting patterns (Suzuki and Shimodaira, 2004). The
package provide approximately unbiased significance estimates for the dendogram branches and
identifies clusters that meet a specified significance level.
2.2.3 Zara Specific Modifications
As mentioned previously, a good proxy for the demand pattern at a store is the observed demand
across the different product subfamilies. Thus, a dataset of the total sales for each product sub-
family at each store for September of 2009 was constructed to test the various clustering algorithms.
Although the bootstrap resampling approach produces results that are both more reliable and
easier to interpret, it does have two significant drawbacks. The first drawback is that it is signifi-
cantly more computationally intensive. This is to be expected when one considers that computing
the dissimilarity matrix for over 1200 stores using data for less than one thousand items takes
almost an hour to compute and this has to be repeated for each bootstrap resample. The second
drawback is that identifying store clusters of a specified significance does guarantee that every
store will be clustered, creating the problem of dealing with the left-out stores. This occurs when a
cluster of stores has a significance level below the threshold value. At Zara, both of these problems
can were addressed by taking advantage of some of the existing general groupings of stores and
items.
The first problem was resolved by limiting the scope of the clustering problem. This was done
by aggregating the available sales data according to item subfamilies and by only clustering stores
within each Zara country manager grouping. The subfamily classification refers to similar types
of items within the Zara catalog. For example, all long sleeve shirts might belong to a single
subfamily. Similarly, a country manager grouping refers to all of the stores that are managed by
a single country manager. While each manager is typically in charge of a single country, some
managers only have a region of a large country while other managers have a group of smaller
countries that are geographically similar. For example, three country managers are in charge of
different regions of Spain. Aggregating the data into subfamilies and clustering stores at the country
manager grouping level reduces the size of the dissimilarity matrix by several orders of magnitude
and allows the computation to be completed in hours instead of weeks.
Although it is also possible to limit the problem to finding clusters of stores within a given
country, the country manager approach has the advantage of more evenly splitting up the stores
since countries with many stores are divided among several managers and countries with few stores
are grouped under one manager. Additionally, when one manager has several countries they are
generally countries in the same region. Using the stores under each country manager as the starting
meta-clusters also provides a way to easily check the quality of the results since each country man-
ager is intimately familiar with their stores and would be able to identify any obvious mistakes. The
dendogram in Figure 2.9 shows the results of the clustering for the stores that belong to the coun-
try manager of the Galicia region using a Euclidian distance measure, the Ward clustering method
(Ward Jr, 1963), and a required cluster significance of 80% (using 10,000 bootstrap replicates).
The cluster significance sets the likelihood that the clusters identified were not randomly generated
from the noise in the data. Please refer to the documentation of the R pvclust package used to
generate Figure 2.9 for detailed explanations of the method, parameters and outputs (Suzuki and
Shimodaira, 2006a).
Cluster dendrogram with AU/BP values (%)
Distance: euclidean
Cluster method: ward
Figure 2.9: Store Clustering Results for Galicia Stores
The problem with the left-out stores can be addressed in a similar way by using the country (or
country region) for each store as the default cluster. It is important to point out that leaving out
a store is not necessarily a mistake. One noteworthy example of this is the Juana de Vega store in
La Corufia, Spain. Figure 2.9 shows the clustering results for this region with the individual store
numbers at the bottom of the dendogram. The Juana de Vega store (number 224) is consistently
separated from other stores in the dendogram and is sometimes completely left out of any cluster
when high significance levels are specified or when a lower number of bootstrap resamples is em-
ployed. When this phenomenon was first reviewed with Zara employees in an attempt to determine
the problem they were not at all surprised. It turns out that this store is the favorite store of Zara
employees due to its proximity to the Zara headquarters and as a result behaves very differently
from the other stores in its region.
At this point the identification of the store clusters is complete; however, it is convenient to
take the opportunity to calculate within cluster store weightings for each store using the same data
that was used to generate the clusters. These store weightings can be used later to disaggregate
any cluster level data to the store level. The weightings are the proportion of the total sales for
each cluster that a particular store represented and were calculated as follows:
W = S3/( SV j k,
jEk
where S3 are the historical sales of store j over a sufficiently long enough period (usually the previous
selling season) and K are the stores within cluster K. Another approach would be to simply divide
the cluster level data evenly among the stores, but this is an unnecessary approximation given that
it is possible to calculate store weightings within each cluster using historical data.
Two small quality tests were performed on the clustering results.
1. Country managers reviewed the clustering results and were allowed to make adjustments
based on their opinions. Generally, managers indicated that they would adjust less than 10% of
their stores. For the German country manager, the store clusters generated automatically were
compared to the three clusters the country manager had generated by hand based on total store
sales. The most dramatic difference was that the clustering algorithm generated 15 clusters for
the same group of stores. Also, when compared sided by side, it was evident that the clustering
algorithm was able to divide the country manager clusters into several small clusters. Overall, the
country manager agreed with the smaller groupings and only suggested that 3 of the 54 stores be
moved from one cluster to another which left 13 of the 15 clusters unchanged.
3. The same clustering algorithm was used to identify the most similar existing store to a
newly opened store. In total 53 pairs were generated. These store pairs were then reviewed by the
appropriate country managers and they were asked to either accept the proposed pair or to make
any changes they desired. Of the 53 pairs, 47 were accepted unchanged.
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Part II
Demand Forecasting

Chapter 3
Point Forecasts
The following section details the work done to improve the demand forecasts for new items in the
Woman or "Seiora" section of Zara. This work should be viewed as a case study of a real-world
forecast improvement effort in a large-scale industrial environment. It is worth repeating that
new products are at the heart of the Zara business model and throughout the process senior Zara
managers were closely involved. These managers not only provided data and answered questions
about the various Zara business processes, but also served as a practical voice that ensured that
the outcome would be implementable and not just interesting from an academic standpoint. In
practice, this meant that the forecasting system developed could not simply be a black box that
would produce accurate forecasts, but whose logic remained a mystery. Rather, the system had to
capture the essence of Zara's best business and product practices.
With that goal in mind, the approach taken was to identify the factors that Zara felt were
predictive of the performance of new products and to use these as the basis for the new forecasting
system. Although this seems simple on the surface, the identification of these factors required
several months of learning about Zara's current system to understand the real-world dynamics
it was attempting to capture. As these factors were identified, rigorous statistical analysis was
employed to determine the most effective way to include them in a forecast and to evaluate the
performance of the new forecast. The entire process required countless iterations in which the
performance of every potential new method was compared to that of previous methods, including
the current system, with the constant goal of improving the overall forecast performance. These
comparisons often led to the discovery of new trends or factors that would be confirmed with Zara
and included in future efforts in a what became a relatively virtuous cycle of improvement.
The end result of these efforts was a significant improvement in forecast accuracy over the
existing system. Moreover, the new system achieved the goal of simplicity and understandability
that was critical to its implementation at Zara. The rest of this chapter will discuss the process
used to develop the new point forecast model including the time periods forecasted, the data used
to develop the forecast, how forecast performance was evaluated, and adjustments made to reduce
forecast complexity. The end of the chapter will also discuss important features of the new forecast
model such as its non-linearity and handling of missing stores. Finally, an evaluation of the learning
that takes place after initial sales are observed is reviewed.
3.1 Forecast Time Periods
The forecast development work was generally organized around the needs of the dynamic program
(see § 6.1) that was developed concurrently to perform the distribution optimization of the new
items. This dynamic program directly modeled the information dynamics that occur as real sales
data for the new item is collected during the first week. As a result, it was necessary to produce
forecasts for the expected demand during this first week (period 1) and the expected demand during
the following N weeks (period 2). In this context, N represents the number of weeks before the
item either enters the clearance period or starts to be moved to other stores to be sold. Figure 3.1
shows the typical schedule for decisions and shipments used at Zara (ignoring differences in transit
times between stores). It is important to note that the length of period 2 can vary significantly
(from less than a week to several weeks) and that the quality of the period 2 forecast is likely to
depend on the length of period 2.
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Figure 3.1: Forecast Time Periods
3.2 Data
The data used for the forecast development work discussed in the following sections came from
items that had been distributed using the Tablas Dinamicas during the winter season of 2009.
Although this included close to 900 items only 306 of these new items were actually used in the
analysis because of an error in the structured query language (SQL) request from Zara's central
database. Despite this unintended pruning of the data, the resulting subset was essentially a large
sample from the original data, so that there was no loss in generality. Additionally, the subset of
items was proportionally distributed across all of the different Zara Sefiora departments ("Woman",
"Basic", "TRF", "Punto", "Camiseta" and "Complementos") and was complete in that all of the
information from the comparable items for each new item was preserved. Moreover, the results
of the forecast development work were validated using a different dataset comprised of items that
were distributed using the Tablas Dinamicas during the summer 2010 season to eliminate any risk
of over-fitting.
New vs. Avg. Comparable Item Demand
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Figure 3.2: New Item Total Demand vs. Comparable Item Total Demand
General plots of the data used for the development work (see Figure 3.2) show that there was
good correlation between the demand for a new item and the demand for a comparable item across
all the stores in which they were each sold (based on observed sales and correcting for stock-outs
and store closures and summed across all stores). In particular, the R 2 for the first and second
week were 84.88% and 84.02%, respectively. Additionally, the average comparable item demand
showed strong evidence of being an unbiased estimator of the demand for the new item in terms of
absolute and relative errors (see Figure 3.3).
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Figure 3.3: Histograms of Available Data
3.3 Performance Evaluation
It should be noted, that Zara's current demand forecasting method was intertwined with the overall
distribution calculation inside the Tablas Dinamicas, so that it was not clear what part of the
I
-3 - 1
-30 -20 -10
calculation was a demand forecast and what part was a distribution formula. Since, for the purposes
of comparative analysis a current forecasting method is needed, the decision was made to designate
the current method as equating the demand of a new item over its entire life with the average
demand for all of its comparable items during their best three weeks. This decision was reviewed
with the appropriate Zara managers and deemed reasonable.
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Figure 3.4: Sample One-Page Forecast Performance Results Summary
Having established the current baseline, the methodology used for measuring the performance
of different forecasting methods was based largely on the literature review of the generally accepted
point and distributional forecast evaluation methods discussed in § 10.2.1. Additionally, the ex-
pertise and experience of several key Zara personnel were leveraged to create a format to display
the results. This resulted in a key one-page figure that shows the distribution of over- and under-
forecasts for each forecasting method on the left and the results of the key performance metrics for
each forecast on the right (see Figure 3.4).
The metrics chosen for the evaluation were the root mean square error (RMSE), the median
absolute percentage error (MdAPE), the symmetric median absolute percentage error (sMdAPE),
the median relative absolute error (MdRAE) and the percent better performance, which looks at
the number of forecasts for which a given method is more accurate than the benchmark method.
Mathematically, these methods are defined as follows:
* RMSE A vmean(e?) where et = Y - Ft and Y and F denote the observation and forecast
at time t, respectively.
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Figure 3.5: Sample Forecast Error Distribution Graphs
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* MdRAE A median(Irt|) where rt = et/e* and e* is the forecast error obtained from the
benchmark method.
Since the last of two metrics require a benchmark method in order to measure the relative
performance of the new forecast, the current method was used as the benchmark method. Two
additional figures with the cumulative errors and error density functions for the different methods
were also created to provide a fuller picture of the results (see Figure 3.5).
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Figure 3.6: Modified Bootstrap Resampling Methodology
Finally, in order to make a fair comparison between different methods and to avoid problems
with over-fitting, the different forecasting methods were trained on one set of data and the compar-
ison was based on the results of the predictions for a different set of data. During the development
phase, this involved a modified bootstrap resampling (Efron and Gong, 1983) that split the avail-
able data into quarters and then made four training and forecasting runs in which 75% of the
data was used for training and 25% for testing in each run (see Figure 3.6). This split resulted
in a large dataset for fitting (over 200 items) and a sufficiently large dataset for testing (over 75
items). For the final performance evaluation, a set of data that had never been used for any forecast
development was employed.
3.4 Point Forecast Development
Having constructed an appropriate data set, identified an evaluation methodology, and framed
the problem in terms of the forecast horizons, the development of the point forecast involved the
systematic evaluation and elimination of potential forecast models. The process began with the
most basic forecast models possible and progressively explored models of increasing complexity. The
goal of the process was two-fold. First, the process sought to identify a dominant forecasting model
by exploring all the reasonable alternatives. Second, the process attempted to identify features
of the underlying business processes that could be used as guides for the development of better
forecasts.
For the first period, the forecast development work produced a model that leveraged store
cluster data aggregation and included a slope term that varied by item type, buyer and store type.
The store cluster data aggregation used store clusters to group the comparable demand data and
then distributed the total cluster demand among stores based on historical store weightings. This
process smoothed the data and corrected for unusually good or bad performance at the individual
store level. Mathematically, the model can be described as follows:
* M23:
ln(Di)= Iln(ch) + #2 In Wi EK + 3 In ( )
EjEK i (iEFamily~j
+#34ln i) +35 ( W)
(iESubF/Store~j jEk
+ 3 6SType + /7PType + /8BBuyer,
where D'. is the first period demand for item i in store j, C' is the comparable sales duringz3J
period 1 adjusted for week-to-week cyclicality, K are the stores within cluster K for which
there is available data, Wj is the weight of store j within cluster K based on historical data,
and SType, PType, and BBuyer are indicators for the store type, item type and item buyer,
respectively.
For period 2, the forecast development work resulted in a model based on the observed demand
during the first period, a slope term that varied by item type and buyer, and the same store cluster
based data aggregation method as the forecast for period 1:
SM11:
E ~DOB
ln(D?3 ) = #iPTypeBBuyer ln W jEK 2 ,223 WiZER~ W'i
where D?. is the second period demand for item i in store j and DOB is the observed demand
during the first period.
The overall effort was inherently iterative and required several months worth of effort. Please
see § 12 for detailed descriptions of all the forecasting models explored and their rationales.
3.5 Point Forecast Performance
Although the modified bootstrapping methodology had been used to evaluate the relative perfor-
mance of different point forecasting models during the development phase, these results were not
sufficient to make a final determination of the best forecasting method. The main area of concern
was that the data used was only from a single season. Additionally, the modified bootstrapping
approach had never been used at Zara before and a more traditional confirmation was deemed
appropriate. Thus, a final evaluation of the performance of the point forecasting models developed
in the previous sections was performed.
The evaluation used a new dataset composed of articles that had been distributed using the
Tablas Dinamicas during the summer season of 2010. Since the summer season starts at the
beginning of January and continues until the end of June, these articles represented the latest data
available at the time and most of them had not been introduced when the development work was
performed. Also, the data from the month of March was used to update the store clusters used
by some of the methods (see § 2.2 and § 12) and the evaluation was performed using data from
the remaining months: April, May and June. The data from January and February was ignored
because these months are highly impacted by the clearance period at the end of the winter season.
This sub-selection left a total of 938 articles in the evaluation dataset.
The methodology used for the evaluation followed the previous evaluation methodology closely.
The data was evenly divided into a training set and a testing set and each of the models was
trained and evaluated accordingly. This split left more articles available for training than were
available in total for the development phase, so that issues with selection bias were not expected.
Of the models previously studied, only the models deemed important (e.g. the current method) or
that had performed well were included in the evaluation. In addition to these models, several new
models were evaluated. The first new model, labeled "MXO", strikes a balance between the best
period 1 and period 2 models in order to create a single forecasting method for both periods.
This unified approach was appealing from an operational standpoint because it would reduce the
complexity of the forecasting process. The second new model, labeled "MX1", built on the first new
model by including information on the difference between the number of sizes for the comparable
items and the number of sizes for the new item. This additional information was meant to capture
the increase in demand that occurs when you offer the same product in more sizes and thus capture
a larger share of the potential customer pool. The last two new models, labeled "MX2" and "MX3",
were linear alternatives using the clustering approach and will be discussed in more detail later.
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Figure 3.7: Confirmation Evaluation Results Summary - Metrics
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Figure 3.8: Confirmation Evaluation Results Summary - Over- and Under-Forecasts
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Figure 3.9: Confirmation Evaluation Results Summary - Distributions
The results of the confirmation analysis were consistent with the results of the development work
in both period 1 and 2 (see Figure 3.7, Figure 3.8, and Figure 3.9). Additionally, the new models
(MXO and MX1) performed the same as or slightly better than the best alternatives previously
studied for both periods.
Mathematically, these best performing models can be described as follows:
" Period 1:
- MXO: ln(D) = #1STypePType 1n (WiXW w) +#2 (z Wj)
E6 R jE
- MX1: ln(Dh) = 1STypePType ln W + 02 ( Wi + #3BBuyer + I4NSizes,
16k ) j EK
where Nsizes is the number of sizes for the item.
* Period 2:
DF
- MXO: ln(DI) = 3STypePType ln W w +1#2 (z W)
Z3~ _r j E K
- MX1: ln(Db) = 31STypePType ln w +#2 W ) 33BBuyer + 14NSizes
Gk (jEK
These unified models, reduced the period 1 sMdAPE forecast error by 37% and the MdAPE
forecast error by 63% relative to the current forecasting method. Similarly, the period 2 sMdAPE
forecast error was reduced by 51% and the MdAPE forecast error by 36%.
In period 1, the new models improved the MdAPE much more than the sMdAPE while the
opposite is true for period 2. The reason for this is that the current method, which is based on the
average of the best three weeks of comparable item demand, tends to over-estimate the demand
during the first week and to under-estimate the demand during the second week. These features of
the current method are in line with Zara's practice of pushing new products out to stores quickly.
That is, by using the best three weeks of comparable item demand, Zara is being optimistic with
its demand estimate which leads to larger initial shipments.
The only significant differences with the results observed during the forecast development phase
is that model M23 performs slightly worse and that model M14 performs surprisingly well. The poor
performance of model M23 can be potentially explained by issues related to having many highly
correlated factors in the regression. The improved performance of M14 is likely the result of a
change to the item demand estimate method that was used for the evaluation data. As discussed in
§ 2.1, the best method for estimating demand from incomplete sales data uses both the information
from other days as well as the information from other sizes (Method 5). However, this analysis
had not been completed when the development database was constructed and, as a result, only the
information from different days was used to estimate the demand for an item when stock-outs or
store closures had occurred.
3.6 Forecast Complexity
Despite these small differences in the results, it is clear that the best performing methods leverage
the store clusters previously identified (see § 2.2) and create an estimate of the demand for each
store based on the behavior of its group of similar stores and on the amount of information it has
for the group. This second piece is a function of the number of stores from each cluster for which
there is comparable data.
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Table 3.1: Regression Results for MX1 Model in Period 1
Estimate Std. Error t value Pr(>|t|)
01 0.4781 0.0021 223.05 0.0000
#2 0.6524 0.0050 130.83 0.0000
Table 3.2: Regression Results for M20 Model in Period 1
The store clustering approach to forecasting was well received when presented to senior Zara
managers because it uses the information they found most relevant in a very direct way. Namely,
it looks at the historical performance of similar items, on one hand, and some knowledge of the
historical performance of similar stores with the same type of item, on the other, and combines
these two pieces to generate a store-level item demand forecast. In addition to this core piece, these
models also takes advantage of the unbiasing, data transformations, and seasonality scaling that
were shown to be generally effective (see § 12). The results also show that it is possible to improve
on these methods slightly by adjusting the forecasts based on the type of store (by sales volume),
Estimate Std. Error t value Pr(>It)
#1 ("BASICO"//"A" Store) 0.3310 0.0181 18.24 0.0000
#1 ("FANTASIA"//"A" Store) 0.3297 0.0038 86.31 0.0000
#1 ("BASICO"//"B" Store) 0.3719 0.0158 23.49 0.0000
#1 ("FANTASIA"//"B" Store) 0.4323 0.0030 146.33 0.0000
#1 ("BASICO"//"C" Store) 0.5000 0.0180 27.72 0.0000
#1 ("FANTASIA"//"C" Store) 0.5452 0.0031 173.93 0.0000
31 ("BASICO"//"D" Store) 0.5685 0.0233 24.45 0.0000
#1 ("FANTASIA"//"D" Store) 0.6087 0.0043 141.29 0.0000
#2 0.3528 0.0089 39.42 0.0000
#3 "BASIC" 0.1818 0.0124 14.61 0.0000
#3 "CAMIS." 0.4689 0.0079 59.24 0.0000
#3 "COMPL." 0.3383 0.0100 33.90 0.0000
#3 "PUNTO" 0.4269 0.0141 30.24 0.0000
#3 "TRF" 0.2525 0.0093 27.26 0.0000
#3 "WOMAN" 0.2485 0.0117 21.30 0.0000
#4 0.0817 0.0023 35.63 0.0000
Table 3.3: Regression Results for MX1 Model in Period 2
Estimate Std. Error t value Pr(>It|)
#1 0.4963 0.0021 236.26 0.0000
#2 1.0990 0.0034 324.18 0.0000
Table 3.4: Regression Results for M03 Model in Period 2
the item category (by buyer and type), and the number of sizes. These final adjustments were also
in line with the general practice at Zara.
However, including these additional parameters greatly expanded the number of coefficients
that must be maintained. This was an important consideration since the complexity of the method
can be directly related to its implementation and maintenance costs. Also, as discussed previously,
empirical studies have shown that complex methods do not outperform simpler methods (see § 10.1).
Thus, all else being equal (or roughly equal), a simpler method is preferable to a more complex
method. The increase in complexity created by the inclusion of the additional parameters is masked
when comparing the formulation of the best methods (MX1 for period 1 and 2) with their simpler
alternatives:
. Period 1:
- MX1: ln(DI-) = #1STypePype In 1 W w, + /2
Z\ 7 7 / ( E? W ) +I#3BBuyer + 4 NSizes
- M20: ln(Dh) =11n Wj<w +-#2 (nW)
jEk jE K
e Period 2:
- MX1: ln(D ) = 31STypePType In W j, + #2 + 33BBuyer + 34NSizes
jEk Rj EKWj
/ /
- M03: ln(D ) =01 #n Wy , ) + #2 (Z Wj.
ER j=- K
Although the differences in the formulations may appear small, the new models have sixteen coef-
ficients which is drastically larger relative to the simpler alternatives that have two (see Table 3.1
and Table 3.2 for period 1 and Table 3.1 and Table 3.4 for period 2).
3.7 Forecast Non-Linearity
Another area of concern with the best performing models was their non-linear nature. The non-
linearity is easier to see after applying some algebra to the models. For example, model M20, which
was shown to be a good balance between performance and complexity, can be re-written as follows:
ln(Dh) = #11 n W j+#2 ( WK
+= exp 11n W)+2( W)
D'. = exp (ln (W EKexp W
D = (W exp (ekWJJ)
D = /3(W Zj ex _ J)
D. = 0*W
The resulting formulation is composed of an exponential term and a multiplicative term that
is a function of the percent of the stores in a given cluster for which there is data available. For
the M20 model, the value of the multiplicative term is 0.4781 (see Table 3.2), which means that
the predicted store level demand will tend to be less than the store share of the average cluster
level demand for the comparable items. That is, the predicted demand for the new item will be
something less than the observed demand for the comparable items. Figure 3.10 shows this effect
for different levels of cluster completeness (see the solid black lines). Note that the effect can be
quite strong even with complete clusters. For example, in a situation where the store share of the
average comparable sales for the cluster is 20 units, the forecast for the new item in the same store
would only be 8 units.
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Figure 3.10: Nonlinear Demand Forecast Behavior
One possible interpretation of this is that most of the customers that would have bought a
particular item have already bought a comparable item and, therefore, there is less demand avail-
able. Another interpretation is that, since for any one successful item several similar new items are
produced, the group of similar items divides the available demand that the old item was able to
capture on its own. Although these explanations are certainly reasonable, the idea of a nonlinear
demand prediction model of this sort was very different from what was currently in place. Given
this difference, the last two new models evaluated treating the aggregated cluster data in a linear
fashion. The first of these models, MX2, was a simple linear model that computed an optimal
intercept and slope:
" Period 1: D =1 W + #2 ( ekWj)
e Period 2: D? = (W+ (2 W% +
The other model, MX3, was even simpler and took the store share of the aggregate cluster demand
as the prediction:
0 Period 1: D W EJ KZj3 E Zik
* Period 2: D 2 _ W-jEK
The performance of these alternative models was rather interesting (see Figure 3.7, Figure 3.8,
and Figure 3.9). First, the results show that aggregating the available data along store clusters
provides much better information in general (see MX3 versus M04* in period 1 and MX3 versus
M01 in period 2). Second, they show that the nonlinear models are much better at dealing with
outliers. This is evident from instances in which MX2 and MX3 have similar MdAPE, sMAPE,
and sMdAPE errors to some of the other models, but significantly higher MAPE error. This occur
because the MAPE is much more sensitive to outliers. This outlier effect is also evident in the
uneven proportions of over- and under-forecasting displayed by the linear models. This occurs
because the linear models have a harder time identifying the outliers and are forced to shift the
entire mean of their predictions in order to compensate for them.
3.8 Forecast for Missing Stores
The work detailed in the previous sections used data only from stores that had received both the
comparable items and the new item. This condition was necessary for the forecast development,
but is not reasonable under normal circumstances since there is no guarantee that a store will
have received the comparable items. This is particularly true for smaller stores with generally low
demand that are often left out of the distribution of new items. The current system deals with
these missing stores by assuming that they have zero demand creating a vicious cycle in which these
stores do not receive new items because they did not receive previous items, rather than because
they really have a low expectation of demand.
Fortunately, it is possible to generate a forecast of the demand at stores that did not receive
the comparable items and avoid this situation. The basis for this forecast is the store clustering
methodology previously developed. The basic idea is to use the same cluster level forecast that
was shown to be the best predictor of future demand and apply it to the missing stores using their
historical demand proportion. This is a small extension of the work previously done and can be
represented as follows:
ln(D ) = 011n W Ej.r O4 +,82 (ij~k) jOK Wi WEk 3 jEK
where K represents the set of stores with comparable item data.
In order to evaluate the effectiveness of this approach, a simulation was performed in which the
comparable item demand for a set of stores was calculated using complete data and then repeated
after randomly removing some stores from the data. As expected, the quality of the forecast for the
missing stores degrades as more stores are removed; however, even when many stores are missing
the predictions are surprisingly good (see Figure 3.11). Even when 90% of the stores are removed,
the period 1 error is less than 30% by both MdAPE and sMdAPE. Moreover, the error is evenly
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Figure 3.11: Summary of Estimation Error for Missing Stores
distributed between over- and under-forecasts.
Based on these results, there was no reason to exclude missing stores from the initial distribution
of a new item. The benefit of capturing the demand at these stores far outweighed and cost of the
additional error that would be incurred.
3.9 Forecast Learning Analysis
Finally, given the formulation of the dynamic optimization (see § 6.1), it was of particular interest
to determine the performance of the period 2 demand forecast if it were done at the same time as
the forecast for period 1. In other words, how accurate would the forecast for period 2 be without
the observed sales information? The first model below is the best period 2 model after sales have
been observed. The next two models represent different ways to make a period 2 demand forecast
without the observed sales information. These are the models that were deemed likely to perform
well based on the results of the forecast development discussed above. The last two models use all
of the period 1 sales and are included only as a sense check.
e M01 (best period 2 at time 1 model):
+ n2 In W E Ofg + #3SType + #4PType + #5BBuyer-
j EK
In (D?.) = #11In Wy [ D9B
j EK
e M02 (best period 1 forecasting method with comparable period 2 sales):
ln(D?.) = #11n Wz
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Oj ) + #2SType + #3PType + 3 4BBuyer-
e M03 (M01 minus obs information plus aggregated comparable period 1 sales):
ln(D2) =kIln WjZ
jEK
J+ 021n W E
jEK
Oj + #3SType + #4PType + 5BBuyer.
" M04 (M02 with all real period 1 sales):
ln(D j) = #1 ln(D) + #2SType + #3PType + #4BBuyer-
" M05 (M02 with all aggregated real period 1 sales):
ln(D?)=#1In Wj5jEK D,) +# 2SType + #3PType + #4BBuyer-
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The results in Figure 3.12 show that the observed sales information reduces the forecasting error
by approximately 10% (by either MdAPE or sMdAPE). That is, the best period 2 model after sales
have been observed has less error than either of the period 2 models without the observed sales.
When compared to the best period 1 forecast, the period 2 at time 1 forecast has 15.2% less error
by sMdAPE and 13.7% less error by MdAPE. Moreover, the models that include all of the period
1 sales perform better than the first model which only uses the sales observed during the first few
days.
3.10 Conclusions
The preceding section focused on the development of the best point forecast for new products at
Zara. That is, on the development of the best estimate of the mean for the distribution of potential
demand for a new product. The best performing forecast method found can be described as a two-
part process. The first part is essentially a data aggregation scheme that uses the store clustering
methodology to reduce the noise in the historical sales data and improve its reliability. The method
works by averaging the observed demand data from sets of stores that would be expected to have
similar demand based on their overall sales history.
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Figure 3.13: New Forecast Structure
The second part implements the results of the regression analysis to generate the actual demand
forecast. This model is non-linear and tends to predict higher demand for the new item when the
observed demand for the comparable items was very low and to predict much lower demand for
the new item when the observed demand for the comparable items was very high.
Figure 3.13 shows a graphical representation of this process. First, stores are clustered into
logical groups and the comparable item demand data for each cluster is aggregated. Second, the
comparable item demand data is adjusted to correct for week-to-week cyclicality differences. Next,
the adjusted aggregate comparable item demand is distributed to the individual stores based on
the historical relative sales weightings for the stores within each cluster. Finally, for each period,
the regression model discussed above is applied to generate the estimate of the new item demand
at each store.
However, the dynamic program endogenously computes optimal service levels for each store in
the network by looking at the probability of observing different levels of demand at each store.
Thus, it was also necessary to generate distributional forecasts for the demand during each pe-
riod that capture this information. The following chapter will discuss the work to generate these
distributional forecasts for each time period based on the point forecast and the expected error
distributions.
Chapter 4
Distributional Forecasts
The work in the previous sections focused on determining the best method for estimating the
expected demand for a new item; however, this information is not enough for the optimization
module to make the initial shipment decisions. In order to endogenously compute the optimal
service level at each store, the dynamic program needs a distributional forecast that specifies the
expected probability of each potential level of demand. That is, the distributional forecasts allow
the dynamic program to determine the expected level of excess inventory or unmet demand for each
level of shipment quantity. The work in this section will discuss how these distributional forecasts
were generated using a relatively simple method requiring only one generic error distribution.
4.1 Parametric Distributions
The key piece of information used to generated the demand distributions was the historical error
of the point or central demand estimate previously developed (see § 3). More specifically, the
distribution of the ratio between the demand point forecast and the real demand, G, was computed
from historical data:
R
DH'
where R is the realized demand distribution and DH is the associated historical demand point
forecast distribution (Feng et al., 2010). Then, the expected demand distribution for a new item
was generated as follows:
D = GD,
where D is the demand point forecast for the new item.
This approach is generally simple, but requires the computation and maintenance of the G
distribution in order to compute the expected demand probabilities. An effective way to make this
process less computationally demanding is to fit a parametric distribution to the raw data and use
Period 1 Forecast Error with Weibull and Lognormal PDF's
Weibull Best Fit -
- Weibull Best Fit
Lognormal Best Fit Lognormal Best Fit
CD CD
o 0
0 2 4 6 8 0 2 4 6 8
Percent Error (Real Demand /Demand Forecast) Percent Error (Real Demand /Demand Forecast)
(a) Period 1 (b) Period 2
Figure 4.1: Histogram of Forecast Errors with Fitted Parametric Distributions
this approximation to compute the demand probabilities. Figure 4.1 shows the results of fitting a
Weibull and a lognormal distribution to a set of error data from the Summer 2010 season (sufficiently
large to be predictive of future forecast performance). The fitting of the parametric distributions
was performed using R statistical software and involved systematically varying the distribution
parameters to minimize the difference between the observed distribution and the parametric fit.
Period 1 Period 2
Median 0.93 1.15
Mean 1.27 1.48
Standard Deviation 1.28 1.31
Table 4.1: General Lognormal Demand Distribution Parameters
The fit of the parametric distributions is generally good with the fit of the lognormal distribution
being noticeably better. The biggest discrepancy is that the lognormal distribution is skewed to
the right relative to that of the empirical data. This is the result of the large number of zero
demand observations that appear in the empirical data but where excluded from the calculation
of the lognormal distributions. These values were excluded because they were likely the result of
not shipping any inventory to a particular store. The same trend can be seen in the quantile-
to-quantile plots in Figure 4.2. However, the resulting over-estimation of the demand was small
and considered conservative by Zara. Thus, the lognormal approximation of the error distribution
was deemed appropriate to generate the expected demand distributions. The general distribution
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Figure 4.2: QQ-Plots for Parametric Distributions
parameters generated by this lognormal fit are summarized in Table 4.1.
In addition to reducing the computational speed, using a parametric approximation for the
G distribution made it easier to compute multiple distributions. This was appealing because the
point forecast might perform better or worse under different conditions and generating unique
expected demand distributions for each set of conditions provided a simple way to account for
these differences. The following sections will review the methods used to generate different expected
demand distributions based on various parameters and to evaluate their performance relative to
QQ-plot of Weibull Dist. Fit P1
the single distribution just discussed.
4.2 Size Assortment
One significant shortcoming of the distributions that could be generated using the parameters in
Table 4.1 is that they completely ignored the number of sizes available for an item. At Zara,
most items have four sizes, but this can range from one to eight sizes. These differences in the
size assortment can impact not only the mean of the expected demand distribution, but also its
variance. For example, an item that has more sizes will have higher demand than the same item in
fewer sizes because it will cover a larger percentage of the potential customer pool. Similarly, an
item with more sizes makes it more difficult to match supply to demand which could lead to more
variation in the resulting demand.
In an attempt to account for these differences, the available forecast error data was segmented
according to the number of sizes available for each item and unique error distributions were gener-
ated for each group. However, the amount of data in each group varied widely and as a result so
did the reliability of the resulting distributions. In particular, for items with many sizes and those
with very few sizes there was comparably little data (tens of items versus the typical hundreds). To
correct this problem, linear regression was used to estimate the relationship between the number of
sizes for an item and the mean and variance of the resulting expected demand distribution. That
is,
where D! is the adjusted demand estimate and # is a categorical regression coefficient. In other
words, 3 = f(Nsizes) as shown in Table 4.2.
Number of Sizes Period 1 Period 2
Mean St. Dev. Mean St. Dev.
1 0.36 0.26 0.25 0.24
2 0.71 0.52 0.47 0.49
3 1.06 0.78 0.69 0.74
4 1.41 1.04 0.91 0.99
5 1.76 1.30 1.13 1.24
6 2.11 1.56 1.35 1.49
7 2.46 1.82 1.58 1.73
8 2.81 2.08 1.81 1.98
Table 4.2: Demand Adjustment Factors for the Number of Item Sizes
The regression computed an estimate of the effect of the number of sizes on the shape of the
expected demand distribution (see Table 4.2). The effect was represented as a set of multiplicative
Number of Sizes Period 1 Period 2
Mean St. Dev. Mean St. Dev.
1 1 1 1 1
2 1 1 1 1
3 1.06 1 1 1
4 1.41 1.04 1 1
5 1.76 1.30 1.13 1.24
6 2.11 1.56 1.35 1.49
7 2.46 1.82 1.58 1.73
8 2.81 2.08 1.81 1.98
Table 4.3: Truncated Demand Adjustment Factors for the Number of Item Sizes
factors that adjust the expected mean and variance based on the number of sizes available for
an item. Thus, for an item in a given period with a previously computed point forecast I and
n sizes, the resulting expected demand distribution would be as follows: LN(i,,jy, #2,ny), where
#1,n and 32,n are the mean and standard deviation from Table 4.2, respectively. The downside to
this approach was that it produced larger adjustment than would otherwise seem reasonable. For
example, for an item with only one size the demand expectation would be reduced by more than
seventy percent. Similarly, for an item with six or more sizes, the expected demand would be more
than doubled. Given that linear regression analysis that produced these estimates employed only
eight data points and since managers at Zara were mainly concerned with making sure that there
is enough stock to provide adequate coverage for all the sizes, this problem was reduced by only
allowing upward adjustments of the expected mean and variance. Table 4.3 shows the resulting
truncated parameters.
4.3 Product and Store Type
In addition to the size assortment, senior Zara managers identified the type of store and the type
of item as important factors that could influence the shape of the expected demand distribution.
In fact, these factors were already used at Zara to guide distribution decisions. The type of store
refers to the percentage of the total item sub-family sales that corresponds to a given store. At Zara
there are four categories for stores ("A" to "D") with the stores in the "A" category accounting for
the top 15% of item sales, the stores in the "D" category for the bottom 15%, and the "B" and "C"
stores evenly dividing the rest. The type of item can refer to one of two different categorization
used at Zara. The first splits products into either "basicos" (basic items) or "fantasias" (fashion
items). The other classifies different types of products along the six product departments. These
departments, also called "buyers", focus on different customer segments and produce different
product styles.
The first of these categorizations analyzed was the store type. As with the size assortment,
(a) Period 1
Store Type
A B C D
Median 0.85 0.91 1.01 1.20
Mean 1.20 1.24 1.36 1.55
St. Dev. 1.29 1.24 1.32 1.41
(b) Period 2
Store Type
A B C D
Median 1.14 1.12 1.18 1.29
Mean 1.47 1.43 1.52 1.68
St. Dev. 1.34 1.24 1.34 1.44
Table 4.4: Distribution Parameters by Store Type
Period 1 Forecast Error vs. Store Type
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Figure 4.3: Error Distributions by Store Type
different parametric error distributions were generated for each store type. The resulting parameters
are shown in Table 4.4. The parameters revealed a pattern of increasing levels under-forecasting
when going from "A" to "D" stores. This was surprising since the "A" stores were expected to sell
above their forecast since they tended to be larger and more popular with the opposite being true
for "D" stores. One plausible explanation for the pattern is that the amount of comparable data
decreases progressively when going from "A" to "D" stores.
This occurs because in situations when stock is limited the current system sends to a smaller
number of stores rather than sending less to each store and the lower ranked stores are the ones
left out. This creates a vicious cycle of stores not receiving new items because they did not receive
the comparable items. Thus, when a new item is actually sent to these stores, they are more likely
to outperform the estimate.
Together these results suggest the existence of systematic forecasting error that could have
Period 2 Forecast Error vs. Store Type
1.20
0.85 0.91 1.01
A B C D
Type Period 1 Period 2
Median Mean St. Dev. Median Mean St. Dev
Basico 0.87 1.31 1.62 1.28 1.71 1.59
Fantasia 0.93 1.27 1.27 1.14 1.46 1.28
Table 4.5: Distribution Parameters for Basico and Fantasia
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Figure 4.4: Error Distributions by Item Type
been corrected at the level of the point forecast by adding the store or item type as an explanatory
variable to the regression model. However, as discussed in the previous chapter, the addition of
these variables to the point forecast model only improved the results marginally while significantly
increasing the complexity of the model.
Table 4.5 shows the distribution parameters obtained for the basic and fashion categories for
each period. Comparing these parameters with those of the general distribution reveals that the
data contains mainly fashion items (approximately 80% of the data set). This is likely the result
of the method used to identify the type of item which relies on the word "basico" appearing in the
item description. This was the only consistent way of making this distinction available at the time
of the analysis, but it identified fewer basic items than manual methods.
Given the difficulty with consistently identifying the "basico" items, the decision was made to
focus on the other product type categorization. Moreover, it was thought that the buyer product
categories combined with the store type categories would provide the best picture of any differences
in the error distributions. In particular, the interactions between these two segmentation schemes
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Figure 4.5: Error Distributions by Buyer/Department
were expected to be significant.
Thus, individual forecast error distributions were plotted for each buyer and store type (see
Figure 4.3 and Figure 4.5). Also, using the parametric approach, different demand distribution
parameters were generated for each combination of item and store type (see Table 4.6). These
parameters revealed more pronounced differences than could be seen from the boxplots of the
independent groupings. This was likely the result of the interactions between the parameters
previously mentioned. For example, "Punto" items in "A" stores appear significantly different
from other combinations.
However, the parameters shown in Table 4.6 were troubling in that they did not show a con-
sistent pattern. This was contrary to the expectation that there would at least be a consistent
pattern across the store types since this categorization is indicative of the size of the store or its
location. The parameters across the buyer categories were equally puzzling. For example, there
was no easy explanation as to why the forecast would underestimate more for "Camisetas" and
"Punto" than for "Basic" and "Woman". Nonetheless, senior managers at Zara were not concerned
by these differences when presented with the parameters.
4.4 Comparable Dispersion
Another potentially significant factor in predicting the shape of the expected demand distribution
is the dispersion in the historical demand of the comparable items. That is, the spread in the
distribution of the comparable demand. In particular, this spread was thought to be a potential
Period 2 Forecast Error vs. Buyer
(a) Median - Period 1
Buyer
BASIC
CAMIS.
COMPL.
PUNTO
TRF
WOMAN
A
1.07
1.34
0.98
1.44
1.08
1.05
Store Type
B C
1.12 1.16
1.40 1.50
0.94 0.93
1.34 1.43
1.01 1.04
1.02 1.07
D
1.30
1.64
0.89
1.78
1.22
1.30
(c) Mean - Period 1
Buyer Store Type
A B C D
BASIC 1.39 1.43 1.48 1.56
CAMIS. 1.80 1.85 2.02 2.13
COMPL. 1.31 1.28 1.31 1.27
PUNTO 2.02 1.73 1.78 2.09
TRF 1.44 1.32 1.39 1.60
WOMAN 1.38 1.32 1.35 1.59
(e) Standard Deviation - Period 1
Buyer Store Type
A B C D
BASIC 1.12 1.09 1.17 1.20
CAMIS. 1.58 1.56 1.76 1.88
COMPL. 1.13 1.11 1.16 1.05
PUNTO 1.88 1.93 1.53 1.37
TRF 1.21 1.09 1.19 1.41
WOMAN 1.23 1.06 1.07 1.17
(b) Median - Period 2
Buyer Store Type
A B C D
BASIC 1.10 1.08 1.07 1.14
CAMIS. 1.63 1.72 1.99 2.11
COMPL. 1.15 1.02 0.90 0.92
PUNTO 1.76 1.67 1.96 3.13
TRF 1.19 1.15 1.18 1.34
WOMAN 1.18 1.11 1.21 1.32
(d) Mean - Period 2
Buyer Store Type
A B C D
BASIC 1.40 1.33 1.31 1.33
CAMIS. 2.12 2.15 2.51 2.60
COMPL. 1.45 1.26 1.14 1.10
PUNTO 2.17 2.05 2.29 3.43
TRF 1.48 1.44 1.47 1.73
WOMAN 1.52 1.39 1.47 1.55
(f) Standard Deviation - Period 2
Buyer Store Type
A B C D
BASIC 1.17 1.02 0.99 0.92
CAMIS. 1.70 1.62 1.98 2.05
COMPL. 1.28 0.88 0.83 0.86
PUNTO 1.57 1.52 1.53 1.79
TRF 1.12 1.09 1.07 1.36
WOMAN 1.28 1.12 1.10 1.10
Table 4.6: Distribution Parameters by Buyer and Store Type
indicator for the variance of the resulting demand forecast for the new item. The idea was loosely
based on the work by Gaur et al. (2007) that looked at the dispersion among experts forecasts as
a proxy for the expected variance of a demand forecast. Figure 4.6 shows the point forecast error
distribution for different levels of comparable demand variance.
Figure 4.6 shows a pattern of increasing forecast error variance with increasing comparable
demand variance. This is consistent with the results of the work using expert forecasts mentioned
earlier. However, the levels chosen for the figure-low, medium, and high-are arbitrary. These
levels were chosen based on the thirtieth and seventieth percentiles of the comparable dispersion
distribution and are assumed to be suboptimal. In fact, since the comparable dispersion is a
continuous variable, it is unclear whether a level structure is even needed. Nonetheless, generating a
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Figure 4.6: Error Distributions by Comparable Dispersion
continuous or even quasi-continuous function for the relationship between the comparable dispersion
and the forecast variance required more than the season's worth of data that was available at the
time of the study.
4.5 Distributional Forecast Performance
Another obvious question was whether the other parameters studied would improve the forecasting
accuracy. This was a key question since including these parameters would greatly increase the
complexity of the forecasting system by increasing the number of parameters that would need to
be maintained. As discussed earlier, increases in complexity lead directly to increases in system
maintenance costs and errors. Also, empirical studies have shown that complex methods do not
outperform simpler methods in terms of forecast accuracy (see § 10.1), which is consistent with
the results observed here. In this particular case, specifying a different distribution for every
combination of product type, store type and size assortment would mean going from a single error
distribution to over thirty.
Thus, a performance evaluation of the various alternatives was undertaken. For this evaluation
the continuous ranked probability score(CRPS) was used to compare the error produced by different
demand distributions (Gneiting et al., 2007). The CRPS, which expresses a kind of distance between
the predicted probability density function (F) and the value that materializes (xa), is defined as
CRPS(F, Xa) j[(P(x) - Pa(X)]2 d(y),
Period 2 Forecast Error vs. Comparable Dispersion
CRPS Definition
0 20 40 xa 60 80 100
x
Figure 4.7: CRPS Definition
where P and Pa are cumulative distributions:
P(x) = j F(y)d(y)
and
Pa(x) H (x - xa),
where
H(z) = 0 z <0
1 z >0
is the Heaviside function (Hersbach, 2000).
The CRPS measures the difference between the distribution being evaluated and a perfect
distribution. This perfect distribution is a Heaviside function with the step at the value of the
observation. In other words, the CRPS measures how close the demand distribution gets to one
that had perfectly predicted the value that was observed (see Figure 4.7). Thus, the CRPS com-
putes a single value for every actual value observed and from these individual scores an overall
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distribution can be generated (please see § 10.2.2 for a more
the performance of the single error distribution established
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complete discussion). Figure 4.8 shows
in § 4.1.
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Figure 4.8: Performance of Distributions by Period
One drawback of the CRPS is that it is computationally intensive. To minimize this problem
while still producing meaningful results, a random sample of ten-thousand observations was taken
from the available data. Using this sample, the CRPS was computed for both the single distribution
and the different distributions being evaluated. The following sections will review the results of
this analysis for the various attributes discussed above.
4.5.1 Distributions by Size Assortment
Period Mean CRPS Percent Difference
1 (13.71,15.70)
2 (13.12,14.54)
Table 4.7: 99% CI on Performance Impact of Distributions by Size Assortment
The first, and potentially the most critical, segmentation of demand distributions that was
analyzed was that for differences in the size assortment. This adjustment had been identified by
senior Zara managers as particularly important given the sequential nature of the distribution
decisions envisioned for the new system. As discussed previously, the main concern was that
without some adjustment for the increase in expected demand that results from offering more sizes
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Figure 4.9: Performance of Distributions for Different Size Assortments
the inventory allocation at the color level would be insufficient at the size level. Thus, the CRPS
distribution produced by the different distributions generated based on the item size assortment
was compared to that of the single distribution. This was done for both period 1 and period 2 (see
Figure 4.9).
The results show that the distributions generated based on the size assortment perform worse
than the single distribution for period 1 and period 2 (see Table 4.7). That is, the single distribu-
tion has an average CRPS score that is lower than that obtained by using multiple distributions
according to the differences in sizes. Moreover, Table 4.7 shows that the 99% confidence interval on
the mean CRPS mean value does not overlap zero, so that the difference is significant. These results
are somewhat puzzling since the increase in demand with an increase in the size assortment is a
well documented phenomenon. One possible explanation for this discrepancy is that the evaluation
was performed after the demand data was aggregated across all of the sizes so that the benefit
at the size level was not fully captured. However, a size level analysis was not feasible given the
computationally intensive nature of the CRPS and the amount of data that would be needed to
produce meaningful results at the size level.
4.5.2 Distributions by Store Type
As with the size assortment, the CRPS performance of using different distributions for each type
of store was compared to that of the single distribution. The results of this analysis show that the
separate distributions slightly underperform the single distribution (see Table 4.8 and Figure 4.10).
Density Plot of CRPS for Period 1
This is somewhat surprising since the stores in each of these categories is rather distinct from the
stores in the other categories.
Period Mean CRPS Percent Difference
1 (2.41,2.73)
2 (0.16,0.69)
Table 4.8: 99% CI on Performance Impact of Distributions by Store Type
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Figure 4.10: Performance of Distributions by Store Type
4.5.3 Distributions for "Basico" and "Fantasia"
The results of the performance evaluation of using separate distributions for the "basico" and
"fantasia" items are shown in Figure 4.11. The most obvious feature of these graphs is that it
is difficult to tell the difference between the two distributions. This is further confirmed by the
confidence intervals in Table 4.9 which show that the difference in the CRPS performance is less
than one percent.
4.5.4 Distributions by Buyer and Store Type
The other segmentation of demand distributions analyzed was for different combinations of item
buyer and the store type. These two dimensions were analyzed together because they are often
handled this way within Zara. As with the "basico" and "fantasia" categories, the CRPS distribu-
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Figure 4.11: Performance of Distributions for "Basico" and "Fantasia"
Period Mean CRPS Percent Difference
1 (0.05,0.40)
2 (-0.74,-0.20)
Table 4.9: 99% CI on Performance Impact of Distributions for "Basico" and "Fantasia"
tion resulting from using a different distribution for each product and store type combination was
compared to that of the single distribution (see Figure 4.12).
Period Mean CRPS Percent Difference
1 (2.96,5.18)
2 (26.38,31.76)
Table 4.10: 99% CI on Performance Impact of Distributions by Buyer and Store Type
These results show that using multiple distributions underperforms the single distribution in
both periods. The confidence interval analysis shows that the underperformance is small in period
1 (less than 6%), but significant in period 2 (over 26%) (see Table 4.10). This implies that there
aren't significant differences in the demand distributions for different buyer and store type combi-
nations and that attempting to use multiple distributions introduces noise into the forecast. This
contradicts some of the established practices at Zara that use store type as an indicator for the
expected demand profile at a store.
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Figure 4.12: Performance of Distributions for Different Buyer and Store Types
4.6 Conclusions
The results of the performance analysis in the previous sections showed that the different distribu-
tions by size assortment, product type, and store type did not improve the accuracy of the demand
distributions. One plausible explanation for this is that the information that could be potentially
captured by the different distributions has already been captured in the point forecast. This is likely
since the point forecast for each item and store combination is based on information from similar
items and similar stores. Thus, generating an error distributions along similar categories is unlikely
to yield significant differences. Based on these results, it was concluded that separate distributions
for these categories were not needed. The analysis did not eliminate the potential size-level benefit
of the size assortment distributional adjustment. However, given the magnitude of the adjustments
generated by the size factors, the decision was made to use the single distribution until there was
more evidence that the size adjustment was necessary.
The following chapter will take a slightly different perspective on the question of demand fore-
casting and explore the benefits of using a qualitative forecast at Zara.
Density Plot of CRPS for Period 2
Chapter 5
Expert Forecasting at Zara
The environment at Zara is one in which expert opinion is a major factor in almost every decision.
The demand forecasting and distribution of new items is no exception. Interviews with different
Zara employees involved in these activities revealed that the adjustment of demand estimates and
desired "coverage" levels for store inventories is commonplace and seen as a necessary part of an
effective process. However, the method by which these adjustments are made is largely ad hoc and
their occurrence is poorly documented.
5.1 Empirical Study
This situation brought up an important question during the forecast development phase of the
MIT5 project: What is the best way to incorporate information available from Zara experts into the
demand forecast?
This was a particularly difficult question to answer because of the lack of relevant historical
data to evaluate the expert forecasting or forecast adjustments taking place at Zara. That is, it
was not possible to go into the Zara system and extract information related to the expert opinion
of the expected demand for a product and compare it with its actual demand. Moreover, it was
not possible to simple go back and ask the experts their opinion of products that had already been
out in the market without introducing large uncertainties. Thus, without an emperical study, it
was impossible to determine the accuracy of the experts in predicting the demand for a particular
product.
In order to answer this basic a question a study was performed to measure the forecast per-
formance of a sample of Zara experts. The study sought to answer the following key question:
What is the relationship between the expert opinion and the actual demand for the product? More
specifically, the study framed this question in the form that it would most likely occur at Zara:
How will this new product perform relative to this similar product (better or worse)?
The study was conducted over two months during the spring and summer season of 2010. The
respondents in the study were all current Zara product experts that regularly made decisions based
on their intuition of the potential demand for new products. The respondents included product
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Figure 5.1: Paper Survey
buyers, distribution personnel, and country managers. Additionally, the products that the experts
were asked to forecast were taken from the group being released as part of Zaras normal biweekly
distribution schedule. This method had two key advantages. First, the questions in the study were
asked at the time when the Zara experts were thinking about these new products and would have
the most relevant information. Second, the products were as representative as possible of those
whose demand the MIT5 project was attempting to forecast (they are the same).
Although the study focused on answering one key question, the respondents were asked two
different questions in order to get as complete an answer as possible with minimal disruptions to
the Zara work flow. First, each expert was asked to predict how a new product would perform
relative to a similar product in terms of the total number of units sold: much better, better, worse
or much worse. With the help of Zara personnel, much better or worse was defined in terms of
additional units sold of the new item relative to the comparable item as ±15%. Additionally, to
make the study fair to each respondent, buyers and distribution personnel were asked to predict the
worldwide performance of the product while country buyers were asked both about the worldwide
performance and their country specific performance.
Second, the experts were asked to predict the breakdown of the responses of other respondents
(the other experts) between better and worse. This question sought to evaluate each experts meta-
knowledge of the environment. Information of this type has been suggested as an alternative to
simple performance tracking in identifying the true experts in a group (Prelec and Seung) in order
to improve the group prediction. The underlying assumption is that a person with a higher level
of expertise will know not only the answer to the question, but also how others might be misled.
Given that the goals of the empirical study was to identify ways to use the knowledge of the Zara
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to the comparable item?
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Figure 5.2: Web-Based Survey
experts to improve the accuracy of the demand forecasts, the potential use of the meta-knowledge
data warranted the additional survey question.
The first part of the study was performed using a paper questionnaire (see Figure 5.1). For
this survey, the two items used for each question were brought to each respondent and the survey
administrator recorded the responses. However, this became too cumbersome (it took several hours
to complete the process) and the decision was made to develop a web-based version (see Figure 5.2).
For the web-based version, the sets of items were made available to all the respondents before the
survey was administered and the survey included pictures for futher reference.
In total, the survey produced 1483 responses (629 paper and 854 web) on 68 different new items
over the course of 8 weeks which resulted in 12 different groups of items. 46 different respondents
participated in the survey with each of the three key functions represented: 7 buyers, 29 country
managers and 10 members of the Zara distribution department. On average 22 respondents par-
ticipated in each round and the average respondent predicted the performance of 30 items over the
course of the survey.
5.2 Analysis
As stated previously, the purpose of the study was to determine the relationship between the opinion
of experts at Zara about the demand for a new product and the actual demand for that product.
The first question in the study addresses this directly and was analyzed by computing a percent
correct metric that gave credit to a respondent that correctly predicted the relative performance
of the new item relative to the comparable item. For simplicity, "Much Better" and "Better" were
treated as the same response. Similarly, "Much Worse" and "Worse" were treated as one response.
Thus, the performance of each respondent, i, was measured as follows:
Pi = pij/J,
where j is an index over the set of products whose performance the respondent predicted, J is the
number of products that the respondent predicted, and
Pi 1 rij = Rj
0 rij =, Rj
where rij is the codified response of the respondent for each product and Rj is the actual perfor-
mance of the new product (also codified). Rj was determined by comparing the demand of the new
item to the comparable in the stores that carried both items over the first three weeks that each
item was in the store. The group performance was then computed as follows:
PG=YpG - Zi/G,
iEG
where G is the group of respondents being analyzed (e.g. buyers, country managers, etc.).
The analysis was adjusted to resolve any obvious inequities. For example, the responses from
buyers were compared only on the basis of products that fall under the particular buyers purview.
Similarly, responses from country managers were analyzed not only in terms of worldwide demand,
but also in terms of their country specific demand. Thus, the study directly measured the accuracy
of the Zara experts along with how their accuracy varied by product type and job function.
5.3 Results
Before the analysis of the respondent performance began, the performance of the respondents on
each style of survey (paper vs. web-based) was analyzed. Although the performance was higher on
the paper survey, the 95% confidence interval shows that the format of the survey did not have a
significant impact on the results (see Table 5.1). Based on these results, the data for both surveys
was combined and analyzed as one unit.
Paper Web 99% CI on Difference (%)
53.3% 49.7% (-3.26,10.38)
Table 5.1: Survey Style Performance Differences
After the data sets were combined, the performance of each of the groups surveyed was com-
pared. The results are show in Table 5.2. The best performing group were the buyers with 54.8%
accuracy at a global level followed closely by the country managers with 53.6% at a country level.
This was consistent with the expectations of the Zara personnel who argued that the buyers had
the best global vision of trends and the country managers had the best country specific information,
but did not worry about global trends.
Function Global (%) Country (%)
Buyer 54.8
Country Manager 51.4 53.6
Distribution 50.3
Table 5.2: Average Survery Performance by Function
However, the accuracy figures were significantly lower than what was expected by everyone at
Zara. All of those interviewed before the start of the survey had expressed confidence that the
accuracy would be closer to 60% or even 70%. There are two possible explanations for the low
aggregate performance. One explanation is that the question asked in the study was too difficult.
This is partially supported by the high correlation in the performance of the new item relative to its
comparable (see Figure 5.3). The performance of the two items is so similar that determining when
a new item will do better than its comparable is exceedingly difficult. Much more so than simply
identifying a good new item or a bad one. However, since the quantitative forecast already includes
all the available information on the comparable items (see § 3), only this type of comparative
information is useful in improving the overall forecast.
The other explanation is that while there are some very good experts within Zara, there are also
some that are not so good. This second explanation is supported by the variance in the distributions
of individual respondent performance (see Figure 5.4).
Given the differences in performance between the respondents, an analysis was performed to
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Figure 5.3: New vs. Comparable Demand for Survey Items
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Figure 5.4: Individual Respondent Performance
determine the benefits of identifying the "true" experts within the group and weighting their opinion
more heavily. This was possible to measure because the study was conducted in a series of rounds
and most respondents participated in the majority of the rounds. Thus, the first idea was to weight
the opinion of each respondent based on their previous performance and create a group prediction:
0.8 1.0
Global Demand for New Item vs. Comparable Item
0
Group Prediction Performance
0.2
Percent Excluded Based on Previous Performance
Figure 5.5: Expert Prediction Performance by Expert Selectiveness
r= w rii)
where rij is defined as before and
Wi = P* / Pi*,
where P* is the performance of respondent i on all previous products predicted. Then, the group
performance on each product can be computed as follows:
rG > Rj
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Figure 5.6: Expert Experience vs. Average Experience
Lastly, the group performance over the current set of products being predicted, T, becomes
PG= - G
jczT
Another idea was to use the previous performance to eliminate respondents with low performance
and only listen to the rest, so that the group prediction would be calculated as follows:
where G* is the set of respondents whose previous performance exceed a certain threshhold (e.g.
top 70%). Finally, a combination of these was attempted. Figure 5.5 shows the results of this
analysis. The combination of listening only to the top 50% of performers (based on their previ-
ous performance) and then weighting their opinions accordingly has the best results. With this
approach, the "group" forecast performance increases to over 62%.
This remarkable result immediately begged the question: Who are these true experts? One
theory was that the true experts were the respondents who had most experience answering the
questions. That is, those that had participated the most in the study. However, when the average
experience of the experts (i.e. that were in the top 50% in terms of performance) was compared to
that of the average respondent, the experts were found to have, on average, slightly less experience
(see Figure 5.6).
5.4 Recommendations
Based on the low individual performance of the respondents in the study, the decision was made
not to incorporate an expert forecast into the overall forecast. However, based on the performance
of the group forecast, a recommendation was made to incorporate something similar at a future
date. This would require the collection of expert opinion in a systematic way. Ideally as part of
the Tablas Dinamicas user interface.
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Part III
Distribution Optimization
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Chapter 6
Distribution Optimization
The following sections will review the optimization formulations developed as part of the MIT5
project. However, the description will be largely qualitative in nature. For a detailed discussion
of the mathematical development of the formulation please refer to the working papers by Gallien
and Mersereau.
The main focus of the discussion will be the main dynamic program formulation which optimizes
the shipment decision for each item across all of its sizes. That is, the dynamic determines the
total quantity that a store should receive of a given product, but not how many units of each size
it should receive. The breakdown across sizes is determined using a smaller mixed-integer program
discussed later. This architecture was chosen to minimize the complexity of the dynamic program
and to leverage work previously done to develop the size mixed-integer program.
6.1 Dynamic Program
As mentioned previously, the key inputs into the optimization are the distributional forecasts.
These forecasts provide the expected demand distribution for a given product at each store within
the network for both the initial period and for future periods. Using these demand distributions,
the goal of the optimization is to minimize the cost of both lost sales (under-supply) and excess
inventory (over-supply) across the network of stores and over the entire selling season.
This situation fits the description of a dynamic program. A key aspect of this type of problem is
that it requires balancing the desire for low present cost with the undesirability of high future costs
(Bertsekas, 2005). This means that the optimization decisions (in this case shipment decisions)
cannot be made in isolation. That is, the quantity shipped today not only affects the costs in the
current period by determining how much demand is converted into sales and how much inventory
is left over, but also affects the costs in future periods. The impact on future costs is a result of the
inventory constraints that link the various periods, so that any units shipped today are no longer
available to be shipped in the future. Thus, the decisions today determine the costs in the current
period and limit the set of decisions that can be made in the future.
Additionally, as discussed previously, there are strong information dynamics in terms of the
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accuracy of the demand forecast that must be captured in order to obtain a reasonable solution.
These information dynamics are the direct result of having to forecast initial demand for the new
product based on surrogate information rather than actual product sales because no sales have
yet occurred. Thus, as the demand forecast is updated based on the observed sales of the new
product, the quality of the forecast improves. This improvement means that future shipments can
be more accurately determined than current ones and creates an opportunity to withhold some
initial inventory in order to be able to take advantage of the improved information in the future.
Mathematically, the overall optimization problem can be formulated as follows:
[ ( D+ (c2 (D - 2 + h2 (w. + q? - D)±){q:, qj1±qj2 W l}
where q1 are the first period shipments, q are the second period shipments, D1 is the first period
demand, D? is the second period demand, w? is the remaining inventory when the second period3 3
shipments arrive, and cI, c2 and h2 are the first period underage costs, second period underage
costs and second period overage costs, respectively. The first term in this formulation represents
the cost of lost sales or unmet demand in the first period. The second term represents the cost
of unmet demand in the second period taking into account the second period shipments and the
inventory left over from the first period. The last term represents the cost of excess inventory at
the end of the second period. Notice that there is no term for the excess inventory at the end of the
first period since it is assumed that this excess inventory has the potential to be sold in the second
period. This formulation represents an open-loop problem in that there is no feedback between the
future and current decisions, so that the system is not self-correcting. Also, the fact that there are
only two periods in the formulation is noteworthy. This was the result of assuming that the key
dynamics take place during the first shipments, so that the size of the problem can be significantly
reduced by treating all future shipments as taking place in a single period without a significant loss
in accuracy. It should be noted that this formulation does not make explicit the dependence of the
demand in the second period on the first-period outcomes.
The equation above represents the total costs of both missing sales and having excess inven-
tory across the whole store network over the entire selling season. However, it is not possible to
solve this equation. That is, by the dynamic optimality principle the problem needs to be solved
sequentially starting with the final time horizon and applying some backward induction mechanism
to determine the optimal initial decisions (Bertsekas, 2005). For this problem, the same result can
be accomplished by dividing the problem into a problem for each period. Doing so, results in the
following formulation for the first period:
min E [ c (DJ - qj)+ + J(w 2 , [y
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with i and J representing the optimal cost-to-go function for the second
{j=(ql - D3B)+
period problem. Similarly, the second period problem can be described as follows:
J(w 2 , [ibflt) mn [z (c2 - - + h2  + q -D ,
with jb2 - ) . In this formulation the information dynamics are captured by the
differences between D? and b. This formulation captures the key aspects of the problem, but is
.7 3.
not a linear representation. This means that large instances of this problem are difficult to solve
reliably with commercially available optimization software, such as CPLEX, without additional
manipulation.
min c' IP(D = d)j,d +Aw 2 + Vj + h 2  bj
dEsup D!
s.t.:
Qj= q!+b>pn Vj
W - q - Zb!rn 0
jM j
3 3
uJ,d !d-q.-x 3 V,dEsupDJ
3 3 Vj
qj+x§2 dz q - x j, d Ej sup D
Uj,d > 0 Vj, d E sup D ?B
! < b (Mj - rfnj - X ) 3Vj
b 3.(mj -- my) < qj!+ 9 Vj
q +x9 - d = jg- Vj,d G sup DB
aj,d :5 rj,dMy Vj, d (E sup Di B
bj,d (1 - rj,d)d Vj, d E sup DB
Vj A c2 1 P(kj)E[DT 2 | kLT ]
k3 ' k3]
kg E Kgj
+ S P(DB = d)(Aaj,d - (c2 + A)Yj,d + (c2 + h2 )Zj,d]
dEsup DB
Yj,d aj,d Vj, d E sup DOB
Yj,d b(M - j- max{x - d,0}) + max{x - d,0} Vj,d E supDgB
Zj,d > ak(d) IYj,d + /kj(d),I Vj, d E sup Df E
bj rj,d E {0, 1}; qj, 2 , V3 j,d, aj,d, bj,d 0
Figure 6.1: Dynamic Program Formulation
In order to linearize the formulation, a Lagrangian relaxation was employed to soften the con-
straint that the shipments cannot exceed the inventory available. Thus, in order to enforce this
constraint a series of optimizations are then performed with varying values of the Lagrange param-
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eter (A) until a solution is found that meets the constraint. Along with the Lagrangian relaxation, a
linear approximation of the shipment quantity that would be sent to a store for a given the demand
distribution and underage and overage costs for a given store was employed to simplify the problem.
Similarly, a linear approximation was used to estimate the number of units that would be left over
in each store for a given set of shipment decisions. Finally, a series of auxiliary variables were used
to enforce the positive side constraints. The resulting formulation is shown in Figure 6.1.
Taking a closer look at the formulation, it is possible to see that the objective function is
composed of four key components. The first component is the cost of unmet demand where cl is
the cost of a lost unit of demand, d is an index over all the possible levels of demand, D! is the first3
period demand distribution, and Ujd represents the units of lost demand for each level of possible
demand d. The second term is a penalty for the available inventory left at the distribution center
for the second period w2. This parameter is the result of the Lagrangian relaxation and allows
the optimization to be "tuned" until the inventory constraints are satisfied. The third component
is the second period costs of unmet demand and excess inventory given the first period decisions
assuming the best second period decisions, represented by Ej Vj. The last component is a penalty
for the require display stock for a given item where h2 is the cost of a unit of excess inventory at the
end of the second period, b' is the binary store blocking variable, and fim is the minimum display
stock for store j. The minimum display stock represents the amount of inventory needed by stores
in order to set up an appropriate display of the product. It is assumed that an appropriate product
display is necessary to foster demand, so that without the minimum display stock sales would not
occur. This factor encourages the system to concentrate inventory in a smaller number of stores
for items that require a large display to foster sales. Similarly, the descriptions of the constraints
are as follows:
e Nominal shipment quantities:
Q) = qj + bjfi Vj,
where Q! are the nominal shipment quantities for store j, q! are the quantities available for
sale, b1 are the binary store blocking variables, and nj is the minimum display stock. This
'3
constraint enforces that the actual shipment quantities are the sum of the units available for
sale and the required display stock.
" First period inventory constraint:
W1 -( gJ- > 0,
3 j
where W 1 is the available inventory at the start of the first period. This constraint ensures
that the shipment quantities in the first period do not exceed the available stock in the first
period.
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e Second period inventory constraint:
w 2= Wl+W 2- (q3 - ( bfin,
j j
where w 2 is the net available inventory at the start of the second period and W 2 is the
additional inventory that arrives at the warehouse during the second period. Similar to the
previous constraint, this constraint ensures that the sum of the shipments in first and second
period do not exceed the total available inventory, including the inventory that arrives at the
distribution center for the second period.
" First period lost sales:
uj,d 2 d - q - x Vj, d E sup DJ,
Uj,d 0 Vj, d E sup Dj,
where Uj,d are the lost sales for a given level of demand d and xQ is the beginning inventory
in the store. This last variable was included so that the system could be used to replenish
inventory, but is set to zero during normal operations. These constraints compute the lost
sales in the first period for each level of expected demand by enforcing the positive side
constraints previously discussed.
" Minimum and maximum shipment constraints:
qj < b (My - ~g x) Vj,
b (mj - ~ng) : qj + x.9 V.
These constraints enforce the minimum and maximum shipment quantities dictated by Zara.
" First period excess inventory:
q+ +x. - d = aj,d-b, Vj,d supD B
aj,d< ry,dMj Vj, d E sup DOB
bj,d (1 - rj,d)d Vj, d E sup DB
where aj,d represents the stock left in store j for a given level of demand d and bj,d and rjd are
the auxiliary variables that enforce the positive side constraints mentioned previously. These
constraints compute the excess inventory at the end of the second period.
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e Second period cost-to-go function:
V A c2 [ P(kj)E[D'T+ 2 I k3]+ Z P(D -- d)[-a-- 2 + A)yj,d (c2 +h2 )zj,d),
kg EKj dEsup DB
where c2 is the cost of a lost sale in the second period, bLT+2 is the lead time demand
distribution, /Cj is the set of demand clusters, DOB is the observed demand distribution, Yj,d
is the inventory available for sale in the second period, and Zj,d is the excess inventory at the
end of the second period. The second period cost to go function represents the optimized
cost of lost sales and excess inventory in the second period given the first period decisions.
" Second period minimum available inventory for sale:
Yj,d ! aj,d Vj, d E sup D O.
This constraint enforces that the inventory available for sale in the second period is greater
than the inventory left over after the first period.
* Second period maximum available inventory for sale:
Yj,d < b'(M - nj- max{x - d, 0}) + max{xQ - d, O} Vj, d E sup D A.
This constraint enforces that the maximum inventory available for sale in the second period
is less than the maximum shipment quantity minus the minimum display stock.
" Excess inventory at the end of the second period:
zj,d > akj(d),l Yj,d + Okj(d),l Vj,d E sup D7 B
This constraint computes the excess inventory at the end of the second period based on a
linear approximation of the underlying newsvendor function.
" Other constraints:
b, rjd E { 0, 1}; q, V, Uj, , ayd, byd > 0
6.1.1 Lambda Search
As mentioned previously, the dynamic program formulation discussed above requires a search for
the value of A that satisfies the available inventory constraint. This search is necessary because, as
its name implies, the Lagrangian relaxation relaxes the constraint that the total shipments between
the first and second period cannot exceed the total available inventory. That is, rather than being
a fixed constraint this constraint is enforced through the A penalty and there exists only one value
of A for which the solution of the dynamic program satisfies the constraint. Thus, in order to find
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a feasible solution to the overall problem, the dynamic program needs to be solved for different
values of A until the critical value is found.
The best way to find the critical value of A is to perform a line search over the range of possible
A values. In order to perform this search, the following algorithm was used:
1. Define:
(a) W=Wl+W2_Ej q DIB IP(D,9 = d)(yj,d - aj,d)
(b) A - right end-point of current search range
(c) B - left end-point of current search range
(d) C - mid-point of range
2. Solve DP with A = h = A, if WA > 0 then end search, else continue. { This step solves the
problem with the value of A that yields the most shipments. If W > 0 then the search can be
stopped since no other values of A will further reduce W.}
3. Solve DP with A = -c 2 = B, if WB 0 then end search, else continue. { This step solves the
problem with the value of A that yields the least shipments. If W < 0 then the search can be
stopped since no other values of A will further increase W. If the W > 0, then there exists a
value of A that will make W = 0, so that the search should continue}
4. While |WI > 0.05W 1 repeat the following:
(a) Solve DP with A = C = B - W B-A ), if WAWc < 0 then B = C and WB = Wc,
else A = C and WA = WC
(b) If |A - B| < 0.1 then end search, else continue.
5. If 3. ended by b), then look at last two solutions and pick the one that had the largest total
period 1 shipment.
6.1.2 Expected Profit Function
Finally, in order to facilitate the interpretation of the optimization results, a total cost function
was formulated as follows:
E[II] = E[profit from sales] - E[loss from excess inventory]
= clE[sales in period 1] + c2E[sales in period 2] - h2IE[excess inventory]
Taking advantage of the variables defined for the main optimization problem in section 1, this
formula can be written as follows:
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E[H]= IP(Dj = d) (c'(d - ui,d) - c2d)
d~sup D
+ IP(D =d - - Zj,d + d) - h2 zj,d) - h2bj
dEsup D 7 B
This function differs from the objective function shown in § 6.1 in that it only captures the
actual expected dollar costs of the shipment decisions. As such, it does not include terms related
to the Lambda search or display stock constraints.
6.2 Mixed-Integer Program
The final step in the optimization process is to allocate the desired total shipment determined by
the dynamic program across the different sizes. The goal of this process is to allocate the total
shipment in proportion to the demand for different sizes in order to maximize total sales across
different sizes. This is effectively a smaller scale optimization constrained not only by the available
inventory at the warehouse of each size of an item, but also by major size constraints. The major
size constraints are a result of the Zara practice of removing an item from sale if one of the major
sizes (sizes in the middle of the size range such as medium and large) are exhausted. This practice
prevents customer dissatisfaction with the store's inventory management by ensuring that items
on display always include the most popular sizes. This tends to reduce customer dissatisfaction
because customers who are looking for an extreme size (e.g. small or extra large) tend to blame
themselves when they don't find their size whereas people looking for a middle size tend to blame
the company. As a result of this practice, it does not make sense to ship more units of a minor size
to a store that has exhausted its major sizes. Moreover, this practice creates the need to consider
shipment decisions across different sizes instead of independently for each size. The mixed-integer
program formulation in Figure 6.2 captures these constraints and the objective of meeting the
desired total shipment quantity.
This formulation was developed by relying heavily on the work by Caro and Gallien (2010) and
Correa (2007), but removes the second term in that formulation which served as a surrogate for the
dynamic program employed in this system. The key variables in the formulation are the total sales
across all sizes zj in store j, the units of each size s shipped to each store q1j, and the available
inventory of each size wl. Notice that the quantity decision of the dynamic program becomes a
constraint for the mixed-integer program, so that the two formulations are inherently linked.
6.3 Sensitivity Analysis
As part of the development of the formulations discussed in the previous sections, a series of
sensitivity analyses were performed to help characterize the behavior of the system and identify
any problems. For each sensitivity analysis, the optimization parameters were varied one at a time
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Figure 6.2: Mixed Integer Program Formulation
and the change in the resulting solution was analyzed. Particular attention was paid to system
behavior that did not align with logical expectations. This section will review the results of one
such analysis to illustrate the procedure.1
MIT5 Sensitivity Analysis
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1The figures shown in this section were created by Alberte Dapena and Martin N6voa.
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Figure 6.5: Sample MIT5 Sensitivity Analysis - Exposition Stock
Figure 6.3 shows the general optimization parameters for a given article as well as the results of
the sensitivity analysis for the initial available stock. The sensitivity analysis varies the available
stock from its initial level by as shown (e.g. -1000 units, +1000 units, +3000 units). For each
level, including the original level, the results of the optimized distribution are summarized (see
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Figure 6.6: Sample MIT5 Sensitivity Analysis - Cost of Excess Inventory
plots below). For the available stock, the sensitivity analysis shows that, all else being equal, as the
available stock increases, the system will send inventory to more stores, but not necessarily more
to each store (the numbers on the x-axis of the plot represent individual store numbers).
Similarly, Figure 6.4 shows the sensitivity results for the length of the second period. The
results show that when the length of the second period is small (N = 1), the system ships less
units to more stores. This makes sense because as the length of the second period decreases, the
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expected second period demand also decreases. When the length of the second period is large (N
= 10), the system sends inventory to more stores because even if the first period demand in a store
is low, the second period is so long that the inventory is likely to be sold anyway.
Figure 6.5 shows the results of the sensitivity analysis for the exposition stock. This is the
amount of inventory necessary to display the item in the store. These units are assumed to always
be used for display purposes and never sold. Thus, they effectively represent a cost of entry into a
store. As expected, the sensitivity analysis shows that as the minimum exposition stock increases,
the system prefers to send to fewer stores to reduce the amount of unsold inventory.
Lastly, Figure 6.6 shows the results of the sensitivity analysis for the cost of excess inventory
at the end of the second period. The results show that the system is insensitive to the cost of
excess inventory at the end of the second period. This is a puzzling result, but is explained by the
strong interaction between the expected demand, available stock and the cost of excess inventory.
When available inventory is low relative to the expected overall demand, then the likelihood of
excess inventory at the end of the second period is low, so that the cost of excess inventory does not
significantly affect the optimization results. This was confirmed by performing sensitivity analyses
of the type shown here for varying levels of available stock and cost of excess inventory.
The results shown in this section are just one example of the large number of sensitivity analyses
performed and are meant only to illustrate the process. The goal of the analyses was mainly to
exercise the system in a controlled manner so that errors in the formulation could be identified.
The analyses often led to modifications in the formulation and then to further series of sensitivity
analyses. Other times, the results of the sensitivity analysis led to questions regarding the correct
interpretation of certain constraints and to discussions with Zara personnel regarding the rational
behind certain business practices. These discussions often led to a better understanding of Zara's
objectives and to further modifications to the problem formulation. This iterative process was
followed throughout the development of the optimization system.
6.4 Conclusions
The formulation discussed in this chapter required several months to develop and was updated
multiple times as the business priorities and constraints were better understood. Also, after the
formulation was completed including both the dynamic and mixed integer programs, the decision
was made to validate the system using a large scale simulation. The results of this validation also
drove a series of updates to the formulation. The following chapter will discuss the validation effort
and the results.
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Chapter 7
Performance Evaluation using
Simulation
Evaluating the performance of the recently developed MIT5 distribution system for new products
at Zara was a critical step in the overall project. The original project proposal suggested an
evaluation strategy using both simulation analysis as well as a live pilot. This chapter will discuss
the simulation analysis including its methodology and a review of the results.
7.1 Methodology
As would be expected, the methodology used for simulating the performance of the MIT5 system
was to recreate as closely as possible what would have happened had the new system been used
rather than the old system. The difficulty with this approach is defining what is meant by "what
would have happened". For the MIT5 system simulation, what would have happened was defined
as the sales that would have occurred for a given item at each store. This involved computing
the MIT5 shipment quantities for a given item, using the same input conditions that were used
by the current system, and then estimating the resulting sales at each store based on the demand
for a given item. This section will discuss how items were selected for the simulation, what time
period and scenarios were analyzed, how item demand was determined, and how the optimization
parameters were calculated.
7.1.1 Sampling Strategy
The sampling strategy used for the simulation of the MIT5 system was designed to identify a group
of items that was large enough to make the results meaningful, but not so large that the analysis
became unmanageable. Also, the sample was chosen so that it would not include items that had
been used for any previous analyses to prevent any confounding of the results.
In addition to these general requirements, the following criteria was used to construct a repre-
sentative set:
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" Items that were originally distributed using the current system {Not all new items at Zara
are initially distributed using the Tablas Dinamicas system}
* Items from the Summer 2010 season that started in April or May { This was to avoid the
clearance season as well as to leave some data at the beginning of the season to update the
forecast regression coefficients and avoid any overlap}
* Items proportionally distributed between "basico" and "fantasia"
" Items proportionally distributed by product department
7.1.2 Simulation Period and Scenarios
In addition to a representative group of items, a suitable simulation period and an appropriate set
of simulation scenarios was established. For the time period, the decision was made to focus on the
time during which the new system would have the biggest impact rather than simulating the entire
life-cycle of an item. Since the new system is designed to make the initial shipment decisions rather
than inventory replenishment decisions, the analysis period was defined as the first two weeks that
an item is in the store. However, for the purposes of the simulation the impact of the third delivery
was ignored. This produced two equally sized analysis periods and reduced the complexity of the
simulation. Also, since the first two weeks are the time when the information dynamics previously
discussed are strongest (see § 3.9), the simulation captured the time frame in which the new system
is expected to have the most impact (see Figure 7.1).
Second
First First First Decision + Second
Decision Shipment Delivery Shipment Delivery
Thnrd R3m.Iion + Third
Shipment Divery
Figure 7.1: Simulation Period
For the designated simulation period, three different system scenarios were outlined. These sce-
narios spanned the critical potential combinations between the forecasting and distribution modules
of the new and existing systems (see Table 7.1). This multiple scenario strategy was chosen in order
to estimate the individual impact of each part of the new system.
7.1.3 Estimating Demand
Measuring the results of each of these scenarios required an estimate of the demand in each store
for each item. Without this estimate it was not possible to determine how many units of an item
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Forecasting
Tablas Dinamicas
MIT5 Forecasting
MIT5 Forecasting
Distribution
Tablas Dinamicas
MIT5 DP
Tablas Dinamicas
Table 7.1: Simulation Scenarios
would be sold (or not sold) in a particular store. In general, estimating the item demand in a
given store is easy to do when the stock in the store exceeds the item sales and the store is open
all the days it should be. In this case, the observed sales are the same as the demand. However,
if there are stock-outs or store closures during the observation period, the available data must be
extrapolated in some way to estimate the demand. The best way to do this is not immediately
apparent, but this type of estimate was also needed to estimate the demand for new items and and
the same method was used for the simulation (see § 2.1).
7.1.4 Simulation at the Size Level
In order to run the size MIP as part of the simulation, additional information was required. First,
the proportional demand between each of the sizes was needed. These size demand tables are
typically calculated for each store based on the comparable sales and other factors.
Sizes
Number of Sizes 1 2 3 4 5 6 7 8
1 1
2 1 0
3 0 1 0
4 1 1 0 0
5 0 1 1 1 0
6 0 1 1 1 0 0
7 0 1 1 1 0 0 0
8 0 1 1 1 0 0 0 0
Table 7.2: Major Sizes by Number of Sizes
However, this calculation is rather complex and could not be implemented as part of the simu-
lation. Thus, an approximation was made by using the same generic size demand table previously
used to estimate the demand on days with stock-outs or store closures (see § 2.3). Second, the
size MIP required that the major sizes be identified for each item. Since this calculation was also
cumbersome to simulate, a similar generic approximation was used (see Table 7.2).
117
Scenario
Current
New
Mix
7.1.5 Simulation Parameters
The last step in formulating the simulation was to determine values for the cost parameters and
the minimum display stock used in the optimization: cI, c2, h2 and runj (see § 6.1). The following
formulas were developed with the help of senior Zara managers:
" Cost of lost sales in period 1:
cA Price * Zara Gross Margin = P(O.599).
This represents the lost operating profit that is lost whenever there is a lost sale.
" Cost of lost sales in period 2:
c2 A c 1 - c1(Zara EBITDA)(7/52) = P(O.571).
This represents the lost operating profit that is lost by not having a unit available for sale
reduced by the capital cost savings of not having produced that unit.
" Cost of excess inventory at the end of period 2:
h2 A (Cost Shipment to DC)P(Shipment to DC)
+ (Cost Shipment to Other Stores)IP(Shipment to Other Stores)
+ (Cost Remains in Store)P(Remains in Store)
= P(O.038) + 0.769.
This represents the expected shipment and handling costs of the excess inventory at the end
of the second period.
" Minimum display stock:
rnAj L max{2, (Number of Major Sizes - 1)} 2,
where the major sizes are typically small, medium and large for a total of 3.
For the remaining parameters-initial inventory (W1 ), additional inventory in period 2 (W 2),
minimum shipment quantity (mj) and maximum shipment quantity (M)--the values currently
used by the "Tablas Dinamicas" were be used.
7.2 Evaluation Strategy
At this point it was possible to determine both the shipments to each store and the demand
at each store, but this still left the question of how to evaluate the quality of the distribution
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decisions. More specifically, what metrics should be used to measure the performance of a given
system across the entire network of stores. To answer this question it was convenient to leverage
the work previously done at Zara to evaluate simulations of this type. In particular, the paper
by Caro and Gallien (2010) defines a "shipment success ratio" (S/S) and a "demand cover ratio"
(S/D) that were particularly applicable. The shipment success ratio measures the proportion of
the total shipment that was successfully sold. The demand cover ratio measures the portion of the
total demand that was met. The same paper defines two secondary metrics that were helpful in
providing a fuller picture of the distribution: the "store cover ratio" (SC) and the "display cover
ratio" (DC). These metrics look at the number of stores in the network that had stock and the
number that had stock greater than the minimum display quantity, respectively. In addition to
these previously established metrics, one new descriptive metric was defined that measured the
percent of the total unsold stock in the system that remains at the distribution center at the end
of the analysis period. In other words, a "distribution flexibility" (DF) metric. This metric was
thought to be particularly relevant in evaluating the new system since it is this type of flexibility
that the new system is attempting to leverage by looking at the information dynamics between
periods.
For convenience, these metrics were formulated in terms of the variables defined for the MIT5
dynamic program formulation (see § 6.1):
E s qi if qt < D
" SS A Sales/Shipments = ' where Qj = q) + fy and St =
i'* 3 D3 otherwise
* SD A Sales/Demand = E s
" SC A Stores(q) + Ay > 0)/All Stores = b t/(J * T), where J is the set of all stores in
the system and T is the total number of periods
" DC A Stores(q) + x > fi)/All Stores = Zjcjt V/(J * T), where
b _ if q +xA inj
0 otherwise
W1+W 2 -Zg Qt
" DF A Stock at Warehouse/Stock in System =wi+w2_ S
Note that the S/S, S/D and DF are more important than the SC and DC metrics because
in a situation with limited stock the ideal system would favor the former and sacrifice the latter.
That is, the ideal system should try to make good shipments to a smaller subset of stores rather
than poor shipments to many stores. Also, note that values closer to one are more desirable for all
the metrics.
After these set of metrics were reviewed with Zara managers, they suggested the addition of
some measure of the expected inventory cycle time for the stock that remains in the stores at the
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end of the observation period. In particular, they favored a forward looking metric that would use
the real or expected future demand as its basis. Thus, this new metric was added and defined as
follows:
EM- S t)CT= .
However, since this metric is store dependent, it was necessary to calculate an average inventory
cycle time, CTA, for all the stores in the system along with an inventory cycle time trend or slope,
CTS, in order to measure the total system performance. Figure 7.2 shows how these two metrics
would combine to summarize the hypothetical results plotted in the figure. The goal is for the
system to lower the CTA as much as possible, while still maintaining CTS greater than or equal to
zero. In order words, while it is important to have faster inventory turns at the store, it is equally
important to ensure that if there is going to be excess inventory that it at least be where the future
demand is highest. However, if the expected inventory cycle time goes beyond the remaining time
in season, it is preferable that the cycle time of high demand stores be lower because this will not
affect total sales and will decrease the amount of inventory that will be wasted or sold at a discount.
Inventory Cycle Time
CTA CTs
O 20 40 60 80 100
Store Demand
Figure 7.2: Inventory Cycle Time Metrics
The CTA and CTS were defined mathematically as follows:
o Average inventory cycle time:
1 EtQ - St)CT A = N
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where N is the number of stores in the system. Notice that the CTA is the same as the slope
of the linear regression equation between cycle time and store demand.
* Inventory cycle time trend:
N [D (t(Qs ) - j D (3  E(Q-S.)
CTS= -- j- -NZ 3 (D )2 - (E. D )2
Finally, it was desirable to compute a summary metric that gave an estimate of the expected
cost resulting from the distribution decisions. Again, taking advantage of the variables defined for
MIT5 Dynamic Program, this expected cost formula was defined as follows:
e E[I] - Expected Cost = E [cost of lost sales] + E[cost of excess inventory]
= c1E[lost sales in period 1] + c2E[lost sales in period 2] + h2E[excess inventory]
=c C E(D - S!))+ C2 (jD? -S? + h2 _g
7.3 Simulation Results
For the full simulation a total of 159 items from the summer 2010 season were analyzed. For
each item, shipment decisions were computed for the 1170 stores for which store clusters had been
previously calculated and compared with those of the current system. The following sections will
review the results of that analysis.
7.3.1 First Shipment
As mentioned previously, the overall goal of the simulation was to estimate the performance of the
new system relative to the current system over the first two shipments. However, it was easier to
perform two separate simulations for each period rather than a single simulation for both. For each
of these smaller simulation the expected impact as of the end of the period was measured using
the metrics previously developed. This section will review the results of the simulation for the first
shipment decision. Also, since the new system (MIT5) divides the overall problem into a decision
at the color level and one at the size level, the simulation was analyzed at both stages.
Color-Level Results
The results at the color level show that the new system results in a statistically significant reduction
in the expected distribution costs. More specifically, with 99% confidence, the expected cost is
between 14% and 20% lower with the new system (see Table 7.3).
A closer inspection reveals that this cost reduction is accomplished by reducing both lost sales
(median from above 500 units to below 500 units) and excess inventory (median constant, but
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Confidence Cost Difference ($) Cost Percent Difference
90% (-4305.29,-2997.83) (-18.78,-15.06)
95% (-4431.93,-2871.19) (-19.14,-14.70)
99% (-4681.72,-2621.40) (-19.85,-13.99)
Table 7.3: CI on Color-Level Paired Median Cost Difference between Current and New System
Lost Sales
0
8
Tabla Dinamica MIT5
Lost Sales (units)
Expected Cost Difference (Euro)
Excess Inventory
0
Tabla Dinamica MITS
Excess Inventory (units)
Expected Cost Percent Difference
-20000 -10000 -5000 0 5000 -40 -20 0 20
Cost Difference [MIT5 - TD] Percent Difference [(MIT5 - TD)/TD]
Figure 7.3: Color-Level Simulation Results - Cost
variance reduced) (see Figure 7.3). Thus, the new system is not generally shipping more or less
units, but rather shipping a more appropriate number of units to each store. This is also evident
from the increase (data above the 45-degree line) in both the shipment success ratio (SS), which
measures the percent of the shipment that was sold within the period, and the demand coverage
ratio (SD), which measures the percentage of the total demand that was captured by the shipments
(see Figure 7.4).
Moreover, the new system is able to ship to more stores while maintaining inventory in the
distribution center for replenishment (see Figure 7.5). Although it is difficult to judge the adequacy
of the inventory left at the distribution center for replenishment, it is notable that the current
system often leaves zero stock available for replenishment while the MIT5 rarely does. Also, when
the current system does leave stock available for replenishment it tends to leave much more than
the MIT5 system.
Shipping to more stores has two benefits. The first is an increase in the demand that can
potentially be captured. The second is an increase in the information gained. Although clearly
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Figure 7.4: Color-Level Results - Sales
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Figure 7.5: Color-Level Results - Stock
not as significant in the short terms as the benefit of capturing more demand, the benefit of
additional information is significant in the long term. Continually collecting information ensures
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that the system remains healthy by providing enough information with which to make future
decisions. That is, if an item is shipped to a store and it does not sell well, the immediate impact
is excess inventory in the store and potential unmet demand in another store. However, there is
also information gained about the type of items that sell poorly in that store. In the long term,
this information will improve the effectiveness of the distribution system.
In general, the combination of better information and reserve inventory puts the system in a
better position to respond to the initial sales. Thus, the new system should not only results in
more initial sales, but also more subsequent sales.
Size-Level Results
The results at the size level are consistent with those at the color level, but the expected cost
reduction is slightly lower. More specifically, the 99% confidence interval on the expected cost
reduction has shifted down approximately 1% relative to the interval at the color level to between
12% and 19% (see Table 7.4).
Confidence Cost Difference ($) Cost Percent Difference
90% (-4522.48,-2668.58) (-17.71,-13.40)
95% (-4702.06,-2489.00) (-18.13,-12.99)
99% (-5056.25,-2134.81) (-18.95,-12.17)
Table 7.4: CI on 1st Shipment Size-Level Paired Median Cost Difference between Current and New
System
The decrease in performance of the new system relative to the current is likely the result of
the additional difficult of matching supply to demand when a product has multiple sizes. The size
assortment problem was discussed in the development of the point and distributional forecasts and
refers to the notion that even if the estimated demand at the color level is quite accurate, this
demand can manifest itself in different percentages across the sizes which makes it more difficult to
send precisely the right quantities (see § 3 and § 4). That is, even if the system is able to perfectly
predict the aggregate demand, the more sizes an item has, the more likely it is that differences in
the customer population will create mismatches between the desired and available sizes.
This problem is exacerbated by the use of the generic size demand (see § 2.1) and major size
tables (see Table 7.2) previously discussed. Although these tables are a good approximations, they
are significantly less accurate than ones based on the comparable data for each item. The current
system endogenously computes the appropriate size demand table for each item by estimating the
demand directly at the size level and thus has an inherent advantage. However, this advantage for
the current system makes for a conservative simulation and the results at the size level again show
that the new system reduces the expected costs by not only increasing sales, but also by reducing
excess inventory (see Figure 7.6).
The size-level results also show that the new system performs as well on the other metrics as it
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Figure 7.7: Size-Level Results - Sales
did at the color level. In particular, the shipment success (SS) and demand coverage (SD) ratios are
significantly higher with the new system (see Figure 7.7 and Table 7.6). The inventory cycle time
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Figure 7.8: Size-Level Results - Stock
(CTA) is also lower with the new system (see Figure 7.8 and Table 7.6). Together, these metrics
indicate that the new system is better at matching supply to demand.
Overall, the results suggest that the new system is achieving its biggest gains by shipping to
more stores (see store coverage (SC) in Figure 7.8 and Table 7.6). Since the new system generally
retains more inventory for replenishment than the current system, the quantities that are shipped
to the additional stores must come from stores currently receiving shipments. This was concerning
to Zara managers because it meant that the new system might be hurting performance at the stores
favored by the current system to the point that the new system would not be desirable. To ease
these fears separate results were computed for both the stores that received shipments from the
current system and for the additional stores receiving shipments with the new system.
Table 7.5 and Table 7.6 show the result of this analysis. The column labeled "Same Stores"
refers to the stores that received shipments with the current system. As mentioned previously (see
@ 4.3), these stores tend to be "A" or "B" stores that make up the majority of Zara's total sales.
The other columns to the right are for the additional stores that the new system is supplying with
inventory. Since these stores did not receive inventory under the current system, the demand had
to be estimated based on other stores within its store cluster (see @ 2.2). However, for some of the
additional stores it was not possible to make an estimate because none of the stores in their cluster
received shipments. Thus, the results are separated for stores for which a demand estimate was
possible and those for which it was not.
The results in Table 7.5 and Table 7.6 show that the current stores are receiving very generous
shipments (as evidenced by the low shipment success ratio (SS)), so that the new system is able to
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Total Same Stores Additional Stores
Demand > 0 Demand = 0
Stores (number) All 1170 889 253 28
Demand (units) All 4369 3605 764 0
TD 11344 11344 0 0
Shipments MIT5 11387 9183 1458 746
(units) Delta 43 -2161
% Delta 0.38 -19.05
TD 3139 3139 0 0
Sales (units) MIT5 3536 3039 497 0
Delta 397 -100
% Delta 12.65 -3.19
TD 1230 466 764 0
Lost Sales MIT5 833 566 267 0
(units) Delta -397 100 -497
% Delta -32.28 21.46 -65.05
Store TD 8205 8205 0 0
Inventory MIT5 7851 6144 961 746
(units) Delta -354 -2061
% Delta -4.31 -25.12
TD 28788.71 22074.41 6714.30 0
Cost (C) MIT5 24532.06 18441.82 4456.86 1633.38
Delta -4256.65 -3632.59 -2257.44
% Delta -14.79 -16.46 -33.62
Table 7.5: Week 1 Size Level Results by Store Category (Quantities)
ship much less without impacting the overall cost. That is, the cost incurred by the extra lost sales
is compensated by the reduction in excess inventory. Moreover, the new system is able to use the
inventory is has freed to supply additional stores which translates into additional sales. However,
since some of the additional stores have no demand estimates, the estimated gain from shipping to
these stores is a lower bound. Eliminating the excess inventory costs incurred by the new system
as a result of the stores for which demand could not be estimated would increase the expected cost
reduction to over 20%.
The tendency to ship to more stores when there is inventory available was at first surprising to
Zara managers, but was supported by recent feedback from some of Zara's largest stores that they
were receiving more inventory that they were able to manage.
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Total Same Stores Additional Stores
Demand > 0 Demand = 0
TD 75.38 99.63 0 0
Store Coverage MIT5 99.08 99.67 96.98 96.45
(SC) (%) Delta 23.70 0.04
% Delta 31.44 0.04
Demand TD 71.85 87.07 0 0
Coverage (SD) MIT5 80.93 84.30 65.05 0
(%) Delta 9.08 -2.77
% Delta 12.64 -3.18
Shipment TD 27.67 27.67 0 0
Success (SS) MIT5 31.05 33.09 34.09 0
(%) Delta 3.38 5.42
% Delta 12.22 19.59
TD 1.78 1.78 0 0Average Cycle MIT5 1.51 1.37 1.79 2.54Time (CTA)
(weeks) Delta -0.27 -0.41
% Delta -15.17 -23.03
Table 7.6: Week 1 Size Level Results by Store Category (Ratios)
7.3.2 Second Shipment
The results of the simulation for the first two periods are consistent with those of the first period.
However, the percentage cost reduction decreased approximately 3% relative to the results at the
end of the first period, while the magnitude of the cost reduction increased approximately 60% (see
Table 7.7). That is, even though the relative difference decreased, the absolute difference between
the current and the new system increased as a result of the additional week.
Confidence Cost Difference ($) Cost Percent Difference
90% (-8532.12,-2985.64) (-14.24,-9.40)
95% (-9069.38,-2448.38) (-14.70,-8.93)
99% (-10129.04,-1388.72) (-15.63,-8.01)
Table 7.7: CI on 2nd Shipment Size-Level Median Paired Cost Difference between Current and
New System
As with the previous results, the results of the other distribution metrics provide a fuller picture
of the performance of the MIT5 system relative to the current system. Table 7.8 and Table 7.9
show the simulation results for each system at the end of each period. These tables show that
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End of Week 1 End of Week 2
Demand (units) All 4369 11998
TD 11344 12723
Shipments (units) MLT5 11387 14206
Delta 43 1483
% Delta 0.38 11.66
TD 3139 6959
Sales (units) MIT5 3536 7892
Delta 397 933
% Delta 12.65 13.41
TD 1230 5039
Lost Sales (units) MIT5 833 4106
Delta -397 -933
% Delta -32.28 -18.52
TD 8205 5764
Store Inventory (units) MIT5 7851 6314
Delta -354 550
% Delta -4.31 9.54
TD 28788.71 55342.85
Cost (6) MIT5 24532.06 48556.68
Delta -4256.65 -6786.17
% Delta -14.79 -12.26
Table 7.8: Week 2 Size Level Results by Store Category (Quantities)
relative to the current system, the MIT5 system is able to capture more sales (SD) not only by
shipping to more stores (SC) in the first period, but also by making a stronger replenishment for
the second period (Shipments). In a sense, the MIT5 system converts the large initial shipment
made by the current system into two smaller shipments in close succession. Thus, the system sends
a smaller amount of inventory to more stores and then leverages the information it gains from the
first few days of sales to capture more sales in the second period.
This strategy appears relatively simple, but it requires a very complex calculation to find the
optimal balance between all of the competing objectives while enforcing the available stock and
other constraints. For example, it is easy to say that some stock should be left at the warehouse to
use for replenishment, but it is more difficult to specify exactly how much to leave behind. Similarly,
it makes sense to maintain as high a service level as possible at as many stores as possible without
sacrificing future shipments or too much display stock, but it would be impossible to make this
type of calculation by hand. It is precisely this calculation that is implemented in the MIT5 system
through the multi-period optimization.
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End of Week 1 End of Week 2
TD 75.38 75.38
Store Coverage MIT5 99.08 99.59
(SC) (%) Delta 23.70 24.21
% Delta 31.44 32.12
Demand TD 71.85 58.00
Coverage (SD) MIT5 80.93 65.78
(%) Delta 9.08 7.78
% Delta 12.64 13.41
Shipment TD 27.67 54.70
Success (SS) MIT5 31.05 55.55
(%) Delta 3.38 0.85
% Delta 12.22 1.55
TD 1.78 5.82Average Cycle MIT5 1.51 5.04
Time (CTA)
(weeks) Delta -0.27 -0.78
% Delta -15.17 -13.40
Table 7.9: Week 2 Size Level Results by Store Category (Ratios)
7.3.3 Same Store Performance
One question left unanswered by the results in the previous sections is what would happen if the
MIT5 system was only allowed to make decisions for the same stores left open by the current system.
Moreover, what would happen if the only stock available was the stock shipped by the current
system. These restriction captured two very important considerations left out of the previous
analysis.
Confidence Cost Difference ($) Cost Percent Difference
90% (-1440.07,15.09) (-7.32,-2.88)
95% (-1581.03,156.04) (-7.74,-2.45)
99% (-1859.04,434.05) (-8.59,-1.60)
Table 7.10: CI on 1st Shipment Size-Level Paired Median Cost Difference in the Same Stores
The first was that the stores blocked by the current system were blocked for a good reason so
that the new system would not be allowed to ship to more stores. This could happen if a buyer
designed and purchased an item for a particular set of stores (e.g. an item designed for a particular
region) and would not be willing to send it to other stores. The second consideration is that a
buyer may not want to allow the system to ship more than a certain amount of stock. In this
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Cost Difference ($)
(-7406.29,-6031.97)
(-7539.42,-5898.85)
(-7801.98,-5636.28)
Cost Percent Difference
(-15.10,-12.74)
(-15.32,-12.51)
(-15.77,-12.06)
Table 7.11: CI on 2nd Shipment Size-Level Paired Median Cost Difference in the Same Stores
case, the buyer's rationale is that some inventory should be left in the warehouse to respond to
future demand. However, the amount left behind is determined based on the buyer's preferences
and previous experience rather than a rigorous calculation like the one implemented in the MIT5
system.
End of Week 1 End of Week 2
Stores (number) All 889 889
Demand (units) All 3605 10114
TD 11344 12333
Shipments (units) MJT5 10049 12076
Delta -1295 -257
% Delta -11.42 -2.08
TD 3139 6443
Sales (units) MIT5 3091 6965
Delta -48 522
% Delta -1.53 8.10
TD 466 3671
Lost Sales (units) MIT5 514 3149
Delta 48 -522
% Delta 10.30 -14.22
TD 8205 5890
Store Inventory (units) MIT5 6958 5111
Delta -1247 -779
% Delta -15.20 -13.23
TD 22074.41 43828.81
Cost (C) MIT5 19766.36 37775.06
Delta -2308.05 -6053.75
% Delta -10.46 -13.81
Table 7.12: Same Store Size Level Results by Store Category (Quantities)
To answer this question, the simulation was repeated incorporating these restrictions. That is,
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Confidence
90%
95%
99%
End of Week 1 End of Week 2
TD 99.63 99.21
Store Coverage MIT5 99.90 99.92
(SC) (%) Delta 0.27 0.71
% Delta 0.27 0.72
Demand TD 87.07 63.70
Coverage (SD) MIT5 85.74 68.86
(%) Delta -1.33 5.16
% Delta -1.53 8.10
Shipment TD 27.67 52.24
Success (SS) MITS 30.76 57.68
(%) Delta 3.09 5.44
% Delta 11.17 10.41
TD 1.78 5.54
Average Cycle MIT5 1.56 5.14
Time (CTA)
(weeks) Delta -0.22 -0.40
% Delta -12.36 -7.22
Table 7.13: Same Store Size Level Results by Store Category (Ratios)
the MIT5 system was only allowed to make decisions for stores left open by the current system and it
was only allowed to use the stock already distributed by the current system. This was implemented
using the same restrictions used to block stores during normal system operation. However, the
new system was not forced to send all of the stock that was sent by the current system. Thus, the
restriction essentially told the system that there was no more stock available and the system was
allowed to do the best it could. Table 7.10 and Table 7.11 show the cost performance results of this
analysis. The MIT5 system performs moderately better in the first period and significantly better
in the second period (see SS and SD). This is encouraging because it means that the new system is
able to make better use of the available stock even when it is not able to ship to additional stores.
Inspection of the other metrics (see Table 7.12 and Table 7.13) reveals that the MIT5 system
performs better in the first period by sending less stock and incurring less excess inventory. Effec-
tively, the MIT5 system lowers the service level in the first period from 87% to 85%, which results
in a median of 48 additional lost sales, and this allows it to reduce the excess inventory by 15%
or 1247 units. It is then able to use this reclaimed inventory to respond to the initial sales, which
allows it to capture demand that would have otherwise been lost. Thus, by the end of the second
period, the MIT5 system increases sales by 8% and reduces excess inventory by 13%.
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7.3.4 Forecasting vs. Distribution Impact
Another important question left out by the previous analyses was the independent impact of each
of the MIT5 modules. To answer this question, a simulation of implementing only the forecasting
module into the current system was performed. More specifically, the MIT5 demand forecast was
multiplied by a constant number representing the amount of stock typically wanted in a store and
then minimum and maximum constraints were applied based on the type of store. This is the same
method used by the current system and the constant factors were kept the same. For example, the
current system uses 21 days of stock for the amount of stock typically wanted in a store and this
same number was used for the simulation of the current system with the MIT5 forecast module.
Confidence Cost Difference ($) Cost Percent Difference
90% (-2293.54,-1047.80) (-8.35,-4.58)
95% (-2414.21,-927.13) (-8.71,-4.22)
99% (-2652.21,-689.13) (-9.43,-3.50)
Table 7.14: CI on 1st Shipment Size-Level Paired Median Cost Difference between Current System
with New Forecast and Current System
Since the MIT5 forecast is more conservative than the current forecast (typically estimates a
lower expected demand than the current forecast), the individual store shipments were generally
smaller. This meant that more stores could be supplied with the same initial stock. As with the
comparison of the MIT5 system and the current system during the first week, the results were
separated for the stores currently receiving shipments and for the additional stores (see Table 7.15
and Table 7.16).
The results of the simulation show that the improved forecast translates directly into an increase
in sales and a reduction in excess inventory (see Table 7.15). However, the magnitude of the resulting
cost reduction is significantly less than that achieved by the combination of the improved forecast
and the distribution optimization. More specifically, the improved forecast achieves a median cost
reduction of 8%, which is approximately 53% of the 15% median cost reduction achieved by the
full MIT5 system.
Similar to the full system, the current system with the improved forecast also achieves the cost
reduction by shipping to more stores. However, unlike the full system, the current system with the
improved forecast is not able to determine an appropriate service level at each store based on the
expected demand and available inventory.
7.4 Correlation to End-of-Life Success
As a final check on the results of the simulation, a regression analysis was performed between the
distribution performance metric used for the simulation and the end-of-life performance of the items
used for the simulation. This analysis was deemed important since the larger goal of the MIT5
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Total Same Stores Additional Stores
Demand > 0 Demand = 0
Stores (number) All 1170 889 220 61
Demand (units) All 4369 3605 764 0
TD 11344 11344 0 0
Shipments TDP 11344 9349 1340 655
(units) Delta 0 -1995
% Delta 0 -17.59
TD 3139 3139 0 0
Sales (units) TDP 3349 2922 403 0
Delta 210 -217
% Delta 6.69 -6.91
TD 1230 466 764 0
Lost Sales TDP 1020 683 361 0
(units) Delta 
-210 217 
-403
% Delta -17.07 46.57 -52.75
Store TD 8205 8205 0 0
Inventory TDP 7995 6427 937 655
(units) Delta -210 -1778
% Delta -2.56 -21.67
TD 28788.71 22074.41 6714.30 0.00
Cost(c) TDP 26495.25 20092.36 5232.44 1170.45
Delta -2293.46 -1982.05 -1481.86
% Delta -7.97 -8.98 -22.07
Table 7.15: Results by Store Category for MIT5 Forecast (Quantities)
project was to improve the performance of the entire distribution process at Zara. Thus, it was
important to ensure that an improvement in the initial distribution led to an improvement in the
performance of an item over its entire life.
The metric used to measure the end-of-life performance for an item was the ratio between
the total regular season sales of the item and the total shipments or the shipment success. This
metric was chosen after discussion with several senior Zara managers who recommended this metric
because it is the established way that Zara uses to determine the overall performance of particular
item or group of items. Thus, the regression analysis used this metric as the dependent variable and
explored different combinations of the simulation metrics at the end of the first week to determine
which had the highest correlation. The end of the first week was chosen because the simulation
results with which the results of the analysis would be compared were deemed to be more reliable
for the first week. Thus, the dataset consisted of the historical end-of-life performance along with
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Total Same Stores Additional Stores
Demand > 0 Demand = 0
TD 75.38 99.63 0.00 0.00
Store Coverage TDP 91.03 93.43 85.87 81.55
(SC) (%) Delta 15.65 -6.20
% Delta 20.76 -6.22
Demand TD 71.85 87.07 0.00
Coverage (SD) TDP 76.65 81.05 52.75
(%) Delta 4.80 -6.02
% Delta 6.68 -6.91
Shipment TD 27.67 27.67 0.00
Success (SS) TDP 29.52 31.25 30.07
(%) Delta 1.85 3.58
% Delta 6.69 12.94
TD 1.78 1.78 0.00Average Cycle TDP 2.08 1.79 2.85Time (CTA)
(weeks) Delta 0.33 0.04
% Delta 18.93 2.28
Table 7.16: Results by Store Category for MIT5 Forecast (Ratios)
the initial distribution metrics computed from historical data. The results of that process are shown
in Table 7.17.
Estimate Std. Error t value Pr(>It)
(Intercept) 0.6841 0.2430 2.82 0.0055
Sales / Demand (First Week) -0.7333 0.2653 -2.76 0.0064
Sales / Shipments (First Week) 1.8102 0.1235 14.65 0.0000
Lost Sales (Normalized) -0.0645 0.0184 -3.50 0.0006
Shipments (Normalized) 0.1610 0.0257 6.26 0.0000
Multiple R2 : 0.7162, Adjusted R2: 0.7088
F-statistic: 97.16 on 4 and 154 DF, p-value: < 2.2e-16
Table 7.17: Regression Analysis of End-of-Life Success vs. Initial Performance
The results show that there is a remarkably high correlation between four of the simulation
metrics and the end-of-life performance of an item. More specifically, the adjusted R 2 for the
regression is 70.88%. The four key simulation metrics are the initial shipment sucess, the initial
demand coverage, the total lost sales and the total shipments. Of these, the end-of-life success
is strongly positively correlated to the initial shipment success and negatively correlated to the
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demand coverage. However, it is also mildly positively correlated to the total initial shipments and
mildly negatively correlated to the initial lost sales. Together these relationships imply that the
initial decisions most conducive to good end-of-life performance are those that balance ensuring
that the initial shipments have a high probability of selling with the risk of missing too much initial
demand. This is consistent with the results of the MIT5 system which significantly improved the
initial shipment success while ensuring that enough stock remained for replenishment.
However, it is important to note that given the data available it is not possible to completely
separate the distribution effect from the item effect in determining the impact on the end-of-life
performance. That is, the observed initial distribution and end-of-life performance could either be
the result of the distribution decisions or the item being distributed. Without a controlled study
in which the same item is distributed using different decision rules or methods, it is not possible
to separate the impact of these two effects. Thus, a conclusive answer to this question will have to
be provided by a live pilot in which the initial shipment decisions are varied for the same item and
then the item is tracked for the remainder of its life.
7.5 Conclusions
Several conclusions can be drawn from these results. First, it is clear that the new system is able
to dramatically improve the system wide performance after the first two shipments by taking into
account demand uncertainty and leveraging the information gained from the initial sales. Second, it
is better to let the system make the balance of how much inventory to use to supply initial demand
and how much to leave for replenishment. This was shown in the analysis where the MIT5 system
was allowed to use the total available inventory and is further confirmed by the same store analysis
in which the initial inventory is further constrained. Finally, the results strongly suggest that it is
better to let the MIT5 system decide the first two deliveries before letting the regular replenishment
system take over. This allows the system to be conservative with the initial deliveries and then
respond aggressively to the initial sales.
The following remaining chapters will discuss full system implementation and overall project
conclusions
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Part IV
System Implementation and
Conclusions
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Chapter 8
System Pilot and Implementation
Although a prototype version of the MIT5 system was constructed in order to perform the sim-
ulation previously discussed (see § 7), full system implementation was not possible in the time
alloted. The following section will discuss the creation of the prototype system and the proposed
next steps to fully implement the system. The first part of the proposed implementation will focus
on a live pilot to finish the system validation and the last part will discuss some remaining technical
challenges to full implementation and propose potential solutions.
8.1 Prototype
Once the formulation discussed in § 6 was completed, the process of constructing a working pro-
totype began. The goal was to build a working system that could be tested, but that would not
require excessively long to develop given the aggressive time line for the project. The process began
with the construction of several SQL databases. The first database contained the historical sales of
items along with their preselected comparable items. Once this database was constructed, the sales
data was converted into demand data using the process discussed in § 2.1. The second database
was designed to receive the outputs of the dynamic program. These databases were constructed
by Zara's information technology staff and housed in one of Zara's development servers. Once the
databases were completed, the prototyping phase began in earnest.
During this phase, the dynamic program was coded into AMPL and the necessary code was
written to generate the distributional forecasts, solve the dynamic program and save the results
to the databases. In this prototype, AMPL was used as the front-end to load the optimization
and constraints into CPLEX for solution. After each optimization, the value for (A) was adjusted
following the lambda search algorithm previously discussed (see § 6.1.1 until the final solution was
found. This first prototype was then used to initially debug the system and formulation. During
this phase many rounds of sensitivity analyses were performed and the formulation was tweaked
until the team felt comfortable with the results (see § 6.3).
Once this qualitative validation was completed, the decision was made to develop a better
prototype using Java as to front-end for CPLEX. This second prototype would be easier to use and
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lend itself to larger scale validation. The second prototype also included the mixed-integer program
to determine the optimal distribution at the size level. Moreover, Since many of Zara's system were
developed in-house using Java, the second prototype would be much easier to integrate with Zara's
systems at a later phase.
At the end of this development process, the result was a series of Java executable files that
would execute either the dynamic program or the MIP (see § 6). The all of the inputs for the
optimization were set inside the SQL databases previously discussed and the executable files were
called directly from a windows command prompt. To facilitate this process a short script was
written in R to quickly update the databases and initiate the executable files. Also, the prototype
used the same termination criteria for the A search that was discussed in § 6.1.1.
The second prototype required almost six weeks to develop, but was much easier to use than
the first prototype and greatly increased the functionality. Although it was not a fully integrated
system, the prototype was able to load the required demand data and other parameters, perform the
lambda search (including solving many optimizations), solve the size level mixed-integer program,
and load the final solutions to the database. Once the second prototype was complete, further
sensitivity analysis was performed until the team was comfortable with the output. This included
further tweaks to the formulation.
8.2 Proposed Pilot Study
Given the positive results of the simulation (see § 7.3), the decision was made to run a live pilot
of the MIT5 system. The intent of this live pilot was two-fold. First, the goal was to confirm
the results of the simulation. Second, the pilot sought to answer the questions that could not be
conclusively answered through simulation due to confounding. For example, some of the advantage
of the MIT5 system shown by the simulation was the result of the additional demand that was
captured by sending to additional stores. In particular, some of these stores had never received
comparable items so that the demand there was estimated using the demand at similar stores.
Therefore, the expected benefit is based on an estimate and a live pilot is needed to confirm its
existence. Similarly, the relationship between the quality of the initial distribution and the end-of-
life performance of an item cannot be established without a life pilot that tracks the performance
of the items until the end of the season.
8.2.1 Methodology
To accomplish these goals, a controlled experiment was designed to provide a conclusive evaluation
of the MIT5 system versus the current system over the item life-cycle. For each of these items, the
MIT5 system would be used to make the shipment decisions for half the stores in the network and
the current system would be used for the other half. This would allow for the direct comparison of
the MIT5 system versus the current system because any differences in performance resulting from
the popularity of a given item could be controlled.
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Also, the the entire store network was split into pairs of mirror stores and each store in a pair
was assigned into a different group. This produced two homogeneous sets of stores with each store
in a set having a sister store in the other set (see Table 8.1 for some descriptive data on the sets).
The methodology used to construct the sets of mirrors stores was the same as that used to identify
clusters of stores (see § 2.2) except that cluster size was set to two. By randomly assigning the
MIT5 system to one of these sets for each item in the study any differences in performance resulting
from the characteristics of different stores could also be controlled.
Set 1
53,552,950Total Sales (units)
Number of
Stores by Type
Spain
France
Italy
UK
Germany
Japan
Mexico
USA
Portugal
China
Russia
Rest of World
39
157
268
169
119
54
40
33
32
27
25
24
23
19
19
218
Set 2
54,400,205
38
156
278
161
118
56
39
32
32
26
24
25
23
19
19
220
Percent Split
49.6/50.4
50.6/49.4
50.2/49.8
49.1/50.9
51.2/48.8
50.2/49.8
49.1/50.9
50.6/49.4
50.8/49.2
50.0/50.0
50.9/49.1
51.0/49.0
49.0/51.0
50.0/50.0
50.0/50.0
50.0/50.0
49.8/50.2
Table 8.1: Descriptive Data on the Pilot Study Sets of Stores
8.2.2 Pilot Metrics
In order to measure the performance of the MIT5 system relative to the current Tablas Dinamicas
system during the live pilot, the metrics developed for the simulation (see § 7.2) are recommended.
These metrics provide a comprehensive view of the distribution quality across the entire system.
Moreover, using the same metrics would allow for direct comparison with the simulation results.
Also, the metrics should be computed at weekly intervals for the life of each product. This will
provide the data necessary to evaluate the impact of the initial distribution on the success of a
product over its entire life-cycle.
8.2.3 Pilot Process
From an operational standpoint, the following process is proposed:
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Number of
Stores by
Country
1. Initial Shipments
(a) Identify appropriate items with buyer
" No items with only one size and color
" No items designated for only one part of the world
" Items that can be distributed without adjustment by the country managers
(b) Run Tablas Dinamicas as usual.
(c) Run MIT5 for stores in Treatment Group (see § 8.2.1)
i. Ask buyer for store blocking and expected length of product life-cycle
ii. Assign available stock to MIT5
" If Tablas Dinamicas uses all available stock, then run MIT5 with stock assigned
to Treatment Group by Tablas Dinamicas
e If Tablas Dinamicas only uses part available stock, then run MIT5 with half of
total available stock
iii. Replace Tablas Dinamicas results with MIT5 results for stores in Treatment Group
(quantities, demand, blocking)
(d) Send results to Country Managers for review (any changes should be made manually)
2. First Replenishment
(a) Determine remaining stock for Tablas Dinamicas and MIT5 based on observed sales for
each set of stores
(b) Run normal replenishment procedure
(c) Adjust quantities for Control Group stores to meet stock limit (if necessary)
(d) Run MIT5 in Treatment Group (after updating demand and initial store inventory based
on observed sales)
(e) Update replenishment decisions with MIT5 results
The above process is designed to minimize disruptions to the current process and to prevent
any errors. This is accomplished by only interceding in the normal Zara process at the point at
which the shipment decisions generated by the Tablas Dinamicas for the stores in the treatment
group are replaced with those generated by the MIT5 system. Also, since the items used will not
be adjusted by the country managers, the number of iterations will be minimized. Lastly, since
errors are likely to require additional samples, establishing a standardized process will reduce the
overall pilot cost. Thus, this process should be reviewed by the personnel in charge of the pilot and
adjusted as necessary to minimize errors that would result in wasted effort.
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8.3 Implementation Challenges
The main remaining challenge with the dynamic program, as it is currently formulated, is that
the solution time increases exponentially with the size of the problem (see Figure 8.1). This is
problematic because the dynamic programming approach becomes impractical if it needs several
hours to solve, as is the case with problems that have more than one thousand stores. One way to
get around this problem is to split the stores into groups and solve a smaller dynamic program for
each group. While this approach seems reasonable, it risks degrading the quality of the solution to
the point that the dynamic program becomes unreliable.
Solution Time vs. Problem Size
* Marginal Inventory U Inventory Shortage A Excess Inventory
0 200 400 600 800
Number of Stores
1000 1200
Figure 8.1: DP Solution Time vs. Problem Size
In order to understand the magnitude of this potential problem, the sensitivity of the shipment
quantities determined by the dynamic program to the size of the problem was analyzed. For this
study, the dynamic program for a given item was solved for varying segments of stores, making
sure that the larger segments included the stores in the smaller segments. Then, the differences in
the shipment quantities for a set of thirty stores that appeared in all the runs were measured. This
was repeated for several items. The results showed that for segments larger than 150 stores, the
shipment quantities were within one unit of each other for over 90% of the stores. Also, the total
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shipment quantities and the total number of stores that received shipments differed by less than 4%.
Based on this results, it is safe to say that the quality of the solution is not significantly affected
by store segmentation as long as the segments are sufficiently large (greater than 200 stores).
Determining this lower bound makes the segmentation approach workable, but it is not enough
to make it practical. It is also important to find the optimal segment length that will minimize the
total solution time. As shown earlier, the solution time for a segment of stores can be approximated
as an exponential function of the form
t(x) beax,
where t(x) is the solution time and x is the number of stores in the segment. The time required to
find solutions for all the segments can then be approximated as
T (x) ~- N f(x) = -N be"",
x x
where T(x) is the total time and N is the total number of stores. The minimum of the total time
function can be found by setting its derivative equal to zero:
dT(x) - (N) baeax - ()beax = Nbeax a= 0.dx x x2 (X X2)
Thus, the minimum total solution time occurs when x = -. The trade-off involved in this opti-a
mization is the balance between the time required to solve each instance of the problem and the
number of instances that need to solved. As the number of stores in each segment gets smaller, it
takes less time to solve each segment; however, reducing the number of stores in each segment also
increases the number of segments that need to be solved.
Figure 8.1 shows the time required to solve a problem to optimality for varying numbers of
stores and available stock. Fitting exponential regression lines to the instances with similar levels
of available stock reveals that a ranges from 0.0033 to 0.0048 depending on the available stock.
This dependency is driven by the number of iterations required to complete the lambda search
which tends to be higher for situations with limited stock. For this range of a values, the optimal
segment size would be between 200 and 300 stores. However, since the lower bound for a stable
solution was found to be around 200 stores, a segment size around 300 stores provides a better
balance between speed and stability.
The analysis above assumes that the segments would be solved sequentially, but it is likely
that this would be done in parallel. In this case, making the segments as small as possible would
minimize the overall time, but this would have to be limited to maintain solution stability. Also,
since the lambda search is likely to need the same set of computers, a balance would have to be
found between the number of segments and the number of computers available for each segment. A
simple way to strike a good balance is to split the store list into M segments of approximately 300
stores and then evenly divide the available computers among these segments. For a system with
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12 computers (small by Zara standards) and a typical problem with 1200 stores, this would result
in four segments with four computers which, based on the results in Figure 8.1 would likely finish
in under a minute.
However, a computation speed of a minute might still prove problematic given that the typical
item requires several iterations of calculations and parameter adjustments. This means that the
computation time should be much lower than 15 seconds in order to allow for real-time adjustment
of the distribution results. Thus, significant improvement in efficiency will be needed before a
full system implementation can take place. This can be achieved through more extensive use of
parallel computing, as discussed previously, or by solving the dynamic program more efficiently.
One approach suggested by the Zara staff would be to solve the problem using a greedy algorithm
that assigns the inventory sequentially to the store that most improves the objective function and
stops assigning inventory when the objective function can no longer be improved. This approach
would certainly be fast than the current method, but more work would be needed to determine if
it yields an optimal solution.
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Chapter 9
Conclusions and Future Research
As mentioned at the start of this thesis, Zara depends on the effective distribution of its new
products. This is no small task considering that Zara introduces thousands of new products each
year across its extensive network of stores. Moreover, Zara's products tend to have short life-
cycles so that initial distribution decisions have a disproportionately large impact on their success.
In fact, for a typical Zara product almost half of the total distribution happens in the initial
shipments. Thus, this project aimed to develop a system that would help Zara optimize these
critical distribution decisions.
The most challenging feature of this problem is that the available inventory is effectively fixed
in the short term. This means that the cost of being wrong is high and the problem involves
not only determining how much to ship to each store, but also to what stores to ship. A related
challenge is that demand is exceedingly difficult to predict because it is disaggregated across a
large network and the products being distributed has no sales history. Finally, there are strong
information dynamics that occur when initial sales are observed that impact the optimal solution.
In order to address these challenges, the system discussed in the preceding sections was de-
veloped. The system employed a modular approach with one module of the new system focused
on the demand forecasting aspects and the other on the distribution optimization. The demand
forecasting module combined Zara's existing practice of using similar products to predict the de-
mand for new products with a new store cluster based data aggregation scheme. Thus, the system
aggregates data not only from similar products but also from similar customers to produce a more
reliable demand estimate.
Moreover, a distributional forecast was generated through the use of a generic distribution
of the expected relative forecast error. The expected relative error distribution was constructed
based on historical forecast performance. This approach is robust and relatively straight forward to
implement. Furthermore, the generic distribution can be approximated as a lognormal distribution
without a significant loss of generality to further ease implementation.
Finally, as part of the development of the forecasting module, the use of expert forecasting
was evaluated through an empirical study. The results of the study suggested that in order to
effectively implement a forecasting system that includes the use of expert opinion, appropriate
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infrastructure and organizational support is needed. The infrastructure is necessary not only to
collect the appropriate data, but also to calibrate the experts and create appropriate incentive
schemes. Without this type of institutional support, it is difficult to accurately capture the critical
information possessed by experts that is not already included in traditional quantitative forecasts.
The distribution optimization module leveraged the distributional forecast to determine the
optimal shipment quantities. The problem was simplified by dividing the product life-cycle into
two periods and generating expected demand distributions for each period. Using these demand
expectations and a generalized news vendor approach, a dynamic optimization was developed to
calculate the optimal initial shipment quantities taking into account the limited inventory and
expected future demand. This framework allowed the system to not only determine how much to
ship today, but also how much to leave in reserve to respond to future demand. This was critical
because the quality of the demand forecast generally improves significantly after observing sales of
the actual product, so that the inventory left in reserve can be very accurately distributed.
More generally, the system showed that dynamic optimization can be used to resolve com-
mercial scale distribution problems like the one encountered at Zara. However, depending on the
operational constraints, computational speed could become a limiting factor with a linear optimiza-
tion approach. However, this problem can be mitigated through the use of parallel computing or
approximate methods. Also, simulation based validation was shown to be effective in judging the
relative merits of the proposed system; however, given the complexity of the process, simulation is
more effective in answering a limited set of questions rather than full system testing.
Overall, the new demand forecast reduced forecasting error by over 30% and the final simulation
results showed that the overall system would be expected to improve initial sales by over 12%. Given
Zara's scale, these results would translate to hundreds of millions of dollars in additional profit.
Thus, a live pilot was approved and initiated by Zara with the goal of confirming the simulated
impact of the system under real conditions. Assuming a successful pilot, full system implementation
is expected in 2011.
Based on the results of this thesis, future research efforts should focus on extending the solutions
developed further up the value chain to improve purchasing and production decisions. This phase
of the process exhibits many of the same problem characteristics encountered here, but the impact
on the overall system performance would be significantly larger. Similarly, further work on the most
appropriate method of computing the costs of over- and under-supply would be beneficial. For the
purposes of this thesis, these costs were taken as an input from Zara managers. However, it is likely
that more accurate estimates of these costs could be developed to improve system performance.
Finally, research into determining the optimal cluster size for the purposes of data aggregation
would be generally useful.
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Chapter 10
Demand Forecasting Background
A key component of the work to be done at Zara is the development or identification of an appro-
priate forecasting model of the demand for new items. The outputs of this model will be the key
inputs into the optimization model that will also be developed as part of the project. Thus, the
following sections will review forecasting best practices as well as forecast performance evaluation.
10.1 Forecasting Best Practices
Developing accurate forecasts for new products is a challenge that increases in proportion with
novelty of the product. For some innovative products, such as electric vehicles, personal computers,
or even Sony's Walkman, forecasters must consider the diffusion of information, the evolution of the
technology, the discovery of new uses, the reduction in price from high initial levels, the growth of an
infrastructure, and the entry of competition (Urban et al., 1996). In general, this process involves
methods that derive from judgmental sources and from statistical sources. Moreover, integration
between these two types of forecasts has been studied by researchers in the last decade and shown
to improve forecast accuracy (Armstrong and Collopy, 1998).
The most commond quantitative forecasting methods involve extrapolating historical sales data.
These methods are based on well established statistical procedures such as linear regression. Two
important principle for extrapolation is to use reliable data and long time series when developing
a forecasting model (Armstrong et al., 1987). The most popular and cost effective of the extrapo-
lation methods is exponential smoothing (Armstrong et al., 1987). This method seeks to smooth
out seasonal and/or cyclical fluctuations to predict the direction in which the trend is moving.
Exponential heavily relies heavily on the principle that more recent data is better and weights it
accordingly.
Another important conclusion from empirical studies is that relatively simple extrapolation
methods perform as well as more complex methods (Armstrong et al., 1987). For example, neural
networks, one of the most complex forecasting methods, have not produced more accurate forecasts
than other methods (Faraway and Chatfield, 1998). In general, sophistication beyond a modest
level does not improve accuracy, but it does increase costs and reduce understanding.
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The use of expert judgment and other forms of qualitative information when making forecasts is
a topic of considerable interest. It is tantalizing to consider systems that can reliably take advantage
of the vast amounts of unquantifiable information available in the world to make reliable predictions
of the future. This is particularly true in areas such as product development where the use of
traditional forecasting techniques is limited by the availability of historical data. In fact, practices
such as the "scaling" statistical demand forecasts for new products based on previous products
using expert expectations as to the relative demand differences are often advocated (Lapide, 2009).
These efforts are generally referred to as qualitative forecasting and many authors, including
Goodwin, have advocated their use in making long-term forecasts (Goodwin, 2002). Additionally,
much empirical research suggests that, even in situations where traditional quantitative forecasts are
employed, practitioners rely heavily on qualitative forecasting methods. For example, managers'
expectations are often directly used to make predictions or to adjust the results of quantitative
forecasts (McCarthy et al., 2006). According to the survey of forecasting practices performed by
Sanders and Manrodt in 1994, about 45% of managers claimed that they always made judgmental
adjustments to statistical forecasts, while only 9% said that they never did (Sanders and Manrodt,
1994).
Despite the apparent commonplace nature of the combination of qualitative forecasts and quan-
titative forecasts, the question remains whether it is an effective practice. Some research carried
out to answer this question suggests that the use of qualitative forecasting methods can improve
the accuracy of forecasts when there is important information about the parameter being forecast
that is not available to the statistical method (Goodwin and Fildes, 1999). For example, when
forecasting expected demand, knowledge of the existence and impact of a promotional campaign
would help a qualitative forecasting method improve a statistical method that did not take into
account this information. Additionally, when making forecasts based on time series, the benefit
attained from combining both qualitative and quantitative methods depends on the amount of
inherent variability in the time series being forecast. In general, research suggests that there is a
positive linear relationship between the usefulness of the qualitative information and the data vari-
ability (Sanders and Ritzman, 1995). Similar results have been obtained in recent studies related
judgmental adjustments of demands forecasts for products with intermittent demand (Syntetos
et al., 2009). Moreover, studies into the combination of qualitative and quantitative forecasts have
shown that this practice is most effective when performed in a systematic way rather than when
quantitative forecast are adjusted ad hoc by qualitative inputs (Goodwin, 2002).
Finally, the literature suggests that people are in general more likely to attach more weight to
advice when it is perceived to come from a human expert than from a statistical method (Onkal
et al., 2009). One reason for this is that most users of statistical forecasts are likely to know that
these forecasts are based on extrapolations of relationships or patterns observed in the past, while
they may perceive experts to have information about future events. This phenomenon puts even
greater emphasis on finding ways to effectively use qualitative forecasting methods since it implies
the potential for not only more accurate forecasts (when combined with traditional quantitative
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techniques), but also for more influential forecasts.
Finally, research shows that although forecasts that contradict management's expectations have
much potential value they are often ignored (Griffith and Wellman, 1979). Garnering agreement on
what forecasting procedure will be used priod to presenting any results is a good way to avoid this
problem. However, it may be necessary to make adjustments to the forecasting method in order to
develop forecasts that will be used.
10.2 Evaluating Forecast Performance
A key part of the forecast development process the evaluation of the potential forecasting models.
In particular, a method to assess the predictive ability of forecasters and to compare and rank
competing forecasting methods is needed. Atmospheric scientists refer to this process as forecast
verification, and much of the underlying methodology has been developed by meteorologists along
with a relevant strand of work in the econometrics literature (Gneiting et al., 2007). The existing
literature on the evaluation of forecast performance can be divided into two general areas: 1)
the evaluation of point forecasts, and 2) the evaluation of distributional forecasts. The following
sections will summarize the relevant information in the literature for each of these areas and then
make recommendations for the methods most appropriate for this project.
10.2.1 Evaluation of Point Forecasts
As can be expected, the evaluation of point forecasts involves the comparison of the point forecast
and the actual value. Although this task may appear straight forward, there are many different
methods for making this comparison. The choice of the best method is largely dependent on
the application and the results of the comparison are greatly influenced by the method chosen
(Makridakis et al., 1982). Additionally, despite over two decades of papers on the measure of forecast
error, there are significant problems with many of the metrics commonly used. In particular, many
of the recommended metrics can give infinite or undefined values in commonly occurring situations
(Hyndman and Koehler, 2006).
In general, there are three major categories of forecast error measures. In the first category are
the scale-dependent metrics (those whose scale depends on the scale of the data). These should
not be used when comparing forecast methods across different sets of data (Hyndman and Koehler,
2006). The most commonly used of these measures are based on the absolute error or squared
errors:
* Mean Square Error (MSE) A mean(e )
" Root Mean Square Error (RMSE) A V/MSE
" Mean Absolute Error (MAE) A mean(Iet|)
" Median Absolute Error (MdAE) A median(|et|)
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where et = Y - Ft and Y and Ft denote the observation and forecast at time t, respectively.
The second category of metrics is based on the percentage error. These metrics have the advan-
tage of being scale-independent. Thus, they are commonly used to compare forecast performance
across different data sets. The most common of the percentage error based metrics are:
" Mean Absolute Percentage Error (MAPE) A mean(ptI)
" Median Absolute Percentage Error (MdAPE) A median(pt|)
" Root Mean Square Percentage Error (RMSPE) A Vmean(pt)
e Root Median Square Percentage Error (RMdSPE) A V/median(pt)
where pt = 100et/Yt. Many textbooks recommended the use of the mean absolute percentage
error (MAPE) and this metric was the key metric in the M-competition (Makridakis et al., 1982).
However, Fildes (Fildes, 1992) pointed out that MAPE suffers from being sensitive to location and
is particularly affected by observations close to zero. Instead, he recommends the median absolute
percentage error (MdAPE) (Fildes, 1992). This recommendation is supported by Armstrong and
Collopy (Armstrong and Collopy, 1992) who endorse the use of MdAPE in the selection of the most
accurate forecasting method, except when few series are available. Nonetheless, all of these metrics
have the disadvantage of being infinite, undefined, or highly skewed when the actual values are zero
or close to zero. Additionally, they assume a meaningful zero and put a heavier penalty on positive
errors than on negative ones (Hyndman and Koehler, 2006). This has led to the development of
the so-called symmetric measures:
" Symmetric Mean Absolute Percentage Error (sMAPE) A mean (2 ('u'))
e Symmetric Median Absolute Percentage Error (sMdAPE) A median (2 (Iy-I))
Although the problem with small values is less severe for these metrics, it is not completely elimi-
nated due to the inherent correlation between the observation and the forecast.
The last category of metrics uses an alternative way of scaling that divides each error by the
error obtained using another method of forecasting (the benchmark). The random walk is the most
common benchmark method used in these metrics. Using this approach, the following metrics can
be defined:
" Mean Relative Absolute Error (MRAE) A mean(|rtI)
" Median Relative Absolute Error (MdRAE) A median(lrt)
" Geometric Mean Relative Absolute Error (GMRAE) A gmean(|rt|)
where rt = et/e* and e* is the forecast error obtained from the benchmark method. Armstrong
and Collopy (Armstrong and Collopy, 1992) recommended the use of the GMRAE when the task
involves calibrating a model for a set of time series and the MdRAE for selecting the most accurate
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forecasting method when few series are available. Fildes (Fildes, 1992) also preferred the GMRAE.
One serious deficiency with the relative error metrics is that the error of the standard method can
be small. Rather than use relative errors it is possible to use relative metrics between the method of
interest and the benchmark method. Similarly, the "percent better" strategy looks at the number
of forecasts for which a given method is more accurate than the benchmark method (Hyndman and
Koehler, 2006). This method provides an easy to interpret measure of relative performance, but it
completely ignores any differences in the magnitude of the errors which can be misleading.
As an alternative to the metrics discussed above, Hyndman and Koehler (Hyndman and Koehler,
2006) recommend the use of scaled errors as the standard measure for forecast accuracy. In these
metrics, the forecast error is scaled by the in-sample mean absolute error obtained using the naive
forecasting method. Thus, the scaled error is defined as
A 1 et
qit = n
-1 i2 |i - Yi-il
which is independent of the scale of the data. Using this definition for the scaled error, it is possible
to define the relevant scaled metrics:
" Mean Absolute Scaled Error (MASE) = mean(JqtI)
" Median Absolute Scaled Error (MdASE) A median(|qtf)
" Root Mean Square Scaled Error (RMSSE) A V/mean(qt)
Hyndman and Koehler (Hyndman and Koehler, 2006) propose that these metrics should become
the standard approach in measuring forecast accuracy across series on different scales because they
have a meaningful scale, are widely applicable, and are not subject to the problems common to
other metrics. In particular, they recommend MASE because it is more easily interpreted and less
variable on small samples.
10.2.2 Evaluation of Distributional Forecasts
Since individuals are not indifferent to the varying degrees of uncertainty associated with different
forecasts, particular emphasis has been placed in recent years on the evaluation of the whole density
function associated with a given forecast (Noceti et al., 2003). In this section, the evaluation of
probabilistic forecasts (as opposed to point forecasts) of continuous and mixed discrete-continuous
variables will be discussed. For these variables, the probabilistic forecasts take the form of predictive
densities or predictive cumulative distributions functions (CDF's).
The evaluation of these forecasts faces the challenge that the observations are real valued
whereas the forecasts take the form of probability distributions (Gneiting et al., 2007). This chal-
lenge is partially addressed by following Dawid's (Dawid, 1984) prequential principle and evaluating
the predictive distribution only on the basis of forecast-observation pairs through the use of the
probability integral transform (PIT). In particular, the predictive distribution can be evaluated by
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assessing whether the PIT's are independent and identically uniformly distributed between 0 and
1 (Diebold et al., 1998).
However, Gneiting, Balabdaoui, and Raftery (Gneiting et al., 2007) showed that in certain
situations the PIT method cannot distinguish between the ideal forecaster and its competitors. To
address these limitations, they contended that the goal of probabilistic forecasting is to maximize
the sharpness of the predictive distribution subject to calibration. In this context, calibration refers
to the statistical consistency between the distributional forecast and the observations. For example,
a forecaster is well calibrated if those events to which he assigns a certain probability turn out to
occur in accordance with that probability (Dawid, 1982). The sharpness refers to the concentration
of the predictive distribution. The calibration of the forecast is a function of the forecast and the
events or values that materialize while the sharpness is only a property of the forecast. In order
to evaluate distributional forecasts along these dimensions, the use of scoring rules is attractive in
that they address calibration and sharpness simultaneously (Gneiting et al., 2007).
Assuming that x represents some parameter of interest (e.g., the demand for a new item in the
first week), scoring rules provide summary measures for the evaluation of the probability forecast
for x and assign a numerical score, s(F, xa), when a forecaster issues the predictive distribution F
and xa materializes. These scores can be taken as penalties that the forecaster wishes to minimize
(Gneiting and Raftery, 2007). A given scoring rule is said to be proper if the expected value of
the score, s(F, xa), for an observation x drawn from the true distribution, G, is minimized if
F = G (Seillier-Moiseiwitsch and Dawid, 1993). The scoring rule is strictly proper if the minimum
is unique (Gneiting et al., 2007). In practice, forecasting methods are ranked by their average score,
n
i=1
over a fixed set of forecast-observation pairs. The aggregate scores for competing forecast methods
are directly comparable if they refer to the same set of forecast situations (Gneiting and Raftery,
2007).
The development of scoring rules of the type just described has a long history. The meteorologist
Brier introduced the quadratic proper scoring rule in 1950. This was followed by the introduction
of the pseudospherical and logarithmic scoring rules by Good Good (1952) and by de Finetti who
independently developed the quadratic scoring rule. Many other scoring rules were developed in
the meteorological literature, including the discrete ranked probability score by Epstein in 1969
(Dawid, 2008).
The logarithmic scoring rule is the negative of the logarithm of the predictive density evaluated
at the observation (Good, 1952). This logarithmic scoring rule is of particular interest because
it is perhaps the most widely used (Gneiting et al., 2008). Additionally, the logarithmic scoring
rule is proper and has many desirable properties, but it lacks robustness (Gneiting and Raftery,
2007). In particular, it is at times too sensitive to differences between very small probabilities and
at other times not sensitive enough with respect to the distance between the prediction and the
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truth (Selten, 1998).1
Additionally, the aforementioned scoring rules are not sensitive to distance. That is, they give
no credit for assigning high probabilities to values near but not identical to the one materializing
(Gneiting and Raftery, 2007). This condition is often impractical. For example, in the case of
forecasting demand for new items at Zara, it makes sense to reward a forecaster that predicts
demand that is close to the actual demand. The continuous ranked probability score (CRPS) does
not suffer from this deficiency and is more robust than other scoring rules (Gneiting et al., 2007).
The CRPS, which expresses a kind of distance between the forecasted probability density function
(F) and the value that materializes (xa), is defined as
CRPS(Fza) [(P(x) - Pa(X)12 d(y),
where P and Pa are cumulative distributions:
P(x) = j F(y)d(y)
and
Pa(x) = H(x - Xa),
where
H(z)= 0 Z <0
IIZ >0
is the Heaviside function (Hersbach, 2000). The CRPS corresponds to the integral of the Brier
scores for the associated binary probability forecasts and can be evaluated in closed form for normal
distributions
CRPS (F, Xa) = -EFIX - X'I - EF IX - x1,
2
where X and X' are independent copies of a random variable with distribution function F and finite
first moment (Gneiting and Raftery, 2007). In the case of a point forecast, the CRPS reduces to
the absolute error and, as a result, provides a way to compare both deterministic and probabilistic
forecasts (Hersbach, 2000). The CRPS is a special case of the more general energy score defined as
ES(P, Xa) - Ep||X - X'\|13 - Ep||X - x||'3 ,2
where X and X' are independent copies of a random vector and 3 = 1 and m = 1 (I| -|) denotes
the Euclidian norm) (Gneiting and Raftery, 2007).
'Please see Gneiting et al. Gneiting et al. (2008) for additional discussion of other scoring rules.
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10.3 Implications and Recommendations
Based on the literature review above, the performance evaluation of any of the forecasting meth-
ods considered as part of this project should employ the mean absolute scaled error (MASE) for
point forecasts and the continuous ranked probability score (CRPS) for distributional forecasts.
Additionally, in any situations that require the comparison of a point forecast with a distributional
forecast, the CRPS should be used. The CRPS has many advantages, including that it is easy to
interpret and its units are the same as those of the item being forecast, but its scale-dependency is
something that should be kept in mind when drawing conclusions based on its results. Additionally,
the CRPS can only be evaluated in a closed form for normal distributions, so that the numerical
calculations of the integrals required might present a problem with implementation.
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Chapter 11
Distribution Optimization
Background
This chapter will review some common concepts and frameworks related to distribution that were
helpful in formulating the distribution optimization employed in this thesis (see § 6).
11.1 Newsvendor Problem
The newsvendor problem deals with the key decision of how much of a particular product to produce
or buy at a given time. The principal trade off in the problem is having too much or too little
inventory. The consequence of having too much inventory is left over inventory at the end of the
selling period that has to be sold at a loss or simply discarded. Having too little inventory, on the
other hand, results in loss revenue because some portion of the customer demand for the product
will not be served. Moreover, the newsvendor problem applies to situations in which the unserved
demand is lost (i.e. no back-ordering), there is only one decision to make, and product is perishable.
As would be expected, the cost of too much inventory is not necessarily the same as the cost
of too little inventory. In most cases, the lost revenue from having one less unit of a product
far exceeds the extra cost of having one extra unit. However, independent of these relative cost
differences, for situations that fit the criteria of the newsvendor problem it is possible to determine
the quantity that minimizes the expected cost of having too little or too much inventory.
To determine this quantity, it is convenient to define the expected profit function for the
newsvendor problem. The value of this function depends on whether demand exceeds the amount
of product available and can be written as follows:
I = q(r - p) ifd > q
- q(r -p)+ (q -d)(s -p) if d< q
where pis the unit production cost, r is the unit revenue, s is the unit salvage value, d is the
demand (unknown), and q is the order quantity. Based on this profit function, it is possible to
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write a function for the expected additional profit of ordering an extra unit. This function is useful
because the optimal order quantity is that for which this function becomes zero:
dfl= IP(d > q)(r - p) + P(d < q)(s - p) = 0.
dq
Therefore:
IP(d < q)(s - p) = -P(d > q)(r - p)
P(s - p) =-(1 - P(d q))(r - p)
P(s - p) = -(r - p) + F(d < q)(r - p)
P((s - p) - (r - p))= -(r - p)
P(d < q) = r-p
-(r -p) -(s -p)
Notice that the expressions r - p and s - p in the above solution are equivalent to the inventory
underage and overage costs, respectively. Thus, the optimal order quantity is that which meets the
following condition:
P(d < q) =c
-c + h'
where c is the unit underage cost and h is the unit overage cost. This result is reassuring because,
as would be expected, the order quantity that minimizes the total overage and underage costs is
only a function of these costs and of the anticipated demand distribution.
11.2 Economic Order Quantity
Another method for determining the optimal quantity to order is the economic order quantity
model. Similar to the newsvendor model, the EOQ has costs associated with ordering both too
little and too much inventory. However, the logic behind these costs is entirely different. Under
the EOQ model, the cost of ordering too little inventory is having to order more inventory too
frequently which leads to higher ordering costs in the form of shipping and set-up charges. The
cost of ordering too much inventory, on the other hand, is a high average inventory which means
higher opportunity and holding costs.
Another similarity of the EOQ with the newsvendor model is that it only applies under certain
conditions. Specifically, the EOQ is designed for situations in which there is repeated ordering,
demand is known and constant, there is a fixed cost per order, there is a known inventory holding
cost, and the replenishment of inventory is intantaneous. Under these conditions, the total inventory
cost has the following formula:
C = s() +ck(q)
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where s is the cost per order (i.e. shipping and setup costs), k is the inventory holding cost, c
is the product unit cost, d is the demand rate (known), and q is the order quantity. Notice that
the first term on the right had side of the equation above represents the total ordering costs while
the second term represents the inventory holding costs. This makes sense because with a known
demand there are no costs related to lost sales or left-over inventory. Finding the order quantity
that minimizes this total cost function is simply a matter of setting its derivative equal to zero and
solving for q:
dC sd ck
dq q2  2
Therefore:
ck _ sd
q2 
- 2_
q 2 2 sd
q ck
One distinct advantage of the EOQ model is that it deals directly with the notion of repeated
ordering for inventory replenishment and the associated inventory holding costs. This is something
that the newsvendor model does not have to bother with since it assumes that there is only one
period. However, the notion that demand is both known and constant makes the EOQ model
applicable in a very limited set of situations.
11.3 Review Policies
Another class of frameworks deals with replenishment decisions. Although these frameworks were
not directly helpful in solving the problem at hand, their underlying concepts were helpful in
framing the overall problem.
11.3.1 Periodic Review
A periodic review inventory manangement policy is one in which orders of varying sizes are places
at regular intervals. Under this type of policy, a target level of inventory is determined ahead of
time and then enough product is ordered at each re-order point to return the inventory to this
level. The target inventory, Q, is calculated using the EOQ model previously discussed and the
time between revies or orders, T, is the average time it takes to consume Q or Q/D, were D is the
average demand.
However, the periodic review policy does not assume that stock is delivered as soon as an order
is placed. Therefore, the time it takes for the new inventory to arrive, or the lead-time, needs to be
taken into account when placing an order. Also, although an average demand is used to compute
the time between reviews, demand is assumed to be unknown. In order to deal with these two
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additional variables, the period review policy defines and order-up-to quantity, S, such that:
P(DT+LT < S) = f ~ c/(c + h),
where P(DT+LT < S) is the probability that the demand in the time between reviews and the
lead-time is less than the order-up-to quantiy and f is a predefined service level or the newsboy
fractile (see section...). Thus, the optimal order quantity can be determined by taking the difference
between the order-up-to quantity and the inventory on hand, I,:
q = S - I.
Note that the safety stock, Iss, is simply the difference between the order up to quantity and the
expected demand in the time between reviews and lead-time:
Iss = S - E[DT+LT].
Similar to the EOQ, the periodic review policy takes into account future replenishments and tries
to balance the cost of ordering more inventory with the inventory holding costs. However, it goes
one step further by treating demand as an unknown variable and trying to minimize the costs of
unmet demand and excess inventory through the critical fractile, f.
11.3.2 Continuous Review
The continuous review policy is very similar to the periodic review policy. The only difference is
that instead of defining an order-up-to quantity, the continuous review policy defines a quantity at
which more inventory will be ordered. This quantity is known as the re-order point. The re-order
point is defined such that the probality the demand during the lead-time period is less than or
equal to this quantity is a predefined percentile:
P(DLT < R) = c+ h
As with the periodic review, the fractile f can either be a chosen service level or the critical
fractile from the newsvendor problem (as shown in the equation above). Also, the safety stock
is now defined as the difference between the re-order point and the expected demand during the
lead-time:
Iss = R - E[DLT].
The advantage of the continuous review policy is that it can be more responsive to changes in
demand. It also deals with less uncertainty by reducing the period during which uncertain demand
can result in a stock-out to only the lead-time. However, it also requires a system that allows orders
to be placed at uneven intervals which can be difficult to manage.
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11.4 Implications
Although none of the assumptions used in these frameworks fit the problem at hand, the newsvendor
formulation is similar in many ways. The main difference is the future decisions that will be made
in this problem that are not considered in the newsvendor problem. Nonetheless, the basic idea of
the distribution optimization formulation developed for this paper is that of simultaneously solving
a newsvendor problem for each store in each time period while linking the inventory constraints.
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Chapter 12
Detailed Point Forecast Development
This chapter includes a detailed description of the different factors and forecast formulations that
were analyzed in the development of the new forecast formulation. The descriptions are arranged
in chronological order and include the work for both period 1 and 2.
12.1 Period 1
The forecast development work began with the first period. This is arguably the most important
period for Zara since it is the time when a new item is best positioned to sell well. After this first
period, other new items will come into the store and will be prioritized by both staff and customers.
Currently, there are four different ways of calculating the demand of the comparables in the first
period and they all involve taking averages of the demand during different periods of the life of
the comparables: the best three weeks, the first three weeks, the most recent three weeks (last),
and all of the available weeks. For these methods, the demand for the entire period is computed
by multiplying the average by the length of the period. In a addition to these, a new method was
formulated that looked only at the demand during the period being forecast. This method tries
to reproduce the demand during the period by making estimates for any missing days based on
the other available data. This approach relies on the previous analysis on the best method for
estimating demand from incomplete sales data (please see §2.1).
12.1.1 Naive Forecasts
The most basic forecast that can be made from the comparable information is to take the value of
each of the available predictors as the estimate (intercept of 0 and slope of 1). For example, for
the best three weeks, this is equivalent to saying that the average demand in the first week for the
new item will be the same as the average demand during the best three weeks of the comparable
items. As mentioned previously, this method is the best approximation of the current method for
forecasting the demand for a new item. As such, the results for this method will be labeled as
"Current" in all of the figures in this section. The other "naive" methods that were studied can be
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described as follows:
" Current (average of the sales in the best three weeks):
Dig = 7 ( cijw /N ,
EBest
where D is the demand for the new item, cij, are daily sales of an item i, at store j, in week
w, and N is the number of days with possible sales.
" MO1 (average of the sales in the first three weeks):
D'g = 7 ( cj N .j (wcE st 3CjlN).
\wFirst
" M02 (average of the sales in the most recent three weeks):
D'g = 7 ( cg/
\wLast 3
" M03 (average of the sales in all the available weeks):
D' = 7 (Zciiw/N).
" M04 (sum of the sales in the first week with missing days estimated from within-week cycli-
cality):
D. = C.
where Cij are the average comparable sales.
The current method and methods M01, M02 and M03 all use averages over different selections
of weeks while M04 uses the sum of the first weeks sales correcting for any missing days (due
to stock-outs or store closures) by leveraging information from other days and sizes (for a full
discussion of this calculation refer to §2.1). Figure 12.1 and Figure 12.2 show that relative to using
the best three weeks (current method), using the first three weeks, all the weeks, or just the first
week perform much better by all the metrics. Using the last three weeks performs much worse.
This is the expected result since for many of the comparables the last few weeks are towards the
end of the product life-cycle and have very few sales when compared to the first week of a new
item. Given this systematic problem with using the last few weeks as a basis for forecasting, all
future analysis will not consider this information.
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12.1.2 Biased Forecasts
The most basic improvement over the current forecasting methods would be to use regression
to estimate the best coefficient (or slope), rather than forcing it to be equal to one, while still
maintaining the intercept at zero. The lack of an intercept makes these methods biased by definition.
Similar to the previous section, the model formulations are as follows:
" Current (average of the sales in the best three weeks):
Dij = T7 cijw/N .
wEBest 3
" M05 (average of best three weeks with an optimal slope):
D'=1( cjv /N).
(wE et 3 ilN
* M06 (average of first three weeks with an optimal slope):
EFirst
. M07 (average of all available weeks with an optimal slope):
D'= 1 ( cijW /N.
" M08 (sum of first week with an optimal slope):
D = 01C .
Allowing the slope term to vary improves some of the methods and hurts others (see Figure 12.3
and Figure 12.4). This is a curious results and implies that the slope term corrects for some dispro-
portion between the dependent and indepent variables for some methods and induces disproportion
in others. In particular, the estimate based on the best three weeks is markedly better than previ-
ously. This implies that the demand during the best three weeks has a consistently disproportionate
relationship with the demand in the first week. This could be the result of stable product life-cycles.
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12.1.3 Unbiased Forecasts
The next logical forecast improvement would be to allow not only the slope to vary, but also the
intercept for each of the methods. Figure 12.5 and Figure 12.6 show the results for this analysis
where the model formulations are as follows:
" Current (average of the sales in the best three weeks):
Dig = 7 ( Yt3cijw/N 
.\wEBest 3 /
" M09 (average of best three weeks with an optimal slope and intercept):
D'ig =B1 ( Ciw/N +00.
\w EBest 3
" M10 (average of first three weeks with an optimal slope and intercept):
i =1 (E cijw/N + 0
wEFirst 3
" M11 (average of all available weeks with an optimal slope and intercept):
Dii= 01/3 ( ciN + /N)
" M12 (sum of first week with an optimal slope and intercept):
D = I1Cg +0.
All of the methods have remarkably similar performance. In particular, when looking at both
the sMdAPE and MdAPE results the forecast based on the first three weeks and the first week
are essentially tied; however, different forecasting methods might have operational advantages or
disadvantages that would make them preferable. For example, the forecast using the first week has
operational advantages in that it allows items that have been in stores for fewer weeks to be used
for the comparables.
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12.1.4 Impact of Week-to-Week Cyclicality
As a small aside, it is possible to evaluate the impact of correcting for week-to-week cyclicality in
the data using both the first three week method and the first week method given that they perform
similarly. The correction for week-to-week cyclicality is done by scaling the comparable data using
weekly sales data from a previous year:
Dt*-S Dt,
St
where St represents the average sales in a given week, t represents the week that the new item will
be in store, and t* represents the week that the comparable item was in the store. The average
sales per model in a given week were used as the basis for this scaling. The figures below show the
results show the result of this analysis using the following formulations:
" Current (average of the sales in the best three weeks):
Di = 7 (wEt3cijW /N).
EBest 3 )
* M10 (average of first three weeks with an optimal slope and intercept):
D/ =1 c /N) +#.
EFirst 3
" M13 (M10 with average of first week scaled based on week-to-week cyclicality):
D = #1 (wjW/N + 0,
\wEFirst 3/
where dijw are the scaled daily comparable sales during period 1.
" M12 (sum of first week with an optimal slope and intercept):
D. = #1Cd + #0.t3 /CIj-Io
" M14 (M12 with sum of first week scaled based on week-to-week cyclicality):
D' = #1Ch + 0,
where Cj are the scaled average comparable sales during period 1.
Overall, the impact of the week-to-week cyclicality correction is a consistent slight lost in per-
formance (see Figure 12.7 and Figure 12.8). This is likely due to using the average sales per model
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as the basis for the scaling. It is likely that a more rigorous method would yield better results.
Nonetheless, this type of week-to-week cyclicality is generally a good practice and was found to
be effective in previous work by Correa (2007) and others. Thus, given the small change in per-
formance, it will be maintained for future analyses. Also, after correcting for the week-to-week
cyclicality, the difference between the methods using the first week and the first three weeks is
further reduced. Given these results and the operational advantage of M12 previously discussed,
the remaining work will focus on methods that use the sum of the sales in the first week as their
basis.
12.1.5 Variable Transformations
The sales of individual items at a given store can be thought of as a Poisson process, which is a
stochastic process where observations occur continuously and independently of one another. For
this type of process, the number of observations between two points in time follows a Poisson
distribution. In the situation at hand, the number of sales that occur in the first week of a product
would fit this description. Thus, the basic regression model would have the form
yj ~ Poisson(O6).
Also, since O6 must be positive, it makes sense to fit a linear regression on the logarithmic scale
(Gelman and Hill, 2007):
6; = exp(#Xj).
Figure 12.9 and Figure 12.10 show the results for different variations of this type of transfor-
mation:
" Current (average of the sales in the best three weeks):
D' = 7 ( :t3cijw/N 
.\wEBest 3 /
" M14 (M12 with sum of first week scaled based on week-to-week cyclicality):
D. = #iCh +1#o.
* M15 (M14 with natural log transformation of data):
ln(Dh) = i ln(Oh) + #o.
* M16 (M15 with coefficients calculated using a general linear model with a quasi-Poisson
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Dg = #1i +#o.
* M17 (Ml
tion):
5 with coefficients calculated using a general linear model with a Poisson distribu-
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Figure 12.9: Period 1 - Variable Transformation Results - Metrics
The simple log transformation (M15) provides a large improvement over the best simple method
by all the metrics except sMdAPE. Although the sMdAPE has been the primary metric used thus
far, the relatively small increase in error by this metric is more than compensated by the large
reduction in error by the rest. Thus, the simple log transformation apporoach will be used in the
methods explored in the remaining sections.
175
DZ = #1O + #0.
Root Mean Square Error
Current
Current
W
M17
Absolute Percent Error Distributioi D
- Current. .. .. -
-A- M14
-- +-- Mi
--- M176
4 M17
13 M14
M MIS5
1 M16
- 5 M17
0-5% 5-15% 15-35% 35-75% 75-125% >1 256
-200 0 100 300 500
Percent Error (%)
Density Plots of Percent Error
-100 -50 0 50 1 00 150 200
Percent Error ()
Density Plots of Error Mag.
-20 -10 0 10 20
Difrerence
(a) Accumulated Error (b) Error Density Plots
Figure 12.10: Period 1 - Variable Transformation Results - Distributions
12.1.6 Data Aggregation
The next logical potential improvement over the previous models is to include group-level infor-
mation in the regression. This means using information across different stores or across similar
items to improve the forecast for a particular item and store combination. The following analysis
will look at the current and best previous method along with three methods that use group level
information:
e Current (average of the sales in the best three weeks):
Dj = T ( cijw/N .
EBest 3
* M15 (log transformation of scaled sum of first week with an optimal slope and intercept):
ln(D) = #1 In(O1) + Oo.
e M18 (M15 plus group level information as additional regressors):
ln(D%) = #i ln(O1) + 2ln E
E(iCFamily,j
O1 16"') + #41n O%)
(iESubF/Store~j
* M19 (M15 with different coefficients for each store (hierarchical regression)):
ln(Dh) = #1 ln(O ) + Oo.
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* M20 (cluster level aggregation of data distributed among stores based on historical store
weightings):
ln(DM1 ) = 11n W C +#2 E W
where k are the stores within cluster K for which there is available data and W is the weight
of store j within cluster K based on historical data.
The first (and simplest) model (M18) includes additional regression factors for the average
performance of the item family and the sub-family in a particular store. M19 is a hierarchical
model that takes the store as the grouping level and produces regression coefficients for each store.
This type of model estimates the within store and the between store variation and tries to make
the best estimate it can by leveraging the information at both levels. The last model (M20) makes
a forecast for the total demand across a particular cluster of stores and distributes it among the
individual stores based on the proportion of the comparable demand that occurred at each store. It
also takes into account the number of stores missing for each cluster and adjusts the forecast based
on this information. Essentially, the more complete the cluster, the more it believes the forecast.
This last approach is sensitive to the store clusters that are chosen and to the store weightings that
are used, so that care must be taken with the way in which these are done (please see §2.2).
The results (see Figure 12.11 and Figure 12.12) show that aggregating the available sales data
accross a cluster of stores and then distributing this forecast to the individual stores produces the
best overall forecast. The hierarchical approach performs rather poorly relative to the best previous
method. This is surprising given that it is attempting to do something very similar to the method
M20. It is likely that there is not enough data to estimate the store level and cluster level errors,
which M20 gets around by using the previously established information. It should be noted that
method M20 also has an operational advantage over the other methods in that it can be used to
estimate the demand for a particular store even when the comparable items were not sent to that
store. This is something that other methods are sensitive to and that will be looked at in a future
section.
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12.1.7 Analysis of Other Factors
A final level of potential improvement over the previous forecasting methods is the inclusion of other
factors such as the type of item ("basico" or "fantasia"), the day of the week that the item starts
in the store, and the department that the item came from ("Basic", "Woman", "TRF", "Punto",
"Camisetas" or "Complemento"). Additionally, this section will look at other combinations of
aggregate information that were not previously analyzed:
9 Current (average of the sales in the best three weeks):
\wEBest 3/
* M20 (cluster level aggregation
weightings):
ln(D)=#1In Wj jEK i) +#2
of data distributed among stores based on historical store
(W ).
e M21 (M20 with item and store aggregate information):
SEkW j)K ij + 2 In
Ejk Wy ) iEFamily~j
+ #3 In E )
(iESubF/Store~j
+ #4 E W .
(jck
e M22 (M20 with intercept by item type, buyer and store type):
Cili
(W I:jEk +,32
In (D 31 In13 
- W.
EjEK 3
w) + #3SType + 4PType + 5BBuyer,
where SType, PType and BBuyer are indicator variables for the type of item, the buyer and the
type of store.
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e M23 (M20 with slope by item type, buyer and store type):
In (D)=#I1n(Oh) -+#2 In W E i)
Z3 (Wi jEK 3 ) ±iEFamilyj
+#41n SF O +3 W
iESubF/Store~j kj~(
+ #6SType + #7PType + #8BBuyer,
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Figure 12.13: Period 1 - Analysis of Other Factors Results - Metrics
The results show that both M22 and M23 perform better than the M20 (see Figure 12.13 and
Figure 12.14); however, the improvement is small relative to the increase in complexity for these
methods.
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12.2 Period 2
The following section will discuss the work done to develop a demand forecast for new items period
2. The methodology for this work is slightly different from the period 1 work in that there is no
current period 2 specific demand forecast. The closest thing to a period 2 forecast currently available
is the forecast used in the regular replenishment process. This forecast predicts the demand in a
given week based on the previous week. However, calling this method the current method would
not be generally accepted at Zara. Therefore, the following analysis will simply assign a method as
the baseline and work towards generating the best method possible. Also, period 2 is technically
defined as the lasting from week 2 to week N, where N is a user defined parameter. For simplicity,
the following analysis assumes that N is equal to 2, so that the second period is the same as the
second week.
Another slight departure from the methodology used for the period 1 forecast development is
that there are two time instances at which a period 2 forecast could be made: before item sales
are observed (time 0) and after (time 1). For the purposes of the optimization, only the forecast
conditional on having observed sales is needed, so the analysis will focus on this case.
12.2.1 Best Formulations from Period 1
Leveraging the work from period 1, the first groups of models will focus on the observed sales data
from the first week and the average comparable data from period 1 and 2. These models will also
employ the log transformations that were shown to be relevant for period 1. The bulleted list below
gives details for each of the models in the first group. Notice that the baseline model is the simplest
possible model and the remaining models are increasingly more complex.
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" M01 (log of sales during observation period times a coefficient plus a constant):
ln(D ) = #I ln(DqB) + i0,
where D?. is the period 2 demand at time 1, DOB is the observed demand from the first week,
i is the new item, j is the store, and #,, are the regression coefficients.
" M02 (M1 with scaling based on week-to-week cyclicality):
ln(D? ) = #1 ln(DqB) + 0o.
" M03 (M1 with cluster aggregation):
-
DOB
ln(D? ) = #11In W #2E y
ZnD3)=31n i Ek W ) +/32 W
j EK K
* M04 (M3 with comparable information for period 2):
In(D ) I in (W3  D3B + #2 In KWiE +02
" M05 (M3 with comparable information for period 1 and 2):
ln(D?,) = 11n W- E DB +/21n W EK ij
/3ik W ) J Ek W/
+# 3 In W iE +#2 W+/3l(V Ei jy) /32EKi)
Figure 12.15 and Figure 12.16 show a comparison of the out-of-sample predictions produced by
each of these models. M03 performs better than the other models and significantly better than the
best forecast for period 1. This is encouraging since the dynamic optimization concept is based on
the assumption that the predictive power of the demand forecast improves significantly after actual
new item sales are observed. It is interesting that the best forecast is obtained without including
any of the comparable information. One interpretation for this is that the information from the
actual item is so much better than that from the comparables that including the comparable data
only introduces noise. Also, the results of the scaling to correct for week-to-week cyclicality are
again somewhat negative. This type of adjustment was maintained for the comparable of data in
period 1 mainly because of the often significant differences between the entry dates of the new item
and the comparables. In this case, the data from the observed sales is at most a few days old and
it is unclear if an adjustment should be done in general. For simplicity, the remaining analyses will
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12.2.2 Observation Period Effects
One significant characteristic of the period 2 forecast is that the start of the period from which
actual item sales can be observed is not the same for all stores or items. Depending on when the
new item is distributed and on the location of the store, the observation period can start on different
days of the week. This means that the sales during the observation period could be impacted by
the day-to-day cyclicality previously analyzed. The following models attempt to control for these
effects, with the exception of the baseline which is just the best previous model (M03):
e M03 (aggregated observed sales with log transformations):
E ~ DOBln(D )=#11n W iz +#2EcK i ) 0 [W
EK
" M06 (M02 with intercept by start day):
ln(D?3 ) = 1 ln(D B) + 2SDay,
where SDay is an indicator variable for the start day of the item.
" M07 (M02 with slope by start day):
ln(D?) = #iSDay In(D9B) + ,
where #1 is a vector with coefficients that vary by the start day.
" M08 (M03 with intercept by start day):
ln(D ) = #1In W ) +2
* M09 (M03 with slope by start day):
~nDk D ne
Ini(D? ) = #iSDay In WyE +2
U ( Wi Ej6K 3j)
W) + #3 SDay-
(JE
(W.
The results show that M06 and M07 perform much worse than the baseline and that M08 and
M09 perform slightly better than the baseline (see Figure 12.17 and Figure 12.18). This implies
day-to-day cyclicality that exists in general is muffled during the first few days due to the "newness"
of the item. This effect was previously observed in the analysis for converting sales into demand
(please see § 2.1).
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Figure 12.18: Period 2 - Observation Period Effects - Distributions
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12.2.3 Store Type, Item Type and Buyer Effects
Another characteristic of period 2 that might be helpful in improving the forecast performance are
the life-cycle differences that exists between different product types: basic ("basico") vs. fashion
("fantasia"). These differences were looked at for period 1 and resulted in a marginal improvement,
but their impact might become more significant as the product spends more time in the store.
Another way to include item type information is to look at the differences between the different
departments or buyers ("Basic", "Woman", "TRF", "Punto", "Camisetas", or "Complementos").
The following models take these factors into account (with the exception of the baseline):
e M03 (aggregated observed sales with log transformations):
2 (Yj' - DOB
ln(D j) =I1n W Dj BEjc- W + /2 ( WJ).
.E
. M10 (M03 with intercept by item type and buyer):
( ~ DOBln(D ) = #1I1n W j
Z3~ ~ ( K Ek T
+ /2 Wi + #3PType + #4BBuyer,
.6K
where PType and BBuyer are indicator variables for the type of item and the buyer, respectively.
e M11 (M03 with slope by item type and buyer):
I'~ ~>: DOB\
ln(Dj) = #1PTypeBBuyer ln W j EK i -+2
Zj Ek W ( SW) ,
where 1 is a vector with coefficients for each combination of item type and buyer.
e M12 (M03 with intercept by store type, item type and buyer):
n ) =#1n D OBIn (Dij) 1 3Iln yWj>3 ii + 2 wi + #3SType + /34PType + 35BBuyer-
* M13 (M03 with slope by store type, item type and buyer):
ln(D 3 ) = #i1STYPePTypeBBuyer ln W jek D + #2In(Dj E k K 3 JS
where #1 is a vector with coefficients for each combination of store type, item type and buyer.
Figure 12.19 and Figure 12.20 show that the impact of including the item type information
is marginal. Curiously, including the store type information provides no improvement. Based on
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these results, the best model looked at thus far is M11, which improves slightly over M03. However,
the difference is rather small and the choice of the best model is a matter of preference. However,
since the item type and buyer information is readily available there is no particular reason to not
choose M11 as the best model and the remaining analysis will do so.
12.2.4 Demand Trend Effects
One last potential improvement over the forecasting models previously examined for period 2 is
including the potential interactions (multiplicative terms) between the sales in the first week, the
observation period and the second week. The rational behind including these terms is to capture any
additional differences between items that is not already capture by including these terms separately.
That is, to determine if the effect of the observed sales on the sales in period 2 is dependent on
the comparable sales during period 2. For example, it could be the case that items that had high
sales in the observation period and high comparable sales in period 2 were more likely to have high
period 2 sales than those that had the same sales in the observation period but low comparable
period 2 sales. The following models explore these effects:
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M11 (aggregated observation period with slope by item type and buyer):
ln(Dj) = #1PTypeBBuyer in (W3  ij )
* M14 (M11 plus period 2 comparable sales):
ln(Dj) = IPTypeBBuyer (n WiD
+ 02 W .
36K
+# 2 In Wi Ek j +33 ( v.j3f<K
M15 (M14 plus interactions between observed sales and period 2 comparable sales):
ln(Dj) =1 PrypeBBuyer In (W Ej )
\ jRW -- 12 In Wi LjCKj CkWj
+ # sln W 3 D B WijEK Zj ) (W EjEK C?±3~ In((W JEK jik ' Zjk +34 (Wi.
.EK
* M16 (M11 plus interaction between period 2 and period 1 comparable sales):
PTypeBBuyer In Wi EK DB
EkWi
+ 02In((Wi YjEK4 "W j
-kwj) ( Ick W + 1( Wg.
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9 M17 (M10 plus difference between period 2 comparable sales and observed sales):
ln(AD.) = 31PTypeBBuyer ln W EK Dii)
Z3~ ~ (W EkW + 2 ln Wj EjEK i)( Ej~kWj
n W W EK6) (W jEK sj
+ A Z3I W jEk Wi } 3 jEk Wi _))J
The results below show that these models do not improve the forecast performance over the
best previous method (see Figure 12.21 and Figure 12.22).
Percent Errors for Over-Estimates
UJ
300
250
2 200
W 150
100~
0-
Mil M14 M1S M16 M17
2
CT
Overn Under Estimate Proportions
1.4 -
1.2 -
1.0 -
0.8 -
0.6 -
0.4 -
0.2-
0.0
0t Over-Estimate M Correct 0 Under-Estimate
M11 M14 Mis M16 M17
Percent Errors for Under-Estimates
100 -- - -
80 -
40 -
20 -
0
M11 M14 M15 M16 M17
Root Mean Square Error
Median Abomolute Percentage Error (MdAPE)
M1l M14 MIS MIS M17
Symmetric Median Absolute Percent Error (SMdAPE)
M11 M14 M15 M16 M17
Median Relative Absolute Error (MdRAE)
M r Min MIS MI M 
Percent Better than Baseline
0.00
M11l M14 MIS MIS M17
Figure 12.21: Period 2 - Demand Trend Effects - Metrics
189
+ 14 ( Wi)
(j EK
Cummulative Distribution of Percent Eri
.. ... M I . .. . . . ..... .. . . . . . . ... .. . . . .... . .o A --F X s
-A- M14
---- Mi 5
-N- M16
-0-- M17 - --
M M15
E M16
El M17
o Mi-Tx
o0-{-x
0-5% 5-15% 15-35% 35-75% 75-125% -125%
-200 a 100 300 500
Percent Error (%)
Density Plots of Percent Error
2
-100 -50 () 5o 100 150 200
Percent Error (%)
Density Plots of Absolute Differences
- . M14
.1--1 M 15
-20 -10 0 10 2.
Difrerence
(a) Accumulated Error (b) Error Density Plots
Figure 12.22: Period 2 - Demand Trend Effects - Distributions
190
0.6
0.4
0.2
0.0
Density Plots of Percent ErrorAbsolute Percent Error Distribiftion1
-2 a 2 4
Bibliography
J.S. Armstrong and F. Collopy. Error measures for generalizing about forecasting methods: Em-
pirical comparisons. International Journal of Forecasting, 8(1):69-80, 1992.
J.S. Armstrong and F. Collopy. Integration of statistical methods and judgment for time series
forecasting: Principles from empirical research. Forecasting with Judgment, pages 269-293, 1998.
J.S. Armstrong, R. Brodie, and S.H. McIntyre. Forecasting methods for marketing: Review of
empirical research. International Journal of Forecasting, 3:335-376, 1987.
Dimitri P. Bertsekas. Dynamic Programming and Optimal Control. Athena Scientific, Nashua, New
Hampshire, 2005.
Rhys Blakely. Wii shortage means $1.3bn lost sales for Nintendo this Christmas. http: //business.
timesonline.co.uk/tol/business/markets/united-states/article3065672.ece, Decem-
ber 18, 2007.
F. Caro and J. Gallien. Inventory management of a fast-fashion retail network. Operations Research,
58(2):257-273, 2010.
J.R. Correa. Optimization of a fast-response distribution network. 2007.
A.P. Dawid. The well-calibrated Bayesian. Journal of the American Statistical Association, 77
(379):605-610, 1982.
A.P. Dawid. Present position and potential developments: Some personal views: Statistical theory:
The prequential approach. Journal of the Royal Statistical Society Series A - General, 147(2):
278-292, 1984.
A.P. Dawid. Comments on: Assessing probabilistic forecasts of multivariate quantities, with an
application to ensemble predictions of surface winds. Test, 17(2):243-244, 2008.
F.X. Diebold, T.A. Gunther, and A.S. Tay. Evaluating density forecasts with applications to
financial risk management. International Economic Review, 39(4):863-883, 1998.
B. Efron and G. Gong. A leisurely look at the bootstrap, the jackknife, and cross-validation. The
American Statistician, 37(1):36-48, 1983. ISSN 0003-1305.
191
J. Faraway and C. Chatfield. Time series forecasting with neural networks: a comparative study
using the air line data. Journal of the Royal Statistical Society: Series C (Applied Statistics), 47
(2):231-250, 1998. ISSN 1467-9876.
K. Feng, U.S. Rao, and A. Raturi. Setting planned orders in master production scheduling under
demand uncertainty. International Journal of Production Research, 99999(1):1-19, 2010. ISSN
0020-7543.
K. Ferdows, M. Lewis, and J. A.D. Machuca. Zara Case Study. Supply Chain Forum, 4(2):62-66,
2003.
K. Ferdows, M.A. Lewis, and J.A.D. Machuca. Rapid-fire fulfillment. Harvard Business Review,
82(11):104-110, 2004.
R. Fildes. The evaluation of extrapolative forecasting methods. International Journal of Forecast-
ing, 8(1):81-98, 1992.
M. Fisher and A. Raman. Reducing the cost of demand uncertainty through accurate response to
early sales. Operations Research, 44(1):87-99, 1996.
RM Frazier. Quick response in soft lines. Discount Merchandiser, 26(1):40-46, 1986.
V. Gaur, S. Kesavan, A. Raman, and M.L. Fisher. Estimating demand uncertainty using judgmental
forecasts. Manufacturing & Service Operations Management, 9(4):480, 2007.
Andrew Gelman and Jennifer Hill. Data Analysis Using Regression and Multilevel/
Hierarchical Models. Cambridge University Press, 2007.
T. Gneiting and A.E. Raftery. Strictly proper scoring rules, prediction, and estimation. Journal of
the American Statistical Association, 102(477):359-378, 2007.
T. Gneiting, F. Balabdaoui, A.E. Raftery, et al. Probabilistic forecasts, calibration and sharpness.
Journal of the Royal Statistical Society Series B - Statistical Methodology, 69(2):243-268, 2007.
T. Gneiting, L.I. Stanberry, E.P. Grimit, L. Held, and N.A. Johnson. Assessing probabilistic
forecasts of multivariate quantities, with an application to ensemble predictions of surface winds.
TEST, 17(2):211-235, 2008.
I.J. Good. Rational decisions. Journal of the Royal Statistical Society Series B - Methodological,
14(1):107-114, 1952.
P. Goodwin. Integrating management judgment and statistical methods to improve short-term
forecasts. Omega, 30(2):127-135, 2002.
P. Goodwin and R. Fildes. Judgmental forecasts of time series affected by special events: Does
providing a statistical forecast improve accuracy? Journal of Behavioral Decision Making, 12
(1):37-53, 1999.
192
A. Griffin, P. Belliveau, and Product Development & Management Association. Drivers of NPD
Success: The 1997 PDMA Report. PDMA, 1997.
J.R. Griffith and B.T. Wellman. Forecasting bed needs and recommending facilities plans for
community hospitals: A review of past performance. Medical Care, 17(3):293-303, 1979. ISSN
0025-7079.
H. Hersbach. Decomposition of the continuous ranked probability score for ensemble prediction
systems. Weather and Forecasting, 15(5):559, 2000.
Hoover's. Industria de diseo textil, S.A. - In-Depth Records. Technical report, Hoover's Company
Records, 2009.
R.J. Hyndman and A.B. Koehler. Another look at measures of forecast accuracy. International
Journal of Forecasting, 22(4):679-688, 2006.
Mahesh Kumar and Nitin R. Patel. Using clustering to improve sales forecasts in retail merchan-
dising. Annals of Operations Research, 174:33-46, 2008.
L. Lapide. It's gotten hard to forecast. Journal of Business Forecasting, 28(1):17-19, 2009.
S. Makridakis, A. Andersen, R. Carbone, R. Fildes, M. Hibon, R. Lewandowski, J. Newton,
E. Parzen, and R. Winkler. The accuracy of extrapolation (time series) methods: Results of
a forecasting competition. Journal of Forecasting, 1(2):111-153, 1982.
Albert Maydeu-Olivares. Classification of prison inmates based on hierarchical cluster analysis.
Psicothema, 8(3):709-715, 1996.
T.M. McCarthy, D.F. Davis, S.L. Golicic, and J.T. Mentzer. The evolution of sales forecasting
management: a 20-year longitudinal study of forecasting practices. Journal of Forecasting, 25
(5):303-324, 2006.
P. Noceti, J. Smith, and S. Hodges. An evaluation of tests of distributional forecasts. Journal of
Forecasting, 22(6):447-455, 2003.
D. Onkal, P. Goodwin, M. Thomson, S. G6niil, and A. Pollock. The relative influence of advice from
human experts and statistical methods on forecast adjustments. Journal of Behavioral Decision
Making, 22(4):390-409, 2009.
A.L. Page. Assessing new product development practices and performance: establishing crucial
norms. Journal of Product Innovation Management, 10(4):273-290, 1993. ISSN 0737-6782.
Petr Praus and Pavel Praks. Hierarchical clustering of rgb surface water images based on mia-lsi
approach. Water, 36(1):143-150, 2010.
Drazen Prelec and H. Sebastian Seung. An algorithm that finds truth even if most people are
wrong*. Unpublished paper.
193
D.B. Rosenfield. Demand Forecasting. The Logistics Handbook, pages 327-351, 1994.
N.R. Sanders and K.B. Manrodt. Forecasting practices in US corporations: survey results. Inter-
faces, 24(2):92-100, 1994.
N.R. Sanders and L.P. Ritzman. Bringing judgment into combination forecasts. Journal of Oper-
ations Management, 13(4):311-321, 1995.
F. Seillier-Moiseiwitsch and AP Dawid. On testing the validity of sequential probability forecasts.
Journal of the American Statistical Association, 88(421):355-359, 1993.
R. Selten. Axiomatic characterization of the quadratic scoring rule. Experimental Economics, 1(1):
43-62, 1998.
Hidetoshi Shimodaira. An approximately unbiased test of phylogenetic tree selection. Systematic
Biology, 51(3):492-508, 2002.
D. Sull and S. Turconi. Fast fashion lessons. Business Strategy Review, 19(2):4-11, 2008.
R. Suzuki and H. Shimodaira. Pvclust: an R package for assessing the uncertainty in hierarchical
clustering. Bioinformatics, 22(12):1540, 2006a. ISSN 1367-4803.
Ryota Suzuki and Hidetoshi Shimodaira. An application of multiscale bootstrap resampling to
hierarchical clustering of microarray data: how accurate are these clusters? In In proceedings by
the Fifteenth International Conference on Genome Informatics (GIW 2004), page 034, 2004.
Ryota Suzuki and Hidetoshi Shimodaira. Pvclust: an R package for assessing the uncertainty in
hierarchical clustering. Bioinformatics, 22(12):1540-1542, 2006b.
A.A. Syntetos, K. Nikolopoulos, J.E. Boylan, R. Fildes, and P. Goodwin. The effects of integrating
management judgement into intermittent demand forecasts. International Journal of Production
Economics, 118(1):72-81, 2009.
N. Tokatli. Global sourcing: insights from the global clothing industry the case of Zara, a fast
fashion retailer. Journal of Economic Geography, 8(1):21-38, 2008.
G.L. Urban, B.D. Weinberg, and J.R. Hauser. Premarket forecasting of really-new products. The
Journal of Marketing, 60(1):47-60, 1996. ISSN 0022-2429.
J.H. Ward Jr. Hierarchical grouping to optimize an objective function. Journal of the American
statistical association, pages 236-244, 1963. ISSN 0162-1459.
194
