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Understanding the spectrum of noise acting on a qubit can yield valuable information about
its environment, and crucially underpins the optimization of dynamical decoupling protocols that
can mitigate such noise. However, extracting accurate noise spectra from typical time-dynamics
measurements on qubits is intractable using standard methods. Here, we propose to address this
challenge using deep learning algorithms, leveraging the remarkable progress made in the field of
image recognition, natural language processing, and more recently, structured data. We demonstrate
a neural network based methodology that allows for extraction of the noise spectrum associated with
any qubit surrounded by an arbitrary bath, with significantly greater accuracy than the current
state-of-the-art. The technique requires only a two-pulse echo decay curve as input data and can
further be extended either for constructing customized optimal dynamical decoupling protocols or
for obtaining critical qubit attributes such as its proximity to the sample surface. Our results
can be applied to a wide range of qubit platforms, and provide a framework for improving qubit
performance with applications not only in quantum computing and nanoscale sensing but also in
material characterization techniques such as magnetic resonance.
Robust isolation of a qubit from unwanted noise in
its environment is a key factor in technologies such as
quantum computers and sensors. There is a long his-
tory in magnetic resonance of developing so-called dy-
namical decoupling protocols, including Carr-Purcell-
Meiboom-Gill (CPMG) [1–3], periodic dynamical de-
coupling (PDD) [4], concatenated dynamical decoupling
(CDD) [5], and Uhrig dynamical decoupling (UDD) [6],
as general methods to preserve spin coherence in the pres-
ence of noise. In practice, the experimental noise spec-
trum varies significantly between different qubits in ways
which are non-trivial to either predict, or indeed to ac-
curately extract from most common measurements [7–
9]. As a result, it is difficult to predict a priori which
of the several possible dynamical decoupling protocols
would provide optimal suppression of decoherence. In-
deed, one could envisage constructing a decoupling pro-
tocol customized for a particular qubit, but this is impos-
sible without knowing the actual qubit noise spectrum
with sufficient accuracy.
Significant advances have been made in machine learn-
ing and specifically deep learning techniques, for exam-
ple in the fields of computer vision and natural language
processing, and more recently they have been applied to
problems in physics and quantum engineering [10]. Deep
feed forward neural networks have been used to enhance
extraction of material parameters in scanning probe mi-
croscopy [11] and for processing of magnetic resonance
spectroscopy data, in NMR, EPR and DEER experi-
ments [12–14]. In addition, deep reinforcement learning
techniques have been applied to quantum metrology both
as an efficient experiment design heuristic and to increase
sensor sensitivity by more than order of magnitude over
comparable approaches [15–17].
We propose that the challenges of accurately obtain-
ing qubit noise spectra can be efficiently handled by em-
ploying deep learning algorithms. We show how a deep
neural network can be trained to extract the noise spec-
trum from simple and widely-used time-dynamics mea-
surements on qubits, such as the two-pulse ‘Hahn’ echo
curves, and compare the accuracy of a deep learning ap-
proach with that of standard approximation techniques.
Finally, we examine a neural network based technique of
processing noisy experimental data and discuss potential
uses of an accurate noise spectrum for quantum control.
In addition to the possibility of optimising dynamical de-
coupling to extend qubit coherence, we explore how use-
ful information about the qubit environment such as its
proximity to particular noise sources can be deduced from
its noise spectrum [18].
NOISE SPECTROSCOPY USING DYNAMICAL
DECOUPLING
The noise spectrum of a qubit is an effective proxy
to probe its surroundings and provides valuable informa-
tion for qubit characterization. Furthermore, once the
environmental noise spectrum is known, it is possible in
principle to run an optimization protocol that minimizes
‘decoherence’ (which can be thought of as proportional
to the overlap of the filter function F (wt) associated with
a given dynamical decoupling pulse sequence and the ac-
tual noise spectrum S(ω)) by varying parameters in the
sequence such as separation between pulses [7], or their
amplitude, phase, and duration. Alternatively, dynami-
cal decoupling protocols can be tailored under real-time
experimental feedback [19], however, such methods can
be experimentally expensive to perform, limiting their
applicability. Therefore, we focus here on using the min-
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FIG. 1. The challenge of extracting noise spectra from coherence decay measurements. (a) Decoherence curves under dynamical
decoupling sequences (see inset) as a function of total sequence duration, nτ , simulated using Eq.2 from some underlying noise
spectrum (dashed curve in (b)). Solid curves in (b) show noise spectra extracted from the coherence decays using the delta-
function approximation to the filter function in Eq.(3). (c) and (d) Actual filter functions corresponding to sequences comprising
one and four pi-pulses at two τ values. Simulations assume a pi-pulse duration of 100 ns.
imum experimental data from a given qubit, such as a
single coherence decay curve under a particular pulse
sequence, and using purely computational methods to
identify the noise spectrum and optimized decoupling se-
quence.
The time dependence of qubit coherence under applied
pulse sequences can be used for extracting useful infor-
mation about the noise sources in the environment [9, 20–
22]. Such sequences can typically be described as a set
of n pi-pulses, each with duration τpi applied at time tk,
and possessing a characteristic filter function [23]:
F (ωt) =
∣∣∣∣1+(−1)n+1eiωnτ +2 n∑
k=0
(−1)keiωtkcos
(
ωτpi
2
)∣∣∣∣2
(1)
In principle, the noise spectrum, S(ω), can then be ex-
tracted from the measured time-dependent coherence de-
cay curve, C(t), by solving the following integral equa-
tion:
χ(t) = −ln C(t) =
∫ ∞
0
dω
2pi
S(ω)
F (ωt)
ω2
(2)
where, χ(t) is known as the decoherence functional [24].
However, in practice accurately solving such an integral
equation is non-trivial, and without a sufficiently faithful
noise spectrum, the technique cannot yield an optimized
protocol to significantly suppress decoherence.
It is possible to simplify Eq. (2) by assuming the filter
function at a given delay time to be a Dirac δ-function
localized at a desired frequency ω0 [21]. This assumption
permits a simple mapping of the coherence decay curve
on to a corresponding noise spectrum:
S(ω0) =
−pi ln C(t)
t
(3)
Figure 1 shows an application of this simplified approach
to obtain noise spectra corresponding to decoherence
curves that are simulated from some underlying noise
spectrum, using the integral equation in Eq. 2. However,
as demonstrated in Fig. 1(c) the delta-function approx-
imation is valid only where the spacing between pulses
is much longer than the pulse duration. Increasing the
number of pi-pulses produces a narrower peak in the filter
function but with the expense of increased harmonics. As
a result, the noise spectra inferred from the decoherence
curves using Eq. 3 are a poor fit to the actual spectrum
used to generate them.
A second challenge in obtaining accurate noise spec-
tra from coherence decay curves is handling experimen-
tal noise in the measurement itself in an unprejudiced
way. Depending on the type of qubit, the dominant
noise sources can vary significantly, e.g. in the case of
flux qubits and Si quantum dots the primary source of
noise behaves as 1/fα where f is the frequency and
α ∼ 1 [25, 26], telegraphic noise [27] dominates for GaAs
quantum dots, bulk nitrogen vacancy (NV) centers in
diamond are affected by Lorentzian-type noise [21, 28],
whereas near-surface NV centers are prone to double-
Lorentzian-type noise [18]. Despite this rich variety of
noise sources, decoherence curves are often fitted with
a stretched exponential function with essentially two
parameters coherence lifetime, T2, and power of the
stretched exponential, p:
C(t) = e(−t/T2)
p
(4)
In practice, qubits may be surrounded by multiple noise
sources with varied functional forms, which can only be
approximately represented by Eq.(4), and fitting experi-
mental decay curves can remove or obscure valuable in-
formation regarding the true noise spectrum.
3PROPOSED METHODOLOGY
As illustrated in the discussion above, solving Eq. (2)
to extract the noise spectrum specific to the qubit under
investigation is non-trivial, however, the reverse opera-
tion (evaluating the coherence decay for a given noise
spectrum and decoupling sequence) is relatively simple.
This asymmetry lends itself to a neural networks-based
learning approach to achieve a significant improvement
in accuracy, owing to the capacity of neural networks
to act as universal function approximators [29, 30]. To
successfully implement the deep learning technique we
first developed an efficient method for generating a suf-
ficiently large and diverse set of training data. We split
this training data into train/validation/test tranches and
explored a selection of possible network architectures be-
fore selecting the most effective option and training it for
optimal performance on the validation set [31]. Finally,
we verified the chosen network’s performance on the test
set. A concise flow chart of the methodology is shown in
Fig. 2(a) with detailed description provided below.
Generation of training data
We simulated a variety of noise spectra assuming com-
monly applicable models described above and computed
the corresponding coherence decay curves using Eq. (2).
In the first instance, we generated three different forms
of noise spectra for training purposes:
1. A noise spectrum generated from a stretched ex-
ponential coherence decay. The delta function ap-
proximation shown in Eq. (4) is used to first pro-
duce an approximate noise spectrum for a given
coherence decay.
2. 1/f noise, with functional form A/fα, generated
using simulated parameters chosen to be in line
with expected physical constants.
3. A noise spectrum with a Lorentzian form:
∆2τc
pi
1
1 + (ωτc)2
(5)
where ∆ and τc are coupling strength and correla-
tion time, respectively, again generated using ap-
propriate simulated parameters.
In theory, these data can then be used to train a neural
network to output the noise spectrum corresponding to
a given coherence decay measured using a Hahn echo se-
quence. Specifically, network training can be performed
using coherence decays as inputs to the network, with
noise spectra as the target outputs. Before training, the
generated data must be split into training, validation,
and test data sets. Training data is actively used to up-
date the network parameters, whilst the network perfor-
mance on validation data is monitored during training to
avoid overfitting (see Fig. 2(d)) [31] and used for tuning
the network hyperparameters (its overall structure, loss
function etc.). The test data is held out for final evalu-
ation of performance of the network on hitherto unseen
data; error and loss rates quoted throughout this paper
are always on the test set unless otherwise specified.
Choice of Network Architecture
Many different variants of neural network exist, the
simplest being a deep feed forward neural network [31],
consisting of multiple layers each with a number of units.
The first layer takes as input the training data X, with
the outputs of each layer fed as input to the next. The
final layer output is compared with the training data y to
calculate the network loss. Each layer in a feed forward
network can be represented by multiplication by a matrix
of weights, W followed by addition of a bias vector, b and
finally an activation function, g. The action of the layer,
h, on its inputs x can be written:
h(x) = g(x>W + b) (6)
For each training step, the parameters of the neural
network, φ are updated so that the overall function of
the network f is brought closer to the desired function
f∗. This is done by taking the gradient of the chosen loss
function with respect to the network parameters and up-
dating those to reduce the loss, through a process known
as back-propagation [31].
One problem with a feed forward network is that all
inputs are connected to all units in each layer, which has
the effect of destroying local correlations. For our pur-
poses, a network architecture that preserves these local
correlations is desirable. There are two obvious choices
for working with time ordered data such as a coherence
decay curve: convolutional and recurrent (RNN) net-
works [32, 33]. After exploration the architecture found
to be most effective for the task at hand was a Long
Short-Term Memory network (LSTM) [34], a special case
of the RNN. LSTMs introduce the capacity for long range
correlations in input data to be preserved and several re-
cent studies have found the LSTM paradigm to be effec-
tive in working with time series data [35–37].
A simple RNN is a sequence of discrete units, each of
which processes a single time step of the input data, xt
and produces an output, ht. This output is concatenated
with the input of the next layer (xt+1) to allow informa-
tion earlier in the sequence to influence the output of
layers later in the sequence. Although useful for main-
taining short term correlations, one subtlety of the back
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FIG. 2. Our neural network approach. (a) Flow chart of the methodology. (b) A detailed view of a Long Short-Term Memory
(LSTM) cell. ct is the cell state vector (providing the memory of the network), xt the cell input (one point in a coherence
decay) and ht the cell output which is fed both to the output dense layer and the next cell in the series. Red boxes represent
dense layers with either sigmoid (σ) or tanh activations. Blue circles represent pointwise operations. (c) A cartoon of the whole
network: points on the coherence decay are fed into the LSTM layer, the output of the LSTM layer is then input into a dense
layer and the ouptut of this dense layer is compared with a target noise spectrum. (d) An example network training graph
showing training loss and validation loss (mean absolute percentage error) over training.
propagation method of training neural networks is that
early layers have relatively little impact on the gradient
of the loss function of the network as a whole, mean-
ing that early information is effectively ‘forgotten’ by the
network. To combat this, LSTMs introduce the concept
of a ‘cell state’, ct, to which information can be added
(remembered, it) or subtracted (forgotten, ft), allowing
the maintenance of important long term information. A
schematic of a single LSTM cell can be seen in Fig. 2(b)
and its output is given by the following equations:
ft = σg(Wf (xt ⊕ ht−1) + bf ) (7)
it = σg(Wi(xt ⊕ ht−1) + bi) (8)
ot = σg(Wo(xt ⊕ ht−1) + bo) (9)
c˜t = tanh (Wc(xt ⊕ ht−1) + bc) (10)
ct = ft · ct−1 + it · c˜t (11)
ht = ot · tanh (ct) (12)
Many descriptions of the mathematical details and in-
tuitions behind RNNs and LSTMs can be found [31, 38,
39]. To produce an output of the correct size, the output
from the LSTM is connected to a dense layer matching
the size of the y training data (see Fig.2(c)). Although
the activation function for the output layer of a neural
network used for regression is typically a linear function,
in this case we select an exponential function. This aids
the training of the neural network as weights and biases
are typically initialized for relatively small output values
(< 5) whilst the noise spectra used for regression in this
case tend to have values > 104.
Network Training
The neural networks used for this study were defined
using the Keras module of the Tensorflow 2.0 deep learn-
ing library distributed and maintained by Google [40, 41].
We carried out training using the previously discussed
train/validation/test split. We use one cycle learning,
as proposed by L. Smith [42], to control learning rate
during training. Hyperparameter tuning is undertaken
to determine optimum network features using Bayesian
search and the Weights and Biases library [43].
RESULTS AND DISCUSSION
Figure 3 compares the performance of the traditional
δ-function approximation for calculating the noise spec-
trum against our neural network based approach. We
show results for synthetic coherence decay curves gener-
ated from three different sources of noise: Lorentzian,
1/f and stretched exponential. The recorded perfor-
mance of the neural network is for a single network
trained on the three noise sources simultaneously, applied
to the three different test data sets. Detailed statistics
on the performance of the network are shown in Table I.
Our results show that the neural network approach
significantly outperforms the methodology based on a δ-
function approximation to the sequence filter function
for deducing noise spectra from qubit coherence decay
curves. Of particular interest is that a single network is
able to successfully reproduce noise spectra of different
functional forms. A current limitation of this approach
is that the network has only been trained on a set of co-
herence decays with a decoherence time constant T2s in
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FIG. 3. Comparison of two approaches for producing a noise spectrum from a measured coherence decay curve. Stacked
histograms of errors in the predicted noise spectra from the holdout test data set are shown using (a) a δ function approximation,
and (b) our neural network. Three different forms of noise spectrum are studied, each with ∼ 8, 500 individual noise spectra
and associated decay curves. In (b), the tail of the histogram is clipped for clarity and the maximum error was 2.3%. Also
shown are the true (solid curves) and predicted (dashed curves) noise spectra obtained under (c) the δ function approximation
and (d) the neural network approach. The noise spectra used are at the 50th percentile error for each approach.
NN approach δ-function approx.
Noise model Mean σ Mean σ
Stretched Exp. 0.098 0.1 17.6 12.2
1
f
0.10 0.1 10.2 5.0
Lorentzian 0.39 0.21 28.4 13.7
TABLE I. Comparison of error statistics in % in noise spec-
trum extraction using the neural network approach intro-
duced here versus the δ-function approximation for the pulse
sequence filter function.
a relatively small range between approximately 120 µs to
600 µs. In principle, this can be circumvented by train-
ing a network on the same principles but for different
length coherence decays. For example, in Fig. 4(a) and
(b) a network is trained on coherence decays with T2s
between 10–140 µs, generated using the phenomenologi-
cal stretched exponential method discussed above. This
neural network approach can therefore be applied gen-
erally, given additional training and data generation to
cover the parameter range of interest. A more generalised
approach would use the time vector data for training, in
addition to the signal data, and represents a promising
direction for further development.
Next, in Fig. 4(c) and (d) we show the performance
of a network trained to reproduce noise spectra from
coherence decays generated using the phenomenological
method described above but in this case using a filter
function associated with a 32 pi pulse CPMG sequence.
The similarity between the δ-function and the actual fil-
ter function of a CPMG sequence with sufficiently large
number of pi pulses is generally used to justify the ap-
proach of employing Eq. (3) to extract noise spectra.
Surprisingly, we find the δ-function approach to be less
accurate in this case than when a Hahn echo filter func-
tion is used as shown in Fig. 4. The neural network
appears unaffected by the change in pulse sequence and
remains able to successfully reproduce the noise spectra
with a low error rate. We speculate that the reason for
the poor performance of the δ-function approach in this
case is that, whilst the central peak of the filter func-
tion becomes narrower at higher pulse numbers, the con-
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FIG. 4. Comparison between estimated error in noise spectra predictions for three different neural networks and those obtained
using a δ-function approximation. Histograms of error rates for predicting noise spectra generated using Eq.(3) from coherence
decays with a coherence decay time constant T2 between 10–140 µs obtained by means of (a) the δ-function approach and (b)
a trained neural network. Histograms of error rates for predicting noise spectra generated from coherence decays constructed
by implementing dynamical decoupling protocol comprising 32 pi-pulses extracted by means of (c) the δ-function approach and
(d) a second trained neural network; inset in (c) shows mean percent errors along with the maximum deviation as a function
of number of pi-pulses for conventional technique. Stacked histograms of error rates for predicting noise spectra having three
different functional forms: 1/f , Lorentzian, and double Lorentzian obtained by means of (e) the δ-function approach and (f) a
third trained neural network, the tail of the neural network distribution is clipped for clarity with maximum error in this case
200.1% with high errors caused by noise spectra with large portions very close to 0 where small deviations in predicted noise
spectrum magnify mean percentage error.
tributions of higher frequency harmonics become more
significant (see Fig. 1(c) and (d)).
Having shown the robustness of the neural network
approach to a range of coherence decay times and the
number of pi-pulses in the applied sequence, we now in-
vestigate the performance for quantum systems experi-
encing multiple simultaneous noise sources. Figs. 4(e)
and 4(f) show the results of a network that is trained to
predict noise spectra arising from three different mod-
els: 1/f , Lorentzian and double Lorentzian (sum of
two Lorentzians with different ω, ∆, and τc following
Eq. (5)). Double Lorentzian noise spectra are character-
istic of quantum systems experiencing noise from two un-
correlated sources, as observed in near-surface spins such
as NV centers in diamond [18]. Our results show how
a single trained network can successfully predict cases
where a coherence decay is a result of a system expe-
riencing multiple noise sources, whilst also differentiat-
ing multiple single noise sources. This proof-of-principle
demonstration suggests that expanding the range of noise
spectra that the network is able to identify, particularly
where a noise spectrum is made up of multiple different
noise sources, is a fruitful direction for future research.
Handling Experimental Data
The utility of our proposed approach requires a robust
method for ingesting experimental coherence curves, in-
cluding unavoidable experimental measurement noise. A
traditional approach would be to apply a least squares fit
of a stretched exponential function (given in Eq. 4) to the
noisy data to gain a best approximation to the underly-
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FIG. 5. Denoising the experimental data using curve fitting or neural networks. Stacked histograms of errors in smoothing
synthetic experimental decoherence curves from four classes of noise model are shown using two denoising approaches: a) curve
fitting to Eq.(4), or b) the neural network approach. In both cases, insets show mean errors and the maximum deviation. The
percent errors are calculated using logarithmic values of decoherence curve. c) A synthetic noisy decoherence curve (from a 1/f
noise model) along with a denoised curve obtained from the neural network.
NN approach δ-function approx.
Noise Model Mean σ Mean σ
1
f
0.41 0.46 10.2 5.0
Lorentzian 0.42 0.40 28.4 13.7
Double Lorentzian 1.72 3.63 30.8 11.9
TABLE II. Error statistics in % for neural network and δ
function noise spectrum approach, for a network trained on
1/f , Lorentzian and double Lorentzian noise spectra
ing decay. However, such an approach necessarily makes
an assumption regarding the particular form of the noise,
restricting the possible noise spectra that can be inferred
to those that produce a stretched exponential coherence
decay.
We propose instead a function-agnostic approach to
removing experimental noise. Once again, we look to
LSTM based neural networks to perform this task —
an approach that has already been successfully used for
denoising of electrocardiogram (ECG) data [37]. We
trained the network by applying random noise of ±5% to
the coherence curves generated from a) the three different
noise models described above, or b) the phenomenolog-
ical stretched exponential curves. This was used as the
input X data, whilst the original noiseless curves were
used as the target y. To evaluate the success of this
neural network technique we compare its ability to re-
construct a given coherence decay against the approach
of fitting a stretched exponential to the same noisy data.
To infer the impact of the errors on reconstruction of
the noise spectrum, we compare the mean absolute per-
centage errors in logC(t) of ground truth versus the noisy
data, as the noise spectrum depends explicitly on this as
seen in 2 — the results are shown in Fig. 5, with detailed
statistics in Table III. Performance for the neural network
is comparable to that of fitting for stretched exponential
NN approach δ-function approx.
Noise Model Mean σ Mean σ
Stretched exp. 6.49 4.84 16.79 20.53
1
f
5.52 3.82 21.21 23.06
Lorentzian 6.35 4.42 233.67 341.21
Double Lorentzian 6.72 4.91 96.72 156.02
TABLE III. Error statistics in % of logC(t) for neural network
and stretched exponential fitting denoising approaches.
and 1/f coherence decays, although it does show some
improvement. However, the advantage of the network
becomes clear when we examine errors for coherence de-
cays derived from Lorentzian and double Lorentzian noise
spectra: whilst the neural network performs similarly on
all decay types, the error in curve-fitting increases dras-
tically for these cases. The results demonstrate that a
functional-form agnostic approach to denoising — as per-
mitted by the neural network — is essential for an accu-
rate and general extraction of the noise spectrum from
experimental data.
OUTLOOK
Accurately deducing the noise environment of a quan-
tum system has many potential applications: for qubits,
knowledge of the noise spectrum can be used to extend
coherence times through bespoke dynamical decoupling
sequences [24, 44], while for spin defects in solid state
systems, the noise spectrum has been shown to provide
information on parameters such as defect depth [18]. Fig-
ure 6 illustrates both such applications.
Using an approach based on the δ-function approxima-
tion, Romach et al. find evidence for a double Lorentzian
form for S(ω) for shallow NV centers in diamond, at-
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FIG. 6. Potential applications of the methodology: Defect depth prediction [18] (a) double Lorentzian- type noise spectra. (b)
Defect-bath coupling strengths for low and high frequency noise corresponding to noise spectra in shown in (a); the variations
in the coupling strengths are indicative of changes in the defect position with respect to the surface. Generation of optimized
dynamical decoupling sequence (c) Specimen decoherence curves constructed by implementing dynamical decoupling protocol
comprising 32 pi-pulses (d) Noise spectra corresponding to the curves shown in (c). (e) Histograms demonstrating coherence
improvement after implementing Nelder-Mead algorithm for obtaining optimal positions of pi-pulses; enhancement obtained by
employing UDD protocol [6] are also included for comparison. Extracted optimal protocols corresponding to two histograms
denoted by 1© and 2© are shown alongside the bar plot, illustrating an increasing divergence from the equivalent CPMG sequence
as coherence decreases.
tributed to the presence of two distinct noise sources
with differing correlation times. The faster correlation
time was attributed to surface-modified phonons and the
slower to spin-spin coupling between a bath of surface
spins. The coupling strength, ∆, to each of these noise
sources decreases as defect depth increases. Our tech-
nique provides a potential method for accurately estimat-
ing defect depth through simple coherence decay mea-
surements, at a much lower experimental cost than pre-
vious approaches.
Figures 6(c)-(e) show the application of dynamical de-
coupling optimization to three different classes of noise
spectra. Using the sequential least squares program-
ming (SLSQP) minimization technique [45], provided by
the SciPy library [46], we significantly enhance residual
coherence over what can be achieved using a 32-pulse
CPMG or UDD sequence. Underlying noise spectra are
used to synthesise coherence decay curves under 32-pulse
CPMG, and to generate bespoke pulse sequences (two
examples of which are illustrated) that enhance the co-
herence at specific points in time. While UDD offers some
limited enhancement in coherence over CPMG, substan-
tial increases are seen using the optimized sequences, up
to values of 4–8×.
Whilst the results presented here are promising, the
potential avenues for improvement are equally clear. The
technique currently requires a specific input dimension
and time scale, though an encoder-decoder architecture,
as seen in sequence-to-sequence models and transformers,
provides a possible solution [47, 48]. In addition, whilst
the optimization techniques described above appear suc-
cessful, the application of deep learning techniques to
optimising qubit coherence times is a promising route
for exploration. Furthermore, recent results have shown
the successful application of deep reinforcement learning
to quantum sensing problems, suggesting they may well
have application in this field [16, 17].
In summary, we have demonstrated a multifaceted
9toolbox that uses neural networks to accurately deduce
the environmental noise spectrum of a qubit. We show
that an LSTM network, properly trained with diverse
training data, is capable of predicting the precise noise
spectrum from a coherence decay curve recorded us-
ing dynamical decoupling protocols comprising variable
numbers of pi pulses. To treat experimental data with
measurement noise, we again employ an LSTM network
to perform effective denoising that preserves the original
functional form of the decoherence curve. This unpreju-
diced way of smoothing noisy experimental data avoids
the use of a predetermined fitting function, enabling more
accurate reconstruction of the qubit environment. Using
these deep learning techniques one can even extract in-
formation about multiple noise sources, which can then
be used to infer salient properties of the qubit under in-
vestigation. Finally, we show how the extracted noise
spectrum can be used to generate a customized dynam-
ical decoupling sequence that enhances coherence time
significantly beyond what can be achieved with standard
protocols. We have surveyed a variety of possible avenues
related to the application of deep learning for problems
related to qubit decoherence and have established that
approach has several potential applications in different
quantum technologies. Despite this promise, these con-
cepts remain in their infancy and there is much scope for
further improvement and development.
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