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Abstract 
 Wind resources are investigated and estimated offshore of the northern and central 
coasts of British Columbia, Canada. Remote sensing-based wind speed observations from a 
Synthetic Aperture Radar (SAR) mounted on the Canadian RADARSAT-2 satellite are used 
for mapping offshore winds. In addition, in-situ wind speed observations extracted from 
several buoys distributed in the study region are used to analyze the temporal and spatial wind 
speed variations in relation to wind power generation. Sustained winds above several wind 
turbine thresholds are analyzed and values of 50-yr and 100-yr return extreme wind speed 
levels are calculated. The wind variability analysis suggests few interruptions to power 
generation by either very low wind speeds or extreme wind speed events with high spatial 
variability between offshore areas and sites located within the coastal mountains. The SAR 
wind speed fields are characterized by a high spatial resolution but cover a period of less than 
2.5 years with a random temporal availability. The SAR fields are extrapolated to reanalysis 
long-term wind fields that are available over a climatological time period with a sub-daily 
temporal resolution but a coarse spatial resolution. The extrapolation procedure is developed 
by applying a statistical downscaling model and a bias-based correction method. Wind fields 
from both methods are validated against the in-situ observations from buoys. The extrapolated 
wind fields are used for mapping offshore winds by creating a robust wind climatology that 
represents the mesoscale wind variance as well as the diurnal wind variability. This wind 
climatology is used to calculate the wind statistics and power density, in addition to estimate 
offshore wind resources. Viable areas for wind power development are defined by using high 
resolution bathymetric data and considering the general environmental and ecological 
constraints in the region. The estimated offshore wind resource energy using only the 
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determined viable areas is found to resemble a large portion of the current total power 
generation in British Columbia. Most suitable areas for offshore wind farms are determined by 
developing criteria based on a combination of the turbine tower technology, water depth zoning 
and power density values.   
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Chapter 1 
1. The Research Focus  
1.1. Introduction  
The environmental degradation caused by burning fossil fuels to generate power has 
become a major global concern. Climate change is a main aspect of this environmental 
degradation (e.g. Barnett et al., 1999). This environmental concern makes the development of 
renewable and emission-free energy sources a key point for sustainable development (Leung 
and Yang, 2012). Wind power is one of the most mature renewable power resources as it 
provided approximately 5.5% of the global electricity consumption by the end of 2018 
(REN21, 2019), thus taking a leading position in renewables. The recent economic advantages 
of wind power, such as the decreasing costs of constructing and operating wind turbines, 
increase its competitiveness with other power sources. As a result, the global installed capacity 
of wind power has almost doubled from 2013 to 2018, increasing from 319 Gigawatts (GW) 
in 2013 to 591 GW by the end of 2018 (REN21, 2019). This high growth rate is expected to 
continue in the future considering the proposed plans of several countries (Global Wind Energy 
Council, 2019).       
Approximately 96% of the global wind energy production by the end of 2018 was provided 
by onshore wind farms (Global Wind Energy Council, 2019); meanwhile, the current trend of 
developing future wind power projects is based on offshore wind resources. Even though the 
offshore wind power contribution is still considered insignificant (e.g. 4% of total wind power 
production), the offshore wind capacity has increased rapidly in the past few years compared 
to the onshore capacity particularly in Europe and China (REN21, 2019). Offshore wind is an 
attractive option for power production due to its large potential and vast available areas 
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(Igwemezie et al., 2019); hence, it provides several advantages in comparison to onshore winds 
or other renewables motivating its current growth. Offshore wind speeds are typically higher 
and less variable than onshore winds, which lead to higher production rates per unit and more 
stable production (Bilgili et al., 2011). The available areas for offshore wind installations are 
much larger with minimal area-use conflict compared to inland areas. Potential environmental 
impacts of offshore wind farms are likely to be less critical than the impacts of inland farms 
(Esteban et al., 2011). It is noteworthy that these potential impacts are not considered in the 
comparison between offshore and inland area-use conflict. In addition, larger sizes of wind 
turbines can be installed offshore as there are no road limitations. Recent technological 
developments of offshore turbines allow the installation of giant turbines up to 10 Megawatts 
(MW) capacity or more in deeper waters making more offshore wind resources available for 
harnessing (Bailey et al., 2014). The future potential technological developments in wind 
turbines and the recent reductions in costs will increase the competitiveness of this clean power 
source. Consequently, offshore wind is expected to be the next big step in wind power 
development (Global Wind Energy Council, 2019). Offshore wind energy is, however, facing 
several challenges. Construction and operational costs are much higher than those for onshore 
projects, in addition to technological barriers in the construction and maintenance phases 
(Edwards, 2011). The access to offshore sites for maintenance is still considered a major 
limitation since it can involve long delays waiting for suitable weather conditions, which 
imposes very high costs, reaching 5 to 10 times the costs of onshore turbine maintenance 
(Breton and Moe, 2009). The harsh environmental conditions, which include waves, currents, 
and corrosive salt water and air, expose the turbines to more severe conditions and increases 
the potential of breakdowns. 
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Although the main limitations in developing offshore wind power are mostly related to 
costs and technology, there are other obstacles in boosting this industry such as the lack and 
high costs of wind resource assessments in marine environments (Bilgili et al., 2011). This is 
due to the scarcity and separation of wind measurements. There are few long-term programs 
for marine meteorological observations, and even in well-established programs (e.g. the US 
National Data Buoy Center/National Oceanic and Atmospheric Administration 
NDBC/NOAA) the measurements are too separated to produce a high spatial resolution wind 
field (Pimenta et al., 2008). In-situ observations in offshore areas are taken from buoys, on 
ships, or from oil and gas platforms. These observations are subject to different limitations 
(Sempreviva et al., 2008) including variable observational height (mostly much lower than the 
hub height of wind turbines), record duration (short and intermittent), and the distortion from 
waves and extreme weather conditions (Hogstrom et al., 2008). These limitations impose 
difficulties in using offshore in-situ observations for wind resource mapping purposes. 
However, the importance of these observations in wind power production estimations should 
not be underestimated.  
Satellite-borne remote sensing techniques, which measure surface winds over the water 
surface, provide a unique opportunity for observing wind fields in coastal areas and open 
oceans. Such datasets have been widely used in the application of wind resource estimation 
and wind power mapping in different offshore regions such as the northern European coasts 
(Remmers et al., 2019; Hasager et al., 2011; Badger et al., 2010; Christiansen et al., 2006; 
Hasager et al., 2002), St. Lawrence River in Canada (Beaucage et al., 2007; Beaucage et al., 
2011), southeastern Asia (Zaman, et al., 2019), the southeastern Brazilian coasts (Pimenta et 
al., 2008) and the south China Sea (Chang et al., 2015). This research focuses mainly in the 
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resource perspective of offshore wind power aiming to provide a high spatial and temporal 
offshore wind assessment using remote sensing wind-products and characterizing the wind 
variability offshore the northern coasts of British Columbia (BC). 
1.2. Rationale of the Research 
The lack of wind resource assessments over water surfaces is considered one of the reasons 
behind the underdevelopment of offshore wind power in general (Bilgili et al., 2011). As 
mentioned earlier, offshore meteorological observations are sparse, which limits the validity 
of numerical weather models outputs. Using a high spatial resolution wind dataset provides an 
opportunity to fill the gap of the scarce offshore wind observations. Such datasets are available 
from space-borne remote sensing techniques and can be used to create an observation-based 
wind resource assessment.   
In Canada, no offshore wind farms have been developed as of yet; although, offshore 
winds are likely to provide the best wind resources, particularly on the northeastern Atlantic 
coast and the northern and central coasts of BC (Canadian Wind Energy Atlas, 2004). In 
addition to the Canadian Wind Energy Atlas, all offshore wind resource estimation conducted 
for the BC coasts are either based on the outputs of the Canadian Wind Energy Atlas itself (e.g. 
Barrington-Leigh and Ouliaris, 2017) or is estimated as a part of a large scale study that 
attempts to calculate the global potential of offshore winds (e.g. Young et al., 2015). In both 
cases, these studies do not consider particular-area limitations in the resource estimation or 
present in-depth information of the wind climatology over the BC coasts. The Canadian Wind 
Energy Atlas uses the National Center for Environmental Prediction – National Centers of 
Atmospheric Research (NCEP-NCAR) reanalysis data (Kalnay et al., 1996) as the only input 
data. NCEP-NCAR data have a coarse spatial resolution (2.5° × 2.5°) and are available every 
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six hours at 17 vertical levels. In the Canadian Wind Energy Atlas, the geostrophic wind 
direction, wind speed and wind shear of the NCEP-NCAR reanalysis data are used to classify 
all possible climate states. The outputs of this classification (all climate states) are then used 
to perform mesoscale simulations using the Mesoscale Compressible Community model 
(MC2) to downscale the NCEP-NCAR resolution to 5 km and to include the land roughness 
information. Finally, the mesoscale simulation outputs are then used to calculate the mean 
wind speed and power density at the model resolution (5 km) at three heights (30, 50, and 80 
m above ground). Although, the estimation of the mean wind speed in the Canadian Wind 
Energy Atlas did not involve wind speed extrapolation and is based on a long-term dataset (43 
years), which reduce the uncertainty involved in the estimation, the calculation procedures 
involve several limitations. First, it is completely based on coarse resolution reanalysis inputs 
that are created using data assimilation. The reanalysis data are based on a combination of 
observations and numerical model outputs that are used to simulate the atmospheric 
parameters. Second, the output resolution of the Canadian Wind Energy Atlas is 5 km, which 
is still a relatively coarse resolution. Third, the atlas does not estimate the resources in power 
units, but rather it limits the outputs to mean wind speed and power density. Fourth, the highest 
vertical level estimated in the Canadian Wind Energy Atlas is 80 m. This level could be 
sufficient for small-scale onshore turbines; however, current larger offshore turbines mostly 
operate at 100 m level. Finally, the Canadian Wind Energy Atlas does not consider any of the 
potential environmental, technical or geographic limitations for future wind project 
developments.  
This study aims to assess the offshore wind resources along the western coast of Canada, 
particularly, the central and northern coasts of BC. The wind resource assessment provided 
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here aims to create an observation-based, high-spatial resolution wind climatology, which can 
be used to accurately calculate the available wind power density and resource energy in power 
units at the offshore turbine hub height (100 m). The wind climatology is based mainly on high 
resolution remote sensing data that infer wind speed over a water surface. In addition, this 
study considers some of the important limitations for developing offshore projects, such as 
water depth and environmental considerations. High resolution bathymetric data are used to 
define best areas for wind turbine installations. Considering these limitations produces 
practical results that can be used for future offshore wind power planning. The assessment 
includes addressing the spatial and temporal wind variability using the available in-situ wind 
observations in the study area. An accurate wind resource assessment depends on 
characterizing the wind speed variations as the wind variability affects the reliability and 
predictability of the generated wind power (Pryor and Barthelmie, 2002). 
In addition to the better estimating offshore wind resources in BC, the results of this 
research are useful for economic assessments of wind power potential, and critical for future 
power planning in BC. This research is conducted at a regional scale to locate promising 
locations and determine potential power production based on basic environmental and 
technical limitations such as water depth and ecologically sensitive areas; however, it makes 
no attempt to specify particular sites as this requires site-specific socioeconomic investigations 
and environmental assessments. 
1.3. Study Area 
The research focuses on the northern and central coasts of BC (Figure 1.1), including the 
coasts of the Haida Gwaii archipelago, the northern coasts of Vancouver Island, the coastal 
islands offshore the central and the northern BC coasts such as Porcher, Banks, Campania, 
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Aristazabal, Hunter, and Calvert Islands, and the water corridors between the BC mainland, 
Haida Gwaii, and Vancouver Island such as Dixon Entrance, Hecate Strait and Queen Charlotte 
Sound. Several communities are located within the study area including the towns of Queen 
Charlotte and Masset on Haida Gwaii, Prince Rupert, and Bella Bella. The region is generally 
remote and isolated. It is connected to other parts of BC by a few highways (Hwy) including 
Hwy 16 to Prince Rupert, Hwy 37 to Kitimat, and Hwy 20 to Bella Coola. Coastal communities 
such as Bella Bella, Ocean Falls, Kitkatla, Hartley Bay, and Haida Gwaii are connected to the 
BC mainland by a network of ferries. The topography of the area is generally mountainous and 
characterized by steep and rocky shorelines except the northern and northeastern coasts of 
Haida Gwaii and small parts of the coastal islands where the shorelines become sandy. The 
coastlines in the area are very complex as a result of the glaciation work in the last ice age, 
which created a complex system of fjords in the region. The channels and fjords that dissect 
the BC mainland coasts are generally narrow and deep. The depth of these channels can reach 
to more than 400 m within 3 km distance from the shoreline, while the wider water corridors 
offshore the BC mainland are shallower, particularly Hecate Strait and large parts of Queen 
Charlotte Sound and Dixon Entrance (Figure 1.1). The continental shelf ends less than 50 km 
west of Haida Gwaii resulting in an accelerated fall of water depth where it reaches more than 
1000 m less than 10 km from the shoreline. 
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Figure 1.1. Bathymetric and topographic map of northern and central BC coasts. Data 
resolution is 30 arc seconds (≈ 1 km). 
1.4. Objectives of the Research  
Based on what was stated above, the objectives of the study can be summarized as:  
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1) To provide a high spatial resolution wind resource assessment for the study area. The 
estimation of wind power production using the wind assessment outputs is needed to better 
understand the potential of offshore wind power in the region. 
2) To investigate the capability of the space-borne remote sensing techniques, particularly 
Synthetic Aperture Radar (SAR), for estimating offshore wind resources. SAR winds have 
been used in operational forecasting in Canadian waters. This study aims to evaluate the ability 
of SAR data to assess wind resources. 
3) To investigate the effects of the wind variability and intermittency on wind power 
production. The variability of the wind speed is a main contributor to uncertainties associated 
with wind power production. Consequently, it is a critical issue in wind power and should be 
investigated as a part of any wind resource assessment. 
4) To produce applied results for future developments of offshore wind power in the study area 
that can be directly used in further investigations or for more site-specific explorations. The 
combination of the bathymetric data and the environmental considerations along with the wind 
mapping results can be used to determine the most suitable areas for turbine installations. 
Applying such methods aims to produce practical outputs to inform decision makers and the 
wind power industry.   
1.5. Research Questions 
The following research questions are designed to meet the objectives of the study: 
1. Are SAR winds capable of producing a robust surface wind assessment in the study area 
that can be used for offshore wind power planning?    
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2. To what extent does the wind variability affect the potential offshore wind power production 
in the study area? 
3.  What is the potential of offshore wind power production in the northern and central BC 
coasts?  
1.6. Structure of the Dissertation  
 As presented earlier, this chapter is dedicated to introduce and define the research 
through providing the objectives, the research questions and the study rationale and area. To 
answer the research questions and achieve the objectives, the study is divided into three main 
components that are provided in chapters 3 to 5. These three chapters are presented as research 
articles, in which Chapter 3 is a published article, while the chapters 4 and 5 are manuscripts 
submitted for publication. The second objective of the study is addressed in the third chapter 
by investigating the temporal and spatial wind variation in the study area, while the fourth 
chapter addresses the first and third objectives and answers the first research question through 
using SAR-based wind images to create a high resolution wind climatology for the study area 
that is validated against in-situ observations. The fourth objective is addressed in the fifth 
chapter, which answers the third research question as well by estimating the potential offshore 
wind energy resources with the consideration of the environmental and technical limitations. 
The literature review is presented throughout the dissertation from the second to the fifth 
chapter along with the related topics, in addition, a summarized literature review is provided 
in the next chapter to discuss similar studies conducted on the topics of this research. Similarly, 
the methodology used to achieve the objectives and answer the research questions are 
presented in detail in the second chapter, while these methods are still presented briefly in each 
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of the main three chapters. The general conclusions of the study and a few research 
recommendations are presented in the last chapter. 
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Chapter 2 
In this chapter, the research topics are illustrated and discussed in detail by presenting examples 
of previous studies conducted in the general field of the research. In addition, the datasets and 
methods used in the research are detailed in sections 2.2 and 2.3. These methods are discussed 
later in chapters 3 to 5 as well.  
2. Literature Review and Methodology 
2.1. Literature Review  
2.1.1. Fundamentals of Wind Power 
 The power (Pw) produced by a wind turbine is proportional to the wind speed (u) cubed 
(Stull, 2000). It is also proportional to the area swept by the turbine rotor, which is proportional 
to the square of the rotor radius (r):  
        =  
 
 
                                           (2.1) 
where ρ is the air density and ef is the turbine efficiency that usually ranges from 30% to 55%. 
The theoretical maximum turbine efficiency is 59.3% (called the Betz limit). The power is 
measured in watts (W): kilowatts (kW) = 1000 W, MW = 1000 kW, or GW = 1000 MW. The 
power is the rate at which energy is generated, transferred, or consumed. A watt equals a joule 
per second; hence, power can be measured at any point of time. However, energy is the amount 
of power integrated over a specific period of time, i.e., an hour or a year using units of kilowatt 
hours (kWh).       
 To estimate the power produced by a turbine over a specific period of time (typically a 
year or five years), the annual frequency distribution of wind speeds should be determined. In 
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climatology studies, a period of 30 years is usually considered to represent climate normals; 
although, shorter periods of around five years or less are often used in wind power studies 
(Emeis, 2014), as this is sufficient to arrive at a reliable average of annual wind speed at a 
given location. The two-parameter Weibull distribution is typically used to represent the 
probability density function (pdf) of the wind speed for understanding the potential power 
production (Kelly et al., 2014): 
 ( ) =
 
 
  
 
 
 
 
 
  
 
 
 
 
                     (2.2)    
where k is the dimensionless shape parameter, and A is the scale parameter in units of wind 
speed (the location parameter in the Weibull distribution is set to zero). k ranges from 1.2 to 
2.75 for most wind conditions (Akdag and Dinler, 2009). It is related to the second moment of 
the wind speed (variability) and it describes the shape and behaviour of the pdf. A larger k 
increases the peak sharpness of the pdf, and thus decreases the wind speed variation (Manwell 
et al., 2002). The scale parameter A is related to the first moment of wind speed (the mean). A 
larger A with a constant k stretches out the pdf to the right and decreases its peak. Decreasing 
A with k kept constant pushes the pdf towards the left and increases the peak of the distribution. 
The Weibull parameters can be calculated using different methods (Akdag and Dinler, 2009) 
including the moment method, the graphic methods, the maximum likelihood method, and the 
power density method. Each of these involves different calculation stages and requires 
different input data. 
2.1.2. Mapping Offshore Winds 
 Two main approaches are used to assess winds in coastal and offshore regions: 
Numerical models and space-borne remote sensing observations (Beaucage et al., 2007). The 
14 
 
sparse and intermittent in-situ offshore observations limit their capability for assessing offshore 
wind resources. Numerical mesoscale and/or microscale models are widely used to produce 
national and regional wind atlases. The European Wind Atlas, which was completed in 1988, 
is based on in-situ observations and topographic considerations of coastal areas.  
2.1.2.1. Numerical Models 
 Mesoscale models, such as the Weather Research and Forecasting model (WRF) and 
MC2, are used to compute different meteorological variables such as wind speed and direction, 
temperature and pressure at different vertical levels (Beaucage et al., 2007). The Canadian 
Wind Energy Atlas (Canadian Wind Energy Atlas, 2004) uses the MC2 model (Benoit et al., 
1997) to produce seasonal wind speed maps that cover the Canadian lands and offshore regions 
at three different vertical levels (30, 50, and 80 m) with a spatial resolution of 5 km (see section 
1.2 for further description of the Canadian Wind Energy Atlas). Mesoscale and microscale 
numerical models will remain the basic tool for wind resource assessment over land since they 
are less expensive and have no real competition for land-based wind mapping. In offshore 
environments, reanalysis data such as NCEP-NARR (32 km horizontal resolution) have been 
used for wind mapping purposes (Sempreviva et al., 2008; Li et al., 2014).  
2.1.2.2. Scatterometers and Passive Microwave Radiometers 
 Space-borne remote sensing is the second main approach for assessing offshore wind 
resources. Space-borne remote sensing observations of wind over water are radar based, thus 
have the capability of observing the water surface during day and night and in all weather 
conditions. Depending on the instrument type onboard, there are three observing techniques 
for retrieving winds from water surfaces including Passive Microwave Radiometers, 
Scatterometers and SAR.  
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 Passive Microwave Radiometers measure the surface brightness temperature and relate 
it to the wind speed by empirical relationships (Beaucage et al., 2007). Thus, the sensor does 
not transmit microwave radiation pulses but it is based on the reflection of microwave energy 
from the surface. A passive microwave radiometer such as SSM/I (Special Sensor 
Microwave/Imager) does not measure wind direction or contain any information about it. It is 
characterized by a relatively coarse resolution (0.25°) and also has a land mask extending 
several tens of kilometers from the shoreline; hence, it does not cover the coastal zones. 
Therefore, the application of SSM/I in wind resource estimation is rather limited (Hasager et 
al., 2008). 
 Scatterometers are real aperture radars that transmit pulses of microwave energy to the 
surface and then receive the echo back. Scatterometers operate in C band or in Ku band, and 
the microwaves can be in a horizontal (H) or vertical (V) polarization or in some cases in both 
(Martine, 2014). In real aperture radars such as Scatterometers and SAR, the Normalized Radar 
Cross Section (NRCS) is a function of the polarization, the incidence angle, the wind speed, 
and the wind direction relative to the radar look direction (Martine, 2014). NRCS represents 
the backscatter signal distributed to each cell in the ground range (across the satellite track) 
and in azimuth range (along the satellite track). NRCS is correlated to the wind speed at 10 m 
height by Geophysical Model Functions (GMF) that are developed empirically.  
 Several scatterometers have been in orbit such as SeaWinds onboard the QuikSCAT 
satellite, which started its mission in 1999 in a sun-synchronous polar orbit covering more than 
90% of the ocean surface with a wind resolution cells of 0.25°. It provides two observations 
daily for the higher latitudes but with a land mask that can extend several kilometers from 
shorelines (Hasager et al., 2011). Scatterometers have an advantage of wind vector 
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observation, thus include information about the wind direction as well as speed. The land mask 
in coastal regions is closer to shorelines compared with passive microwave instruments 
(Hasager et al., 2008). QuikSCAT scatterometers are extremely valuable for monitoring global 
ocean surface winds (Monaldo et al., 2006). In terms of wind resource estimation, similar to 
SSM/I, QuikSCAT data have been used to calculate wind statistics such as Weibull distribution 
parameters (Hasager et al., 2011); however, the coarse resolution of both SSM/I and 
QuikSCAT limits their application of them in offshore wind mapping. In addition, offshore 
wind farms are located in coastal areas close to shorelines, such regions are usually land-
masked by both scatterometers and passive microwave instruments. A study by Pimenta et al. 
(2008) uses QuikSCAT satellite data in combination with meteorological observations from 
several offshore stations (buoys and oil platforms) for a large-scale evaluation of wind 
resources offshore the southeastern coasts of Brazil. The study shows that QuikSCAT data are 
useful to map wind resources in large-scale areas. Such a study forms a solid base for further 
microscale investigations for locating potential offshore wind farms. 
2.1.2.3. Synthetic Aperture Radars (SAR) 
 SAR creates images of NRCS by transmitting signals and receiving backscatters in 
three different polarization modes (Martine, 2014). These include the co-polarized mode (HH, 
VV) that transmits H and receives H or transmits V and receives V, the cross-polarized mode 
(VH, HV) that broadcasts H and receives HV or broadcasts V and receives VH, and the quad-
polarized mode that measures all four modes (HH, HV, VV, VH; see Appendix A for more 
information about radar polarization). The advantage of the quad-polarized mode is that it 
gives enhanced information about the surface in addition to the capability of correcting the 
inter-channel cross talk (the noise between the four radar channels of different polarizations in 
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the quad-polarized mode), which is not available in other modes; however, it is much more 
data-intensive (Zhang and Perrie, 2012). An example of an instrument using quad-polarized 
SAR is the Canadian satellite RADARSAT-2 that started operating in 2007; although, the 
RADARSAT-1, which was launched in 1995, operates in the HH co-polarized C-band. SAR 
wavelengths range from 2-30 cm and mostly operate in the C-band but can also operate in the 
X-band (the German TerraSAR-X and the Italian COSMO-SkyMed SAR satellites) or L-band 
(the ALOS/PALSAER Japanese satellite). SAR transmits its signal to the surface in the radar 
look direction (range) and along its flight-path direction (azimuth). In the range direction, high 
spatial resolution of NRCS are made by fine-scale timing of the backscattered signal (Monaldo 
et al., 2006). In the azimuth direction, SAR synthesizes high resolution by using Doppler shift 
estimates of the backscattered signal. The Doppler shift is the change of the frequency of the 
wave for a satellite moving relative to the surface and it is due to the relative motion of the 
satellite and the surface of the rotating Earth. It is calculated from the azimuthal gradient of 
the phase of the returned signal (Dagestad et al., 2013). The backscatter of the ocean surface 
is primarily caused by small-scale ocean surface roughness on horizontal scales of 5-10 cm. 
This scattering mechanism is called the resonant Bragg scattering, which is sensitive to wave 
lengths on the order of ~5 cm. The Bragg scattering is defined by (Horstmann and Koch, 2005): 
k   = (2k      Θ ,0)                 (2.3) 
where kBr represents the resonant Bragg wavenumber, kem denotes the electromagnetic 
wavenumber, and Θ is the incidence angle of the electromagnetic radiation from the sensor. 
As the small-scale ocean waves are strongly influenced by the near surface wind speed, it 
allows the radar backscatter to be empirically linked to the wind speed by developing GMFs, 
such as the C-band model family of GMFs that are widely used in the C-band radars (e.g. 
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CMOD5.N). The retrieval of the surface winds using a GMF starts with obtaining wind 
direction information for the SAR wind fields. The wind directions are used as inputs in the 
second process for obtaining the surface wind speed. Wind directions are not directly observed 
by SAR; although they can be obtained by the streak-like features visible in SAR images with 
ambiguity of 180° (Zhang and Perrie, 2012). These linear features are the result of atmospheric 
roll vortices, which produce lines of atmospheric surface roughness. The wind direction can 
be obtained also by comparisons with numerical model outputs or from scatterometer 
measurements. Each of these methods imposes limitations (Zhang and Perrie, 2012), the 
streak-like features are not present in all images, the resolution of the numerical models is by 
far less than that of SAR images, and the scatterometer observations contain land-masks in 
coastal regions. The wind direction information is related to the antenna look direction (Φ) and 
to the incidence angle (Θ) in the GMF as well as the NRCS of the ocean surface (σ) to the near 
surface wind speed (u) (Horstmann and Koch, 2005): 
σ =  (Θ)  ( ) (1 + B(u, Θ)cos Φ + C(u, Θ)cos 2Φ)                (2.4) 
 where A, B, C, and γ are empirical coefficients that depend on the radar frequency and 
polarization. Equation (2.4) is applicable to the C-band SAR fields in the VV polarization. For 
the HH polarization, a hybrid function based on polarization ration (PR) is used to relate (2.4) 
to HH polarization:  
PR =
   
   
                    (2.5) 
 SAR images are characterized by several advantages that make them attractive for wind 
resource assessments including high accuracy, fine spatial resolution, and the absence of land 
masks. In addition, a large dataset of SAR winds has become available in the past few years. 
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It also offers the potential to investigate the spatial variability of the wind speed, which is not 
available in the case of in situ observations. The drawbacks of using SAR in wind resource 
assessment include the temporal bias, in which SAR images are infrequent and taken at a fixed 
time (or times) of the day as a result of the semi-polar satellite orbit; therefore, it does not show 
the diurnal cycle (Barthelmie and Pryor, 2003). Other limitations are related to the high costs 
of SAR images and their available number for a specific region, and to the subjective criteria 
applied in the image selection process that can exclude images with very low wind speeds or 
images that show a front (Korsbakken et al., 1998). 
2.1.3. Wind Variability 
 It is well known that winds are a variable natural resource (Mulder, 2014). The 
variability becomes apparent in the diurnal and seasonal patterns of the surface winds. 
Certainly, this variability has a substantial impact on the power production, which can affect 
the reliability of power grids and increase the complexity of operation. The different timescales 
of wind variability (Van der Hoven, 1956) include the turbulent variability, which ranges from 
sub-seconds to a few minutes, the diurnal variability and the synoptic variability, which is 
based on the dominant weather systems with a daily to weekly scale. Several studies (e.g. 
Cosseron et al., 2013; Fant et al., 2016) suggest overcoming the temporal variability in wind 
power by connecting wind farms distributed at different geographies. This is particularly useful 
to overcome synoptic or daily variability where different regions can be affected by distinct 
weather systems. The turbulent variability can be diminished by increasing the number of 
turbines (Sovacool, 2009).  
 The variability of wind speed, thus wind power, is investigated over daily to synoptic 
timescales using an empirical orthogonal function analysis to obtain modes of variability 
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(Biabchi et al., 2019), by investigating the intermittency of power density profiles and capacity 
factors (Cosseron et al., 2013) or by finding wind distribution parameters such as the Weibull 
distribution (Fant et al., 2016). 
2.1.4. Wind Power Estimation 
 To estimate potential wind power production, wind speed information at the turbine 
hub height is used to calculate power density (Bandoc et al., 2018; Kim et al., 2018; Bina et 
al., 2018) or the resource energy (Beiter and Musial, 2016; Musial et al., 2016a). Power density 
is measured in watts per square meter (W m-2) and it represents the kinetic energy content of 
the wind. The resource energy is a measure of the actual power that can be generated by wind 
turbines and is measured in electrical units per given time period such as megawatts per hour 
(MWh). In resource energy estimation, the wind speed is related to the turbine power outputs 
using the turbine power curves (Musial et al., 2016a); hence, the wind power capacity factor, 
which is a dimensionless ratio of the actual produced power to the maximum power output, 
can be determined.  
2.1.5. Impacts of Offshore Wind Power 
 The development of offshore wind energy can lead to some unexpected environmental 
and social costs. The ecological concerns are mainly related to birds and marine ecosystems; 
meanwhile, the social impacts include noise annoyance, visual impacts and change to the sense 
of place. Understanding the different consequences of constructing and operating a wind farm 
would definitely help to create and develop the proper mitigation procedures making wind 
energy to be more environmentally friendly. 
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 The impacts of wind farms on birds are determined by a number of factors such as the 
specifications of the wind farm and the ecosystem (Drewitt and Langston, 2006). In general, 
the potential impacts of offshore wind farms on birds include mainly collision risk and barrier 
effect (Gove et al., 2013). The collision risk of the offshore wind farms is particularly a concern 
for both large birds and marine mammals. The risk is likely to be higher for migrating species, 
particularly when turbines are located closer to each other forming a barrier to movement (Gill, 
2005).  
 The installation of the offshore wind turbine foundations creates artificial reefs for fish 
species and other marine organisms. The artificial reefs can enhance the local biodiversity and 
increase the population and density of some fish species (Brickhill et al., 2005). However, it is 
possible that the artificial reefs create an ecological trap through changing the environmental 
conditions of the habitat (Pickering and Whitmarsh, 1997). Reubens et al. (2013) investigate 
the wind turbine artificial reefs effects on two specific species of fish (pouting and Atlantic 
cod). No evidence of an ecological trap effect on the fish was found.  
 The noise produced through the construction and operation phases of turbines can cause 
disturbance to some aquatic species (Wilson et al., 2010). In addition, cables that are used to 
transfer electricity to land produce electromagnetic fields that affect specific species, 
particularly marine mammals that use the Earth’s magnetic field to navigate (Hoffmann et al., 
2000). 
 Offshore wind farms do not lead to human noise annoyance as they are installed far 
from human communities; also, they usually have less visual impact compared with onshore 
farms, particularly if they are installed far from shores. Consequently, offshore wind projects 
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are likely to face less public resistance than onshore projects (Haggett, 2011). However, 
offshore wind turbines can lead to a change in the sense of place for local communities, which 
may lead to public opposition.  
2.2. Datasets 
2.2.1. SAR Winds 
 A total of 2306 RADARSAT-2 SAR wind fields (MDA, 2017) were processed by the 
National SAR Wind Project of Environment and Climate Change Canada (ECCC) from the 
raw data for this project. The region covered by the fields include all BC coastal and offshore 
areas within the Canadian international maritime boundary; therefore, not all the provided 
fields are located within the study area (e.g. many fields cover southern Vancouver Island). 
ECCC provided level-2 processed SAR fields as raw SAR data are not available free of charge 
for third parties. The intermediate-level processed files contain, in addition to the SAR wind 
speeds, information about latitude and longitude of the field and other location information, 
date and time, the satellite track angle, pixel spacing, number of pixels and land mask. The 
provided files also include the Global Environmental Multiscale - Limited Area Model (GEM-
LAM) files and the Global Environmental Multiscale - Regional Area Model (GEM-REG) 
files (Côté et al., 1998), which are used to process the raw SAR information. The GEM-LAM 
files agree in time and space with the SAR scenes. The processed SAR data also include SAR 
images as JPEG and GEOTIFF files (level-3 processing files); although these final products 
were not provided to us, but rather used by ECCC marine forecasters via the SAR web portal.  
 The provided SAR fields cover a period of 29 months from January 2014 to May 2016. 
The fields are not distributed evenly throughout the period but are biased toward winter 
months, as there are three winters and two summers from January 2014 to May 2016, with 
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generally more images per months are taken during winter months. This is explained by the 
operational needs of SAR, in which more SAR images are requested during the storm season 
for weather forecasting needs. As a result of the satellite motion relative to Earth’s surface, the 
SAR fields are taken during approximately the same time periods of the day. Therefore, all the 
provided SAR fields occurred either in the early morning hours (0100 to 0400) or the afternoon 
(1300 to 1600) local time; consequently, the SAR fields do not represent the sub-daily cycle 
of wind and are biased toward particular times of the day. Many of the provided fields are 
repetitive, in which, two to four fields are taken within a period of a few minutes. The repetitive 
fields are usually needed for quality control of the SAR data. Such fields are often taken for 
approximately the same coordinates. In these cases, only one field is selected for further 
analysis to avoid any bias resulting from including several fields taken within the same time 
period. The region covered by each SAR field is variable in coordinates as well as in area. 
Most of the provided SAR fields have a spatial resolution of 0.8 km, while few images have a 
resolution of 0.4 km. 
 Further processing and quality control procedures are applied to the provided SAR files 
such as extracting the needed variables and omitting erroneous fields or areas within each field. 
The provided SAR files are processed to extract only the needed variables from each file. Some 
of the extracted variables are matrices that cover the whole area captured by the SAR image 
such as the SAR wind speed, GEM-LAM wind speed and direction, GEM-REG wind speed 
and direction, the latitude, the longitude and the land mask. Other extracted variables are not 
provided as matrices such as date, time and pixel spacing information. The following quality 
control procedures are applied to all provided SAR wind speed fields; consequently, a selected 
number of SAR fields are considered for further analysis:   
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- Only fields located completely or partially within the study are selected;  
- Each SAR wind field is visually examined for any noise or erroneous patterns. Parallel 
lines of higher wind speed throughout the field is a common erroneous pattern. These noisy 
fields are excluded from the SAR dataset (see Appendix B for examples); 
- For repetitive fields (e.g. several fields for the same area separated by a period of seconds 
to a few minutes), only one field (with the least noise) is selected for further analysis to 
avoid bias. In some cases, the repetitive fields cover partially different areas, hence, the 
area that is covered in both fields is omitted from one of the fields. 
- A maximum and minimum wind speed threshold is applied to the selected fields following 
the recommendation of Badger et al. (2010) and Pryor et al. (2003). Almost all the SAR 
wind speed fields show erroneous pixels of higher wind speed near coastlines, where 
shallow waters lead to wind speed overestimation. The wind speed in all fields shows 
values up to 100 m s-1; therefore, a maximum threshold of 24 m s-1 is applied to all fields 
to omit any potential erroneous higher wind speed value. This threshold is selected as the 
accuracy of SAR winds tends to decrease with winds higher than 24 m s-1 (Pryor et al., 
2003); in addition, speeds higher than this threshold are negligible in terms of wind 
resource estimation as most turbines cease movement at this high speeds. Similarly, a 
minimum threshold of 1 m s-1 is applied to the selected fields since the accuracy of SAR 
retrievals tends to decrease in calm winds (Badger et al., 2010).  
- As ECCC processed the SAR retrievals using information of wind direction from the GEM 
model outputs, the uncertainty of SAR wind speeds increases in events with rapidly 
changing wind directions such as mid-latitude cyclones. SAR wind speed accuracy can be 
significantly reduced in heavy rain that is often associated with mid-latitude cyclones 
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(Zhang and Perrier, 2012); consequently, SAR fields that show a strong cyclonic system 
are excluded.   
- An inherent issue of SAR wind speed retrievals is the underestimation of wind speed in the 
pixels near the four edges of each field. The visual investigation of the SAR fields shows 
that the last three to four rows of wind speed pixels by the edge of any SAR field always 
have minimal wind speeds ˂ 0.2 m s-1. To avoid this erroneous underestimation near the 
field edges, the last six rows of pixels from the four edges of each of the selected SAR 
fields are omitted.  
 Applying these procedures resulted in decreasing the number of the SAR fields that 
was considered for further analysis from 2306 to 812 fields (Table 4.1).     
2.2.2. In-situ Observations 
 Offshore in-situ meteorological observations are extracted from nine buoys distributed 
in the study area. The buoys are maintained by ECCC and Fisheries and Oceans Canada or 
their contractor (Fisheries and Oceans Canada website, 2016). Buoy locations along with their 
ID numbers and water depth are provided in Table (3.1). All the buoys are 3-meter discus 
Ocean Data Acquisition Systems buoys that measure wind speed and directions from two 
anemometers at 5-m height, atmospheric pressure, air and sea surface temperature, significant 
wave height, wave maximum and wave period. Wind speed and direction and air and sea 
surface temperatures are extracted starting from 1994 to 2016 and used for the wind variability 
analysis (1994 to 2014); in addition, the wind speed data are used to validate the SAR analysis 
results (2014 to 2016). Several quality assurance and control criteria are applied to the 
extracted observations, particularly to the wind speed and direction. First, the timeseries is 
checked for any missing periods, thus creating a complete hourly time series for the period 
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1994 to 2016. Second, using the hourly quality control flag that is provided with the data, any 
hourly observation that is accompanied with a quality flag other than “good” is omitted. As 
wind observations are available from two anemometers at each buoy, further quality control 
procedures are applied on wind observations using the available records from both 
anemometers. In general, the record with fewer outliers and missing periods is used as the main 
wind record, while the record from the other anemometer is used to quality control the main 
record. When the difference in wind speed (direction) between both records is higher than 1 m 
s-1 (10°), the wind observation is eliminated, unless the observation in one of the records is 0, 
in which the observation from the other record is used since 0 record refers to missing data.  
2.2.3. Reanalysis data 
2.2.3.1. NCEP-NCAR Reanalysis Data 
 NCEP-NCAR reanalysis I project data are produced by a state-of-the-art analysis and 
prediction system to assimilate global atmospheric data starting from 1948 to present (Kalnay 
et al., 1996). NCEP data are at 2.5° × 2.5° spatial resolution at four times per day on 17 pressure 
levels. The NCEP-NCAR Mean Sea Level Pressure (MSLP) data for a period of 36 years 
(1979-2014) were extracted for the study domain from the archives provided by the NOAA/ 
Oceanic Atmospheric Research / Earth System Research Laboratory-Physical Scince Division 
(NOAA/OAR/ESRL-PSD), Boulder, CO (Kalnay et al., 1996). The NCEP-NCAR MSLP grids 
are used to investigate the synoptic scale circulation for the study area.   
2.2.3.2. NARR 
 The NARR data are an extension of the NCEP Global Reanalysis project that runs over 
North America only with higher spatial (32 km × 32 km) and temporal (eight times per day) 
resolutions and at 45 atmospheric pressure levels (Mesinger et al., 2005). The NARR wind 
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components at a 10 m height were extracted for a period of 39 years (1979 – 2017) and used 
to create a wind climatology for the study region, which is then related to the SAR dataset.     
2.3. Methodology 
 In this section, a detailed description of the methodology used is provided. A brief 
description of methods is also provided in sections where each method is applied in Chapters 
3 to 5.  
2.3.1. Wind Speed Extrapolation  
 The wind datasets described in Section 2.2 are available either at the standard wind 
height measurement (10 m) from SAR and NARR, or at 5 m from buoys. In both cases, there 
is a need to extrapolate wind speeds to either the standard wind measurement height or to the 
wind turbine hub height. The most common hub height for offshore wind turbines is 100 m 
(U.S. Department of Energy, 2016). Therefore, wind speed from all datasets are extrapolated 
to 100 m height. In addition, buoy wind speeds are extrapolated to the standard wind 
measurement height. In general, the extrapolation methodology followed the Monin-Obukhov 
similarity theory, which is commonly used to describe the wind profile: 
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where u(z2) denotes the vertical extrapolated wind speed (m s-1) at the target height, u(z1) 
represents the wind speed (m s-1) at the reference height, z0 refers to the aerodynamic surface 
roughness length (m), L denotes the Monin-Obukhov length (m) and Ψm represents the 
dimensionless stability function parameter (stability correction parameter) on the wind speed 
profile with z/L=0 in neutral atmospheric conditions. Therefore, the parameters needed to 
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calculate the vertical wind speed extrapolation include the surface roughness length, the 
Monin-Obukhov length and the stability correction. The application of the Monin-Obukhov 
similarity theory is however limited to the constant flux layer, which rarely extend to the 100m 
hub height, leading to underestimation of the extrapolated wind speed. The consideration of a 
long-term stability correction obtained from model outputs is found to significantly improve 
the extrapolation results of the SAR fields when compared to in-situ mast observations such 
as the Fino-2 meteorological mast (Badger et al, 2016). The sea aerodynamic roughness length 
z0 is commonly assumed as a constant value of 2 × 10-4 m (Olaofe, 2018). Several studies have 
developed experimental models to estimate z0 for different scenarios of atmospheric stability 
conditions (e.g. Hogstrom et al., 2008; Lange et al., 2004). In these experiments, z0 values 
range between a minimum of < 10-6 m to a maximum of 10-3 m as it varies with the wave 
height, period and wind speed. An assumption of a constant value of z0 (2 × 10-4 m) is applied 
for extrapolating wind speed in this study (further discussion is provided in Section 3.4). This 
constant value is found to be sufficient for the application of wind resource assessment (Olaofe, 
2018; Mortensen et al., 1993).      
 The atmospheric stability function Ψm is estimated only when air and sea surface 
temperature information is available. Hence, Ψm is estimated when extrapolating wind speed 
observations from buoys but not for SAR winds. Determining the Obukhov length (L) is critical 
for the estimation of the atmospheric stability since L is a measure of the atmospheric 
stratification, thus is used to calculate the atmospheric stability conditions. Negative (positive) 
values of L refer to unstable (stable) conditions, while L = 0 in neutral conditions. Direct 
calculations of L required measurements of atmospheric momentum flux (Hogstrom et al., 
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2008), which are not available from buoys or SAR data. However, L can be estimated by 
relating it to the stability parameter: 
ζ = z/L                     (2.7) 
which can be calculated using the temperature difference between the sea surface and the lower 
atmospheric layer through the estimation of the bulk Richardson number (Rib), which assumes 
zero wind speed at the sea surface: 
    = −
 
  
    
  
                    (2.8)  
and  
ζ =  
     
         
 ,             ζ > 0   
          ,             ζ ≤ 0  
                             (2.9) 
where g is the gravitational acceleration, T is the temperature in kelvin, u is the wind speed, 
and Δ  is the difference between air and sea surface temperature; Δz is the height difference 
between the elevations of the two temperatures, C1 = 10 and C2 = 5 are dimensionless empirical 
coefficients (Grachev and Fairall, 1997). The stability parameter ζ is related to the atmospheric 
stability function Ψm using the dimensionless wind gradient Фm (Hogstrom et al., 2008):  
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where β = 5 is an empirical parameter and 
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with a = 16 and b = 5. Thus, all parameters needed to calculate equation (2.6) is determined by 
using only the available observations from buoys. As aforementioned, the atmospheric stability 
correction Ψm was not considered when extrapolating SAR related winds as measurements of 
air and sea surface temperature were not available. According to Olaofe (2018), the effects of 
changes in atmospheric stability on the extrapolated vertical wind profile are negligible in 
offshore environments as the wind shear and atmospheric stratification are typically small.  
2.3.2. Wind Statistics and Power Estimation 
2.3.2.1. Weibull Distribution and Wind Power Density  
 Wind power estimation requires the calculation of Weibull scale parameter (A; m s-1) 
and shape parameter (k; dimensionless; Kelly et al., 2014; Serguro and Lambert, 2000). The 
maximum likelihood method is often used to calculate the Weibull parameters (Olaofe, 2018; 
Hasager et al., 2015): 
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where N is the number of wind speed samples and u is the wind speed. The k value is obtained 
through iteration with an initial value of k = 2. The calculated Weibull parameters are plotted 
for the entire study domain to investigate their variability across the domain. Higher k values 
often indicate less variability of wind speed, while higher values of the scale parameter A 
suggest a higher average wind speed (Hasager et al. 2011). The Weibull parameters are also 
used to calculate the wind power density, E (Chang et al. 2015; Olaofe, 2018):    
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  = 1/2       (1 + 3/ )                (2.14) 
where ρ is the air density (assumed as 1.245 kg m-3) and Γ represents the gamma function. 
Equation (2.9) shows that E is a function of the Weibull scale parameter A cubed, which 
represents the mean wind speed. Therefore, the power density E is directly correlated to the 
mean wind speed. Thus, areas with higher mean wind speed would show higher power density 
values. Using equation (2.9), the wind power density is calculated for SAR-related wind speeds 
at both a 10 m height and the extrapolated wind speed at 100 m. The calculated power density 
is plotted for the entire study domain to create a visual measure of the available wind power 
resources. In addition, the calculated power density values are classified into several categories 
based on suitability for wind power development following Kim et al. (2018). 
2.3.2.2. Wind Energy Resources Estimation  
 The drawback of using power density, as the only measure for estimating wind power 
potential, is that it does not represent the actual wind power that can be produced from a given 
area since it does not take into account turbine technology. Therefore, a different measure is 
used to estimate the actual potential wind power production, which is one of the objectives of 
this research. The measure developed in this study to estimate wind power production involves 
the consideration of different scenarios of wind turbines using turbine power curves and based 
on assumptions of the current and future offshore wind turbine technology. It also takes into 
account major limitations that have significant impacts on the suitability of any area for 
offshore wind power development. These include water depth, environmental considerations, 
and shipping routes. The methodology developed here to create the resource estimation 
measure (referred hereafter as the resource energy) is based on several technical reports and 
publications aimed to produce practical results that could be directly used by decision makers 
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and stakeholders (Hasager et al., 2015; Lopez et al., 2012; Beiter and Musial, 2016; Musial et 
al., 2016a, Musial et al., 2016b; Beiter et al., 2016; Beiter et al., 2017; U.S. Department of 
Energy, 2016; Hasager et al., 2017; Schwartz et al., 2010; Adams and Keith, 2013). 
 The first step to develop the resource energy measure is to relate the mean wind speed 
of each grid cell in the study domain to the assumed wind turbine; consequently, the turbine 
power outputs can be calculated in power units (MW). This is conducted by fitting the mean 
wind speed to the turbine power curves. Two scenarios of offshore turbines are used including 
a 6 MW and 10 MW turbine. Each turbine has a different power curve with 6 MW and 10 MW 
being the maximum power output for each turbine, respectively. By fitting the average wind 
speed of each grid cell to the turbine power curves, the wind power capacity factor (CF) is 
calculated for the entire domain and for both turbine scenarios. The CF is directly related to 
the average wind speed and it represents the ratio of the potential produced power to the 
maximum output of the turbine. In addition to CF, the number of installed turbines per unit 
area has to be determined to calculate the resource energy. The number of installed turbines is 
expressed by a parameter called the capacity density of the installed wind turbine array (CD) 
given in MW km-2. The resource energy increases with both CD and CF and is calculated for 
a given area per year: 
Resource Energy (MWh year-1) = CD × CF × 8760 hours per year × area (km2)         (2.15) 
 CD is always assumed as a constant value for the entire target area (Beiter and Musial, 
2016; Musial et al., 2016a). In this study, a very conservative value of CD = 1 MW km-2 is 
applied following the results of Adams and Keith (2013). In comparison, CD ranges from 2 to 
10 MW km-2 in other studies (Schwartz et al., 2010; Musial et al., 2016a; Musial et al., 2016b). 
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Higher CD values imply tighter spacing between turbines, which increases the turbine impact 
on slowing down the wind speed (the wake effect). This reduction in wind speed makes the 
CF values variable and creates a nonlinear relation between CF and the average wind speed, 
which usually leads to overestimation of the resource energy. Therefore, assuming a lower 
value of CD ensures that CF is linearly related to the average wind speed and avoids the 
resource energy overestimation. 
 Applying Equation (2.10) results in the calculation of the gross resource energy, which 
does not take into account the limitations that impact the suitability of any area for offshore 
wind power development or potential losses of the generated power. Several potential 
limitations are considered by applying exclusion criteria on the study domain. The exclusion 
criteria are referred hereafter as the exclusion analysis and are adapted from the framework 
developed by the U.S National Renewable Energy Laboratory (NREL; Lopez et al., 2012; 
Beiter and Musial, 2016). The criteria applied in the NREL framework to determine viable 
offshore areas for wind power development include information about international maritime 
boundaries, water depth, wind speed, environmental and area use limitations, economic, 
deployment, and logistical factors. The NREL framework uses only one threshold for each of 
the referred limitations (e.g. 1000 m for water depth), which leads to generalized results. In 
this study, the NREL framework is adapted and modified. The political boundaries are ignored 
as the entire study domain is located within Canadian Pacific Exclusive Economic Zone (EEZ). 
In addition, the economic and deployment factors are not considered since these are changeable 
based on the contemporary economic, political and social conditions and are outside the focus 
of this research. Furthermore, a combination of several criteria including water depth, wind 
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power density, environmental and area use considerations are combined to develop a point 
system to define the most viable locations.  
 For water depth, areas deeper than 700 m are excluded, while areas within 700 m depth 
are divided into five different zones based on current and expected future technology of 
offshore wind turbine foundations. The bathymetric data used, which cover the entire EEZ 
with a spatial resolution of 100 m, are extracted from the British Columbia Marine 
Conservation Analysis (BCMCA) website (The British Columbia Marine Conservation 
Analysis, 2019). The Canadian Pacific Ecological and Biological Significant Areas (EBSAs) 
developed by Fisheries and Oceans Canada (DFO) based on Canada’s Oceans Act (Fisheries 
and Oceans Canada, 2013) are used to exclude environmentally significant or sensitive areas. 
DFO defined the EBSAs based on criteria explained in detail in Fisheries and Oceans Canada 
(2011) including uniqueness, aggregation, fitness, resilience, and naturalness. Although 
EBSAs were not defined based on potential impacts of wind turbine foundations, they should 
be considered for any spatial planning in the region. Areas outside EBSAs could still be 
sensitive to wind turbines; therefore, a site-specific environmental assessment is still needed 
to define particular locations for wind farms. High density offshore shipping routes extracted 
from the BCMCA website (The British Columbia Marine Conservation Analysis, 2019) were 
excluded from viable areas. BCMCA developed a layer of shipping density information that 
covers the Canadian EEZ with spatial resolution of 2 km2. Finally, the exclusion analysis 
included a criterion of the extrapolated wind speed to 100 m height. The annual mean wind 
speed threshold applied is 7 m s-1 since mean wind speed below this threshold shows minimal 
economic potential for utility scale wind farms. All these criteria, except wind speed which is 
replaced by power density, are combined in a point system to determine optimal potential 
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locations for offshore wind farms. The point system is explained in detail in Section 5.7. 
Potential energy losses are considered in the calculation of the net resource energy using the 
standard wind power industry assumptions (AWS Truepower, 2014). The energy losses 
include constant losses that are generally applied to any site (generic losses) and related to 
either atmospheric conditions (e.g. lightning or extreme wind speed), or technical losses (e.g. 
rotor misalignment and pitch system imbalance). The other type of energy losses is more 
significant and site-specific. These include electrical loss, wake losses, turbine availability 
losses. Electrical loss is mainly a function of the cable length, while availability loss is related 
to the accessibility to turbines for maintenance. Wake losses are a result of wind speed 
reduction by turbines. As the calculation of the resource energy in this study is based on a very 
conservative assumption of CD for turbine arrays, thus very wide turbine spacing, it is 
reasonable to assume that wake losses are insignificant. Applying the exclusion analysis leads 
to the calculation of the net resource energy and to better define most suitable areas for offshore 
wind power farms.         
2.3.3. Wind Variability 
 To better understand the wind variability in the study region both temporally and 
spatially, which is a main objective of this research, the following methodology is applied to 
the common timeseries of the in-situ wind observations from buoys (1994 – 2014).  
2.3.3.1. Temporal Wind Variability  
 The temporal variability of wind speed is investigated in terms of persistence and 
values of return periods (50 and 100 years) for specific wind thresholds. The term “persistence” 
here indicates the duration that the wind speed is sustained within specified wind speed classes. 
Understanding wind speed persistence is critical for wind resource assessment as the reliability 
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and predictability of the generated power is dependent on wind speed persistence. In addition, 
the duration and frequency of periods without power generation is crucial for determining the 
viability of a location for power generation (Pryor and Barthelmie, 2002).         
 The analysis is applied to the buoy wind speed extrapolated to 10 m and 100 m heights. 
The wind classes at 100 m are selected based on three important thresholds of wind turbine 
curves including the cut-in threshold (when turbines start to generate power; 4 m s-1), the rated 
speed threshold (when turbines start producing their maximum power capacity; 15 m s-1), and 
the cut-out threshold (when turbines cease operation to prevent damage that could be caused 
by extreme wind speeds: 25 m s-1). Whereas for winds at a 10 m height, two thresholds are 
selected. The Beaufort scale strong breeze wind speed is selected as the storm threshold as it 
accompanies large waves and limited accessibility to offshore structures (Ambühl and 
Sørensen, 2017); in addition, the buoy-specific 90th percentile (ranging from 12.8 m s-1 to 14.6 
m s-1) is used as another threshold for wind at a 10 m height, since it is used as well to calculate 
extreme values of wind speed. The persistence analysis is performed by calculating the 
duration and frequency of the wind speed exceedance above each of the referred thresholds. 
The exceedances of wind speed above each threshold are then classified into several groups 
based on the exceedance duration (1, 2, 4, 8, 12, 18, 24, 48, 72, 96 hours). Finally, all durations 
of exceedance for each threshold are accumulated, so the cumulative percentage frequency of 
sustained wind speed over any threshold can be calculated for several durations. The results 
are plotted using a logarithmic scale.  
 The wind speed extreme values of 50 and 100 years return periods are analyzed using 
the extreme value analysis method (Alves and Young, 2003). In extreme climate events 
modelling, the generalized extreme value theory is widely used when the data consist of 
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maxima only (Li et al., 2014). In this method, any information contained in a large and 
complete sample value is lost. For this reason, the generalized Pareto distribution, which 
contains information of maxima as well as other values is widely used for modelling extreme 
events (Coles, 2001; Soukissian et al., 2006; Alves and Young, 2003; Li et al., 2014). The 
generalized Pareto distribution is based on the peak over threshold procedure, which involves 
selecting one maximum from each extreme event. Applying the peak over threshold method 
to model climate extremes ensures that the dataset is sufficiently large to produce reliable 
results and the used values are independent since each value is extracted from a different 
extreme event. Other methods used to model climate extremes either contain a small number 
of values such as the annual maximum method (Alves and Young, 2003), or the data used are 
not independent such as the initial distribution method (Palutikof et al., 1999; Vinoth and 
Young, 2011). The peak over threshold method is applied here on the timeseries of wind speed 
extrapolated to 10 m height from each buoy (1994-2014) to extract a series of wind speed 
maxima, then, the generalized Pareto distribution is used to fit the maxima record: 
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where k and σ are the shape and scale parameter of the generalized Pareto distribution, 
respectively. The k and σ parameters are determined using the maximum likelihood method as 
suggested by Coles (2001). The maxima record is extracted by applying the buoy-specific 90th 
percentile on each buoy timeseries to extract a series of exceedances, then only values that are 
separated by a minimum of a 60 h interval are retained in the exceedance series. The interval 
procedure is applied to ensure the independency of the maxima record. In addition, a manual 
investigation is performed on the final resulted maxima series to ensure that each maxima 
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record belongs to a different extreme event. The independency is also verified by applying 
longer intervals (e.g. 72 h and 96 h), which shows little difference in the maxima record. The 
independency and the selection of the threshold are inherent issues in the peak over threshold 
method. The selection of the threshold value here is applied in other studies and found to be 
efficient for extreme value modelling (Vinoth and Young, 2011), while applying the time 
interval was suggested by Alves and Young (2003). The statistical model is fit to the maxima 
record using Equation (2.11), and then the goodness of fit to the data is tested using the 
Kolmogorov-Smirnov test (Li et al., 2014), as well as looking at the correlation between the 
maxima record x and its reduced variate y (Goda and Kobune, 1990):  
  = −In{ −In[ ( )]}                            (2.17) 
 The goodness of fit is also examined by visually comparing the empirical to the 
theoretical cumulative distribution function and by comparing a plot of the scaled histogram 
of the tail data overlaid with the generalized Pareto distribution.  
Finally, the return level rm for m years is calculated using (Li et al., 2014): 
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where Pμ is the probability of exceeding the threshold μ and is given by Nμ/N, where Nμ is the 
number of exceedances and N is the number of years.           
2.3.3.2. Spatial Wind Variability 
 The spatial variability of extreme climate events can be investigated using the 
correlation analysis between two or more timeseries of meteorological observations. However, 
the resulting correlation coefficient in this case is more affected by the bulk data of the entire 
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timeseries and is less sensitive to the extreme events. Extreme values may have a different 
correlation compared to the bulk of the data (Pfahl and Wernli, 2012). Even when the 
correlation coefficient is calculated by considering only values of extreme events, the 
coherency of a single extreme event cannot be determined. Therefore, the spatial variability of 
extreme events is better represented using single event-based analysis rather than using the 
entire extreme record as one timeseries (Reid and Turner, 2001). In this study, the spatial 
variation of extreme wind speeds is investigated based on the single event method. The high 
intensity wind events are defined as exceedance of a buoy-specific percentile-based threshold 
(Donat et al., 2010), similar to the threshold applied in the extreme value analysis (90th 
percentile). 
 The spatial coherency is investigated (Pfahl and Wernli, 2012, Pryor et al., 2014) by 
selecting a reference station from each of the northern, central, and southern regions of the 
study area, and comparing the extreme wind events that occurred at this reference station with 
the entire timeseries from all other stations (called target stations). The timeseries of the target 
stations are analyzed to determine if exceedance of the buoy-specific threshold occurred within 
the same 24 hours of the exceedance at the reference location. To quantify this coherency 
measure, a ratio f between the number of hourly exceedances at target buoys Ntsim occurring 
simultaneously with exceedance at reference buoys Nr, is calculated:  
f = Ntsim/ Nr                   (2.19) 
f is also calculated for temporal shift of ±1 day, hence, the same-day coherency ratio is 
calculated along with lags from -1 to +1 day. This accounts for some potential lag in the 
occurrence of events on the synoptic spatial scale due to movement of pressure systems.   
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2.3.3.3. Synoptic Forces Controlling the Wind Variability 
 The synoptic atmospheric conditions have a significant impact on the surface climate 
(Yarnal, 1993); therefore, a comprehensive understanding of climate extremes or variability is 
achieved by investigating the dominant synoptic-scale circulations. The above-mentioned 
temporal and spatial variability of wind speed above particular thresholds are linked to the 
synoptic-scale circulation; thus, several wind classes (i.e., <4 m s-1 and >25 m s-1) are explained 
in terms of synoptic forcing. Investigating the linkage between the atmospheric circulation and 
wind variability based on wind energy needs, creates a practical and needed connection 
between climatological studies and the wind power industry (Gibson and Cullen, 2015).      
 The 6-hourly NCEP-NCAR reanalysis MSLP data (1979-2014) are used for 
investigating the synoptic circulation for the study domain. The synoptic circulation aims to 
define the main synoptic types that affect the domain and link these types to specific wind 
classes. The synoptic circulation starts by applying principal component analysis (PCA) on the 
MSLP grids to obtain the number of eigenvectors that could explain most of the variability. 
Then, k-means clustering technique is applied to the retained eigenvectors to differentiate and 
construct the main synoptic types. k-means clustering is widely used for defining synoptic 
circulations (Stahl et al., 2006; Jiang, 2011), and it represents an unsupervised learning 
technique that uses a measure of similarity to classify n patterns into k groups. The squared 
Euclidean distance method is used here as a measure of similarity. This similarity measure 
classifies the MSLP grids into groups based on the nearest centroid to each grid. The initial 
centroid positions are repeated 2000 times as suggested by Yarnal (1993). The shortcoming of 
the unsupervised k-means clustering is that, the number of clusters has to be determined prior 
to performing the analysis, which can lead to produce subjective results. In this study, an 
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objective and quantitative method is applied to retain the correct number of clusters. The 
applied method (called the silhouettes method) was developed by Rousseeuw (1987) and is 
based on proximity and dissimilarity measures. The method, which is detailed in Section 3.8, 
produces a similar number of clusters that was found by Stahl et al. (2006) who studied the 
synoptic circulation affecting BC for other purposes. After constructing the synoptic types by 
averaging the MSLP grids that belong to each type, the 6-hourly averages of the extrapolated 
wind speed are calculated and corresponded in time to the 6-hourly MSLP grids. Thus, The 
MSLP synoptic types are related to different wind classes.  
2.3.4. SAR-based Wind Mapping 
 A main application of SAR winds is offshore wind mapping for the purpose of 
estimating wind resources (Dagestad et al., 2013), in which a sufficient number of SAR fields 
is needed to account for the diurnal and seasonal variability in the wind field. However, a 
shortcoming of SAR measurements with respect to wind statistics is that they are obtained at 
fixed times of the day; in addition, the available number of SAR fields is usually limited and 
insufficient for estimating wind statistics. Several methods have been applied to overcome 
these shortcomings of SAR when applied to wind resource assessment. Dagestad et al. (2009) 
developed a “wind emulator” by training a neural network for the co-located dataset of SAR 
and reanalysis winds for only the locations of the available in-situ measurements. They also 
quantify the bias between SAR and modelled reanalysis wind fields and then correct for this 
bias when SAR wind is not available. Their validation results show that the bias correction 
emulator outperformed the neural network emulators. Badger et al. (2010) used reanalysis data 
as well to generate wind classes that represent the synoptic atmospheric variations, the wind 
classes are then used to calculate surface winds statistics. Then, a selective number of SAR 
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fields are used to represent these wind classes. They also applied a random sampling approach 
to compare with the wind classes method. When a large number of SAR fields (i.e. > 2500 
images) is available over a relatively long period of time (e.g. Hasager et al., 2015), the wind 
climatology used for the wind resource estimation is simply constructed by averaging the 
available SAR fields. In this research, several wind climatologies are constructed and validated 
against in-situ observations. A relationship between available wind fields is developed, so a 
robust wind climatology that better represents wind statistics can be constructed.        
2.3.4.1. Wind Climatologies  
 All the selected 812 SAR fields are interpolated and re-gridded to the same grid (0.8 
km × 0.8 km pixel size) that covers the entire study domain (50.5° - 54.75° N and 127° - 135° 
W). Thus, all the fields can be averaged to one common grid to calculate a SAR climatology. 
Since not all SAR fields cover the entire domain, the number of overlapping SAR fields is 
different for each grid pixel. The number of SAR fields per grid pixel is calculated and plotted. 
Similar to the SAR climatology, GEM-LAM wind fields provided in the SAR dataset and the 
sub-daily NARR reanalysis wind fields (1979-2017), which are available with a 32 km × 32 
km resolution, are interpolated and re-gridded to the same SAR grid. The interpolation is 
performed using the natural neighbour interpolation method. This method is commonly used 
for geophysical data application and it has advantages over simpler interpolation techniques 
such as linear or cubic interpolation as it preserves original input data and produces smooth 
and continuous surfaces of outputs (Lyra et al., 2018). The resulted wind climatologies are 
plotted and compared visually as well as quantitively against in-situ observations.  
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2.3.4.2. Wind Field Validation against in-situ observations 
 SAR and NARR wind fields, in addition to wind fields resulting from relating both 
SAR and NARR winds as explained in the next section (Section 2.2.4.3), are validated against 
in-situ observations to compare their performance. Extrapolated wind speed to a 10 m height 
from eight buoys are used in the validation as all the wind fields used are available at that 
height. All selected buoys except B181 are sufficiently distant from coastlines to avoid any 
bias that can result from land intersection with the fields, thus buoy B181 was not included in 
the validation. Hourly in-situ wind speeds that correspond in time with each of the validated 
wind fields are extracted and used in the validation. As buoy observations represent the last 
eight-minute average at the top of the hour (Fisheries and Oceans Canada, 2019), they match 
in time with the NARR wind fields (and all other downscaled fields); however, as SAR fields 
are mostly not taken at the top of the hour, there is a time difference between buoy observations 
and SAR fields. This time difference does not exceed 30 minutes. 
 To compare against buoy winds, a square of 4 km × 4 km (5×5 pixels) centred on the 
location of the buoy is averaged from each of the wind fields (Monaldo et al., 2001). The 
overall bias (m s-1), the root means square error (RMSE; m s-1), and the correlation (R) between 
the in-situ measurements and the wind fields are calculated.      
2.3.4.3. Downscaling Wind Fields 
 Creating a robust wind climatology requires the use of both the accurate and high 
spatial resolution that is available in SAR wind fields as well as the systematic and high 
temporal resolution of the NARR wind fields. Therefore, SAR fields are related to the NARR 
fields by developing a relationship between both using two different approaches including a 
statistical downscaling model and a simple bias correction method.  
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 An attempt was made to relate both SAR and NARR fields using the machine learning 
artificial neural network technique (ANN). The purpose of applying ANN to downscale NARR 
wind fields was to train a neural network using SAR fields as target values and NARR fields 
as input values, so the features of the target values can be presented in NARR fields at times 
when SAR fields are not available by applying the trained network. Although the neural 
network could be developed for very small portions of the domain similar to the work 
conducted by Dagasted et al. (2009), developing a network for the entire study domain, or for 
large sections of it, was computationally unavailable as a result of the enormous amount of 
spatial data (397,743 pixels × 812 SAR fields). Therefore, another method was considered to 
downscale the NARR fields to the SAR fields resolution.    
 A statistical downscaling model based on the singular value decomposition (SVD) 
method is developed to downscale NARR fields to the SAR field domain resolution. The 
singular value decomposition of a matrix A is the factorization of A into three matrices:  
A (m×n) = U(n×n) D(m×n) V(n×n) T               (2.20)  
where U and V are orthogonal matrices and the columns of U = AAT are the left eigenvectors 
and columns of V=ATA are the right eigenvectors, D has the same dimensions of A and includes 
diagonal singular values arranged in descending order (Alter et al., 2000). SVD has been 
widely used in atmospheric science (Huth, 1999), particularly for testing the relationship 
between atmospheric elements. The SVD of the cross-covariance matrix (CCV) between two 
datasets objectively determines coupled anomaly patterns in the predictor and predictand 
datasets (Paul et al., 2008). SVD is often used as a statistical downscaling method as it can 
maintain detailed representation of physical processes and is able to resolve issues with high 
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spatial or temporal resolution (Wang et al., 2003). The application of SVD in statistical 
downscaling begins with finding a pair from the predictors and predictands datasets with 
maximum covariance, then finding the subsequent pair which will maximize the covariance 
that was not captured by the proceeding pair (Huth, 1999). Consequently, increasing the 
correlation between the predictors and predictands.  
 In this analysis, the coarse resolution of the NARR wind fields (32 km) is downscaled 
to the SAR winds high resolution (0.8 km) using the SVD technique. Thus, SAR fields are 
used as predictands and NARR fields as predictors. First, the CCV of the corresponding NARR 
and SAR fields is created for a training period using two thirds of the dataset. The CCV is 
calculated using the anomalies of each of the SAR and NARR fields. Then, the CCV is 
decomposed into eigenvectors and eigenvalues using Equation (2.15). Each pair of 
eigenvectors (from the U and V matrices) represents a mode of co-variability between the 
predictors (NARR winds) and the predictands (SAR winds), which is known as the empirical 
orthogonal function (EOF). Using the U and V matrices, the left (LEC) and right (REC) 
expansion coefficients (known as principal components) are calculated using NCEP anomaly 
and SAR anomaly, respectively, and the correlation coefficients between the corresponding 
left and right principal components are calculated. The fraction of variance in the predictands 
anomaly (SAR) that is explained by the first six modes of V as well as of U is calculated and 
averaged for the study domain. Finally, the best fit model of the U mode onto the V mode is 
determined (m and b) from LEC and REC: 
SAR = m × NARR + b                 (2.21) 
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 Equation (2.16) is then applied to the validation period, which contains the remaining 
one third of the dataset. The SVD downscaling model is validated using the RMSE of the 
downscaled fields relative to the original SAR fields. In addition, the bias and R between the 
downscaled and original fields are calculated.  
 Another method (referred as the simple correction method) applied to develop a 
relationship between SAR and NARR wind fields is based on determining the bias between 
both and then correct for this bias when SAR fields are not available. In this method, the 
interpolated-to-SAR resolution and corresponding NARR fields to the SAR fields are used to 
calculate the bias (B) for pixel (i, j): 
Bi, j = SARwindi, j – NARRwindi, j               (2.22) 
The bias can be used to correct NARR fields when SAR winds are not available (CW): 
CWi, j = NARRwindi, j + Bi, j                (2.23) 
Similar to the SVD method, only two thirds of the dataset are used to calculate the bias (as a 
training period), while the rest is used for validation purposes by calculating R, RMSE, and 
the bias between the modelled fields and the original SAR fields.  
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Chapter 3 
3. Statistical and Synoptic Analyses of Offshore Wind Variations 
 
(Published paper: Bakri, T1., & Jackson P2. (2019) Statistical and synoptic analyses of offshore 
wind variations. International Journal of Climatology. 39, 3201-3217.  DOI: 
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3.1. Abstract 
In this study, variations of offshore wind speed in the northern and central coasts of BC are 
examined using wind observations from nine buoys distributed in the region. Wind speeds 
from all buoys are extrapolated to the standard (10 m) wind measurement height as well as to 
the wind turbine hub height (100 m) using Monin-Obukhov similarity theory. Sustained winds 
above several thresholds are analyzed and values of 50-yr and 100-yr return extreme wind 
speed levels are calculated for all locations. The percentage of sustained winds between the 
wind turbine cut-in and cut-out wind speed thresholds at 100 m indicates short periods without 
power generation. The highest 50-yr and 100-yr return level values are found at locations west 
of Haida Gwaii, while the lowest values are calculated at the most southern and eastern 
locations. Spatial coherency analysis of high wind speeds between all locations shows high 
same-day coherency ratios between all buoys located offshore of the mainland coast, which 
emphasizes the importance of the atmospheric circulation at the synoptic-scale as the main 
driver of intense wind events; consequently, a synoptic-scale circulation analysis is carried out 
by applying principal components analysis and k-means clustering, and then relating the 
calculated synoptic patterns to some of the previously classified wind categories. The synoptic-
scale circulation analysis reveals that high wind speed events are mainly associated with a 
system of low pressure located west or northwest of the study region, which induces intense 
southerly to southeasterly winds. Low wind speeds are often associated with a high pressure 
system (Pacific High) originating southwest of the region that mainly predominates during the 
summer.  
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3.2. Introduction 
When undertaking an assessment of offshore wind resources, one of the most important 
factors to consider is the variability and intermittency of wind speed. Low wind speed events 
can result in interruptions to power generation; similarly, very high speeds such as those 
exceeding 25 m s-1 necessitate the cessation of power generation. The variability of wind speed 
is a main uncertainty associated with the mean power production of wind turbines (Leahy and 
McKeogh, 2013). In addition to limiting power production, episodes of high wind speeds and 
severe weather conditions impose practical challenges related to the access of offshore wind 
farm sites for the purpose of construction or maintenance (Breton and Moe, 2009). 
Accessibility to offshore structures by workboats is mainly limited by the significant wave 
height, which depends on fetch length, fetch duration, and wind speed (Ambühl and Sørensen, 
2017). A wind speed of 11 m s-1 can be accompanied by significant wave height of 3 m 
(Beaufort scale). According to Ambühl and Sørensen (2017), the common maximum 
significant wave height for operational boats servicing wind farms is 1.5 m. In stormy 
conditions when the wave height is larger than the maximum wave height of operational boats, 
a helicopter is usually used to access offshore turbines, which involves higher costs, and can 
be risky to workers in high wind speed conditions. The common maximum operational wind 
speed of helicopters is 20 m s-1. In this study, wind speed is used as the only criterion for 
determining wave height since information about fetch duration and length are not available. 
The wind speed threshold used for this matter is 11 m s-1 at 10 m height, and referred hereafter 
as the storm threshold.  
Frequency-based methods, such as the Weibull distribution, are widely used to describe 
the wind speed distribution (Kelly et al., 2014; Serguro and Lambert, 2000), particularly for 
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wind energy analysis. The Weibull distribution has been found to be critical to understand the 
empirical behaviour of the wind speed distribution in many cases. However, as for any other 
probability density function, it lacks temporal information other than return periods. Other 
methods should be considered when investigating the persistence of the wind speed above or 
below a given threshold. Consequently, identifying the mean duration and frequency of 
continuous periods above the cut-out threshold and below the cut-in threshold is a key feature 
for wind resource assessments. Similarly, identifying continuous periods above the storm 
threshold is important to determine the duration of limited access for the operation and 
maintenance of offshore wind farms. For example, a cumulative percentage frequency of low 
wind speed below a threshold is conducted in Deaves and Lines (1998) and Leahy and 
McKeogh (2013) by comparing wind speed timeseries against the threshold and recording 
values falling under it.  
In addition to the determination of sustained wind speeds over several thresholds, the 
estimation of extreme values of wind speed is an important requirement for different 
oceanographic applications, including offshore structural design and operation. The common 
method used in the extreme value analysis is to estimate values of return periods of 5 to 100 
years based on a record of wind observations. The estimated 50-yr return period of wind speed 
is the wind speed that would be exceeded, on average, once in 50 years (Vinoth and Young, 
2011). In offshore environments, a statistical model is used to fit a series of wind maxima 
measured from buoys. If the statistical model shows a good fit to the data, it can then be 
extrapolated beyond the period covered by the measurements at a given probability level 
(Alves and Young, 2003). The maxima record used in the statistical model should be 
independent, in which the successive observations are not correlated (Palutikof et al., 1999). 
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There are three common methods used for investigating extreme values; these include the 
initial distribution method, the annual maximum method, and the peak over threshold method. 
In the initial distribution method, all observations in the timeseries are used, not just the 
maxima; hence, the data do not meet the independency requirement since wind speeds are 
autocorrelated. However, the initial distribution method has been used successfully in studies 
of extreme wind speed return period in which independency is not met (e.g. Vinoth and Young, 
2011). In addition, the vast majority of data used to fit the distribution do not come from the 
right tail of the distribution (i.e. extreme values) but from moderate values. Either the Gumbel 
distribution, which is known as Fisher-Tippett Type 1, or the Weibull distribution is commonly 
used in the initial distribution method to achieve a best fit to the data. The challenge of 
independency does not exist in the annual maximum method; however, as it uses one value per 
year, the available record is often not long enough to produce reliable results. Further 
discussion on this topic can be found in Vinoth and Young (2011), Palutikof et al. (1999), and 
Alves and Young (2003). The peak over threshold method combines the previous two methods, 
in which one value is selected from each high wind speed event (storm). However, the main 
challenge in the peak over threshold method is the selection of the threshold value for the high 
wind speed, as there is no theoretical basis for selecting the threshold (Coles, 2001). A 
straightforward approach applied in several studies is to use all data above a particular 
percentile such as the 90th or 93rd percentiles (Vinoth and Young, 2011). In addition, a 
consideration of a minimum separation interval in the maxima record is proposed in several 
studies to ensure independency (Alves and Young, 2003). Soukissian et al. (2006) produced 
an independent maxima record by wave reductions of local maxima to following local minima. 
The threshold value is defined using the sample mode of the resultant time series. The 
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distribution of the resulting sequence of values above the threshold follows the generalized 
Pareto distribution (GPD). After applying the statistical model, the next step is to assess the 
goodness of fit of the recorded data to the selected extreme value cumulative distribution 
function (CDF). Several statistical methods can be used for this purpose such as the 
Kolmogorov-Smirnov test (Vinoth and Young, 2011); consequently, the value of return 
periods can be calculated.                
Understanding the occurrence and frequency of extreme wind events would certainly 
be improved by investigating the spatial coherency of the sustained high wind speeds between 
several locations in a particular region. The spatial coherency can be quantified by selecting a 
reference location and an extreme wind speed threshold, and then examine observations from 
other locations to determine whether they exceed the threshold within a given period of time 
(Pryor et al., 2014; Pfahl and Wernli, 2012). This method is different from the spatial 
correlation analysis which takes into account the entire timeseries.  
When investigating temporal and spatial fluctuations of wind speed, it is important to 
understand the atmospheric conditions that initiate these fluctuations, whether in the case of 
high or low wind speed events. The synoptic-scale circulation patterns, hereafter termed 
“synoptic types”, provide the opportunity for such an investigation. Synoptic climatology 
analyzes atmosphere-surface interactions by relating synoptic-scale circulation to surface 
climate (Yarnal, 1993). It has been widely used for investigating the driving forces of surface 
winds (e.g. Asplin et al., 2015; Jungo et al., 2002) or for other weather phenomena (Comrie 
and Yarnal, 1992). 
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In this study, variations of offshore wind speed in the northern and central coasts of BC 
are examined using wind observations from nine buoys distributed in the region. The study 
area includes the northern coast of Vancouver Island, Queen Charlotte Sound, Hecate Strait, 
the Haida Gwaii coasts, in addition to channels and fjords that dissect the northern and central 
mainland coasts (Figure 3.1).  
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Figure 3.1. Map of the northern and central BC coasts showing the locations of buoys 
used in this study. 
In summary, this study aims to achieve a better understanding of the temporal and 
spatial wind variations in an offshore environment in the northern and central coasts of BC, 
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and to examine the relationship between these variations and the atmospheric circulation with 
an emphasis on metrics relevant to offshore wind power generation. Data and methods are 
discussed in Section 3.3 while section 3.4 describes the procedures applied for the wind speed 
extrapolation. Wind persistence analysis and extreme value analysis are provided in Sections 
3.5 and 3.6, respectively. The spatial coherency is discussed in section 3.7, and section 3.8 is 
devoted for the synoptic climatology analysis, while conclusions are summarized in the final 
section. 
3.3. Data and Quality Control  
Hourly meteorological and oceanographic observations, including wind speed and 
direction, air temperature, and sea surface temperature available from nine buoys distributed 
in the study region, are extracted from a Fisheries and Oceans Canada website (Fisheries and 
Oceans Canada, 2016a). The buoys are maintained by Environment and Climate Change 
Canada and Fisheries and Oceans Canada or their contractor. All buoys used in this study are 
3-meter discus Ocean Data Acquisition System buoys. Each buoy has two anemometers 
measuring wind speed and direction at 5 m height above sea level. In addition to wind 
observations, each buoy measures air and sea surface temperature, sea level pressure, and wave 
height and period. The locations of buoys used in this study along with their names, ID number, 
water depth, and the available record period are provided in Table 3.1 and Figure 3.1. 
Table 3. 1. Buoys employed in this study. Refer to Figure 3.1 for locations.  
Buoy name ID 
number 
Abbreviation * Start date of 
available 
data 
Latitude 
(°N) 
Longitude 
(°W) 
Water 
depth 
(m) 
Central Dixon 
Entrance 
46145 B145 April 1991 54.37 132.42 257 
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West Dixon 
Entrance 
46205 B205 November 
1988 
54.17 134.28 2675 
Nanakwa Shoal 46181 B181 November 
1988 
53.83 128.83 22 
North Hecate 
Strait 
46183 B183 May 1991 53.62 131.11 60 
West Moresby 46208 B208 July 1990 52.52 132.69 2950 
South Hecate 
Strait  
46185 B185 September 
1991 
52.43 129.79 228 
South Moresby 46147 B147 June 1993 51.83 131.23 2000 
West Sea Otter 46204 B204 September 
1989 
51.37 128.75 222 
East Dellwood 46207 B207 October 
1989 
50.87 129.92 2215 
*The abbreviations will be used in the text for ease of reference. 
A common timeseries between all nine buoys covering 21 years, starting from 1994 
until 2014, is used. A quality control analysis is performed on all observations using the hourly 
quality control flag provided with the data, which indicates specific data quality information 
for each hourly observation. Any observation that is accompanied with a quality control flag 
other than “good” is not used; this includes a quality control flag indicating “acceptable”, 
“changes”, “doubtful”, “erroneous”, or no quality control flag. Another quality control 
procedure is applied on the wind speed and direction by using the observations from the two 
anemometers in each buoy. As both anemometers have the same height, the anemometer with 
fewer outliers is used as the main source of the wind observations for each buoy. The record 
from the other anemometer is used for quality control of the first record by calculating the 
difference in wind speed and direction between both records. When the difference is higher 
than 1 m s-1 in wind speed or 10° in wind direction, the wind observation is eliminated, unless 
the observation in one of the records is 0, in this case the observation from the other record is 
used, as a 0 record refers to missing data.       
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For the synoptic-scale climatological analysis, the NCEP-NCAR reanalysis I project 
MSLP data product are used for constructing the synoptic types. NCEP-NCAR reanalysis data 
are extracted for a period of 36 years from 1979 to 2014 from the archives provided by the 
National Oceanic and Atmospheric Administration/Oceanic Atmospheric Research/Earth 
System Research Laboratory – Physical Science Division (NOAA/OAR/ESRL – PSD), 
Boulder, Colorado, USA (Kalnay et al., 1996). The NCEP-NCAR reanalysis data are available 
at 6-hourly temporal resolution and as daily averages. The 6-hourly MSLP grids are used in 
this study. The spatial resolution of 2.5° × 2.5° of these data were found to be of sufficient 
resolution to represent the synoptic-scale conditions during strong along-channel wind events 
in the BC coast (Bakri et al., 2017), and should also be sufficient in the present study. The 
MSLP grids are extracted for a domain suitable to establish a wind climatology for the BC 
coast: between 37.5° – 65°N and 110° – 170° W.  
The wind observations are extrapolated from the 5 m buoy measurement height to the 
standard height of wind measurement (10 m) and to the typical hub height of offshore wind 
turbines (100 m). Extreme wind analysis is conducted using winds at the standard height, while 
winds at both 10 m and 100 m are used to identify sustained periods of wind speed over 
particular thresholds. The high wind speed coherency between all buoys is investigated by 
comparing wind records from a reference location to records of other buoys. The coherency 
analysis is followed by a circulation-to-environment synoptic-scale climatology analysis, 
which is performed to classify the atmospheric circulation into different synoptic types, and 
then relate it to different wind categories (Yarnal, 1993). The method involves applying PCA 
on the MSLP data followed by unsupervised k-means clustering analysis on the timeseries 
scores of the retained components, and is similar to the analysis presented in Stahl et al. (2006).     
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3.4. Wind Speed Extrapolation 
Although the Monin-Obukhov similarity theory was developed to describe the wind profile 
over land, it has been found to be applicable for the offshore atmospheric boundary layer 
(Edson and Fairall, 1998). In this theory, estimation of the wind profile requires knowledge of 
the atmospheric boundary layer stability and the aerodynamic roughness length z0, which in 
theory is the height at which the wind speed becomes zero. The atmospheric stability is 
estimated using the Obukhov length L, which can be determined from ultrasonic wind 
measurements (Hogstrom et al., 2008), the gradient Richardson number (Lange et al., 2004), 
or the bulk Richardson number Rib (Grachev and Fairall, 1997): 
    = −
 
  
    
  
                                                                           (3.1) 
where g is the acceleration of gravity, T is the temperature in K, u is the wind speed, and ΔT is 
the difference between air and sea surface temperature; therefore, Δz is the height difference 
between the elevations of the two temperatures. L is considered a measure of atmospheric 
stratification and is related to the dimensionless stability parameter ζ: 
  =  
 
 
                                                                                           (3.2) 
where z is the reference height of the wind speed measurement. Negative ζ indicates unstable 
atmospheric conditions and positive ζ indicates stable conditions, while ζ = 0 refers to neutral 
conditions. As all the required measurements for the bulk method are available from the buoy 
records, ζ is calculated here using Rib from Equation (3.1) as: 
ζ =  
     
         
 ,             ζ > 0   
          ,             ζ ≤ 0  
                                                 (3.3) 
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where C1 = 10 and C2 = 5 are empirical coefficients (dimensionless; Grachev and Fairall, 
1997). According to similarity theory the stability parameter ζ is related to the dimensionless 
wind gradient Фm in the constant flux layer. In neutral conditions (ζ = 0), it is expected that Фm 
= 1 (Hogstrom et al., 2008): 
Ф  =
  
 ∗ 
  
  
                                                                          (3.4) 
where k = 0.41 is the von Kármán constant and u* is the friction velocity. The dimensionless 
wind gradient Фm is calculated here using empirically determined equations (Rodrigo et al., 
2015): 
Ф  =  
(1 −   )  /  ,                < 0
1 +    ,                         ζ ≥ 0
                                   (3.5)   
with a = 16 and b = 5.  
Фm is then used to calculate the universal stability function Ψm (z/L), which is necessary 
for the calculation of the wind speed ratio between two heights according to Monin-Obukhov 
similarity theory (Lange et al., 2004): 
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and 
and Ψ  (ζ) =  
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  ,                  ζ < 0
−βζ  ,                                                                          ζ ≥ 0
           (3.7) 
where β = 5 is an empirical parameter. 
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Consequently, all the parameters needed to estimate the wind speed ratio according to 
Equation (3.6) are calculated except for the aerodynamic roughness length z0. The sea surface 
roughness is very low compared to the land surface roughness, resulting in less friction and 
higher wind speeds, which makes offshore environments more favorable for wind power 
developments. However, the sea surface roughness is variable based on several factors 
including the wave height and period, which itself is a result of friction velocity, the distance 
over which the wind is blowing before it reaches the buoy (the fetch), the water depth, etc. As 
the friction velocity depends on the surface winds, there is a feedback between the surface 
wind speed and the roughness. Low roughness increases the wind speed, which in turn 
increases the surface roughness; therefore, estimating the changeable sea surface roughness 
can be a complicated issue. Several models have been developed to calculate the roughness 
length z0, e.g. fetch model, wave age model, and Charnock relation (Lange et al., 2004). 
Hogstrom et al. (2008) derived z0 for different wind heights for unstable and growing sea 
conditions from measurements taken at the Baltic Sea. In their study z0 ranges from < 10-6 m 
to nearly 10-3 m, with mean z0 ranging between 1.24×10-4 to 1.54×10-4 m for different wind 
height measurements. Slight differences in estimated z0 were found using different models 
(Lange et al., 2004). In several studies, the assumption of a constant z0 was found to be 
sufficient, particularly for the application of wind resource assessment (Mortensen et al., 
1993). In this case, the constant z0 value is usually taken as 0.2 × 10-4 m. Lange et al. (2004) 
found little difference between the different models for the sea surface roughness using 
measurements taken in the Danish Baltic Sea, concluding that applying a constant value is 
sufficient and the simplest method for wind resource estimation. Consequently, z0 is assumed 
as a constant value of 2 × 10-4 m in the present study.  
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The similarity theory using the bulk method described above for estimating the stability 
parameter, is applied to extrapolate wind speeds to 10 m and 100 m heights. The dependencies 
of the wind ratio on the stability parameter (ζ) agrees well with the prediction of Monin-
Obukhov theory (Hogstrom et al., 2008; Lange et al., 2004; Rodrigo et al., 2015). While there 
is a progressive increase in the wind ratio for stable conditions (ζ > 0), the unstable conditions 
(ζ < 0) show a relatively constant ratio.  
3.5. Persistence Analysis 
The extrapolated hourly wind records are analyzed to identify durations of sustained 
winds above several wind speed thresholds. The cut-in (4 m s-1), cut-out (25 m s-1), and rated 
wind speed (15 m s-1) thresholds are used for winds at 100 m, while the storm threshold (11 m 
s-1) is used for winds at 10 m, in addition to the value of the buoy-specific 90th percentile. The 
90th percentile is added here since it is the threshold used in the extreme wind analysis. The 
buoy-specific 90th percentile ranges between 12.8 m s-1 to 14.6 m s-1. The analysis is performed 
by identifying values exceeding each threshold and then recording the duration of the sustained 
period for each exceedance. Duration periods of exceedance are classified using several 
intervals (1, 2, 4, 8, 12, 18, 24, 48, 72, 96 h), and then accumulated for each threshold; 
consequently, the cumulative percentage frequency of sustained wind speed over a given 
threshold is calculated for several durations based on the selected intervals.  
The probability of the sustained wind speed exceeding several thresholds over different 
durations for all buoys are presented in Figure 3.2. The figure illustrates a common pattern 
between all locations. There is a progressive decrease in the occurrence of sustained winds 
over all thresholds with increasing durations. At 100 m height, wind speeds remain above 4 m 
s-1 for 1-4 h over 70-75% of the time except at B181. While the probability of wind speed over 
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25 m s-1 never exceeds 1% for any duration and at any location except at B185, B207, and 
B204, where it ranges from 1-2 % for durations of 1-8 h. The probability of winds exceeding 
the rated wind speed (15 m s-1) is between 10% to 20% of time for durations up to 8 h except 
at B181. For longer durations, there is a rapid fall-off of the occurrence of this speed at all 
locations. At 10 m height, the pattern of the probability of winds above the two selected 
thresholds is very similar with a difference of around 10% between both thresholds for short 
durations up to 8 h. This difference becomes smaller for longer durations. While the probability 
of occurrence of wind speed at 10 m height over 11 m s-1 (90th percentile) at B183 is around 
20% (10%) for 2 h duration, it falls to 4% (1%) for 24 h duration.  B181 shows the least 
frequent occurrence of wind speeds above any of the thresholds. This can be explained by its 
interior location far from the coast where the coastal mountains considerably affect the wind 
regime (Bakri et al., 2017). A sustained high probability of winds over the cut-in threshold and 
below the cut-out threshold implies low intermittency in power production and few periods 
without power generation (Pryor and Barthelmie, 2002). Similarly, the low probability of 
winds over the cut-out threshold indicates few interruptions to the power generation. Although 
calculating turbine power curves are not the focus of this article, offshore environments with 
similar persistency of wind speeds show high annual capacity factors compared with nearby 
inland locations (Pryor and Barthelmie, 2001). The relatively high frequency of wind speed 
above the storm threshold at 10 m height supports the importance of the wind persistence 
investigations at the planning stages for the development of offshore structures, as the results 
presented here suggest long periods of limited accessibility by workboats. 
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Figure 3.2. Cumulative probabilities of sustained wind speed above 4, 15, and 25 m s-1 
for winds extrapolated to 100 m and above 11 m s-1 and 90th percentile for winds 
extrapolated to 10 m at all buoys locations over several durations from 1 to 96 h  (1994-
2014). A logarithmic scale is used to include all curves on the same graph. 
3.6. Extreme Wind Analysis  
Return levels of extreme wind speed at each buoy location is calculated by applying 
the peak over threshold method to obtain a record of wind maxima from the winds extrapolated 
to 10 m height. The GPD is then used to fit the maxima record (1994-2014): 
64 
 
 ( ) = 1 −  1 +    
 
   
  
  / 
                                                          (3.8) 
where x is the maxima record and k and σ are the shape and scale parameters, respectively. As 
discussed earlier, the selection of the threshold in the peak over threshold method is a 
somewhat subjective procedure. Therefore, two procedures are applied to achieve a more 
objective decision for the selection procedure. First, the buoy-specific 90th percentile is applied 
as an initial threshold to create a series of exceedances. Next, a record of maxima is extracted 
from the exceedance series by considering values that are separated by at least 60 h. Other time 
intervals are applied including 72 h and 96 h. The resulting maxima records show very little 
differences between the three-time intervals. The maxima record is investigated manually to 
ensure that each peak in the record belongs to a different storm as recommended by Mathiesen 
et al. (1994). The number of maxima from the obtained record does not exceed the number of 
storms during the timeseries as suggested by Alves and Young (2003). To assign the selected 
cumulative distribution function to the maxima record, the parameters of the GPD are 
determined using the maximum likelihood method (Coles, 2001), and then the statistical model 
is fit to the maxima record. The goodness of fit to the data is tested using the approach proposed 
by Goda and Kobune (1990), which suggests looking at the correlation between the data x and 
its reduced variate y:  
  = −  { −  [ ( )]}                                                             (3.9) 
A good fit is indicated by a correlation near 1. The calculated correlation values range 
from 0.91 to 0.99 at all locations (Table 3.2) indicating a good fit. We also tested the fit using 
the Kolmogorov-Smirnov test as suggested by Li et al. (2014) and visually examined the fit by 
comparing the empirical to the theoretical CDF and by comparing a plot of the scaled 
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histogram of the tail data overlaid with the GPD. These tests also suggested a good fit.   
Consequently, the return level rm for m years can be calculated as (Li et al., 2014):  
   =   +
 
   
 (   )
  /   − 1                                             (3.10) 
where Pμ is the probability of exceeding the threshold μ and can be given by Nμ/N, where Nμ is 
the number of exceedances and N is the number of years. The standard errors associated with 
the return levels are calculated using the delta method as suggested by Coles (2001) and 
included in Table 3.2. 
The highest return levels (Figure 3.3 and Table 3.2) are found at locations west of Haida 
Gwaii at B205, B208, and B147. These three locations are relatively close to the shore, exposed 
to the open ocean, and characterized by deep water (Table 3.1). Relatively moderate return 
level values are found at buoys located within Dixon Entrance and Hecate Strait at B145, B183, 
and B185. These buoys, in addition to B204, which shows the lowest values between all buoys, 
are located in the corridor that lies between the mainland coast and the islands of Haida Gwaii 
and northern Vancouver Island. This corridor is logistically better for wind turbine 
deployment; therefore, estimating the return level values at these locations is of higher 
importance from an applied point of view. However, the most southwestern buoy (B207) is 
located far from the coast and characterized by deep water and exposed to the open ocean, it 
shows moderate values of return level in comparison with buoys at similar locations. Low 
return level values are calculated for B181, which also shows the least occurrence of high wind 
speed in the persistence analysis. In general, there is a west to southeast gradient of the return 
levels with largest values found at the western locations and lowest at the southern and eastern 
locations.      
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Table 3.2. Correlation values between the cumulative distribution function and its 
reduced variate; in addition to the 50-yr and 100-yr return levels and their associated 
uncertainties and the annual average wind speed (m s-1).  
Buoy x-y 
correlation 
(Pearson) 
50-yr 
return level 
50-yr 
standard 
deviation 
error 
100-yr 
return level 
100-yr 
standard 
deviation 
error 
Annual 
average 
B145 0.97 37.8 3.2 39.7 5.4 9.60 
B205 0.96 43.4 4 46.2 7.2 9.66 
B181 0.91 32.7 2.6 35.5 4.8 7.02 
B183 0.98 35.4 2.4 36.7 5.6 9.94 
B208 0.95 45.4 5.3 47.7 8.3 9.86 
B185 0.97 39.8 3.2 42.1 5.2 9.88 
B147 0.95 46.2 3.6 47.9 6.2 9.27 
B204 0.99 30.6 2.6 31.1 3.4 9.65 
B207 0.98 37.4 2.9 39.1 5.2 10.18 
 
Figure 3.3. Estimated (a) 50-year and (b) 100-year return extreme hourly wind speed 
levels of each buoy (1994-2014). 
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 Although, using the peak over threshold method for estimating the return levels has an 
advantage of producing a record of maxima with a relatively large number of extremes 
compared with the annual maximum method, it also has several shortcomings. The selection 
of the threshold value and the minimum time interval that is required to assure the 
independence of the extremes are two important issues in the peak over threshold method as 
both have a substantial impact on the maxima series, consequently, on the return level results. 
Return level values change markedly when applying different threshold in this analysis 
emphasizing the importance of the selection of the threshold. As an example, using the 93rd 
percentile as a threshold can increase the 50-yr and 100-yr return levels up to 3 m s-1 and 4 m 
s-1, respectively, at some locations. As noted above, the threshold selection becomes an issue 
as there is no “best method” for the selection procedure (Vinoth and Young, 2011). In addition, 
the impacts of climate change cannot be considered in the peak over threshold method without 
including a time-dependent extreme model in the analysis, similar to the model used in Cid et 
al. (2016). The failure of including climate change scenarios, which may have significant 
impacts on the frequency, intensity, and length of many extreme events, reduces the reliability 
of the return level results, particularly for long return periods. The results of the extreme wind 
analysis are further elaborated in the next section by a spatial coherency analysis to illustrate 
spatial consistency of intense winds. 
3.7. Spatial Coherency  
Spatial variations of high-intensity winds between all buoys are investigated by 
selecting a reference buoy from each of the northern (B145), central (B185), and southern 
(B207) regions of the study area (see Figure 3.1 for locations). A wind speed threshold is used 
to identify the occurrence of high winds. The threshold is selected as the average buoy-specific 
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90th percentile. Wind records from other buoys are then analyzed to determine whether they 
exceed the threshold within the same time window of the exceedances at the reference location. 
Consequently, a measure of coherency can be calculated based on the ratio f between the 
number of hourly exceedances at target buoys Ntsim occurring simultaneously with the 
exceedances at the reference buoy Nr (Pryor et al., 2014; Pfahl and Wernli, 2012): 
f = Ntsim/ Nr                                                       (3.11) 
 The time window used in this analysis is 24 hours, hence, the same-day coherence 
ratio is calculated along with lags from -1 to +1 day.   
The spatial coherency for the reference stations B145, B185, and B207 is shown in 
Figures 3.4a, 3.4b, and 3.4c, respectively, by plotting f at each target buoy for the same-day 
coherency (fS) as well as for the lag days (fL). Figure 3.4a shows that days of high wind speeds 
at B145 often occur simultaneously at other locations in the study area except at B205 and 
B181. fS is always >0.7 except at the previous two buoys, where it ranges from 0.55 at B205 
to 0.12 at B181. Two coast-parallel zones can be seen in the pattern shown in Figure 3.4a. The 
near-coast zone consisting of B183, B185, and B204 shows the highest fS values. The second 
coast-parallel zone contains all buoys located west of the near-coast zone and shows lower fS 
values. The spatial pattern of fS in Figure 3.4b shows high coherency with B204 and B183 
where fS is >0.75. While moderate values of fS are found at B207 and B208, other buoys show 
values less than 0.55 with the lowest value of 0.07 at B181. The same two-zone pattern can be 
seen here as well, except that B145 is a part of the western zone. In contrast to the previous 
two figures, no coast-parallel zone is seen in Figure 3.4c. B204 shows the highest ratio with 
the reference buoy with decreasing values toward western and northern buoys. For all three 
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reference buoys, B181 shows the lowest fS values and B205 demonstrates the second lowest 
values, which can be explained by the geographic locations of these two buoys with B205 
being the most exposed site and B181 the most sheltered. It is noteworthy that interdecadal 
changes in spatial coherency has not been investigated. 
Except at B205 and B181, the same-day coherence ratios always exceed 0.4 for all 
reference buoys, and it mostly exceeds 0.6 for a distance of over 450 km, e.g. between B145 
and B207. The spatial coherency ratios are larger than those reported in similar studies in the 
eastern United States over similar or larger spatial scales (Pryor et al., 2014). These results are 
consistent with the findings reported in Bakri et al. (2017), in which along channel winds at 
several channels at the BC coast are observed simultaneously and initiated by the same 
synoptic-scale conditions. These results thus emphasize the importance of synoptic-scale 
drivers of intense winds in the study region.  
 The spatial coherency values of +1 and -1 lag days (fL) does not exceed 0.16 at any 
location for the three reference buoys. Values of fL > 0.08 are considered in other studies to 
indicate a high spatial coherency for lag days over a large region (Pryor et al., 2014). In the 
case of the present study, the region is relatively small in terms of the synoptic scale. Therefore, 
the value of fL does not imply a high spatial coherency for lag days considering the relatively 
small distances between the reference buoys and the surrounding ones. Both reference buoys 
B185 and B207 show lower fL compared with B145 as Figure 3.4a exhibits five locations with 
fL > 0.08, but Figures 3.4b and 3.4c show one and two locations with fL > 0.08, respectively. 
In general, the low values of fL are possibly a result of fast-moving synoptic systems that are 
associated with the intense winds. These results may indicate the potential predictability of 
high winds within the study region based on wind speed at one of the reference locations. The 
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high same-day coherency of intense winds implies low spatial variability of wind speed. On 
the other hand, low ratios of same-day coherency between two locations can be used as a 
platform to overcome the wind variability issue by placing different wind farms at locations 
with low same-day coherency ratios. This is investigated further in the next section by 
examining the synoptic-scale conditions of several wind classes at all locations.  
 
Figure 3.4. Coherence ratios (1994-2014) for each buoy calculated based on strong winds 
at (a) B145, (b) B185, and (c) B207. The colour of the inner circle indicates the same-
day coherence ratio (fS), while the size of the outer ring indicates the −1 and +1 lag-days 
coherence ratio (fL). 
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3.8. Synoptic-scale Circulation Analysis   
In this section we explore the atmospheric conditions associated with different wind 
speed categories by conducting a synoptic-scale circulation analysis. The analysis involves 
applying PCA on the 6-hourly MSLP grids from 1979 to 2014 and a subsequent k-means 
clustering that is similar to the application of this technique presented in Stahl et al. (2006). 
The first eight eigenvectors, which are obtained by applying PCA, explain 89% of the 
variability and are consequently retained (Figure 3.5a). k-means clustering is an unsupervised 
learning technique used to classify n patterns into k groups using a measure of similarity such 
as the Squared Euclidean distance method (Jiang, 2011), in which each pattern belongs to the 
group with the nearest centroid. The feature values of each centroid define the resulting group. 
The Squared Euclidean distance is used in this analysis as a similarity measure. The clustering 
is repeated 2000 times each with a new set of initial centroid position. To perform k-means 
clustering on the component scores of the retained eigenvectors, the number of clusters should 
be selected first. The number of clusters is determined following the so-called silhouettes 
method proposed by Rousseeuw (1987). In this method, each cluster is represented by a 
silhouette, which is constructed based on proximity and dissimilarity measures. This method 
displays whether an object fits well into its cluster or lies somewhere between the clusters. The 
average silhouette width, which ranges from -1 to +1, is a measure of the strength of the 
clusters. The closer the average silhouette is to +1, the better the clustering is. This method is 
based only on the actual partitioning of the cluster; therefore, it offers an advantage compared 
with other techniques, which depend on the clustering algorithm that is used to obtain them 
(Rousseeuw, 1987). The clustering procedure is applied for different numbers of clusters to 
investigate the changes in the silhouette width with changing the numbers of clusters (Figure 
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3.5b). In general, the width decreases with increasing number of clusters; however, there is a 
local maximum at 13 clusters. Therefore, 13 is selected as the best number of clusters, which 
corresponds with the cluster number used in a previous synoptic climatology study for this 
region (Stahl et al., 2006).    
 
Figure 3.5. (a) Cumulative variance explained by each principal component and (b) 
average silhouette width of different number of clusters.  
 The MSLP grids are averaged to create composites of the 13 synoptic types. The 
composites are displayed in Figure 3.6a, while Figure 3.6b shows the accumulated frequency 
of the monthly occurrence of each type.  
The Aleutian Low, a prominent, semi-permanent trough of low pressure, that is situated 
over the Gulf of Alaska for most of the winter and associated with cyclonic activity in the 
northeastern Pacific (Bakri et al., 2017), is represented within seven of the thirteen synoptic 
types (types 6, 7, 8, 9, 10, 11, and 13). This well-developed low pressure system exhibits 
different locations and intensities within the seven types. The location of this system appears 
over the Aleutian Islands in types 6 and 10, south of them in type 13, south of the Alaska coast 
in types 7 and 9, and further into the Gulf of Alaska west of BC in types 8 and 11. The different 
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locations imply varying MSLP patterns over BC coastal waters; consequently, different 
intensity and direction of geostrophic winds (Asplin et al., 2015). The above mentioned seven 
types are prominent during winter (Figure 3.6b), particularly from October to March. They 
represent more than 70% of the atmospheric circulation pattern during the months of December 
and January. In types 2 and 5, a smaller MSLP low appears west and southwest of Alaska, 
respectively, in addition to the advancing Pacific High toward BC, which implies reduced 
influence of the Aleutian Low in the region. The appearance of the Pacific High in types 2 and 
5 explains their higher frequency during warm months compared with other types that show 
the Aleutian Low (Figure 3.6b), particularly for type 2, which mainly occurs from April to 
September. The Pacific High, which is a semi-permanent summertime feature that influences 
the synoptic pattern over the eastern Pacific during warm months, is also depicted in types 1 
to 4. These are the predominant types during the summer, in which they account for more than 
95% and 85% of the atmospheric circulation during July and August, respectively. Synoptic 
types characterized by the Pacific High (types 1, 2, 3, 4, and 5) display weak pressure gradients 
over the BC coast compared with other types. Only type 4 shows a relatively stronger pressure 
gradient over the study area with isobars perpendicular to the BC coast. A weak low pressure 
system over the Gulf of Alaska here makes the Pacific High retreat to the south. Both types 12 
and 13 show a continental high pressure system (the Canadian High) over northeastern BC and 
Yukon with coast-parallel isobars and a strong pressure gradient across the BC coast. Such a 
synoptic pattern is usually accompanied by intense outflow winds over the BC coast during 
winter (Bakri et al., 2017). 
Six-hourly averages of the extrapolated winds from each buoy are calculated to 
correspond to the 6-hourly MSLP grids.  The previously classified wind categories are related 
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to each of the 13 synoptic types by the time of occurrence.  Consequently, the synoptic 
circulation for low (< 4 m s-1) and extreme winds (> 25 m s-1) at 100 m are identified, in 
addition to winds > 90th percentile at 10 m. 
At 10 m, winds > buoy-specific 90th percentile are mainly associated with synoptic 
types characterized by a well-developed low pressure system (types 6 to 11) or an inland high 
pressure (types 12 and 13), in addition to type 4, which shows an Aleutian Low with a Pacific 
High displaced to the south (Figure 3.7a). Type 6 shows the least accumulated occurrence for 
this wind category among types 6 to 11. This is explained by the further westward location of 
the Aleutian Low and the weaker pressure gradient over the BC coast. Although type 4 has a 
weaker low pressure system, it is closer to the BC coast than type 6 resulting in its higher 
occurrence in this wind category. Types 8, 9, and 11 show the highest accumulated occurrence 
for this category. The centre of the low pressure in these types appears either as very deep as 
in type 9 or very close to BC coast as in types 8 and 11 with a strong pressure gradient and 
isobars semi-perpendicular to the coast in type 9 and semi-parallel in types 8 and 11. Although 
type 10 shows the most intense low pressure system between all types, the further westward 
location of this system lowers its contribution in this wind category compared with types 8, 9 
and 11. When considering the synoptic type distribution between the different buoys, there is 
little difference between all buoys for all types except for B181. Types 12 and 13 are associated 
with the largest occurrence frequency in B181. This is consistent with the findings of Bakri et 
al. (2017) where a continental high pressure system, similar to types 12 and 13, is often 
accompanied by intense outflow winds that blow within fjords and channels dissecting the BC 
coast. Synoptic types, characterized by a low pressure system located over the northern part of 
the Gulf of Alaska such as types 9, 7, and 4, bring westerly to southwesterly flow over BC 
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(Stahl et al., 2006) that is often blocked by the northwest-southeast oriented coastal mountain 
barrier, which probably explains the low percentage of these types at B181.       
A similar pattern of the wind distribution between the synoptic types is found in the 
extreme winds (> 25 m s-1) at 100 m (Figure 3.7b). This wind category is particularly associated 
with types 8, 9, and 11 exhibiting the role of these three types in bringing extreme winds over 
the BC coastal waters. Very little contribution of types 1, 2, and 3 appears in this category, and 
there is little difference between the buoys except at B181, which is mainly associated with 
types 12 and 13, in addition to types 5, 10, and 11 and a complete absence of types 7 and 9.  
Low wind speeds (< 4 m s-1) at 100 m height (Figure 3.7c) are mainly associated with synoptic 
types characterized by the Pacific High (types 1 to 6). The weak pressure gradient over the BC 
coast in these types explains their association with light winds. The synoptic situation exhibited 
in types 1, 2, and 3 represents typical summer conditions over BC (Stahl et al., 2006).  
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Figure 3.6. (a) MSLP composite (hPa) for the 13 synoptic types and (b) the monthly 
cumulative probability distribution of the 13 synoptic types (1994-2014). 
 The findings presented here suggest that the variability of atmospheric circulation for 
wind speeds outside the range of wind power generation (e.g. lower than cut-in speed or higher 
than cut-out speed) is relatively small between all buoy locations except at B181, which has 
an interior location compared with the other buoys. The variability of the atmospheric 
circulation between interior and offshore locations suggests that a wind farm placed at an 
interior location within the coastal mountains, such as a channel, can be used as a complement 
to another farm placed offshore, thus reducing the impacts of wind variability on the overall 
wind power generation (Gibson and Cullen, 2015). Annual average wind speed for all buoys 
(Table 3.2) is ≥7 m s-1, suggesting that all locations considered in this study are suitable for 
wind development in terms of annual average wind speed (Schwartz et al., 2010). Further site-
specific studies that include more wind classes and consider economic and environmental 
limitations are needed for better determination of such potential sites.   
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To understand the variability of wind speed and direction within synoptic types 
associated with high winds, surface wind conditions at 10 m in types 8, 9 and 11 are 
investigated at the three reference buoys used in the spatial coherency analysis (B145, B185, 
B207). Wind rose plots are created for each of the three synoptic types at these three buoys in 
addition to the overall wind rose (Figure 3.8). All three synoptic types display a wind regime 
predominated by high frequency of southeasterly to southerly winds at all locations. The 
southeasterly winds associated with these three types appear as the strongest winds in the 
overall wind roses. Although there are also strong northwesterly winds in the overall roses, the 
northwesterly speeds never exceed 20 m s-1. The wind speed is rarely less than 5 m s-1 in all 
three types. Type 8 shows more variability in wind directions, particularly at B185 and B207. 
Type 11 shows the highest frequency of strong winds among all three types. While there is 
nearly a complete absence of winds from the west through the north and east, only types 8 and 
11 at B145 shows some easterly winds. 
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Figure 3.7. Cumulative probability of occurrence of each synoptic type (1994-2014) at 
all buoys for (a) wind speed > Buoy-specific 90th percentile at 10 m, (b) wind speed >25 
m s-1 at 100 m, and (c) wind speed <4 m s-1 at 100 m. 
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Figure 3.8. Hourly wind rose plots (1994-2014) at 10 m height (m s-1) for B145, B185, 
and B207, for all synoptic types and for types 8, 9, and 11.  
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3.9. Conclusion 
 We present analyses of offshore wind variations at several locations in the northern and 
central coastal waters of BC, Canada. Wind speed observations from nine buoys measured at 
a 5 m height, spanning 21 years, is extrapolated to both 10 m and 100 m heights. Monin-
Obukhov similarity theory is used to estimate the wind speed profile by determining the 
Obukhov length using the bulk Richardson number method. The variations of winds at both 
heights are then explained by a synoptic climatology analysis. 
The occurrence of sustained wind speeds above several thresholds are analyzed. At 100 
m, wind speed remains above the cut-in threshold for 70-75% of the time up to 4 h at most 
locations while wind speed never exceeds the cut-out threshold more than 1-2% of the time at 
all locations. Peak power production is reached at 15 m s-1. Winds remains above this speed 
for 10-20% of the time for most locations up to 2 h. The high percentage of sustained winds 
above the cut-in and rated wind speed threshold implies high annual capacity factors of wind 
turbines. However, the relatively high occurrence of wind speeds above the storm threshold 
(11 m s-1) at 10 m indicates the potential for limited access to potential offshore structures. 
Wind speeds at 10 m height are analyzed to determine extreme values corresponding 
to 50-yr and 100-yr return periods. The generalized Pareto distribution using the peak over 
threshold method is applied in the extreme wind speed values. The highest extreme wind return 
levels are found at locations west of Haida Gwaii where it exceeds 40 m s-1 for both return 
periods. While relatively moderate values are exhibited at locations within the Dixon Entrance 
and Hecate Strait, the lowest values are found at B207, the most southern buoy, as well as at 
B181, which is located in a channel within the coastal mountains. 
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The spatial coherency of the 90th percentile winds at 10 m between all buoys is 
examined to investigate the spatial variability of intense winds between all buoy locations. The 
spatial coherency is quantified by selecting three reference buoys and a wind speed threshold, 
and then comparing it with observations from other buoys. The results reveal high same-day 
coherency values, particularly when B145 is the reference buoy where the coherency values 
exceed 0.7 at most locations. Both reference buoys B185 and B207 show high coherency with 
closer buoys. B181 shows the lowest coherency values with all reference buoys, which is 
explained by its interior location within the coastal mountains. In general, the high same-day 
coherency values imply that the synoptic-scale is the main driver of high wind speeds. 
Therefore, the synoptic scale circulation is investigated and related to different wind speed 
categories at both 10 m and 100 m heights. Synoptic circulation patterns are created using the 
6-hourly NCEP-NCAR reanalysis MSLP data, and applying PCA and k-means clustering. The 
frequency of occurrence of three different wind classes with synoptic pattern at each buoy 
reveals that high wind speed events at both heights are mainly associated with synoptic types 
characterized by a low pressure system located west or northwest of the study area, and a strong 
MSLP gradient over the coast of BC. Such synoptic patterns are more frequent from October 
to March. The within-type variability of these patterns shows dominant southerly to 
southeasterly winds at three reference locations. Light winds are often associated with synoptic 
types characterized by a high pressure system (the Pacific High) that extends from the 
southwest of the domain toward the northern and central coasts of BC. The extended Pacific 
High is a quasi-permanent summertime feature. The synoptic analysis shows that the 
atmospheric circulation variability for the investigated wind classes is relatively small between 
most locations and is consistent with the spatial coherency results. The weak spatial coherency 
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between interior and offshore locations or northern and southern locations, which is 
accompanied by increasing atmospheric variability, suggests a solution for reducing the wind 
power supply risk related to the wind intermittency. A wind power project in this region should 
include developing several wind farms that are distributed between locations of weak spatial 
coherency and high atmospheric variability. Future wind studies in this region should be 
conducted on a site-specific basis to achieve more in-depth investigations for potential wind 
farm locations, and include a wind monitoring program that measures wind speed at different 
heights for the application of developing more robust wind extrapolation methods.  
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Chapter 4 
4. SAR-based Ocean Wind Mapping: Extrapolating SAR Wind Features into a 
Long-term Wind Dataset 
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4.1. Abstract  
Synthetic Aperture Radar (SAR)-derived wind speed images are used to create an offshore 
wind climatology over the northern and central coasts of British Columbia (BC), Canada. The 
SAR wind fields are then related to corresponding wind fields from the North American 
Regional Reanalysis (NARR) dataset using a statistical downscaling model based on the 
singular value decomposition approach and a simple bias correction for a period of 29 months 
(January 2014 to May 2016). SAR and NARR wind fields as well as high resolution fields 
derived from the SAR-NARR relationship are compared with wind observations at 10 m height 
from eight buoys. In general, SAR winds outperformed all other wind fields when compared 
with buoy winds, having higher correlations, lower root mean square errors, and lower biases 
compared with other wind field estimates. SAR wind fields throughout the study domain were 
able to detect local wind variations absent in the NARR dataset. Wind fields created by the 
simple correction method showed improved performance from the original NARR winds; 
therefore, this method is used to extrapolate SAR wind fields into a long-term high-resolution 
wind dataset extending over 39 years (1979-2017). This resulting wind climatology represents 
the mesoscale wind variance detected by SAR as well as the diurnal wind variability available 
in the NARR dataset. Wind fields from the SAR extrapolation are used to calculate wind 
statistics including Weibull shape and scale parameters and wind power density.    
4.2. Introduction  
Synthetic Aperture Radar (SAR) data are a powerful resource for observing winds over 
water surfaces. Ocean wind observations are needed in several applications including weather 
forecasting and numerical prediction, climate modelling, wind farming, and for studying wind 
phenomena that can be resolved in the high resolution SAR fields. SAR wind fields have 
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relatively high spatial resolution of a few hundred metres, which allows monitoring winds 
closer to coastlines and can resolve mesoscale wind variations caused by complex topography 
near coastlines (Badger et al., 2010). However, SAR fields are usually available at a coarse 
temporal frequency, which limits their applicability, particularly for wind climatology studies 
and wind resource assessments. The low temporal frequency of SAR wind fields is related to 
the frequency of satellite visits, narrow swaths, as well as to the operational needs for the SAR 
winds. SAR data are usually obtained at a given location at the same time of the day because 
of the near polar satellite orbit.  
This study aims to overcome the low temporal frequency inherent in SAR fields by 
using other available wind products along with SAR to produce wind fields with higher 
temporal frequency, high spatial resolution, and covering a climatological time period. The 
resulting wind climatology can be used for wind resource assessment purposes as well as to 
analyze wind statistics in the study area (Ahsbahs et al., 2018).   
SAR creates a Normalized Radar Cross Section (NRCS) by transmitting microwaves 
in horizontal or vertical polarization and then recording the backscattered signals in either of 
the polarizations (Dagestad et al., 2013). Thus, it is an active remote sensing platform that can 
observe the water surface day and night and during most weather conditions. SAR detects very 
small-scale ocean waves that are resonant with the electromagnetic wavelength of the SAR 
sensor (Wackerman 2003). Therefore, the variations of the SAR field brightness are correlated 
to the amplitude of the small-scale ocean surface waves. The direction of wave propagation 
relative to the SAR sensor is quite important since it affects the detected amplitude of the small-
scale waves, hence, the SAR field brightness. The NRCS is the main observable in SAR; in 
addition, SAR provides information about the Doppler shift, which is a result of the relative 
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motion of the satellite and rotating Earth, and can be used to verify detected wind directions in 
complex weather systems or to obtain information about ocean currents (Dagestad et al., 2013). 
Both the NRCS and the Doppler shift have an indirect relationship to the wind speed at a 10 m 
height above the water surface, as both observables are generated by the wind stress and 
momentum transfer at the water-air interface, which generates the ocean’s small-scale waves. 
Although wind directions are needed for correlating wind speed at 10 m height to the SAR 
observables, information about wind direction can be derived from SAR images using the 
streak-like features visible in the NRCS (James, 2017), which result from atmospheric roll 
vortices (Dagestad et al., 2013) or by developing a cross-polarized wind speed retrieval model 
for dual polarization that is used along a geophysical model function to estimate wind 
directions (Zhang et al., 2014). The local gradient method is used to estimate wind directions 
from SAR field in tropical cyclones (Fan et al., 2020). Information about wind direction can 
also be obtained from numerical weather prediction models (Chan, 2010) and combined with 
SAR observables using GMFs to retrieve wind speed at 10 m height above the water surface.  
SAR winds can be validated against in-situ observations from buoys (Monaldo et al., 
2001; Badger et al., 2010; Chang et al., 2015; Christiansen et al., 2006), scatterometer wind 
data (Beaucage et al., 2007), or model winds (Hasager et al., 2002). The accuracy of SAR 
winds was found to decrease in high wind speed events such as hurricanes (Zhang and Perrie, 
2012), particularly when external wind directions are used for retrieving SAR winds. Other 
error in SAR winds is related to the uncertainty in the assumed logarithmic wind profile caused 
by precipitation, currents, ocean waves, or atmospheric stability (Badger et al., 2010).  
The scarcity and high costs of in situ meteorological observations over ocean surfaces 
makes SAR data valuable and unique sources for ocean wind mapping. However, to create a 
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wind climatology, long-term and systematic observations are needed, typically over a 
climatological time period of 30 years or more. As long-term observations are usually not 
available, several years of data that have sub-daily frequency are often used to represent 
climate normals and trends, and to sufficiently resolve diurnal and seasonal variability (Risien 
and Chelton, 2008). For the purpose of wind farming, meteorological measurements that cover 
at least one full year in combination with information about climate normals and trends is often 
used to establish a wind resource assessment. As the criteria of systematic or sub-daily 
observations that cover at least one full year are usually not available in SAR winds, several 
methods have been applied to overcome the low SAR temporal frequency issue. Wind classes 
have been obtained from reanalysis data using a statistical-dynamical downscaling approach 
to represent all wind situations in the region of interest (Badger et al., 2010), and then, one or 
more SAR scenes are selected to represent each wind class, thus reducing the number of SAR 
scenes needed to create a wind climatology. Another approach used to reduce the number of 
SAR scenes needed for creating a wind climatology is to select random SAR scenes from the 
available dataset (Badger et al., 2010; Beaucage et al., 2011). The random selection approach 
shows satisfactory results for the mean wind speed and Weibull scale parameter; however, the 
Weibull shape parameter and the power density require a more robust method that involves a 
larger number of observations to achieve similar satisfactory results. Beaucage et al. (2011) 
used a long-term dataset from QuikSCAT to calculate the Weibull distribution of the wind 
speed and then a small number of SAR scenes are selected to fit the calculated distribution. 
This method allows estimates of Weibull parameters, mean wind speed and power density with 
a lower number of SAR scenes. Several other studies created wind climatologies using only 
the available SAR scenes for a given domain without any complementary dataset. The number 
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of SAR scenes in most cases does not exceed a few hundred (Hasager et al., 2002; Chang et 
al., 2015; Monaldo et al., 2006), or even less than 100 scenes (Christiansen et al., 2006).  
In our study, 812 SAR scenes (MDA, 2017) are used to build an offshore wind 
climatology and to calculate wind statistics such as Weibull distribution over the northern and 
central coastal waters of (British Columbia) BC, Canada. This includes the northern coast of 
Vancouver Island, Queen Charlotte Sound, Hecate Strait, Haida Gwaii coasts, and the different 
channels and fjords that dissect the northern and central mainland coasts (Figure 3.1). The 
research domain covers the latitudinal range 50.5° - 54.75° N and the longitudinal range 127° 
- 135° W, or approximately 475 km × 540 km. The SAR scenes along with other datasets used 
in this study and the applied data quality control procedures are presented in Section 4.3. 
Results are provided in Sections 4.4 to 4.7, while the discussion and conclusion are presented 
in Section 4.8 and 4.9, respectively. 
4.3. Datasets and Data Quality Control  
The RADARSAT-2 satellite was launched in late 2007 by the Canadian Space Agency 
(Canadian Space Agency, 2017). It includes new modes features compared to its predecessor 
RADARSAT-1, such as quad-polarization imaging and multilook fine and ultrafine 3-m 
resolution models (Zhang and Perrie, 2012). Environment and Climate Change Canada’s 
(ECCC) National SAR winds Project provided 2306 processed SAR scenes from 
RADARSAT-2 covering a region over the BC coasts for a period of 29 months from January 
2014 to May 2016. The inversions of NRCS to wind speed were processed by ECCC using 
wind direction inputs from the Global Environmental Multiscale - Limited Area Model (GEM-
LAM) operational numerical weather prediction model. The modelled wind directions were 
interpolated temporally and spatially to match the SAR winds. The provided SAR scenes do 
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not follow a routinely or systematic temporal or spatial pattern, but are unevenly distributed 
over the 29 months and the western coasts (Table 4.1). 
Table 4. 1. Number of SAR scenes per month (after applying quality control procedures).  
Month 2014 2015 2016 Total 
January  28 34 30 92 
February  39 26 24 89 
March 40 36 35 111 
April 28 33 36 97 
May 21 29 38 88 
June 3 35 - 38 
July 11 22 - 33 
August 35 24 - 59 
September 34 18 - 52 
October 35 19 - 54 
November 25 20 - 45 
December 35 19 - 54 
Total 334 315 163 812 
 
Only SAR scenes located completely or partially within the study domain were selected 
for further quality control procedures. Some of the SAR scenes are repetitive, in which two to 
four scenes were taken within a period of a few minutes. In such cases, only one scene was 
selected to avoid bias in the climatology. Sometimes the repeated scenes do not cover the same 
area exactly but have different coverage with partial overlap. In these cases, the overlapping 
areas were omitted from one of the scenes. Many of the SAR scenes, particularly the repeated 
ones, contain noise such as erroneous wind speed patterns (e.g. parallel lines of higher wind 
speeds throughout the field). These erroneous fields were removed as well. Events with higher 
wind speeds such as mid-latitude cyclones are usually underestimated in SAR winds (Zhang 
and Perrie, 2012) due to heavy rain contamination and effects associated with severe sea state. 
The strong wind direction gradient in such events reduces the accuracy of wind speed retrieval 
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even for lower wind speeds (< 10 m s-1); therefore, SAR scenes showing mid-latitude cyclone 
systems or sharp wind gradients are omitted. By applying this filtering procedure, bias caused 
by potentially erroneous SAR scenes was avoided. The accuracy of SAR winds retrieval for 
calm winds is relatively poor and can overestimate wind speed (Badger et al., 2010), therefore, 
wind speeds less than 1 m s-1 are replaced by a constant value of 1 m s-1. Similarly, high wind 
speeds (> 24 m s-1) are replaced by a maximum of 24 m s-1. Replacing high wind speed by a 
constant value eliminates pixels that show erroneous wind speeds. The speed of 24 m s-1 is 
selected since the accuracy of SAR winds retrievals tends to decrease with winds higher than 
24 m s-1 (Pryor et al., 2003). Noise in SAR winds and erroneous wind speeds are mostly found 
on pixels adjacent to the coastline where shallow waters can cause errors in SAR wind speed 
estimates. This is an inherent problem with wind observations from satellite imagery. Manually 
investigating hundreds of SAR scenes shows that wind speeds are underestimated in the last 
two to four rows of pixels located on each of the four edges of any SAR scene swath; therefore, 
these erroneous rows are removed by omitting six rows from each edge of any given SAR 
field.   
The available SAR winds represent a relatively short period of time and are distributed 
irregularly over the period. To produce a climatology, a longer and more regular dataset of 
wind fields is needed to better represent the wind conditions over a climatological time period 
(e.g. 30 years or more). The NCEP-NARR dataset is available starting from 1979 (Mesinger 
et al., 2005). The NARR dataset has a high temporal resolution of three hours that can represent 
diurnal variability and is available at 32 km spatial resolution. Consequently, the three-hourly 
NARR wind dataset at 10 m height that covers 39 years (1979 - 2017) is used in this study to 
represent wind conditions over a climatological time period. The NARR dataset is correlated 
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to the available SAR winds to create a robust wind climatology characterized by high temporal 
and spatial resolution.  
In-situ wind observations from eight buoys distributed in the study region are used to 
evaluate the wind climatologies produced by SAR and the fields resulting from the SAR-
NARR relationship (see Figure 3.1 for locations). Buoy wind-speed data were extracted from 
the Fisheries and Oceans Canada website (Fisheries and Oceans Canada 2017) for the period 
of the available SAR winds (January 2014 to May 2016). The buoys are maintained by ECCC 
and Fisheries and Oceans Canada or their contractor. Each buoy has two anemometers 
measuring wind speed and direction at a 5 m height above sea level. The hourly meteorological 
observations are provided along with a quality control flag. Any hourly observation 
accompanied by a quality control flag other than “good” is omitted. Wind observations from 
the two anemometers are used for further quality control of the data. The difference between 
observations from both anemometers is calculated. When the difference exceeds 1 m s-1 in 
wind speed or 10° in wind direction, the wind observation is eliminated. The wind observations 
from the buoys are extrapolated to the standard wind measurement height (10 m) by applying 
Monin-Obukhov similarity theory (Lange et al., 2004; Grachev and Fairall, 1997). The bulk 
method is used to estimate the stability parameter, whereas the aerodynamic roughness length 
is assumed as a constant value of 2 × 10-4 m.  
4.4. SAR-Derived Wind Climatology 
Most of the SAR scenes used do not cover the whole study domain. The maximum 
number of the overlapping SAR scenes over any part of the domain reaches approximately 400 
over small areas northwest of Vancouver Island, while the minimum overlapping number is 
approximately 175 fields in the northwest corner of the domain (Figure 4.1). In general, higher 
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numbers are found over the southern parts and closer to the mainland coast such as over Queen 
Charlotte Sound and southern parts of Hecate Strait.  
 
Figure 4.1. Number of overlapping SAR scenes for the research domain used for 
calculating the SAR climatology (January 2014 - May 2016). See Table 4.1 for monthly 
distribution of the SAR scenes. 
The spatial resolution (the pixel size) of the provided SAR winds are either 400 m or 
800 m. The SAR fields are re-gridded to a regular and constant grid covering the study domain 
at a resolution of 800 m. Interpolating all the SAR fields into the same grid allows calculating 
the mean of all fields (Figure 4.2). The SAR average shows artefacts that are either related to 
the variable image coverage over the domain (see Figure 4.1) or to the noise in SAR pixels 
adjacent to land. Although applying smoothing techniques to the SAR winds average can 
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reduce or remove artefacts in the mean, we chose not to apply any smoothing analysis since it 
will manipulate the true wind variations present in the SAR fields. Artefacts related to the 
image edges are typically a result of pixel averaging performed during calibration process of 
the raw data prior to wind speed retrieval (Badger et al., 2010), which is an inherent issue in 
SAR winds. Even with the quality control applied to the scenes used by removing the last six 
rows from each edge of the SAR scene swath, this issue is not completely resolved. The 
artefacts resulting from the swath edges will not be shown in the climatology if all the SAR 
scenes used in creating the climatology cover the entire study domain. In such cases, the swath 
edges will be located outside the domain. Artefacts related to shallow waters in pixels adjacent 
to land are seen in almost all coastlines but are more distinct on western Haida Gwaii and on 
the BC mainland fjords. This likely explains the higher SAR wind speeds in these areas 
compared to other coastal areas such as the eastern coasts of Haida Gwaii or northern 
Vancouver Island. Therefore, higher wind speeds are likely to enhance the artefacts resulting 
from shallow water.   
In general, mean wind speed values increase further from coastlines except in areas 
showing the shallow water artefacts. A gradient of mean wind speed from lower values near 
the coastlines to higher values offshore is particularly strong southwest of Haida Gwaii 
compared to other areas. A weaker offshore mean wind speed gradient is seen on the northern 
and eastern coasts of Haida Gwaii. Highest values of mean wind speed are seen over the Pacific 
Ocean in the west and southwest portions of the domain, where values exceed 8.5 m s-1. Lower 
values of mean wind speed are seen adjacent to the northern and eastern coasts of Haida Gwaii, 
northern coast of Vancouver Island, and areas located between the mainland and the nearby 
offshore islands. Patches of higher wind speed visible across the western and southern parts of 
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the domain in Figure 4.2 are likely due to fewer images used to calculate the mean compared 
to other areas such as Hecate Strait and Queen Charlotte Sound where the mean appears 
smoother and more homogeneous. In addition, larger differences in the number of images used 
between adjacent areas in the southern and western parts of the domain contributes to creating 
these patches because a higher number of SAR scenes is needed to create a smoother 
climatology. These differences are due to the satellite motion and swath over the study domain. 
The smoother areas in the SAR derived winds climatology suggest that every pixel should be 
covered by at least a few hundred SAR scenes (e.g. > 350 images) to create a homogeneous 
climatology. The average wind speed of the SAR derived wind climatology over the entire 
domain is 7.4 m s-1, with a standard deviation of 0.8 m s-1; thus 95% of pixel values are between 
5.8 m s-1 to 9 m s-1. The SAR derived wind climatology is biased toward winter months since 
fewer images from June and July are included in the SAR mean compared with other months 
(Table 4.1). In addition, SAR winds represent snapshots of the wind condition over a given 
area, thus do not provide hourly or sub-daily averages. These snapshots are usually taken once 
or twice per day or sometimes once every several days. The time of day is restricted by the 
satellite motion relative to the Earth’s surface, and cannot represent the sub-daily variability of 
the wind speed. Consequently, creating a robust SAR derived wind climatology requires a 
more frequent and regular dataset, ideally without sacrificing the high spatial resolution of 
wind variability provided in SAR scenes.    
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Figure 4.2. Average wind speed estimated from 812 SAR images at 10 m height included 
in Table 4.1 (January 2014 - May 2016). 
 
4.5. Relating SAR Images to the NARR Wind Fields 
Three-hourly NARR wind fields covering 39 years (113,960 fields) are interpolated 
from the NARR 32 km grid to the same 800 m grid used for calculating the SAR derived wind 
climatology. The mean of the interpolated NARR fields is calculated and shown in Figure 4.3. 
The average wind speed of the NARR climatology is 8.0 m s-1, 0.6 m s-1 higher than the average 
of the SAR climatology (Figure 4.2), with a standard deviation of 1.1 m s-1. In general, wind 
speed in the NARR mean appears stronger over most of the study domain with a stronger wind 
gradient. For example, there is a faster transition in the NARR mean to higher wind speeds 
over south Hecate Strait and Queen Charlotte Sound areas, a region dominated by average 
speeds over 8 m s-1. Whereas, the wind speed over this region in the SAR mean (Figure 4.2) 
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appears more consistent with a weaker wind speed gradient and speeds of around 7 m s-1. 
NARR winds appear stronger in the southwest corner of the domain over the Pacific and near 
the southern coasts of Haida Gwaii. There are several mesoscale features present in the SAR 
mean but absent in the NARR winds. The SAR mean shows stronger winds offshore the eastern 
and northeastern coasts of Vancouver Island. Another phenomenon detected by SAR winds is 
the fan-like feature that appears to emanate from the southern tip of Haida Gwaii; this feature 
is absent in NARR winds, which shows consistently higher winds in this area. A similar feature 
appears in the SAR mean (Figure 4.2) that is not in the NARR mean wind field (Figure 4.3) 
near the northeastern tip of Haida Gwaii. The linear-shaped area of higher wind speeds here 
has a northeast-southwest orientation extending between Rose Spit and the mainland coast. In 
SAR winds (Figure 4.2), this region generally shows stronger winds compared to NARR winds 
(Figure 4.3). The higher wind speed near Rose Spit in the SAR mean may be enhanced by the 
shallow water effect in this area. Several other discrepancies can be seen between both 
climatologies, in which SAR is able to detect mesoscale wind variability even with a 
heterogeneous climatology due to the relatively small number of SAR scenes.  
Relating the NARR to SAR winds will introduce the mesoscale and local wind 
variability detected by SAR winds to the systematic and lengthy dataset of NARR, producing 
a more robust wind climatology. The relationship between the two datasets is found using two 
methods: a statistical downscaling approach using Singular Value Decomposition, and a 
simple bias correction.  
4.5.1. Singular Value Decomposition (SVD) 
The high resolution SAR winds are related to the coarser NARR wind fields by 
developing a statistical model using the SVD approach to downscale the NARR fields to the 
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SAR winds domain resolution. SVD is based on isolating linear combinations of variables (or 
coupled modes of variability) between two fields that are linearly related (Wallace et al., 1992). 
SVD has been widely used in meteorology (Huth, 1999), particularly for testing the 
relationship between atmospheric elements such as sea surface temperature and precipitation 
anomalies (Wang et al., 2003). Using SVD in statistical downscaling starts with pairs of 
variables representing predictors and predictands. The first pair has maximum covariance 
between predictors and predictands, in which, greater values of the predictor correspond to a 
greater value of predictand. Then, each subsequent pair of variables maximizes the covariance 
that was not captured by the proceeding pair, which increases the correlation between the 
predictors and predictands (Huth, 1999). 
In this analysis, the corresponding NARR fields (32 km resolution) to the 812 SAR 
winds are used as predictors. The timing difference between each SAR wind and the 
corresponding NARR field never exceeds 90 minutes and is within 30 minutes for most of the 
SAR images used in the analysis. A cross-covariance matrix (CCV) of the corresponding 
variables is created for the training period using two thirds of the dataset, and then decomposed 
into eigenvalues and eigenvectors. Each pair of the resulting singular vectors represents a mode 
of covariance between the predictors and predictands. The expansion coefficient of each mode 
is also calculated. The resulting statistical model is then applied to the validation period, which 
contains the remaining one third of the dataset. The accuracy of the downscaled fields is 
quantified using the RMSE of the downscaled fields relative to the original SAR fields. In 
addition, the correlation coefficient (R) between the downscaled and the original fields is 
calculated. The correlation coefficient is a measure of strength and direction of the linear 
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relationship between two variables. The spatial distribution of the model performance in terms 
of R, RMSE, and bias is presented in Figure 4.4.  
 
Figure 4.3. Mean wind speed estimated from 3-hourly NARR fields at 10 m height 
covering the period of SAR images availability (January 2014-May 2016). 
RMSE values range from 2.5 m s-1 to 3.5 m s-1 over most of the domain with a mean 
of 3 m s-1 (Figure 4.4b). A few areas show lower RMSE values of around 2 m s-1 in the north 
and northwest parts of the domain. However, along the mainland coasts RMSE values exceed 
3.5 m s-1. A similar pattern is seen for R (Figure 4.4a), in which the channels and fjords 
dissecting the mainland coast show low R values (around 0.4 or lower). The further from the 
coast the higher the R values. Large areas including most of Dixon Entrance, Hecate Strait, 
and Queen Charlotte Sound are dominated by R values ≥0.7. However, the southwest corner 
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of the domain shows lower R values (around 0.65). In general, the model performance seems 
satisfactory over most of the domain with the exception of the BC mainland channels, where 
both R values are low and RMSE values are high.  
 
Figure 4.4. (a)  Correlation coefficient R between the SVD based downscaled wind fields 
and the original SAR fields for the validation period, (b) as in (a) but for RMSE, (c) as 
in (a) but for bias (January 2014 - May 2016). 
4.5.2. Simple Correction Method 
The other method applied to relate the NARR and SAR derived wind speed is a 
straightforward approach based on quantifying the bias between the high resolution SAR 
scenes and the modeled NARR wind fields. In this approach, NARR fields are interpolated to 
the SAR resolutions (800 m), and similar to the SVD statistical modelling, only the co-located 
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and corresponding NARR fields to the SAR scenes are used to calculate the bias. Two-thirds 
of the dataset are used as a training period to calculate the bias, and the rest of the dataset is 
used as a validation set to calculate R, RMSE and the bias between the modelled wind fields 
using the validation set and the corresponding original SAR fields (Figure 4.5). The bias 
correction (B) for the pixel (i, j) is calculated based on averaging the entire dataset and is given 
by: 
Bi, j = SARwindi, j - NARRwindi, j                                 (4.1) 
The calculated correction bias B (not shown) illustrates that the reanalysis NARR 
winds overestimate wind speeds over most of the domain by around 1 m s-1 compared to SAR 
whereas it underestimates the wind speeds by 1 to 1.5 m s-1 over two main areas including the 
Johnstone Strait and northeastern Vancouver Island and northeastern Haida Gwaii in the Rose 
Spit area.  
Figure 4.5a shows that R values of the simple correction method exceeds 0.6 over most 
of the domain, while it is above 0.7 over most of Dixon Entrance, Hecate Strait and Queen 
Charlotte Sound values. The values and pattern are similar to R of the SVD method (Figure 
4.4a). The difference between the two methods appears in the RMSE, in which, the RMSE 
based on the simple correction method (Figure 4.5b) is lower by 1 m s-1 over most of the 
domain with larger differences near Rose Spit area compared to the SVD-based RMSE (Figure 
4.4b). The SVD based bias appears smoother (Figure 4.4c) with values from 1 to -1 m s-1, while 
the simple bias correction is more heterogeneous (Figure 4.5c). The lower values of the simple 
correction RMSE indicate better performance of this method compared with the SVD method. 
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The correction bias B calculated from all available SAR winds is then used to correct NARR 
fields. The corrected NARR wind fields (CW) is then given by 
CWi, j = NARR-windi, j + Bi, j                                 (4.2) 
 
 
Figure 4.5. (a) Correlation coefficient R between the simple-bias based downscaled wind 
fields from NARR fields and the original SAR fields, (b) as in (a) but for RMSE, (c) as 
in (a) but for bias (January 2014 - May 2016). 
4.6. Wind Climatologies Compared to in-situ Observations 
Both the SVD model and the correction bias B are applied to all 3-hourly NARR wind 
fields that cover the same period of the available SAR scenes (January 2014 to May 2016). 
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During this period, only 812 SAR scenes are available and used to calculate the SAR derived 
wind climatology (Figure 4.2); however, around 7000 NARR fields are downscaled to the SAR 
resolution for the same period using the SVD method or corrected using the simple correction. 
The mean of the downscaled and corrected fields using both methods are calculated and 
presented in Figure 4.6. In general, the wind variations detected by SAR winds (Figure 4.2) 
but not resolved in the interpolated NARR winds (Figure 4.3) are present in both wind 
climatologies in Figure 4.6 such as the higher wind speed in the Rose Spit area and the entrance 
of Johnstone Strait. Both the SAR-derived wind climatology and the climatology of the SVD-
based wind fields (Figure 4.6a) have the same average wind speed, but with a lower standard 
deviation for the downscaled field climatology. The SVD-based climatology appears smoother 
than the SAR climatology with a near absence of the linear features that appear in the southern 
and western parts of the domain in the SAR climatology. In addition, the artificial high speeds 
presented in the SAR climatology over cells adjacent to land are less present in the downscaled 
fields. Therefore, the results of the SVD statistical downscaling model appears to be 
qualitatively satisfactory: it shows the spatial wind variance detected by SAR scenes but with 
fewer artificial features. The quantitative performance of the SVD-based fields is defined by 
comparing them with in-situ measurements from buoys, similar comparisons are made for the 
SAR winds and non-downscaled NARR fields. The mean based on the simple correction is 
presented in Figure 4.6b. The bias-corrected NARR fields show essentially identical features 
to the original SAR images. Thus, all the SAR wind variance characteristics are still present in 
these fields with a heterogeneous climatology very similar to the SAR climatology. Similar to 
the fields produced by the SVD, the performance of fields produced by the simple correction 
approach is quantified by comparing them with buoy observations.  
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Figure 4.6. Mean of all downscaled wind fields available from January 2014 to May 2016 
(~7000 fields) using the SVD approach (a), and simple correction method (b). 
 Wind measurements from eight buoys (Figure 3.1) are compared with winds from: 
SAR winds, the interpolated NARR winds to the SAR resolution, the fields produced by the 
SVD statistical downscaling, and the fields produced by the simple bias correction approach. 
All of the buoys used in the comparisons are sufficiently far from land to avoid any pixel 
intersection with land affecting the wind fields. A square of 4 km × 4 km (5×5 pixels) centred 
on the buoy location is averaged from each wind field to compare with the corresponding 
measurement from the buoys. Since wind speeds from buoys are an eight-minute average prior 
to the time of the observation, the time difference between SAR winds and the corresponding 
wind speed observations from buoys never exceeds 30 minutes. However, for the other fields, 
there is no time difference as the NARR fields, and consequently all other downscaled fields, 
are available at the end of the hour every three hours, which correspond to an observation from 
the buoys. A limitation in these comparisons is related to the extrapolation of the wind speed 
from buoys to 10 m height, which may involve some level of uncertainty related to the 
assumption of a constant surface roughness; however, the uncertainty resulting from this 
assumption should be negligible (Lange et al., 2004). In these comparisons, the correlation (R) 
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between the in-situ measurements and the wind fields is calculated, in addition to RMSE and 
bias (Table 4.2). 
The comparisons show that SAR winds outperform all other wind fields in the R values 
at all locations except at B147. For the overall correlation average, SAR winds have a higher 
correlation by 0.07 than NARR fields, while this difference reaches 0.19 at some locations 
(B205). The fields produced by the simple correction method show an improvement from the 
original NARR fields used to produce them. The improvement is higher at locations where the 
original NARR fields show relatively low R values such as B205 and B208. On average, the 
simple correction fields have higher R values than NARR fields by 0.04. The fields produced 
by the SVD statistical downscaling model underperform all other fields both in R and RMSE 
values and at all locations. Although SVD is a suitable statistical approach for developing a 
relation between two atmospheric fields (Wang et al., 2003) since it maximizes the covariance 
between variables, another statistical method, particularly the machine learning artificial neural 
network can be used for the same purpose. A neural network based method has been applied 
to downscale NARR wind fields; however, the enormous amount of the spatial data used (e.g. 
397,743 pixels for each SAR scene) imposes a computational limitation toward developing 
such a model. Similar to the conclusions reached with R values, the overall average of RMSE 
values suggests that SAR winds outperform all other fields and the simple correction derived 
fields show a slight improvement from the original NARR fields. However, three locations 
show lower RMSE values in the NARR fields (B145, B147, B183) compared to the SAR winds 
or simple bias fields although the differences are small. In the bias correction comparisons, 
four locations show similar values for the SAR and NARR wind fields (B145, B147, B204, 
B208), in which for three out of these four locations, the simple correction derived fields 
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improved the bias values. In the overall bias average, the simple correction fields show the 
lowest average, while the SVD derived fields show the highest. The bias of the SAR and NARR 
winds does not always have the same sign; however, the bias of the simple correction method 
and SVD fields have the same sign as SAR winds.   
Table 4. 2. Statistical comparisons between SAR winds, NARR wind fields (interpolated 
to SAR resolution), downscaled wind fields using SVD method, and wind fields produced 
by the simple correction method with in-situ measurements from eight buoys shown in 
Figure 3.1 (January 2014-May 2016). 
  B 
145 
B 
147 
B 
183 
B 
185 
B 
204 
B 
205 
B 
207 
B 
208 Average 
Correlation 
(R; 
Pearson) 
SAR 0.7
6 
0.7
6 
0.8
8 
0.8
3 
0.8
7 
0.8
1 
0.8
2 
0.8
4 0.82 
NARR 
(interpolated) 
0.7
5 
0.7
8 
0.8
0 
0.7
9 
0.7
7 
0.6
2 
0.8
0 
0.6
7 0.75 
Statistical 
downscaling 
(SVD) 
0.4
5 
0.5
2 
0.5
9 
0.7
9 
0.3
3 
0.3
2 
0.6
2 
0.5
1 0.52 
Simple bias 
correction 
0.7
7 
0.7
9 
0.8
0 
0.7
9 
0.7
8 
0.7
8 
0.7
9 
0.8
1 0.79 
RMSE (m 
s-1) 
SAR 2.8
2 
2.8
4 
2.6
7 
2.4
4 
2.5
4 
2.4
6 
2.5
1 
2.4
0 2.59 
NARR 
(interpolated) 
2.7
0 
2.6
6 
2.6
4 
2.5
5 
3.1
5 
3.5
9 
2.7
3 
3.9
0 2.99 
Statistical 
downscaling 
(SVD) 
3.8
4 
3.4
9 
4.1
3 
2.5
1 
4.6
9 
4.5
9 
3.4
0 
4.0
5 3.84 
Simple bias 
correction 
2.7
3 
2.6
0 
2.8
7 
2.8
3 
3.1
3 
2.5
9 
2.7
7 
2.6
3 2.77 
Bias (m s-1) SAR -
0.6
6 
-
0.4
4 
-
1.3
9 
0.5
9 
-
1.1
4 
-
0.5
3 
-
0.5
0 
-
0.8
1 0.76a 
NARR 
(interpolated) 
-
0.6
6 
0.5
0 
-
0.5
3 
1.9
5 
-
1.2
6 
-
0.3
3 
0.2
0 
0.7
0 0.77a 
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a Absolute average. 
4.7. Wind Statistics 
The comparisons with the in-situ wind measurements show that the simple correction 
method performs better than the original interpolated NARR fields and also outperforms the 
SVD-based statistical downscaling approach. In addition, adding the SAR-based bias to the 
NARR fields introduced the wind variance detected by the SAR images to the modelled winds 
of NARR. Therefore, the simple correction method is used to create a long-term wind 
climatology that uses 3-hourly NARR wind fields covering 39 years (1979 to 2017). The SAR-
based bias is applied to these fields, and then an average of the fields is calculated to create the 
long-term climatology (Figure 4.7a). The long-term wind climatology shows a lower mean 
wind speed over the domain compared with the 29-month based climatologies presented 
previously. The mean wind speed of the long-term climatology is 6.6 m s-1, 0.8 m s-1 less than 
the SAR derived wind climatology (Figure 4.2) and 1.4 m s-1 less than the NARR climatology 
over the 29-month period (Figure 4.3). The reduction of the wind speed in the long-term 
climatology is likely due to the 29-month based climatologies having a biased representation 
of windier winter months since they represent three winter seasons but only two summer 
seasons. The annual mean standard deviation of the long-term climatology shows maximum 
variance over southern and central locations of the study domain (Figure 4.7b) and minimal 
variance at the northern coasts of Haida Gwaii and mainland coast and Johnstone Strait. 
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Figure 4.7. (a) mean wind speed estimated the long-term wind climatology (1979-2017) 
derived from the simple correction method, (b) annual standard deviation of the long-
term wind fields used in (a). 
The long-term wind fields are used to calculate wind statistics for the study domain, 
particularly the wind power density by calculating the Weibull distribution shape and scale 
parameters. The two-parameter Weibull distribution is commonly used to describe the wind 
speed probability density function since it has been shown to give a good fit for observed wind 
speed over water surfaces (Pryor et al., 2003):  
 ( ) =
 
 
  
 
 
 
 
 
  
 
 
 
 
                              (4.3) 
where k is the dimensionless shape parameter, A is the scale parameter in units of wind speed 
(the location parameter in the Weibull distribution is set to zero), u represents the wind speed 
observation, and P(u) is the probability density function. The Weibull A and k parameters are 
estimated using the maximum likelihood method and plotted in Figures 4.8a and 4.9b, 
respectively. The Weibull scale parameter A is closely linked to the mean wind speed in Figure 
4.8, but with higher values of approximately 1.5 to 2 m s-1. The dimensionless k parameter 
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varies mostly from 1 to 2.5 and appears higher at areas with higher wind speed and also out of 
Johnstone Strait and northern Haida Gwaii. Higher k values often indicate relatively steady 
winds (Hasager et al., 2011). The wind power density E, which is proportional to the wind 
speed cubed, is then calculated from the two Weibull parameters using gamma function Γ, and 
the air density ρ, which is assumed as 1.245 kg m-3 (Chang et al., 2015). 
  = 1/2 ρ   Γ (1 + 3/ )                                   (4.4) 
The average power density of the domain is around 450 W m-2 (Figure 4.8c). Areas 
with values above this average are found over open seas in the western and southern parts of 
the domain, while areas with values close to or less than the average are found closer to the 
coastlines and in between Haida Gwaii and the mainland.  
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Figure 4.8. (a) Weibull scale parameter (A) of the long-term wind climatology (1979-
2017), (b) as in (a) but for Weibull shape parameter (k; dimensionless), (c) wind power 
density (E) estimated using Equation (4.4). 
4.8. Discussion  
The SAR-derived wind climatology presented here shows the ability of SAR winds to 
detect mesoscale spatial variations of ocean surface winds compared with wind fields derived 
from the NARR reanalysis dataset. SAR winds outperformed NARR winds when compared 
with wind observations from buoys. The comparisons show that the SAR winds accuracy is 
similar to typical values reported in other studies (Ren et al., 2012; Dagestad et al., 2009) with 
a bias of around 0.5 m s-1 and an RMSE of around 2.5 m s-1. Since the study domain is not 
covered by an equal number of SAR scenes, the relative wind variability becomes less reliable 
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from site to site; although comparisons with wind speed from buoys do not show that SAR 
winds performance is affected by the number of images used. At all buoy locations, the number 
of SAR scenes always exceed 200, which is sufficient to reach stable bias and RMSE results 
as found in Dagestad et al. (2009).  
The erroneous wind speed values at the edges of SAR fields are eliminated as these 
values resulted from artefacts. This procedure seems to reduce the SAR edges issue but did not 
eliminate it. SAR climatologies created in other studies (e.g. Badger et al., 2010) that suffered 
from the same issue overcame it by using only images that cover the whole domain. This 
procedure was not applied here since there are insufficient SAR scenes that cover all of the 
study area. Advanced smoothing techniques could be used to remove the reduced values from 
the edges, although applying such a technique may affect the wind variation detected by SAR 
winds. Other artefacts present in the SAR winds are found adjacent to coastlines and are related 
to either shallow water, the complex terrain, land contamination due to layover effects from 
steep terrain, or mis-location of some SAR scenes (Dagestad et al., 2009). This is enhanced by 
the complex topography of the BC mainland coast. Fjords that are aligned north-south are more 
affected since the SAR look direction is mainly along the east-west direction.  
SAR winds are related to NARR winds using both a simple bias correction method and 
an SVD-based statistical downscaling method. Both methods retained SAR wind variations; 
however, the quantitative performance of both methods differs. The simple correction method 
slightly improved the bias from in-situ observations at four locations and the correlation (R) at 
five locations compared with the original NARR winds. The overall bias was decreased from 
0.77 m s-1 to 0.72 m s-1, and R increased from 0.75 for the NARR winds to 0.79 for the simple 
correction method. The performance of the statistical downscaling method (SVD-based) was 
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less than the performance of the simple correction method. As only part of the total variance 
is usually explained by the statistical downscaling models, the resulting fields have smaller 
variance compared to the original SAR fields (Huth, 1999). The decreased variance of the 
downscaled fields may explain the lesser performance of this approach.   
Other studies (Pryor et al., 2003; Christiansen et al., 2006) suggest that the minimum 
number of SAR scenes needed to calculate the mean wind speed and the Weibull A parameter 
is 60 to 70 scenes. Similar numbers of SAR scenes are used in Badger et al. (2010) and 
Beaucage et al. (2011) to calculate the mean wind speed by applying a systematic selection of 
SAR images, while approximately 2000 images are needed to build a robust power density, E 
and Weibull k parameter (Christiansen et al., 2006). The wind statistics calculated here are 
based on approximately 114,000 wind fields (i.e. available every three hours for 39 years) that 
are derived from SAR images and NARR winds; thus, we can consider our estimates of wind 
statistics to be robust based on the number of wind fields used for the calculations. The total 
number of SAR scenes used in this study is 812 with the number of images that cover any 
given pixel in the study domain was never < 175 or > 400. Although the performance of the 
SAR climatology seems to be stable after 200 images when compared to in-situ measurements, 
increasing the number of SAR scenes used for the mean calculation will likely maximize the 
representation of local wind variations that are usually detected by SAR winds but may be 
absent in modeled wind fields. When a large number of SAR scenes is available, using images 
that only cover the whole study domain will eliminate the inherent issue related to the SAR 
edges from the SAR climatology, hence from any fields derived from the SAR scenes. 
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4.9. Conclusion 
In this paper, a wind climatology of the northern and central coasts of BC is created 
using 812 SAR wind fields. The SAR derived wind climatology shows the ability of SAR 
winds to detect local wind variance that may be absent in modelled and reanalysis winds. A 
similar wind climatology is created using reanalysis winds from NARR fields after their 
interpolation to the SAR resolution. Comparing the two climatologies shows that NARR wind 
speeds are higher than SAR wind speeds over most of the domain by an average of 0.6 m s-1. 
Comparing both climatologies with in-situ observations from eight buoys shows higher R 
values and lower bias and RMSE values for SAR winds. Extrapolating the quantitative and 
qualitative features of SAR images to the long-term dataset of NARR winds are conducted 
using an SVD-based statistical downscaling model and a simple correction method that is 
based on calculating the bias between both SAR and NARR winds. Both methods produce 
wind fields that resemble SAR scenes in terms of detecting the spatial wind variance; however, 
only the simple correction method could improve the performance of NARR winds when 
compared to in-situ observations. The improvement was limited to locations where the original 
NARR winds produced relatively low R values. Wind fields produced by the statistical 
downscaling method did not improve the original NARR winds and the comparisons with the 
winds from buoys show lower performance compared with the original NARR fields.   
The simple correction method is applied to the long-term NARR data that has been 
interpolated to the SAR resolution and covers 39 years. Consequently, a long-term climatology 
is produced that can represent the diurnal variability over a climatological time period and also 
represent the local spatial wind variability that is detected by SAR winds. The wind fields 
produced are used to calculate wind statistics of the study area including the mean wind speed, 
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the Weibull scale and shape parameters, and the wind power density. As expected, the long 
term-based mean wind speed shows lower values compared to the 29-month wind 
climatologies as they over-represent the windier winter seasons (i.e. two summer seasons and 
three winter seasons). The number of SAR images used to create the climatology does not 
seem to affect its performance when compared with in-situ measurements; although the 
number was at least 200 images for each of the in-situ buoy locations. It was expected that the 
performance becomes stable when using 200 images or more (Dagestad et al., 2009). However, 
increasing the number of SAR scenes will improve the representation of local wind variance 
in the climatology, particularly when the images are selected based on systematic criteria such 
as a wind sampling approach. The SAR derived wind climatologies calculated in this study 
show two different types of artificial wind speed values. One is related to the underestimation 
of wind speed along the edges of the SAR scenes, which can be avoided by selecting only 
images that cover the whole study domain or by performing an advanced smoothing analysis, 
and the other is related to the process of calculating the wind speed at 10 m height in SAR 
scenes and shows higher wind speed values in pixels adjacent to coastlines. In general, SAR 
winds show advantages related to detecting local wind variance and a higher performance 
when compared with in-situ winds, emphasizing the importance of using SAR winds for wind 
climatology studies or for wind forecasting.   
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Chapter 5 
5. Assessment of Offshore Wind Energy Resources Using Synthetic Aperture 
Radar in Northern British Columbia, Canada 
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5.1. Abstract 
Wind speed information from Synthetic Aperture Radar (SAR) is used to create a high 
resolution wind speed climatology offshore the northern and central coasts of British Columbia 
(BC). The wind climatology is extrapolated to the turbine hub height and then used to assess 
the potential offshore wind power resources in the study area by considering different scenarios 
of wind turbine technology. Viable areas for wind power development are defined by using 
high resolution bathymetric data and considering the general environmental and ecological 
constraints in the region. Wind power density is estimated by calculating the two-parameter 
Weibull distribution of wind speed using 113,960 fields of wind speed covering 39 years 
(1979-2017). The fields are created by relating SAR winds to NARR reanalysis data. The most 
suitable areas for offshore wind farms are determined by developing criteria based on a 
combination of the turbine tower technology, water depth zoning and power density values. 
The wind power capacity factor and the potential resource energy are estimated based on 
industrial standards; thus, the potential power production in electrical units is determined. The 
results of this study, which are based on a unique wind speed dataset and the latest 
technological developments in offshore wind power industry, can be used to better inform 
decision makers for future developments of offshore wind power.   
5.2. Introduction 
 The relatively strong and steady winds over ocean surfaces compared with over land, 
and the minimal transportation limitations make offshore wind an attractive renewable power 
resource for large-scale power production. Offshore wind power has seen significant 
improvements in technology and management, becoming a more mature industry in the last 
few years (Renewable Energy Policy Network, 2017). The abundance and sustainability of 
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offshore wind power makes it an effective way to displace carbon-intensive energy production 
and thereby achieve greenhouse gas reduction targets that have been set for the next few 
decades at national and international levels. There has been significant advancement in 
production levels of offshore wind power, particularly in northern Europe. The total installed 
capacity of offshore wind power in Europe by the end of 2017 was approximately 16 GW 
(Wind Europe, 2018) with the United Kingdom (UK) being the leading country with an 
approximate capacity of 7 GW. Recent technological advancements allow installing larger 
turbines in deeper waters that are farther from shorelines. Wind turbines have been installed in 
waters as deep as 120 m off the UK shores, and as far as 100 km from shorelines in Germany 
(Wind Europe, 2018). In Canada, no power is currently being produced from offshore winds, 
although several projects have been proposed.  
 Offshore wind resources are typically investigated by calculating wind power density 
at the turbine hub height or by estimating the potential energy in electrical units. Wind speed 
information is obtained from wind atlases produced from routine in-situ surface wind 
measurements (Bina et al., 2018), direct use of in-situ measurements (Dhanju et al., 2008), 
mesoscale numerical weather prediction model simulations with remote sensing data such as 
Synthetic Aperture Radar (SAR; Hasager et al., 2015), or combinations of these (Pimenta et 
al., 2008). The development of offshore wind energy requires consideration of several 
technical limitations such as: sufficient wind resources, relatively shallow waters that allow 
installing fixed-foundation or floating turbines, and avoiding major and busy transportation 
routes particularly in narrow channels and water corridors. In addition, there may be 
environmental and social consequences that directly affect local ecological systems and human 
health and amenity. The environmental impacts of offshore wind farms include the disturbance 
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caused to wildlife, which can lead to death or habitat displacement of birds (Karydis, 2013), 
and the impacts on marine ecosystems by creating artificial reefs and electromagnetic fields 
(Wilson et al., 2010). The social effects are mainly related to socioeconomic acceptance, which 
can be affected by several factors such as pre-development consultations with First Nations 
and local communities and the visual disturbance caused by the turbines (Devine-Wright, 
2007). The social impacts can influence the feeling and attachment of people to a place 
(Devine-Wright, 2007) and can lead to social resistance toward new development of wind 
projects. Many studies try to consider some of these limitations. For example, Pimenta et al. 
(2008) consider bathymetric limitation of water depth <50 m, to assess wind power resource 
based on power density information offshore the Brazilian coast. Dhanju et al. (2008) 
accounted for other limitations such as land use conflicts and visual impacts for the energy 
estimation offshore of the US state of Delaware, but did not take into account environmental 
limitations. Environmental criteria are used to define suitable areas and offshore resource 
calculations in Bina et al. (2018) but other potential technological barriers are not considered. 
Kim et al. (2018) provide guidance for offshore wind farm site selection by analyzing several 
economic, environmental and social factors. Resource assessments conducted in technical 
reports tend to produce results that can be used directly as a tool for site determination or to 
inform policy makers as all potential limitations that can be determined are usually considered.  
 The U.S. National Renewable Energy Laboratory (NREL) developed a framework for 
offshore wind power classification. The framework is based on methods developed by Lopez 
et al. (2012) and discussed in Beiter and Musial (2016). The framework estimates the viable 
offshore wind resource energy by applying exclusion criteria at five different stages; each stage 
is a subset of a larger and previous one. The framework starts with estimating the total potential 
119 
 
resource without considering any development limitation such as water depth. In the second 
stage, offshore political boundaries are used to exclude potential energy produced from areas 
outside the state boundary. A technical exclusion analysis is applied in the third stage where 
criteria of water depth and wind speed at the hub height are considered. In general, thresholds 
of 1000 m for water depth and 7 m s-1 for annual mean wind speed are suggested for the 
exclusion analysis in this stage. This leads to estimation of the “Technical Resource Potential”. 
Other exclusion criteria such as environmental and land use limitations are suggested to be 
included in this stage. In the fourth and fifth stages, economic and deployment factors are 
considered to reach a specific determination of a potential site location. Economic factors 
considered in these stages can include local incentive schemes, the social cost of carbon, 
elasticity of demand and many other factors that often vary significantly between different 
markets. It is worth noting that the technical and economic criteria and thresholds applied to 
determine suitable areas for offshore wind developments under this framework are changeable 
based on the contemporary technological capabilities and the economic and social conditions. 
This framework is applied in several technical reports to estimate the US offshore wind 
resources (Musial et al., 2016a; Musial et al., 2016b; Beiter et al., 2016; Beiter et al., 2017).   
 This study aims to determine areas suitable for potential development for offshore wind 
power projects and provide an estimation of the viable offshore wind resources. The offshore 
wind resource is estimated based on observations from SAR winds that are correlated to 
reanalysis wind speeds to create 113,960 fields of wind speed covering 39 years. The wind 
fields, which are characterized by a high spatial resolution (0.8 km) and systematic temporal 
frequency (every three hours), are used to calculate the two parameter Weibull distribution and 
to create a wind climatology of the study area. Several studies have used SAR data to estimate 
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offshore wind potential over the past decade (Hasager et al., 2015; Pimenta et al., 2008). 
However this is the first study, to our knowledge, that uses high spatial resolution wind 
information obtained from over 800 SAR scenes in combination with the temporal scope and 
resolution of reanalysis data creating a 39-year wind climatology at 800 m spatial resolution, 
as a basis for the wind power assessment. Several technical and environmental limitations that 
are critical for any future development of wind power projects are considered to define optimal 
areas for future developments. The area of interest is provided in Figures 1.1 and 3.1. It 
includes the northern and central coasts of BC, Haida Gwaii and northern Vancouver Island 
coasts. Determining actual sites is not an objective for this study since the constraints 
considered do not include all elements that may affect site selection such as engineering, 
economic, all environmental or social factors. Land-based wind energy site development is 
highly selective (Musial et al., 2016a); therefore, any resource assessment, particularly in its 
initial stages, should allow high flexibility for site selection. Data used in this analysis are 
described in the next section, while Section 5.4 defines the technology assumptions used in the 
analysis. The potential resource energy estimation is provided in Section 5.5 as a gross resource 
and Section 5.6 as a net resource after applying the exclusion analysis, while potential areas 
are presented in Section 5.7. Finally, a discussion and a conclusion are provided in Section 5.8.  
5.3. Data  
 The SAR dataset, which is produced by the Environment and Climate Change Canada 
(ECCC) National Wind Project, covers a period of 29 months with wind data available once a 
day or every few days at a spatial resolution of 800 m. Sub-daily reanalysis fields of wind 
speed are extracted from the National Centers for Environmental Prediction – North American 
Regional Reanalysis (NCEP-NARR) at 10 m height (Mesinger et al., 2005) for a period of 39 
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years and are characterized by a systematic and high temporal resolution (every three hours) 
but a relatively coarse spatial resolution (32 km) compared to the wind fields from SAR 
images. NARR wind fields are correlated to SAR winds using a simple correction method, and 
the resulting wind fields are used to calculate a wind climatology that is characterized by high 
spatial resolution from SAR images and represents sub-daily wind fields over 39 years. This 
long-term wind climatology is used for calculating wind statistics in the study area, thus 
estimating wind resources.     
 Water depth information of the study area is obtained from a raster bathymetric dataset 
that covers the Canadian Pacific Exclusive Economic Zone (EEZ). The raster is extracted from 
the British Columbia Marine Conservation Analysis (BCMCA) website (BCMCA, 2019), and 
is created by third parties (Gregr, 2012) for the purpose of marine research and planning. The 
bathymetric dataset has a 100 m spatial resolution with an accuracy decreasing in higher depths 
where source data become sparse (Gregr, 2012). This dataset is considered the most 
comprehensive bathymetric data for the Canadian Pacific EEZ as all other available products 
do not cover the whole EEZ region or they miss considerable data in near shore areas 
(BCMCA, 2019). 
 Information about shipping and transportation in the study area is provided by the 
shipping and transportation features count created by BCMCA and extracted from their 
website (BCMCA, 2019). In this dataset, the Canadian Pacific EEZ is divided into planning 
units with a pixel size of 2 km × 2 km (Figure 5.1). The units include density information of 
any carrier, cruise, fishing, tanker and tug vessels that are over 20 m in length for both winter 
and summer, in addition to BC Ferry routes (BCMCA, 2012). Each unit represents an average 
annual feature count of vessels that use this particular unit as a route within the EEZ. In Figure 
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5.1, the feature counts are divided into six classes following BCMCA recommendations. In 
this study, units with feature count of eight or higher are considered high density routes. As 
the maximum feature count in the study area is 14 (Figure 5.1) with very limited areas > 10, 
the threshold of eight is found to be reasonable to define high density routes in the region.   
 
Figure 5.1. Annual shipping and transport feature count in the study domain. 
 Offshore areas considered ecologically and biologically significant in the study region 
are determined using criteria developed by Fisheries and Oceans Canada (Fisheries and Oceans 
Canada, 2013) based on Canada’s Oceans Act. The criteria of defining ecological and 
biological significant areas (EBSAs) include three core components (Fisheries and Oceans 
Canada, 2011): (a) uniqueness, which is defined as areas with unique, rare or distinct features 
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(b) aggregation, including areas where species are aggregated for some part of the year and (c) 
fitness consequences, including areas that contribute to the fitness of individuals of species. In 
addition to the core criteria, two other supplemental criteria are included: (d) resilience, 
containing areas where species are sensitive or slow to recover, and (e) naturalness, which are 
the pristine areas characterized by native species. The EBSA classification includes 
commercial or charismatic species such as sponge reefs and marine mammals and non-
commercial species such as marine birds and whales. Using these criteria, 18 EBSAs are 
defined in the Canadian Pacific region, of which 14 are located within the area of interest of 
this study (Figure 5.2). Although, EBSAs provide important information for any spatial 
planning or management (Fisheries and Oceans Canada, 2016b) for the Canadian Pacific, they 
were not defined particularly based on the potential impacts of offshore wind turbines; 
therefore, EBSAs can include areas that are still suitable for wind power development. In 
addition, areas outside the defined EBSAs might still be particularly sensitive for turbine 
installations. In this study, the defined EBSAs are used for environmental exclusion since they 
are already available; however, an environmental impact assessment that is particularly 
designed for offshore wind power development is needed to define areas that are especially 
sensitive to turbine installations.   
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Figure 5.2. Ecologically and biologically significant areas (EBSAs) located within the 
study domain. 
5.4. Offshore Wind Power Technology Assumptions  
 The offshore wind power industry has seen constant technological advancement in 
recent decades. The development trends of turbine specifications mainly involve designing 
wind turbines with larger capacity and swept area and higher hub height, in addition to the 
advancements of the floating platform technology, which make areas with deeper waters 
available for wind harvesting. The turbine capacity increases as function of increasing the 
turbine swept area, which in turn increases with increasing hub height.  
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 The reduced transport limitations in offshore environments compared to onshore 
locations and the absence of topography, lead to installing larger wind turbines with larger 
installed capacity for offshore winds; however, large turbine capacity (e.g. 8 MW or larger) 
are only suitable for areas with constantly high wind speeds. Turbines with large capacities 
potentially result in longer downtime periods caused by excessive loads on gearboxes and 
bearings (Enevoldsen and Xydis, 2019), especially in areas with higher wind variations. 
Therefore, the trend of installing larger turbines has stagnated over the past few years; 
consequently, most installed offshore wind farm turbines range from 5 to 8 MW. This is 
expected to continue in the future (Enevoldsen and Xydis, 2019); therefore, an installed turbine 
capacity of 6 MW is considered in this study as a conservative assumption for future wind 
deployments and thus used for wind resource calculations; in addition, a more futuristic 
scenario is used by considering a 10 MW turbine. 
 Similar to the installed capacity, the offshore turbine hub height has been static in recent 
years with an average of 100 m (Beiter et al., 2016). This is not the case for onshore turbines 
where hub height is constantly increasing. The topography and vegetation cover, which 
increase the wind shear and friction, force the hub height to increase in onshore locations, 
whereas the smooth surface and the weak wind shear do not impose the need for continuously 
increasing the hub height in offshore areas. Based on the recent trend of offshore turbine hub 
height and future projections (Enevoldsen and Xydis, 2019), the turbine hub height is assumed 
to be 100 m above sea level in this study, consequently, the available wind speed data are 
extrapolated to 100 m height.   
 The depth distribution of the offshore wind resources in the study region shows large 
areas with depths > 60 m where floating turbine technology is needed. Developers of floating 
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offshore wind technology agree that the cutoff depth of any future deployment apart from the 
turbine design is 1000 m (Beiter et al., 2017). The US Department of Energy in their Wind 
Vision (U.S. Department of Energy, 2016) considers 700 m as the cutoff depth, a more 
conservative threshold that better considers the economic and logistical limitations of future 
offshore wind deployments; therefore, the 700 m limit is assumed to be the cutoff depth in this 
study. Consequently, the study areas is divided into six categories of water depth including two 
categories where fixed foundations can be installed: (0 - 30 m as the most favorable water 
depth zone and 30 - 60 m as a less favorable zone for fixed foundation), three categories where 
floating turbines are needed (60 - 100 m as the most favorable zone for floating foundations, 
101 - 250 m and 251 - 700 m as less favorable zones for development) and the last category 
for waters deeper than 700 m where wind turbines cannot be installed (Figure 5.3; see 
Appendix C for foundation types). 
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Figure 5.3. Map showing water depth zones in the study domain. 
5.5. Gross Wind Resource Estimate 
5.5.1. Wind Speed Height Adjustment  
 The wind climatology described above is extrapolated to the assumed turbine hub 
height (100 m) based on Monin-Obukhov similarity theory, but without the correction of the 
long-term atmospheric stratification effects since the correction of the atmospheric stability 
require measurements of air and sea surface temperature and heat fluxes. Since the wind shear 
and atmospheric stratification is minimal in offshore environments, the effects of the 
atmospheric stability on the extrapolated wind profile is negligible (Olaofe, 2018). On average, 
the wind extrapolation resulted in an increase of 1.4 m s-1 over the entire domain (Figure 5.4).  
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Figure 5.4. Wind speed climatology for the study area (1979-2017) at the extrapolated 
100 m height (a), and at 10 m height (b). 
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5.5.2. Power Density   
 Wind power density represents the kinetic energy content of the wind in W m-2. It is a 
useful measure to compare the available wind resources in different regions that is independent 
of the turbine characteristics used to harvest the wind. It is calculated using 39 years of sub-
daily SAR-corrected NARR wind fields that are extrapolated to 100 m height. The Weibull 
distribution is commonly used to model the distribution of wind speeds (Hasager et al., 2011); 
it is characterized by two parameters: scale A and dimensionless shape k. The power density E 
is a function of the wind speed cubed and can be determined from A and k which are estimated 
using the maximum likelihood method. In the Weibull distribution, the scale parameter is 
related to the average wind speed, while the shape parameter is linked to the wind speed 
variance. The power density E is calculated using the two Weibull parameters, the gamma 
function Γ and the air density ρ, which is assumed as 1.245 kg m-3. 
  = 1/2 ρ   Γ (1 + 3/ )                  (5.1) 
 The calculated power density based on wind speed at 100 m height (Figure 5.5) is 
divided into five resource classifications (Kim et al., 2018). The first two classes are considered 
not favorable for wind power development (< 250 W m-2), while classes 4 and 5  are designated 
as suitable areas for power production (> 400 W m-2). The middle-class areas (from 250 to 400 
W m-2) can be used for wind power development only if large turbines are used. The average 
power density of the study domain is 590 W m-2 and the median is 690 W m-2; both occur 
within the higher classes. Figure 5.5 shows that most of the study area occurs within classes 4 
and 5, while classes 1 and 2 cover small areas within the BC mainland fjords and Johnstone 
Strait, indicating that most of the study area is suitable for wind power deployment when 
considering the wind power density as the only factor for this determination. However, other 
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technical factors are used along with the power density for more practical delimitation of areas 
suitable for wind power deployment.     
 
Figure 5.5. Calculated power density classes (1979-2017). 
5.5.3. Gross Resource Energy 
 Although power density provides a visual measure for wind resources, it does not 
represent the actual power that can be produced since its calculation does not involve the 
technical abilities of wind turbines. For estimating the actual power that can be generated by 
wind turbines and measured by electricity units, the wind speed is related to the turbine power 
outputs using the turbine power curve. Power curves of most large-scale turbines are similar 
in shape for the cut-in, cut-out and rated wind speed; however, the produced power differs 
between turbines and increases with increasing maximum output of the turbine. In this study, 
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a 6 MW wind turbine is used as a conservative assumption for future wind power development 
and a 10 MW turbine as a more optimistic assumption. Using the power curves (Figure 5.6), 
the actual potential power that can be produced from a wind turbine is estimated by fitting the 
average wind speed at a 100 m height to the power curve table. This actual potential power is 
used to estimate the wind power capacity factor (CF), a dimensionless ratio of the actual 
produced power to the maximum rated output by the wind turbine. The CF is needed to 
calculate the total wind power resources, which is referred to hereafter as the “resource 
energy”. While the maximum theoretical power produced by a turbine is constant across the 
study domain, the actual produced power is dependent on wind speed, and thus is variable 
across the domain. In general, for both turbines, most CF values ranging from 0.2 to 0.5 with 
an average of 0.38 for the entire domain for the 10 MW turbine (Figure 5.7). Similar to wind 
speed, CF increases farther from the coast with values range from 0.2 to 0.3 for most near shore 
areas, while high values of 0.4 or larger are mostly found over the open ocean corresponding 
to the highest class of power density presented in Figure 5.5. Most areas with 0.3 CF or higher 
occur within the second highest class of power density indicating the suitability of CF higher 
than 0.3 for wind power development.  
 The resource energy can be calculated by multiplying CF by the capacity density (CD) 
of the installed wind turbine array (Schwartz et al., 2010; Adams and Keith, 2013; Musial et 
al., 2016a): 
Resource Energy = CD × CF                   (5.2)  
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CD is typically given in MW km-2, while the resource energy is given here in terawatt hour per 
year (TWh y-1) and is calculated as the total power production for the entire study area; 
therefore, Equation (5.2) becomes: 
Resource Energy = CD × CF × 8760 hours per year × area (km2)              (5.3) 
 A constant CD value is assumed based on typical turbine spacing within wind farms. 
The distance between the turbines is usually 5-10 times the rotor diameter; thus, typical values 
of CD can range from 2 to 10 MW km-2. For offshore wind resources, CD is typically assumed 
to be 5 MW km-2 (Schwartz et al., 2010), which is approximately equal to one 6 MW turbine 
per 1.2 km2, or a more conservative value of 3 MW km-2 (one 6 MW turbine per 2 km2) to 
account for wider turbine spacing, which ensures wake rejuvenation (Beiter et al., 2016; Musial 
et al., 2016a). Assuming a sufficiently low value of CD makes turbine effects on wind speed 
negligible since wider spacing of turbines will efficiently reduce the turbine impact on slowing 
the wind speed; consequently, CF will be constant (Adams and Keith, 2013). On the contrary, 
assuming a relatively high value of CD implies reduction in wind speed because of a stronger 
wake effect, thus a decline in CF, which makes the relationship between CD, CF and the 
resource energy to be nonlinear and more difficult to predict. In this situation, the resource 
energy is usually overestimated since the wind speed reduction resulting from the high CD 
value is not accounted in the calculation. Therefore, assuming a conservative value of CD will 
produce more reliable results of the resource energy. Adams and Keith (2013) suggest that a 
CD value of 1 MW km-2 (one 6 MW turbine per 6 km2) is a suitable assumption to avoid 
overestimation of the resource energy calculation. 
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Figure 5.6. Generic power curves for 10 MW turbine capacity at 100 m height (a), and 6 
MW turbine capacity at 100 m height (b). 
 The resource energy is calculated for the entire study area without taking into account 
the environmental or ecological exclusions and technical limitations. Therefore, this calculated 
resource energy is called the gross resource energy to distinguish it from the energy calculated 
with consideration of the environmental and technical limitations, which is called the net 
resource energy. Potential losses such as generic, wake, and electric losses are not considered 
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in the gross resource energy calculation. The calculated gross wind resource energy for the 
entire study domain is 539 TWh (562 TWh) for the 6 MW (10 MW) turbine. It is worth noting 
that under the current technological capabilities the gross resource energy is still a theoretical 
measure since it involves using the entire study domain for placing wind turbines whether areas 
are available for development or not; therefore, this measure is meant only to understand the 
available wind power from the study area but has limited practical implications. 
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Figure 5.7. Wind power capacity factor (CF) for offshore wind resources calculated using 
10 MW wind turbine (a), and 6 MW wind turbine (b) from 1979 to 2017. 
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5.6. Net Wind Resource Estimate  
 The net wind resource energy has more practical applications that can be beneficial to 
developers and decision makers. To estimate the net offshore wind resource energy, several 
technical and environmental limitations must be accounted for, in addition to considering 
potential losses.  
5.6.1. Exclusion Analysis 
 To include environmental and technical limitations in estimating the net resource 
energy, the NREL framework for offshore wind energy classification is applied. The calculated 
gross offshore wind resource energy represents the first and second stages of the framework 
since all the study domain is located within the defined offshore boundary of Pacific Canada. 
The fourth and fifth stages of the NREL framework are not applied here since the economic 
and deployment factors are meant to be determined in the advanced stages of developing an 
offshore wind farm. 
 An exclusion analysis, similar to the one suggested in the third stage of the NREL 
framework, is applied to the gross resource area to determine zones that are available for wind 
farm development based on reasonable limits and thresholds. Thus, the net resource energy is 
estimated. The exclusion analysis is applied in four stages.  
 The study area is divided into six different zones of water depth as shown in Figure 5.3. 
As discussed above, areas with depths exceeding 700 m are not suitable for wind power 
development under current or expected forthcoming technology. All other locations within 700 
m depth can be used for wind power deployment and are referred to as the usable area. The 
usable area covers 61,434 km2 (Table 5.1), 47 % of the total offshore area shown in Figure 5.3. 
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Areas within 60 m depth are suitable for fixed foundation turbines, which can be less expensive 
and troublesome than floating turbines. Areas with depths between 60 m to 700 m are only 
feasible for floating turbines. The fixed foundation areas are found mainly in the northern part 
of Hecate Strait east of Haida Gwaii and west of Porcher Island, in addition to relatively small 
sections north of Vancouver Island, northwest of Banks Island, west of Aristazabal Island and 
over Goose Bank (see Fig. 1 for locations). The fixed foundation areas cover approximately 
15,000 km2 (Table 5.1), 24.5% of the usable area. The deepest zone of the usable area (250 - 
700 m) is limited only to the deep troughs located within Queen Charlotte Sound and BC 
mainland fjords (15% of the usable area). This zone is the most expensive for development 
within the usable area. 
 The environmental limitation is applied to the water depth zones by eliminating areas 
located within the Canadian Pacific EBSAs presented in Figure 5.2. Therefore, the usable area 
introduced in the water depth zoning is reduced by applying the EBSA exclusion. Figures 5.3 
and 5.4 show that the depth zone 250-700 m is mostly located within EBSAs since the troughs 
located within Queen Charlotte Sound are classified as EBSAs. Consequently, the most 
impacted water depth zone by the EBSA exclusion is the 250-700 m zone, which lost 78% of 
its area. Areas of other zones are reduced by 54% to 47% (Table 5.1).  
 Similar to the EBSA, the shipping lane exclusion is applied by omitting pixels with 
feature count density > 6 (Figure 5.1). This density is selected as a reasonable threshold 
between higher densities shown in orange and red in Figure 5.1 and low densities shown in 
blue. Wind turbines can be hazardous to vessels and difficult to avoid particularly in narrow 
channels. The main shipping route excluded here extends from northern Hecate Strait to 
Vancouver Island, in addition to the narrow channels between the BC mainland and the coastal 
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islands. The least impacted water depth zone by the shipping route exclusion is the shallow 
zone (0-30 m), which lost only 3% of its area.  
 The final stage of the exclusion analysis is based on the extrapolated wind speed to 100 
m height (Figure 5.4). The wind speed threshold of 7 m s-1 is used as suggested in the NREL 
framework (Musial et al., 2016a). Annual average wind speed below this threshold shows 
minimal economic potential for utility-scale offshore wind farms (Beiter et al., 2016). The 
wind speed is used here rather than power density since using power density will not result in 
any further exclusion if only the lowest two power density classes are excluded as these classes 
cover small areas near the BC mainland coast (Figure 5.5). The middle power density class 
(250-400 W m-2) cannot be excluded as it can be feasible for large turbine set up.  Areas with 
annual average wind speed larger than 7 m s-1 correspond approximately to areas with capacity 
factor of more than 0.3 for the 10 MW turbine (Figures 5.5 and 5.8). The reduction from 
application of the wind speed exclusion ranges from 10% to 12% for all zones except the 250-
700 m zone, which lost only 4%. The total reduction of the usable area after applying all the 
exclusion analysis is approximately 74%, ranging from 68% in the 0-30 m zone to 89% in the 
250-700 m zone (Table 5.1).  
 The annual resource energy is calculated for the usable area before and after applying 
the exclusion criteria for each water depth zone and is presented in Table 5.2 and Figure 5.8. 
For 6 MW (10 MW) turbine, the estimated net resource energy is 61 (64) TWh, an 88.6% 
reduction from the gross resource energy and a 72% reduction from the resource energy 
calculated considering only water depth criteria.  
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Table 5. 1. Areas of water depth zones before and after applying the exclusion c riteria. 
Water depth 
zone (m) 
Total area (km2) Area after 
applying EBSA 
exclusion (km2) 
Area after 
applying 
shipping routes 
exclusion (km2) 
Area after 
applying wind 
speed 
exclusion 
(km2) 
0 - 30 7,405 3,434 3,233 2,348 
30 - 60 7,737 4,118 2,970 1,984 
60 - 100 8,231 4,078 3,132 2,272 
100 - 250 28,653 15,405 11,249 8,422 
250 - 700 9,408 2,117 1,429 1,010 
Total 61,434 29,152 22,013 16,036 
> 700 69,445 57,864 49,465 49,443 
Total 130,879 87,016 71,478 65,479 
 
Table 5. 2. Distribution of the resource energy by water depth zones before and after 
applying the exclusion criteria. 
Water depth zone (m) Resource Energy before 
applying the exclusion 
criteria (TWh) 
Resource Energy after 
applying the exclusion 
criteria (TWh) 
6 MW 
Turbine 
10 MW 
Turbine 
6 MW 
Turbine 
10 MW 
Turbine 
0 - 30 24.5 25.8 8.1 8.5 
30 - 60 26.5 27.8 7.5 7.8 
60 - 100 28.6 30.0 8.6 9.0 
100 - 250 102.7 107.4 32.8 34.2 
250 - 700 36.6 38.2 4.0 4.1 
Total 219.1 229.3 61.1 63.8 
> 700 319.8 333.0 402.7 240.1 
Total 538.9 562.4 463.9 304.0 
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Figure 5.8. Distribution of the usable area by water depth zone before and after applying 
each of the exclusion criteria (top), and the offshore wind gross and net resource energy 
calculated for each water depth zone for the 6 MW turbine (bottom left) and 10 MW 
turbine (bottom right). 
5.6.2. Potential Losses  
 For more realistic estimation of the net resource energy, potential energy losses should 
be considered. The energy losses are a result of the difference between the theoretical outputs 
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of a wind farm that are produced without any obstruction and the actual produced power that 
is delivered to the grid (Musial et al., 2016b). Standard industry assumptions (AWS 
Truepower, 2014) typically divide the losses into two general categories. An assumed constant 
loss for all farms at any location, called generic loss, is related to either atmospheric conditions 
including lightning and extreme wind speeds or technical issues such as pitch system 
imbalance and rotor misalignment. Musial et al. (2016b) estimated the atmospheric loss off the 
California coast to approach 1.6%, while technical losses are usually estimated to near 0.2-
0.3% (Beiter et al., 2016). Therefore, the total generic losses can be assumed here as 2%.  
 Losses in the other category are more significant and site-specific and are divided into 
wake losses, electrical losses, and turbine availability losses. In this study, the resource energy 
is calculated based on a conservative assumption for the installed turbine array density (1 MW 
km-2). This density (CD) is a function of turbine spacing with a lower CD implying larger 
spacing and ensuring sufficient wake rejuvenation. Musial et al. (2016a) estimated 4% to 12% 
wake losses off the US west coast based on a CD assumption of 3 MW km-2 with an average 
of around 8%. It is reasonable to assume lower wake losses with wider turbine spacing that has 
been applied here. However, to stay within conservative estimations, the wake losses will be 
assumed as 8% on average. Electrical loss is a function of the cable length; thus, it increases 
with increasing distance from the shore and water depth. Electrical studies suggest that system 
losses range from 1% to 5% (Musial et al., 2016a; Beiter et al., 2016). Availability loss is 
another site-specific factor and it depends on the accessibility of turbines for maintenance and 
is usually assumed as 4%. For the study region, it is important to assume a more conservative 
value since the area is characterized by stormy conditions in the winter, which can delay access 
to turbines for days or even weeks. Therefore, the availability loss is assumed as 8%, double 
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the typical value assumed offshore the US west coast. Consequently, the total energy loss is 
assumed to range from 19% to 23%.  
5.7. Site Recommendation  
 The most suitable areas for placing wind farms are generally defined using the 
exclusion analysis. To quantify this, a point system is used that gives a specific number of 
points to each pixel in the study area based on the criteria applied in the exclusion analysis, 
except for wind speed which is replaced by the power density class. The point system is 
provided in Table 5.3. The more usable a pixel is, the fewer points it has, and any pixel with 
more than five points is considered to be unsuitable for deployment. The five points limit is 
used to exclude EBSAs, areas deeper than 700 m and with less than 250 W m-2 power density, 
as pixels in these areas are given six points. The 0-30 m water depth zone is given 0 points 
since it is the best zone for turbine set up, similarly the highest power density class is given 0 
points. For shipping routes, pixels with seven or higher feature count density is given three 
points; consequently, the shipping routes do not exclude an area completely but it makes the 
area less suitable for deployment (Figure 5.9). All areas shown in colour (5 points or less) are 
suitable for offshore wind power development. There are no areas with zero points, which 
implies there is no intersection between the 0-30 m water depth zone and the highest power 
density class. However, there is a large zone in Hecate Strait east of Haida Gwaii located within 
the one-point class. This zone starts approximately 15 km east of the village of Queen Charlotte 
and extends north-south for nearly 100 km. In addition, another two smaller zones of this class 
are located north and northeast of the larger zone, northwest of Banks Island and west of 
Porcher Island. Areas of this class are considered the most suitable for developing offshore 
wind power projects as they belong to the fixed foundation areas and are characterized by a 
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power density higher than 400 W m-2 (Table 5.3). Areas with two-point class still belong to 
the highest two power density classes but are located in waters with depths range from 60 - 
100 m. Most of Goose Bank belongs to this class; in addition a few areas surround the class 
one areas in Hecate Strait. Areas with three to five points are distributed in Queen Charlotte 
Sound, Dixon Entrance and the southern part of Hecate Strait.  
Table 5. 3. Point system used to determine the suitability of each pixel in the study area.  
Criteria  Number of Points 
Water Depth Zones 
(m) 
0 - 30 0 
30 - 60 1 
60 - 100 2 
100 - 250 3 
250 - 700 5 
> 700 6 
Power Density Class 
(W m-2) 
> 700 0 
400 - 700 1 
250 - 400 3 
< 250 6 
EBSA Areas outside EBSA 0 
Areas within EBSA 6 
Shipping routes 
(Feature density 
count) 
< 7 0 
≥ 7 3 
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Figure 5.9. Available areas for offshore wind power projects after applying the exclusion 
criteria distributed according to the point system in Table 3 . The less the score is, the 
more the area is suitable for offshore power projects.  
5.8. Discussion and Conclusion 
 The present study provides an estimation of offshore wind resources in the northern 
and central coasts of BC using several technical and environmental factors while considering 
conservative assumptions of turbine array density and power losses. The wind power 
assessment is based on a novel 39-year wind climatology at 3-hourly temporal and 800 m 
spatial resolution, created by combining SAR with NARR wind fields.  
 The calculated gross resource energy is comparable to other studies conducted off the 
western coast of North America. Musial et al. (2016a) estimated the annual gross wind resource 
energy off the coast of California State to be 1,656 TWh when only considering an area equal 
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in size to the study domain (about 131,000 km2); however, the CD in Musial et al. (2016a) was 
assumed to be 3 MW km-2, which explains their estimated amount being three times higher 
than our findings. If the resource energy in Musial et al. (2016a) is calculated based on a CD 
of 1 MW km-2, the resource energy will be equal to 552 TWh for a 131,000 km2 area. The 
exclusion analysis applied to the gross resource energy is similar to the methodology applied 
in most technical reports conducted for renewable energy planning. Therefore, these results 
are applicable for decision makers to oversee developing future offshore wind power in BC. 
The estimated annual net resource energy using conservative assumptions is 61 (64) TWh for 
6 (10) MW turbines before considering losses. The losses are estimated between 19 - 23%, 
which brings the estimated annual net resource energy down to approximately 49 TWh (51) 
for the 6 (10) MW turbine. This represents approximately two thirds of BC’s power production 
in 2017, which was 74 TWh (National Energy Board, 2019). Low-wind speed regions with 
annual average winds of < 7 m s-1 are excluded from the estimated net resource energy; 
however, it is important to note that areas with low winds may still be feasible for offshore 
wind projects where high energy prices justify the consideration of less energetic sites such as 
island communities distributed in the region. The largest, most technically promising area is in 
northern Hecate Strait starting several kilometers east of Haida Gwaii and is characterized by 
shallow waters (less than 30 m) and high power density (more than 400 W m-2) and is outside 
the environmentally sensitive areas as defined by the EBSAs. 
 Although the results of this study account for several technical and environmental 
limitations for estimating the energy resource potential and proposing suitable sites for future 
developments, the criteria applied to account these limitations are very broad to allow more 
flexibility and provide more options for developers and decision makers. Specific 
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environmental impact assessments should be conducted to determine the potential ecological 
impacts of wind farms in a region. In addition, social considerations such as land claims and 
visual disturbance should be considered in future planning for wind projects. Future available 
technology in the offshore wind industry and future cost reductions will likely have altered the 
results provided here. Therefore, identifying actual site locations needs site-specific studies 
and more rigorous engineering analysis. As the purpose of this study is to provide a general 
and wide understanding of the offshore wind resources in the region with highlighting potential 
site locations, it makes no attempt to identify actual sites. 
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Chapter 6 
6. Conclusions and Recommendations for Further Research 
   
The need of accurate offshore wind data is growing rapidly as a result of the ambitious plans 
for establishing large scale offshore wind farms worldwide. In-situ wind observations in 
offshore regions are both difficult and expensive to implement and maintain; thus, alternative 
technologies for measuring offshore winds have become a need for any robust estimation of 
offshore wind resources. In this research, a wind resource assessment is conducted offshore 
the northern and central BC coasts using wind observations from remote sensing platforms. 
The assessment includes creating a robust wind climatology characterized by high spatial and 
temporal resolution and representing a climatological time period. The wind climatology is 
used to estimate the wind power density over the study domain as well as the resource energy 
in power units considering several scenarios of wind turbine technology and taking into 
account the general limitation for any future wind farming in the region. In addition, temporal 
and spatial wind variations are analyzed and explained in terms of the synoptic climatology. 
The findings of this study show a large potential for offshore wind power production when 
considering only viable areas for wind farming and based on conservative assumptions for 
calculating the available wind resources. The following section highlights the overall findings 
of this research. 
6.1. Summary of Results and Conclusions  
 The findings of this study achieve its objectives that are discussed in Chapter 1. The 
study is conducted throughout three main components to answer the different research 
questions. Although the three components investigate different aspects of the research, the 
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combined results of all components address the general goal of the study, which is to assess 
the wind resources offshore BC’s northern and central coasts.  
 Offshore wind mapping for the study region is conducted using SAR wind observations 
as discussed in Chapter 4. SAR winds used in the study are randomly distributed over a period 
of 29 months and represent snapshots of surface winds. They are extrapolated into a long-term 
wind dataset (NARR winds) that covers a climatological time period (39 years) with a 
systematic sub-daily availability. As SAR winds are characterized by high spatial resolution 
(0.8 km), their extrapolation into the long-term dataset creates observation-based wind fields 
that are characterized by high spatial and temporal resolution. Consequently, these fields are 
used for wind mapping in the study region and for estimating the available wind resources. 
Therefore, this component of the research addresses the first objective “to provide a high 
spatial resolution wind resource assessment for the study area”. The extrapolation of SAR 
winds into the long-term wind data is performed using two different methods including a 
statistical downscaling model (SVD) and a simple bias correction method that is based on 
calculating the difference between SAR winds and the corresponding reanalysis winds and 
then adding this difference to the long-term dataset when SAR winds are not available. The 
performance of the resulting wind fields from the two extrapolation methods as well as the 
original SAR and reanalysis wind fields are tested against in-situ wind observations available 
from eight buoys distributed in the study region. The original SAR wind fields show high 
correlation values with the in-situ observations and outperformed all other wind fields 
including the reanalysis data and the extrapolated fields, indicating the high ability of SAR 
winds for measuring offshore surface wind speed. However, while the performance of the 
extrapolated wind fields using the simple correction method was lesser compared to the 
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original SAR winds, it shows improvements from the reanalysis winds at most sites; 
consequently, this method is used to extrapolate SAR winds to the long-term reanalysis data. 
The performance of the extrapolated fields using the simple correction method was generally 
satisfactory in terms of average correlation values and bias. Extrapolating SAR winds over a 
climatological time period and validating the performance of the extrapolated fields as well as 
the original SAR fields address the second objective of the research “to investigate the 
capability of the space-borne remote sensing techniques, particularly SAR, for estimating 
offshore wind resources”, and answers the first research question “are SAR winds capable of 
producing a robust surface wind assessment in the study area that can be used for offshore 
wind power planning?”. The findings of this analysis, which shows the high capability of SAR 
for measuring ocean surface winds, indicates its applicability for building robust wind mapping 
that can be used in offshore wind farming assessments.  
 The in-situ buoy wind observations are used to investigate wind variations and 
intermittency in the study region. The temporal variation analysis is performed in relation to 
the potential impacts of wind variations on wind power production. Wind speed persistence 
over several wind turbine thresholds is determined; in addition, extreme wind speed values are 
estimated for specific return levels. The persistence analysis indicates potential low impacts of 
wind speed intermittency and variability on wind power production. The findings suggest 
sustained high probability of wind speed within turbine production thresholds as well as few 
interruptions to power generation. The spatial variability of wind speed is also investigated, 
showing high same-day coherency between locations offshore the coasts and lower coherency 
with the site located within the coastal channels. Both temporal and spatial variation are 
explained in terms of the atmospheric synoptic circulations to define the synoptic forcing that 
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controls particular wind classes, which are less favourable for wind power generation. The 
synoptic analysis indicates a high variability of atmospheric circulations between offshore and 
interior locations. The main synoptic forces associated with unfavourable conditions for wind 
power generation are characterized by either a low-pressure system located northwest of the 
study region or a high-pressure system located to the southwest. The findings of the variation 
and synoptic analysis of the wind speed address the third objective of the research “to 
investigate the effects of the wind variability and intermittency on power production” and 
answers the second research question “to what extent does the wind variability affect the 
potential offshore wind power production in the study area?”. 
 The fourth objective of the research “to produce applied results for future developments 
of offshore wind power in the study area that can be directly used in further investigations or 
for more site-specific explorations. Such outputs can be used to inform decision makers and 
the wind power industry” and the third research question “what is the potential of offshore wind 
power production in the northern and central BC coasts?” are addressed throughout the 
analysis presented in Chapter 5. Power density as well as resource energy estimations are 
calculated based on the results of the wind mapping analysis. Conservative assumptions are 
applied in these calculations and different scenarios of wind turbine technology are examined. 
Main and general limitations for developing offshore wind farms such as water depth and 
environmental concerns are considered in this analysis. Considering such limitations is 
important when conducting initial assessments for potential locations of wind farming. The net 
resource energy from viable areas is estimated by applying an exclusion analysis that uses the 
aforementioned limitations. The estimated net wind resource energy from viable areas only 
equates to two thirds of BC’s total power production in 2017. The most suitable areas for 
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offshore wind farming are quantified using information of wind power density, water depth, 
environmental consideration, and shipping routes. Three main zones located within shallow 
waters (< 60 m deep) and characterized by high wind power density (> 400 W m-2) are defined 
as best areas for wind farming including a 100 km north-south zone located within Hecate 
Strait 15 km east of the town of Queen Charlotte, and two smaller zones located west of Porcher 
Island and northwest of Banks Island.   
 Overall, the findings of this research provide a comprehensive understanding of the 
wind resources in the study area including the general limitations. The observation-based 
assessment performed in this research shows improvements in the ocean wind speed mapping 
compared to other products that are based on reanalysis inputs only (e.g. the Canadian Wind 
Energy Atlas). Several spatial features that are detected by the high-resolution SAR winds are 
typically absent in the simulation/reanalysis-based products; in addition, several dissimilarities 
in the spatial distribution of higher mean wind speed areas are found between both (e.g. SAR 
vs the reanalysis data). The ability of SAR winds of detecting features that other products are 
unable to simulate is supported by the outperformance of SAR winds compared with reanalysis 
wind fields when both are validated against in-situ observations. The estimated wind speed 
and power density, whether at the upper or lower levels, are higher in the reanalysis products 
(Section 4.5) or in the simulation/reanalysis-based products (the Canadian Wind Energy Atlas) 
than in the SAR winds. This is however may be due to the irregular distribution of the available 
SAR fields, which may result in a bias of the SAR mean wind speed. In general, the 
observation-based ocean wind mapping and the consequent wind energy estimation presented 
in this research are distinctive for this region as it is based on observations and on the 
application of the exclusion analysis that is particularly designed for the study area. The most 
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suitable areas for wind power developments are generally determined based on this analysis. 
The methodology applied here is designed to overcome or avoid the limitations found in 
similar studies conducted for other jurisdictions (e.g. U.S., Brazil and South Korea coasts). It 
combines several environmental and technical limitations and forms a base for more in-depth 
and site-specific studies.  
6.2. Recommendations for Further Research  
 The findings of this study and the methodology applied are associated with some 
limitations and uncertainties that suggest further research. Some of the main uncertainties are 
related to the results of the wind speed extrapolation. In-situ wind speeds as well as SAR-based 
winds are extrapolated using the similarity theory of the wind profile by applying assumptions 
regarding offshore surface roughness or the atmospheric profile stratification. Although the 
assumptions made here are generally accepted in the literature when applied to offshore surface 
winds, particularly for wind resource estimation purposes, a more robust extrapolation analysis 
should avoid using assumptions. This requires observations that were not available in the 
datasets used in this study such as momentum flux or air and sea surface temperature in the 
case of the SAR-based wind fields. A separate research project could develop a wind 
extrapolation methodology based on deployment of a tall tower to monitor in situ wind speed 
for validation of this study and better understanding of the atmospheric stability. 
 SAR wind fields used in this study are provided by ECCC as processed files (second 
level processing). Therefore, the files include processed wind speeds but not the raw 
engineering data that are used to calculate the wind speed. This is due to the agreement 
limitations between the Canadian Space Agency (CSA) and the SAR platform operator 
(MDA). If SAR fields could be made available in the raw state for this region, retrieving wind 
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speed from the raw SAR observables would be an interesting research topic, particularly as 
several GMFs can be applied and tested (similar to Fang et al., 2018). The correlation derived 
using the simple correction method between SAR and the NAAR fields can be qualified using 
scatter plots both to see if there is a linear regression between both.  Additionally, the currently 
available SAR fields from ECCC (>2000 fields), which cover all BC coastlines, provide a 
unique opportunity to study several coastal wind phenomena such as katabatic winds, 
atmospheric gravity waves, gap winds, and vortex streets.  
 A comprehensive modelling study for offshore surface wind in the region can be 
developed using numerical models such as Weather Research and Forecasting model (WRF). 
The model outputs can include hourly surface wind speed over a climatological period for a 
resolution similar to SAR spatial resolution. Such a modelling study would validate the results 
of this study and can be used to place the future wind resources in the context of climate 
change.   
 Suitable areas for wind farming are generally defined in this study by applying the 
exclusion analysis discussed in Chapter 5. The environmental limitations considered in this 
analysis are not based particularly on the potential environmental impacts of wind turbine 
foundations and structures. These impacts might be very limited (or wider) compared to what 
is used here. Therefore, a site-specific environmental assessment that is based on the specific 
impacts of wind turbines is needed for the determination of particular wind farm sites. 
Similarly, investigations on the social impacts and acceptance of future developments of wind 
farms in the area is needed. The visual impact of offshore wind turbines is particularly 
important and needs to be carefully investigated and accounted for when determining particular 
sites. The visual impact affects the social acceptability of the site as it can change the sense of 
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place for local people. Economic costs and viability of wind farms are outside the focus of this 
research; thus, these considerations were not included to define viable areas. However, 
economic and cost factors are very critical for any future developments of offshore wind farms; 
especially as these factors determine the cost of the generated energy. Spatial-economic 
analysis is usually conducted to determine energy cost by considering factors such as local 
incentive schemes, market barriers, competition among different technologies, electricity 
exports and imports, elasticity of demand,  the social cost of carbon, and forms of strategic 
market behaviour and monopoly power. 
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Appendix (A) 
Radar Basics (Natural Resources Canada, 2015) 
A radar is a measuring device that consists of a transmitter, a receiver, an antenna, and an 
electronic system to process and record the data. It transmits pulses of microwaves and then 
receives the backscattered energy. Several wavelengths (or bands) occurs within the 
microwave spectrum including (wavelength): 
• Ka, K, Ku bands (0.75 – 2.4 cm). 
• X-band (2.4 – 3.75 cm). 
• C-band (3.75 – 7.5 cm). 
• S-band (7.5 – 15 cm) 
• L-band (15 – 30 cm).    
The polarization of the radar’s electromagnetic wave refers to the orientation and shape of the 
pattern traced by the tip of the electric field vector in the plane perpendicular to the direction 
of propagation. The waveform can be polarized, unpolarised (random), or combination of both. 
The polarization can be vertical (V) or horizontal (H). Radars can transmit and receive both 
polarizations:   
• HH - for horizontal transmit and horizontal receive. 
• VV - for vertical transmit and vertical receive. 
• HV - for horizontal transmit and vertical receive. 
• VH - for vertical transmit and horizontal receive. 
The first two are called co-polarized, and the last two are referred as cross-polarized. The radar 
systems can have one, two or all of these polarization combinations. A radar system with one 
polarization (HH or VV or HV or VH) is called a single polarized, a radar system with two 
polarizations (HH and VV, HH and HV, VV and VH) is called dual-polarized, and a radar 
system with four polarizations (HH, VV, HV, and VH) is called quad-polarized.     
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Appendix (B) 
Examples of SAR fields (after applying minimum and maximum wind speed threshold). 
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Appendix (C) 
Examples of offshore wind turbine foundations (Musial et al., 2016b) 
(a) Floating turbines 
 
(b) Fixed turbines 
 
