Abstract-In this tutorial paper, we will firstly review some basic simulation concepts and then introduce the parallel and distributed simulation techniques in view of some new challenges of today and tomorrow. More in particular, in the last years there has been a wide diffusion of many cores architectures and we can expect this trend to continue. On the other hand, the success of cloud computing is strongly promoting the "everything as a service" paradigm. Is parallel and distributed simulation ready for these new challenges? The current approaches present many limitations in terms of usability and adaptivity: there is a strong need for new evaluation metrics and for revising the currently implemented mechanisms. In the last part of the paper, we propose a new approach based on multi-agent systems for the simulation of complex systems. It is possible to implement advanced techniques such as the migration of simulated entities in order to build mechanisms that are both adaptive and very easy to use. Adaptive mechanisms are able to significantly reduce the communication cost in the parallel/distributed architectures, to implement load-balance techniques and to cope with execution environments that are both variable and dynamic. Finally, such mechanisms will be used to build simulations on top of unreliable cloud services.
I. INTRODUCTION
A computer simulation is a computation that models the behavior of some real or imagined system over time [22] . In practice, it consists in a set of techniques that are fundamental for the performance evaluation of existing systems, for the study of new solutions and for the creation of virtual words (e.g. online games, digital virtual environments).
There are many reasons behind the use of simulation techniques, some of which are quite convincing. For example, the system that needs to be evaluated can not be built (e.g. for cost reasons), testing on an existing system can be very dangerous (and some stress testing is actually impossible to perform), and often it is necessary to explore many different solutions in order to choose the best one. The demand for more and more complex systems has led to a wide diffusion of the simulation techniques, a large amount of research on this field and the availability of many different software tools.
In the years, many simulation paradigms have been proposed, each one presenting some benefits and drawbacks. Among them, the Discrete Event Simulation (DES) [30] is powerful in terms of expressiveness and easy to understand for the developer of simulation models. In a DES, the evolution of a modeled system is represented as a chronological sequence of events. Each event represents a change in the system state and occurs at an instant in time. Hence, the evolution of a system from the bootstrap to the end is obtained through the creation, delivery and computation of events. For example, in the simulation of mobile wireless devices, some events will be the transmission of data packets and the motion of devices. In its simplest form, a DES is implemented using a set of state variables (i.e. to describe the modeled system), an event list (i.e. the pending events that have been generated by the processing of simulated events and that will be computed in future), and a global clock (i.e. the current simulation time) [30] .
When all such tasks are accomplished by a single execution unit (e.g. a CPU and some random access memory), that is a sequential (i.e. monolithic) simulator. That means that such single execution unit is responsible for the modeling of the whole system and the management of its evolution, and to do this it processes all the generated events, in sequential order. The main advantage of this approach is its simplicity, but it also introduces some severe limitations: the memory resources of a single execution unit can be insufficient for the task of modeling complex systems. Furthermore, the amount of time needed to complete the simulation runs can be excessive [19] .
An alternative approach, called Parallel Discrete Event Simulation (PDES) [25] , relies on multiple interconnected execution units (e.g. CPUs or hosts). In this case, each execution unit manages only a part of the simulated model. Thus, it is possible to represent very large and complex models using aggregated resources from many execution units. Differently from DES, in PDES each execution unit has to manage its local event list and locally generated events may have to be delivered to remote execution units. Furthermore, their processing has to be synchronized with the rest of the simulator. As said before, the benefit of using computation and memory resources aggregation is that it permits the simulation of very large and complex systems and, in many cases, the parallel execution of concurrent events [29] can lead to a significant speedup of the simulation execution. This paper is organized as follows. In the next section we will provide some background notions about Parallel and Distributed Simulation (PADS). Section III is about the many cores architecture and the public cloud both of which are new challenges for PADS. The functionality and limitations of current PADS approaches are discussed more in detail in Section IV. In Section V we will describe and discuss our proposal aimed to obtain more adaptable PADS. Finally, Section VI will provide some concluding remarks.
II. PARALLEL AND DISTRIBUTED SIMULATION
Between all, one of the simplest and more general definitions of Parallel and Distributed Simulation (PADS) is: "any simulation in which more than one processor is employed" [34] . There are many reasons for relying on PADS: to obtain the results faster, to simulate larger scenarios, to integrate simulators that are geographically distributed, to integrate many commercial off-the-shelf simulators and to compose different simulation models in a single simulator [22] .
Under the technical viewpoint, the main difference between sequential simulation and PADS is the lack of a global state that is the representation of the simulated system in a synthetic model. A PADS is obtained through the interconnection of a set of model components, usually called Logical Processes (LPs). Therefore, each LP is responsible to manage the evolution of a part of the system and interacts with the other LPs for all the synchronization and data distribution issues [22] . In practice, each LP is usually executed by a processor (or a core in modern multi-core architectures). The type of network that interconnects the processors is of main importance, given that it will strongly affect the simulator characteristics and performance. The difference between parallel and distributed simulation is quite an elusive one. Usually, the term parallel simulation is used if the processors have access to some shared memory or in presence of a tightly coupled interconnection network. Conversely, we talk about distributed simulation in case of loosely coupled architectures (i.e. distributed memory) [34] . Obviously, real world execution platforms are very often a mix of the two, as it happens in LAN-based clusters of multi-CPU (and multi-core) hosts. The lack of a global state and the presence of a network that interconnects the different parts of the simulator has some important consequences:
• the model that represents the simulated system has to be partitioned in components (the LPs) [45] . In some cases, this partitioning is guided by the structure and the semantic of the simulated system (e.g. if it is composed of some parts, each one having its behavior and structure but interacting with the others). In other cases, the partitioning task is much more complex (e.g. the system is monolithic and hard to split in parts). In all cases, when partitioning, many different aspects have to be considered. For example, both the minimization of the amount of network communication in the simulator and the load balancing of the execution architecture have a very deep impact on the simulator performance;
• the results of a parallel/distributed simulation are correct only if the outcome is identical to the one that we would have obtained from a sequential one. That's impossible if the PADS does not implement some kind of synchronization among the different parts that compose the simulator. Specific algorithms are needed for the synchronization of the LPs involved in the execution process;
• each component of the simulator will produce state updates that are possibly relevant for other components. The distribution of such updates in the execution architecture is called data distribution, and for overhead reasons it can not be implemented using broadcasts. The correct approach is to match the data production and consuming based on interest criteria: only the necessary data has to be delivered to the interested components [28] .
A. Synchronization
Implementing a PDES in a PADS architecture requires that all generated events have to be timestamped and delivered following a message-based approach. Two events are said to be in causal order if one of them can have some consequences on the other [29] . This constraint is quite easy to satisfy in a sequential simulation: all the events have to be considered in non-decreasing order with respect to their timestamp. In a parallel or distributed architecture the components can proceed at different speed and the network can introduce unpredictable delay and loss in the messages delivery. To guarantee that the PADS does not violate the causality constraint, all the LPs involved in the simulation execution have to be coordinated using some sort of synchronization algorithm.
In the last decades, many different approaches and variants have been investigated but, with some simplification, three main methods are used:
• time-stepped: the simulated time is divided in fixed-size timesteps and each LP can proceed to the next timestep only when all other LPs have completed the elaboration of the current timestep [42] . Under the implementation point of view, this approach is quite simple but the division in timesteps can be challenging for some simulation models;
• conservative: the goal of this approach is to prevent causality errors. This means that, before processing an event with timestamp t, the LP has to decide if this event is "safe" or not. It can be considered "safe" if, in the future, there will be no events with timestamp less than t. If this rule is followed by all LPs, then the PADS will obtain results that are correct under the synchronization viewpoint. In practical terms, this has been implemented in many different ways. For example, the Chandy-MisraBryant algorithm [33] introduces in the simulation some events without any semantic content that are needed to verify if events are "safe" and to avoid deadlocks;
• optimistic: in this case the LPs are free to violate the causality constraint and, for example, to process the events in receiving order. There is no a priori attempt to predict the arrival of a new event with lower timestamp that will cause a causality violation. If that will happen, then the LP will have to roll-back to a previous internal state that is considered correct and to propagate the rollback to the other affected LPs [27] , [37] . In the years, all such approaches have been deeply investigated and many variants have been proposed. More in detail, we have learned that the performance of the synchronization algorithms heavily depends on many factors such as: the simulation model, the execution environment and the specific scenario. Forecasting the performance of a PADS is very hard, given that it depends on so many factors, some of which are static and known in advance while many others are unknown or depend on the runtime conditions.
B. Software tools
Many tools have been developed to ease the implementation of PADS. Some of them are compliant with the IEEE 1516 -High Level Architecture (HLA) standard [26] . A few examples are: RTI NG Pro [11] , Georgia Tech FDK [3] , MAK RTI [5] , Pitch RTI [9], CERTI Free HLA [2] , OpenSkies Cybernet [6] , Chronos [4] and the Portico Project [10]. Many others have more focus on other aspects such as performance, extensibility or development of new techniques. It is not possible to list all of them but some very interesting tools are: µsik [35] , SPEEDES [40] and PRIME [8] .
III. NEW CHALLENGES OF TODAY AND TOMORROW
The technological evolution in computing is fast, sometimes confusing, but it possible to identify some characteristics and trends. New features are very often introduced in hardware, but software is slow in supporting them. In software, many techniques and mechanisms are strongly affected by hardware characteristics such as the internals of CPUs, random access memory and networks. For example, for many years, 32 bits processors have limited the amount of memory that can be used by sequential simulators. Nowadays, 64 bits CPUs and operating systems are quite common and, at least theoretically, this limit is much less severe.
We find that there are some trends that will heavily shape PADS in the next years and that can not be ignored. The first one concerns microprocessors: the so called "MHz race" (e.g. the very fast increase of clock speed) has slowed down and multi-core processors are available on the market at very affordable prices. This means that in the same integrated circuit die there are two or more independent real processors and that, very often, all such cores can communicate quite efficiently. On the other hand, only few users of simulation tools can access High Performance Computing (HPC) facilities. For cost reasons, many of them are willing to use only Commercial Off-The-Shelf (COTS) hardware and they would frequently like to build execution platforms with hardware that is already used for other tasks (e.g. desktop PCs or underloaded servers). The next logical step in this direction is the outsourcing of the computing tasks, such as the execution of simulations. One main goal of cloud computing is to offer "pay-as-you-go" virtual computing environments in which you pay only for capacity that you actually use [1] . More precisely, cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources that can be rapidly provisioned and released with minimal management effort or service provider interaction [32] .
Many of the available simulators are unable to cope with such changes in the execution environments: at best they will not exploit all the available resources, but it happens more and more often that users will be encouraged to oversimplify the simulation models. A very risky move. In the following of this section, we will discuss more specifically some of these changes.
A. The many cores architectures
Nowadays, entry-level CPUs provide 2 or 4 cores but processors with up to 16 cores are already available on the market. The next-generation processors will further increase the available cores and CPUs with 100 cores have been already announced to due out in fourth quarter of 2011 [43] . As usual, the many cores architectures will firstly arrive on the server market, and only in the following years they will be used in desktop PCs. Under the simulation viewpoint, this change in the execution architecture will not be transparent to users. Sequential simulators are, for the most part, unable to exploit more than one core. This means that PADS techniques will be necessary even to run simulations on a desktop PC. Furthermore, most of the multi-processors that have been used until now are based on Symmetric MultiProcessing (SMP), in which two or more identical processors are connected to a single shared main memory. Many cores architectures are much less homogeneous: some cores can be dedicated to specific tasks and the access to the main memory (and the caches) can be very asymmetric. All such aspects will become very important given that they strongly affect the simulators performance. Following the PADS approach, the availability of a larger amount of cores implies the partitioning of the simulation model in more and more LPs.
As said before, the already complex task of model partitioning becomes even harder as the number of partitions increase. Here is what happens: the simulation modeler, who is in charge of this task, needs to know very well (i.e. to predict) the behavior of the simulated model. This is essential to obtain an adequate partitioning, so that the communications among the partitioned simulation model are minimized and each computation core is not overloaded (load balancing). Both communication and load balancing can easily become a bottleneck. The partitioning task is complicated by the need to make all choices a priori (i.e. before the simulation starts) and by the constraint that all allocations are static (i.e. they can not be dynamically changed at runtime). It is clear that most users of simulation tools are unable to complete such a complex task in the correct way. However, their goal is to obtain some results about the analyzed systems, not to become an expert of computing architectures or PADS techniques.
B. Simulation as a service: simulation in the public cloud
Some research work on the usage of cloud computing technologies for the implementation of PADS has already been done [24] , [31] , [20] . The usage of such technologies in next generation computing infrastructures (i.e. private cloud) is promising, but many simulation users are still more interested in exploiting the existing public cloud infrastructures for the execution of simulation runs. An execution environment where there is no need for any investment in hardware would be much appreciated by a lot of small and medium-size firms that need to perform simulations but have a very limited budget. Following the "everything as a service" paradigm, all the computation resources that are necessary for the PADS execution can be rented from the many providers of cloud services available on the market (e.g. Amazon, Google, Microsoft and so on). The option to pay only for the used resources is very attractive, but even more charming is the ability to increase and decrease dynamically the rented resources.
Obviously, the approach based on the public clouds can also have many drawbacks: all the partitioning problems described above are still unsolved and furthermore a public cloud environment, due to its nature, is much more unpredictable (in terms of performance) than other, more classic, execution environments (e.g. multi-processors or clusters). For example, the many virtual instances composing the execution environment can be located in different data centers (and supplied by one or more providers). As part of the Internet, each interconnecting network will be subjected to performance variations. Furthermore, the performance of each virtual instance will be variable and influenced by many factors such as the usage ratio of the hardware machine providing the virtualization service.
That brings to an extreme but interesting evolution of this approach. The price of cloud computing services can vary very much depending on factors such as guaranteed performance and reliability. Almost all providers of cloud computing solutions spend a lot in terms of resources with the aim of providing reliable and fault-tolerant infrastructures. For example, offering data centers that are located in many parts of the world and with redundant connectivity. The assumption behind this commercial offer is that all users require the best levels of service for their applications. Focusing on the simulation users, it is worth noting that, in some cases, it is not strictly necessary to obtain the results in real-time (or faster than possible), as users can wait for some extra time before obtaining them. To complete the simulation runs can require many hours, and a little delay is almost negligible. Therefore, an alternative approach would be to add some amount of fault-tolerance in the PADS mechanisms and only rent very inexpensive (and low reliability) cloud services. In some cases, this approach could lead to a very significant reduction of the lease cost, at the price of some increment in the time required to complete the simulation runs. Obviously, the middleware used to build the distributed simulation has to implement a replication mechanism, that is necessary for dealing with the faulty parts of the execution architecture. It is clear that there will be no gain if the overhead introduced by the replication mechanism is too high. In Section V we will see that faulttolerance and load balancing can be considered in an integrated way and that a migration-based middleware can be used to address both problems.
IV. FUNCTIONALITY AND LIMITATIONS OF CURRENT PADS APPROACHES
Given the increasing complexity of the studied systems, we would expect a broad application of PADS techniques: this is not the case. It happens in fact that many users are unwilling to dismiss the "old" (sequential) tools and switch to more modern ones, despite the very strong demand for scalability and execution speed. What is missing? There is clearly a problem that should be properly defined.
Two of the main goals of the last decades research work on PADS were: i) make it fast; ii) make it easy to use [23] . Today, we can say that PADS, in the right conditions, can be very fast [36] . Above all, the research work on synchronization algorithms and data distribution management has allowed to increase significantly the speed-up of simulation runs. This is true if the simulation model is properly partitioned among the execution architecture, the appropriate synchronization algorithm is used (each one of them has its characteristics and limitations), and the execution architecture is fast, reliable and in most cases homogeneous (in terms of performance of each node). In other words, the execution speed of PADS is limited by its slowest component and therefore a good control on the whole simulator and its execution architecture is necessary [15] . In terms of usability, there is not much more to be added: PADS does not work "straight out of the box". The level of knowledge modelers are required to master is still too high. Some aspects such as causality constraints and data dissemination are hard to manage and understand.
Let's now investigate the simulation users more in detail. It is quite obvious that PADS techniques are, in some cases, necessary (and provide a benefit) sometimes they are not necessary at all (e.g. when PADS is slower than sequential). Therefore, each time the main question should be: which is the better choice? There are many possibilities, as sequential/parallel/distributed only refer to the high level approaches. Yet we must remember that each of them can be implemented using different execution architectures (e.g. multi-core CPUs, clusters, public or private clouds). Up to now, the whole problem is left to the simulation model developer (or the simulator user), who will not easily be a PADS expert. It feels like PADS tools are for initiates: a better approach would be to hide from the users all such technical details that should be on duty of software tools.
In Section II we have said that we have a parallel simulation when the execution nodes are connected by a low latency network (e.g. a bus), and conversely a distributed one when the latency is higher (e.g. a LAN, WAN or even Internet). This categorization is simple and clear but very inadequate: in the real world the execution architectures are much more complex and heterogeneous in terms of hardware, software and runtime conditions. Nowadays, if there is a dedicated cluster for simulations, then this is very likely made by some multi-core (and often multi-processor) hosts interconnected with some kind of network. More often, the simulations are run on spare servers or desktop PCs during nights and weekends. In Section III, we predicted that, in the next years, the "everything as a service" approach that is at the basis of cloud computing will hit PADS. If that is true, then the execution environment will turn out to be still more complex. For example, if cloud techniques are used to build private clouds, then it is possible to obtain some sort of control on such execution environment. In other words, in private environments it is much easier to guarantee performance and reliability than in services that are furnished by third-part service providers. Conversely, this is not conceivable in public clouds (such as Microsoft Azure, Amazon EC2 or Google App Engine). In these services, the user can only rely on some general Service Level Agreements (SLAs). Nowadays, with current simulation technologies, the simulator user is left alone in choosing almost everything. Why is it so difficult to decide what is the best approach to be used? Even the "sequential or PADS" choice is hard to make because it depends on a very large set of dynamic parameters that can be found in all the logical layers of the architecture, starting from the simulation model behavior and down to the hardware performances. All those parameters need a caseby-case evaluation. Furthermore, they can also change within each simulation run, due to many different factors such as the semantic of the simulated model and the unexpected presence of background load in the execution architecture. It is unrealistic to think that the simulation user can tackle all of such aspects and details. It is the software that should be in charge of "making it easy".
A. Usability (lack of)
The user of a simulation tool should focus on the modeling aspects and on the analysis of the obtained results. In practice, it happens that the modeler uses a different tool if he wants to build a sequential simulation or a PADS one. Let's suppose that he chooses to build a sequential simulation and after completing the implementation of the model he discovers that the model is so complex that the simulator is too slow. Very likely, the transition to a PADS would result in the re-making of the most part of the simulator. For example, he would have to decide the partitioning of the simulation model.
It would be much better to maintain the implementation of the simulation model separate from all other aspects related to the implementation of the simulation (e.g. synchronization, data distribution, partitioning, load balancing). In the past, this has been tried many times, but often with poor results. For example, it is very difficult to insulate the model from the synchronization management. For this reason, the Standard for Modeling and Simulation High Level Architecture (IEEE 1516) [26] supports optimistic synchronization, but the implementation of all the support mechanisms (such as rollbacks, see Section II) are left to the simulation modeler [39] .
A more mature approach to modeling and simulation would require the software to manage all the low level details of the simulation in the more appropriate way, in order to obtain the better performance. It is worth noting that, as it will be clear in the following of this section, obtaining the simulation results as fast as possible is not always the best. Some other criteria have to be taken into account as well.
B. Cost assessments: the need for new metrics
It is common to use the amount of time for completing a simulation run (Wall-Clock-Time, WCT) as the metric for evaluating the performance of a simulator. This is acceptable in a classic execution architecture, but it is not when computation and communication services are rented (e.g. using the services offered by a public cloud provider). In this case, the cost follows the "pay for what you use" rule and the user of simulation tools will have to consider:
• how much time he can wait for the results;
• how much he wants to pay for running the simulation. It is clear that, in this scenario, every computation and communication overhead should be minimized or at least carefully scrutinized.
Are the current PADS mechanisms suitable for this new evaluation metric? The detailed analysis of the many different mechanisms and variants that are used for building PADS would require a very large amount of time and space, but we can focus on synchronization. As introduced in Section II, two main approaches have been proposed for implementing synchronization services in PADS: a) conservative and b) optimistic.
The Chandy-Misra-Bryant algorithm [33] is one of the most well-known ways for implementing conservative synchronization. Due to its nature, it needs to introduce in the simulation some artificial events (i.e. without any semantic content) with the aim to make the simulation proceed and to avoid deadlock. The number of such events introduced by the synchronization algorithm can be very large [18] , [38] . In the years, many variants have been proposed to reduce the number of such events [41] , but the amount of extra communications for their delivery can still be prohibitive.
The consideration that computation (i.e CPUs) is much faster and cheap than communication (i.e. communication networks) is at the basis of optimistic synchronization. This means that, in a distributed simulation, the CPUs will be very often idle, waiting for some data from the network (e.g. the delivery of events). If such assumption is true, then it could be a good idea to compute events also if we are not sure that they are in the correct order. If they are not, then the simulation will roll-back to a correct state, wasting some computation and communication. It is clear that even this approach is not well suited for execution environments in which you "pay for what you use". In a optimistic simulation, a very large part of the computation can be thrown away due to roll-backs.
To summarize, the public cloud comes with a pricing scheme that is very different from the previous one, in which most of the budget was for the hardware. If the goal is to have simulations that really follow the new "everything as a service" paradigm, then we need some new mechanisms to implement PADS. Mechanisms that need to be less "expensive", both in terms of computation and communication requirements. In this case, the main evaluation metric is not the execution speed but the pricing scheme (or a combination of both). Furthermore, given that such price is always decided by the market, it could change very quickly.
C. In search of performance
Let's go on with our discussion about the implementation of PADS in a public cloud execution environment and let's suppose that this time our main goal is to obtain the results as fast as possible. In other words, we will ignore the cost assessments introduced in the previous subsection.
As usual, for the sake of simplicity, we will focus on synchronization, even if it is obvious that many other aspects should be considered in detail. What happens if the synchronization algorithms described in Section II are run, without modifications, on a public cloud? What level of performance is it possible to expect?
We can start our analysis with the simplest synchronization algorithm: the timestepped. As said before, the simulation time is divided in a sequence of steps and it is possible to proceed to the next timestep only when all the components (i.e. LPs) in the simulation have completed the current one. It is clear that the execution speed is bounded by the slowest component. This can be very dangerous in execution environments in which the performance variability is quite high. What about the Chandy-Misra-Bryant algorithm? We have already said that this algorithm is very demanding in terms of communication resources and that in this case a slow LP would become the bottleneck of the whole simulation.
The last possibility is to use an optimistic synchronization algorithm such as the Jefferson's timewarp [27] . This algorithm is not very promising either: timewarp is wellknown to have very good performance when all LPs can proceed with an execution speed that is almost the same. This usually means that all LPs have to be very homogeneous in terms of hardware, network performance and load. Otherwise, the whole simulation would be slowed down by the roll-backs caused by the slow LPs. A requirement that is hard to satisfy in a public cloud environment.
As expected, the implementation of cloud-based PADS is not so simple as running the current tools on a public cloud. If performances and costs are important issues, then many parts of the current PADS approach have to be revised. In the following section, we will propose a new approach to deal with some of these issues.
V. IN THE SEARCH OF ADAPTIVITY:
THE ARTÌS/GAIA+ APPROACH Let's start with a warning: the "silver bullet" does not exist, even in simulation. The last attempt in PADS to obtain a "one fits all" solution has produced the IEEE 1516 -High Level Architecture (HLA) standard [26] , that is quite complex to use, lacks some basic features and has lead to many performance issues.
Our proposal for a different approach [15] to the many problems described in this paper, involves first of all some work on the partitioning problem. That is about decomposing the simulation model into a number of components and then properly allocating them among the execution units. This allocation procedure has at least two main goals to pursue: the computation load in the execution architecture has to be kept approximately balanced and in the meantime the communication overhead has to be minimized [45] . If both these requirements are satisfied, then the execution is likely to be efficient. The hard part is that all of this has to be: i) transparent to users, ii) dynamic and adaptive (given that both the model behavior and the execution architecture conditions are not predictable). In other words, the runtime conditions are more and more often unpredictable and, moreover, the environment is dynamic and very heterogeneous. The direct consequence is that, in this case, all static (and analytical) approaches are not adequate.
A. Model decomposition
What we propose is the partitioning of the simulated model in very small parts (referred to as entities). Each entity represents a tiny piece of the simulated model and interacts with other entities to implement the model behavior. In this way, the execution architecture, that is composed of multiple nodes, is nothing more than a set of containers for the Simulated Entities (SE). In this case too, each container is called Logical Process, LP. In practice, the distributed simulation is organized as a Multi Agent System (MAS) [44] , a paradigm that has been demonstrated very easy to use, solid and promising. About our proposal, it is worth noting that the SEs are not statically allocated on a specific LP, but can be migrated with the aim to satisfy the partitioning constraints and to improve the runtime efficiency of the simulator [12] .
B. Dynamic partitioning
More in detail, in managing the partitioning we have to consider two main aspects. Firstly, with respect to a sequential (i.e. monolithic) simulation, every PADS has to deal with a significantly higher communication cost (e.g. network latency and bandwidth limitations). Reducing this cost to the bare minimum is of main importance. Secondly, the simulator speed is bounded by its slowest component and therefore smart load balancing strategies should be implemented. To reduce the communication cost, the main strategy is to cluster the highly interacting SEs within the same LP [13] . This clustering has the effect of increasing the use of low latency and high bandwidth networks (e.g. the RAM within the host) and conversely reducing the usage of very costly communication technologies (e.g. LAN, WAN, Internet). In practice, this can be obtained evaluating the communication pattern of each SE. It is pretty obvious that the other side of the problem is that clustering all the SEs in the same LP is (usually) not a good load balancing strategy. Moreover, if a LP is overloaded, then it is going to slow-down the whole simulator and therefore the clustering is less important than load balancing. In other words, the partitioning is a very dynamic optimization problem with multiple goal functions and with a lot of parameters with unpredictable values.
As said before, the use of analytical methods to tackle such problem is unrealistic: we have to rely on heuristic methods. A set of heuristics is used to evaluate the simulator and the execution architecture step-by-step, and to decide if reallocations (of SEs) are necessary. Obviously migrations have a cost, due to the "serialization" of state variables (in SEs) and their network transfer. If it is favorable to cluster some SEs in the same LP, then some reallocations will be managed. That will also happen in case of imbalances in the execution architecture. All of this has to be done for the whole simulation length, given that both the execution architecture runtime conditions and the simulated model behavior will change with time. Some special cases should be analyzed more in detail. For example, if the amount of computation required by the simulation model is so low that no parallelization is necessary, then the execution architecture should automatically shrink up to a single LP (that is, a sequential simulation). Conversely, in case of a large amount of work the communication cost will be balanced by the benefit of parallel execution and therefore the number of LPs in the simulation needs to be increased.
C. Finding and removing bottlenecks
This approach is promising because it can help to solve many problems of PADS. For example, using an instrumented version of the synchronization algorithm (e.g. a modified form of timestepped synchronization) it is possible to detect which LPs are slow in the simulation execution. As said before, the execution speed of PADS is usually bounded by its slowest component. Finding the bottlenecks is the first part of the solution, while the second part is once again based on the migration of SEs. If a LP is slow with respect to the other parts of the simulations, that means that: a) it is overloaded or b) the communication network of the LP is introducing too much delay. In both cases there can be many different reasons, for example the LP overload can be due to the semantic of the simulation model, to the presence of some background load in the host that is running the simulation, or even to the hardware characteristics of the host. In all such cases, the solution is to unload part of the SEs from the slow LP. In practice, this can be done migrating some SEs from the slow LP to a faster one. In this way, the bottlenecks can be removed, but it is necessary to continue this reallocation strategy for the whole simulation length. In many cases, the final result can be a "smooth", faster and more effective execution [15] .
D. ARTÌS and GAIA+
In the last years, we pursued the approach described in the previous section with the implementation of a new simulation middleware (called Advanced RTI System, ARTÌS) and the companion GAIA+ framework (Generic Adaptive Interaction Architecture) [15] , [12] , [13] .
While this effort is still not complete, a lot of different systems and scenarios have been evaluated to validate our approach. For example, both wired and wireless communication environments have been studied [16] , [14] . Using some of the features previously described it has been possible to manage the fine grained simulation of complex communication protocols (e.g. IEEE 802.11) when in presence of a huge number of nodes (up to 1 million) [15] . In the wired case, we worked on the design and evaluation of gossip protocols in unstructured networks (e.g. scale-free, small-world, random) [21] , [17] . In all of these cases, we obtained a very good performance increase with respect to traditional simulation techniques. The adaptive techniques implemented in the simulation middleware have permitted the usage of low cost commercial off-the-shelf hardware.
Testing our prototype implementation, we learned that adaptation is a key component for performance and that all the proposed adaptive mechanisms can be implemented using very simple heuristics. The results demonstrate that very often simple approaches are much more effective than complex ones.
The ARTÌS middleware, the GAIA+ framework, a set of simulation models, the support scripts and the scenario definition files used in many research papers that we published in the last years, are freely available, for research purposes, on the research group website [7] . A large part of the software is provided in both binary and source code versions. We expect to release all the source code in the next years, using an open source license.
E. ReliableGAIA+
As said in the previous subsection the work on GAIA+ and ARTÌS is still in progress. One of our main research lines is about fault-tolerance in distributed simulation. Usually, if a LP crashes (e.g. for hardware issues or network problems) the result is the failure of the whole simulation run. We aim to build PADS that are able to continue the simulation at the cost of some computation and communication overhead. For example, with the aim of running PADS on top of unreliable cloud-based services (as described in Subsection III-B), following our approach based on the migration of SEs.
To provide fault-tolerance, each SE is implemented as a set of replicated Virtual SEs (VSEs) and also in this case the VSEs will be migrated in the execution architecture to improve load balancing and communication. Given that each VSE will be executed in a different LP, the crash of a part of the execution architecture will be no more a fatal problem. Tuning the number of replications of each SE can provide a different level of fault-tolerance. We are currently investigating the low level details of this proposal and implementing the necessary modifications in the simulation middleware. In case of success, the performance evaluation of ReliableGAIA+ will start in the next months.
VI. CONCLUSIONS
In this paper we have provided a short introduction to the Parallel and Distributed Simulation (PADS) main concepts and we have seen that current PADS technologies are unable to fulfill many requirements (e.g. usability, adaptivity). Furthermore, new challenges such as the "many cores architecture" and the "simulation as a service" are emerging. In the next years, most computers will be equipped with many cores CPUs and the cloud-based technologies will be commonly used. In particular, the public cloud will be an execution environment in which the computation and communication resources can be obtained on demand and paid for only for the capacity that is actually used. Our analysis shows that current PADS techniques are unable to fit well with these new execution architectures and that a lot of work is needed to increase usability and performance of simulators in such conditions. We claim that a solution for such problems has to deal with the partitioning of the simulation model among the execution nodes. With this aim, we proposed an approach based on multi-agent system. Its main characteristic is the adaptive migration of the simulated entities between the execution units. Mechanisms based on heuristics can be implemented for both reducing the communication cost and load balancing the simulation. Our proposal has been implemented in the ARTÌS/GAIA+ simulation middleware and tested with many models, and the obtained performance outcomes are very promising.
