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Abstract
In this paper, we study speculative computation in a master-slave multi-agent sys-
tem where reply messages sent from slave agents to a master are always tentative
and may change from time to time. In this system, default values used in speculative
computation are only partially determined in advance. Inoue et al. [8] formalized
speculative computation in such an environment with tentative replies, using the
framework of a ﬁrst-order consequence-ﬁnding procedure SOL with the well-known
answer literal method. We shall further reﬁne the SOL calculus, using conditional
answer computation and skip-preference in SOL. The conditional answer format has
an great advantage of explicitly representing how a conclusion depends on tentative
replies and defaults, both of which are used to derive the conclusion. The depen-
dency representation is signiﬁcantly important to avoid unnecessary recomputation
of tentative conclusions. The skip-preference has the great ability of preventing
irrational/redundant derivations.
1 Introduction
In most previous research on multi-agent systems, when an agent asks a query
to other agents, the asking agent waits for their answers and its computation
process is suspended until the responses arrive from other agents. Under in-
complete communication environments such as the Internet, messages between
agents might be lost or signiﬁcantly delayed. Moreover, a similar situation oc-
curs when an asked agent needs to take much time before sending an answer
by some reasons. Therefore, it is very important to develop techniques to deal
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with problem solving under incomplete communication/information environ-
ments.
Computational logic, e.g., nonmonotonic reasoning, has crucial roles for
formal and reliable reasoning under incomplete information environments [17].
To solve the above problem, Satoh et al. [19] proposed a method of speculative
computation for multi-agent systems. When an agent asks a query to other
agents, the asking agent can use a default as an expected answer, and can
proceed problem solving without much waiting for a response. After Satoh’s
original work, some researchers have conducted related studies [18,8,20,21].
These works except for [8] use a logic program with negation as failure to
represent an agent’s knowledge. Inoue et al. [8] adopts a ﬁrst-order clausal
set as knowledge representation, and provided a semantic characterization for
speculative computation using default logic. They also implemented a ﬁrst-
order consequence-ﬁnding procedure, called SOL [7], as an underling method
for speculative computation.
In this paper, we further study the consequence-ﬁnding procedure SOL as
a speculative computation method for a master-slave multi-agent system. We
assume in this paper that a reply message sent from slave agents to a master
is always a tentative answer, and may change at a later time. We also suppose
that default values used in speculative computation are only partially deter-
mined in advance. In order to solve such a diﬃcult problem, it is important
to handle not only default reasoning but also hypothetical reasoning. The
SOL calculus has the great ability for uniformly dealing with both default
and hypothetical reasoning. In this paper, we further reﬁne SOL, using a con-
ditional answer format method and skip-preference in SOL. The conditional
answer format has an great advantage of explicitly representing how a con-
clusion depends on tentative replies and defaults, both of which are used to
derive the conclusion. The dependency representation is signiﬁcantly impor-
tant in application of the lemma technique [5,9,13], with which unnecessary
recomputation of tentative conclusions can signiﬁcantly be avoided. The skip-
preference method has the great ability of preventing irrational/redundant
derivations. Finally, we show an incremental answer computation method
within SOL tableaux.
This paper is organized as follows: Section 2 gives a motivating example,
deﬁnes a formal multi-agent framework and shows a semantic characterization
provided by Inoue [8]. Section 3 summarizes SOL tableaux, and discuss its
adaptation to speculative computation. Section 4 gives a reﬁned SOL tableau
with a conditional answer format and a skip-preference rule. Section 5 presents
an incremental answer computation method within SOL tableaux. Due to the
lack of space, we omit the proofs of theorems in this paper.
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2 Deductive multi-agents in incomplete information en-
vironments
As a motivating example, we consider the following meeting-room reservation
problem which is slightly diﬀerent from the original problem in [19].
• Suppose that a chairperson wants to call a meeting. There are three persons
A, B, C, who are expected to attend the meeting.
• If a person is free, then he/she will attend the meeting.
• The chair asks each person whether he/she is free or not.
• If only two persons are free, then the chairperson reserves a small room.
• If all persons are free, then the chair reserves a large room.
• If neither A nor B are free, the chair reserves no room, because they are
key persons, and thus the meeting must become meaningless.
Suppose that the chairperson gets no answers from A, B or C. If the chair
follows the requirement that query-answering must be completed before tak-
ing a further action, then the chair cannot reserve any room. Suppose that
the chairperson knows by default that C is normally free, but has no informa-
tion about the daily schedules of A and B. Thus the chair cannot rationally
estimate A and B’s attendance at the meeting in advance. Such a situation
often occurs in our ordinary life, and sometimes we still have to make a plan
for room reservation. In order to make a rational decision, we need at least to
analyze and produce possible plans. For example, for the case where A and
B are both free, the chair should conclude that a large room is necessary for
the meeting because the chairperson estimate by default that C is also free.
Alternatively, the chair must predict that a small room is suﬃcient for the
case where B is free but A is not. These case splitting analysis can be well
handled by hypothetical reasoning. Hence, it is absolutely better for specula-
tive computation to possess the ability of not only default reasoning but also
hypothetical reasoning.
In previous works [18,19,8], every query is requested to have a default
value. In real-world problems, however, this constraint seems to be too strict.
Therefore, in this paper, we do not impose such a condition, and treat a
query as a case splitting literal if the default value of the query cannot be
determined beforehand. 3 Furthermore, in real-world applications, a slave
agent may often change his/her answers, even after the slave agent has sent
them back to a master agent. Thus, a master agent must reﬂect such dynamic
changes in problem solving. Several researchers [8,20] addressed this tentative
reply problem, and we shall also follow this realistic problem-setting in this
paper.
3 Satoh [21] alternatively gave a uniform framework for treating both speculative compu-
tation and abduction with the logic programming technology.
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2.1 Agent framework and its semantics by default logic
We deﬁne the ﬁrst-order language L as usual [15]. In this paper, according to
[1,13,14], we deﬁne a clause as a multiset of literals, written as a disjunction
L1 ∨ . . . ∨ Ln. The empty clause is denoted by ✷. Now, we deﬁne an agent
framework, which is slightly modiﬁed from the one given in [8] in order to
admit a partially-determined default answers [20].
Deﬁnition 2.1 (Agent framework) A (master-slave) agent framework is
deﬁned as a tuple AF = 〈I,∆, D, P 〉 where
(i) I is a ﬁnite set of constant symbols called slave agent identiﬁers. Each
identiﬁer is used to distinguish individual agents.
(ii) ∆ is a union of disjoint sets ∆D and ∆U , each of which consists of ground
literals. A literal L ∈ ∆ is called an askable literal. Each askable literal
has a predicate called an external predicate, and contains an agent iden-
tiﬁer as its argument. An askable literal represents a query that can be
asked by a master agent. 4 Every literal in ∆D has its own default truth
value which is speciﬁed in a partial default answer set D deﬁned below,
whereas each literal in ∆U , called an uncertain literal, does not have any
default value. A literal L ∈ ∆U and its complement ¬L can be used to
represent case-splitting conditions in producing possible plans.
(iii) D is called a partial default answer set, and is deﬁned as a set of literals
such that, for any ground literal L ∈ ∆D, D contains either L or ¬L,
but not both. A default answer L ∈ D represents that the default truth
assignment of L is true.
(iv) P is called a program, and is deﬁned as a set of clauses. A clause can
contain askable literals. A program represents the knowledge base of a
master agent.
Example 2.2 The meeting-room reservation problem in the previous subsec-
tion is represented as the following multi-agent system 〈I,∆, D, P 〉:
• I = {a, b, c},
• ∆ = ∆D ∪∆U where ∆D = {free(c)} and ∆U = {free(a), free(b)}.
• D = {free(c)}.
• P is the following set of clauses:
¬ free(a)∨¬free(b) ∨ free(c) ∨meeting(small room, [a, b])(1)
free(a)∨¬free(b) ∨ ¬free(c) ∨meeting(small room, [b, c])(2)
¬ free(a)∨free(b) ∨ ¬free(c) ∨meeting(small room, [a, c])(3)
¬ free(a)∨¬free(b) ∨ ¬free(c) ∨meeting(large room, [a, b, c])(4)
free(a)∨free(b) ∨meeting(no room, [])(5)
4 In this paper, we assume for simplicity that the external predicates are common for all
agents.
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Inoue et.al [8] gave the meaning of a default answer set by default logic [16].
For each default answer L ∈ D, a normal default
: L
L
is associated. Let D̂ be the set
{ : L
L
∣∣∣ L ∈ D}.
Then, the normal default theory (D̂, P ) has always its extensions, each of
which represents an initial belief set of a master agent.
Deﬁnition 2.3 (Reply set) A reply set at a time ti, denoted as Ri, is a set
of literals of the form L or ¬L, where L is an askable literal. We assume that,
for any askable literal L ∈ ∆, it is impossible that both L ∈ Ri and ¬L ∈ Ri
hold.
A reply set is used to store the latest answers from slave agents. Given a
reply set Ri at a time ti, the meaning of an agent framework at ti is given by
the normal default theory (D̂, P∪Ri). Each extension of (D̂, P∪Ri) represents
a belief set of a master agent at ti.
Deﬁnition 2.4 (Tentative answer set) Let D be a partial default answer
set and Ri be a reply set at a time ti. A tentative answer set at the time ti,
denoted as TRi , is the set
TRi = Ri ∪ {L ∈ D | L ∈ Ri and ¬L ∈ Ri}
The set {L ∈ D | L ∈ Ri and ¬L ∈ Ri} consists of default answers whose
truth values have not yet been conﬁrmed by the reply set Ri. Although the
agent framework considered in this paper is slightly diﬀerent from the one
considered in Inoue et al. [8], the following can be proved in the same way as
Theorem 1 and 2 of [8].
Theorem 2.5 (Inoue et al. [8]) Let 〈I,∆, D, P 〉 be an agent framework,
Ri and TRi be a reply set and a tentative answer set at a time ti, respectively.
Now, suppose that P ∪ TRi is consistent. Then, we have:
(i) The normal default theory (D̂, P ∪Ri) has exactly one extension.
(ii) A set E of formulas is an extension of the normal default theory (D̂, P ∪
Ri) if and only if E = Th(P ∪ TRi) holds.
Theorem 2.5 implies that speculative computation with partial default an-
swers can be done by computing the logical consequences of P ∪ TRi . Hence,
we can use a consequence-ﬁnding procedure to compute such logical conse-
quences [2,7,22]. SOL proposed by Inoue [7] is a model-elimination-like cal-
culus [15] with skip operation, which is complete for computing logical conse-
quences of an arbitrary ﬁrst-order clausal theory. Inoue et al. [8] successfully
formalized speculative computation in the framework of SOL with the well-
known answer literal method [12].
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3 SOL tableaux and deriving rational conclusions
In this paper, we use the SOL tableau calculus [10], which is a reformulation
of the original SOL within the framework of connection tableaux [1,13,14].
SOL tableaux has several great advantages for formulating speculative com-
putation, which will be shown later.
Deﬁnition 3.1 (Clausal, connection and marked tableaux)
(i) A clausal tableau T is a labeled ordered tree, where every non-root node
of T is labeled with a literal. If the immediate successor nodes of a node
N are N1, . . . , Nn labeled with literals L1, . . . , Ln, respectively, then the
clause L1∨. . .∨Ln is called the tableau clause below N ; the tableau clause
below the root is called the start clause. T is said to be a clausal tableau
for a set Σ of clauses if every tableau clause C in T is an instance of a
clause D in Σ. Additionally, in such a case, D is said to be an origin
clause of C in Σ.
(ii) A connection tableau T is a clausal tableau such that, for every non-leaf
node N (except the root) labeled with a literal L, there is an immediate
successor N ′ of N which is labeled with the complement ¬L.
(iii) A marked tableau is a clausal tableau T where some leaf nodes are marked
with exactly one of the labels closed or skipped. The unmarked leaf
nodes are called subgoals. T is said to be solved if all leaf nodes are
marked. The literal of a node N in T is called a skipped literal if N
is marked with skipped. We denote the set of skipped literals in T as
skip(T ).
Notice that skip(T ) is a set, not a multiset, and is sometimes identiﬁed
with a clause. In the following, we abbreviate a marked connection tableau as
a tableau if no confusion arises. We write ⊆ms to denote the inclusion relation
over multisets which is deﬁned as usual. For a multiset Σ = {E1, . . . , En}
of expressions and a substitution θ, the expression Σθ exactly represents the
multiset {E1θ, . . . , Enθ}. Notice that merging of formulas never occurs when
applying θ to Σ, because we consider here a multiset of expressions.
Deﬁnition 3.2 (Subsumption) Let Σ and Γ be multisets of ﬁrst-order for-
mulas. Σ subsumes Γ if there is a substitution θ such that Σθ ⊆ms Γ. We say
Σ properly subsumes Γ if Σ subsumes Γ but Γ does not subsume Σ.
Deﬁnition 3.3 (Regularity, skip-regularity, TCS-freeness)
(i) A marked tableau T is regular if no two nodes on a branch in T are
labeled with the same literal. T is tautology-free if any tableau clause in
T does not have a pair of complementary literals. T is complement-free if
no two non-leaf nodes on a branch in T are labeled with complementary
literals.
(ii) A marked tableau T is skip-regular if no node N in T is labeled with
literal L such that the complement ¬L belongs to skip(T ).
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(iii) A marked tableau T is TCS-free (tableau clause subsumption free) for a
clause set Σ if any tableau clause C in T is not subsumed by any clause
in Σ other than origin clauses of C.
Notice that skip-regularity dominates all over a tableau, so that it is eﬀective
not only for subgoals, but also for non-leaf and/or solved nodes in a tableau.
Deﬁnition 3.4 (Production ﬁeld [7]) A production ﬁeld P is a pair
〈L, Cond〉, where L is a set of literals closed under instantiation, and Cond
is a certain condition to be satisﬁed. When Cond is not speciﬁed, P is just
denoted as 〈L〉. A clause C belongs to P = 〈L, Cond〉 if every literal in C
belongs to L and C satisﬁes Cond. The set of theorems of a clause set Σ
belonging to P is denoted by ThP(Σ). that C subsumes D, the clause
Deﬁnition 3.5 (SOL tableau calculus [10]) Let Σ be a set of clauses, C
be a clause P be a production ﬁeld. Then, an SOL-deduction deriving a clause
S from Σ+C and P consists of a sequence of tableaux T0, T1, . . . , Tn such that:
(i) T0 is a tableau consisting just of the start clause C. All leaf nodes of T0
are unmarked.
(ii) Tn is a solved tableau, and skip(Tn) = S.
(iii) For each Ti (i = 0, . . . , n),
(a) Ti is regular, tautology-free and complement-free.
(b) Ti is skip-regular and TCS-free for Σ ∪ {C}.
(iv) For each Ti (i = 0, . . . , n), the clause skip(Ti) belongs to P .
(v) Ti+1 is constructed from Ti in the following way: First select a subgoal
N with literal K. Second apply one of the following rules to Ti to obtain
Ti+1:
(a) Skip: If skip(Ti) ∪ {K} belongs to P , then mark N with label
skipped.
(b) Factoring: If skip(Ti) contains a literal L, and K and L are uniﬁable
with mgu θ, then mark N with label skipped, and apply θ to Ti.
(c) Extension: Select a clause B from Σ ∪ {C} and obtain a variant
B′ = L1 ∨ . . . ∨ Lm by renaming B. If there is a literal Lj such that
¬K and Lj are uniﬁable with mgu θ, then ﬁrst attach new nodes
N1, . . . , Nm to N as the immediate successors, and next label the
new nodes with literals L1, . . . , Lm, respectively. Next mark the node
Nj of literal Lj with label closed and apply θ to all literals in the
extended tableau.
(d) Reduction: If N has an ancestor node N ′ with literal L on the
branch from the root to N , and ¬K and L are uniﬁable with mgu θ,
then mark N with label closed, and apply θ to Ti
Theorem 3.6 (Soundness and completeness of SOL [10])
(i) Soundness: if a clause S is derived by an SOL-deduction from Σ+C and
P, then S belongs to ThP(Σ ∪ {C}).
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(ii) Completeness: 5 if a clause F does not belong to ThP(Σ) but belongs to
ThP(Σ∪ {C}), then there is an SOL-deduction deriving a clause S from
Σ + C and P such that S subsumes F .
Remark 3.7 The skip-regularity condition in SOL tableaux is a properly
improved point to the original SOL-resolution. 6 The skip-regularity can
prevent lots of useless derivation which are produced with contrapositive
clauses. Moreover, the TCS-freeness can newly and explicitly be introduced
in a tableau-form calculus. Notice that both the skip-regularity and the
TCS-freeness play signiﬁcantly important roles for deriving rational conclu-
sions/plans (see Example 3.8).
Example 3.8 Let us consider the planning problem given in Example 2.2.
Suppose for simplicity that P is a production ﬁeld consisting of all literals
of the ﬁrst-order language L. SOL tableaux derive several tableaux from the
program P . An example is depicted in Fig. 1. Here, we abbreviate free as f ,
meeting as m, large room as l and small room as s. The tableau in Fig. 1
derives the consequence
f(a) ∧ f(c)→ m(l, [a, b, c]) ∨m(s, [a, c]) ∨m(no room, []).(6)
Notice that the disjunct m(no room, []) in the formula (6) can be regarded as
a consequence derived from the program clause (5) for the case where f(a)
does not hold, so that this contradicts the assumption “ f(a) is true” explicitly
appeared in the antecedent part of the formula (6). Thus, we would like to
say, the formula (6) is not rational, or at least, redundant. The skip-regularity
condition is available for excluding such an irrational formula. For example,
the tableau in Fig. 1 violates the skip-regularity w.r.t. the skipped literal
¬f(a), so we can exclude it immediately. On the contrary, the tableau (a) in
Fig 2 satisﬁes the skip-regularity and generates a more rational plan
f(a) ∧ f(c)→ m(l, [a, b, c]) ∨m(s, [a, c]).
Now, suppose that the tentative answer free(b) has arrived from the slave
agent b. If the underlying theory P is extended to P ′ = P ∪ {free(b)}, where
free(b) is an additional unit clause, then the previous formula
f(a) ∧ f(c)→ m(l, [a, b, c]) ∨m(s, [a, c])
is no longer an appropriate conclusion, because the disjunct m(s, [a, c]) cor-
responds with the case where the agent b is not free. In this case, the TCS-
freeness condition can forbid such a redundant SOL tableau. Notice that the
tableau clause (3) appearing in the tableau (a) of Fig. 2 is subsumed by the
unit clause free(b), so that the tableau (a) can be abandoned using the TCS-
freeness. Thus only the tableau (b) of Fig. 2 remains a rational consequence
5 Inoue [7] deﬁned new characteristic clauses of C with respect to Σ and P as the set
µ[ThP(Σ∪{C})−Th(Σ)]. Then, the SOL calculus is complete for deriving new characteristic
clauses.
6 The original SOL in Inoue [7] only considers complementary pairs in skipped literals and
subgoals.
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~f(b) ~f(c) m(l,[a,b,c])
~f(a) f(b) m(s,[a,c])
f(a) f(b) m(no_room,[])
closed
closed closed skipped
skipped
skipped
(4)
(5)
(3)
~f(a)
skipped
~f(c)
skipped
skipped
Fig. 1. An SOL tableau violating the skip-regularity w.r.t. ¬f(a).
~f(b) ~f(c) m(l,[a,b,c])
~f(a) f(b) m(s,[a,c])
closed
skipped
skipped
(4)
(3)
~f(a)
skipped
~f(c)
skipped
skippedskipped
(a)
~f(b) ~f(c) m(l,[a,b,c])
f(b)
closed
skipped
(4)
~f(a)
skipped skipped
(b)
Fig. 2. SOL tableaux
from the extended program P ′, which represents the most appropriate possible
plan
f(a) ∧ f(c)→ m(l, [a, b, c]).
4 Conditional answers and skip-preference
Although the last formula f(a) ∧ f(c)→ m(l, [a, b, c]) derived in Example 3.8
represents the most rational plan, it lacks an explicit representation of the
dependency on the situation “the agent b is free”. Since all replies from slave
agents are considered to be tentative, the dependency on tentative answers
must be expressed in an explicit manner. Otherwise it will be very diﬃcult to
detect useless plans when a situation changes at a later time. In this section,
we address this representation problem.
Inoue et al. [8] formalized speculative computation with SOL and the an-
swer literal method. We further reﬁne SOL tableaux for formalizing specula-
tive computation, using skip-preference [7] and a conditional answer
method [3,4,6,11]. A conditional answer format has the advantage of explic-
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itly representing the dependency on tentative replies and default values both
of which are used to derive a conclusion. The dependency representation is
signiﬁcantly important to avoid unnecessary recomputation of tentative con-
clusions. 7 Now, we deﬁne a query and a conditional answer, according to
[1,12,11].
Deﬁnition 4.1 (Query and conditional answer) A query is a clause of
the form← L1∧. . .∧Ln where each Li is a literal. We often abbreviate a query
← L1 ∧ . . . ∧ Ln as ← Q(X), where X is an n-tuple of variables appearing
in Q. Let θ1, . . . , θn be substitutions for variables X, and A1 ∨ . . . ∨ Am
be a clause which belongs to a production ﬁeld P . Then, the disjunction
(
∨m
i=1Ai) ∨ (
∨n
j=1Q(X)θj) is called a conditional answer belonging to P , or
simply a cond-answer for convenience.
A cond-answer (
∨m
i=1Ai) ∨ (
∨n
j=1Q(X)θj) is intended to represent the impli-
cation formula ∀[(∧mi=1 ¬Ai) → (
∨n
j=1Q(X)θj)]. Imielinski [6] pointed out
several useful features of conditional answers: for example, cond-answer com-
puting is an example of “lazy evaluation”, and can be helpful in “resource
limited computation”. Moreover, if the condition part of a cond-answer is
evaluated yielding a set of ﬁnal answers, then the cond-answer becomes “de-
rived integrity constraints” in the view of the database theory.
Suppose that ← Q(X) represents ← L1(X) ∧ . . . ∧ Ln(X). Let ¬Q(X)
denote the disjunction ¬L1(X) ∨ . . . ∨ ¬Ln(X).
Deﬁnition 4.2 (Conditional ANS-clause) Let ANS be a new predicate
symbol. A conditional ANS-clause, or simply a CA-clause, is a clause of the
form (
∨m
i=1Ai) ∨ (
∨n
j=1ANS(X)θj).
The following proposition is essentially identical with Theorem 1 in [12].
Proposition 4.3 (Soundness and completeness of CA-clauses [12])
For any cond-answer (
∨m
i=1Ai)∨ (
∨n
j=1Q(X)θj), the following are equivalent:
(i) (
∨m
i=1Ai) ∨ (
∨n
j=1Q(X)θj) ∈ Th(Σ)
(ii) (
∨m
i=1Ai) ∨ (
∨n
j=1ANS(X)θj) ∈ Th(Σ ∪ {¬Q(X) ∨ ANS(X)}).
In the sequel, we write ANS+ to denote the set of all positive literals
with the predicate ANS. For a set Γ of literals, Γ− (or Γ±) denotes the set
{¬L | L ∈ Γ} (or respectively, Γ ∪ Γ−).
Theorem 3.6 and Proposition 4.3 immediately imply the following theorem,
which is a reformulation, based on the conditional answer format and the
tableau computation, of the result given in Inoue at al. [8].
Theorem 4.4 (Speculative computation with conditional answers)
Let 〈I,∆, D, P 〉 be an agent framework, Ri and TRi be a reply set and a tenta-
7 The lemma technique is one of the most promising technology for avoiding redundant
duplicated computations, and has been studied intensively in the ﬁeld of automated theorem
proving [5,9,13,14]. The conditional answer format is essentially inevitable for application
of the lemma technology.
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tive answer set at a time ti, respectively. Suppose that P∪TRi is consistent. Let
← Q(X) be a query. If (∨mi=1Ai)∨(
∨n
j=1Q(X)θj) is a member of Th(P ∪TRi)
and the clause (
∨m
i=1Ai) belongs to the production ﬁeld 〈(∆U)±〉, then there is
an SOL-deduction D from P + (¬Q(X) ∨ ANS(X)) satisfying the following
conditions:
(i) The top clause is ¬Q(X) ∨ ANS(X).
(ii) The production ﬁeld P is 〈(TRi)− ∪ (∆U)± ∪ ANS+〉.
(iii) D generates a CA-clause (∨si=1Bi)∨(
∨t
j=1Cj)∨(
∨u
k=1ANS(X)σk) such
that
(a) the clause (
∨s
i=1Bi) belongs to 〈(TRi)−〉.
(b) the clause (
∨t
j=1Cj) belongs to 〈(∆U)±〉.
(c) (
∨t
j=1Cj)∨ (
∨u
k=1ANS(X)σk) subsumes (
∨m
i=1Ai)∨ (
∨n
j=1ANS(X)θj).
Remark 4.5 Recall that replies from slave agents were assumed to be all
tentative, so that replies may change from time to time. In order to reﬂect this
assumption, in the above theorem, SOL deductions are constructed not with
the input set P∪TRi∪{¬Q(X)∨ANS(X)}, but with P∪{¬Q(X)∨ANS(X)}.
In this case, P is deﬁned as 〈(TRi)−∪(∆U)±∪ANS+〉. Extension operations
with clauses in TRi are simulated with Skip operations. The conditional
answer format enables explicit representations of the dependency on tentative
answers, default values, uncertain askable literals and their complements, all
of which may be used to derive a tentative conclusion.
SOL tableaux in Theorem 4.4 sometimes succeeds to exclude irrational
conclusions, mainly due to the skip-regularity. However, SOL may generate
several inappropriate conclusions, because of the lack of TCS-freeness which
might be caused by unit clauses in the tentative answer set TRi .
Example 4.6 Let us consider the agent framework in Example 2.2. Suppose
the situation where only free(b) has arrived at the master agent as a tentative
answer. Recall that free(c) is assumed by default to be true in advance.
Thus, P should be 〈{¬free(b),¬free(c), free(a),¬free(a)}∪ANS+〉. Notice
that the truth value of the askable literal free(a) is still uncertain, because
any answer w.r.t. free(a) has not yet arrived until the currrent stage. In
this situtation, several irrational tableaux are still derived within SOL. Two
examples are depicted in Fig. 3. Notice that the two tableaux satisfy the skip-
regularity, but generate the following irrational/redundant plans, repectively:
(i) ¬f(a) ∧ f(c)→ ANS(s, [b, c]) ∨ ANS(no room, []).
(ii) f(a) ∧ f(c)→ ANS(s, [a, c]) ∨ ANS(l, [a, b, c]).
Since the disjunct ANS(no room, []) in the consequent part of the plan (i) cor-
responds with the case where the agent b is not free, we can say,
ANS(no room, []) is a redundant plan. Similarly, the disjunct ANS(s, [a, c])
in the plan (ii) must be redundant. Notice that the tableau clauses (5) in
the tableau (a) should be subsumed if free(b) is added as an additional unit
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(a) (b)
(5)
~m(no_room,[]) ANS(no_room,[])
f(a) f(b)
skipped
(2)
~m(s,[b,c]) ANS(s,[b,c])
f(a) ~f(b) ~f(c) m(s,[b,c])
closedskipped skipped
skipped
skipped
closed
closed
(3)
~m(s,[a,c]) ANS(s,[a,c])
~f(a) f(b) ~f(c) m(s,[a,c])
skipped skipped
(4)
~m(l,[a,b,c]) ANS(l,[a,b,c])
~f(a) ~f(b) ~f(c) m(l,[a,b,c])
skipped skipped
skipped
skipped
closed
closed
closed
m(no_room,[])
Fig. 3. SOL tableaux violating the TCS-freeness of the unit clause f(b).
clause to the program P . Similarly, the tableau clause (3) in the right tableau
in Fig. 3 also violates the TCS-freeness condition.
Now, we further reﬁne SOL tableaux, which is intended to be more appro-
priate for speculative computation in multi-agent frameworks. We introduce
a sort of skip-preference [7] to SOL tableaux, The resulting calculus, denoted
by SOL-S(Γ) tableaux, applies Skip operations to literals of the tentative an-
swer set TRi as much as possible by ignoring the possibility of Extension
operations:
Deﬁnition 4.7 (SOL-S(Γ) tableau calculus) Let Γ be a consistent set of
ground literals, that is, for any L ∈ Γ, ¬L never belongs to Γ. The SOL
tableau calculus with skip-preferring Γ, denoted as SOL-S(Γ), is obtained from
SOL tableaux of Deﬁnition 3.5 by inserting the following additional procedure
just before (5-a) of Deﬁnition 3.5:
(5-0) Check complement of Γ & Cut, and Skip for Γ & Cut:
5-0-1. Check if the complement ¬K belongs to Γ. If so, then do noth-
ing, and prune all alternative rules (5-a) to (5-d) for the subgoal K
immediately.
5-0-2. Otherwise, if K belongs to Γ, then mark N with label skipped.
The resulting tableau is Ti+1. Prune all alternative rules (5-a) to
(5-d) for the subgoal K.
5-0-3. Otherwise, go to Step (5-a).
Although the above complement check of Γ partially achieves the TCS-
freeness of Γ− in general, it has a suﬃcient pruning power for speculative
computation for multi-agent frameworks. Moreover, the complement check is
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signiﬁcantly easier for implementation. Soundness of SOL-S(Γ) is immediate,
whereas the completeness holds as follows.
Theorem 4.8 (Speculative computation with SOL-S(Γ) tableaux)
Suppose the same conditions in Theorem 4.4. If (
∨m
i=1Ai)∨(
∨n
j=1Q(X)θj) is a
member of Th(P ∪TRi) and the clause (
∨m
i=1Ai) belongs to the production ﬁeld
〈(∆U)±〉, then there is an SOL-S(Γ) deduction D from P+(¬Q(X)∨ANS(X))
satisfying the following conditions:
(i) The top clause is ¬Q(X) ∨ ANS(X).
(ii) The production ﬁeld P is 〈(TRi)− ∪ (∆U)± ∪ ANS+〉 and Γ is the set
(TRi)
−.
(iii) D generates a CA-clause (∨si=1Bi)∨(
∨t
j=1Cj)∨(
∨u
k=1ANS(X)σk) such
that
(a) the clause (
∨s
i=1Bi) belongs to 〈(TRi)−〉.
(b) the clause (
∨t
j=1Cj) belongs to 〈(∆U)±〉.
(c) (
∨t
j=1Cj)∨ (
∨u
k=1ANS(X)σk) subsumes (
∨m
i=1Ai)∨ (
∨n
j=1ANS(X)θj).
Example 4.9 Reconsider the situation in Example 4.6. Additionally, sup-
pose that Γ is the set (TRi)
− = {¬free(b),¬free(c)}. Recall that free(b)
is regarded as a tentative answer and free(c) is assumed by default to be
true. Although there are great numbers of tableaux derivable within SOL
for the current situation, only four tableaux depicted in Fig. 4 are derivable
within SOL-S(Γ). The other redundant tableaux are all pruned during SOL-
S(Γ) deductions. For example, the two tableaux in Fig. 3 should be pruned
by the complement check of ¬free(b) ∈ Γ in Step 5-0-1. Notice again that
the input set assumed here is P ∪ {¬meeting(X,Y ) ∨ ANS(X,Y )}, but not
P ∪{free(b)}∪{¬meeting(X,Y )∨ANS(X,Y )}. In the tableau (a) in Fig. 4
which derives
f(a) ∧ f(b) ∧ f(c)→ ANS(l, [a, b, c]),
the askable literal ¬free(a) is skipped, so that, we can say, free(a) is assumed
to be true there. On the other hand, in the tableau (b) in Fig. 4, the comple-
ment free(a) is skipped, so that free(a) is assumed to be false. Notice that
such a truth value assignment, caused by Skip operation, is guaranteed to be
consistent in an SOL tableau, because the skip-regularity is imposed to the
tableau. The two tableaux (c) and (d) in Fig. 4 derive the same plan
f(b) ∧ f(c)→ ANS(l, [a, b, c]) ∨ ANS(s, [b, c]),
which describes a general possible plan, not depend on the truth value of the
literal free(a).
5 Incremental computation for updating a reply set
In the multi-agent environments of this paper, tentative replies from slave
agents may frequently arrive at the master agent. The following theorem
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(a) (b)
(c) (d)
(2)
~m(s,[b,c]) ANS(s,[b,c])
f(a) ~f(b) ~f(c) m(s,[b,c])
skipped skipped skipped
skipped
closedskipped
(4)
~m(l,[a,b,c]) ANS(l,[a,b,c])
~f(a) ~f(b) ~f(c) m(l,[a,b,c])
skipped skipped
skipped
closed
(4)
~m(l,[a,b,c]) ANS(l,[a,b,c])
~f(a) ~f(b) ~f(c) m(l,[a,b,c])
skipped skipped
(2)
~m(s,[b,c]) ANS(s,[b,c])
f(a) ~f(b) ~f(c) m(s,[b,c])
closed skipped skipped
skipped
skipped
closed
closed
(2)
~m(s,[b,c]) ANS(s,[b,c])
f(a) ~f(b) ~f(c) m(s,[b,c])
skipped skipped
(4)
~m(l,[a,b,c]) ANS(l,[a,b,c])
~f(a) ~f(b) ~f(c) m(l,[a,b,c])
skipped skipped
skipped
skipped
closed
closed
closed
Fig. 4. SOL-S(Γ) tableaux
makes a partial incremental reasoning possible, which is signiﬁcantly impor-
tant to reduce irrelevant cost.
Theorem 5.1 (Incremental Speculative computation) Let 〈I,∆, D, P 〉
be an agent framework and Ri+1 = Ri ∪ {Li+1} be a reply set at a time ti+1.
Suppose that P ∪ TRi+1 is consistent. Let ← Q(X) be a query. If (
∨m
i=1Ai) ∨
(
∨n
j=1Q(X)θj) is a member of Th(P ∪ TRi+1) but not of Th((P ∪ TRi+1) −
{Li+1}), and the clause (
∨m
i=1Ai) belongs to the production ﬁeld 〈(∆U)±〉, then
there is an SOL-S(Γ) deduction D from (P ∪ {¬Q(X) ∨ ANS(X)}) + Li+1
satisfying the following:
(i) The top clause is Li+1.
(ii) The production ﬁeld P is 〈(TRi)− ∪ (∆U)± ∪ ANS+〉 and Γ is (TRi)−.
(iii) D generates a CA-clause (∨si=1Bi)∨(
∨t
j=1Cj)∨(
∨u
k=1ANS(X)σk) such
that
(a) the clause (
∨s
i=1Bi) belongs to 〈(TRi)−〉.
(b) the clause (
∨t
j=1Cj) belongs to 〈(∆U)±〉.
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(c) (
∨t
j=1Cj)∨ (
∨u
k=1ANS(X)σk) subsumes (
∨m
i=1Ai)∨ (
∨n
j=1ANS(X)θj).
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