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The most natural way to describe an information-carrying system containing a specific noise is an additive
white Gaussian-noise (AWGN) channel. In bosonic quantum systems (especially the Gaussian case), although
the classical information capacity for a phase-insensitive and thermal-noise channel is additive based on a proof
of the minimum output entropy conjecture, several open questions remain. By generalizing the Gaussian noise
model from thermal noise to general Gaussian noise, we rigorously revisit and calculate these strong upper
bounds on the information capacity for single-mode with general Gaussian-noise channels. In this study, we use
the quantum entropy power inequality (QEPI) approach. This framework gives a new formula for finding upper
bounds on the information capacity of bosonic Gaussian channels.
I. INTRODUCTION
A central goal in information theory is to find the channel
capacity of a communication system [1]. In quantum Shan-
non theory, a quantum analogue of information theory, one
of most important and challenging tasks is to determine the
channel capacity of a quantum communication system [2–5].
The channel capacity of a communication channel is gener-
ally defined as the maximal information transmission rate at
which certain information can be transmitted reliably through
an electromagnetic channel within vanishing errors. A com-
munication system can be characterized by a quantum opti-
cal channel modeled by an input bosonic quantum state trans-
formed into an output bosonic state with its external thermal
noise (via Gaussian unitaries); this is called a thermal-noise
channel. Herein, we restrict ourselves to a quantum channel
described only by Gaussian operations over bosonic Gaussian
states and a bosonic Gaussian noise, which is a quantum ana-
logue corresponding to the classical additive white Gaussian-
noise (AWGN) channel. In general, it is not easy to determine
the channel capacity of a given quantum channel in quantum
Shannon theory [4], and it is almost impossible to obtain its
ultimate channel capacity or information capacity when quan-
tum entanglement is involved. In fact, most channel capacities
for a quantum channel are known to be nonadditive [6–8].
Recently, proving a Gaussian minimum output entropy con-
jecture [9, 10] over a quantum channel has been suggested as
one way to obtain a tight upper bound on the Gaussian infor-
mation capacity for a thermal-noise channel. This implies that
the Gaussian information capacity of a thermal-noise channel
is additive because it saturates to the well-known Holevo ca-
pacity. By contrast, a universal upper bound on capacity can
be obtained by exploiting a new notion of quantum entropy
power inequality (QEPI) in the Gaussian regime [11, 12]. Ow-
ing to the potential role of Gaussian entanglement, such as
the nonadditivity of the Gaussian information capacity, we
must carefully consider the upper bounds derived using the
QEPI. We still believe that there exists some additivity viola-
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tion for bosonic Gaussian-noise channels if any entangled (or
squeezed) encodings are possible. If not, Gaussian channels
may be useless from the viewpoint of increasing the channel
capacity for Gaussian communications via quantum entangle-
ment. This is why we carefully consider the upper bounds
on the information capacity through the QEPI in the Gaussian
regime.
Entropy power inequality (EPI) is an important tool in in-
formation theory. Shannon [1] proposed the classical ver-
sion of EPI, and Ko¨nig and Smith [13] proposed QEPI. Many
seminal papers have provided the proofs for EPI [14–20] and
QEPI [13, 21–28] and reported their implications for bosonic
Gaussian information capacities [11, 12]. We briefly intro-
duce Gaussian QEPI. Let ρX1 and ρX2 be two D-mode inde-
pendent Gaussian input signals and assume that the signals
interact at the beamsplitter with a mixing parameter τ ∈ [0, 1].
Then, the entropy of the resulting Gaussian output signal is
lower-bounded as follows [13, 21]:
exp
(
S (ρX1 τ ρX2 )
D
)
≥ τ exp
(
S (ρX1 )
D
)
+ (1 − τ) exp
(
S (ρX2 )
D
)
,
(1)
where τ denotes the beamsplitting operation on the inde-
pendent two input signal states under mixing parameters τ
and S (ρ) = −Tr(ρ log ρ), the von Neumann entropy in nats.
Similarly, Eq. (1) has the entropic form S (ρX1 τ ρX2 ) ≥
τS (ρX1 ) + (1 − τ)S (ρX2 ) from the concavity of the entropic
function; however, there is no explicit proof for this equiva-
lence.
Next, we investigate a bosonic Gaussian channel including
general Gaussian noise, for example, environmental noise in-
duced from a convex combination of Gaussian states such as
coherent [29] and squeezed states [30, 31] via general Gaus-
sian unitaries. Here, we explicitly calculate the universal
upper bounds of information capacity for general Gaussian-
noise channels and derive a new formula. Our case is broader
in the sense of general Gaussian noise involving squeezed
states up to any phase rotation. Furthermore, we suggest
an exact formula to restrict universal bounds for the Gaus-
sian information capacity of a bosonic Gaussian channel,
where the lower bound is naturally obtained from the well-
known Holevo-Schumacher-Westmoreland theorem [32, 33]
and the upper bounds are obtained from Smith and Ko¨nig’s
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FIG. 1: (Color online) Amodel for a general Gaussian-noise chan-
nel through a τ-beamsplitting operation. For given Gaussian chan-
nel input state ρˆ, the general Gaussian-noise channel is described by
an environmental input state ρˆnoise that is given by the thermal noise
ρˆth or general Gaussian noise ρˆG. A Gaussian channel output state
of the Gaussian-noise channel is denoted by ρˆout, and the black trian-
gle indicates the partial trace of the second (or noise) mode after the
τ-beamsplitting operation.
works [11, 12] and the present study. In addition, we extend
our result to a quantum amplifier, whose interaction is rep-
resented by an amplification involving squeezing operations.
The corresponding QEPI can be written as [21]
exp
(
S (ρX1 κ ρX2 )
D
)
≥ κ exp
(
S (ρX1 )
D
)
+ (κ − 1) exp
(
S (ρX2 )
D
)
,
(2)
where κ is the amplifying operation with the parameter κ >
1. Finally we make a comparison between our result and an
upper bound of the Gaussian information capacity, i.e., the
classical capacity restricted for Gaussian input states, of the
phase-sensitive Gaussian channels [34].
II. MODEL OF GENERAL GAUSSIAN-NOISE CHANNEL
In the Gaussian quantum regime [35], a bosonic Gaussian-
noise channel is usually described as follows:
cˆ =
√
τaˆ +

√
1 − τbˆ, τ ∈ [0, 1];
√
τ − 1bˆ†, τ > 1,
(3)
where aˆ, bˆ represent input bosonic (annihilation) field oper-
ators and cˆ represents an output mode satisfying a specific
canonical commutation relation. In this case, it is known
that the Gaussian-noise channel can be decomposed into two
types of quantum channels given by a lossy and an amplify-
ing channel with τ ∈ [0, 1] and τ > 1, respectively. If τ < 1
with environmental mode bˆ take the vacuum state, the chan-
nel is called a pure lossy channel. The most important class of
quantum channel of this type is called a thermal-noise chan-
nel Nτ,N¯E (ρˆ), in which the input state ρˆ is a bosonic Gaussian
state with mean photon number N¯. In the state representation
via the mixing operation given by τ-beamsplitter, the thermal-
noise channel is described in the form of Stinespring dilation
as
Nτ,N¯E (ρˆ) = TrE
[
Uτ(ρˆ ⊗ ρˆth)U†τ
]
:= ρˆout, (4)
where ρˆth is the thermal state with a fixed mean photon num-
ber N¯E , and Uτ, the τ-beamsplitter operation over the system
and environment E. The thermal state is naturally defined by
ρˆth(N¯E) =
∞∑
N=0
N¯NE
(N¯E + 1)N+1
|N〉〈N |, (5)
where {|N〉}∞N=0 denotes a set of number (or Fock) basis. Un-
der a partial trace over environmental system E (i.e., thermal-
noise mode), Fig. 1 precisely shows the situation in which the
channel’s output is given by a Gaussian state ρˆout. In Fig. 1,
ρˆnoise is given by the thermal noise ρˆth or the general Gaussian
noise ρˆG including squeezed states up to phase rotations. For
any multimode channel case, the thermal noise acts indepen-
dently at each mode of Gaussian channels corresponding to
each input signal because an environmental subsystem can be
considered a generic big-bath as in traditional thermodynam-
ics.
Next, we consider the general Gaussian-noise model in the
covariance matrix framework. As described in the Supple-
mental Material, we can easily find a (single-mode) covari-
ance matrix on general Gaussian noise such that the mean
photon number is 〈bˆ†bˆ〉 := N¯E = ( 12 TrVG − 1)/2. For any
real parameters θ, r and φ ∈ R,
VG = ΣTVthΣ>T = (2N¯th + 1)O(θ)T (2r)O
>(θ), (6)
where any single-mode Gaussian symplectic matrix (or trans-
form) can always be decomposed as ΣT = O(θ)T (r)O(φ) if T
is a symplectic matrix under a squeezing parameter r and a
2 × 2 matrix O(·) denotes the phase-rotation operator on the
symplectic space [35]. Vth is the covariance matrix for the
thermal state, and it is given by Vth = V(ρˆth) = (2N¯th + 1)I.
One conceptual example of VG above is the covariance matrix
of squeezed states with zero-mean value. Specifically, if we
set θ = 0 and N¯th is the thermal photon number of the envi-
ronment, then
Vsq := V(ρˆsq) = (2N¯th + 1)
 e
−2r 0
0 e2r
 . (7)
This implies that general Gaussian noise generated by dis-
placements and squeezing operations can always be obtained
via conjugated Gaussian unitaries over the thermal state. For
a squeezed-thermal environmental state, the relation between
the mean photon number N¯E and the thermal photon num-
ber N¯th of the environment is generally given by 2N¯E + 1 =
(2N¯th + 1) cosh 2r.
Next, we consider a determinant for the covariance matri-
ces for general Gaussian noise. From the covariance matri-
ces with the form Vth and Vsq, we can prove that detVth =
(2N¯th + 1)2 and detVsq = (2N¯th + 1)2, respectively. Thus, we
3find the determinant of VG of ρˆG as (see more details in Sup-
plemental Material)
detVG = (2N¯E + 1)2 where N¯E = N¯th, (8)
which mainly contributes to constructing a general formula
for universal upper bounds on Gaussian information capacity.
III. INFORMATION CAPACITY AND GAUSSIAN
MINIMUM OUTPUT ENTROPY CONJECTURE
As mentioned above, it is difficult to determine the infor-
mation capacity of a quantum channel. However, although it
is still restricted to explicitly calculating the capacity, some
breakthroughs have been made on calculating the information
capacity of bosonic Gaussian-noise channels (i.e., thermal-
noise channels). Next, we briefly review known results on the
quantum channel capacity of bosonic Gaussian-noise chan-
nels.
We consider a Gaussian input signal for some Gaussian
quantum channels with mean photon number N¯(:= 〈aˆ†aˆ〉),
and the channel is only restricted to a single-mode case. In
the absence of environmental noise, that is, bosonic Gaussian-
noiseless channel N0 (i.e., τ = 0), the information capacity
(in nats) is given by C(N0, N¯) = g(N¯) [36, 37], where the en-
tropic function is defined by g(x) := (1+ x) log(1+ x)− x log x.
Furthermore, it is well-known that C(Nτ,0, N¯) = g(τN¯) for a
pure lossy Gaussian channelNτ,0. If a bosonic Gaussian-noise
channel involves any general Gaussian noise, that is, general
Gaussian-noise channelNτ,N¯E , we consider how we can deter-
mine or bound the information capacity of a Gaussian quan-
tum channel. In this study, we claim that for any input Gaus-
sian state with mean photon number N¯,
χ(Nτ,N¯E , N¯) ≤ C(Nτ,N¯E , N¯) ≤ Cmax(Nτ,N¯E , N¯), (9)
where χ is the well-known Holevo capacity for the Gaussian-
noise channel by exploiting coherent-state encodings [38].
The maximal information capacity Cmax is bounded below by
the QEPI with the τ-beamsplitter operation. In the thermal-
noise case, if we take the input ensemble as coherent states
{qi, αi} (more explicitly, qi = 1piN¯ exp(− |αi |
2
N¯ ) and αi = |αi〉〈αi|)
having average state α¯ =
∫
1
piN¯ exp(− |αi |
2
N¯ )|αi〉〈αi|dαi, the
Holevo capacity with the coherent-state encodings of the
channel Nτ,N¯E are given by
χ(Nτ,N¯E , N¯) = g(τN¯ + (1 − τ)N¯E) − g((1 − τ)N¯E). (10)
From the regularization of the Holevo capacity, we can
naturally define the Gaussian information capacity as
C(Nτ,N¯E , N¯) = limn→∞ 1nχ(N⊗nτ,N¯E , nN¯), which results in the
most famous conjecture in quantum Shannon theory, that is,
C(Nτ,N¯E , N¯) = χ(Nτ,N¯E , N¯). Recent studies on the conjecture
have shown that it is true in a bosonic and phase-insensitive
Gaussian-noise channel [9, 10]. The proof is given by solving
the Gaussian minimum output entropy conjecture [39, 40]: for
any Gaussian state ρˆ with mean photon number N¯,
SminG (Nτ,N¯E , N¯) := limn→∞minρˆ
1
n
S
(
N⊗n
τ,N¯E
, ρˆn
)
= g((1 − τ)N¯E),
(11)
where ρˆn denotes any n-fold input states with a potential quan-
tum entanglement. We note that the maximal information ca-
pacity of this channel in terms of the minimum output entropy
statement is given by Cmax(Nτ,N¯E , N¯) = g(τN¯ + (1 − τ)N¯E) −
SminG (Nτ,N¯E , N¯), where the first term is obtained from the max-
imal entropy achieved in the Gaussian states [41]. Thus, the
information capacity saturates to the Holevo capacity under
coherent-state encodings.
However, there is more to the Gaussian information capac-
ity, because they only consider the coherent-state encodings at
the input bosonic Gaussian states over a single-mode scenario.
If a Gaussian channel involves a phase-sensitive squeezing el-
ement, we cannot confirm the saturation on the capacity as
in Eq. (11) [42]. Therefore, we must consider the QEPI in
the Gaussian regime to find universal bounds for the Gaussian
information capacity.
IV. GAUSSIAN INFORMATION CAPACITY OF GENERAL
GAUSSIAN-NOISE CHANNEL
We recall that the general Gaussian-noise model is rep-
resented by the single-mode covariance matrix VG of ρˆnoise
as in Eq. (6) with zero-mean and the determinant detVG =
(2N¯E + 1)2. Our main result for the Gaussian information ca-
pacity is as follows. Let Nτ,〈VG〉 denote the general Gaussian-
noise channel. Then, a universal upper bound for the Gaus-
sian information capacity in nats of the channel is determined
as (∀ τ ∈ (0, 1))
C(Nτ,〈VG〉, N¯) ≤ g
(
τN¯ + (1 − τ)N¯E
)
−(1−τ)g
(
1
2 (
√
detVG − 1)
)
,
(12)
where N¯ = 〈aˆ†aˆ〉 is the mean photon number for the input
single mode aˆ, and 〈VG〉 := 〈bˆ†bˆ〉 is the mean photon number
of the environmental noise ρˆnoise. The proof of this formula is
directly given by the QEPI [13, 21] and the abovementioned
bound of the maximal information capacity. First, QEPI in the
Gaussian regime for the multimode gives
S
(
N⊗nτ,〈VG〉, ρˆn
)
≥ n(1 − τ)g
(
1
2 (
√
detVG − 1)
)
, (13)
where ρˆn ' ρˆ⊗n represents the Gaussian input encoded states
over the multimode bosonic channels (they can potentially
be entangled encodings), and for convenience, we consider
that the Gaussian input signal ρˆ has mean photon number
N¯. Furthermore, note that ρˆ and ρˆnoise are initially inde-
pendent before the mixing operation with the τ-beamsplitter.
Second, it is straightforwardly given by the maximal infor-
mation capacity Cmax(Nτ,〈VG〉, ρˆ) = g(τN¯ + (1 − τ)N¯E) −
limn→∞minρˆ 1nS
(
N⊗n
τ,〈VG〉, ρˆn
)
. These two arguments complete
the proof for the universal upper bounds of the Gaussian in-
formation capacity.
We can easily check that this formula exactly reproduces
the information capacity’s upper bound for a thermal-noise
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FIG. 2: (Color online) Upper bounds on the information capacity of a general Gaussian-noise channel C(Nτ,〈Vth〉, N¯) in nats. (A) Plots of
information capacity bounds for transmissivity τ = 12 and environmental mean photon number N¯E = 1 and squeezing parameter r = 1. (B)
Plots of information capacity bounds for input mean photon number N¯ = 20, N¯E = 4, and r = 1. ‘Phase-sen.’ denotes the upper bound of
Gaussian information capacity for phase-sensitive channel given in Ref. [34]. When r = 0 (squeezing-free noise), our upper bound is equal to
‘SK upper’ bound, and ‘Phase-sen.’ bound is equal to ‘Holevo’ bound as expected.
channel [11] as follows:
C(Nτ,〈Vth〉, N¯) ≤ g
(
τN¯ + (1 − τ)N¯E
)
− (1 − τ)g
(
N¯E
)
, (14)
because 12 (
√
detVth − 1) = 12 (2N¯th + 1) − 12 and N¯E = N¯th for
the thermal noise.
Similarly, from the QEPI Eq. (2), we can obtain an upper
bound of amplifier with general Gaussian noise as
C(Nκ,〈VG〉, N¯) ≤ g
(
κN¯ + (κ − 1)(N¯E + 1)
)
− κ − 1
2κ − 1g
(
1
2 (
√
detVG − 1)
)
. (15)
Then it gives the information capacity’s upper bound for the
thermal-amplifier channel as follows:
C(Nκ,〈Vth〉, N¯) ≤ g
(
κN¯ + (κ − 1)(N¯E + 1)
)
− κ − 1
2κ − 1g
(
N¯E
)
.
(16)
Finally, we compare our result with a Gaussian information
capacity’s upper bound for phase-sensitive channel (Eq. (29)
in [34]) in Fig. 2, and also we make plots for the compari-
son with the Holevo bound and the maximal capacity bound.
It seems that the upper bound for the Gaussian information
capacity for the phase-sensitive case is tighter than ours, but
it doesn’t mean our upper bound is indeed weaker owing to
CG ≤ C. When r = 0 (thermal noise), this Gaussian infor-
mation capacity is equal to ‘Holevo’ bound, which means that
we can obtain the exact formula of classical capacity of the
channels. This is expected because of the fact that Gaussian
optimizer conjecture was proved for the thermal-noise chan-
nel. Also for the case of thermal-noise channel, our upper
bound is saturated on the ‘Smith-Ko¨nig (SK) upper’ bound as
expected, however it gives new bounds for general Gaussian-
noise one including a squeezing element.
V. DISCUSSIONS
In this study, we have described fundamental and universal
upper bounds on Gaussian information capacity of bosonic
general Gaussian-noise channels, which include thermal-
noise channels. The general Gaussian-noise channel naturally
involves both coherent states as well as squeezed states up to
the phase rotations on the environmental subsystem; in this
sense, it can be considered a general case of the Gaussian-
noise model. By exploiting the fact that the determinants
of the covariance matrices of Gaussian states are essentially
equivalent, we suggest a new formula for the information ca-
pacity of a Gaussian quantum regime.
In the Gaussian quantum regime, although the additivity
of the classical capacity for phase-insensitive thermal-noise
channels is true under the Gaussian minimum output entropy
conjecture (i.e., channel capacity is additive), several unsolved
problems remain. Herein, we rigorously calculate the upper
bounds on the classical information capacity of single-mode
general Gaussian-noise channels (including squeezing com-
ponents or potential quantum entanglement) via the QEPI.
In this framework, we have found a new formula for find-
ing the upper bounds for the information capacity of bosonic
Gaussian-noise channels.
Our study may be closely related to the quantum entropy-
photon-number inequality (EPNI) first proposed by Guha et
al. [43, 44], and it leads to explicit calculations for various
Gaussian channel capacities. If the EPNI holds in the Gaus-
sian regime, our understanding of the Gaussian information
capacity will improve and may result in various potential ap-
plications.
Finally, we mention that our result can be derived from
Lemma 1A in Ref. [45] and the concavity property of the
5logarithmic function. Explicitly, in the case of S (ρnoise) :=
g( 12
√
detVG − 1),
C(Nτ,〈VG〉, N¯) ≤ g
(
τN¯ + (1 − τ)N¯E
)
− log
(
τ + (1 − τ)eS (ρnoise)
)
≤ g
(
τN¯ + (1 − τ)N¯E
)
− (1 − τ)S (ρnoise).
However, we used a linear Gaussian version not in non-
Gaussian one in the framework of the quantum entropy power
inequality.
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〈 Supplemental Material 〉
Universal upper bounds for Gaussian information capacity
Appendix A: Covariance matrices and its determinants
For every formal symplectic matrix T ∈ T , the set of symplectic matrices satisfies TΩT > = Ω where Ω :=
(
0 1
−1 0
)
is called
as symplectic form. If we choose a symplectic matrix as T =
(
e−r 0
0 er
)
, i.e., the squeezing operator in which r is a squeezing
parameter and ∀ θ ∈ R, then we have
TΩT> =
 e
−r 0
0 er

 0 1−1 0

 e
−r 0
0 er
 =
 0 1−1 0
 = Ω, (S1)
TT> =
 e
−r 0
0 er

 e
−r 0
0 er
 =
 e
−2r 0
0 e2r
 , (S2)
and also notice that
O(θ)O(θ)> =
 cos θ sin θ− sin θ cos θ

 cos θ − sin θ
sin θ cos θ
 = I. (S3)
Now let us consider a 2 × 2 symplectic matrix such that T = O(θ)T (r)O(φ) ∈ T where O(·) is the phase-rotation operator
above and T (r) the squeezing operator with a squeezing parameter r. Then, for all θ, φ, and r ∈ R, there exist a single-mode
symplectic transformation S T such that
VG = ΣTVthΣ>T (S4)
= O(θ)T (r)O(φ)(2N¯ + 1)IO>(φ)T>(r)O>(θ) (S5)
= (2N¯ + 1)O(θ)T (2r)O>(θ), (S6)
where we fix the mean photon number as N¯ and Vth := (2N¯ + 1)I is a covariance matrix (CvM) of the thermal state. We call
the matrix VG as CvM for a (single-mode) general Gaussian state. Note that V(ρˆ0) := V0 = I for the vacuum state, which has
its minimal value. This process is well-known as singular value decomposition on Gaussian state and the determinant of the
covariance matrix for the thermal state is give by
detVth = (2N¯ + 1)2. (S7)
By expanding the thermal state to general Gaussian one, easily we can obtain a general single-mode CvM for the general
7Gaussian state (or noise) as
VG = (2N¯ + 1)O(θ)T (2r)O(θ)> (S8)
= (2N¯ + 1)
 cos θ sin θ− sin θ cos θ

 e
−2r 0
0 e2r

 cos θ − sin θ
sin θ cos θ
 (S9)
= (2N¯ + 1)
 cos θe
−2r sin θe2r
− sin θe−2r cos θe2r

 cos θ − sin θ
sin θ cos θ
 (S10)
= (2N¯ + 1)
 cos
2 θe−2r + sin2 θe2r − cos θ sin θe−2r + cos θ sin θe2r
− cos θ sin θe−2r + cos θ sin θe2r sin2 θe−2r + cos2 θe2r
 , (S11)
where its determinant is straightforwardly given by following form:
detVG =
∣∣∣∣∣∣∣∣(2N¯ + 1)
 cos
2 θe−2r + sin2 θe2r − cos θ sin θe−2r + cos θ sin θe2r
− cos θ sin θe−2r + cos θ sin θe2r sin2 θe−2r + cos2 θe2r

∣∣∣∣∣∣∣∣ (S12)
= (2N¯ + 1)2
(
cos2 θ sin2 θe−4r + cos4 θ + sin4 θ + sin2 θ cos2 θe4r
− cos2 θ sin2 θe−4r + cos2 θ sin2 θ + sin2 θ cos2 θ − cos2 θ sin2 θe4r
)
(S13)
= (2N¯ + 1)2(cos2 θ + sin2 θ)2 (S14)
= (2N¯ + 1)2. (S15)
For example, the determinant of a covariance matrix for the squeezed state with zero-mean (fix θ = 0) is determined by
V(ρˆsq) := Vsq = (2N¯ + 1)
 e
−2r 0
0 e2r
 and detVsq = (2N¯ + 1)2. (S16)
Appendix B: Information capacity for the bosonic Gaussian-noise channel
For a single-mode bosonic Gaussian state ρˆ wth an input mean photon number N¯, the noiseless channel capacity (in nats) [S1,
S2] is given by
C(N0, N¯) = g(N¯) := (N¯ + 1) log(N¯ + 1) − N¯ log N¯. (S1)
Also it was known that a pure-lossy channel’s capacity (in nats) for a single-mode Gaussian channel Nτ,0 wth the input mean
photon number N¯ is as follows:
C(Nτ,0, N¯) = g(τN¯). (S2)
Note that, in the usual case of the Gaussian information capacity for the thermal-noise channel C(Nτ,N¯E , N¯), it is bounded by
χ(Nτ,N¯E , N¯) ≤ C(Nτ,N¯E , N¯) ≤ Cmax(Nτ,N¯E , N¯), (S3)
where χ(·) denotes the Holevo capacity and Cmax(·) arbitrary maximal information capacity for the thermal-noise channel. (N¯E
denotes the mean photon number for the environmental noise.)
Now we know that the Holevo capacity with coherent-state encoding [S3] is given in the form of
χ(Nτ,N¯E , N¯) = maxα¯ S
Nτ,N¯E
∫ e− |α|
2
N¯
piN¯
|α〉〈α|dα

 − ∫ e− |α|
2
N¯
piN¯
S
(
Nτ,N¯E (|α〉〈α|)
)
dα (S4)
= g(τN¯ + (1 − τ)N¯E) − g((1 − τ)N¯E), (S5)
which describes the classical capacity on the Gaussian thermal-noise channel. The maximal information capacity (i.e., the upper
bound) is as follows: Let ρ¯ =
∑
i piρˆi be the average state of an input ensemble {pi, ρˆi} subject to the mean photon number
8constraint N¯. Then, we can find the upper bound on the thermal-noise channel as
C(Nτ,N¯E , N¯) := limn→∞
1
n
χ(N⊗n
τ,N¯E
, nN¯) (S6)
= lim
n→∞ maxρ¯={pi,ρˆi}
1
n
S (N⊗nτ,N¯E (ρ¯n)) −∑
i
piS
(
N⊗n
τ,N¯E
(ρˆin)
) (S7)
≤ lim
n→∞maxρ¯
1
n
S
(
N⊗n
τ,N¯E
(ρ¯n)
)
− lim
n→∞minρˆ
1
n
S
(
N⊗n
τ,N¯E
(ρˆn)
)
(S8)
≤ max
ρ¯
S
(
Nτ,N¯E (ρ¯)
)
− lim
n→∞minρˆ
1
n
S
(
N⊗n
τ,N¯E
(ρˆn)
)
(S9)
= g(τN¯ + (1 − τ)N¯E) − lim
n→∞minρˆ
1
n
S
(
N⊗n
τ,N¯E
(ρˆn)
)
(S10)
:= Cmax(Nτ,N¯E , N¯), (S11)
where the first inequality comes from minimization of the von Neumann entropy, the second inequality from the subadditivity
of the entropy, and the final one from the fact that Gaussian states also maximize the entropy [S4].
For the mean photon number constraint N¯, Tr(Hˆρ¯) ≤ 2N¯ + 1 where the Hamiltonian for the quantum harmonic oscillator
is given by Hˆ = 12 [ pˆ
2 + qˆ2]. Note that the number operator Nˆ = Hˆ−12 . In this case, the Gaussian minimum output entropy
conjecture [S5, S6] has the form of
lim
n→∞minρˆ
1
n
S
(
N⊗n
τ,N¯E
(ρˆn)
)
= g((1 − τ)N¯E). [C] (S12)
If above conjecture [C] is true, then χ(Nτ,N¯E , N¯) = C(Nτ,N¯E , N¯) = Cmax(Nτ,N¯E , N¯). Recently, it was proved its equality for a
specific case in Refs. [S7, S8], i.e., there exists a Gaussian state ρˆ attaining its minimum value.
Our main goal is to constructing a universal formula on the information capacity for the zero-mean Gaussian state ρˆ given by
its covariance matrix as
VG = (2N¯th + 1)O(θ)T (2r)O>(θ), (S13)
where N¯th is the thermal photon number of the general Gaussian-noise mode bˆ. Following Lemma is crucial in the proof of the
next theorem.
Lemma 1 (Determinant of covariance matrices). For a covariance matrix for general Gaussian states with the mean photon
number N¯, we have
detVG = detVth = (2N¯ + 1)2. (S14)
Proof. By using the representation of the general CvM VG, the proof is straightforward (See Eq. (S15) in Appendix A). 
Theorem 2 (Strong upper bound for Gaussian information capacity). Let Nτ,〈VG〉 be a general Gaussian-noise channel with its
input Gaussian state ρˆ having the mean photon number N¯. Then the upper bound of the information capacity forNτ,〈VG〉 is given
by (∀τ ∈ [0, 1])
C(Nτ,〈VG〉, N¯) ≤ g
(
τN¯ + (1 − τ)N¯E
)
− (1 − τ)g
(
(
√
detVG − 1)/2
)
, (S15)
where 〈aˆ†aˆ〉 = N¯ is the mean photon number for the input bosonic mode aˆ, and 〈bˆ†bˆ〉 = N¯E := 〈VG〉.
Proof. Let Cmax(Nτ,VG , N¯) be the maximal value for the regularized channel capacity for general Gaussian-noise channel with
zero-mean: Then there exists Gaussian state ρˆ ∈ {pi, ρˆi} such that
C(Nτ,VG , N¯) ≤ Cmax(Nτ,VG , N¯) (S16)
= g
(
τN¯ + (1 − τ)N¯E
)
− lim
n→∞minρˆ
1
n
S
(
N⊗nτ,VG (ρˆn)
)
. (S17)
Now we assume that ρˆnoise has a covariance matrix VG. Then, by using the QEPI [S9, S10], we have
S
(
N⊗nτ,VG (ρˆn)
)
≥ τS (ρˆn) + (1 − τ)S (ρˆ⊗nnoise) (S18)
= τS (ρˆn) + n(1 − τ)S (ρˆnoise) (S19)
≥ n(1 − τ)S (ρˆnoise) (S20)
= n(1 − τ)g(N¯E) (S21)
:= n(1 − τ)g
(
(
√
detVG − 1)/2
)
, (S22)
9where Eq. (S18) comes from the EPI for Gaussian quantum states, Eq. (S19) from the subadditivity of the von Neumann entropy
for separable environments, Eq. (S20) from the positivity of the entropy, and finally Eq. (S21) is given by the definition. Thus,
we have
C(Nτ,〈VG〉, N¯) ≤ g
(
τN¯ + (1 − τ)N¯E
)
− (1 − τ)g
(
(
√
detVG − 1)/2
)
. (S23)
This completes the proof. 
Remark 1 (Upper bound on thermal-noise channel). Let Nτ,〈Vth〉 be the bosonic Gaussian thermal-noise channel with the mean
photon numbers N¯ and N¯E for the input-mode and environmental-mode, respectively. Then we have
C(Nτ,〈Vth〉, N¯) ≤ g
(
τN¯ + (1 − τ)N¯E
)
− (1 − τ)g
(
N¯E
)
. (S24)
Since 12 (
√
detVth − 1) = 12 (2N¯E + 1) − 12 = N¯E and N¯E = N¯th for the thermal noise channel. Our result (Theorem 2) is
conceptually including the Ko¨nig and Smith’s previous work [S11].
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