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Abstract: Several implementations of Lagrange interpolation are compared for stability against rounding error, using 
tables at equal intervals (unlike Macleod). It is found that the divided difference method is just as accurate as the 
modified Neville method. The former, being faster, should be used in all cases, 
1. Introduction 
In [l] Macleod reported some numerical experiments in which eight different implementations 
of Lagrangian interpolation were compared in respect of stability against rounding errors. He 
concluded that the modified Neville method is better than the others, expecially for high-degree 
interpolating polynomials. In his experiments he used a random number generator to calculate 
the abscissae of the points used to generate the polynomials. 
2. New experiments 
It was felt by the present author that this, i.e. the use of randomly spaced abscissae, was a very 
unrealistic procedure, as tables used in real life are usually given at constant intervals, or at any 
rate have some kind of order, e.g. gradually increasing intervals. Accordingly, his experiments 
were repeated, but using three different tables at constant intervals, namely 0.01, 0.1, and 1.0. 
Each table contained 41 points, usually starting at 0.0, and interpolation was performed at 39 
points (at $-, +-, and $-way between each of the 14 middle tabular points). Four functions were 
considered, namely sin(x), exp(x), ln(1 + x), and I x - 0.4 I (the latter two were used by 
Macleod). The data was rounded to d decimal places (or d significant figures if f > 1.0) where 
ranged from 2 through 7. Polynomials of degrees from 2 through 28 at steps of 2 were used. 
d 
3. Results 
It is believed that a practical interpolation subroutine would not use some arbitrary degree, 
but would use increasing degree until the difference between successive estimates was less than 
some error criterion, usually roughly equal to the expected maximum data errors. Accordingly, in 
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Table 1 
Effective minimum interpolation error for various implementations of Lagrange interpolation (degree giving minimum 
error in brackets). Case 1: sin(x) starting at 0.0 
Inter- De- Lagrange 
val gree 
Bary-centered Aitken Aitken 
modified 
Neville Neville 
modified 
Divided 
differences 
0.01 2 0.16 E-2 (2) 0.16 E-2 (2) 
0.01 3 0.21 E-3 (2) 0.21 E-3 (2) 
0.01 4 0.19 E-4 (2) 0.19 E-4 (2) 
0.01 5 0.14 E-5 (2) 0.14 E-5 (2) 
0.01 6 0.24 E-6 (2) 0.24 E-6 (2) 
0.01 7 0.27 E-7 (4) 0.26 E-7 (4) 
0.1 2 0.27 E-2 (2) 0.27 E-2 (2) 
0.1 3 0.29 E-3 (2) 0.29 E-3 (2) 
0.1 4 0.18 E-4 (4) 0.18 E-4 (4) 
0.1 5 0.24 E-5 (2) 0.24 E-S (4) 
0.1 6 0.23 E-6 (4) 0.21 E-6 (4) 
0.1 7 0.88 E-7 (6) 0.79 E-7 (6) 
1.0 2 0.57 E-2 (8) 0.57 E-2 (8) 
1.0 3 0.67 E-3 (10) 0.67 E-3 (10) 
1.0 4 0.62 E-4 (12) 0.62 E-4 (12) 
1.0 5 0.69 E-5 (14) 0.69 E-5 (14) 
1.0 6 0.78 E-6 (18) 0.79 E-6 (18) 
1.0 7 0.83 E-7 (24) 0.72 E-7 (20) 
0.16 E-2 (2) 0.16 E-2 (2) 0.16 E-2 (2) 0.16 E-2 (2) 0.16 EI2 (2) 
0.21 E-3 (2) 0.21 E-3 (2) 0.21 E-3 (2) 0.21 E-3 (2) 0.22 E-3 (2) 
0.19 E-4 (2) 0.19 E-4 (2) 0.19 E-4 (2) 0.19 E-4 (2) 0.22 E-4 (2) 
0.14 E-5 (2) 0.14 E-5 (2) 0.14 E-5 (2) 0.14 E-S (2) 0.14 E-5 (2) 
0.24 E-6 (2) 0.24 E-6 (2) 0.24 E-6 (2) 0.24 E-6 (2) 0.27 E-6 (2) 
0.30 E-7 (4) 0.24 E-7 (4) 0.26 E-7 (4) 0.25 E-7 (4) 0.27 E-7 (4) 
0.27 E-2 (2) 0.27 E-2 (2) 0.27 E-2 (2) 0.27 E-2 (2) 0.27 E-2 (2) 
0.29 E-3 (2) 0.29 E-3 (2) 0.29 E-3 (2) 0.29 E-3 (2) 0.33 E-3 (2) 
0.18 E-4 (4) 0.18 E-4 (4) 0.18 E-4 (4) 0.18 E-4 (4) 0.18 E-4 (4) 
0.24 E-5 (4) 0.24 E-5 (4) 0.24 E-5 (4) 0.24 E-5 (4) 0.25 E-5 (4) 
0.21 E-6 (4) 0.20 E-6 (4) 0.22 E-6 (4) 0.21 E-6 (4) 0.23 E-6 (4) 
0.15 E-6 (4) 0.94 E-7 (6) 0.15 E-6 (6) 0.86 E-7 (6) 0.78 E-7 (6) 
0.57 E-2 (8) 0.57 E-2 (8) 0.57 E-2 (8) 0.57 E-2 (8) 0.58 E-2 (8) 
0.67 E-3 (10) 0.67 E-3 (10) 0.67 E-3 (10) 0.67 E-3 (10) 0.67 E-3 (10) 
0.62 E-4 (12) 0.62 E-4 (12) 0.62 E-4 (12) 0.62 E-4 (12) 0.62 E-4 (12) 
0.10 E-4 (14) 0.94 E-5 (16) 0.69 E-5 (14) 0.69 E-5 (14) 0.69 E-5 (14) 
0.55 E-5 (14) 0.29 E-5 (14) 0.67 E-6 (18) 0.75 E-6 (18) 0.76 E-6 (18) 
0.57 E-5 (14) 0.29 E-5 (14) 0.24 E-6 (18) 0.88 E-7 (20) 0.74 E-7 (20) 
assessing the results of these experiments, attention was focussed on the ‘effective minimum 
error’, i.e. the first estimate which comes within 10% of the actual minimum error. It is believed 
that this is more or less what would be found by a practical subroutine. 
The results are shown in Table 1, for the case of sin(x). It is seen that for small intervals (0.01 
and 0.1) or low accuracy (2-4 decimal places) there is virtually no difference between the various 
implementations. However, for intervals of 1.0 and 6 or 7 decimals accuracy there is a significant 
difference, although not nearly as much as in Macleod’s experiments. 
That is, the Aitken and modified Aitken methods are about 50 times worse than the others, 
and Neville’s unmodified method somewhat worse. But the divided difference and Neville 
modified method were almost identical. Somewhat similar result were found for exp(x), although 
oddly enough for ln(1 + x) and 1 x - 0.4 ( almost no difference was observed. 
4. Conclusions and recommendations 
Since the divided difference method is the fastest known implementation of Lagrangian 
interpolation [l, Table 31, and is in practise equally accurate as the modified Neville method 
(even for high degree), it is recommended that the divided difference method be used in all cases. 
This is in contrast to Macleod [l], who suggested that the modified Neville method be used for 
between 10 and 20 points. 
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