We provide new, mild conditions for strict stationarity and ergodicity of a class of BEKK processes. By exploiting that the processes can be represented as multivariate stochastic recurrence equations, we characterize the tail behavior of the associated stationary laws. Specifically, we show that the each component of the BEKK processes is regularly varying with some tail index. In general, the tail index differs along the components, which contrasts most of the existing literature on the tail behavior of multivariate GARCH processes.
Introduction
In this paper we present novel results about the tail properties for the stationary solution to a class of multivariate conditionally heteroskedastic BEKK processes. Specifically, with
we consider BEKK-ARCH (BEKK(q, 0, l)) processes of the form X t = H 1/2 t Z t , t ∈ N, (1.1) are some initial values. This class of processes was originally introduced by Engle and Kroner (1995) . By relying on results for stochastic recurrence equations (SREs), we find a new, mild condition for the existence of an almost surely unique stationary solution to the process in (1.1)-(1.2). In the case where l = q = 1 this stationarity condition is given explicitly in terms of the spectral radius of the matrix A 11 , similar to the stationarity condition found by Nelson (1990) for onedimensional ARCH processes. Next, again relying on results for SREs, we demonstrate that for various specifications of the matrices A i j and various values of q and l that each component (of the stationary solution) to (1.1)-(1.2) is regularly varying with some index of regular variation, or tail index, α i > 0, i = 1, .., d. Importantly, we show that the tail indexes may in general be different, which contrasts most of the existing body literature on regularly varying solutions to multivariate GARCH processes, where the tail indexes are assumed to be the same along the components of X, see e.g. Stȃricȃ (1999) and Pedersen (2016) . Cases of component-wise different tail indexes in the context of multivariate GARCH-type processes are considered in recent articles by Matsui and Mikosch (2016) , for constant conditional correlation (CCC) GARCH processes, and Pedersen and Wintenberger (2018) for the process in (1.1)-(1.2) with q = l = 1 and A 11 diagonal (i.e. Diagonal BEKK-ARCH processes). The results in the present paper extend the theory in Pedersen and Wintenberger (2018) in several directions: for q = 1 and l ≥ 1 we consider the component-wise tail behavior of X t for cases where the matrices A 11 , . . . , A 1l are simultaneous diagonalizable or simultaneous triangularizable. These cases include several interesting special cases such as triangular A 1 j and cases where X t stacks univariate ARCH(1) processes. For q ≥ 1 we rely on recent results by Guivarc'h and Le Page (2016) in order to characterize the tail behavior of X t .
In a vast amount of applications within quantitative economics and finance, it is welldocumented that certain time series exhibit power law tails, see e.g. Loretan and Phillips (1994) and Gabaix (2009) . Classic examples of such time series are the series of daily returns on publicly traded shares of stocks; Cont (2001) and Ibragimov et al. (2015) . In addition to exhibiting extreme values, such return series do typically exhibit conditional heteroskedasticity. The latter has led to an entire research area on univariate and multivariate GARCH models, and it is by now well-known that certain GARCH random variables are heavy tailed, see e.g. Davis and Mikosch (2009) for a discussion on regular variation on univariate GARCH variables and Pedersen and Wintenberger (2018) for references on heavy tailed multivariate GARCH variables. In addition to providing new results about the properties of a class of BEKK-ARCH processes in (1.1)-(1.2), we conjecture that our results are important for obtaining a better understanding of the properties of the quasi-maximum likelihood (QML) estimators for the BEKK class of models. In particular, Avarucci et al. (2013) have shown that for a particular class of BEKK-ARCH models (with q = l = 1), as considered in the present paper, the log-likelihood score contribution has a finite variance if and only if the second-order moments of X t are finite. Hence, standard arguments used to prove asymptotic normality of QML estimators rely on the assumption that X t has finite variances. Such condition may not necessarily be satisfied in practice. For instance, Ibragimov et al. (2015, Section 3.2) document that daily returns on certain emerging market foreign exchange rates may have tail index less than two, and hence infinite variance. Likewise, as argued in Pedersen and Rahbek (2014), the much applied two-step covariance targeting estimator, that relies on computing the sample unconditional covariance matrix of X t , does only seem to obey a Gaussian limiting distribution (at the usual √ T -rate) provided that at least the fourth-order moments of X t are finite. In order to derive the limiting distributions of the aforementioned estimators in the case where the moment restrictions on X t are not satisfied, it appears essential to have results for the tail behavior of X t , as done by Pedersen (2016) who consider stable limit theory for the variance targeting estimator for multivariate constant conditional correlation (CCC) GARCH models.
The remainder of the paper is organized as follows. In Section 2 we state that BEKK-ARCH process can be represented as a stochastic recurrence equation, and we provide a new, mild condition for strict stationarity. In Section 3 we provide a brief overview of recent results on the tail behavior of BEKK-ARCH processes, and we outline our main contributions. Section 4 contains results on regularly varying random variables and one-dimensional SREs. In Sections 5 and 6 we present results on tail behavior of BEKK-ARCH processes of order q = 1 for the cases where the collection of matrices {A 11 , . . . , A 1l } is simultaneously diagonalizable and simultaneous triangularizable, respectively. In Section 7 we present theory for BEKK-ARCH processes of arbitrary order q ≥ 1. We provide concluding remarks in Section 8.
We end this section by providing some definitions and notation used throughout the paper. We let M(n, R) denote the space of n × n real matrices. For any column vector x ∈ R n let |x| denote any vector norm of x. For any real matrix A, let A denote the operator norm A = sup x:|x|=1 |Ax|. We let S n−1 denote the unit sphere in R n , i.e. S n−1 = {x ∈ R n : |x| = 1}. For x ∈ R, x + = max{x, 0} and x − = max{−x, 0}.
2 The BEKK process as a stochastic recurrence equation
In this section we state the stochastic recurrence equation (SRE) representation of the BEKK process in (1.1)-(1.2). We use the SRE to state a mild condition for the existence of a stationary solution to the process. To the best of our knowledge, this result is new in terms of BEKK processes.
Consider the process in (1.1)-(1.2). For i = 1, ..., q and j = 1, ..., l, let (m i, j,t : t ∈ Z) be an i.i.d. process with m i, j,t univariate standard normal, m i, j,t ∼ N(0, 1), and let (m i, j,t : t ∈ Z) and (m r,s,t : t ∈ Z) be mutually independent for all i r and j s. Let (B t : t ∈ Z) be an i.i.d. process with B t ∼ N(0, C) and mutually independent of (m i, j,t : t ∈ Z) for all i, j.
, noting that Z t is Gaussian, it holds that
where
2)
In order to show that there exists a stationary solution to the BEKK process, we make the following assumption. Assumption 2.1. With M t defined in (2.2), let γ denote the top Lyapunov exponent associated with the process in (2.1), i.e.
It holds that γ < 0.
Under Assumption 2.1, and noting that E[(log
we obtain the following result by an application of Theorem 4. N(0, 1) . Nelson (1990) showed that a necessary and sufficient condition for the existence of a stationary solution to such process is that E[log(A is that ρ(A 11 ⊗ A 11 ) < 3.56.... In this case, the process in (1.1)-(1.2) (which is a Markov chain for q = 1) is geometrically ergodic. Having shown that there exists a strictly stationary solution to the class of BEKK processes in (1.1)-(1.2), we turn to characterizing the tail-properties of the associated stationary law of the processes. We start out by providing an overview of existing results as well as our new results.
Existing results and our contributions
Our objective is to consider the (component-wise) tail-behavior of X t given by various BEKK-ARCH processes of the form (1.1)-(1.2). Recently, Pedersen and Wintenberger (2018) considered the tail-behavior of X t for q = 1 under the following conditions for M t defined in (2.2):
(a) M t is invertible (almost surely) and has a positive Lebesgue density on M(d, R).
(b) M t is a similarity (almost surely). Specifically, they consider the case where l = 1 and (c) l = 1 and A 11 is diagonal such that M t is diagonal. This is the well-known Diagonal BEKK process.
For the first two types of processes, by relying on results due to Alsmeyer and Mentemeier (2012) and Buraczewski et al. (2009) , respectively, they show that (under suitable conditions) X t is multivariate regularly varying with each component having the same tail index; we refer the reader to the monograph by Resnick (2007) for more details on multivariate regular variation. For the Diagonal BEKK process the tail indexes of the components of X t differ whenever the diagonal elements of A 11 differ in modulus. In order to understand this property, we note that for the diagonal case with l = 1, withÃ ii denoting the ith diagonal element of A 11 ,
Hence each component of X t obeys a one-dimensional SRE, and the component-wise tail indexes may be determined by Kesten-Goldie theory, see Lemma 4.3 in the next section. We consider the tail-behavior for larger classes of BEKK processes. In particular, we study in detail the following cases:
(1) q = 1, l ≥ 1 and the matrices A 11 , ..., A 1l are simultaneously diagonalizable. This includes the important special case where l = 1 and A 11 is full or triangular and diagonalizable. Another special case is when X t stacks d (potentially independent) one-dimensional ARCH(1) processes.
(2) q = 1, l ≥ 1 and the matrices A 11 , ..., A 1l are simultaneously triangularizable. This includes the special case where l = 2 and A 11 and A 12 are triangular but not simultaneously diagonalizable. For case (1) , considered in Section 5, the strategy is to consider a suitable transformation of X t . To fix ideas, in the case l = 1, This enables us to study the tail-behavior of X t = P −1 Y t , by carefully applying results for sums of regularly varying random variables (see Lemma 4.2 in the next section).
For case (2) , considered in Section 6, suppose that d = 2 and (3) , studied in Section 7, we show that, under suitable conditions, the BEKK-ARCH(q) process satisfies some irreducibility and contraction conditions, recently considered by Guivarc'h and Le Page (2016). In particular, one may note that for q > 1 the distribution of M t is singular with respect to the Lebesgue measure on M(dq, R), and hence the approach used in Pedersen and Wintenberger (2018) (see case (a) above) cannot be applied.
In the next section, we provide a brief overview of results for one-dimensional regularly varying distributions and SREs.
Preliminaries
The following definitions and results can be found in the recent monograph of BDM .
The results are essential for obtaining the results in the following sections. For functions
A positive measurable function f on (0, ∞) is said to be regularly varying with index κ ∈ R, if for any constant
We say that an R-valued random variable X is regularly varying with index α ≥ 0 if the function f (x) = P(|X| > x) is regularly varying with index −α and there exist constants p, q ≥ 0 such that p + q = 1 and
Note that if X is regularly varying with index α > 0, then
The following result is a generalization of Breiman's (1965) lemma, and is useful for characterizing the product of a regularly varying random variable and a lighter-tailed random variable.
Lemma 4.1. Let X and Y be independent random variables. Assume that X is regularly varying with index α > 0, and that there exists an ε > 0 such that E|Y| α+ε < ∞. Then XY is regularly varying with index α. In particular,
where the constants p and q are given by (4.1).
Proof.
Hence for x > 0 we have
and the first part of (4.2) follows by an application of Breiman's lemma (c.f. Lemma B.5.1 in BDM ) to each term in (4.3). The second part of (4.2) follows by a similar argument.
The following result states that regular variation is closed under convolution. A proof is given in Section B.6 of BDM.
Lemma 4.2. Let X and Y be random variables, and assume that X + is regularly varying
Lastly, we state the following lemma about the strictly stationary solution to onedimensional SREs. The first result on strict stationarity is given in Theorem 2.1.3 of BDM, but has been stated elsewhere in the literature under similar assumptions, see e.g. Bougerol and Picard (1992) . The second part on regular variation is given in Theorem 2.4.7 of BDM and was originally proved by Goldie (1991) . Lemma 4.3. Let X t be a R-valued random variable satisfying the SRE
Suppose that P(A t = 0) = 0, −∞ ≤ E[log |A|] < 0, and E[(log |B|) + ] < ∞. Then there exists an almost surely unique causal ergodic strictly stationary solution to the SRE in (4.5). Let P 0 denote the distribution of the strictly stationary solution.
Suppose in addition that (1) P(A t < 0) > 0 and the conditional distribution of log |A t | given A t 0 is non-arithmetic, (2) there exists an α > 0 such that
Let (A, B) have the same distribution as (A t , B t ). Then the stochastic fixed point equation
has a solution X which is independent of (A, B) and that has distribution P 0 . Moreover, there exists a constant c + > 0 such that
Simultaneous diagonalization
We now consider the BEKK process in (1.1)-(1.2) for q = 1, which we denote the BEKK-ARCH(1) process. Specifically, for t ∈ Z,
and we note that the process has the SRE representation,
where (m i,t : t ∈ Z) is an i.i.d. process with m i,t ∼ N(0, 1), and (m i,t : t ∈ Z) and (m j,t : t ∈ Z) are mutually independent for all i j. Moreover, (Q t : t ∈ Z) is an i.i.d. process with Q t ∼ N(0, C) and mutually independent of (m i,t : t ∈ Z) for all i.
We consider BEKK-ARCH(1) processes satisfying that the collection {A i : i = 1, ..., l} is simultaneously diagonalizable, i.e. the collection satisfies that there exists a real nonsingular matrix P such that
is diagonal for i = 1, ..., l.
1
Note that if l = 1, we simply have that the matrix A 1 should be diagonalizable. We recall here that a sufficient, but indeed not necessary, condition for A 1 being diagonalizable is that all its eigenvalues are distinct. Noting that since the collection {A i : i = 1, ..., l} is simultaneously diagonalizable, we may, using (5.2), define Y t = PX t such that
With D ii, j the ith diagonal element of D j , we have that the ith component of Y t , Y i,t , can be written as an SRE,
The idea is then to apply Lemma 4.3 to each component Y i,t . Specifically, under certain conditions stated in Theorem 5.3 below, there exist constants c i,+ > 0 and α
The tail index of X i,t is then obtained by careful investigation of the sum of the regularly varying variables Y j,t .
We make the following assumptions that imply strict stationarity of the BEKK-ARCH(1) process and regular variation of Y i,t .
Assumption 5.1. Let (X t : t ∈ Z) be the BEKK-ARCH(1) process given in (5.1). The collection {A i : i = 1, ..., l} is simultaneously diagonalizable, such that there exist a non-
Remark 5.2. Noting that m j,t and m i,t are independent for i j, we have that
i ] with z a standard normal random variable. Hence it is straightforward to check if α We obtain the following theorem. Proof. We start out by showing that (X t : t ∈ Z) has an almost surely unique strictly stationary and ergodic solution. Since X t = P −1 Y t , with Y t given by (5.3), it suffices to show that (Y t : t ∈ Z) has an almost surely unique strictly stationary and ergodic solution. By Theorem 4.4.1 of BDM, this is the case if the top Lyapunov exponent γ
Jensen's inequality, we have that γ i < 0 for all i = 1, . . . , d, and we conclude that (Y t : t ∈ Z) has an almost surely unique strictly stationary and ergodic solution.
Next, it is straightforward to show that each Y i,t given by (5. 
0} and define the collection of component-wise tail indexes of
When α i := min A i has multiplicity one, we may without loss of generality assume that
Using that each component of Y t has a symmetric distribution, and by repeated use of Lemma 4.2, we conclude that P i1 Y 1,t has a lower tail index than j∈K i \{1} P i j Y j,t such that P(X i,t > x) ∼ c i x −α i and P(X i,t < −x) ∼ c i x
for some constant c i > 0.
We next consider some applications of Theorem 5.3, where it is (implicitly) assumed that Assumption 5.1 holds. Example 5.5. Suppose that l = 1 and that A 1 has non-zero, in modulus distinct real eigenvalues, D 11 , ..., D dd . Then A 1 is diagonalizable, such that for some non-singular Then D 1 = PA 1 P −1 , with
1 and α
2 ] = 1. We have that X 2,t has tail index α (Y) 2 , and X 1,t has tail index α
Example 5.6. Consider the case l = d = 2 where,
We have that A 1 and A 2 are simultaneous diagonalizable such that D 1 = PA 1 P −1 and
With z a standard normal random variable, it holds that
2 ) if |a − b| > |a + b| (|a − b| < |a + b|). We conclude that X 1,t and X 2,t have tail index α
Example 5.7. In contrast to the previous example, we may for l = 1 have that A 1 has some non-distinct eigenvalues. Suppose that d = 3, and that with a, b, c 0 and a b, The above example motivates the following theorem.
Theorem 5.8. Let (X t : t ∈ Z) be a BEKK-ARCH(1) process given by (5.1) with l = 1.
Suppose that Assumption 5.1 holds such that the process is strictly stationary. Let D 1 = PA 1 P −1 , and let A i be defined as in Theorem 5.3. Moreover, let α i = min A i , and let
With D j j the jth diagonal element of D, suppose that D j j = D kk for all k, j ∈ G i . Then X i,t is regularly varying with index α i .
Proof. With Y t = PX t , we have that Y i,t has tail index α 
In this case, α 
Simultaneous triangularization
In this section, we consider the BEKK-ARCH(1) process in (5.1) for d = 2, and l ≥ 1, where the matrices A 1 , ., , , A l are simultaneous triangularizable in the sense that there exists a nonsingular P ∈ M(2, R) such that U i = PA i P −1 is upper triangular for all i = 1, .., l 2 . A special case is that A i = U i such that P = I 2 . Defining Y t = PX t , we have the SRE representation of the form (5.3) where M t = l i=1 m it U i and Q t = PQ t . Recall that the original process X t is easily recovered by X t = P −1 Y t . We hence study the special case A i = U i and P = I 2 , so that we work on (3.2) with X t replaced by Y t ,
which we may write as
Note that this SRE has the coordinate-wise representation, Since M t is triangular, it holds that the stationarity condition in Assumption 2.1 can be simplified. Specifically, let We now turn to the tail behavior of each component (6.3) and (6.4). By Gaussianity it is easy to see that 
where k i > 0 and Example 6.4. Consider the SRE in (6.1) with l = 2 such that
Noting that A 1 is non-diagonalizable, A 1 and A 2 are not simultaneously diagonalizable, but trivially simultaneously triangularizable with P = I 2 . Suppose that there exist α 1 > 0
Due to Theorem 6.1, X 1,0 has tail index α 1 ∧ α 2 while X 2,0 has index α 2 .
In the next example, we consider the case where l = 2 and A 1 and A 2 are nontriangular, but simultaneously triangularizable.
Example 6.5. Let l = 2 and consider the SRE in (6.1) where
Note that A 1 and A 2 are not commutable (and hence not simultaneously diagonalizable) since
where [·] i j is the i j element of matrix in the bracket. However, they are simultaneously triangularizable: U 1 = PA 1 P −1 and U 2 = PA 2 P −1 with 
In this case, (6.7) implies that α 1 = α 2 , and obtaining the tail properties of Y 1,0 appears to be non-trivial task. A similar case has recently been studied by Damek and Zienkiewicz (2018) who consider a SRE of the type (6.1) with M 11 and M 22 non-negative almost surely. We leave the case α 1 = α 2 for future research. 
Tail properties of BEKK-ARCH(q)
In this section we consider the tail properties of the BEKK ARCH process of order q ≥ 1.
Recall that this process has the SRE representation given by (2.1)-(2.2), and the main idea is to show that the SRE satisfies certain irreducibility and contraction conditions recently considered by Guivarc'h and Le Page (2016), see also Section 4.4.8 of BDM.
With M t defined in (2.2), let P M denote its distribution. Define 
Then the stationary solution, V t , to the SRE is multivariate regularly varying with index α, i.e. there exists a probability measure P Θ on S dq−1 such that
2) where w → denotes weak convergence.
The multivariate regular variation in (7.2) implies that for any y ∈ S dq−1 
is clearly satisfied as det(M t ) = det(M q,t ) 0 almost surely. Condition (ii) is immediate as M t and Q t are independent and Q t is non-degenerate. Condition (iii) holds by noting that the elements of M t and Q t are Gaussian and an application of Hölder's inequality, choosing δ > 0 sufficiently small.
The following lemmas give sufficient conditions for Assumption 7.1(a).
Suppose that for any non-zero x ∈ R dq the distribution of M 
We show this by contradiction by assuming that the space W is not equal to
. Let x be some non-zero vector from one of the subspaces, and consider the partition
(1,q) (q) denote q independent copies of M 
. .
(1) x has a Lebesgue density strictly positive on R d , necessarily there must be a
Using again that M
(1,q) (2) v 1 has a Lebesgue density strictly positive on R
By repeating these arguments we conclude that one of the subspaces W i equals R 
For any x 0 assume that there exists n ∈ N such that almost surely
for any k ∈ R,
i.e. the vectors A 1 x (n) and A 2 x (n) are not parallel. Then Assumption 7.1(a) holds.
Proof. It suffices to observe that since m i,n+1 ∼ N(0, 1), i = 1, 2 are independent,
may take any value in R
2
. Thus Assumption 7.1(a) follows.
The following lemma gives a sufficient condition for Assumption 7.1(b).
Lemma 7.5. With M t given in (2.2), suppose that for any i = 1, . . . , q, M i,t has a density with respect to the Lebesgue measure on M(d, R) that is strictly positive on a neighborhood around zero. Then Assumption 7.1(b) holds.
Proof. The result is immediate by noting that M i,t and M j,t are independent for i j.
The BEKK-ARCH process in the following example satisfies Assumption 7.1.
Example 7.6. Consider the case d = q = 2 and l = 4 where
for some non-zero a i j . Since all elements of the matrices M 1,t and M 2,t are independent and Gaussian, we have that M 1,t and M 2,t have densities strictly positive on M(d, R).
Moreover, for any non-zero x ∈ R 4 the distribution of M 
Since the eigenvalues of A 1 and A 2 are respectively a ± b and ± √ a 2 − b 2 , A 1 and A 2 are diagonalizable. However, due to non-commutability, they are not simultaneously diagonalizable. We check the conditions of Theorem 7.2. Define a set of vectors 
Concluding remarks
We conclude by stating some important directions for future research. For the cases considered in Sections 5 and 6, we focused on the component-wise tail behavior of X t . Ideally, one would also be interested in obtaining results for the dependence structure of X t , as this can be used for establishing stable limit theory for X t , see e.g. Section 4.5 of BDM and Pedersen and Wintenberger (2018, Section 4). As the components, or marginals, of X t have different indexes of regular variation, it seems appealing to find conditions such that X t is non-standard regularly varying in the sense of Resnick (2007, Section 6.5.6) or vector scaling regularly varying as introduced in Pedersen and Wintenberger (2018 
We start out by verifying that these representations are well-defined. 
3)
By the same reasoning as above, these SREs have unique solutions, respectively,
and 6) where the series converge absolutely almost surely. Thus we have that
Proof. Throughout c denotes a generic positive constant.
Our strategy is that we further decompose Y 1,0 into several parts. By comparing their tail behaviors we specify the dominant term, which determines the tail behavior of Y 1 . First we show the general scheme. The detailed tail asymptotics of the dominant and negligible terms are given later. Without loss of generality, we consider the
Observe that in (8.7), Y 1 is regularly varying with index α 1 , i.e.
and we turn to the tail properties of Y 1 . We decompose Y 1 into three parts,
where in Z s we apply the iteration of the SRE for Y 2,−i until time −s < −i,
and substitute this into Z s , so that
The idea is then to study the tail behavior of each term in (8.8) . Specifically, we later
show that there are constants C > 0, 0 < q < 1 such that for every s
Moreover, for a fixed (but arbitrary) s
where c 2 is that in (6.9) and 
Then after multiplying x α 2 to both sides of inequalities, we make the limit operation of
x → ∞ and obtain
In the upper and lower bounds, we take a converging subsequence w s k of w s and then ε ↓ 0. Due to (8.14) the limit for k → ∞ satisfies
Since every converging subsequence converges to the same limit, we have
It remains to prove (8.10)-(8.13). We begin with (8.13) and recall that E|M 11 | α 2 < 1. If
Since the bounds above do not depend on s, (8.13) follows. Concerning (8.10) we use Markov inequality and conditioning in the following way
0,2−(i+s) M 12,1−(s+i) | with µ > 1 and ζ(·) is zeta function. The integrability above follows from the fact
Notice that G i and |Y 2,−(i+s) | are independent, EG α i < ∞ and there is a constant c such that for every x > 0,
Hence it follows from
where ∞ i=1 (E|M 11 | α 2 ) i i α 2 µ < ∞ since E|M 11 | α 2 < 1. Putting q = E|M 11 | α 2 , we obtain (8.10). We prove (8.11) by showing that E| Y s,2 | α 2 < ∞ for any fixed s. We work on the expression in (8.9) . Recall that (M t , Q t ) are i.i.d. so that Π since E|M 11,0 | β < 1 by convexity and E|D 0 | β < ∞. We conclude that I + < ∞ for α 1 > 1. This finishes the proof.
