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GLOBAL GENERALIZED CHARACTERISTICS
FOR THE DIRICHLET PROBLEM FOR HAMILTON-JACOBI EQUATIONS
AT A SUPERCRITICAL ENERGY LEVEL
PIERMARCO CANNARSA, WEI CHENG, MARCO MAZZOLA, AND KAIZHI WANG
ABSTRACT. We study the nonhomogeneous Dirichlet problem for first order
Hamilton-Jacobi equations associated with Tonelli Hamiltonians on a bounded
domain Ω of Rn assuming the energy level to be supercritical. First, we show
that the viscosity (weak KAM) solution of such a problem is Lipschitz continu-
ous and locally semiconcave inΩ. Then, we analyse the singular set of a solution
showing that singularities propagate along suitable curves, the so-called gener-
alized characteristics, and that such curves stay singular unless they reach the
boundary of Ω. Moreover, we prove that the latter is never the case for mechan-
ical systems and that singular generalized characteristics converge to a critical
point of the solution in finite or infinite time. Finally, under stronger assump-
tionsfor the domain and Dirichlet data, we are able to conclude that solutions are
globally semiconcave and semiconvex near the boundary.
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1. INTRODUCTION
Let Ω ⊂ Rn be a bounded Lipschitz domain and let H : Rn × Rn → R
be a Tonelli Hamiltonian satisfying Fathi-Maderna’s conditions (see [18] and sec-
tion 2 below). We consider the Dirichlet boundary-value problem for a first-order
Hamilton-Jacobi equation
(1.1)
{
H(x,Du) = 0 in Ω,
u
∣∣
∂Ω
= g,
where g is a given continuous function on ∂Ω. The purpose of this paper is to study
the propagation of singularities of the viscosity solution u of (1.1) and the structure
of the cut locus of u, Cut (u), as well as the singular set of u, Sing (u). Our interest
in these problems has several motivations, some of which are described below.
First, in weak KAM theory ([17, 18, 19, 12]), one considers the Hamilton-Jacobi
equation
(1.2) H(x,Du) = c, x ∈M,
where M is a smooth connected manifold without boundary and c ∈ R is Man˜e´’s
critical value ([24]). A function u is said to be a weak KAM solution of (1.2) if
it is a fixed point of the map u 7→ T−t u + ct for all t > 0, where T
−
t denotes the
negative type Lax-Oleinik operator (see, for instance, [17]). On the other hand,
if one looks at the relevant projected Aubry set A as a virtual boundary (see, for
instance, [22] and [13]), then (1.2) can be also understood as a Dirichlet problem
by taking Ω = M \A in (1.1). Therefore, it is useful to deal with (1.1) under more
general boundary conditions, and, it will help us to obtain more information on the
relation between the regularity properties of ∂Ω and g and the structure of Cut (u).
Second, the global propagation of singularities for the eikonal equation
|Du|2 − 1 = 0
with homogeneous boundary conditions
u|∂Ω = 0
was proved in [2] by “quantitative” methods. For weak KAM solutions of equation
(1.2) on the whole space, the analogous result of global propagation was obtained
in [6] by a “qualitative” approach. Indeed, in [6], the problem was solved by using
the positive type Lax-Oleinik semigroup which gives an intrinsic explanation of the
propagation of singularities only according to the associated system of characteris-
tics. Later, in [7], the method was applied to obtain topological results for Cut (u)
and Sing (u) such as the homotopy equivalence between the complement of the
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projected Aubry set of u and Cut (u) or Sing (u), and the local path-connectedness
of Cut (u) and Sing (u). Indeed, the method developed in [6] and [7] can be applied
to various kinds of problems as this paper will confirm.
Third, problem (1.1) is closely related to optimal exit time problems in control
theory. It can also be regarded as a first step towards the analysis of constrained
optimal control problems from the point of view of weak KAM theory.
In order to apply the methods developed in [6] and [7] to (1.1), we need a rep-
resentation formula for the solution of (1.1). For any x, y ∈ Ω and any s < t, we
define the set of admissible arcs from x to y as
Γs,tx,y(Ω) = {ξ ∈W
1,1([s, t];Rn) : ξ(τ) ∈ Ω ,∀ τ ∈ [s, t]; ξ(s) = x; ξ(t) = y}.
For any x, y ∈ Ω and t > 0, we define the fundamental solution AΩt (x, y) relative
to Ω, Man˜e´’s potential ΦΩL(x, y) relative to Ω, and critical value cΩ(L) relative to
Ω, by
AΩt (x, y) := inf
ξ∈Γ0,tx,y(Ω)
∫ t
0
L(ξ(s), ξ˙(s)) ds,
ΦΩL(x, y) := inf
t>0
AΩt (x, y), cΩ(L) := − inf
t>0,x∈Ω
1
t
AΩt (x, x).
Let u be the value function of the following problem:
(1.3) u(x) = inf
y∈∂Ω
{g(y) + ΦΩL(y, x)}, x ∈ Ω,
where g : ∂Ω→ R is a continuous function satisfying
(1.4) g(x) − g(y) 6 ΦΩL(y, x), ∀x, y ∈ ∂Ω.
Under the assumption that
(1.5) cΩ(L) < 0,
one can show that u in (1.3) is a locally semiconcave viscosity solution of (1.1) and
it is Lipschitz continuous on Ω. We obtain the following dichotomy:
Main Result 1.1. Let x0 ∈ Cut (u). Then, we have
(a) either, there exists a generalized characteristic x : [0,+∞) → Ω starting from
x(0) = x0 such that x(s) ∈ Sing (u) for all s ∈ [0,+∞),
(b) or, there exist T > 0 and a generalized characteristic x : [0, T ) → Ω starting
from x(0) = x0 such that x(s) ∈ Sing (u) for all s ∈ [0, T ), and a sequence
of positive real numbers {sk} such that
lim
k→∞
sk = T, and lim
k→∞
d∂Ω(x(sk)) = 0.
Now, as is well known, local semiconcavity is not enough to obtain global prop-
agation of singularities for u. So, we have to specialize our analysis as follows.
For mechanical systems, the associated generalized characteristics system has a
unique forward solution, i.e., there exists a unique generalized characteristic from
any starting point. In addition, the semi-flow generated by generalized charac-
teristics systems has certain monotonicity properties. Therefore, we can obtain a
4 PIERMARCO CANNARSA, WEI CHENG, MARCO MAZZOLA, AND KAIZHI WANG
generalized characteristic on [0,+∞) which consists of singular points for u if the
starting point is a cut point. More precisely, let the Lagrangian be of the form
L(x, v) =
1
2
〈A(x)v, v〉 − 〈DS(x), v〉 − V (x), (x, v) ∈ Rn × Rn,
where A(x) is a symmetric and positive definite matrix C2 depending on x and S
(resp. V ) is a C3 (resp. C2) function on Rn. Let us further assume that
max
x∈Ω
V (x) < 0 and g + S is constant on ∂Ω.
Let L0(x, v) = L(x, v) + 〈DS(x), v〉 =
1
2〈A(x)v, v〉 − V (x). Denote by H0 the
Hamiltonian associated with L0. We obtain that
Main Result 1.2. Let v = u + S. If x0 ∈ Cut (u), then there exists a unique
generalized characteristic x : [0,+∞) → Ω with x(0) = x0 for H0(x,Dv) = 0,
i.e., is a Lipschitz curve x with x(0) = x0 such that
x˙
+(s) ∈ A−1(x(s))D+v(x(s)), ∀s ∈ [0,+∞).
Moreover, x(s) ∈ Sing (u) for all s ∈ [0,+∞).
As a consequence, we can recover all the topological results in [7] in this case.
Main Result 1.3. The inclusion Sing (u) ⊂ Cut (u) ⊂ Sing (u) ∩ Ω ⊂ Ω are
all homotopy equivalences. Moreover, for every connected component C of Ω the
three intersections Sing (u)∩C , Cut (u)∩C , and Sing (u)∩C are path-connected.
Main Result 1.4. The spaces Sing (u) and Cut (u) are locally contractible, i.e., for
every x ∈ Sing (u) (resp. x ∈ Cut (u)) and every neighborhood V of x in Sing (u)
(resp. Cut (u)), we can find a neighborhood W of x in Sing (u) (resp. Cut (u)),
such thatW ⊂ V andW in null-homotopic in V .
Therefore, Sing (u) and Cut (u) are locally path connected.
On the other hand, for general Tonelli systems, we need to restrict the analy-
sis to smoother data, that is, ∂Ω of class C2 and g of class C1,1 on ∂Ω. Under
such conditions, u can be proved to be smooth in a neighborhood of the bound-
ary. Therefore, by using the method in [6] again, we get our results on the global
propagation of singularities.
Main Result 1.5. Let Ω ⊂ Rn be a bounded domain with C2 boundary, let L
be a Tonelli Lagrangian satisfying L > α > 0 and let g satisfy (G1),(G2)1. If
x0 ∈ Cut (u), then there exists a generalized characteristic x : [0,+∞) → Ω
starting from x(0) = x0 such that x(s) ∈ Sing (u) for all s ∈ [0,+∞).
The rest of the paper is organized as follows. Section 2 gives the basic defini-
tions and preliminaries required for our subsequent work. In Section 3, we discuss
the properties of the value function u of problem (1.3), and its relation to exit
time problems. Section 4 is the main part of the present paper. It consists of two
parts: for general Tonelli Lagrangian systems, we provide a result on propagation
1For precise statements of conditions (G1) and (G2), please see the beginning of Section 5.
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of singularities for u, but we cannot exclude the possibility that the singularities
approach the boundary; for mechanical systems we obtain a result on global prop-
agation of singularities for u and more information on the topology of Cut (u). In
Section 5, for general Tonelli Lagrangian systems, under certain additional condi-
tions we can get global semiconcavity of u on Ω and local semiconvexity of u near
the boundary, which imply the global propagation of singularities for u.
Notations. We denote by | · | the Euclidean norm in Rn, by 〈·, ·〉 the inner product,
by ∂Ω the boundary of Ω taken with respect to the standard topology of Rn, by
B(x, r) the open ball of center x and radius r > 0, by d∂Ω(x) the Euclidean
distance between a point x and ∂Ω, by d(S1, S2) the Euclidean distance between
two subsets S1 and S2 of R
n, by coS the convex hull of a subset S of Rn, by [x, y]
the segment with endpoints x, y, for any x, y ∈ Rn, by Lip(u) a Lipschitz constant
of a Lipschitz function u, by fx(x, y),
∂f
∂x
(x, y) or Dxf(x, y) the partial derivative
of a function f(x, y) with respect to the variable x.
2. DIRICHLET PROBLEM
Throughout this paper, we assume that L : Rn × Rn → R, (x, v) 7→ L(x, v), is
a C2 function satisfying the following conditions.
(L1) Convexity: the Hessian ∂
2L
∂v2
(x, v) is positive definite for all (x, v) ∈ Rn×Rn.
(L2) Superlinearity: there exist two nondecreasing superlinear functions θ1, θ2 :
[0,+∞)→ [0,+∞) and a constant c0 > 0 such that
θ2(|v|) > L(x, v) > θ1(|v|)− c0, ∀(x, v) ∈ R
n × Rn.
We say that a function θ : [0,+∞) → [0,+∞) is superlinear if limr→+∞
θ(r)
r
=
+∞. In the following we call a Lagrangian L a Tonelli Lagrangian if it is C2 and
satisfies (L1) and (L2).
It is not hard to check that L is a Tonelli Lagrangian if and only if the associated
Hamiltonian H : Rn × Rn → R, (x, p) 7→ supv∈Rn{〈p, v〉 − L(x, v)}, is of class
C2 and satisfies
(H1) Convexity: the Hessian ∂
2H
∂p2
(x, p) is positive definite for all (x, p) ∈ Rn×Rn.
(H2) Superlinearity: there exist two nondecreasing superlinear function θ1, θ2 :
[0,+∞)→ [0,+∞) and a constant c′0 > 0 such that
θ2(|p|) > H(x, p) > θ1(|v|) − c
′
0, ∀(x, p) ∈ R
n × Rn.
A Hamiltonian is called a Tonelli Hamiltonian if it is C2 and satisfies (H1) and
(H2). In fact, The collection of the conditions (H1)-(H2) above is exactly Fathi-
Maderna’s conditions in [18].
Let Ω ⊂ Rn be a domain. We consider the following Dirichlet-type Hamilton-
Jacobi equation
(HJg)
{
H(x,Du) = 0 in Ω,
u
∣∣
∂Ω
= g,
where g is a given continuous function on ∂Ω.
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2.1. Relative fundamental solutions and Man˜e´’s potentials. The main object
of this paper is to study the propagation of singularities of a viscosity solution u
of (HJg), especially the global singular dynamics governed by generalized char-
acteristics. Therefore, an intrinsic representation formula for the solution of the
problem (HJg) is necessary and the methods developed in [6] can be applied.
In the literature, such representation formulae have already been obtained using
a PDE approach (see, for instance, [22]) or, in the context of control theory, as
a way to investigate the value function of optimal exit time problems ([4], [10]).
Here, we are mainly interested in the interpretation of such formulae from the
point of view of weak KAM theory.
In order to give an intrinsic representation formula, we need to introduce the
(relative) fundamental solution. For any x, y ∈ Ω and any s < t, we define
Γs,tx,y(Ω) = {ξ ∈W
1,1([s, t];Rn) : ξ(τ) ∈ Ω for all τ ∈ [s, t], ξ(s) = x, ξ(t) = y},
which will be denoted by Γs,tx,y if Ω = Rn. The value function of the problem
(CV) inf
ξ∈Γ0,tx,y(Ω)
∫ t
0
L(ξ(s), ξ˙(s)) ds = inf
η∈Γ−t,0x,y (Ω)
∫ 0
−t
L(η(s), η˙(s)) ds,
denoted by AΩt (x, y), is called the relative fundamental solution of the associated
Hamilton-Jacobi equation wt(x, t) + H(x,wx(x, t)) = 0. A solution of (CV) is
called a minimizer of AΩt (x, y).
The following proposition is an existence and regularity result for minimizers of
problem (CV).
Proposition 2.1 (Tonelli theorem [10]). For any t > 0 and any x, y ∈ Ω, problem
(CV) admits a solution ξ ∈ Γ−t,0x,y (Ω) which is Lipschitz continuous on [−t, 0 ].
Moreover, if −t 6 t1 < t2 6 0 and ξ(s) ∈ Ω for s ∈ (t1, t2), then ξ|(t1,t2) is of C
2
class. Furthermore, the pair (ξ(s), p(s)), where p(s) = ∂L
∂v
(ξ(s), ξ˙(s)) is called
the dual arc associated with ξ, satisfies the Hamiltonian system
(2.1) ξ˙(s) =
∂H
∂p
(ξ(s), p(s)), p˙(s) = −
∂H
∂x
(ξ(s), p(s)), s ∈ (t1, t2).
Definition 2.2 (Extremal curve). Let γ : [a, b] → Rn be a curve of class C2 with
a < b. Then γ is called an extremal curve if it satisfies the Euler-Lagrange equation
d
dt
∂L
∂v
(γ, γ˙) =
∂L
∂x
(γ, γ˙).
In order to give a Lipschitz estimate for the minimizers of (CV), one key point
is to obtain an upper bound for AΩt (x, y) in terms of |x − y|/t. In some special
case, e.g., when Ω is convex, such an upper estimate can be derived by using the
geodesic segment connecting x and y.
Definition 2.3 (C-quasiconvex domain). For any fixed x ∈ Ω and constant C >
0, we say that y ∈ Ω is (x,C)-reachable (in Ω), if there exists a curve γ ∈
Γ
0,t(x,y)
x,y (Ω) for some t(x, y) > 0 with |γ˙| = 1 a.e. on [0, t(x, y)] and t(x, y) 6
C|x− y|. The set of all (x,C)-reachable points is denoted by RC(x,Ω). We say
that Ω is C-quasiconvex, ifRC(x,Ω) = Ω for all x ∈ Ω.
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Definition 2.4 (Lipschitz domain). A domainΩ ⊂ Rn is called a Lipschitz domain,
if ∂Ω is locally Lipschitz, i.e., can be locally represented as the graph of a Lipschitz
function defined on some open ball of Rn−1.
Remark 2.5. It is a fact that Ω is 1-quasiconvex only if it is convex. It is not difficult
to show that Ω is C-quasiconvex for some C > 0 if Ω is a bounded Lipschitz
domain (see, for instance, Sections 2.5.1 and 2.5.2 in [5]). For more on length
spaces and C-quasiconvex domains see [21].
Lemma 2.6 (A priori Lipschitz estimate for minimizers). LetΩ be aC-quasiconvex
domain for some C > 0. Then there exists a nondecreasing superlinear function
κ : [0,+∞) → [0,+∞) such that, for any x, y ∈ Ω, any t > 0 and any minimizer
ξ ∈ Γ−t,0x,y (Ω) of AΩt (x, y), we have
ess sup
s∈[−t,0]
|ξ˙(s)| 6 κ(C|x− y|/t).
Moreover, if Ω is bounded in addition, then we get
ess sup
s∈[−t,0]
|ξ˙(s)| 6 κ(CD/t),
where D > 0 denotes the diameter of Ω.
Proof. Fix x, y ∈ Ω and t > 0. Since Ω is C-quasiconvex, there is a curve γ ∈
Γ
0,t(x,y)
x,y (Ω) satisfying with |γ˙| = 1 a.e. on [0, t(x, y)] and t(x, y) 6 C|x − y|.
Define a curve η ∈ Γ−t,0y,x (Ω) by
η(s) = γ
(
t(x, y)
t
(s+ t)
)
, s ∈ [−t, 0].
Then
(2.2) AΩt (y, x) 6
∫ 0
−t
L(η(s), η˙(s)) ds 6 tθ2
(
t(x, y)
t
)
6 tθ2
(
C|x− y|
t
)
.
On the other hand, we have
AΩt (x, y) >
∫ 0
−t
θ1(|ξ˙(s)|) ds− c0t >
∫ 0
−t
|ξ˙(s)| ds− (θ∗1(1) + c0)t.(2.3)
The combination of (2.2) and (2.3) leads to∫ 0
−t
|ξ˙(s)| ds 6 t
{
θ2
(
C|x− y|
t
)
+ θ∗1(1) + c0
}
,
which implies that
|ξ(s)− x| 6
∫ 0
−t
|ξ˙(s)| ds 6 t
{
θ2
(
C|x− y|
t
)
+ θ∗1(1) + c0
}
,
and
ess inf
s∈[0,t]
|ξ˙(s)| 6 θ2
(
C|x− y|
t
)
+ θ∗1(1) + c0.
The rest of the proof is standard, see, for instance, [3], [16] or Proposition A.1 in
[6]. 
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Proposition 2.7 (Regularity properties of relative fundamental solutions). For the
regularity of AΩt (x, y), we have
(a) for any x ∈ Ω and any t > 0, y 7→ AΩt (x, y) is locally semiconcave in Ω;
(b) for any x ∈ Ω and any λ > 0, there exists tλ > 0 such that, for any 0 <
t 6 min{tλ, d∂Ω(x)/κ(λ)}, the function y 7→ A
Ω
t (x, y) is uniformly convex
on B(x, λt) ⊂ Ω with a constant C(λ)/t, where κ is the function obtained in
Lemma 2.6;
(c) for any x ∈ Ω, the functions y 7→ AΩt (x, y) and y 7→ A
Ω
t (y, x) are of class
C1,1loc (B(x, λt)) if 0 < t 6 min{tλ, d∂Ω(x)/κ(λ)}. Moreover, for all y ∈
B(x, λt), we have
(2.4) DyA
Ω
t (x, y) =
∂L
∂v
(ξ(t), ξ˙(t)), DxA
Ω
t (x, y) = −
∂L
∂v
(ξ(0), ξ˙(0)),
where ξ ∈ Γ0,tx,y(B(x, κ(λ)t)) is the unique minimizer for AΩt (x, y).
Sketch of proof. Let x ∈ Ω,R = d∂Ω(x) and let κ be the function given by Lemma
2.6 (relative to B(x,R) which is 1-quasiconvex). Then, for any λ > 0 let tλ > 0
be such that max{λ, κ(λ)} 6 R
tλ
. By Lemma 2.6, for any t ∈ (0, tλ], any y ∈
B(x, λt) and any ξ ∈ Γ0,tx,y(Ω) minimizing AΩt (x, y), we have
ξ(s) ∈ B(x,R) ⊂ Ω, s ∈ [0, t].
Therefore,
AΩt (x, y) = At(x, y), ∀t ∈ (0, tλ], ∀y ∈ B(x, λt),
where At(x, y) denotes the relative fundamental solution for Ω = R
n. Then, all
the statements follow from the regularity results in [6, Appendix A]. 
Definition 2.8 (Relative Man˜e´’s potential and critical value). The function ΦΩL :
Ω× Ω→ R ∪ {−∞} defined as
(2.5) ΦΩL(x, y) = inf
t>0
AΩt (x, y), ∀x, y ∈ Ω,
is calledMan˜e´’s potential associated with L relative to Ω or relative Man˜e´’s poten-
tial for short. We call the value defined by
(2.6) cΩ(L) = − inf
t>0,x∈Ω
1
t
AΩt (x, x),
Man˜e´’s critical value of L relative to Ω or relative Man˜e´’s critical value for short.
We collect some elementary properties of the relative Man˜e´’s potential and rel-
ative Man˜e´’s critical value here. See Appendix A for the proofs of Lemma 2.9 and
Lemma 2.10.
Lemma 2.9. The relative Man˜e´’s potential ΦΩL has the following properties:
(1) ΦΩL(x, z) 6 Φ
Ω
L(x, y) + Φ
Ω
L(y, z) for all x, y, z ∈ Ω;
(2) if cΩ(L) 6 0, then Φ
Ω
L(x, x) = 0 for all x ∈ Ω;
(3) if cΩ(L) 6 0 and Ω is C-quasiconvex for some constant C > 0, then
(i) |ΦΩL(x, y)| 6 θ2(1)C|x− y|, ∀x, y ∈ Ω;
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(ii) ΦΩL(·, ·) is Lipschitz with a Lipschitz constant θ2(1)C .
Lemma 2.10. The following statements are equivalent:
(1) ΦΩL(x, y) > −∞ for any x, y ∈ Ω;
(2) there exist x, y ∈ Ω such that ΦΩL(x, y) > −∞;
(3) cΩ(L) 6 0.
2.2. Semiconcave functions. Let S be a nonempty subset of Rn.
Definition 2.11 (Semiconcave functions). We recall that a function u : S → R is
said to be semiconcave (with linear modulus) if there exists a constant C > 0 such
that
(2.7) λu(x) + (1− λ)u(y)− u(λx+ (1− λ)y) 6
C
2
λ(1− λ)|x− y|2
for any x, y ∈ S, such that the segment [x, y] is contained in S and any λ ∈
[0, 1]. Any constant C that satisfies the above inequality is called a constant of
semiconcavity for u in S. A function u : S → R is said to be semiconvex if −u is
semiconcave.
If S is a convex subset of Rn, then u is semiconcave with constant C if (2.7)
holds for x, y ∈ S and all λ ∈ [0, 1]. Let S be an open subset of Rn. A function
u : S → R is said to be locally semiconcave (resp. locally semiconvex) if for each
x ∈ S there exists an open ball B(x, r) ⊂ S such that u is a semiconcave (resp.
semiconvex) function on B(x, r). We say u : S → R is semiconcave up to the
boundary if u is a semiconcave function on S as in the Definition 2.11.
The following result shows that in order to prove a given function is semiconcave
with linear modulus, it is sufficient to show (2.7) for the midpoint of any segment.
One can find the proof in [10].
Proposition 2.12. Let u : S → R be continuous. Then u is semiconcave with
constant C if
u(x) + u(y)− 2u
(
x+ y
2
)
6
C
2
|x− y|2
for any x, y such that the segment [x, y] is contained in S.
Hereafter, assume S is an open subset of Rn. Let u : S ⊂ Rn → R be a
continuous function. We recall that, for any x ∈ S, the closed convex sets
D−u(x) =
{
p ∈ Rn : lim inf
y→x
u(y)− u(x)− 〈p, y − x〉
|y − x|
> 0
}
,
D+u(x) =
{
p ∈ Rn : lim sup
y→x
u(y)− u(x)− 〈p, y − x〉
|y − x|
6 0
}
,
are called the (Dini) subdifferential and superdifferential of u at x, respectively.
Let u : S → R be a locally Lipschitz function. We recall that a vector p ∈ Rn
is said to be a reachable (or limiting) gradient of u at x if there exists a sequence
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{xk} ⊂ S \{x}, converging to x, such that u is differentiable at xk for each k ∈ N
and
lim
k→∞
Du(xk) = p.
The set of all reachable gradients of u at x is denoted byD∗u(x).
Proposition 2.13 (Superdifferential of semiconcave functions [10]). Let u : S ⊂
R
n → R be a semiconcave function and let x ∈ S. Then the following properties
hold:
(a) D+u(x) is a nonempty compact convex set in Rn and D∗u(x) ⊂ ∂D+u(x),
where ∂D+u(x) denotes the topological boundary of D+u(x);
(b) the set-valued function x D+u(x) is upper semicontinuous;
(c) D+u(x) 6= ∅ and D+u(x) is a singleton if D−u(x) 6= ∅ in addition;
(d) if D+u(x) is a singleton, then u is differentiable at x. Moreover, if D+u(x) is
a singleton for every point in S, then u ∈ C1(S).
2.3. Generalized characteristics. A basic criterion for the propagation of singu-
larities of viscosity solutions to Hamilton-Jacobi equations along generalized char-
acteristics was given in [1] (see [11, 27] for an improved version and a simplified
proof of this result).
Definition 2.14 (Generalized characteristic). ALipschitz arc x : [0, T ] → Ω, (T >
0), is said to be a generalized characteristic of the Hamilton-Jacobi equation (HJg)
if x satisfies the differential inclusion
(2.8) x˙(s) ∈ coHp
(
x(s),D+u(x(s))
)
, a.e. in [0, T ] .
3. REPRESENTATION FORMULA FOR THE SOLUTION OF DIRICHLET PROBLEM
Throughout this section the following standing hypotheses (SH) will be as-
sumed without further notice:
(SH1) Ω ⊂ Rn is a bounded Lipschitz domain;
(SH2) L is a Tonelli Lagrangian;
(SH3) g : ∂Ω→ R is a function satisfying the compatibility condition
(3.1) g(x) − g(y) 6 ΦΩL(y, x), ∀x, y ∈ ∂Ω;
(SH4) the relative Man˜e´’s critical value of L satisfies the energy condition
(3.2) cΩ(L) 6 0.
Consider the following minimization problem
(CVg) u(x) := inf
y∈∂Ω
{g(y) + ΦΩL(y, x)}, x ∈ Ω.
From now on, u : Ω→ R denotes the value function of (CVg).
The following facts are immediate consequences of (SH):
• since Ω is a bounded Lipschitz domain, in view of Remark 2.5, Ω is a C-
quasiconvex domain for some constant C > 0;
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• since g satisfies (3.1) and cΩ(L) 6 0, by invoking Lemma 2.9 (3) we deduce
that, for any x, y ∈ ∂Ω,
g(x)− g(y) 6 ΦΩL(y, x) 6 C1|x− y|,
where C1 := θ2(1)C . Thus, (3.1) and (3.2) together imply that g is Lipschitz on
∂Ω;
• in view of Lemma 2.9, u(x) > −∞ for all x ∈ Ω;
• since both ΦΩL and g are Lipschitz continuous functions, the infimum defining u
is attained at some point yx ∈ Ω, which will be called a minimizer for (CVg) at
x.
Proposition 3.1. u is dominated by L, i.e.,
(3.3) u(x′)− u(x) 6 ΦΩL(x, x
′), ∀x, x′ ∈ Ω.
Moreover, u is Lipschitz on Ω and u = g on ∂Ω.
Proof. Let y be a minimizer of (CVg) at x. Then, by the definition of u and Lemma
2.9 (1), we get
u(x′)− u(x) 6ΦΩL(y, x
′)− ΦΩL(y, x) 6 Φ
Ω
L(x, x
′), ∀x′ ∈ Ω.
Now, let x ∈ ∂Ω. By Lemma 2.9 (2) and (3.1), we have
u(x) 6 g(x) + ΦΩL(x, x) = g(x) 6 inf
y∈∂Ω
{g(y) + ΦΩL(y, x)} = u(x).
So, u|∂Ω = g. Lemma 2.9 (3) and (3.3) imply that u is Lipschitz on Ω. 
3.1. Exit time problem. Problem (CVg) is closely related to the so called exit
time problem in optimal control, and the readers can refer to Chapter IV of [4] or
Chapter 8 of [10] for more on this topic. In order to adapt such a problem to the
context of weak KAM theory, we will slightly modify the standard terminology.
Moreover, in order to give a more precise formulation of the Dirichlet problem
(HJg), we need a Lipschitz estimate for the associated minimal curves in (CVg).
Now, we will show that (CVg) is indeed an exit time problem.
Definition 3.2 (Calibrated curve). We say that a curve ξ ∈ Γa,bx,y(Ω) with a < b is
a (u,L,Ω)-calibrated curve, or u-calibrated curve for short, if
u(ξ(b)) − u(ξ(a)) =
∫ b
a
L(ξ, ξ˙) ds.
A curve ξ : (−∞, 0 ] → Rn with ξ(s) ∈ Ω for all s ∈ (−∞, 0 ], is called a
u-calibrated curve if it is a u-calibrated curve on each compact sub-interval of
(−∞, 0 ].
Proposition 3.3. Let x, y ∈ Ω. Then
(a) if ξ ∈ Γa,bx,y(Ω), −∞ < a < b < +∞, is a u-calibrated curve, then the
restriction of ξ to any sub-interval of [a, b] is still a u-calibrated curve;
(b) letM(x) be the set of all minimizers of (CVg) at x. Then
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(i) if there exists y ∈ M(x) such that AΩT (y, x) = Φ
Ω
L(y, x) for some T ∈
(0,+∞), then any minimizer ξ of AΩT (y, x) is u-calibrated and, for any
t ∈ [0, T ] with ξ(−t) ∈ ∂Ω, we have
u(x) = g(ξ(−t)) +AΩT (ξ(−t), x);
(ii) if AΩT (y, x) > Φ
Ω
L(y, x) for all T ∈ (0,+∞) and all y ∈ M(x), then
there exists a u-calibrated curve ξ : (−∞, 0 ] → Rn, with ξ(0) = x and
ξ(s) ∈ Ω for all s ∈ (−∞, 0 ], such that ξ(−t) 6∈ ∂Ω for all t > 0.
Proof. Suppose ξ ∈ Γa,bx,y(Ω) is a u-calibrated curve. Let a 6 c < d 6 b. Then, we
have
u(ξ(b)) − u(ξ(d)) 6
∫ b
d
L(ξ, ξ˙) ds,
u(ξ(d)) − u(ξ(c)) 6
∫ d
c
L(ξ, ξ˙) ds,
u(ξ(c)) − u(ξ(a)) 6
∫ c
a
L(ξ, ξ˙) ds,
by Proposition 3.1. On the other hand, the sum of the left side of the three in-
equalities above equals to that of the right side since ξ is u-calibrated. Thus each
inequality should be an equality. Thus, ξ restricted to [c, d], is also u-calibrated.
This completes the proof of (a).
Now we turn to the proof of (b). Let y be a minimizer of (CVg) at x. If
AΩT (y, x) = Φ
Ω
L(y, x) for some T ∈ (0,+∞), then, recalling Proposition 3.1,
we have that
u(x) = g(y) +AΩT (y, x) = u(y) +
∫ 0
−T
L(ξ, ξ˙) ds,
where ξ ∈ Γ−T,0y,x (Ω) is a minimizer of AΩT (y, x). Thus ξ is u-calibrated and, if
ξ(−t) ∈ ∂Ω for some t ∈ [0, T ], we have that
u(x) = u(ξ(−t)) +
∫ 0
−t
L(ξ, ξ˙) ds > g(ξ(−t)) + ΦΩL(ξ(−t), x) > u(x),
where we have used (a), the fact that u|∂Ω = g and the definition of u. So far, we
have proved (i).
Finally, suppose AΩT (y, x) > Φ
Ω
L(y, x) for all T ∈ (0,+∞) and all y ∈ M(x).
Then there exists a sequence (Tk, yk) ∈ (0,+∞) × ∂Ω, with limk→∞ Tk = +∞,
and minimizers ξk ∈ Γ
−Tk,0
yk,x (Ω) of A
Ω
Tk
(yk, x) such that
(3.4) u(x) > u(ξk(−Tk)) +
∫ 0
−Tk
L(ξk, ξ˙k) ds−
1
k
.
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Now, fix any t > 0 and choose Tk > t. Recalling (3.3), we conclude that
u(x)− u(ξk(−t)) 6
∫ 0
−t
L(ξk, ξ˙k) ds,(3.5)
u(ξk(−t))− u(ξk(−Tk)) 6
∫ −t
−Tk
L(ξk, ξ˙k) ds.(3.6)
The combination of (3.4) and (3.6) leads to
u(x) >u(ξk(−t))−
∫ −t
−Tk
L(ξk, ξ˙k) ds+
∫ 0
−Tk
L(ξk, ξ˙k) ds−
1
k
=u(ξk(−t)) +
∫ 0
−t
L(ξk, ξ˙k) ds −
1
k
.
(3.7)
By Lemma 2.6, {ξk} is equi-Lipschitz for k large enough. Then, combining
(3.5) and (3.7), invoking the Arzela`-Ascoli theorem, and taking a subsequence if
necessary, we conclude that there exists a Lipschitz curve ξ : (−∞, 0 ] → Rn, with
ξ(0) = x and ξ(s) ∈ Ω for all s ∈ (−∞, 0 ], such that
u(x) = u(ξ(−t)) +
∫ 0
−t
L(ξ, ξ˙) ds, t > 0.(3.8)
This proves that ξ is u-calibrated. If ξ(−t) ∈ ∂Ω for some t > 0, then
u(x) = u(ξ(−t)) +
∫ 0
−t
L(ξ, ξ˙) ds = g(ξ(−t)) +
∫ 0
−t
L(ξ, ξ˙) ds > u(x).
Then we have that ξ(−t) is a minimizer of (CVg) andA
Ω
t (ξ(−t), x) = Φ
Ω
L(ξ(−t), x)
which contradicts our assumption. This completes the proof of (ii). 
From now on we will impose a stronger condition than (SH4) on the relative
Man˜e´’s critical value of L:
(SH4’) cΩ(L) < 0.
Lemma 3.4. For any x ∈ Ω and any minimizer y∗ 6= x of (CVg) at x, we have
that AΩT (y
∗, x) = ΦΩL(y
∗, x) for some T > 0. Moreover,
T 6
2C1
−cΩ(L)
|y∗ − x|,
where C1 := θ2(1)C that has been defined at the beginning of this section.
Proof. Let L1 = L+ cΩ(L). Then cΩ(L1) = 0. In view of Lemma 2.9 (3), for any
t > 0 and x, y ∈ Ω we obtain
AΩt (y, x) + cΩ(L)t > Φ
Ω
L1
(y, x) > −C1|x− y|.(3.9)
Now, fix any x ∈ Ω and let y∗ 6= x be a minimizer of (CVg) at x. We claim
that ΦΩL(y
∗, x) = AΩT (y
∗, x) for some T > 0. Otherwise, by Proposition 3.1 and
Lemma 2.9, there would exist a sequence Tk → +∞ such that
(3.10) AΩTk(y
∗, x) 6 u(x)− u(y∗) +
1
k
6 ΦΩL(y
∗, x) +
1
k
6 C1|y
∗ − x|+
1
k
.
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The combination of (3.9) and(3.10) leads to
−cΩ(L)Tk 6 2C1|y
∗ − x|+
1
k
,
which is impossible.
Therefore, again by Lemma 2.9 (3) we have that
AΩT (y
∗, x) = ΦΩL(y
∗, x) 6 C1|y
∗ − x|.
Thus, owing to (3.9),
T 6
2C1
−cΩ(L)
|y∗ − x|.
This completes the proof. 
Definition 3.5 (Exit time function). We define the exit time function T : Ω →
(0,+∞] by
T (x) = inf
ξ
Tξ(x), ∀x ∈ Ω,
where the infimum is taken among u-calibrated curves ξ defined on [−T, 0 ] or
(−∞, 0 ] with ξ(0) = x, and
Tξ(x) = inf{s > 0 : ξ(−s) ∈ ∂Ω}.
By definition it is easy to see that T (x) = 0 for all x ∈ ∂Ω. From Lemma 3.4,
there is a constant B > 0 such that
T (x) 6 B, ∀x ∈ Ω.(3.11)
Lemma 3.6. Exit time function x 7→ T (x) is lower semicontinuous on Ω.
Proof. For any x0 ∈ Ω, let T0 = lim infx→x0 T (x). It suffices to show: for any
{xk}k∈N ⊂ Ω such that xk → x0 and T (xk)→ T0 as k → +∞, we have
T (x0) 6 T0.(3.12)
Since T (x) ≡ 0 on ∂Ω, then (3.12) is true if x0 ∈ ∂Ω. If x0 ∈ Ω, we suppose by
contradiction that T0 < T (x0). Recall T (xk) = infξ Tξ(xk). Then for each k ∈ N,
there is ξk : (−∞, 0]→ Ω which is u-calibrated with ξk(0) = xk, such that
Tξk(xk) < T (xk) +
1
k
.
Let Tk := Tξk(xk). Then by the definition of Tξk(xk), we have ξk(−Tk) ∈ ∂Ω.
Thus, for any ε > 0, we have
T (xk) 6 Tk < T (xk) +
1
k
6 T0 + ε
for k large enough. Since ε > 0 is arbitrary, we get
T0 = lim
k→+∞
Tk.
Recall that for each k ∈ N, ξk is a u-calibrated curve. Then,
H(ξk(s), pk(s)) = 0, pk(s) =
∂L
∂v
(ξk(s), ξ˙k(s)), ∀s ∈ (−∞, 0].
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SinceΩ is compact,H(x, p) is superlinear in p, then {|ξ˙k(0)|}k∈N is bounded from
above. Without loss of generality, suppose (xk, ξ˙k(0)) → (x0, v0) as k → +∞.
Denote by (ξ∞, ξ˙∞) the solution of the Euler-Lagrange equation with (x0, v0) as
the initial condition. By the classical theory of ordinary differential equations, ξk
converges to ξ∞ uniformly on [−T0 − ε, 0], and ξ∞ is still a u-calibrated curve.
Since
|ξk(−Tk)− ξ∞(−T0)| 6 |ξk(−Tk)− ξ∞(−Tk)|+ |ξ∞(−Tk)− ξ∞(−T0)|,
then we have limk→+∞ ξk(−Tk) = ξ∞(−T0), which implies that ξ∞(−T0) ∈ ∂Ω.
Therefore, we deduce that T (x0) 6 T0, a contradiction. 
The following result insures that the function defined in (CVg) is indeed the
value function of an optimal exit time problem.
Corollary 3.7. For every x ∈ Ω, there exists y ∈ ∂Ω such that
u(x) = g(y) +AΩT (x)(y, x).
The proof consists of a direct application of Lemma 3.4 and Proposition 3.3 (b) (i).
Lemma 3.8. Let x ∈ Ω. If y∗ ∈ ∂Ω is a minimizer of (CVg) and there exists
T > 0 such that u(x) = g(y∗) +AΩT (y
∗, x), then we have
(3.13) |y∗ − x| 6 C2T,
where C2 = θ
∗
1(Cθ2(κ(1)) + 1) + c0, C is the constant for which Ω is a C-
quasiconvex domain, and κ is the function obtained in Lemma 2.6. In particular,
d∂Ω(x) 6 C2T (x). Furthermore, if ξ
∗ is a minimizer of AΩT (y
∗, x), then
ess sup
s∈[−T,0]
|ξ˙∗(s)| 6 κ(CC2).
Proof. Fix x ∈ Ω. Let y∗ ∈ ∂Ω be a minimizer of (CVg) and let T > 0 be
a constant such that u(x) = g(y∗) + AΩT (y
∗, x). Then, for any t > 0 and any
y ∈ ∂Ω, we get
0 6 g(y) +AΩt (y, x)− (g(y
∗) +AΩT (y
∗, x))
= g(y) − g(y∗) +AΩt (y, x)−A
Ω
T (y
∗, x).
By taking y = y∗, for any t > 0 and any minimizer η ∈ Γ−t,0y∗,x(Ω) of A
Ω
t (y
∗, x),
we have
AΩT (y
∗, x) 6
∫ 0
−t
L(η(s), η˙(s)) ds 6
∫ 0
−t
θ2(|η˙(s)|) ds.
By Lemma 2.6, we have
ess sup
s∈[0,t]
|η˙(s)| 6 κ(C|x− y∗|/t).
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Thus, we have
AΩT (y
∗, x) 6
∫ 0
−t
θ2(κ(C|x− y
∗|/t)) ds 6 tθ2
(
κ
(C|x− y∗|
t
))
.
Taking t = C|x− y∗|, then
(3.14) AΩT (y
∗, x) 6 Cθ2(κ(1))|x − y
∗|.
On the other hand, condition (L2) also implies that, for each k > 0,
(3.15) AΩT (y
∗, x) > k|y∗ − x| − (θ∗1(k) + c0)T.
Let k = Cθ2(κ(1)) + 1. Combining (3.14) and (3.15), we have
|x− y∗| 6 C2T,
where C2 = θ
∗
1(Cθ2(κ(1))+1)+c0 . In particular, by Corollary 3.7 and (3.13), we
get d∂Ω(x) 6 C2T (x). The last conclusion of the lemma is a direct consequence
of Lemma 2.6 and (3.13). 
3.2. Local semiconcavity of u. In this part, we begin with a local semiconcavity
estimate.
For any ρ > 0, let Ωρ = {x ∈ Ω : d∂Ω(x) > ρ}. Since T (x) is lower
semicontinuous on Ω, then
Tρ := inf
x∈Ωρ
T (x)
is well defined.
Lemma 3.9 (Local semiconcavity). For any ρ > 0, any x ∈ Ωρ and any z ∈ R
n
with |z| < ρ8 , we have
(3.16) u(x+ z) + u(x− z)− 2u(x) 6
C¯
ρ
|z|2,
for some constant C¯ > 0 independent of x and z.
Proof. Fix x ∈ Ωρ, by Corollary 3.7, there is y
∗ ∈ ∂Ω such that
u(x) = g(y∗) +AΩT (x)(y
∗, x).
From (3.11), we have
0 < T (x) 6 B.
Let ξ∗ be a minimizer of AΩ
T (x)(y
∗, x). For any z ∈ Rn such that x± z ∈ Ω, any
t± > 0 and any y± ∈ ∂Ω, we have
u(x+ z) + u(x− z)− 2u(x)
6 g(y+) + g(y−)− 2g(y∗) +AΩt+(y
+, x+ z) +AΩt−(y
−, x− z)− 2AΩT (x)(y
∗, x).
Taking t− = t+ = T (x) and y+ = y− = y∗ in the inequality above, we obtain
u(x+ z) + u(x− z)− 2u(x)
6AΩT (y
∗, x+ z) +AΩT (y
∗, x− z)− 2
∫ 0
−T
L(ξ∗, ξ˙∗) ds.
(3.17)
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By Lemma 2.6, we have
ess sup
s∈[−t,0]
|ξ˙∗(s)| 6 κ(CD/T (x)).
Thus, we have
ess sup
s∈[−t,0]
|ξ˙∗(s)| 6 κ(CD/Tρ) =: K.
Let τ = min{ ρ4K , Tρ}. We define two curves connecting y
∗ and x± z by
ξ±(s) =
{
ξ∗(s), s ∈ [−T (x),−τ ],
ξ∗(s)± τ+s
τ
z, s ∈ (−τ, 0].
We assert that ξ±(s) ⊂ Ω for all s ∈ [−T (x), 0]. In fact, for each s ∈ [−τ, 0], we
get
|ξ±(s)− x| = |ξ±(0) −
∫ 0
s
ξ˙±(σ)dσ − x|
6 |z|+ |
∫ 0
s
(ξ˙∗(σ)±
z
τ
)dσ|
6 2|z| + τK
6
ρ
2
.
Thus, the above assertion is true. Hence, we have
u(x+ z) + u(x− z)− 2u(x)
6
∫ 0
−T (x)
L(ξ+(s), ξ˙+(s)) + L(ξ−(s), ξ˙−(s))− 2L(ξ∗(s), ξ˙∗(s)) ds
=
∫ 0
−τ
{
L
(
ξ∗(s) +
s+ τ
τ
z, ξ˙∗(s) +
z
τ
)
+ L
(
ξ∗(s)−
s+ τ
τ
z, ξ˙∗(s)−
z
τ
)
− 2L(ξ∗(s), ξ˙∗(s))
}
ds
6
∫ 0
−τ
C3
(
|
s+ τ
τ
z|2 + |
z
τ
|2
)
ds
6C4(τ +
1
τ
)|z|2,
where the positive constants C3 and C4 depend only on K and ρ. Note that
1
τ
= max
{
4K
ρ
,
1
Tρ
}
.
By Lemma 3.8, we have
ρ 6 d∂Ω(x) 6 C2T (x), ∀x ∈ Ωρ,
which implies that
1
τ
6
4K
ρ
+
1
Tρ
6
4K
ρ
+
C2
ρ
=:
C5
ρ
.
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Therefore, we have
u(x+ z) + u(x− z)− 2u(x) 6 C4
(
T (x) +
C5
ρ
)
|z|2 6 C4
BD + C5
ρ
|z|2.

Corollary 3.10. u is a viscosity solution of Dirichlet problem (HJg).
Proof. By Proposition 3.1 and Corollary 3.7, it is straightforward to check that u
satisfies equation H(x,Du) = 0 a.e. on Ω, which together with the local semi-
concavity of u obtained in Lemma 3.9, implies that u is a viscosity solution of
Dirichlet problem (HJg). 
Proposition 3.11. For any x ∈ Ω, p ∈ D∗u(x) if and only if there exists a u-
calibrated curve ξ = ξx,p : [−Tx,p, 0] → Ω such that ξx,p(−Tx,p) ∈ ∂Ω, ξx,p(0) =
x and p = ∂L
∂v
(ξx,p(0), ξ˙x,p(0)).
In order to prove this proposition, we provide a preliminary result first.
Lemma 3.12. If u is differentiable at x ∈ Ω, then there is a unique u-calibrated
curve γx : [−T (x), 0] → Ω with γx(0) = x and Du(x) =
∂L
∂v
(x, γ˙x(0)).
Proof. In view of Corollary 3.7, there is yx ∈ ∂Ω such that
u(x) = g(yx) +A
Ω
T (x)(yx, x),
which implies that there is a C2 curve γx ∈ Γ
−T (x),0
yx,x (Ω) such that
u(x) = g(yx) +
∫ 0
−T (x)
L(γx, γ˙x)ds.
By Proposition 3.1, γx is a u-calibrated curve and minimizes the quantity
g(γ(−T (x))) +
∫ 0
−T (x)
L(γ, γ˙)ds,
among all absolutely continuous curves γ : [−T (x), 0] → Ω with γ(0) = x. By
classical results in calculus of variations, we get Du(x) = ∂L
∂v
(x, γ˙x(0)). 
Proof of Proposition 3.11. For any x ∈ Ω, let p ∈ D∗u(x). Then there exists a
sequence {xk}k∈N ⊂ Ω \ {x} such that u is differentiable at xk and
lim
k→+∞
xk = x, lim
k→+∞
Du(xk) = p.
By Lemma 3.12, for each xk there are yk ∈ ∂Ω and γk : [−T (xk), 0] → Ω with
γk(0) = xk, Du(xk) =
∂L
∂v
(xk, γ˙k(0)) and
u(xk) = g(yk) +
∫ 0
−T (xk)
L(γk, γ˙k)ds.
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Let (γ, η) be the solution of (2.1) with initial conditions γ(0) = x, η(0) = p. Since
(γk,
∂L
∂v
(γk, γ˙k)) converges to (γ, η) locally uniformly, then γ : [−Tx,p, 0] → Ω is
a u-calibrated curve for some Tx,p > 0 with γ(−Tx,p) ∈ ∂Ω and
u(x) = g(γ(−Tx,p)) +
∫ 0
−Tx,p
L(γ, γ˙)ds.
Since the other part of the proof is quite similar to the one of Theorem 8.4.14 in
[10], we omit it here. 
4. GLOBAL GENERALIZED CHARACTERISTICS
In this section, we study the propagation of singularities of u, the value function
of (CVg), which is a viscosity solution of the Hamilton-Jacobi equation (HJg).
Definition 4.1. We call x ∈ Ω a singular point if u is not differentiable at u.
The set of all singular points of u, denoted by Sing (u), is called the singular set
of u. A point in x ∈ Ω is called a cut point of u, if for any u-calibrated curve
ξ : [a, b] →M with x ∈ ξ([a, b]), we have x = ξ(b). The set of all cut points of u,
denoted by Cut (u), is called the cut locus of u.
It is a fact that Sing (u) ⊂ Cut (u) ⊂ Sing (u).
4.1. Propagation of singularities of u. In this part we assume (L,Ω, g) satis-
fies assumptions (SH). To study the propagation of singularities of u, we will
use the intrinsic methods developed in [6]. The basic idea is if a viscosity so-
lution u of (HJg) can have a representation as inf-convolution (like (CVg)), then
the maximizers in the corresponding sup-convolution determine the propagation of
singularities. More clearly, for fixed x ∈ Ω and suitable λ > 0, we want to look
for maximizers of
u(y)−AΩt (x, y), y ∈ B(x, λt).
Comparing to the problem in [6], in this paper, we have to deal with some difficul-
ties with the state constraint.
Now, fix any x ∈ Ω, let δx =
1
2d∂Ω(x). Then B(x, δx) ⊂ Ω. It is known that
there exists λ0 > 0 depending only on L and Lip (u) such that each maximizer yt,x
of the function u(·)−AΩt (x, ·) is contained in the ball B(x, λ0t) for any t > 0 (see
[6, Lemma 3.1]). Fix λ > λ0, choose tx > 0 such that
(4.1) tx <
1
2λ
d∂Ω(x).
Thus, B(x, λt) ⊂ B(x, δx) for 0 < t 6 tx.
Lemma 4.2. For any x ∈ Cut (u) and any λ > λ0, suppose tx > 0 is chosen such
that (4.1) holds. If tx also satisfies the following relation
(4.2) tx < T (x),
then, for any t ∈ (0, tx], each maximizer of the function
(4.3) y 7→ u(y)−AΩt (x, y)
is contained in Sing (u).
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Proof. For any x ∈ Ω, any λ > λ0 and any 0 < t < tx, let yt,x be any maximizer
of (4.3). It clear that yt,x ∈ B(x, λt) by (4.1).
If x ∈ Cut (u), then we will show yt,x ∈ Sing (u) for all t ∈ (0, tx]. Assume by
contradiction that yt,x is a point of differentiability of u for some t ∈ (0, tx]. Thus
0 ∈ D+{u(·) −AΩt (x, ·)}(yt,x) = Du(yt,x)−D
−{AΩt (x, ·)}(yt,x),
equivalently, Du(yt,x) ∈ D
−{AΩt (x, ·)}(yt,x). It follows that A
Ω
t (x, ·) is differen-
tiable at yt,x and
pt,x := Du(yt,x) = DyA
Ω
t (x, yt,x)(4.4)
since AΩt (x, ·) is locally semiconcave (see Proposition 2.7). Hence, there is a
unique minimizer of AΩt (x, yt,x), denoted by ξt,x : [−t, 0]→ Ω, such that
DyA
Ω
t (x, yt,x) =
∂L
∂v
(ξt,x(0), ξ˙t,x(0)).
By Proposition 3.11, there exists a C2 u-calibrated curve γx : [−Tx,pt,x, 0] → Ω
such that γx(0) = yt,x and pt,x =
∂L
∂v
(γx(0), γ˙x(0)). Since ξt,x(0) = γx(0) and
(4.4), then ξt,x and γx coincide on [−t, 0] since t < tx < T (x) 6 Tx,pt,x by (4.2).
This leads to a contradiction since x = γx(−t) and γx(−t) 6∈ Cut (u). 
To ensure the uniqueness of the maximizer of u(·) − AΩt (x, ·) in B(x, λt), we
need more work by using the semiconcavity and convexity estimate of u(·) and
AΩt (x, ·) in the ball B(x, λt) (see Proposition 2.7).
Theorem 4.3. Let x0 ∈ Cut (u). Then, we have
(a) either, there exists a generalized characteristic x : [0,+∞)→ Ω starting from
x(0) = x0 such that x(s) ∈ Sing (u) for all s ∈ [0,+∞),
(b) or, there exist T > 0 and a generalized characteristic x : [0, T ) → Ω starting
from x(0) = x0 such that x(s) ∈ Sing (u) for all s ∈ [0, T ), and a sequence
of positive real numbers {sk} such that
lim
k→∞
sk = T, and lim
k→∞
d∂Ω(x(sk)) = 0.
Proof. We begin with a local study. Let x0 ∈ Ω be a cut point of u. By Proposition
3.1, u is Lipschitz on Ω. From [6, Lemma 3.1], there exists λ0 > 0 depending
only on L and Lip (u) such that each maximizer of the function u(·) − AΩt (x0, ·)
is contained in the ball B(x0, λ0t) ⊂ Ω. Fix any λ > max{λ0,
C2
2 }, where C2 is
the constant in Lemma 3.8, we define
t∗0 =min
1
2
{
1
2λ
d∂Ω(x0),
d∂Ω(x0)
κ(λ)
, tλ,
C(λ)d∂Ω(x0)
C¯
}
6min
1
2
{
T (x0),
d∂Ω(x0)
κ(λ)
, tλ,
C(λ)d∂Ω(x0)
C¯
}
,
(4.5)
where C(λ) is the constant in Proposition 2.7, C¯ is the constant in Lemma 3.9,
and κ is the function in Lemma 2.6. Notice that the inequality above follows from
Lemma 3.8. Then, for any t ∈ (0, t∗0], the function defined by
y 7→ u(y)−AΩt (x0, y), y ∈ B(x0, λt) ⊂ Ω,
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is strictly concave, by Proposition 2.7 and Lemma 3.9, with a unique maximizer
y0t,x0 ∈ B(x0, λt). We define the curve
(4.6) x0(s) =
{
y0s,x0, s ∈ (0, t
∗
0],
x0, s = 0.
By Lemma 4.2 and the same discussion in [6], x0 : [0, t
∗
0] → Ω is a generalized
characteristic and x0(s) ∈ Sing (u) for all s ∈ [0, t
∗
0]. We denote x1 = x0(t
∗
0)
and we try to extend the generalized characteristic x0 starting from x1 since x1 ∈
Sing (u) ⊂ Cut (u).
By the definition of t∗0, we observe that if
d∂Ω(x0) 6 tλ,
then there exists K1(λ) > 0 such that t
∗
0 > K1(λ)d∂Ω(x0) := t¯0. Thus, replac-
ing t∗0 by t¯0, we obtain a singular generalized characteristic, also denoted by x0,
defined on [0, t¯0].
Now, by deduction, for each k ∈ N, we define
t∗k = min
1
2
{
1
2λ
d∂Ω(xk),
d∂Ω(xk)
κ(λ)
, tλ,
C(λ)d∂Ω(xk)
C¯
}
.
A curve xk : [0, t
∗
k] → Ω is defined as follows: let xk(0) = xk and for any s ∈
(0, t∗k], let xk(s) be the unique maximizer of the function y 7→ u(y) − A
Ω
s (xk, y)
with xk = xk−1(t
∗
k−1) since this function is strictly concave. It is clear that
xk(s) ∈ Sing (u) for all s ∈ [0, t
∗
k] since xk ∈ Cut (u).
Suppose lim supk→∞ t
∗
k = t¯ > 0, we define
∑k−1
i=0 t
∗
i = sk and s0 = 0, then∑∞
i=0 t
∗
i = +∞. Thus, x : [0,+∞) → Ω defined by,
(4.7) x(t) = xk(t− sk), t ∈ [sk, sk+1], k = 0, 1, . . . ,
is an expected generalized characteristic starting form x0 and x(t) ∈ Sing (u) for
all t > 0.
Now, suppose lim supk→∞ t
∗
k = 0. Then, without loss of generality, we can
suppose that there exists K2(λ) > 0 such that
t∗k = K2(λ)d∂Ω(xk) 6 tλ,
for k large enough. Therefore, x : [0,
∑∞
i=0 t
∗
i ) → Ω defined by (4.7) is a singular
generalized characteristic and d∂Ω(x(sk)) = d∂Ω(xk+1) → 0 as k → ∞. Let
T =
∑∞
i=0 t
∗
i , then T 6 +∞. Finally, notice that if T = +∞ we also obtain a
singular global generalized characteristic defined on [0,+∞). This completes the
proof. 
4.2. Further results for mechanical systems. For general Tonelli systems, The-
orem 4.3 shows that there is a generalized characteristic x starting from a cut point
of u which stays on Sing (u) such that x can be extended to (0,+∞] or it will hit
the boundary ∂Ω. In this section, we will show that for a certain family of me-
chanical systems, we can exclude the possibility that the singularities approach the
boundary.
22 PIERMARCO CANNARSA, WEI CHENG, MARCO MAZZOLA, AND KAIZHI WANG
In this part, we consider the following Lagrangians on Rn:
(4.8) L(x, v) =
1
2
〈A(x)v, v〉 − 〈DS(x), v〉 − V (x), (x, v) ∈ Rn × Rn,
where A(x) is a symmetric and positive definite matrix C2 depending on x, S
(resp. V ) is a C3 (resp. C2) function on Rn. Let Ω ⊂ Rn be a bounded Lipschitz
domain. Assume that
(4.9) max
x∈Ω
V (x) < 0 and g + S is constant on ∂Ω.
Let
(4.10) L0(x, v) = L(x, v) + 〈DS(x), v〉 =
1
2
〈A(x)v, v〉 − V (x).
Denote by H0 the Hamiltonian associated with L0. It is a fact that cΩ(L) =
cΩ(L0) = maxx∈Ω V (x). We suggest readers see Proposition B.1 first before
Theorem 4.4.
Throughout this section, let u be the value function of (CVg) with respect to
(L, g) which is a viscosity solution of (HJg).
4.2.1. Global propagation of singularities of u.
Theorem 4.4. Let v = u+ S. If x0 ∈ Cut (u), then there exists a unique general-
ized characteristic x : [0,+∞) → Ω with x(0) = x0 of H0(x,Dv) = 0, i.e., x is
a Lipschitz curve with x(0) = x0 and satisfies
(4.11) x˙+(s) ∈ A−1(x(s))D+v(x(s)), ∀s ∈ [0,+∞).
Moreover, x(s) ∈ Sing (u) for all s ∈ [0,+∞).
Proof. Note that the singular sets of u and v are the same. From Proposition B.1,
we have
v(x) = inf
y∈∂Ω
{g(y) + S(y) + ΦΩL0(y, x)}.
Without loss of generality, we assume g + S ≡ 0. For any x0 ∈ Ω, we define
Λx0 = {x ∈ Ω : v(x) > v(x0)}.
Then Λx0 is compact and we assert that ∂Λx0 = {x ∈ Ω : v(x) = v(x0)} ⊂ Ω.
Indeed, if there exists x ∈ ∂Λx0 ∩ ∂Ω, then there exists y0 ∈ ∂Ω such that
v(x0) = g(y0) + S(y0) + Φ
Ω
L0
(y0, x0) = v(x) = g(x) + S(x) = 0,
since g + S ≡ 0 and v|∂Ω = g + S. Invoking Corollary 3.7 and the symmetric
property of L in v-variable, we have that, there exists T > 0 such that
ΦΩL0(y0, x0) = A
Ω,L0
T (y0, x0) = A
Ω,L0
T (x0, y0) = 0.
In view of the energy condition cΩ(L) = cΩ(L0) < 0 together with the equalities
above, we obtain that
0 <
1
2T
AΩ,L02T (x0, x0) 6 0,
which leads to a contradiction.
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For any cut point x0 ∈ Ω, let r0 =
1
2d(∂Ω,Λx0). Then, due to Proposition 3.1
and Lemma 3.9, v is Lipschitz on Ω and semiconcave on each B(x, r0) ⊂ Ω with
a constant of semiconcavity Cr0 for all x ∈ Λx0 uniformly. Fix λ > max{λ0,
C2
2 },
where C2 is the constant in Lemma 3.8 and λ0 > 0 is the the constant for which
each maximizer yt,x of the function v(·) − A
Ω,L0
t (x0, ·) is contained in the ball
B(x0, λ0t). We define
t∗0 = min
1
2
{
r0
2λ
,
r0
κ(λ)
, tλ,
C(λ)r0
C¯
}
6 min
1
2
{
T (x0),
r0
κ(λ)
, tλ,
C(λ)r0
C¯
}
,
where C(λ)/t is the uniform convexity constant of AΩt (x0, ·) on B(x0, λt) by
Proposition 2.7, C¯ is the constant in Lemma 3.9 and κ is the function in Lemma
2.6. The above inequality follows from Lemma 3.8. Therefore, v(·)−AΩ,L0t (x0, ·)
is strictly concave on B(x0, λt) for all 0 < t 6 t
∗
0 by the definition of t
∗
0, and then
there exists a unique maximizer y0t,x of v(·) − A
Ω,L0
t (x0, ·) which is contained in
Sing (u) by Lemma 4.2. Define
x0(t) =
{
y0t,x, t ∈ (0, t
∗
0],
x0, t = 0.
Using the same arguments in [6], x0 : [0, t
∗
0]→ Ω is Lipschitz and x0 is a general-
ized characteristic starting from x0.
To obtain a global extension, we should use the monotonicity property of v along
the generalized characteristics (see, for instance, [8, Theorem 3.7]), i.e.,
v(x0(t1)) 6 v(x0(t2)), t1 < t2.
Let x1 = x0(t
∗
0). Then Λx1 ⊂ Λx0 and r1 =
1
2d(∂Ω,Λx1) > r0. Thus, define
t∗1 = t
∗
0 = min
1
2
{
r0
2λ
,
r0
κ(λ)
, tλ,
C(λ)r0
C¯
}
6 min
1
2
{
T (x1),
r1
κ(λ)
, tλ,
C(λ)r1
C¯
}
,
and v(·)−AΩ,L0t (x1, ·) has a unique maximizer y
1
t,x inB(x1, λt) for all 0 < t 6 t
∗
1.
Define
x1(t) =
{
y1t,x, t ∈ (0, t
∗
1],
x1, t = 0,
and x1 : [0, t
∗
1] → Ω is a generalized characteristic starting from x1 and x1(t) ∈
Sing (u) for all t ∈ [0, t∗1]. Deductively, for any nonnegative integer k, there exists
xk : [0, t
∗
k] → Ω being Lipschitz and xk is a generalized characteristic starting
from xk = xk−1(t
∗
k−1). Define
∑k−1
i=0 t
∗
i = sk and s0 = 0, then
∑∞
i=0 t
∗
i = +∞
since t∗k = t
∗
k+1 for all k. Thus, x : [0,+∞)→ Ω defined by,
x(t) = xk(t− sk), t ∈ [sk, sk+1], k = 0, 1, . . . ,
is an expected singular generalized characteristic starting form x0, and (4.11) fol-
lows from [8, Proposition 3.6]. 
Remark 4.5. For the aforementioned mechanical systems, the generalized charac-
teristic (4.11) can produce a semiflow and Λx is an invariant set of the semiflow.
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Therefore, the associated generalized characteristic cannot hit the boundary forever
(compare to the statement in Theorem 4.3).
4.2.2. Topology of cut locus of u. In the context of classical weak KAM theory,
the topology of Cut (u) and Sing (u) with respect to a weak KAM solution u on
compact manifold has been studied in [7]. In this section, we will explain certain
techniques used in [7] can also be applied to the value function u of (CVg).
Lemma 4.6. let L be as in (4.8). There exists a (continuous) homotopy F : M ×
[0, 1] → Ω, with the following properties:
(a) for all x ∈ Ω, we have F (x, 0) = x;
(b) if F (x, s) 6∈ Sing (u) for some s > 0 and x ∈ Ω, then the curve σ 7→ F (x, σ)
is u-calibrated on [0, s];
(c) if there exists a u-calibrated curve ξ : [0, s] → Ω with ξ(0) = x, then σ 7→
F (x, σ) = ξ(σ) for every σ ∈ [0,min{s, 1}].
Proof. For any x ∈ Ω, let xx be the unique generalized characteristic starting
from x defined by (4.11) (for the uniqueness of the solution of the differential
inclusion (4.11), the readers can refer to [8]). Then, the homotopy is defined by
F (x, σ) = xx(σ) for all σ ∈ [0, 1].
(a) follows from the definition of F directly and (c) follows from the fact that a
u-calibrated curve is an extremal curve and it also satisfies (4.11).
Now, we turn to the proof of (b). For each x ∈ Ω, the generalized characteristic
xx has the form
xx(t) = xk(t− sk), t ∈ [sk, sk+1], k = 0, 1, . . . ,
as in the proof of Theorem 4.4, since the uniqueness of the solution of (4.11) with
xx(0) = x. Recall that t
∗
k = t
∗
k+1 (for k = 0, 1 . . .),
∑k−1
i=0 t
∗
i = sk and s0 = 0.
Furthermore, xk(σ) is the unique maximizer of the function u(·) − Aσ(xk(0), ·)
for σ ∈ (0, t∗k]. Now, suppose F (x, s) 6∈ Sing (u) for some s > 0. Then there exist
k0 ∈ N and σ0 ∈ (0, t
∗
k0
] such that s = sk0+σ0 and xk0(σ0) 6∈ Sing (u), it follows
xk0(0) 6∈ Sing (u) by Lemma 4.2 and xk : [0, σ0]→ Ω is a u-calibrated curve. By
deduction, it shows that xk : [0, t
∗
k] → Ω is a u-calibrated curve. Finally, by the
uniqueness of the solution of (4.11) again, the curve σ 7→ F (x, σ) is u-calibrating
on [0, s]. This completes the proof. 
Theorem 4.7. The inclusion Sing (u) ⊂ Cut (u) ⊂ Sing (u) ∩ Ω ⊂ Ω are all
homotopy equivalences. Moreover, for every connected component C of Ω the
three intersections Sing (u)∩C , Cut (u)∩C , and Sing (u)∩C are path-connected.
Theorem 4.8. The spaces Sing (u) and Cut (u) are locally contractible, i.e., for
every x ∈ Sing (u) (resp. x ∈ Cut (u)) and every neighborhood V of x in Sing (u)
(resp. Cut (u)), we can find a neighborhood W of x in Sing (u) (resp. Cut (u)),
such thatW ⊂ V and W in null-homotopic in V .
Therefore, Sing (u) and Cut (u) are locally path connected.
The proofs of Theorem 4.7 and Theorem 4.8 are based on the homotopy con-
structed by Lemma 4.6 and they are quite similar to the ones for Theorem 1.1,
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Corollary 1.2 and Theorem 1.3 in [7]. The only difference is to replace M \ I(u)
(in [7]) by Ω where I(u) is the projected Aubry set with respect to u. Furthermore,
the topological results in Theorem 4.7 and 4.8 also hold under the same assump-
tions of Theorem 5.2 by the similar reason.
4.2.3. On the critical points of u. For L be defined by (4.8), Theorem 4.4 shows
that if x ∈ Cut (u), then the unique generalized characteristic x : [0,+∞) → Ω
defined by (4.11) governs the propagation of singularities of u. Now, let us recall
some basic facts of such generalized characteristics (see, for instance, [8] for the
proof).
Proposition 4.9. Let L = L0 be as in (4.10) and let x : [0,+∞) → Ω be defined
by (4.11) with x(0) = x0. Then we have the following properties:
(a) if x belongs to Sing (u), then x is a unique solution of (4.11) such that x(0) =
x and x(s) ∈ Sing (u) for all s ∈ [0,+∞);
(b) x is Lipschitz, the right derivative x˙+(s) exists for all s ∈ [0,+∞), and
x˙
+(s) = A−1(x(s))p(s), ∀s ∈ [0,+∞),
where p(s) is the unique point of D+u(x(s)) such that
(4.12) 〈A−1(x(s))p(s), p(s)〉 = min
p∈D+u(x(s))
〈A−1(x(s))p, p〉.
Moreover, x˙+(s) is right-continuous;
(c) the right derivative of u(x(·)) exists on [0,+∞) and is given by
(4.13)
d
ds+
u(x(s)) = 〈p(s), A−1(x(s))p(s)〉, s ∈ [0,+∞).
Definition 4.10 (Critical point). We say that x ∈ Ω is a critical point of u, if
0 ∈ co ∂H
∂p
(x,D+u(x)).
From Proposition 4.9, it is clear that the propagation will halt at a critical point.
Theorem 4.11. Let L be defined by (4.8). If K is a connected component of
Sing (u), then K contains a critical point of u.
Proof. It is sufficient to prove our statement for L = L0 which is given by (4.10).
Note that 0 ∈ co ∂H0
∂p
(x,D+u(x)) if and only if 0 ∈ D+u(x). Fix x0 ∈ K and let
x : [0,+∞) → Ω be the generalized singular characteristic with initial point x0.
Then x(t) ∈ K for all t ∈ [0,+∞) and, by (4.13) we have
(4.14) u(x(t)) − u(x0) =
∫ t
0
〈p(s), A−1(x(s))p(s)〉 ds, ∀t > 0,
where p(·) satisfies (4.12).
If x(t) is critical of u for some t > 0, then the conclusion has been proved.
Suppose that x(t) is not a critical point for all t > 0. Then we assert
(4.15) lim
j→∞
〈p(sj), A
−1(x(sj))p(sj)〉 = 0
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for some sequence {sj}. Suppose not. We have
δ := inf
s>0
〈p(s), A−1(x(s))p(s)〉 > 0 ,
then, appealing to (4.14), we obtain
u(x(t)) − u(x0) > δt, ∀t > 0 ,
which contradicts the fact that u is bounded on K. Thus, (4.15) is true.
Now, since K is compact and the set-valued map x  D+u(x) is upper semi-
continuous, if necessary passing to a subsequence,we have x(sj) → x¯ ∈ K and
p(sj) → p¯ ∈ D
+u(x¯) as j → ∞. Thus, 〈p¯, A−1(x¯)p¯〉 = 0 by (4.15). Since
A−1(x¯) is positive definite, then p¯ = 0 and x¯ is a critical point of u. 
5. MORE ON GLOBAL PROPAGATION OF SINGULARITIES
In the last section, under the following additional assumptions we will provide
a global propagation result for general Tonelli Lagrangian systems. In view of
Theorem 4.3, it suffices to show the semiconcavity and local semiconvexity of u
near ∂Ω for this purpose.
(G1) There is ν ∈ [0, 1) such that g(y1)− g(y2) 6 νΦ
Ω
L(y2, y1), ∀y1, y2 ∈ ∂Ω.
(G2) There exists G ∈ C1,1(Γδ) for some δ > 0, such that g = G|Γ, and for any
x, y ∈ Γ, we have
〈∇G(x), x − y〉 6 C˘|x− y|2(5.1)
for some C˘ > 0 independent of x and y, where Γ = ∂Ω and Γδ denotes the
δ-neighborhood of Γ.
Remark 5.1. We will take a closer look at conditions (G1), (G2):
• if g is constant on ∂Ω, then conditions (G1) and (G2) hold;
• condition (G2) implies that: there exist K1, K2 > 0 such that for any y1, y2,
y¯ ∈ ∂Ω, we have
(5.2) g(y1) + g(y2)− 2g(y¯) 6 K1|y1 − y2|
2 +K2|y1 + y2 − 2y¯|;
• since 〈∇G(x), y−x〉 = 〈∇G(y), y−x〉+〈∇G(x)−∇G(y), y−x〉 6 C|x−y|2
for someC > 0, then condition (5.1) is equivalent to 〈∇G(x), y−x〉 6 C˘|x−y|2
for all x, y ∈ ∂Ω.
The main result of this section is stated as follows.
Theorem 5.2. Let Ω ⊂ Rn be a bounded domain with C2 boundary, let L be a
Tonelli Lagrangian satisfying L > α > 0 and let g satisfy (G1),(G2). If x0 ∈
Cut (u), then there exists a generalized characteristic x : [0,+∞) → Ω starting
from x(0) = x0 such that x(s) ∈ Sing (u) for all s ∈ [0,+∞).
This theorem is a direct consequence of Theorem 4.3, Proposition 5.3 and Propo-
sition 5.6.
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5.1. Semiconcavity of u up to the boundary. In order to get the semiconcavity
of u on Ω, we need certain additional conditions.
Proposition 5.3 (Global semiconcavity). Let L be a Tonelli Lagrangian with L >
α > 0, let g satisfy (G1) and (G2) and let Ω be a bounded Lipschitz domain
satisfying the exterior sphere condition: there exists ρ > 0 such that
∀x ∈ ∂Ω, ∃x0 ∈ R
n \ Ω such that x ∈ B(x0, ρ) ⊂ R
n \Ω.
Then u is semiconcave on Ω.
Remark 5.4. Since L > α > 0, then cΩ(L) < 0 and Φ
Ω
L(·, ·) is a nonnegative
Lipschitz function with a Lipschitz constant C1 = θ2(1)C , where C > 0 is a
constant depending only on Ω.
Proof of Proposition 5.3. In order to give the semiconcavity estimate of u on Ω, it
suffices to show that there exists C > 0 such that
u(x+ h) + u(x− h)− 2u(x) 6 C|h|2
for all x ∈ Ω and h ∈ Rn such that [x− h, x+ h] ⊂ Ω. In the rest of the proof we
use ci to denote certain positive constants independent of x and h. For any x ∈ Ω,
there exist y¯ ∈ ∂Ω and a curve ξ : [−T (x), 0] → Rn such that
u(x) = g(y¯) +
∫ 0
−T (x)
L(ξ, ξ˙) ds = g(y¯) + ΦΩL(y¯, x).
It means that ξ is a minimizer of AΩ
T (x)(y¯, x) = Φ
Ω
L(y¯, x). Define ξh = ξ + h and
ξ−h = ξ − h. Then ξh(0) = x+ h, ξ−h(0) = x− h and ξ(0) = x. We define
Tξ±h(x± h) = inf{s : ξ±h(−s) ∈ ∂Ω, s ∈ [0, T (x)]}.
If ξ±h(s) ∈ Ω for all s ∈ [−T (x), 0], then Tξ±h(x ± h) = +∞. It is now
convenient to distinguish three cases depending on which of ξ, ξ±h reaches ∂Ω
first.
Case 1: T (x) = Tξ(x) 6 min{Tξh(x+ h), Tξ−h(x− h)} (see Figure 5.1).
Let t∗ = Tξ(x) and set x
+ = ξh(−t
∗), x− = ξ−h(−t
∗), and x¯ = y¯ = ξ(−t∗) ∈
∂Ω. Then, for any y± ∈ ∂Ω, we get
u(x+ h) + u(x− h)− 2u(x)
6g(y+) + ΦΩL(y
+, x+ h) + g(y−) + ΦΩL(y
−, x− h)− 2g(x¯)− 2AΩT (x)(x¯, x)
6{g(y+) + g(y−)− 2g(x¯)}+ {ΦΩL(y
+, x+) + ΦΩL(y
−, x−)}+ c1|h|
2.
(5.3)
We also recall that, by the exterior sphere condition, there exists K > 0 such that
(5.4) λd∂Ω(x
′)+(1−λ)d∂Ω(x
′′)−d∂Ω(λx
′+(1−λ)x′′) 6 λ(1−λ)K|x′−x′′|2
for all x′, x′′ ∈ Ω and λ ∈ [0, 1]. Since x¯ ∈ ∂Ω and x¯ = (x+ + x−)/2, then
1
2
d∂Ω(x
+) +
1
2
d∂Ω(x
−) 6 K|h|2,
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and thus
d∂Ω(x
±) 6 2K|h|2.
Now, choose y± ∈ ∂Ω in (5.3) such that |x± − y±| = d∂Ω(x
±) 6 2K|h|2. Then
(5.5) ΦΩL(y
+, x+) + ΦΩL(y
−, x−) 6 c2|h|
2,
where c2 = 4C1K and C1 is a Lipschitz constant of Φ
Ω
L(·, ·). Moreover, the in-
equality
(5.6) g(y+) + g(y−)− 2g(x¯) 6 c3|h|
2
follows from the estimates
|y+ − y−| 6 |y+ − x+|+ |x+ − x−|+ |x− − y−| 6c4|h|,
|y+ + y− − 2x¯| 6 |y+ − x+|+ |x+ + x− − 2x¯|+ |y− − x−| 6c5|h|
2,
and (5.2). The combination of (5.5), (5.6) and (5.3) leads to our estimate.
Case 2: Tξ−h(x−h) < min{Tξh(x+h), Tξ(x)} (or Tξh(x+h) < min{Tξ−h(x−
h), Tξ(x)}) (see Figure 5.2).
Without any loss of generality, we assume Tξ−h(x−h) < min{Tξh(x+h), Tξ(x)}.
Let t∗ = Tξ−h(x− h), x
± = ξ±h(−t
∗) and x¯ = ξ(−t∗). Similar to (5.3), we have
that, for any y+ ∈ ∂Ω,
u(x+ h) + u(x− h)− 2u(x)
6{g(x−) + g(y+)− 2g(y¯)}+ {ΦΩL(y
+, x+)− 2ΦΩL(y¯, x¯)}+ c6|h|
2.
(5.7)
Let η(s) = ξ(s− t∗). Then η(0) = x¯. For any τ ≪ 1, we define a curve by
γτ (s) =
{
η(−τ)− η(0) + η(s + τ) + h, s ∈ [−2τ,−τ ],
η(s) + h, s ∈ [−τ, 0].
It is clear that for sufficiently small τ > 0, the arc γτ is contained in Ω. We set
τ0 = sup{τ > 0 : the arc γτ is contained in Ω}.
Let
τ∗ = Tη(x¯).
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Then, for any projection of x¯ to ∂Ω, denoted by z, we have
g(y¯) + ΦΩL(y¯, x¯) 6 g(z) + Φ
Ω
L(z, x¯) 6 g(z) + C1d∂Ω(x¯) 6 g(z) + C1h,
which yields that
ΦΩL(y¯, x¯) 6 g(z) − g(y¯) +C1h 6 νΦ
Ω
L(y¯, z) + C1h 6 νΦ
Ω
L(y¯, x¯) + (1 + ν)C1h.
Thus, we deduce that
ατ∗ 6
∫ −T (x)+τ∗
−T (x)
L(ξ, ξ˙) ds = ΦΩL(y¯, x¯) 6
1 + ν
1− ν
· C1h.
Hence, we get
τ∗ 6
1
α
·
1 + ν
1− ν
· C1h.
We have two cases which require a separate analysis by comparing τ0 and τ
∗.
Case 2-1: If τ∗ 6 τ0, then γτ∗(s) ∈ Ω for all s ∈ (−2τ
∗, 0]. In this case, we have
that
γτ∗(0) = x
+, γτ∗(−τ
∗) = η(−τ∗) + h = y¯ + h,
x∗ := γτ∗(−2τ
∗) = 2η(−τ∗)− η(0) + h = 2y¯ − (x¯− h) = 2y¯ − x−.
Thus we conclude that y¯ = (x∗ + x−)/2 ∈ ∂Ω, and d∂Ω(x
∗) 6 2K|h|2 by (5.4).
It follows
ΦΩL(y
+, x+)− 2ΦΩL(y¯, x¯) 6 Φ
Ω
L(y
+, x∗) + ΦΩL(x
∗, x+)− 2ΦΩL(y¯, x¯)
6 ΦΩL(y
+, x∗) +
∫ 0
−2τ∗
L(γτ∗ , γ˙τ∗) ds− 2
∫ 0
−τ∗
L(η, η˙) ds
6 ΦΩL(y
+, x∗) + c7|h|
2.
Taking y+ to be any projection of x∗ to ∂Ω, then
(5.8) ΦΩL(y
+, x+)− 2ΦΩL(y¯, x¯) 6 c8|h|
2
and
(5.9) g(x−) + g(y+)− 2g(y¯) 6 c9|h|
2
since |x− − y+| 6 |x− − x∗| + |x∗ − y+| 6 c10|h| and |x
− + y+ − 2y¯| 6
|x− + x∗ − 2y¯| + |x∗ − y+| 6 c11|h|
2. The desired estimate follows from the
combination of (5.7), (5.8) and (5.9).
Case 2-2: There exists τ 6 τ∗ such that γτ (−2τ) ∈ ∂Ω.
Let x∗∗ = η(−τ) and y∗∗ = γτ (−2τ) ∈ ∂Ω. Then x
∗∗ = (x−+ y∗∗)/2 and we
get
u(x+ h) + u(x− h)− 2u(x) 6 g(x−) + g(y∗∗)− 2g(y¯)− 2ΦΩL(y¯, x
∗∗) + c12|h|
2
6 g(x−) + g(y∗∗)− 2g(y¯) + c12|h|
2.
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Note that
g(x−) + g(y∗∗)− 2g(y¯) = g(x−) + g(y∗∗)− 2G(x∗∗) + 2G(x∗∗)− 2g(y¯)
6 c13|h|
2 + 2〈∇G(y¯), x∗∗ − y¯〉+ c14|x
∗∗ − y¯|2
6 c13|h|
2 + 2〈∇G(y¯),
x− − y¯
2
+
y∗∗ − y¯
2
〉+ c14|x
∗∗ − y¯|2
6 c13|h|
2 + c15|x
− − y¯|2 + c16|y
∗∗ − y¯|2 + c14|x
∗∗ − y¯|2.
Then from |x−− y¯| 6 |x−− x¯|+ |x¯− y¯| 6 c17|h| and |y
∗∗− y¯| 6 |y¯− x¯|+ |x¯−
x+|+ |x+ − y∗∗| 6 c18|h|, we get
g(x−) + g(y∗∗)− 2g(y¯) 6 c19|h|
2
Thus, u(x+ h) + u(x− h)− 2u(x) 6 c20|h|
2.
Case 3: Tξ−h(x− h) = Tξh(x+ h) < Tξ(x).
Let t∗ = Tξ±h(x± h), x
± = ξ±h(−t
∗) ∈ ∂Ω and x¯ = ξ(−t∗). Similar to (5.7),
we have that, for any y+ ∈ ∂Ω,
u(x+ h) + u(x− h)− 2u(x) 6 g(x−) + g(x+)− 2g(y¯)− 2ΦΩL(y¯, x¯) + c21|h|
2.
By similar arguments used in Case 2-2, we have u(x+ h) + u(x− h)− 2u(x) 6
c22|h|
2.
The proof is complete. 
5.2. Semiconvexity of u near the boundary.
Lemma 5.5. Let Ω ⊂ Rn be a bounded domain with C1,1 boundary, let L be
a Tonelli Lagrangian satisfying L > α > 0 and let g satisfy (G1). Then for
any x¯ ∈ ∂Ω there exist η, C > 0 such that: for any x+, x− ∈ B(x¯, η) ∩ Ω,
y+, y− ∈ ∂Ω, T+ ≥ T− > 0 and arcs ξ+ ∈ Γ−T
+,0
y+,x+
(Ω), ξ− ∈ Γ−T
−,0
y−,x−
(Ω)
satisfying
u(x±) = g(y±) +
∫ 0
−T±
L(ξ±(s), ˙ξ±(s)) ds,
we have that ξ± are of class C1, T± 6 1 and
(5.10) |ξ+(s)− ξ−(s)|+ |ξ˙+(s)− ξ˙−(s)| 6 C|x+ − x−|, ∀ s ∈ [−T−, 0],
(5.11) |T+ − T−| 6 C|x+ − x−|.
Proof. Fix x¯ ∈ ∂Ω and set M = max
x∈B(x¯,1),|v|=1
L(x, v). In the rest of the
proof, we use ci to denote certain positive constants, which depend only on L, Ω
and x¯. Let x±, y±, ξ±, T± be as in the statement, for η 6 α
C′
· 1+ν1−ν sufficiently
small, where C ′ = max{C1,M} and C1 is the Lipschitz constant of Φ
Ω
L , that will
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be defined later in the proof. Consider z± ∈ ∂Ω such that |x± − z±| = d∂Ω(x
±).
Note that
g(y±) + ΦΩL(y
±, x±) = g(y±) +
∫ 0
−T±
L(ξ±(s), ˙ξ±(s)) ds
6 g(z±) +
∫ 0
−|x±−z±|
L
(
x± + s
x± − z±
|x± − z±|
,
x± − z±
|x± − z±|
)
ds
6 g(z±) +M |x± − z±| 6 g(z±) +Mη,
(5.12)
which implies that
αT± 6 ΦΩL(y
±, x±) 6
1 + ν
1− ν
· C ′η.
In particular, we can deduce that T± ≤ 1. Further, recall that by Lemma 3.8,
(5.13) ess sup
s∈[−T±,0]
|ξ˙±(s)| 6 C
for some C > 0. Therefore, ξ±([−T±, 0]) ⊂ B(x¯, 1 + C).
Under our assumptions imposed onL and ∂Ω, if ν± are the external unit normals
to Ω at y±, there exist (unique) µ± > 0 satisfying
(5.14) H(y±,−µ±ν±) = 0.
The Pontryagin’s maximum principle ensures the existence of two arcs p± : [−T±, 0]→
R
n satisfying
(5.15)
{
ξ˙±(s) = Hp(ξ
±(s), p±(s)),
p˙±(s) = −Hx(ξ
±(s), p±(s)),
(5.16) 〈p±(s), ξ˙±(s)〉 − L(ξ±(s), ξ˙±(s)) = max
|v|62C
[
〈p±(s), v〉 − L(ξ±(s), v)
]
,
(5.17) p±(s) ∈ D+u(ξ±(s)), ∀ s ∈ (−T±, 0],
and
(5.18) p±(−T±) = −µ±ν±.
As a consequence, (5.15) implies that ξ± and p± are of class C1 and (5.16) implies
that
(5.19) p±(s) = Lv(ξ
±(s), ξ˙±(s)), ∀ s ∈ (−T±, 0).
Hence,
(5.20) |p±(s)| 6 max
x∈B(x¯,1+C),|v|≤C
|Lv(x, v)|, ∀ s ∈ [−T
±, 0].
In order to prove (5.10)-(5.11), we proceed in several steps.
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Step 1: Since ∂Ω is C1,1, (5.14) and (5.20), we obtain
0 = H(y−,−µ−ν−) > −c1|y
+ − y−|+H(y+,−µ−ν−)
> −c1|y
+ − y−|+ 〈−µ−ν−, ξ˙+(−T+)〉 − L(y+, ξ˙+(−T+))
= −c1|y
+ − y−|+ 〈−µ−ν− + µ+ν+, ξ˙+(−T+)〉+H(y+,−µ+ν+)
= −c1|y
+ − y−|+ 〈−µ−(ν− − ν+), ξ˙+(−T+)〉+ 〈−(µ− − µ+)ν+, ξ˙+(−T+)〉
> −c2|y
+ − y−|+ (µ− − µ+)〈−ν+, ξ˙+(−T+)〉.
Since 〈−µ+ν+, ξ˙+(−T+)〉 = L(y+, ξ˙+(−T+)) ≥ α > 0 and µ+ is bounded by
(5.20), we deduce that µ−−µ+ ≤ c3|y
+− y−|. By exchanging + and -, we finally
obtain
(5.21) |µ− − µ+| 6 c3|y
+ − y−|.
Step 2: Define a curve ξ :
[
− |ξ+(−T−)− y−|, 0
]
→ Rn by
s 7→ ξ+(−T−) + s
ξ+(−T−)− y−
|ξ+(−T−)− y−|
and set t∗ = inf{t ∈ (0, |ξ+(−T−)− y−|] : ξ(−t) ∈ ∂Ω}. Observe that
g(y+) + ΦΩL(y
+, ξ+(−T−)) = g(y+) +
∫ −T−
−T+
L(ξ+(s), ˙ξ+(s)) ds
6 g(ξ(−t∗)) +
∫ 0
−t∗
L
(
ξ(s),
ξ+(−T−)− y−
|ξ+(−T−)− y−|
)
ds
6 g(ξ(−t∗)) +M |ξ+(−T−)− y−|,
which implies that
α(T+ − T−) 6
∫ −T−
−T+
L(ξ+, ξ˙+) ds 6
1 + ν
1− ν
· C ′ · |ξ+(−T−)− y−|.
Consequently,
(5.22) T+ − T− 6
1
α
·
1 + ν
1− ν
· C ′ · |ξ+(−T−)− y−|.
By (5.15), (5.18), (5.20), (5.21), (5.22), we have
|p+(−T−)− p−(−T−)| 6 |p+(−T−)− p+(−T+)|+ |µ+ν+ − µ−ν−|
6 c4
(
(T+ − T−) + |y+ − y−|
)
6 c5|ξ
+(−T−)− y−|+ c4|y
+ − ξ+(−T−)|
6 c5|ξ
+(−T−)− y−|+ c6(T
+ − T−)
6 c7|ξ
+(−T−)− y−|.
(5.23)
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Step 3: SetH±p = Hp(ξ
±, p±) andH±x = Hx(ξ
±, p±). By (5.15) and the regular-
ity assumptions onH , we have for every s ∈ (−T−, 0) , we have
d
ds
〈ξ+ − ξ−, p+ − p−〉
= 〈ξ˙+ − ξ˙−, p+ − p−〉+ 〈ξ+ − ξ−, p˙+ − p˙−〉
= 〈H+p −H
−
p , p
+ − p−〉 − 〈ξ+ − ξ−,H+x −H
−
x 〉
> 〈H+p −Hp(ξ
+, p−), p+ − p−〉+ 〈Hp(ξ
+, p−)−H−p , p
+ − p−〉
− c8|ξ
+ − ξ−|(|ξ+ − ξ−|+ |p+ − p−|)
> c9|p
+ − p−|2 − c10|ξ
+ − ξ−||p+ − p−| − c8|ξ
+ − ξ−|2
> c11|p
+ − p−|2 − c12|ξ
+ − ξ−|2.
(5.24)
On the other hand, by (5.17), (5.18), (5.20), (5.21) and Proposition 5.3, we get
∫ 0
−T−
d
ds
〈ξ+ − ξ−, p+ − p−〉 ds
= 〈x+ − x−, p+(0)− p−(0)〉 − 〈ξ+(−T−)− y−,−µ+ν+ + µ−ν−〉
6 c13|x
+ − x−|2 + 〈ξ+(−T−)− y−, µ+(ν+ − ν−)〉
+ 〈ξ+(−T−)− y−, (µ+ − µ−)ν−〉
6 c13|x
+ − x−|2 + c14|ξ
+(−T−)− y−|2.
(5.25)
Combining (5.24) and (5.25), we obtain
∫ 0
−T−
|p+ − p−|2 ds
6 c15
(
|x+ − x−|2 + |ξ+(−T−)− y−|2 +
∫ 0
−T−
|ξ+ − ξ−|2 ds
)
.
(5.26)
Let 0 < ε 6 1/4ec15. Then there exists c17 > 0 such that
1
2
d
ds
|ξ+ − ξ−|2 = 〈ξ˙+ − ξ˙−, ξ+ − ξ−〉 = 〈H+p −H
−
p , ξ
+ − ξ−〉
> −c16
(
|ξ+ − ξ−|2 + |ξ+ − ξ−||p+ − p−|
)
> −
c17
2
|ξ+ − ξ−|2 −
ε
2
|p+ − p−|2.
Then we obtain
|ξ+(s)− ξ−(s)|2
6
(
|x+ − x−|2 + ε
∫ 0
−T−
|p+(r)− p−(r)|2 dr
)
ec17T
−
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for every s ∈ [−T−, 0]. By (5.26) and (5.27) we have∫ 0
−T−
|p+ − p−|2 ds
6 c15
[
|x+ − x−|2 + 2
(
|x+ − x−|2 + ε
∫ 0
−T−
|p+ − p−|2 ds
)
ec17T
−
]
.
By choosing η sufficiently small and recalling (5.12), we can assume c17T
− 6 1.
From our choice of ε, we can conclude that
(5.28)
∫ 0
−T−
|p+ − p−|2 ds 6 c18|x
+ − x−|2.
Finally, replacing (5.28) in (5.27), we obtain
(5.29) |ξ+(s)− ξ−(s)|2 6 c19|x
+ − x−|2.
By (5.22) and (5.29), we deduce (5.11).
Step 4: Analogously, since
1
2
d
ds
|p+ − p−|2 = 〈p˙+ − p˙−, p+ − p−〉 = 〈−H+x +H
−
x , p
+ − p−〉
6 c20
(
|ξ+ − ξ−||p+ − p−|+ |p+ − p−|2
)
6
1
2
|ξ+ − ξ−|2 +
c21
2
|p+ − p−|2,
by Gronwall’s inequality, we obtain
|p+(s)− p−(s)|2
6
(
|p+(−T−)− p−(−T−)|2 +
∫ 0
−T−
|ξ+(r)− ξ−(r)|2 dr
)
ec21T
−(5.30)
for every s ∈ [−T−, 0]. By (5.23), (5.29) and (5.30), we deduce that
|p+(s)− p−(s)|2 6 c22|x
+ − x−|2.
Consequently,
(5.31) |ξ˙+− ξ˙−| = |H+p −H
−
p | 6 c23
(
|ξ+ − ξ−|+ |p+ − p−|
)
6 c24|x
+−x−|.
The proof is complete. 
Proposition 5.6. Let g satisfy (G1) and (G2). Let Ω ⊂ Rn be a bounded domain,
and let L be a Tonelli Lagrangian, which also satisfy
(5.32) Ω has C2 boundary and L > α > 0.
Then for any x¯ ∈ ∂Ω there exist η˜, C˜ > 0 such that u is semiconvex with constant
C˜ on B(x¯, η˜) ∩Ω.
Proof. Throughout this proof we use C to denote a generic positive constant not
necessarily the same in any two places. Fix x¯ ∈ ∂Ω and let η be as in Lemma 5.5.
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By assumption (5.32), there exist δ, c′ > 0 such that for any y+, y− ∈ B(x¯, δ) ∩
∂Ω, we have
(5.33) d∂Ω
(
y+ + y−
2
)
6 c′|y+ − y−|2.
We shall prove the existence of η˜, C˜ > 0 such that
∆ := 2u(x)− u(x+ h)− u(x− h) 6 C˜|h|2,
for all x, h ∈ Rn satisfying [x − h, x + h] ∈ B(x¯, η˜) ∩ Ω. Fix such x and h. By
Corollary 3.7, there exist y+, y− ∈ ∂Ω, T+, T− > 0 and arcs ξ+ ∈ Γ−T
+,0
y+,x+h
(Ω),
ξ− ∈ Γ−T
−,0
y−,x−h
(Ω) such that
u(x±) = g(y±) +
∫ 0
−T±
L(ξ±(s), ˙ξ±(s)) ds,
where x± = x ± h. Remarking as in (5.12) that T± 6 Mη˜/α and recalling
(5.13), we obtain ξ±([−T±, 0]) ⊂ B(x¯, η˜ + CMη˜/α). Choose η˜ 6 η such that
ξ±([−T±, 0]) ⊂ B(x¯, δ).
We can suppose without loss of generality that T− 6 T+. Set T ∗ = T
++T−
2
and let ξ : [−T ∗, 0] → Rn be the absolutely continuous arc satisfying ξ(0) = x
defined by
ξ(s) =


ξ+(s) + ξ−(s)
2
, s ∈ [−T−, 0],
ξ+(s) + ξ+(s+ T− − T ∗)− ξ+(−T ∗) + ξ−(−T−)
2
, s ∈ [−T ∗,−T−).
It is now convenient to distinguish two cases.
Case 1: ξ([−T ∗, 0]) ∩ ∂Ω 6= ∅. Call τ∗ = inf{s ∈ [0, T ∗] : ξ(−s) ∈ ∂Ω}.
If τ∗ 6 T−, by the regularity of L and Lemma 5.5 we have ∆ 6 A+B, where
A := 2g(ξ(−τ∗))− g(y+)− g(y−) and
B := 2
∫ 0
−τ∗
L(ξ(s), ξ˙(s)) ds−
∫ 0
−T+
L(ξ+(s), ξ˙+(s)) ds−
∫ 0
−T−
L(ξ−(s), ξ˙−(s)) ds.
It is easy to see that
B 6
∫ 0
−τ∗
(
2L
(ξ+(s) + ξ−(s)
2
,
ξ˙+(s) + ξ˙−(s)
2
)
− L(ξ+(s), ξ˙+(s))− L(ξ−(s), ξ˙−(s))
)
ds
6C
∫ 0
−τ∗
(
|ξ+(s)− ξ−(s)|2 + |ξ˙+(s)− ξ˙−(s)|2
)
ds
6C|h|2.
Now we estimate A as follows.
A = 2G(ξ(−T ∗))− g(y+)− g(y−) + 2g(ξ(−τ∗))− 2G(ξ(−T ∗))
6 C|y− − y+|2 + 2g(ξ(−τ∗))− 2G(ξ(−T ∗)).
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In view of Lemma 5.5, we have
|y− − y+| 6 |y− − ξ+(−T−)|+ |ξ+(−T−)− y+| 6 C|h|.
Set Σ = 2g(ξ(−τ∗))− 2G(ξ(−T ∗)). By (G2), we have
Σ 6 2〈∇G(ξ(−τ∗)), ξ(−τ∗)− ξ(−T ∗)〉+C|ξ(−τ∗)− ξ(−T ∗)|2
= 2
〈
∇G(ξ(−τ∗)), (
ξ(−τ∗)− y−
2
+
ξ(−τ∗)− y+
2
)
〉
+ C|ξ(−τ∗)− ξ(−T ∗)|2
6 C|ξ(−τ∗)− y−|2 + C|ξ(−τ∗)− y+|2 + C|ξ(−τ∗)− ξ(−T ∗)|2
=: a1 + a2 + a3,
where a1 = C|ξ(−τ
∗) − y−|2, a2 = C|ξ(−τ
∗) − y+|2 and a3 = C|ξ(−τ
∗) −
ξ(−T ∗)|2.
We now prove that a1 6 C|h|
2. By similar arguments one can show that a2 6
C|h|2 and a3 6 C|h|
2 follows from that above two inequalities. Since
|ξ(−τ∗)− y−| 6
|ξ−(−τ∗)− y−|
2
+
|ξ+(−τ∗)− y−|
2
6 |ξ−(−τ∗)− y−|+
|ξ−(−τ∗)− ξ+(−τ∗)|
2
6 C|T− − τ∗|+ C|h|,
then if |T− − τ∗| 6 C|h|, we have a1 6 C|h|
2. So, it suffices to show that
|T− − τ∗| 6 C|h|. Note that
g(y−) + ΦΩL(y
−, ξ−(−τ∗)) 6 g(z) + ΦΩL(z, ξ
−(−τ∗)) 6 g(z) +Cd∂Ω(ξ
−(−τ∗)) 6 g(z) + C|h|,
where z is an arbitrary projection of ξ−(−τ∗) on ∂Ω. Then we get
ΦΩL(y
−, ξ−(−τ∗)) 6
1 + ν
1− ν
· C|h|.
Thus we have
T− − τ∗ 6
1
α
·
1 + ν
1− ν
· C|h|.
So far, we have shown that A 6 C|h|2 and thus ∆ 6 C|h|2.
If T− < τ∗ 6 T ∗, then we have
∆ 6 2g(ξ(−τ∗))− g(y+)− g(y−)
+
∫ 0
−T−
(
2L(ξ(s), ξ˙(s))− L(ξ+(s), ξ˙+(s))− L(ξ−(s), ξ˙−(s))
)
ds
+ 2
∫ −T−
−τ∗
L(ξ(s), ξ˙(s)) ds−
∫ −T−
−T ∗
L(ξ+(s), ξ˙+(s)) ds−
∫ −T ∗
−T+
L(ξ+(s), ξ˙+(s)) ds.
By arguments analogous to the ones used in the previous case, one can show
2g(ξ(−τ∗))− g(y+)− g(y−) 6 C|h|2.
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The convexity of L with respect to the variable v yields
∫ 0
−T−
(
2L(ξ(s), ξ˙(s))− L(ξ+(s), ξ˙+(s))− L(ξ−(s), ξ˙−(s))
)
ds
+ 2
∫ −T−
−τ∗
L(ξ(s), ξ˙(s)) ds−
∫ −T−
−T ∗
L(ξ+(s), ξ˙+(s)) ds−
∫ −T ∗
−T+
L(ξ+(s), ξ˙+(s)) ds
6C|h|2 + 2
∫ −T−
−τ∗
L
(
ξ(s),
ξ˙+(s) + ξ˙+(s + T− − T ∗)
2
)
ds
−
∫ −T−
−τ∗
L(ξ+(s), ξ˙+(s)) ds−
∫ −T ∗
−T ∗−(τ∗−T−)
L(ξ+(s), ξ˙+(s)) ds
6C|h|2 +
∫ −T−
−τ∗
(
L(ξ(s), ξ˙+(s)) + L(ξ(s), ξ˙+(s + T− − T ∗))
)
ds
−
∫ −T−
−τ∗
L(ξ+(s), ξ˙+(s)) ds−
∫ −T−
−τ∗
L(ξ+(s + T− − T ∗), ξ˙+(s+ T− − T ∗)) ds.
Therefore, we get
∆ 6C|h|2 +
∫ −T−
−τ∗
∣∣∣L(ξ(s), ξ˙+(s))− L(ξ+(s), ξ˙+(s))∣∣∣ ds
+
∫ −T−
−τ∗
∣∣∣L(ξ(s), ξ˙+(s+ T− − T ∗))− L(ξ+(s+ T− − T ∗), ξ˙+(s+ T− − T ∗))∣∣∣ ds
6C|h|2 +C
∫ −T−
−τ∗
( ∣∣ξ(s)− ξ+(s)∣∣+ ∣∣ξ(s)− ξ+(s+ T− − T ∗)∣∣ ) ds.
(5.34)
Observe that for s ∈ [−T ∗,−T−) we have
ξ(s) = ξ(−T−) +
1
2
(
ξ+(s)− ξ+(−T−)
)
+
1
2
(
ξ+(s+ T− − T ∗)− ξ+(−T ∗)
)
=
1
2
(
y− + ξ+(s) + ξ+(s+ T− − T ∗)− ξ+(−T ∗)
)
.
Therefore, by (5.10)-(5.11) we deduce
|ξ(s)− ξ+(s)|
6
1
2
(
|y− − ξ+(s)|+ |ξ+(s + T− − T ∗)− ξ+(−T ∗)|
)
6
1
2
(
|y− − ξ+(−T−)|+ |ξ+(−T−)− ξ+(s)|+ C
T+ − T−
2
)
6C|h|
(5.35)
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and
|ξ(s)− ξ+(s+ T− − T ∗)|
6
1
2
(
|y− − ξ+(−T ∗)|+ |ξ+(s)− ξ+(s+ T− − T ∗)|
)
6
1
2
(
|y− − ξ+(−T−)|+ |ξ+(−T−)− ξ+(−T ∗)|+ C
T+ − T−
2
)
6 C|h|.
(5.36)
Finally, by (5.34), (5.35) and (5.36) we obtain
2u(x) − u(x+ h)− u(x− h) 6 C|h|2 + C(τ∗ − T−)|h| 6 C|h|2.
Case 2: ξ([−T ∗, 0]) ∩ ∂Ω = ∅.
Since ξ(−T ∗) = y
−+y+
2 , by (5.33) there exists y
∗ ∈ ∂Ω such that
|ξ(−T ∗)− y∗| 6 c′|y+ − y−|2 6 C|h|2.
Thus,
∆ 6 2g(y∗)− g(y+)− g(y−)
+
∫ 0
−T−
(
2L(ξ(s), ξ˙(s))− L(ξ+(s), ξ˙+(s))− L(ξ−(s), ξ˙−(s))
)
ds
+ 2
∫ −T−
−T ∗
L(ξ, ξ˙) ds−
∫ −T−
−T+
L(ξ+, ξ˙+) ds
+ 2
∫ 0
−|ξ(−T ∗)−y∗|
L
(
ξ(−T ∗) + s
ξ(−T ∗)− y∗
|ξ(−T ∗)− y∗|
,
ξ(−T ∗)− y∗
|ξ(−T ∗)− y∗|
)
ds
6 2g(y∗)− g(y+)− g(y−) + C|h|2 + 2M |ξ(−T ∗)− y∗|
+ 2
∫ −T−
−T ∗
L(ξ, ξ˙) ds−
∫ −T−
−T+
L(ξ+, ξ˙+) ds
6 2g(y∗)− g(y+)− g(y−) + C|h|2 + 2
∫ −T−
−T ∗
L(ξ, ξ˙) ds −
∫ −T−
−T+
L(ξ+, ξ˙+) ds.
By similar arguments used in Case 1, one can obtain that |ξ(s) − ξ+(s)| 6 C|h|
and |ξ(s)− ξ+(s+ T− − T ∗)| 6 C|h| for s ∈ [−T ∗,−T−]. Thus, we have
2
∫ −T−
−T ∗
L(ξ, ξ˙) ds−
∫ −T−
−T+
L(ξ+, ξ˙+) ds
6
∫ −T−
−T ∗
L(ξ, ξ˙+) + L(ξ, ξ˙+(s+ T− − T ∗)) ds−
∫ −T ∗
−T+
L(ξ+, ξ˙+) ds−
∫ −T−
−T ∗
L(ξ+, ξ˙+) ds
6 C|h|2.
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Note that
2g(y∗)− g(y+)− g(y−) = 2G(ξ(−T ∗))− g(y+)− g(y−) + 2g(y∗)− 2G(ξ(−T ∗))
6 C|y− − y+|2 + 2g(y∗)− 2G(ξ(−T ∗))
6 C|h|2 + 2g(y∗)− 2G(ξ(−T ∗)).
Using (G2), we have
2g(y∗)− 2G(ξ(−T ∗)) 6 2〈∇G(y∗), y∗ − ξ(−T ∗)〉+ C|y∗ − ξ(−T ∗)|2
= 2
〈
∇G(y∗), (
y∗ − y−
2
+
y∗ − y+
2
)
〉
+ C|y∗ − ξ(−T ∗)|2
6 C|y∗ − y−|2 + C|y∗ − y+|2 + C|y∗ − ξ(−T ∗)|2
= C|h|2,
which implies that ∆ 6 C|h|2.
The proof is complete. 
APPENDIX A. PROPERTIES OF RELATIVE MAN˜E´’S POTENTIALS
Proof of Lemma 2.9. The triangle inequality in (1) can be obtained directly by the
definition.
To prove (2), first we haveAΩt (x, x) 6 |L(x, 0)|t for any x ∈ Ω and t > 0. Thus
ΦΩL(x, x) 6 0. If Φ
Ω
L(x, x) < 0, then there exists T > 0 such that A
Ω
T (x, x) < 0.
It follows − inft>0
1
t
AΩt (x, x) = cΩ(L) > 0 which leads to a contradiction.
Nowwe turn to the proof of (3). For any x, y ∈ Ω, sinceΩ isC-quasiconvex (see
Definition 2.3 and Remark 2.5), then there exists a Lipschitz curve γ ∈ Γ
0,t(x,y)
x,y (Ω)
with |γ˙| = 1 and t(x, y) 6 C|x− y|. Thus, we have that
(A.1) ΦΩL(x, y) 6
∫ t(x,y)
0
L(γ, γ˙)ds 6 θ2(1)t(x, y) 6 θ2(1)C|x− y|.
Due to (1) and (2), we have that
ΦΩL(x, y) + Φ
Ω
L(y, x) > Φ
Ω
L(x, x) = 0.
Therefore, from (A.1), we obtain
ΦΩL(x, y) > −Φ
Ω
L(y, x) > −θ2(1)C|x− y|.
This completes the proof of (3).
Finally, by (1) it is easy to see that
ΦΩL(x1, y1)− Φ
Ω
L(x2, y2) 6Φ
Ω
L(x1, x2) + Φ
Ω
L(y2, y1)
6θ2(1)C(|x1 − x2|+ |y1 − y2|).
Changing the roles of (x1, y1) and (x2, y2) we obtain (4). 
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Proof of Lemma 2.10. In order to show the equivalence of (1) and (2), we only
need to prove that, if there exist x0, y0 ∈ Ω such that Φ
Ω
L(x0, y0) > −∞, then
ΦΩL(x, y) > −∞ for all x, y ∈ Ω. Otherwise, there would be x1, y1 ∈ Ω such that
ΦΩL(x1, y1) = −∞. By Lemma 2.9 (1), we get
ΦΩL(x1, x1) 6 Φ
Ω
L(x1, y1) + Φ
Ω
L(y1, x1) = −∞.
Thus, there is a closed curve γ1 : [0, T1]→ Ω with γ1(0) = γ1(T1) = x1 such that
∫ T1
0
L(γ1, γ˙1) ds < 0.
By going around γ1 many times, it is clear that Φ
Ω
L(x, y) = −∞ for all x, y ∈ Ω,
a contradiction.
Next, we show the equivalence of (2) and (3). If cΩ(L) > 0, then by definition,
we have
inf
t>0,x∈Ω
1
t
AΩt (x, x) < 0,
which implies there is a closed curve γ2 : [0, T2] → Ω with γ2(0) = γ2(T2) such
that ∫ T2
0
L(γ2, γ˙2) ds < 0.
Thus, ΦΩL(x, y) = −∞ for all x, y ∈ Ω. This shows that, if (2) is satisfied, then
(3) holds. On the other hand, if ΦΩL(x, y) = −∞ for all x, y ∈ Ω, then there is a
closed curve γ3 : [0, T3]→ Ω with γ3(0) = γ3(T3) such that
∫ T3
0
L(γ3, γ˙3) ds < 0,
which implies cΩ(L) > 0. This completes the proof of the equivalence of (2) and
(3). 
APPENDIX B. CHANGING A LAGRANGIAN BY AN EXACT 1-FORM
Proposition B.1. Let ∂L
∂v
(x, 0) be an exact 1-form, say ∂L
∂v
(x, 0) = DS(x) with
some function S of C3 class on Rn. We set
L1(x, v) = L(x, v)− 〈DS(x), v〉, (x, v) ∈ R
n ×Rn,
g1(x) = g(x)− S(x), x ∈ ∂Ω,
H1(x, p) = H(x, p +DS(x)), (x, p) ∈ R
n × Rn.
If u is the value function of (CVg) with respect to (L, g), then u1 = u − S is the
value function of (CVg) with respect to (L1, g1) and u1 is a solution of (HJg) with
respect to (H1, g1) in the viscosity sense. In particular, cΩ(L1) = cΩ(L) and the
compatibility condition (3.1) is also satisfied for L1.
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Proof. We denote by AΩ,L1t (x, y) the fundamental solutions with respect to L1,
and ΦΩL1(x, y) the associated Man˜e´’s potential. For any x, y ∈ Ω and t > 0, there
exists ξ ∈ Γ0,tx,y(Ω) such that
AΩ,L1t (x, y) =
∫ t
0
L1(ξ, ξ˙) ds =
∫ t
0
L(ξ, ξ˙) ds−
∫ t
0
〈DS(ξ), ξ˙〉 ds
=
∫ t
0
L(ξ, ξ˙) ds−
∫ t
0
(
d
ds
S(ξ(s))
)
ds
=
∫ t
0
L(ξ, ξ˙) ds− (S(y)− S(x)) > AΩt (x, y)− (S(y)− S(x)).
The opposite direction of the inequality above can be obtained similarly. It follows
AΩ,L1t (x, y) =A
Ω
t (x, y)− (S(y)− S(x)),
ΦΩL1(x, y) =Φ
Ω
L(x, y)− (S(y)− S(x)).
(B.1)
Therefore, for any x ∈ Ω,
u1(x) = inf
y∈∂Ω
{g1(y) + Φ
Ω
L1
(y, x)} = inf
y∈∂Ω
{g1(y) + Φ
Ω
L(y, x)− S(x) + S(y)}
= inf
y∈∂Ω
{g(y) + ΦΩL(y, x)} − S(x) = u(x)− S(x).
Finally, the relation cΩ(L1) = cΩ(L) is obvious since A
Ω,L1
t (x, x) = A
Ω
t (x, x)
for any x ∈ Ω and t > 0 by (B.1) and the compatibility condition (3.1) follows
from (B.1) and the definition of g1. 
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