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We consider bilinear control systems of the form y′(t) = Ay(t) + u(t)By(t) where
A generates a strongly continuous semigroup of contraction (et A)t0 on an inﬁnite-
dimensional Hilbert space Y whose scalar product is denoted by 〈.,.〉. We suppose that this
system is unbounded in the sense that the linear operator B is unbounded from the state
Y into itself. Tacking into account eventual control saturation, we study the problem of
stabilization by (possibly nonquadratic) feedback of the form u(t) = − f (〈By(t), y(t)〉).
Applications to the heat equation is considered.
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1. Introduction
Bilinear systems can be used to represent a wide range of physical, chemical, biological and social systems as well as
manufacturing processes which can not be modeled under the assumption of linearity. For a useful introduction to such
systems, we refer to [13,14,18]. Here we consider inﬁnite-dimensional bilinear control systems of the form{
y′(t) = Ay(t)+ u(t)By(t),
y(0) = y0,
(1.1)
where A generates a strongly continuous semigroup of contraction (et A)t0 on an inﬁnite-dimensional real Hilbert space Y
(state space) whose norm and scalar product are denoted respectively by ‖.‖ and 〈.,.〉, B is an unbounded linear operator
from Y into itself and the control function u(.) denotes the scalar control. Given 1< p < ∞, 1< q < ∞ such that
1
p
+ 1
q
 1, (1.2)
it has been established in [6] that when B is (p,q)-admissible, i.e. for any t > 0, the integral
∫ t
0 u(s)e
(t−s)A By(s)ds should
be in Y and depends continuously on u ∈ Lp(0,∞), y ∈ Lq(0,∞; Y ), then the system (1.1) admits a unique mild solution
y ∈ C([0,∞); Y ). This result has been obtained by applying the contraction mapping principle to the integrated form of (1.1)
given by
y(t) = etA y0 +
t∫
0
u(s)e(t−s)A By(s)ds. (1.3)
Here, we are concerned with the problem of stabilization which consists on choosing an appropriate feedback u(t) = F(y(t))
such that the solution of the resulting feedback system satisﬁes in some sense y(t) → y∗ as t → ∞, where y∗ denotes an
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y∗ = etA y∗ for all t  0. (1.4)
If we formally compute the time rate of change of the “energy”:
1
2
d
dt
∥∥y(t)∥∥2 = 〈Ay(t), y(t)〉+ u(t)〈By(t), y(t)〉 (1.5)
and use the fact that the semigroup is of contraction so that 〈Aϕ,ϕ〉 0 for all ϕ ∈ D(A), we get
1
2
d
dt
∥∥y(t)∥∥2  u(t)〈By(t), y(t)〉. (1.6)
In order to make the energy nonincreasing, a natural choice for u is the quadratic form
u(t) = −〈By(t), y(t)〉, (1.7)
so that the resulting closed-loop system is{
y′(t) = Ay(t)− 〈By(t), y(t)〉By(t),
y(0) = y0.
(1.8)
Let us mention at the outset the results already obtained for (1.8) in the case where B is bounded. From [1], it can be easily
deduced that when B is compact, the feedback system (1.8) is weakly stable in the sense that all solutions of (1.8) converge
weakly to zero as t → ∞ provided that(〈
BetAψ, etAψ
〉= 0 for all t  0) ⇒ ψ = 0. (1.9)
On the other hand, if B is selfadjoint and satisﬁes one of the following conditions
〈Bψ,ψ〉 0 for all ψ ∈ Y , (1.10)
〈Bψ,ψ〉 0 for all ψ ∈ Y , (1.11)
then the feedback system (1.8) is strongly stable in the sense that y(t) → 0 strongly as t → ∞, provided that (1.9) holds
and the resolvent of A is compact [8]. Furthermore, in [7] it has been established that the condition (1.9) can be weakened
if the semigroup (et A) is compact. Here, our work is motivated by the practical situation where, beside the fact that the
bilinear term is supposed unbounded, the control actuation may be subject to a control constraint of the form (eventually
after re-escaling)∣∣u(t)∣∣ 1. (1.12)
Following the analogous study concerned with inﬁnite-dimensional linear control systems (see [20,21]) and looking at ﬁnite-
dimensional control systems literature (see, for instance, [22]), a natural control law which comes at mind is given by
u(t) =
{
− 〈By(t),y(t)〉|〈By(t),y(t)〉| if |〈By(t), y(t)〉| 1,
−〈By(t), y(t)〉 if |〈By(t), y(t)〉| 1.
(1.13)
Among the saturating feedbacks satisfying (1.12), let us mention the following simpler one given by
u(t) = − 〈By(t), y(t)〉
1+ |〈By(t), y(t)〉| . (1.14)
This type of feedback has been treated in [8]. In order to study various kinds of control saturation, it would be more
appropriate to consider the general (eventually) nonquadratic feedback
u(t) = − f (〈By(t), y(t)〉) (1.15)
where f : R → R is an appropriate function. This question has been treated in [5] when B is bounded. When B is un-
bounded, we must guarantee:
(i) Well-posedness of the closed-loop systems of the form{
y′(t) = Ay(t)− f (〈By(t), y(t)〉)By(t),
y(0) = y0.
(1.16)
(ii) Stability properties of the solutions of (1.16).
We shall rely upon assumption weaker than (1.9). Moreover, our results can be considered as unbounded bilinear version
of the ones obtained for inﬁnite-dimensional linear control systems in Hilbert space (see [2,4]). In order to solve (i) in a
general framework, we recall the notion of hemicontinuity.
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the mapping t → 〈A(tu + (1− t)v),u − v〉V ′,V is continuous on R.
The plan of the paper is as follows. The second and the third sections are devoted respectively to the problems (i)
and (ii). The fourth section is concerned with applications to the heat equation. Note that this study can be adapted in
order to treat hyperbolic-like equations. However, such problems are beyond the scope of our framework since they need
either second order formulation in time (for instance, the wave equation) or a complex Hilbert state space (for instance,
Schrödinger equation). Throughout this paper, the symbol ⇀ means weak convergence and I denotes the identity operator.
2. Well-posedness
It is generally agreed that the unboundedness of the operator B can be characterized by saying that B is bounded from a
subspace V ⊂ Y to some larger space W such that Y ⊂ W , but not from Y into itself. In order to precise the unboundedness
of B in our context, we shall use the domains of fractional powers D((I − A)α) and D((I − A∗)α) which are well-deﬁned
since (I − A)−1 and (I − A∗)−1 are bounded on Y . These domains can be interpreted as interpolation spaces between
D(I − A), D(I − A∗) and Y . Moreover, it is well-known that
D
((
I − A∗)α)= D((I − A)α) for all 0<α < 1
2
. (2.1)
See, for instance, [3, Chapter 1], [23]. Here we shall suppose that
D
((
I − A∗) 12 )= D((I − A) 12 ) (with equivalent norms) (hA)
so that the corresponding dual spaces with respect to the pivot space Y satisfy
D
((
I − A∗) 12 )′ = D((I − A) 12 )′. (2.2)
Note that since the operator A is bounded from D((I − A) 12 ) to D((I − A∗) 12 )′ , then hA implies that A is bounded from
D((I− A) 12 ) to D((I− A) 12 )′ . Then we precise the unboundedness of B by assuming that B is bounded from V = D((I− A) 12 )
to W = V ′ = D((I − A) 12 )′ . Here we have used the fact that Y is a pivot space so that V ⊂ Y ≡ Y ′ ⊂ V ′ and
〈v,w〉V ′,V = 〈v,w〉 for all v,w ∈ Y . (2.3)
In other words, the operator B may be as “unbounded” as the dynamic operator A. Then we have the following general
well-posedness result.
Theorem 2.1. Suppose that (hA) holds, B is bounded from V to V ′ with
〈Bx, x〉V ′,V  0 for all x ∈ V , (2.4)
〈Bx, z〉V ′,V = 〈Bz, x〉V ′,V for all x, z ∈ V , (2.5)
and the function f : [0,∞) → R is nonnegative nondecreasing and continuous. Assume also that for some positive constant c〈
(I − A)x, x〉 c∥∥(I − A) 12 x∥∥2 for all x ∈ D(A). (2.6)
Then for all y0 ∈ D(A f ), system (1.16) admits a unique solution y ∈ C(0,∞; Y ) given by y(t) = et A f y0 . Here A f is deﬁned by
D(A f ) =
{
x ∈ V ∣∣ Ax− f (〈Bx, x〉V ′,V )Bx ∈ Y }, (2.7)
A f (x) = Ax− f
(〈Bx, x〉V ′,V )Bx. (2.8)
Proof. We ﬁrst prove that I − A is an isomorphism from V onto V ′ . To this end, we consider the bilinear form
Q : D(A)× D(A) → R deﬁned by
Q (x, y) = 〈(I − A)x, y〉. (2.9)
Clearly, we have∣∣Q (x, y)∣∣= ∣∣〈(I − A) 12 x, (I − A∗) 12 y〉∣∣

∥∥(I − A) 12 x∥∥∥∥(I − A∗) 12 y∥∥. (2.10)
From hA we deduce that for some positive constant C > 0
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so that Q can be extended as continuous bilinear form from V ×V into R. Moreover, assumption (2.6) yields after extension
to V ∣∣Q (x, x)∣∣ c∥∥(I − A) 12 x∥∥2
 c‖x‖2V for all x ∈ V . (2.12)
By using Lax–Milgram lemma, we deduce that I − A deﬁnes an isomorphism from V onto V ′ . Let F : [0,∞) → R be deﬁned
by
F (s) =
s∫
0
f (τ )dτ , (2.13)
and consider the functional φ : V → R given by
φ(ξ) = 1
2
F
(〈Bξ, ξ〉V ′,V ). (2.14)
Computing the Gâteaux derivative of φ, we obtain for all h ∈ V〈
φ′(ξ),h
〉
V ′,V =
1
2
F ′
(〈Bξ, ξ〉V ′,V )[〈Bh, ξ〉V ′,V + 〈Bξ,h〉V ′,V ]
= 1
2
f
(〈Bξ, ξ〉V ′,V )[〈Bh, ξ〉V ′,V + 〈Bξ,h〉V ′,V ].
From (2.5) we get〈
φ′(ξ),h
〉
V ′,V = f
(〈Bξ, ξ〉V ′,V )〈Bξ,h〉V ′,V , (2.15)
so that
φ′(ξ) = P (ξ), (2.16)
where the operator P : V → V ′ is given by
P (ξ) = f (〈Bξ, ξ〉V ′,V )Bξ. (2.17)
The assumptions on B imply that the function ξ → 〈Bξ, ξ〉V ′,V is convex on V . Since f is nonnegative nondecreasing, it
follows that F is nondecreasing and φ is convex. Then it is well-known that φ′ is monotone hemicontinuous (see [9]) and
we have〈
φ′(ξ), ξ
〉
V ′,V  0 for all ξ ∈ V . (2.18)
It follows that the operator I − A f is monotone hemicontinuous from V to V ′ and〈
(I − A f )x, x
〉
V ′,V  c‖x‖2V for all x ∈ V . (2.19)
By Minty’s theorem, the operator I − A f is maximal monotone and so is −A f [10, Chapter II]. Hence A f generates a
nonlinear semigroup of contraction on D(A f ) denoted by (et A f )t0 and we can conclude by using results concerned with
nonlinear semigroup theory [10, Chapter III]. 
Remark 2.1. By a theorem of Komura [15], in the case y0 ∈ D(A f ) we have for all t  0, y(t) ∈ D(A f ) and∥∥y(t)∥∥ ∥∥y(0)∥∥ (2.20)
as well as∥∥y′(t)∥∥= ∥∥A f y(t)∥∥ ∥∥y′(0)∥∥= ‖A f y0‖ a.e. (2.21)
Otherwise, this inequality holds true for the “forward derivative” y′+ .
Let us consider the case where the operator A is selfadjoint. Then hA and (2.6) are trivially veriﬁed and we get easily
from Theorem 2.1:
L. Berrahmoune / J. Math. Anal. Appl. 372 (2010) 645–655 649Corollary 2.2. Assume that f and B satisfy the assumptions of Theorem 2.1. Suppose that A is selfadjoint. Then for all y0 ∈ D(A f ),
system (1.16) admits a unique solution y ∈ C(0,∞; Y ).
Taking into account the dissipativity of A and considering the case B = −A, we get also:
Corollary 2.3. Assume that f satisﬁes the assumptions of Theorem 2.1. Suppose that A is selfadjoint. Then for all y0 ∈ D(A f ), the
system{
y′(t) = Ay(t)+ f (〈− Ay(t), y(t)〉V ′,V )Ay(t),
y(0) = y0
(2.22)
admits a unique solution y ∈ C(0,∞; Y ). Here A f is deﬁned by
D(A f ) =
{
x ∈ V ∣∣ Ax+ f (〈−Ax, x〉V ′,V )Ax ∈ Y }, (2.23)
A f (x) = Ax+ f
(〈−Ax, x〉V ′,V )Ax. (2.24)
3. Asymptotic behaviour of solutions and stability
3.1. Preliminaries
Before turning our attention to asymptotic behaviour of the solutions, we recall some deﬁnitions and decomposition
results on semigroup of contraction.
Deﬁnition 3.1. Let H be a Hilbert space, and Λ be a bounded operator in H . We say that a subspace K reduces Λ if
ΛK ⊂ K and Λ∗K ⊂ K .
Deﬁnition 3.2. A bounded operator Λ in H is
(i) unitary if
Λ∗Λ = ΛΛ∗ = I;
(ii) completely non-unitary (c.n.u.) if there exists no subspace other than {0} reducing Λ to a unitary operator.
Then we have [17]:
Theorem 3.3. Let et A be a linear C0-semigroup of contraction in a Hilbert space H. Then H can be decomposed into an orthogonal
sum H = Hu(A)⊕ Hc.n.u.(A) where Hu(A) and Hc.n.u.(A) are reducing subspaces for et A such that
(i) the restriction (et A)u = et A|Hu(A) of et A to Hu(A) is a unitary group;
(ii) the restriction (et A)c.n.u. = et A|Hc.n.u.(A) of et A to Hc.n.u.(A) is a c.n.u. semigroup;
(iii) This decomposition can be characterized by
Hu(A) =
{
x ∈ H/∥∥etAx∥∥= ∥∥etA∗x∥∥= ‖x‖ for all t  0}. (3.1)
Moreover,
Hu(A) = Ku(A) (3.2)
where
Ku(A) = D(A)∩ Hu(A). (3.3)
The following decomposition theorem, due to Foguel [12], shows the relevance of the contraction assumption to the
stability problem. Other simpler proofs of this result can be found in [16].
Theorem 3.4. Let et A be a linear C0-semigroup of contraction in a Hilbert space H. Then H can be decomposed in a unique way into
the orthogonal sum of the three subspaces Hc.n.u.(A), Wu(A) and W (A)⊥ all reducing for et A and its adjoint et A
∗
,
H = Hc.n.u.(A)⊕ Wu(A)⊕ W (A)⊥, (3.4)
650 L. Berrahmoune / J. Math. Anal. Appl. 372 (2010) 645–655such that
Wu(A)⊕ W (A)⊥ = Hu(A), Hc.n.u.(A)⊕ Wu(A) = W (A) (3.5)
where
(i) on Hc.n.u.(A), et A is completely nonunitary and weakly stable;
(ii) on Wu(A), et A is unitary and weakly stable;
(iii) on W (A)⊥ , et A is unitary, and for any x ∈ W (A)⊥\{0}, et Ax  0 weakly as t → ∞.
We recall also some basic ideas on nonlinear semigroups and LaSalle invariance principle for evolution equations. Let S(t)
be a (generally nonlinear) semigroup on Y . For any x ∈ Y , the positive orbit through x is deﬁned by O+(x) = {S(t)x; t  0}.
The strong ω-limit set of x, denoted by ωs(x), is the (possibly empty) set given by those ϕ ∈ H such that there exists a
sequence tn → ∞ as n → ∞ for which S(tn)x → ϕ in Y as n → ∞. The weak ω-limit set of x, denoted by ωw(x), is the
(possibly empty) set given by those ϕ ∈ Y such that there exists a sequence tn → ∞ as n → ∞ for which S(tn)x⇀ϕ in Y
as n → ∞. A subset C of Y is said to be invariant if S(t)C = C for all t  0. Moreover, given a semigroup of contraction et As ,
we denote by E As the set of equilibrium states given by E As = A−1s (0). It is easy to see that
E As =
{
y ∈ Y ∣∣ etAs y = y for all t  0}. (3.6)
Then, we mention the following result which precise the relevance of the sets ωw(x) and E As to the weak stability (see [19]).
Theorem 3.5. Let S(t) = et As be a nonlinear semigroup of contraction on Y and let x ∈ Y . The following conditions are necessary and
suﬃcient for the existence of the weak limit of S(t)x as t → ∞:
(a) E As = ∅,
(b) ωw(x) ⊂ E As .
We introduce also the set M deﬁned by
M = {ψ ∈ V ∣∣ 〈BetAψ, etAψ 〉V ′,V = 0 for all t  0}. (3.7)
3.2. Weak stability
The main result on weak stability for (1.16) is as follows.
Theorem 3.6. Assume that hA holds, B satisﬁes the assumptions of Theorem 2.1 and is compact from V into V ′ . Suppose that
f : [0,∞) → R is nonnegative, nondecreasing, continuous and positive on (0,∞) with f (0) = 0. Then for any y0 ∈ D(A f ) the solu-
tion of (1.16) satisﬁes
(i) y(t)⇀ 0 as t → ∞ implies M ∩ W (A)⊥ = {0}.
(ii) If M ⊂ E A , then y(t)⇀ y∗ as t → ∞ for some equilibrium state y∗ ∈ E A .
(iii) y(t)⇀ 0 as t → ∞ provided that M = {0}.
Proof. From et A f 0 = 0 and ‖et A f y0‖ ‖y0‖ for all t  0 it follows that the trajectory et A f y0 is bounded in Y so that the
weak ω-limit set ωw(y0) is nonempty.
(i) Suppose that there exists a nonzero y0 ∈ M ∩W (A)⊥ . From Theorem 3.4, y(t) = et A y0 is a solution of (1.16) such that
y(t) does not converge weakly to 0 as t → ∞.
(ii) Since y0 ∈ D(A f ), from Remark 2.1 it follows that y(t) ∈ D(A f ) so that
y(t) ∈ V for all t  0, (3.8)
and ∥∥A f y(t)∥∥ ‖A f y0‖ for all t  0. (3.9)
From (2.6) we deduce by using (2.19)〈
(I − A f )y(t), y(t)
〉
 c
∥∥y(t)∥∥2V for all t  0. (3.10)
This yields∥∥(I − A f )y(t)∥∥∥∥y(t)∥∥ c∥∥y(t)∥∥2 for all t  0, (3.11)V
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By using (2.20) and (3.9) we obtain(‖A f y0‖ + ‖y0‖)‖y0‖ c∥∥y(t)∥∥2V for all t  0. (3.13)
Consequently, the set {y(t)}t0 is bounded in V . Let ϕ0 ∈ ωw(y0). Then there exists a sequence tn → ∞ as n → ∞ for
which etn A f y0 ⇀ϕ0 in Y as n → ∞. From above we deduce that the sequence {etn A f y0}n is bounded in V so that we can
extract a subsequence, still denoted by {etn A f y0}, such that etn A f y0 ⇀ ϕ˜0 in V for some ϕ˜0. Furthermore, it is easy to see
that necessarily this convergence holds true in Y and consequently ϕ˜0 = ϕ0. Since B is compact from V into V ′ , it follows
that as n → ∞, we have:
By(tn) → Bϕ0 in V ′, (3.14)
so that〈
By(tn), y(tn)
〉
V ′,V → 〈Bϕ0,ϕ0〉V ′,V . (3.15)
Since f is continuous, we get
f
(〈
By(tn), y(tn)
〉
V ′,V
)→ f (〈Bϕ0,ϕ0〉V ′,V ).
On the other hand, it is well-known that for all t > 0
∥∥y(t)∥∥2 − ‖y0‖2 + 2 t∫
0
f
(〈
By(s), y(s)
〉
V ′,V
)〈
By(s), y(s)
〉
V ′,V ds 0. (3.16)
The function t → ‖y(t)‖ is nonincreasing on [0,∞) so that there exists some constant 0 σ  ‖y0‖ such that ‖y(t)‖ → σ
as t → ∞. Since f is nonnegative, we obtain
lim
n→∞
t+tn∫
tn
f
(〈
By(s), y(s)
〉
V ′,V
)〈
By(s), y(s)
〉
V ′,V ds
= lim
n→∞
t∫
0
f
(〈
By(s + tn), y(s + tn
)〉
V ′,V )
〈
By(s + tn), y(s + tn)
〉
V ′,V ds = 0.
Let us consider the function ϕ(t) = et A f ϕ0. The dominated convergence theorem combined with the invariance of ωw(y0)
and (3.15) gives
t∫
0
f
(〈
Bϕ(s),ϕ(s)
〉
V ′,V
)〈
Bϕ(s),ϕ(s)
〉
V ′,V ds = 0 for all t  0. (3.17)
The assumptions on f and B yield
f
(〈
Bϕ(t),ϕ(t)
〉
V ′,V
)〈
Bϕ(t),ϕ(t)
〉
V ′,V = 0 for all t  0, (3.18)
and ϕ(t) = et Aϕ0. Hence ϕ0 ∈ M and consequently ωw(y0) ⊂ M ⊂ E A so that for any ϕ0 ∈ωw(y0)
etA f ϕ0 = etAϕ0 = ϕ0 for all t  0. (3.19)
Then we can easily conclude that y(t)⇀ y∗ for some y∗ by using Theorem 3.5.
(iii) The condition M ⊂ {0} implies ωw(y0) ⊂ {0} so that from above we obtain y(t) ⇀ 0 as t → ∞. This ends the proof
of the theorem. 
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The following theorem deals with the compactness properties of the resolvent of A f .
Proposition 3.7. Assume that the assumptions of Theorem 2.1 hold. Let us consider the operator A f given by (2.7)–(2.8) and suppose
that the embedding V ⊂ Y is compact. Then D(A f ) is compactly embedded in Y and (I − A f )−1 is compact from Y into itself.
Proof. It is standard that (I − A f )−1 maps continuously Y onto D(A f ) as a contraction. Moreover, from〈
(I − A f )y1 − (I − A f )y2, y1 − y2
〉
V ′,V  c‖y1 − y2‖2V ,
we get∥∥(I − A f )y1 − (I − A f )y2∥∥V ′,V  c‖y1 − y2‖V
 C‖y1 − y2‖
for some positive constant C . This implies that (I − A f )−1 maps continuously V ′ into Y . Then we can conclude by noting
that Y is compactly embedded in V ′ . 
The following theorem gives a general description of the strong ω-limit set ωs(y0) for the solution of (1.16).
Theorem 3.8. Assume that hA holds, the injection V ⊂ Y is compact, B and f satisfy the assumptions of Theorems 2.1 and 3.6
respectively. Then the solution of (1.16) has the following asymptotic behavior:
(i) for all y0 ∈ D(A f ),ωs(y0) is a nonempty compact subset of a sphere {ϕ ∈ H | ‖ϕ−a‖ = r} where r  ‖y0 −a‖ and a ∈ A−1f (0);
(ii) if in addition y0 ∈ D(A f ), then ωs(y0) ⊂ M ∩ Ku(A).
Proof. Since A f (0) = 0 and A f is maximal monotone with compact resolvent by virtue of Proposition 3.7, we can apply
Theorem 4 in [11] which yields easily part (i). As for part (ii), letting ϕ(t) = et A f ϕ0 with ϕ0 ∈ ωs(y0), it is standard that
ωs(y0) ⊂ D(A f ) so that ϕ0 ∈ D(A f ). From the analogous of (3.16) given by
∥∥ϕ(t)∥∥2 + 2 t∫
0
f
(〈
Bϕ(s),ϕ(s)
〉
V ′,V
)〈
Bϕ(s),ϕ(s)
〉
V ′,V ds ‖ϕ0‖2 (3.20)
and taking into the fact that ωs(y0) is invariant, we obtain for all t > 0∥∥ϕ(t)∥∥= ‖ϕ0‖, (3.21)
t∫
0
f
(〈
Bϕ(s),ϕ(s)
〉
V ′,V
)〈
Bϕ(s),ϕ(s)
〉
V ′,V ds = 0. (3.22)
The assumptions on B and f yield〈
Bϕ(t),ϕ(t)
〉
V ′,V = 0 for all t  0, (3.23)
so that ϕ(t) = et Aϕ0 and ϕ0 ∈ M . Using again (3.21) we conclude that ϕ0 ∈ Ku(A). This completes the proof of the theo-
rem. 
The following theorem shows that the convergence to some equilibrium state in E A can be achieved.
Theorem 3.9. Assume that the assumptions of Theorem 3.8 hold. Suppose also that M ∩ Ku(A) ⊂ E A . Then for any y0 ∈ D(A f ), the
solution of (1.16) satisﬁes y(t) → y∗ as t → ∞ for some y∗ ∈ E A .
Proof. For y0 ∈ D(A f ), consider ϕ0 ∈ ωs(y0). From the invariance of ωs(y0) and Theorem 3.8, it follows that ϕ(t) = et A f ϕ0
satisﬁes
ϕ(t) ∈ M ∩ Ku(A)(⊂ E A) for all t > 0. (3.24)
Hence
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and
A f ϕ(t) = Aϕ(t) = 0 for all t > 0, (3.26)
and ϕ0 ∈ A−1f (0). By proceeding as in [19], we consider a sequence of times tn → ∞ such that y(tn) → ϕ0. For t > tn , let
t = tn + s. Then we have∥∥y(t)− ϕ0∥∥= ∥∥y(tn + s)− esA f ϕ0∥∥

∥∥y(tn)− ϕ0∥∥.
Hence y(t) → ϕ0 as t → ∞. This completes the proof of the theorem. 
From this theorem we get easily:
Corollary 3.10. Assume that the assumptions of Theorem 3.8 hold. Then for any y0 ∈ D(A f ) the solution of (1.16) satisﬁes y(t) → 0
as t → ∞ if and only if M ∩ Ku(A) = {0}.
Proof. Suppose that there exists a nonzero y0 ∈ M ∩ Ku(A). Then y(t) = et A y0 is a solution of (1.16) with∥∥y(t)∥∥2 = ‖y0‖2 > 0 for all t > 0.
Conversely, M∩Ku(A) = {0} yields ω(y0) = {0} for any y0 ∈ D(A f ) so that from Theorem 3.9 we obtain, as t → ∞, y(t) → 0.
The case y0 ∈ D(A f ) can be treated by using a standard density argument. 
4. Applications to the heat equation
In what follows, we consider Ω an open bounded domain in RN with suﬃciently smooth boundary Γ and we denote
by ∂
∂ν the exterior normal derivative on Γ . In the sequel, we shall consider the operator A given by
Ay = y, D(A) =
{
y ∈ L2(Ω)
∣∣∣y ∈ L2(Ω), ∂ y
∂ν
= 0 on Γ
}
. (4.1)
Moreover, the properties of the heat equation yield
Ku(A) = E A = {cχΩ | c ∈ R}, (4.2)
where χΩ denotes the characteristic function of Ω . Later on, the fact that A generates a semigroup of contraction and is
selfadjoint on L2(Ω) will be used implicitly.
4.1. Example 1
We consider the following heat equation⎧⎪⎪⎨⎪⎪⎩
y′ −y = u(t)(−)y on (0,∞)×Ω,
∂ y
∂ν
= 0 on (0,∞)× Γ,
y(0, x) = y0(x) on Ω,
(4.3)
where the parameter u(.) is considered as control. The system (4.3) has the form (1.1) if we set Y = L2(Ω) and consider
B = −. Note that B is bounded from H1(Ω) to H1(Ω)′ . Hence, the appropriate candidate for the space V is given by
V = D((I − A) 12 ) = H1(Ω). The stabilization problem for the system (4.3) is reduced to the study of the following feedback
system⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
y′ = y + f
( ∫
Ω
∣∣∇ y(x)∣∣2 dx)y on (0,∞)×Ω,
∂ y
∂ν
= 0 on (0,∞)× Γ,
y(0, x) = y (x) on Ω.
(4.4)0
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−
∫
Ω
yy dx =
∫
Ω
∣∣∇ y(x)∣∣2 dx for all y ∈ D(A).
Since A is selfadjoint, by applying Corollary 2.3 and Theorem 3.9, we get:
Theorem 4.1. Assume that f satisﬁes the assumptions of Theorem 2.1. Then for any y0 ∈ L2(Ω), the system (4.4) admits a unique
solution y ∈ C(0,∞; L2(Ω)). Moreover, if f is positive on (0,∞) with f (0) = 0, then for some constant c ∈ R, this solution satisﬁes
y(t) → cχΩ in L2(Ω) as t → ∞.
Proof. It is easy to check from Corollary 2.3 the existence of the solution of (4.4). Moreover, we have clearly M =
Ku(A) = E A and since D(A f ) is dense in L2(Ω), we can easily conclude by using Theorem 3.9. 
4.2. Example 2
Here we suppose that Ω ⊂ R2 and we consider the following heat equation⎧⎪⎪⎨⎪⎪⎩
y′ −y = u(t)v(x)y on (0,∞)×Ω,
∂ y
∂ν
= 0 on (0,∞)× Γ,
y(0, x) = y0(x) on Ω,
(4.5)
where u(t)v(x) represents a potential with the scalar parameter u(.) as control. We suppose that v ∈ L4(Ω) and v /∈ L6(Ω).
The system (4.5) has the form (1.1) if we set Y = L2(Ω) and consider the operator B : D(B)(⊂ L2(Ω)) → L2(Ω) given by
By = vy. (4.6)
Note that B is unbounded on L2(Ω) since for y ∈ L2(Ω) given by y = |v|2, we have By = v|v|2 /∈ L2(Ω). On the other hand,
by the Sobolev embeddings H1(Ω) ⊂ Lq(Ω) for any 1 q < ∞, it is easy to see that B is bounded from H1(Ω) to L2(Ω).
Hence, the appropriate candidate for the space V is given by V = D((I − A) 12 ) = H1(Ω).
The stabilization problem for the system (4.5) is reduced to the study of the following feedback system⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
y′ = y − f
( ∫
Ω
v(x)
∣∣y(x)∣∣2 dx)vy on (0,∞)×Ω,
∂ y
∂ν
= 0 on (0,∞)× Γ,
y(0, x) = y0(x) on Ω.
(4.7)
Since B satisﬁes (2.4)–(2.5), by applying Corollary 2.2 and Corollary 3.10, we get:
Theorem 4.2. Assume that f satisﬁes the assumptions of Theorem 2.1. Suppose also that v ∈ L4(Ω) satisﬁes
v(x) 0 on Ω. (4.8)
Then for any y0 ∈ L2(Ω), the system (4.7) admits a unique solution y ∈ C(0,∞; L2(Ω)). Moreover, if∫
Ω
v(x)dx = 0, (4.9)
and f is positive on (0,∞) with f (0) = 0, then this solution satisﬁes ‖y(t)‖L2(Ω) → 0 as t → ∞.
Proof. It is easy to check from Corollary 2.2 the existence of the solution of (4.7). From assumption (4.9), we get clearly
M ∩ Ku(A) = {0} and since D(A f ) is dense in L2(Ω), we can easily conclude by using Corollary 3.10. 
4.3. Example 3
Let ω be an open set such that ω ⊂ Ω and let us denote by γ the boundary of ω. We consider the following heat
equation with singular potential:
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y′ −y = u(t)yδγ on (0,∞)×Ω,
∂ y
∂ν
= 0 on (0,∞)× Γ,
y(0, x) = y0(x),
(4.10)
where δγ denotes the Dirac mass concentrated on γ and u(.) is considered as control. The system (4.10) has the form
(1.1) if we set Y = L2(Ω), V = H1(Ω) and consider the operator B : H1(Ω) → H1(Ω)′ deﬁned by the following variational
formulation
〈By, v〉H1(Ω)′,H1(Ω) =
∫
γ
yv dσ . (4.11)
The stabilization problem for the system (4.10) is reduced to the study of the following feedback system⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
y′ = y − f
( ∫
γ
∣∣y(σ )∣∣2 dσ)yδγ on (0,∞)×Ω,
∂ y
∂ν
= 0 on (0,∞)× Γ,
y(0, x) = y0(x) on Ω.
(4.12)
Since B satisﬁes (2.4)–(2.5), by applying Corollary 2.2 and Corollary 3.10, we obtain:
Theorem 4.3. Assume that f satisﬁes the assumptions of Theorem 2.1. Then for any y0 ∈ L2(Ω), the system (4.12) admits a unique
solution y ∈ C(0,∞; L2(Ω)). Moreover, if f is positive on (0,∞) with f (0) = 0, then this solution satisﬁes ‖y(t)‖L2(Ω) → 0 as
t → ∞.
Proof. It is easy to check from Corollary 2.2 the existence of the solution of (4.12). Moreover, since M ∩ Ku(A) = {0} and
D(A f ) is dense in L2(Ω), we can easily conclude by using Corollary 3.10. 
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