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Sistem Rekomendasi atau Recommender System, bertujuan untuk membantu user dengan cara memberikan 
rekomendasi kepada user ketika dihadapkan dengan jumlah informasi yang besar. Rekomendasi yang diberikan 
diharapkan dapat membantu user dalam proses pengambilan keputusan, seperti buku apa yang akan dibaca. 
Dengan adanya rekomendasi yang tepat, user akan memiliki preferensi tambahan ketika mencari buku. Dalam 
pengerjaan Tugas Akhir ini, penulis menggunakan Tags and Latent Factors yang merupakan algoritma tambahan 
pada metode Matrix Factorization yang membantu sistem rekomendasi dalam meningkatkan akurasi prediksi 
sehingga mampu menebak minat user dan mampu memberikan rekomendasi. Tags berfungsi sebagai jembatan 
yang memungkinkan user untuk lebih memahami hubungan yang tidak diketahui antara item dan user itu sendiri, 
sedangkan latent factors bertujuan untuk membentuk kesamaan antara user dan item dimana kesamaan ini berupa 
antar user yang tertarik atau menyukai item yang sama. Pada Tugas akhir ini akan dilakukan skenario pengujian 
dimana nilai dari hasil pengujian akan menjadi parameter akurat atau tidaknya sebuah sistem dengan menggunakan 
Mean Absolute Error (MAE) . Diberikan 3 buah skenario pengujian dengan menggunakan 3 jenis dan jumlah data 
berbeda dan didapatkan 3 nilai hasil pengujian akhir dengan nilai masing-masing 0.41, 0.38, dan 0.38 dimana 3 
nilai tersebut memiliki selisih yang tidak terlalu besar. Dan dapat disimpulkan bahwa Tags and Latent Factors 
dapat digunakan untuk memberikan rekomendasi pada buku.  
  




Sistem rekomendasi merupakan teknik yang menyediakan saran terkait suatu hal yang dapat dimanfaatkan 
oleh user, salah satunya pada sistem rekomendasi buku. Tanpa adanya sistem rekomendasi, user hanya berfokus 
pada satu hasil pencarian saja sementara mereka masih bisa mendapatkan rekomendasi yang lebih baik tentang 
buku lain yang bisa saja akan menarik minat mereka. Sistem rekomendasi memberikan manfaat kepada user terkait 
dalam masalah pencarian buku. Adanya sistem rekomendasi akan membantu merekomendasikan buku-buku untuk 
pembeli yang sesuai dengan minat mereka [1]. 
Dalam pengimplementasiannya, sistem rekomendasi mempunyai beberapa metode yang sering digunakan 
dan salah satunya adalah Matrix Factorization (MF). Metode ini memiliki kemampuan untuk memprediksi rating 
untuk menghasilkan rekomendasi kepada user. Metode ini dikembangkan pada kasus [2] dengan menambahkan 
tags and latent factors untuk meningkatkan akurasi dalam memprediksi item sehingga dapat memberikan 
rekomendasi yang sesuai dengan minat user. Tagging atau memberi label pada data menawarkan user sebuah cara 
alternatif untuk memberi rekomendasi dan memprediksi minat user. Karena tags mudah dipahami oleh user, tags 
berfungsi sebagai jembatan yang memungkinkan user untuk lebih memahami hubungan yang tidak diketahui 
antara item dan user itu sendiri [3]. Berdasarkan percobaan pada [2], diduga dengan adanya tags yang diberikan 
kepada item berkolerasi dengan rating, sehingga dapat digunakan untuk memprediksi minat user dengan lebih 
baik. Sedangkan latent factors merupakan bagian dari matrix factorization, dimana user dan item dimodelkan oleh 
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factor models yang memodelkan user dan item yang bertujuan untuk membentuk kesamaan antara user dan item. 
Kesamaan ini berupa antar user yang tertarik atau menyukai item yang sama. Kesamaan dan hubungan antara user 
dan item akan dieksploitasi untuk memprediksi nilai rating sehingga mampu memberikan rekomendasi [2].  
 
 
2. Tinjauan Pustaka 
 
2.1 Sistem Rekomendasi 
Sistem rekomendasi didefinisikan sebagai program yang mencoba untuk merekomendasikan item yang 
paling cocok (produk atau jasa) untuk user tertentu (individu atau bisnis) dengan memprediksi minat user pada 
item berdasarkan informasi terkait tentang item, user dan interaksi antara item dan user [4]. Sistem rekomendasi 
pada buku juga mempertimbangkan banyak parameter seperti genre pada buku, kualitas buku dengan cara 
memberikan rating yang diberi oleh user lain. Tujuan dari sistem rekomendasi buku ini adalah untuk 
merekomendasikan buku-buku untuk user yang sesuai dengan minat mereka [1]. 
Sistem rekomendasi dibangun dengan menggunakan teknik-teknik yang sudah ada, antara lain Content-
based Filtering dan Collaborative Filtering. Kedua teknik tersebut merupakan teknik yang paling lama muncul 
dan banyak digunakan. Pada sub-bab berikut akan dideskripsikan pengertian dari kedua teknik tersebut dan telah 
diimplementasikan pada kasus apa saja termasuk sistem rekomendasi pada buku. 
 
2.1.1 Content-based Filtering 
Teknik rekomendasi Content-based Filtering (CB) merekomendasikan artikel atau komoditas yang mirip 
dengan item yang sebelumnya disukai oleh user tertentu. Prinsip-prinsip dasar dari sistem rekomendasi CB adalah: 
1) Untuk menganalisis deskripsi item yang disukai oleh user tertentu untuk menentukan atribut umum pokok 
(preferensi) yang dapat digunakan untuk membedakan barang-barang tersebut. Preferensi ini disimpan dalam 
profil user. 2) Untuk membandingkan atribut masing-masing item dengan profil user sehingga hanya item yang 
memiliki tingkat kesamaan yang tinggi dengan profil user yang akan direkomendasikan [4]. 
CB telah diimplementasikan pada banyak kasus, berikut contoh kasus serta bidang penerapannya: 
Tabel 1 Contoh Penerapan CB 
No. Judul Tahun Metode 
1. Recommending Twitter Users to Follow Using 
Content and Collaborative Filtering Approaches 
[5] 
2010 Content-Based Filtering 
2. Twitter Content-Based Spam Filtering [6] 2014 Content-Based Spam Filtering 
3. Content-Based Book Recommending Using 
Learning for Text Categorization [7] 
1999 Content-Based using Learning 
4. Book Recommendation System Based on 
Combine Features of Content Based Filtering, 
Collaborative Filtering and Association Rule 
Mining [1] 
2014 Collaborative Filtering 
 
Kelebihan dan kekurangan yang ada pada CB: 
• Kelebihan: Pendekatan CB tidak memerlukan data dari user lain dan memiliki kapabilitas untuk 
merekomendasikan item kepada user dengan selera yang unik.  
• Kekurangan: Dalam CB item terbatas pada deskripsi awal atau fitur item [8]. 
 
2.1.2 Collaborative Filtering 
Collaborative Filtering (CF) sistem bekerja dengan mengumpulkan feedback  user dalam bentuk rating 
untuk item dalam domain tertentu dan memanfaatkan kesamaan dalam perilaku memberi rating di antara beberapa 
user dalam menentukan bagaimana untuk merekomendasikan item [9]. 
CF telah diimplementasikan pada banyak kasus, berikut contoh kasus serta bidang penerapannya: 
Tabel 2 Contoh Penerapan CF 
No. Judul Tahun Metode 
1. Amazon.com Recommendations: Item-to-Item 
Collaborative Filtering [10] 
2003 Item-to-item 
Collaborative  Filtering 
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2. Explaining Collaborative Filtering Recommendations 
[11] 
2000 Collaborative Filtering 
3. Book Recommendation System Based on Combine 
Features of Content Based Filtering, Collaborative 
Filtering and Association Rule Mining [1] 
2014 Collaborative Filtering 
 
Kelebihan dan kekurangan yang ada pada CF: 
• Kelebihan: Pendekatan CF tidak membutuhkan representasi dari item dalam hal fitur tetapi 
hanya didasarkan pada penilaian dari komunitas user yang berpartisipasi. 
• Kekurangan: Item tidak dapat direkomendasikan untuk setiap pengguna sampai dan kecuali item 
telah di rating oleh user lain atau berkorelasi dengan item sejenis lainnya [8]. 
 
2.2 Matrix Factorization 
Matrix Factorization (MF) merupakan salah satu teknik yang populer untuk memprediksi rating. Pada 
dasarnya, dalam MF diberikan sebuah matriks dari peringkat rating (contoh: antara nilai 1 dan 5) dari user untuk 
item {rui} m x n (m untuk user dan n untuk item) diuraikan menjadi matriks two lower dimensional, sehingga prediksi 
rating dari semua entitas yang tidak dikenal pada matriks original {rui} dapat dihitung. Dalam MF, user dan item 
dimodelkan dengan vektor dari abstract factor yang dipelajari oleh mining rating yang tersedia. Karena alasan itu 
algoritma MF juga dapat disebut dengan factor models. Dalam factor models, sangat mungkin untuk membangun 
kesamaan dari user dan item karena mereka berbagi representasi yang umum. Persamaan dan hubungan antara 
user dan item dimanfaatkan untuk memprediksi rating yang hilang dan menghasilkan rekomendasi [2]. 
Pada MF, diimplementasikan sebuah algoritma yang mampu mampu mengeksploitasi informasi tagging 
pada proses memprediksi rating dimana user dan item dimodelkan sebagai berikut, pu  R k  dan qm  R k, dimana 
pu = parameter vektor p (user), qm = parameter vektor q (item), R k = latent features yang telah dimodelkan dari 
user dan item. Rating diperkirakan dengan menghitung dot product pada vektor: řum = 𝑝𝑢
𝑇qm dimana T nantinya 
didefinisikan sebagai tags [2]. 
 
2.2.1 Tags and Latent Factors 
Tagging atau memberi label pada data menawarkan user sebuah cara alternatif untuk memberi rekomendasi 
dan memprediksi minat user. Karena tags mudah dipahami oleh user, tags berfungsi sebagai jembatan yang 
memungkinkan user untuk lebih memahami hubungan yang tidak diketahui antara item dan user itu sendiri [3]. 
Sedangkan latent factors merupakan bagian dari matrix factorization, dimana user dan item dimodelkan oleh 
factor models yang memodelkan user dan item yang bertujuan untuk membentuk kesamaan antara user dan item. 
Kesamaan dan hubungan antara user dan item akan dieksploitasi untuk memprediksi nilai rating yang hilang 
sehingga mampu memberikan rekomendasi [2]. 
Dalam menentukan parameter model, diperlukan rumus yang mampu mengatasi masalah minimisasi, yaitu 
sebagai berikut [2]: 
𝑚𝑖𝑛𝑝𝑢,𝑞𝑚,𝑥𝑡,𝑦𝑠 ∑ (𝑟𝑢𝑚 −  ȓ𝑢𝑚)
2
(𝑢,𝑚)∈𝑅               




+  ∑  ||𝑥𝑡||2  +  ∑ ||𝑦𝑠||2)𝑠𝜖𝑇𝑚𝑡𝜖𝑇𝑢                                 (2-1) 
 
R diatas didefinisikan sebagai training set dan testing set. Parameter   R bertugas untuk mengontrol 
kompleksitas pada model, yang berguna untuk mencegah overfitting. Parameter pu, qm, xt, ys secara otomatis 
dipelajari selama fase training dan testing algoritma. Masalah minimasi sebelumnya dapat secara efisien 
diselesaikan menggunakan stochastic gradient descent, yaitu pada algoritma berikut [2]: 
𝐟𝐨𝐫 (𝑢, 𝑚) ∈ 𝑅 𝐝𝐨 
𝑒𝑢𝑚 ← 𝑟𝑢𝑚 ←  ȓ𝑢𝑚 ⇒ 𝐶𝑜𝑚𝑝𝑢𝑡𝑒 ȓ𝑢𝑚 𝑢𝑠𝑖𝑛𝑔 𝑒𝑞. 1   
 ⇒ Simultaneously update the parameter vectors: 
𝑝𝑢 ← 𝑝𝑢 −  𝛼 [ 𝜆𝑝𝑢 − 𝑒𝑢𝑚 ( 𝑞𝑚 + |𝑇𝑚|−1 ∑ 𝑦𝑠 ) ]
𝑠∈𝑇𝑚
 
𝑞𝑚 ← 𝑞𝑚 −  𝛼 [ 𝜆𝑞𝑚 − 𝑒𝑢𝑚 ( 𝑝𝑢 + |𝑇𝑢|−1 ∑ 𝑥𝑡 ) ]
𝑡∈𝑇𝑢
 
𝐟𝐨𝐫 𝐚𝐥𝐥 𝑡 ∈ 𝑇𝑢 𝐝𝐨 
𝑥𝑡 ← 𝑥𝑡 −  𝛼 [ 𝜆𝑥𝑡 −
𝑒𝑢𝑚
|𝑇𝑢|
 ( 𝑞𝑚 + |𝑇𝑚|−1 ∑ 𝑦𝑠 ) ]
𝑠∈𝑇𝑚
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end for 
𝐟𝐨𝐫 𝐚𝐥𝐥 𝑠 ∈ 𝑇𝑚 𝐝𝐨 
𝑦𝑠 ← 𝑦𝑠 −  𝛼 [ 𝜆𝑦𝑠 −
𝑒𝑢𝑚
|𝑇𝑚|





end procedure                                                                                                                    (2-2) 
Parameter α mengontrol sejauh mana parameter diperbarui dalam tiap step pada algoritma diatas, nilai yang 
terlalu kecil akan membuat proses learning sangat lambat sedangkan dengan nilai yang terlalu besar algoritma 
bisa saja gagal untuk bersatu [2]. 
MF yang menggunakan tags, dimodelkan sebagai berikut, xt  R k dan ys  R k, dimana [2]: xt = parameter 
vektor x (user tags), ys = parameter vektor y (item tags), R k = latent features yang telah dimodelkan dari user dan 
item. Untuk mendapatkan nilai rating akan digunakan rumus sebagai berikut [2]: 
ȓ𝑢𝑚 = ( 𝑝𝑢 +  
1
|𝑇𝑢|
 ∑ 𝑥𝑡 )𝑇  (𝑞𝑚 +  
1
|𝑇𝑚|
 ∑ 𝑦𝑠 )𝑠∈𝑇𝑚𝑡∈𝑇𝑢                                 (2-3) 
Keterangan: 
Tu = set dari tags yang ditentukan oleh user u untuk tiap item 
Tm = set dari tags yang ditentukan pada item m oleh tiap user 
 
 
3. Desain Sistem 
 
3.1 Gambaran Umum Sistem 











Gambar 1 Gambaran Umum Sistem 
Keterangan: 
- Baca dataset: Sistem membaca dataset buku yang nantinya akan keluar data buku berjumlah 100 buah. 
- Beri genre dan rating: Disini user dapat memberikan genre dan nilai rating pada buku yang nantinya 
akan menjadi informasi berguna untuk memberikan rekomendasi pada user lain. 
- Latent factor process: User yang telah memberikan genre dan rating pada buku kemudian akan diolah 
untuk memberikan hasil dalam bentuk rekomendasi buku. 
Hasil prediksi: Disini sistem menampilkan genre dan nilai rating dari buku yang menjadi rekomendasi 
untuk tiap user 
 
3.2 Baca Dataset 
Pada baca dataset ini, proses yang berjalan hanya menampilkan buku yang berjumlah 100 buah. Dengan 
adanya tampilan buku tersebut, seterusnya user akan melanjutkan proses dimana memberikan tagging berupa 
genre pada buku dan juga memberikan nilai rating. Buku yang sudah diberikan tagging genre dan rating oleh user 
tadi akan tersimpan pada database yang nantinya akan digunakan sebagai data untuk menghasilkan nilai rating 
sebenarnya sehingga dapat memberikan rekomendasi nantinya. 
Tabel 3 Jumlah data pada training dan testing 
 Jumlah data yang digunakan 
Dataset Training 100 
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Dataset Testing 51 
 
Dataset yang digunakan pada Tugas Akhir ini adalah data buku Book-Crossing milik Institut für Informatik, 
Universität Freiburg yang menyediakan dataset tentang buku yang mengandung 278,858 user (tidak dikenal tetapi 
memiliki informasi demografi) menyediakan 1,149,780 rating (eksplisit maupun implisit) tentang 271,379 buku 
(http://www2.informatik.uni-freiburg.de/~cziegler/BX/). 
Pada dataset ini hanya mengambil data 100 buku saja. Buku yang digunakan tidak berdasarkan kategori 
tertentu, hanya diambil secara acak. Pengambilan data sebanyak 100 buku dikarenakan untuk penghematan waktu 
dalam membaca dataset. Untuk data pengguna sendiri, penulis menggunakan data milik sendiri dimana jumlah 
pengguna yang akan digunakan dalam pengujian Tugas Akhir ini sebanyak 5 orang. Begitu juga dengan nilai 
rating, nilai rating yang digunakan berasal dari masukan yang dilakukan oleh 5 pengguna tadi. Berikut tampilan 
dari dataset Book-Crossing: 
 
Tabel 4 Dataset Book-Crossing 
ISBN;"Book-Title";"Book-Author";"Year-Of-Publication";"Publisher";"Image-URL-S";"Image-URL-
M";"Image-URL-L" 




0609804618;"Our Dumb Century: The Onion Presents 100 Years of Headlines from America's Finest 






3.3 Beri Genre dan Rating 
Dalam memberikan tagging dan rating pada buku diperlukan user, nantinya pada saat menjalankan 
program akan berlaku skenario dimana user nantinya akan terbagi menjadi dua. Untuk user yang memberikan 
tagging dan rating tidak berasal dari golongan tertentu dengan kata lain semua user adalah sederajat. User yang 
pertama berperan sebagai user lama dimana bertugas memberikan tagging dan rating pada buku. Maksud dari 
user lama disini adalah user yang sudah melakukan review terhadap buku baik dari memberikan genre maupun 
rating yang dimana nantinya genre dan rating tersebut akan mempengaruhi minat user yang lain untuk mencari 
buku yang mereka inginkan. Untuk genre buku yang digunakan dalam pengerjaan Tugas Akhir ini penulis hanya 




4. Young Adult 
5. Science Fiction 
6. Children 
Sedangkan untuk nilai rating pada buku, penulis mengambil rentang nilai 1-5 dimana nilai 5 merupakan nilai 
rekomendasi terbaik. 
User yang kedua berperan sebagai user yang diberikan rekomendasi buku dimana buku yang telah 
diberikan tagging genre dan rating oleh user lama akan diolah dengan latent factors yang nantinya akan 
memberikan rekomendasi buku terbaik berdasarkan genre buku yang diinginkan. 
3.4 Latent Factor Process 
Pada proses ini, buku yang sudah diberikan genre dan rating oleh user pertama akan tersimpan dalam 
database sebagai data training lalu akan diuji sebagai data testing. Data training dan testing ini kemudian akan 
diolah menggunakan rumus dari persamaan (2-1) berikut: 
𝑚𝑖𝑛𝑝𝑢,𝑞𝑚,𝑥𝑡,𝑦𝑠 ∑ (𝑟𝑢𝑚 −  ȓ𝑢𝑚)
2









R  : data training dan testing set 
pu  : parameter model user 
qm  : parameter model item 
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Tu  : set dari tags yang ditentukan oleh user u untuk tiap item 
Tm  : set dari tags yang ditentukan pada item m oleh tiap user  
xt   : parameter vektor x (user tags) 
ys  : parameter vektor y (item tags) 
3.5 Nilai Prediksi 
Proses ini akan mengeluarkan nilai prediksi baik genre dan juga rating dari buku. Untuk mengeluarkan 
genre dan rating, rumus dari persamaan (2-3) yang dipakai sebagai berikut: 
ȓ𝑢𝑚 = ( 𝑝𝑢 + 
1
|𝑇𝑢|
 ∑ 𝑥𝑡 )𝑇  (𝑞𝑚 + 
1
|𝑇𝑚|




pu :  parameter model user 
qm  : parameter model item 
Tu  : set dari tags yang ditentukan oleh user u untuk tiap item 
Tm :  set dari tags yang ditentukan pada item m oleh tiap user  
 
 
4. Pengujian dan Analisis 
 
4.1 Strategi pengujian 
Tujuan dari sistem yang dikerjakan yaitu memberikan rekomendasi buku kepada user berdasarkan nilai 
rating tertinggi. Sebuah buku dianggap menarik apabila hasil prediksi rating bernilai tinggi berdasarkan metode 
yang penulis gunakan. Pengujian sistem akan dilakukan dengan menggunakan evaluation metrics yaitu Mean 
Absolute Error (MAE) dan akan dibagi menjadi tiga skenario pengujian. 
 
4.2 Skenario pengujian 
                                                      𝑀𝐴𝐸 =  
1
𝑛
∑ |𝑛𝑖=1 𝑓𝑖 −  𝑦𝑖|                                                                        (4-1) 
Berdasarkan rumus MAE dibawah ini akan dilakukan skenario pengujian dilakukan sebagai berikut: 
Keterangan: 
fi :  nilai hasil ramalan 
yi : nilai sebenarnya 
n : jumlah data  
Tabel 5 Skenario Pengujian 
No Pengujian Keterangan 
1. MAE dengan data rating Latent Factor dan data 
rating awal 
Data rating Latent Factor: fi 
Data rating awal: yi 
Jumlah buku yang digunakan: 51 
2. MAE dengan data rating Latent Factor dan data 
rating awal 
Data rating Latent Factor: fi 
Data rating awal: yi 
Jumlah buku yang digunakan: 35 
3. MAE dengan data rating Latent Factor dan data 
rating awal 
Data rating Latent Factor: fi 
Data rating awal: yi 
Jumlah buku yang digunakan: 25 
 
4.3 Analisis hasil pengujian  
Dari tabel skenario pengujian diatas, akan ditampilkan hasil dari pengujian yang dilakukan sebagai berikut: 
 
Tabel 6 Hasil Pengujian 
No Total Data Rating Latent 
Factor 





1. 169 177,85 51 5 0,41 
2. 121 125,86 35 5 0,38 
3. 86 89 25 5 0,38 
Pada tabel diatas, telah dilakukan 3 skenario pengujian dengan menggunakan jumlah data yang berbeda 
dengan jumlah masing-masing 51, 35 dan 25 buku. Disini digunakan jumlah maksimal 51 buku karena itu jumlah 
yang sama dari buku yang telah diberikan nilai rating oleh user. Dan skenario yang menggunakan buku sebanyak 
35 dan 25 buah karena ingin membandingkan dengan penggunaan jumlah buku yang lebih sedikit. Dapat dilihat 
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dari hasil pengujian 1 dengan buku yang digunakan sebanyak 51 buah mendapatkan skor MAE sebesar 0,41. Untuk 
pengujian 2 dan 3, dengan jumlah masing-masing buku yang digunakan sebanyak 35 dan 25, didapatkan skor 
MAE yang sama sebesar 0,38. Dari hasil pengujian ini dapat dilihat bahwa jumlah buku yang digunakan tidak 
berpengaruh besar terhadap nilai pengujian karena selisih MAE dari 3 skenario pengujian tidak memiliki selisih 
yang cukup jauh. 
 
 
5. Kesimpulan dan Saran 
 
5.1 Kesimpulan 
Berdasarkan hasil skenario pengujian dan analisis yang telah dilakukan, dapat ditarik kesimpulan, yaitu 
Sistem rekomendasi pada buku yang menggunakan Tags and Latent Factors dapat memberikan rekomendasi yang 
akurat dimana nilai pengujian yang didapat dari 3 skenario pengujian memiliki nilai masing-masing 0.41, 0.38, 
dan 0.38 dimana nilai pengujian mendekati angka 0 maka memiliki prediksi yang benar. 
 
5.2 Saran 
Terdapat beberapa saran yang dapat dijadikan pertimbangan untuk pengembangan dari Tugas Akhir ini 
untuk kedepannya, yaitu dalam pengerjaan Tugas Akhir ini, ada parameter yang harus diubah agar metode ini 
dapat dimaksimalkan dengan baik dan diantaranya adalah penggunaan jumlah buku yang digunakan harus 
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