Abstract-The chirp function is one of the most fundamental functions in nature. Many natural events, for example, most signals encountered in seismology and the signals in radar systems, can be modeled as the superposition of short-lived chirp functions. Hence, the chirp-based signal representation, such as the Gaussian chirplet decomposition, has been an active research area in the field of signal processing. A main challenge of the Gaussian chirplet decomposition is that Gaussian chirplets do not form an orthogonal basis. A promising solution is to employ adaptive type signal decomposition schemes, such as the matching pursuit. The general underlying theory of the matching pursuit method has been well accepted, but the numerical implementation, in terms of computational speed and accuracy, of the adaptive Gaussian chirplet decomposition remains an open research topic. In this paper, we present a fast refinement algorithm to search for optimal Gaussian chirplets. With a coarse dictionary, the resulting adaptive Gaussian chirplet decomposition is not only fast but is also more accurate than other known adaptive schemes. The effectiveness of the algorithm introduced is demonstrated by numerical simulations.
I. INTRODUCTION

I
T IS well understood that the chirp is one of the most important functions in nature, particularly, the so-called Gaussian chirplets [9] (1) where the parameter ( , ) determines the time and frequency center of the linear chirp function. The variance controls the width of the chirp function. Compared with the time-shifted and frequency-modulated Gaussian function used for the Gabor expansion [5] , the Gaussian chirplet in (1) has more freedom and thereby can better match the signal under consideration. Many natural phenomena, for instance, signals encountered in radar systems [3] , [15] , [20] , the impulsive signal that is dispersed by the ionosphere [13] , and seismic signals [17] , can all be modeled as chirp type functions. Comprehensive discussions about chirp functions can be found in [9] . Note that the Wigner-Ville distribution of the Gaussian chirplet has a form (2) which can be thought of as a joint time-frequency energy density function, describing the signal's energy distribution in the joint time-frequency domain. Since the Gaussian chirplet-type function is the only set of functions, which has such meaningful joint time-frequency density functions, the Gaussian chirplet plays a unique role in the area of time-frequency analysis.
The Gaussian chirplet is so fundamental that it is desirable to have a method of representing a signal in terms of weighted Gaussian chirplets. Unfortunately, the set of Gaussian chirplets in (1) does not form an orthogonal basis (as a matter of fact, the Gaussian chirplets are not even linearly independent). The attempts of the chirplet decompositions include the neural network-based adaptive approach [7] and the extension of the classical short-time Fourier transform and Gabor expansion [1] , [8] , [9] . Since the Gaussian function employed in the Gabor expansion is a special case of the Gaussian chirplet, the set of Gaussian chirplets manifestly forms a complete space. However, due to oversampling involved, the resulting presentation is redundant. That is, one Gaussian chirplet component will have projections on any elementary functions that are not perpendicular to it.
As an alternative, researchers have recently proposed the matching pursuit-based adaptive Gaussian chirplet decompositions schemes [2] , [10] , [19] , [20] . Unlike the extended Gabor methods [1] , [9] in which one component can have projections everywhere, for the matching pursuit-based adaptive Gaussian chirplet decomposition, the signal usually is dominated by a few leading terms. The general theory of adaptive signal decomposition introduced in [6] , [11] , and [12] is well accepted. However, the numerical implementation, in terms of computational speed and accuracy, remains an open research topic. The algorithms introduced in [6] , [11] , and [12] both decompose the signal, according to a set of finite predetermined atoms, on a predetermined sampling grid. Consequently, the decomposition may fail to characterize the natural event when the signal recorded does not fall into the fixed sampling grid, as is often the case in practical applications. In principle, based on the results from the fixed sampling grid (coarse estimation), one can further perform the numerical optimization, such as the Newton-Raphson method, to refine the matches. However, those methods usually are time consuming and, therefore, are impracticable, particularly for a signal in which the number of components is large. To overcome this problem, a new refinement scheme is developed, which not only is fast but is also more accurate than those popular conjugate gradient methods.
This paper is arranged as follows. After a brief review of the fundamentals of the adaptive decomposition scheme, the theoretical development of the searching method is introduced in Section III. In order to focus on the basic concepts and ideas rather than the mathematical details, we leave the derivation to the Appendix. Part of the material in Section III could be considered to be an extension of the algorithm introduced in [10] , [19] , and [20] (in Chinese), which was a part of the adaptive orthogonal projection decomposition (AOP) algorithm. While the AOP computes one parameter each time, the algorithm introduced in this paper estimates four parameters simultaneously. Therefore, the process is faster, and the result is more accurate. The effectiveness of the method presented is discussed in Section IV.
II. ADAPTIVE SIGNAL DECOMPOSITION
In this section, we will briefly review the adaptive signal decomposition scheme that was independently developed in [6] , [11] , and [12] . Although the methods of computing the optimal elementary functions are different in [6] and [12] , the decomposition schemes are basically the same. That is, for a given signal , first select a function (from a set of pre-defined atoms) such that the distance between and its orthogonal projection on is minimum in the sense of (3) where . It is easy to verify that (3) is equivalent to finding that is most similar to , i.e.,
On obtaining , we can compute , which is the distance of and its orthogonal projection on , according to (5) where Repeating this process, we obtain
Adding (5)- (7) yields (8) If the elementary functions have unit energy, that is, , (5)- (7) lead to
Adding (9)- (11) yields (12) It can be shown that the residual is bounded [6] , [14] . For continuous time signals , the residual will be reduced to zero as the number of iterations goes to infinity. For a finite number of discrete time samples , where , we are, at most, able to find linearly independent functions , where , . When the set of computed elementary functions are not linearly independent, after the th iteration, the residual may not be equal to zero. If a zero residual decomposition is required, then one can use the matching pursuit plus back projection algorithm [6] . It is interesting to note that the convergence property of the adaptive signal decomposition presented is independent of the selection of the elementary function . In other words, irrespective of whether the elementary function achieves a global optimal, the residual is always bounded. Without loss of generality, we have (13) Similarly, from (12), we have (14) Taking the Wigner-Ville distribution of both sides of (13) yields The second term denotes cross terms. Note that the average of is equal to the signal's energy [14] , i.e., Because has unit energy, the average of its Wigner-Ville distribution is also equal to one. In this case, we can write (15) Comparing (15) with (14), we can readily see that the average of the cross terms is equal to zero. Therefore, we define an adaptive spectrogram (AD) as [6] , [11] , [12] Obviously, it contains the same amount of energy as the original signal . When is a Gaussian chirplet function, has a closed form, as shown in (2) . Compared with the other time-frequency distributions, such as the WignerVille distribution [16] , [18] , the Choi-Williams distribution [4] , and the cone-shaped distribution [21] , the adaptive Gaussian chirplet spectrogram is non-negative, has a high time-frequency resolution, and is free of cross term interference. Therefore, it is suitable for a variety of applications, such as radar image [3] , [15] , and seismic signal processing [17] .
Note that if the elementary functions are not Gaussian chirplets, their corresponding Wigner-Ville distributions will go to negative. Consequently, the resulting adaptive spectrogram can also contain negative values.
The adaptive signal decomposition scheme introduced in [6] , [11] , and [12] has been found very useful in signal analysis, particularly for the signal whose fundamental model cannot form an orthogonal basis, such as the Gaussian chirplet [which can be easily verified from (18) ], that is, the inner product of Gaussian chirplets is not equal to the Kronecker delta function]. One of the most challenging tasks of the adaptive decomposition and adaptive spectrogram is to efficiently compute the set of optimal elementary functions . When the elementary function is a Gaussian chirplet [as defined in (1)], (4) represents a multidimensional and nonlinear optimization problem. Generally speaking, there is no analytical solution. Theoretically, we can employ numerical optimization techniques, such as the conjugate gradient method (e.g., the Newton-Raphson method) to compute the optimal . Practically, however, there are at least two problems: the computational speed and convergence. The computational burden associated with the Newton-Raphson method in fact cannot be tolerated even for very small data sets. In the next section, we will introduce a new refinement algorithm to estimate the optimal elementary functions , which is not only fast but is also more accurate than other known optimization techniques.
III. CONVENTIONAL CURVE FITTING FOR PARAMETER ESTIMATION
The basic idea behind the algorithm introduced in this paper is to convert the optimization process to a traditional curve-fitting problem. Consequently, by applying different testing points, we can obtain a group of equations. Based on (17) and (18), we then can solve , , , by a set of different testing points , , , . Consequently, the multidimensional optimization problem becomes the solution of a group of simultaneous equations in four variables: a classical curve fitting problem.
Due to the nonlinearity, it is very unlikely that we can directly obtain an analytical solution of a set of nonlinear equations based on (18) . Our strategy is to regroup (18) Unlike iterative methods such as the Newton-Raphson algorithm, in which the amount of computations is proportional to the estimators' accuracy, the number of multiplications and additions in this approach is fixed. In contrast to the hundreds of inner product operations typically involved in the NewtonRaphson method, this approach requires evaluations of as few as six inner products (each testing point implies one inner product operation) to determine the parameters . The resolution of is virtually unbounded. As shown previously, the convergence of the residual is independent of whether or not the Gaussian chirplet achieves a global optimum. The curve-fitting assumption (17) in fact holds as long as is less than . The smallest residual , however, occurs when reaches the global optimum. Like all other optimization methods, the success of estimations hinges on the selection of testing points. If the signal only contains a single Gaussian chirplet, then the testing points virtually can be anywhere. In that case, the result will always point to the maximum, irrespective of the selection of . However, when a signal consists of multiple Gaussian chirplets, all six testing points need to be closer to the maximum. Otherwise, the resulting estimation may become invalid. For instance, the variance might become negative. In this case, we can either permute the testing points or simply use as . If is not globally optimal, then we need more terms to approximate the given signal . The quality of the estimation is evaluated by the residual , (the smaller the better). As the numerical simulation indicated, the approach introduced in this paper is insensitive to the selection of . We can always assume . Hence, the initial conditions can be simply estimated by the STFT with a coarse time-frequency sampling grid.
Finally, it is worth noting that (18) can also be regrouped into forms other than (19) . For instance (27) where , , and are independent of the time testing variables . Since (27) and (19) have a dual structure, the set of parameters can be solved by a technique similar to that described in the Appendix.
IV. SIMULATIONS
To demonstrate the effectiveness of the algorithm developed in the preceding section, we applied it to synthetic samples with known parameters as well as to real data samples, such as the bat sound. Figs. 1-4 illustrate joint time-frequency plots computed by the STFT, the Wigner-Ville distribution, the adaptive Gaussian decomposition (that is, the chirp rate ), and the adaptive Gaussian chirplet decomposition computed by the proposed refinement algorithm. As shown in figures, this sample basically consists of three time-varying tones. Compared with other methods, the adaptive Gaussian chirplet-based spectrogram not only has better time-frequency resolution but is also free of cross-term interference. While each time-varying tone requires multiple time-shifted and frequency-modulated Gaussian functions to approximate, it can be reasonably well represented by as few as three Gaussian chirplets. To achieve a similar residual , the adaptive Gaussian decomposition requires more than 20 terms, whereas only ten terms are needed for the adaptive Gaussian chirplet decomposition. Due to the refinement, the Gaussian chirplets match the signal much better than the match achieved by a set of finite atoms [2] .
For the sake of comparison, we also tried the NewtonRaphson method. Although we apply the same procedure to compute initial conditions, the results were rather different. With the same initial guess , the refinement method presented in this paper, in most cases, produces better estimations, in terms of smaller residual , than the Newton-Raphson approach. As mentioned earlier, the new refinement method only computes as few as six inner products. On the other hand, the Newton-Raphson approach, depending on the resolution, generally requires multiple iterations. Each iteration contains four inner product operations. Fig. 4 . Compared with the adaptive Gaussian decomposition, the adaptive Gaussian chirplet decomposition better matches the sound of bat. To make the residual less than 10%, more than 20 terms are needed for the adaptive Gabor decomposition (see Fig. 3 ), whereas only ten terms are required for the adaptive Gaussian chirplet decomposition. Each time-varying tone can be well approximated by as few as three Gaussian chirplets.
Consequently, the proposed algorithm is about 30 times faster than that of the Newton-Raphson method in Matlab. For example, to process 400-point bat sound samples, the new algorithm took less 30 s with a Pentium II 360 laptop computer, whereas the corresponding Newton-Raphson method required more than 15 min on the same computer.
The following are observations from the numerical simulations.
• As shown in Fig. 4 , the Gaussian chirplet decomposition linearizes the curving chirps. Such approximation is quite coarse. Hyperbolic chirps probably can better model signals, such as the sound of bat. However, in addition to the complexity of computing the optimal hyperbolic chirps, the resulting adaptive spectrogram will no longer be non-negative. This is because the Wigner-Ville distribution of the hyperbolic chirp can go to negative. • Generally speaking, the performance of this refinement algorithm is insensitive to the initial chirp rate . Since the range of is small (in the range of 0.05 to 0.05), we can always safely set the initial chirp rate to zero.
• As mentioned at the end of Section III, the method of solving is not unique. For example, we can also compute from (27). There might be many other ways to regroup (18) . Future research can identify the approach that yields the best performance, in terms of computation speed, accuracy, and robustness.
V. CONCLUSIONS
Taking advantage of the orthogonal projection scheme for adaptive decomposition and matching pursuit method, we solved a complicated multidimensional optimization problem with classical curve fitting. The proposed method not only is fast but is also is accurate and robust. It is easy to see that this methodology in fact can also be applied to the matching pursuit with other types of atoms, as long as the analytical form of , which is an inner product of a pair of atoms, exists. Once we obtain , the frequency parameter can be easily solved from (A.12), i.e., 
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