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Chapter 1
Introdution
In the elds of Geometri Measure Theory and Dierential Geometry we
nd that the study of surfaes (Minimal Surfaes, Stationary Surfaes, En-
ergy Minimising Surfaes, et.) and the ows of surfaes (Mean Curvature
ow, Rii ow, Brakke ow, et.) play a entral role. Suh objets are not in
general well behaved in that they have initially, or develop in nite time, sin-
gularities. Simply speaking, these an be thought of as holes, edges, orners,
or in general points that around whih no neighbourhood an be desribed
by a graph. It is natural then that an understanding of the struture of suh
sets would be desired.
In the present state of knowledge surprisingly little is known about these
sets. Although, partiularly in weak formations, regularity theorems are rel-
atively standard in studies of these objets (See in partiular Allard, White,
Simon, Brakke, Eker), this tells us more about how muh of the surfae
we may onsider as being smooth (or regular) than about the struture or
measure of the singularity set itself.
Some important results on the struture of the singularity sets themselves
are due to White, whose stratiation results show that the dimension of the
singularity set is at least 1 less than that of the surfae, and Simon, who
has shown that in a partiular lass of minimal surfaes the singularity set
is always a nite union of ountably retiable sets in the dimension of the
singularity.
What is not known is anything at all about the shape of a singularity sets.
We do indeed have examples of singularity sets but they are all simple, (i.e.
the subset of a line, or a point) whih leaves a lot of spae between examples
and generally provable results.
3
In his paper showing the retiability of singularity sets of a ertain lass
of minimal surfaes, Simon shows that singularity sets an be approximated
by planes in the dimension in whih they our. In mean urvature ow,
Huisken and Sinestrari have shown that blow ups around singularity points
lead to eventually bounding the singularity set (blown up) in a ylinder.
This, when onsidering the axis of the ylinder as a plane in the appropriate
dimension is again an approximation to a plane in the dimension of the sin-
gularity.
This tells us that the properties of sets that are approximately planes of
some dimension are worth onsidering to see what properties we an get "for
free" and what sort of potential problems does one need to be wary of when
onsidering the singularity sets.
As a model for what is meant when we say that a set is approximately a
j-dimensional plane or indeed that a set is approximately j-dimensional we
use the 'plane like' properties shown by Simon to be possessed by singularity
set approximations.
We isolate these properties to onstrut an ordering of eight strengths of
j-dimensional plane approximation of whih the property ombination speif-
ially used by Simon is the fourth. We lassify these denitions in terms of
whether or not they ensure atual j-dimensionality and whether or not they
ensure loally Hj-nite measure in either a strong or a weak sense.
The denitions allow for the full spetrum of possibilities. The strongest
denition implying that the set is loally a nite union of Lipshitz graphs
and the weakest two do not even ensure that the set be j-dimensional.
The most interesting ase, however, is that of the ompliations of our fourth
denition, intriguingly the same as that arising in Simons work. This de-
nition ensures j-dimensionality, but what makes this ase interesting is that
while loally nite j-dimensional measure is not ensured, any ounter ex-
amples are neessarily exoti. We show that while satisfying 'approximately
j-dimensional' properties suh sets have points of innite Hj-density but
that no piee of any Lipshitz graph may pass through suh a point. This
rules out any vaguely well behaved sets (or ountable unions of vaguely well
behaved sets) from both satisfying our fourth denition and failing to have
loally nite Hj-measure.
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Sine our lassiation is omplete it follows that we an (and indeed do)
provide a set satisfying this fourth denition that also does not have loally
nite j-dimensional measure. The set is a variation on the fratal known as
the Koh set. Sine all singularity sets are losed we go on to show that a
losed version of this ounter example exists whih implies that in priniple
singularity sets ould be as terribly behaved as the ounter example.
Espeially sine, at least in the minimal surfae ase, singularity sets are
known to be nite unions of ountably j-retiable sets (see [16]) the question
of whether suh sets as these ounter examples are nite unions of ountably
j-retiable sets (and so ontinue to, potentially, be singularity sets) beomes
of interest.
The answer to this question for the partiular examples initially given turns
out to be no, they are not retiable without onsidering measure onditions
and so annot be nite unions of ountably j-retiable sets. However, sine
the expliitly onstruted ounter examples are members of a family of on-
strutions this by no means rules out the possibility of very poorly behaved
singularity sets.
The seond part of the work then denes generalisations of the onstru-
tion of the onstruted ounter examples. We all these sets, due to their
similarity to the Koh sets, Koh-type sets. We then onentrate on giving
dimension, measure and retiability onditions for these generalised sets.
We nd, enouragingly for the study of singularity sets that should suh a set
be rst of all retiable then it an also be written as a single Lipshitz graph.
This would immediately imply, sine we need to remove the 'orners' of the
sets in order to satisfy our fourth denition that any singularity set that may
be of a Koh type set form should also be a subset of a single Lipshitz graph.
The struture of the work is as follows:
In hapter 2 we present a more preise formulation of the motivating mathe-
matis inluding some partiularly relevant standard general geometri mea-
sure theoreti denitions and results, provide the list of denitions as well
as the results already known in terms of our lassiation aims and results
from whih looked for lassiation results are a short orollary.
In hapter 3 we onstrut the spei ounter examples that will be used
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in our lassiations inluding the expliit examples of Koh type sets men-
tioned above. We go on to prove some important properties of these sets.
Some properties, for example dimension, follows from some relatively gen-
eral previous results of Huthinson (see [10]). Sine it is often instrutive to
see the diret proof for expliit examples we provide diret proofs for these
results as well.
Before moving on to show that the ounter examples do indeed satisfy the
denitions that they are ounter examples to, a by no means trivial task, we
show in hapter 4 that the omplexity of the ounter examples onstruted is
indeed neessary; in that no 'simple' example ould possibly sue. Further,
we show the path to showing that singularity sets have loally nite measure
is shorter than was previously thought, in that we need only show that the
set is graph possesing at all points of innite density. This is shorter than
previously thought sine suh a property is so very weak. It does not even
require that the set be weakly loally ountably retiable.
In hapter 5 we t the ounter examples to their respetive denitions and
omplete the task of lassifying the denitions.
Chapter 6 gathers a few other misellaneous relevant results and desribes di-
mension generalisation of the expliit ounter examples whih are onstruted
to satisfy approximations to dimension 1 (though, of ourse, some are atu-
ally of fratal dimension between 1 and 2.)
Finally, in Chapters 7 and 8, we deal with the question of dimension, mea-
sure and retiability of the family of sets that are the generalised form of
the expliit ounter examples given. These generalisations are divided into
two levels of generalisation, rst and seond degree variation. We keep the
two levels of generalisation distint sine, although rst degree variation gen-
eralisations are also seond degree variation generalisations, they allow for
stronger results. This is beause muh more an 'go wrong' in the seond
degree variation ase.
6
Chapter 2
Bakground, Denition and
Existing Results
2.1 Preliminary Geometri Measure Theory
We start straight of with some relevant measure theoreti bakground. The
standard referenes are of ourse [15] and [7]. We assume basi familiarity
with general measure theory and we use the usual symbol for r-dimensional
Hausdor measure Hr for r ∈ R. Also, we denote the Hausdor volume of
the unit n-ball by ωn.
As mentioned, a major part of our investigation regards dimension, for whih
we are interested in Hausdor dimension whih we dene as follows.
Denition 2.1.
Set A ⊂ Rn for some n ∈ N. Then the Hausdor dimension of A is
dened as
dimA := inf{r ∈ R : Hr(A) = 0}
= sup{r ∈ R : Hr(A) = +∞}
Another important quantity that we will be using is density, and indeed
n-dimensional density.
Denition 2.2.
Let (X,B, µ) be a measure spae.Then for any subset A of X, and any point
x ∈ X, we dene the n-dimensional upper and lower n-dimensional densities
Θ∗n(µ,A, x), Θn∗ (µ,A, x) respetively by
Θ∗n(µ,A, x) = lim sup
ρ→0
µ(A ∩Bρ(x))
ωnρn
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and
Θn∗ (µ,A, x) = lim inf
ρ→0
µ(A ∩ Bρ(x))
ωnρn
.
In the ase that the two quantities are equal we all the ommon quantity the
n-dimensional µ-density of A at x denoted by Θn(µ,A, x).
Remark:
Depending on whih quantities are from the ontext understood, we will also
use the terms density of A at x or simply the density at x.
The σ-algebra Bhere is mentioned for formality but is unimportant in the
denition.
Also fundamental to our onsiderations is the onept of retiability. We
will need several forms of the denition of retiability. Their equivalenes
are well presented in [15]. We shall not here be interested in general reti-
able sets, so we restrit ourselves immediately to ountably retiable sets.
Firstly and most basially we have the following denition.
Denition 2.3.
A set M ⊂ Rn+k is said to be ountably n-retiable if
M ⊂M0 ∪
∞⋃
j=1
Fj(R
n)
where Fj : R
n → Rn+k are Lipshitz funtions and Hn(M0) = 0
Remark By standard Lipshitz extension results we know that we an also
write
M = M0 ∪
∞⋃
j=1
Fj(Aj)
for subsets Aj ⊂ Rn.
Notie that we have not required that the sets by measurable, whih is oa-
sionally required in denitions of retiable sets. It is however not neessary
sine, as we will see, all of the relevant sets we will be onsidering are in
any ase measurable sine they an be shown to be expressable as ountable
unions and intersetions of Borel sets in the appropriate Eulidean spae.
From this basi denition it is known that the following expression for reti-
able sets holds.
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Lemma 2.1.
M is ountably n-retiable if and only if
M ⊂
∞⋃
j=0
Nj,
where HN(N0) = 0 and where eah Nj, j ≥ 1, is an n-dimensional embedded
C1 submanifold of Rn+k.
To introdue the nal representation that we need we rst need the following
denitions.
Denition 2.4.
We let the time xed blow-up funtion be denoted by η, that is for any subeset
A ⊂ Rn
ηy,ρ(A) = ρ
−1(A− y).
Let L be an subspae of Rn and ρ ∈ R, ρ > 0, then
Lρ = {x ∈ Rn : |x− y| < ρ for some y ∈ L}.
and
Denition 2.5.
If M is an Hn-measurable subset of Rn+k and θ is a positive loally Hn-
integrable funtion on M , then we say that a given n-dimensional subspae
P of Rn+k is the approximate tangent spae for M with respet to θ if
lim
λ→0
∫
ηx,λM
f(y)θ(x+ λy)dHn(y) := lim
λ→0
λ−n
∫
M
f(λ−1(z − x))θ(z)dHn(z)
= θ(x)
∫
P
f(y)dHn(y)
for all f ∈ C0C(Rn+k). The funtion θ is alled the multipliity funtion of
M .
We will in general onsider sets with the multipliity funtion set to 1.
Our nal denition of ountably n-retiable sets is now stated in the form
of the following theorem.
Theorem 2.1.
Suppose M is Hn-measurable. Then M is ountably n-retiable if and only
if there is a positive loally Hn-integrable funtion θ on M with respet to
whih the approximate tangent spae TXM exists for Hn-a.e. x ∈M .
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Remark: We note that, for example in [16] it is often required that the total
or Hn measure of a set M or at least Hn(M ∩K) be nite for eah ompat
set K. We do not, a priori make this assumption.
Retiability an be seen as the weakest form of struture that a set an
posses. However, we an explore parts of even unretiable sets in the ase
that they ontain retiable parts. This fat will be useful to us. Partiularly
in hapter 4. For these reason we also dene purely unretiable sets.
Denition 2.6.
A set P is said to be purely n-unretiable if it ontains no ountably n-
retiable subsets of Hn positive measure.
We note to this denition that for any set in R
n+k
, A, A an always be de-
omposed into the disjoint union of two sets A = R∪P where R is ountably
R retiable and P is purely n-unretiable.
2.2 Motivation of the Classiation
We move now onto the motivation and onstrution of the problem at hand,
previous results and results that follow more or less trivially from the litera-
ture.
An additional motivation to that mentioned in the introdution to this work
was to perhaps unover a way to attak the loal Hj-nality of singularity
sets for minimal surfaes or surfaes moving by their mean urvature. This
is supported by the mentioned results in Leon Simons' [16] paper on the
retiability of minimal surfaes, and reent work by Huisken and Sinistrari
that shows that estimates on the shape of singularity sets is heading in the
diretion of satisfying the properties of the denitions under onsideration.
In partiular, in Simon [16] a Lemma (the same one as has been previously
disussed) shows that at least parts of the singularity sets of partiular types
of minimal surfaes exatly satisfy one of the approximation properties.
We state this Lemma (after appropriate denitions) as a motivational start-
ing point and also as it highlights some of the interesting points of the results.
We then state the denitions mentioned in the introdution that we wish to
lassify and provide more fully a disussion of what it is we want to lassify
in these denitions. We also provide here a summary of the lassiation
that is the entral lassiation of the work.
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Denition 2.7.
By a Multipliity one lass of minimal surfaes,M, we will mean a set of
smooth (i.e. innitely dierentiable) n-dimensional minimal submanifolds.
Eah M ∈ M is assumed to be properly embedded in Rn+k in the sense
that for eah x ∈ M there is a σ > 0 suh that M ∩ Bσ(x) is a ompat
onneted embedded smooth manifold with boundary ontained in ∂Bσ(x).
We also assume that for eah M ∈ M there is a orresponding open set
UM ⊃ M suh that Hn(M ∩K) < ∞ for eah ompat K ⊂ UM , and suh
that M is stationary in UM in the sense that∫
M
divMΦdµ = 0.
whenever Φ = (Φ1, ...,Φn+k) : UM → Rn+k is a C∞ vetor eld with ompat
support in Um. Where we have used µ = Hn|M . We also require that the
multipliity one lass of submanifolds are losed with respet to sequential
ompatness, orthogonal transformations and homotheties, that is:
1. M ∈M⇒ q◦ηx,ρM ∈M and q◦ηx,ρUM = Uq◦ηx,ρM for eah ρ ∈ (0, 1],
and for eah orthogonal transformation q of Rn+k.
2. If {Mj}j ⊂ M, U ⊂ Rn+k with U ⊂ UM , for all suiently large j,
and supj≥1Hn(Mj ∩K) <∞ for eah ompat K ⊂ U , then there is a
subsequene Mj′ and an M ∈ M suh that UM ⊃ U and Mj′ → M in
U in the sense that ∫
Mj′
fdHn →
∫
M
fdHn
for any f ∈ C0C(U,R).
We assume here that the M ∈ M have no removable singularities: thus if
x ∈ M ∩UM and there is a σ > 0 suh thatM ∩Bσ(z) is a smooth onneted
embedded n -dimensional submanifold with boundry ontained in ∂Bσ(z),
then z ∈M . Subjet to this agreement we an make the following denition
Denition 2.8.
Suppose that M is as above and that M ∈M then the (interior) singular
set of M (relative to UM) is dened by
singM = UM ∩M ∼M
and the regular set of M is simply M itself, that is
regM = M.
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With these denitions we an now state the motivating Lemma due to Simon
[16]:
Lemma 2.2.
If M is a multipliity one lass of minimal surfaes, M ∈M,
m := max{dimsingM : M ∈M}
z0 ∈ singM
and
S+(z0) := {z ∈M : Θm(M, z) ≥ Θm(M, z0)}
Then for eah ε > 0 there is a p = p(ε, z0,M) > 0 suh that S+(z0) has the
following approximation property in Bp(z0):
For eah σ ∈ (0, p] and z ∈ S+(z0) ∩ Bp(z0) there is an m-dimensional
ane subspae Lz,σ ontaining z with
S+ ∩Bσ(z) ⊂ the (εσ)− nhood of Lz,σ.
We note that in the ase of Mean Curvature Flows, the singularity set an
also be dened as follows:
Denition 2.9.
We say that a solution of Mean Curvature Flow (Mt)t<t0 reahes x0 ∈ Rn+1
at time t0 if there exists a sequene (xj , tj) with tj ր t0 so that xj ∈Mj and
xj → x0.
Denition 2.10.
LetM = (Mt) be a smooth solution of mean urvature ow in U×(t1, t0). We
say that x0 ∈ U is a singular point of the solution at time t0 ifM reahes x0
at time t0 and has no smooth extension beyond time t0 in any neighbourhood
of x0. All other points are alled regular points. The singular set at time
t0 will be denoted by singt0M and the regular set by regt0M.
As singularity sets are the motivation rather than the subjet of our inves-
tigation, the properties of singular sets are used very little. However, in
determining how appliable our results may be to singular sets we nd that
it is important to note that singular sets (from either denintion) are losed.
Proposition 2.1.
Singular sets as dened in either Denition 2.8 or Denition 2.10 are losed.
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Proof:
Suppose that the statement is not true, then there is a point x ∈ regM
suh that for all r > 0 Br(x) ∩ singM 6= ∅. In partiular sine x ∈ regM
there is a radius ρx > 0 suh that M¯ ∩ Bρx(x) is "smooth" (either in the
innitely dierentiable in spae time sense for mean urvature ow, or the
sense outlined in Denition 2.7, depending on whether we are proving the
result for Denition 2.8 or 2.10) and suh that Bρx ∩ singM 6= 0. Thus
there is a z ∈ singM and ρz > 0 suh that Bρz(z) ⊂ Bρx(x). It follows that
M¯ ∩ ¯Brhoz(z) is "smooth" and thus z ∈ regM . This ontradition shows suh
a point x annot be found whih ompletes the proof. ♦
We now onstrut the properties that we will be investigating. We will
always be onsidering sets being approximated by j-dimensional ane spaes
that are subspaes of R
n
. We will identify R × {0} with R and denote the
projetion onto R by πx. Further, if L is a 1-dimensional ane spae in R
2
we will denote the projetion onto L by πL.
Denition A.
Let A ⊂ Rn be an arbitrary set and δ > 0; then
(i) A has the weak j-dimensional δ-approximation property if for all y ∈ A
there is ρy > 0 suh that for all ρ ∈ (0, ρy], Bρ(y)∩A ⊂ the δρ-neighbourhood
of some j-dimensional ane spae Ly,ρ ontaining y.
(ii) A has the weak j-dimensional δ-approximation property with loal ρy-
uniformity if for all y ∈ A there is a ρy > 0 suh that for all ρ ∈ (0, ρy] and
all x ∈ Bρy(y)
Bρy(x) ∩A ⊂ Lδρx,ρ
for some j-dimensional ane spae Lx,ρ.
(iii) A is said to have the ne weak j-dimensional δ-approximation prop-
erty if for all δ > 0 A has the weak j-dimensional δ-approximation property
with respet to δ.
(iv) A has the ne weak j-dimensional approximation property with loal
ρy-uniformity if A satises (ii) for all δ > 0.
(v) The property (i) is said to be ρ0-uniform, if A is ontained in some
ball of radius ρ0 and if, for every y ∈ A and every ρ ∈ (0, ρ0], Bρ(y) ∩ A ⊂
the δρ-nhood of some j-dimensional ane spae Ly,ρ ontaining y.
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(vi) A has the strong j-dimensional δ-approximation property if for eah
y ∈ A there is a j-dimensional ane spae Ly ontaining y suh that the
denition (i) holds with Ly,ρ = Ly for every ρ ∈ (0, ρy].
(vii) A has the strong j-dimensional δ-approximation property with loal ρy-
uniformity if for all y ∈ A there exists a ρy > 0 and an ane spae Ly suh
that for all x ∈ Bρy(y) and all ρ ∈ (0, ρy]
Bρ(x) ∩ A ⊂ Lδρy .
(viii) The property in (vi) is said to be ρ0-uniform if A is ontained in some
ball of radius ρ0 and if for eah y ∈ A there is a j-dimensional ane spae
Ly ontaining y suh that Bρ(y)∩A ⊂ the δρ-nhood of Ly for eah ρ ∈ (0, ρ0].
Due to the long names of the properties, they will be heneforth referred to
only by their number.
Our lassiation is to gat a simple yes or no answer for eah of the eight
denitions with respet to two questions.
Question 2.1.
We wish to lassify the denitions in Denition 1 with respet to the following
questions:
1. if the set will be of dimension j (or rather ≤ j), and
2. if the set will have some loally nite Hausdor measure property.
With these questions in mind we will onern ourselves with asking about
the answer to (1) or (2) with respet to a ertain denition, for example the
answer to (i) (1) is no.
As we are generally probing here for 'free information' about singularity sets,
and the use of more than one denition of the terms about whih we are ask-
ing in the literature we remain open as to whih denition it is that we are
making lassiations with respet to. We therefore allow for two strengths
of loally nite Hj measure. In only one ase do nd that the answer as
to possesing loally nite Hj measure is aeted by the hoie of strength
of denition, that is for (vii) where the denition ensures satisfation of the
weaker but not the stronger. The denitions are:
Denition 2.11.
A subset A ⊂ Rn is said to have loally nite Hj measure (or loal Hj-
nality) if for all ompat subsets K ⊂ Rn,
Hj(K ∩ A) <∞,
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or equivalently, if for all y ∈ Rn there exists a radius ρy > 0 suh that
Hj(Bρy(y) ∩A) <∞.
A subset is said to have weak loally nite Hj measure (or weak loal
Hj-nality) if for eah y ∈ A there exists a radius ρy > 0 suh that
Hj(Bρy(y) ∩A) <∞.
An example of the dierene is that
N :=
∞⋃
n=1
R×
{
1
n
}
has weak loal Hj-nality but not loal Hj-nality. The use of allowing the
weak denition is that in some ases, suh as the one just given a set with
weak loalHj-nality will be the nite union of a olletion of sets with loal
Hj-nality. Whih still ounld be understood as having reasonably behaved
loal measure when the struture giving the loally innite measure is known.
As we will see, and has been hinted at, we do not neessarily get very muh
information for free. Paritularly as we get a "no" to answer the denition
orresponding Simons' Lemma. However, as mentioned in the introdution.
In this ase we do show that in order for something to go wrong the set
does have to be truly badly behaved whih should be helpful. We now note
formally that the ondition in Simons' Lemma is denition (iv).
Proposition 2.2.
The S+(z0) sets introdued in Lemma 2.2 are (iv).
Proof:
Diret omparison between the property shown in Lemma 2.2 and (iv) shows
that this is exatly what is shown in Lemma 2.2. ♦
2.3 Results Following from the Literature
Although the problem we are looking at has not previously been systemat-
ially investigated, a few of the results follow easily from results already in
the literature for whih proofs an be found, for example in Simon [17]. Ex-
epting a ounter example, the relevant results an be onvieniently stated
in the following Lemma.
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Lemma 2.3.
(i) There is a funtion β : [0,∞)→ [0,∞) with limδց0 β(δ) = 0 suh that if
A ⊂ Rn has the j-dimensional weak δ-approximation property for some given
δ ∈ (0, 1], then Hj+β(δ)(A) = 0. (In partiular if A has the j-dimensional
weak δ- approximation property for eah δ > 0, then dimA ≤ j.)
(ii)If A ⊂ Rn has the strong j-dimensional δ-approximation property for
some δ ∈ (0, 1], then A ⊂ ∪∞k=1Gk, where eah Gk is the graph of some Lips-
hitz funtion over some j-dimensional subspae of Rn.
(iii) If A ⊂ Rn has the ρ0 uniform strong j-dimensional δ-approximation
property for some δ ∈ (0, 1], then A ⊂ ∪Qk=1Gk, where Gk is the graph of
some Lipshitz funtion over some j-dimensional subspae of Rn, L.
We show in the following Corollary that the above Lemma allows us to answer
yes to properties (vi) (1), (viii) (1) and (2), (iii) (1), (iv) (1) and (vii) (1)
and (2), although we answer yes to (vii) (2) only with weak loal Hj-nality,
to loal Hj-nality we answer no.
Corollary 2.1.
The answer to the following Denitions is yes:
(vi) (1),
(viii) (1),
(viii) (2),
(iii) (1),
(iv) (1),
(vii) (1), and
(vii) (2)
Proof:
(iii) (1) follows from Lemma 2.3 (i) isine
"In partiular if A has the j-dimensional weak δ- approximation property
for eah δ > 0, then dimA ≤ j."
means that should A satisfy (iii), then dimA ≤ j whih proves that the
answer to (iii) (1) is yes. Further, sine (iv) (1) is a strengthening of (iii),
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sets satisfying the properties of (iv) must further satisfy any properties fol-
lowing from sets satisfying (iii), thus the answer to (iv) (1) must also be yes.
Any graph of a Lipshitz funtion over a j-dimensional ane spae learly
has dimension less than or equal to j. It follows then that any ountable
union of suh graphs will also have dimension bounded above by j. It thus
follows from Lemma 2.3 (ii) and (iii) that the answers to (vi) (1) and (viii)
(1) are yes. Similarly to the preeeding paragraph, the fat that (vii) is a
strengthening of (vi) that the answer to (vii) (1) is yes.
Further onerning (viii), suppose that we have a set A satifying the on-
ditions of property (viii). Suppose also that x ∈ Rn and ρ > 0. Then we
know that
A ∩Bρ(x) ⊂
Q⋃
k=1
gk(πLk(Bρ(x)))
where Lk are the j dimensional ane spaes that Lemma 2.3 ensures exist
and the gk are the Lipshitz funtions over the Lk that ombined ontain A.
Thus
Hj(A ∩ Bρ(x)) ≤
Q∑
k=1
Hj(gk(πLk(Bρ(x)))).
Sine card({gk}Qk=1) = Q <∞ there exists a
M = max
k
Lipgk <∞
so that by the Area formula
Hj(A ∩Bρ(x)) ≤
Q∑
k=1
Hj(gk(πLk(Bρ(x))))
≤
Q∑
k=1
MHj(πLk(Bρ(x)))
=
Q∑
k=1
Mωjρ
j
= QMωjρj
< ∞.
We thus have that property (viii) does ensure loally nite measure, and
thus we have shown that the answer to (viii) (2) is yes.
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Finally we note that should we have a set satisfying (vii), then, by de-
nition, for eah y ∈ A there is a ρy > 0 and an ane spae Ly suh that for
all x ∈ Bρy(y) and all ρ ∈ (0, ρy]
Bρ(x) ∩ A ⊂ Lδρy .
It follow that Bρy(y)∩A satises (viii), thusHj(K∩A) <∞ for eah ompat
K ⊂ Rn, That is
Hj(Bρy(y) ∩A) ≤ Hj( ¯Bρy(y) ∩A)
< ∞.
Thus giving weak loal Hj-nality, and thus allowing us to answer (vii) (2)
with yes. ♦
Remark: We note that the proof as written is also optimal in that we
annot get better than weak loal Hj-nality for (vii) as seen in the already
given example of N . For eah y ∈ N we an nd a ρy > 0 suh that
Bρy(y) ∩ N ⊂ R × {1/n} for some n ∈ N, and by setting Ly as this ane
spae for eah y it is lear that N satises (vii), However, for eah r > 0
Hj(Br((0, 0)) ∩N ) =∞
so that N does not have loally nite Hj-measure.
Another ontribution that omes from Simon [17] is a set that is similar
in form to the main and most interesting ounter example that is presented
here. Its atual onstrution and properties will be disussed in the following
setion, however, in noting results that have already been essentially shown,
we aknowledge its existene and that it was known to satisfy one of the
denitions.
Lemma 2.4.
There is a set, Γε that satises (i) for j = 1 that has dimension greater
than 1.
In later hapters dimension of Γε and related sets will be disussed. The
original proofs that we present will be based on the knowledge of how to
alulate the dimension of Γε. The proof of the relevant formula will, however,
not be presented, as it also already exists in the literature. The proof an be
found in [10].
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Corollary 2.2.
The answer to (i) (1) and (i) (2) is no.
Proof:
The set Γε of Lemma 3 onstruted in the following setion provides a ounter
example to the answer to (i) (1) being yes. Sine the dimension of a set
satisfying (i) with j = 1 ould be greater than 1, there is learly no gaurantee
of any form of nite H1 = Hj measure. Thus the answer to (i) (2) is also
no. ♦
This ompletes the survey of the results that were already known, or rather,
at least already almost known. So that the omplete lassiation of all
the denitions is presented in a onvenient easily digested way somewhere
we omplete this hapter with a table of the omplete lassiation that we
prove in this thesis.
The lassiation of the denitions in Denition 1 with respet to the ques-
tions presented in Questions 1 is as follows:
(i) (1) no (2) no
(ii) (1) no (2) no
(iii) (1) yes (2) no
(iv) (1) yes (2) no
(v) (1) no (2) no
(vi) (1) yes (2) no
(vii) (1) yes (2) yes(weak)/no(strong)
(viii) (1) yes (2) yes.
We note that those denitions lassied as yes have all already been answered.
It remains only to show that the lassiation of the remaining denitions is
no.
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Chapter 3
Constrution of the Counter
Examples
Having answered all the questions that will be answered with yes, we now
turn our attention to providing ounter examples for the remaining questions
so as to answer no to eah of these. For those with a didati turn of mind, of
ourse these ounter examples were onstuted in assoiation with answering
our questions and not onstruted before hand, only to be quite oinidently
suessfully used later.
The sets being onsidered are not all trivial sets to onstrut or to under-
stand. At least not at rst sight. We therefore provide only the onstrutions
and some intrinsi properties of the sets, leaving the proofs that they atually
satisfy the denitions that they are respetively intended to be ounterexam-
ples to until later. For the more ompliated sets, partiularly Aε, there is
more than one method to onstrut the set. Some of these will be disussed
further in Chapters 7 and 8. For now, however, we satisfy ourselves with
the denitions most easily used to t the onstruted sets to the relevant
denitions and thus omplete the lassiation.
In this hapter we onstrut 3 sets and 3 1-parameter families of sets. Of
the latter three the rst is our own onstrution of a known set, the same
that appears in Lemma 3, whih we provide sine the neessary properties
for our purposes are more easily proven with our onstrution method. The
latter two are then variations of the same set allowing for important extra
properties by adding another point of variation. For the sets with a variable
there is a range of values of the parameter (independent of whih set) for
whih eah resultant spei example is appropriate for our purposes. We
will, however, alulate with the parameter left arbitrary sine it provides
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more generality and makes no dierene to the proofs of the results that we
want to prove with these sets.
The three simpler sets are of little interest apart from the fat that they
are appropriate ounter examples to partiular denitions. The other three
are of independent interest. As well as allowing us to show that some good
behaviour is ensured by the approximate j-dimensionality of the sets if not
as denite as we had hoped, they provide a range of interesting results on
dimension, retiability and measure density. Alot of the general proofs on-
erning properties of these sets are inluded in the disussion of generalised
Koh Type sets (the generalisations of these three 'spei' examples) in
Chapters 7 and 8. We inlude in any ase the diret proofs of the properties
that we are interested that are relevant to the lassiation work. That is we
inlude diret proofs that for eah denition for whih there is a ounter ex-
ample there is a losed ounter example (important, sine as we have shown
in Proposition 2.1 singularity sets are all losed) and that the sets of integer
dimension are shown diretly to have their respetive dimensions.
We onstrut rstly the three simpler sets. We then onstrut Γε whih
will be a ounter example to (i) (1) followed by a property of Γε important
to our study. We then onstrut the seond more ompliated set Aε whih is
a ounter example to (iv) (2). Sine Aε is not losed and is therefore not pos-
sibly a singularity set we make the third onstrution Aε, whih is a subset
of the seond, onstruted to be losed but retain the neessary properties.
We then prove some neessary proprties of Aε and Aε.
3.1 Simple and Known Sets
The rst set has already been dened, and is:
N :=
∞⋃
n=1
R×
{
1
n
}
Note that we will heneforth identify Rn × [0]N−n with Rn in RN for eah
hoie of n,N ∈ N with n < N . The other simple ones, are used in a
similar way to N but need diering levels of neness approximation with
bad properties at one point. Being a olletion of at sheets, N does not
have this property, we therefore dene the subset of R
2
dened for eah δ > 0
as
Λδ =
∞⋃
n=1
graph
{
δx
n
}
∪
∞⋃
n=1
graph
{−δx
n
}
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and the subset of R
2
dened as
Λ2 =
∞⋃
n=1
graph
{
x2
n
}
∪
∞⋃
n=1
graph
{−x2
n
}
.
We now onstrut the more ompliated examples, they are both based on
the "Koh Curve" whih was originally onstruted as a fratal set being of
dimension between 1 and 2. The rst we onstrut is the set Γ given by
Simon in [17], on whih the remaining sets are based. The seond set, whih
is atually a funtion from R
+
into 2R
n
(that is, the set is onstruted with
respet to a variable ε ∈ R+) will be denoted Aε, and is used as a ounter
example to (iv) (2). Although Γε was atually onstruted as a xed set, we
will allow the set to be onstruted with respet to a variable ε, whih will
later allow us to nd appropriate ounter examples with respet to (i) (1) for
any given δ. The variable set will then be denoted Γε
These onstrutions rely heavily on the use of triangles so we rst make
the following denition.
Denition 3.1.
Let L = (a, b) = ((a1, a2), (b1, b2)) be a line in R
2
. A ε-triangular ap or,
when the ontext is lear, simply a ap will be the triangle , T , with verties
a, b and c+(a+ b)/2 (we write c also as (c1, c2)), where c is hosen suh that
|c| = ε and
< c, b− a >= 0.
Further to ensure that the ap is well dened we hoose c from the two re-
maining possible points in R
2
as follows. Should L be an edge of a previously
onstruted triangular ap, T0, then c is hosen suh that T ⊂ T0. Otherwise,
if c1 6≡ (a1+b1)/2 (regardless of whih of the two possbilities) then c is hosen
suh that c1 > (a1 + b1)/2, otherwise we hoose c suh that c2 > (a2 + b2)/2.
Constrution 3.1. .
We onstrut the set Γε as follows.
Let ε > 0. We begin with a ε-triangular ap, T0, onstruted over the
line A0,1 := ((0, 0), (1, 0)). We then name the two new edges A1,j , j = 1, 2.
We denote the rst "approximation", whih is T0, as A0. We note that
l := H1(A1,j) < H1(A0,1), j = 1, 2. We then onstrut lε-triangular aps
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T1,j on A1,j. We name the four new edges A2,j, j ∈ {1, 2, 3, 4}. We denote
this seond "approximation", ∪2j=1T1,j by A1. We note that A2,j , j = 1, ..., 4
are the 22 shortest edges of length l2. We note also that A1 an also be
onstruted by the appropriately rotated union of two opies of A0
We now ontinue indutively, suppose that we have a set An onsisting of
2n triangular aps, Tn,j with base length l
n−1
and altogether 2n+1 "shortest
sides", An+1,j of length l
n+1
. On eah An+1,j we onstrut a l
n+1ε-triangular
ap Tn+1,j. We set
An+1 :=
2n+1⋃
j=1
Tn+1,j.
This An+1 will then have all of the same properties as An with n replaed by
n + 1. We note also that with the numbering of the aps, we always ount
from "left" to "right" so that Tn+1,2j−1 ∪ Tn+1,2j ⊂ Tn,j.
We then dene
Γε =
∞⋂
n=0
An
where the dependene on ε omes from the initial hoie of ε. ♦
One property of Γε that should be noted now, as it is partiularly intrinsi
to the onstrution is that Γε is essentially the union of two saled opies of
itself. We show this after the following denitions.
Denition 3.2.
We denote the end points of a line of nite length, A, as E(A), and all them
the edge points of A. Let Tn,i be a triangular ap. Tn,i will then have 3
verties whih will be alled the edge points of T . Let An be a stage in
Constrution 1 or 2 (we will see that the denition applies to denition as
well to Constrution 2) then the edge points of An are
E(An) :=
2n⋃
i=1
E(Tn,i)
and the edge points of Γε are
E(Γε) :=
∞⋃
n=1
E(An).
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Also, as we will see, the same denition applies to Aε. That is we an and
do dene the edge points of Aε to be
E(Aε) :=
∞⋃
n=1
E(An).
We see the the edge points are all of the orners that appear in the onstru-
tions of Γε and Aε.
Denition 3.3.
We dene the edgeless Γε as
ΓEε := Γε ∼ E(Γε).
Proposition 3.1.
There are ontration mappings, S1 and S2, and an open set, O, suh that
ΓEε ⊂ O,
S1(O) ∪ S2(O) ⊂ O,
S1(Γ
E
ε ) ∪ S2(ΓEε ) = ΓEε
and
S1(O) ∩ S2(O) = ∅.
Further
LipS1 = LipS2 = l
:= (1/4 + ε2)1/2
Proof:
It is not too diult to hek that the ontration mappings of Lipshitz
onstants l dened by
Si(x, y) =
(
cos((−1)itan−1(ε)− π) −sin((−1)itan−1(ε)− π)
sin((−1)itan−1(ε)− π) cos((−1)itan−1(ε)− π)
)
v(x, y)
where
v(x, y) =
(
l
((
x
y
)
−
(
1/2
ε/2
))
+
(
1/2
ε/2
))
are suh that
S1(T0) = T1,2,
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S2(T0) = T1,1
and thus
S1(A0) ∪ S2(A0) = S1(T0) ∪ S2(T0) = T1,1 ∪ T1,2 = A1.
Further, by setting O to be the open quadrilateral with verties
{(0, 0), (1/2, 3ε/2), (1, 0), (1/2,−ε/2}
we see
ΓEε ⊂ T0 = A0 ⊂ O
and that we have S1(O) is the quadrilateral of verties
{(1/2, ε), (1, 0), l((1, 0)−(1/2, 3ε/2))+(1/2, 3ε/2), l((1, 0)−(1/2,−ε/2))+(1/2,−ε/2)}
and S2(O) is the quadrilateral of verties
{(0, 0), l(1/2, 3ε/2), (1/2, ε), l(1/2,−ε/2)}.
It follows that
S1(O) ∪ S2(O) ⊂ O
and
S1(O) ∩ S2(O) = ∅.
Note speially that sine the proeedure, P , of taking two triangular aps
on the shorter sides of a union of isoseles triangles is learly invariant
under orthogonal transformation (sine hosing the new ap to be within
the previous triangle is independent of orientation) and homothety, that is
P (R(T )) = O(R(T )) where T is an isoseles triangles and R is any orthog-
onal transformation on R
2
, and if l ∈ R, P (lT ) = lP (T ). Sine S1 and S2
are indeed just ombinations of homothety and orthogonal transformation
we have P (Si(T )) = Si(P (T )) for i = 1, 2.
We laim that
An = S1(An−1) ∪ S2(An−1)
for eah n ∈ N.
We already have a starting point (n = 1). Now, supposing that
An = S1(An−1) ∪ S2(An−1)
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for some n ∈ N, we then have
An+1 = P (An)
= P (S(An−1) ∪ S2(An−1)
= S1(PAn−1) ∪ S2(PAn−1)
= S1(An) ∪ S2(An)
Completing the indution. Then, sine A1 ⊂ A0, we then have
ΓEε =
∞⋂
n=0
An ∼ E
=
∞⋂
n=1
(An ∼ E)
=
∞⋂
n=1
S1(An−1 ∼ E) ∪ S2(An−1 ∼ E)
=
∞⋂
n=0
S1(An ∼ E) ∪ S2(An ∼ E)
= S1
( ∞⋂
n=1
An ∼ E
)
∪ S2
( ∞⋂
n=1
An ∼ E
)
= S1(Γ
E
ε ∼ E) ∪ S2(ΓEε ∼ E).
♦
3.2 Pseudo-Fratal Sets
We now onstrut the "strangest" sets. These are similar to Γε in onstru-
tion, however, as we noted in Proposition 3.1, the onstrution for Γε retains
the basi shape of the triangular aps. This will not be suient for the ases
when we want to prove properties for the ase where approximations should
hold for all δ > 0. We therefore allow the relative height of the triangular
aps to shrink, so that the "angles" involved in the triangles approah zero as
we look at smaller and smaller setions of the triangles. As we will see later,
even this adjustment is not suient. We therefore remove all of the interior
at eah stage, take, in a sense, a limit, remove the approximating sets and
the edges. We make the spei onstrutions below in Construtions 3.2
and 3.3. Note that the heuristi path to our set just given was not the one
that originally led to its onstrution, but rather, it is the result of being the
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embodiment of the worst ase allowed in a failed attempt to prove that the
answer to Denition A (iv) (2) was yes. As has been mentioned, the third set
is then a arefully seleted subset of this hosen in suh a way as to ensure
that it is losed.
Constrution 3.2. .
We onstrut the set, as previously, as a subset of R
2
. We start with
A0 := [(0, 0), (1, 0)].
We then denote by T0 the 2ε-triangular ap on A0.
We now set
A1 := (∂T0,1 ∼ A0),
whih is the union of two lines (namely the two shorter edge lines of T0,1),
we name the two lines A1,i, i = 1, 2. To ontinue, we denote by T1,i the
ε-triangular ap onstruted on A1,i, onsidered as an edge of T0,1 for eah i.
We then set
A2 :=
(
∂
(
2⋃
i=1
T1,i
)
∼ A1
)
,
whih will be a union of 4 lines A2,i, i = 1, 2, 3, 4. Eah an edge of a triangu-
lar ap T1,i.
We ontinue the onstrution indutively. Assuming we have An, a union of
2n lines, {An,i}2ni=1 that lie on the boundary of 2n−1 triangular aps {Tn−1,i}2n−1i=1 ,
(and An a union of 2
n
triangular ups), we onstrut 2n 21−nε-triangular aps,
{Tn,i}2ni=1, on eah of the 2n lines. As previously we number from "left" to
"right" so that Tn+1,2j−1 ∪ Tn+1,2j ⊂ Tn,j . We then set
An+1 :=
(
∂
(
2n⋃
i=1
Tn,i
)
∼ An
)
,
Finally, we dene
Aε :=
∞⋂
i=1
( ∞⋃
n=1
An ∼
i⋃
n=1
(An ∼ E)
)
∼ E
=
∞⋃
n=1
An ∼
∞⋃
n=1
An,
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where
E =
∞⋃
n=1
2n⋃
i=1
E(An,i),
and E(An,i) denotes the endpoints of the line An,i. As previously, the ε refers
to the arbitraryily hosen ε > 0 at the begining of the onstrution, whih
may, of ourse, be hosen, as small as is neessary. ♦
Remarks:
(1) The removal of the endpoints is very important for the example. With
the endpoints, there are of ourse points in the set with a xed angle that
must be squeezed into a δ approximation for exery δ > 0. This is not possible.
With the endpoints missing we an, for eah element of the set hoose, for
any given angle greater than zero, avoid all "orners" of angle greater than
or equal to the given one, so as to make the set ater than the given angle
in that neighbourhood. Sine we are asking questions of measure, it is also
important to note that the union of all the endpoints, that is
∞⋃
n=0
2n⋃
i=1
E(An,i),
is ountable and therefore of zero H1 measure, thus having no eet on any
H1 measure properties that we are looking at.
(2) A remark on both Constrution 3.1 and Constrution 3.2 and indeed on
Denition 3.1 is that a triangular ap onstruted on the edge of a previously
onstruted triangular ap may not be well dened in that it may not be a
subset of the previous triangular ap. Another problem is that, as we often
do, onstruting triangular aps on both of the sides of idential length on an
isoeles triangle may lead to the two new triangular aps indeed being subsets
of the previous ap, but interseting with eah other. Choosing the vertial
heights prevents this problem, and indeed, should the initial vertial heigth,
h be less than 1/4 of the base length b, then provided the new vetial height
is less than or equal to h(
√
h2 + b2/4)/b we will enounter no problems, suh
a proeedure annot lead to a new vertial height being more than 1/4 the
base length, and furthermore in this situation, h(
√
h2 + b2/4)/b = l > h/2
(where the l is the saling fator in Constrution 3.1) so that no problems
later in the indution an our in Construtions 3.1, 3.2 and 3.3. We will
always assume that the appropriate onditions on the vertial height have
been satised. This is no problem as we want our aps to be very at in any
ase.
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Denition 3.4.
For eah n ∈ N ∪ {0} and eah i ∈ {1, ..., 2n} there is a triangular ap Tn,i
onstruted on An,i, we denote the vertie of Tn,i that is not in An,i (that is,
the new vertie reated) by an,i.
Constrution 3.3. .
As previously mentioned we will be looking at a subset of Aε. We have
already noted that the edge points of Aε are ountable, we now give them an
ordering that will prove important later. We take
e1 = (0, 0),
e2 = (1, 0),
e3 = a0,1
and then in general
e2+i+
∑n−1
j=0 2
j = an,i.
We set
ρ1 =
1
4
2−7(1 + 7 · 16ε2)1/2
and for n ∈ N, we set
ρn = 4
1−nr1 < 2−6−n(1 + (n + 6)16ε2)1/2.
We now dene a set of radii. We set
r1 = ρ1
and
r2 = ρ2.
Then for i ≥ 2 there is a unique n ∈ N ∪ {0} suh that
i ∈ {2 +
n∑
j=0
2n, ..., 1 +
n+1∑
j=0
2j}
so that we an dene
ri = min{ρi, d(ei, An−1 ∪An−2)/2}.
We then dene
B :=
∞⋃
i = 1
Bri(ei)
29
Note that
E = {ei}∞i=1 ⊂
∞⋃
i=1
Bri(ei) = B.
Finally we dene
Aε = Aε ∼ B.
We note that this an also be written as
Aε = (Aε ∪ E) ∼ B.
♦
There are three points onerning Aε and Aε that are important that should
be noted. Firstly, the entire purpose of altering Aε to Aε was that Aε should
be losed. We therefore prove that this important property indeed holds.
Seondly, although we will show that Aε and Aε have property (iv) with
respet to j = 1 and thus have dimension 1, the sets have some interesting
properties in and of themselves. For this reason and as support for the on-
sisteny of the results here we provide a diret proof that the dimension of Aε
and Aε is 1. Finally, as we will show in hapter 4, the exoti ounterexamples
of Aε and Aε are neessary. Further, to support the idea that ounter exam-
ples to (iv) 2 need neessarily be badly behaved, we note that Aε, Aε are not
retiable. As substantial preparation is neessary and sine the fat is not
neessary for our lassiation, we present the proof in Chapter 7 along with
the generalisations of the sets. A diret proof for these spei examples is
also given.
Lemma 3.1.
Aε is losed.
Proof:
We rst show that Aε + E is losed.
Consider a onvergent sequene of points {xn} ⊂ Aε + E. We must show
that
x := lim
n→∞
xn ∈ Aε + E.
If
x ∈ E
we are nished, so assume that this is not the ase. Now, for eah xn, either
xn ∈ E or xn ∈ Aε.
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In the rst ase xn = ei ∈ E and there is an n0 ∈ N suh that ei ∈ An
for eah n > n0. By taking {xn,j}∞j=1 suh that xn,j = xn for eah j then
xn,j ∈ Am for some m ≥ j for eah j and limj→∞ xn,j = xn.
In the seond ase
xn ∈ Aε =
( ∞⋃
m=1
Am
)
∼
∞⋃
m=1
Am.
Thus there exists a sequene xn,j suh that |xn,j−xn| < 1/j so that limj→∞ xn,j =
xn and {xn,j}∞j=1 ⊂
⋃∞
m=1Am. Now assume that there is a nite number q
suh that {xn,j}j ⊂ ∪qm=1Am. Then sine ∪qm=1Am is a nite union of losed
lines it is losed so that limj xn,j ∈ ∪qm=1Am and thus xn ∈ ∪qm=1Am. How-
ever, sine x 6∈ E and ∪qm=1E(Am) is nite, d(x,∪qm=1E(Am) > 0. Thus in
this ase xn ∈ ∪qm=1Am ∼ E. It follows then that we would have
xn 6∈
( ∞⋃
m=1
Am
)
∼
∞⋃
m=1
Am + E
= Aε ∪ E.
We an therefore take a subsequene and relabel to assume that xn,j ∈ Am
for some m ≥ j for eah j ∈ N.
We now take the sequene {xm}∞m=1 given by
xm = xm,m,
and note that {xm} ⊂
⋃∞
n=1An so that limm→∞ xm ∈ ∪∞n=1An. By the
ondition that |xn,j − xn| < 1/j, this diagonal seletion gives us
x = lim
m→∞
xm
∈
∞⋃
n=1
An.
Sine, following from onstrution 2, for eah n ∈ N and eah y ∈ An ∼ E
there is a radius r > 0 suh that d(y,∪∞m=n+1Am) > r it follows that for eah
n ∈ N x 6∈ An ∼ E. Thus
x ∈
( ∞⋃
m=1
Am
)
∼
∞⋃
m=1
(Am ∼ E)
=
( ∞⋃
m=1
Am
)
∼
∞⋃
m=1
Am ∪ E
= Aε ∪ E.
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We therefore have that Aε is losed.
Now sine B is the ountable union of open balls it is also open. Sine
E ⊂ B we an write
Aε = Aε ∼ B = Aε ∪ E ∼ B
whih is a losed set without an open set and thus is losed, proving the
Lemma. ♦
3.3 Properties of Aε and Aε
We now look at some diret properties of Aε and Aε that will be important
to us later. Some of the properties, for example the dimension of Aε and Aε
follow from more general Theorems that we shall use. However, sine the
diret proof is more instrutive as to the properties of the sets and is not
partiularly longer, we present the diret proof here.
Lemma 3.2.
Let ε > 0 be suh that Aε is well dened. Then for eah n ∈ N and eah
j ∈ {1, 2, ..., 2n}, the base length of a triangular ap Tn,j in the onstrution
of Aε has length
H1(An,j) = (1 + n16ε
2)1/2
2n
,
and thus
H1(An) = (1 + n16ε2)1/2
for eah n ∈ N.
Proof:
Clearly H1(A0) = 1.
H1(A) ≥ lim inf
n→∞
H1(An).
Then H1(A1) is the sum of two hypotheses of triangles (1/2)H1(A0) base
length and 2ε height. that is
H1(A1) = 2
((
1
2
)2
+ (2ε)
)1/2
= (1 + 16ε2)1/2
Having that it is true for n = 0, 1 I now laim that
H1(An) = (1 + n16ε2)1/2.
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Assuming it is true for n we note thatH1(An+1) is the sum of 2n+1 hypotheses
of triangles of base length H1(An)/2n+1 and height 22−nε. That is
H1(An+1) = 2n+1
((H1(An)
2n+1
)2
+ (22−(n+1)ε)2
)1/2
= ((H1(An))2 + 22−2n+2+2nε)1/2
= (1 + n16ε2 + 16ε2)1/2
= (1 + (n+ 1)16ε2)1/2,
proving the indutive laim. Then for eah n ∈ N and j ∈ {1, 2, ..., 2n} the
base length of a triangular ap Tn,i is one equal 2
n
-th part of the length of
An. That is
H1(An,j) = (1 + n16ε
2)1/2
2n
.
♦
Denition 3.5.
We denote the projetion of a spae onto a subset, S, whenever thye onept of
projetion makes sense for S by πS. An exeption to this rule is the projetion
of R
2
onto the x-axis identied with R. This projetion is denoted by πx.
Theorem 3.1.
dimAε = dimAε = 1.
Proof:
First note that
H1(Aε) ≥ H1(πx(Aε))
and similarly
H1(Aε) ≥ H1(πx(Aε))
First, sine E is ountable we an onsider x ∈ [0, 1] ∼ πx(E) 6= ∅. Sine eah
An an be onsidered as a onneted path joining (0, 0) and (0, 1) there is an
xn ∈ π−1x (x)∩An. Then we have {xn}n a subsequene of ∪∞n=1An. Sine this
sequene is in a bounded set ([0, 1]×[0, 2ε]) there is a onvergent subsequene.
Sine for all n ∈ N, πx(xn) 6∈ πx(E), it follows that x0 = lim xn 6∈ E.
Similarly to in the previous Lemma, this also implies that x 6∈ Am for eah
m ∈ N. Therefore
x0 ∈ (∪∞n=1An) ∼ ∪∞Ann=1 ∼ E = Aε.
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It follows that
H1(πx(Aε) ≥ H1([0, 1] ∼ πx(E))
≥ H1([0, 1])−H(πx(E))
= 1
> 0.
Now, we note that Aε = Aε − B and that
ri =
1
4
2−7(1 + 7 · 16ε2)1/2 < 2−7
(sine we are in any ase always taking ε < 0.01). It follows that
H1(πx(Aε)) = H1(πx(Aε ∼ πx(B))
≥ H1(Aε)−
∞∑
i=1
ri
> 1− 2−7
∞∑
i=1
4−i
> 1− 2−7
> 0.
It follows that
dimAε ≥ dimAε ≥ 1 (3.1)
Now let s > 0 and δ > 0. Then for any given ε > 0 there is an n ∈ N
suh that
δ ∈ (22−nε, 23−nε]. (3.2)
We note that the vertial height of the trianglular aps in the n-th stage
of onstrution of Aε is 2
1−n
so that δ ≥ 2 times the vertial height of the
triangular aps in the nth onstrution stage. Sine
Aε ⊂
2n⋃
i=1
Tn,i
any over of ∪2ni=1 is also a over of Aε. By taking balls of radius δ with
enters in An we note that we an take these balls along an An,i suh that
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the overlaps ensure that A
δ/
√
2
n,i is overed. By taking suh a over of An,i for
eah i we have a over onsisting of balls of radius δ, Bδ = {Bδ} suh that⋃
Bδ∈Bδ
Bδ ⊃ Aδ/
√
2
n ⊃ A2
1−n
n .
Sine
A2
1−n
n ⊃
2n⋃
i=1
Tn,i
⊃ Aε
we also have that Bδ is a over of Aε. Sine with suh a over no more than
δ/
√
2 of the radius of a ball in Bδ will uniquely ontribute to the over of An,
and sine the ineienies of taking An,i's that meet at non-uniform angles
an not do any worse than foring us to over An twie it follows that∑
Bδ∈Bδ
δ ≤ 2
√
2H1(An)
so that from Lemma 5 we have∑
Bδ∈Bδ
δ ≤ 2
√
2(1 + n16ε2)1/2.
Thus from (3.2) we have
∑
Bδ∈Bδ
δ1+s ≤ (2ε)s2
√
2
(1 + n16ε2)1/2
2ns
.
Sine Bδ is a over of Aε this means
H1+sδ (Aε) ≤ (2ε)s2
√
2
(1 + n16ε2)1/2
2ns
so that we have
H1+s(Aε) = lim
δ→0
H1+sδ
≤ lim
n→∞
(2ε)s2
√
2
(1 + n16ε2)1/2
2ns
= 0.
Sine this is true for all s > 0 it follows that dimAε ≤ 1 and sine Aε ⊂ Aε
that dimAε ≤ 1. Combining with (3.1) gives the result. ♦
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Chapter 4
The limited Poteny of Simple
Examples and Weak
Requirements for Loally Finite
Measure
4.1 Limits on Approximately j-Dimensional Sets
Entering and Exiting on the Same Side
As we have already mentioned, several of the questions we are asking must be
answered in the negative. To show this, learly we need ounter examples.
Some of the ounter examples, suh as N , Λδ and Λ2 are relatively sim-
ple in that they are ountable olletions of niely behaved funtions whose
relevant properties are lear. Γε is not so transparent as the sets already
mentioned. It is, however, relatively lear that we need something a bit
more omplex to satisfy a j-dimensional approximation with a set that is not
j-dimensional so as to provide a ounter example for those properties not
ensuring j-dimensionality.
Aε and Aε, however are another matter, being "pseudo-fratal" sets (in the
sense that every magniation of Aε1 looks like Aε2 for some ε2 < ε1 so that
Aε is semi-selfsimilar.) that are in fat j-dimensional (where j = 1 in this
ase). The obvious question is to ask if we ould nd a triky way of putting
niely behaved funtions together to get a dierent ounter example to (iv)
(2). (iv) is partiularly important as we atually know that some singularity
sets with a relationship to this property. We answer this question with an
enouraging "no". This is enouraging as it means that to show that singu-
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larity sets have any sort of nie properties would then diretly imply loally
nite Hj- measure. In fat, as mentioned previously, we an show that Aε
and Aε are not ountably j-retiable for the j used in property (iv) whih,
sine Aε and Aε are the only known ounterexamples ertainly supports the
assertion that suh sets must be poorly behaved.
We nd that any ounter example must in fat be very poorly behaved in
that for any point of loally innite measure (where the essential part of a
ounter example is) annot possibly have any part of the set (no matter how
small) going through it that ould be almost everywhere desribed by a Lips-
hitz funtion under some rotation and still satisfy property (iv). That is the
set has to be a broken non-funtion at all ritial points at all magniations.
Conversely this means, to ensure a singularity set satisfying (iv) is loallyHj
nite we would expet only to need to show that no point on the singularity
set has a neighbourhood in whih the singularity set is purely unretiable.
This setion proves these assumptions. The key idea is that to have a fun-
tion of innite measure in a small neighbourhood means that at some point
it has to be sharply folded on itself at all levels of magniation whih will
prevent the set from having property (iv). We make a ouple of neessary
denitions, then prove a Lemma proving an important speial ase whih we
use in the Theorem proving our laim.
Denition 4.1.
Let u : R→ R be a funtion and let
graphu ∩ Bρ(y) ⊂ Lδy
for some ane spae Ly and some δ ∈ (0, 1/4). Then u is said to enter and
exit the same side of Bρ(y) with respet to L
δ
y if
max{|z − x| : y, x ∈ graphu ∩ ∂Bρ(y)} < πρ
2
.
We note then that for a ball Bρ(y) and an ane spae Ly ∋ y
Lδy ∩ ∂Bρ(y) = Ψ1 ∪Ψ2
for some ars Ψ1 and Ψ2 in R
2
. We an therefore make the following deni-
tion.
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Denition 4.2.
Suppose a funtion u enters and exits Bρ(y) on the same side with respet to
Lδy. Then
Lδy ∩ ∂Bρ(y) = Ψ1 ∪Ψ2
for some ars Ψ1 and Ψ2 in R
2
. Further graphu ∩ Ψi 6= ∅ for exatly one
i = i(u) ∈ {1, 2}. We denote this Ψi(u) by Ψu and the other by Ψu.
Lemma 4.1.
Suppose u : R→ R is ontinuous and graphu ⊂ A ⊂ R2. Suppose that A has
property (iv) and that for some y ∈ A and δ ∈ (0, 1/4) ρy is an appropriate
radius at y with respet to δ. If u enters and exits Bρy(y) on the same side.
Then
max{d(Ψu, y) : y ∈ graphu ∩ Bρy(y)} < 4δρy.
Proof:
We rst show that
graphu ∩ Bρy(y) ⊂ graphu(Iu,y,ρy)
where
Iu,y,ρy := [inf{πx(graphu ∩ ∂Bρy (y))}, sup{πx(graphu ∩ ∂Bρy (y))}].
Suppose that this were not to be the ase, then there is a z ∈ Bρy(y) ⊂ R2
with z ∈ graphu (and thus u(πx(z)) = z) and suh that either
πx(z) > sup{πx(graphu ∩ ∂Bρy (y))}or
πx(z) < inf{πx(graphu ∩ ∂Bρy(y))}.
without loss of generality we onsider the ase
πx(z) > sup{πx(graphu ∩ ∂Bρy (y))}
the other ase follows similarly. Sine u is a ontinuous funtion graphu is
onneted and by the hoie of z
max{πx(Bρy(y))} > max{πx(graphu ∩ ∂Bρy (y)}
Thus the path
P := u([max{πx(graphu ∩ ∂Bρy (y))},max{πx(Bρy(y))}+ 1])
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intersets Bρy(y) only at its starting point on the boundary of Bρy(y). That
is
P ∩ Bρy(y) = u(max{πx(graphu ∩ ∂Bρy (y)})
(Otherwise u(x)∩ ∂Bρy (y) 6= ∅ for some x > max{πx(graphu∩ ∂Bρy(y))} (in
order for the onneted path, P , to leave the ball) ontraditing the hoie
of max{πx( graphu ∩ ∂Bρy (y))}.)
Thus
πx(z) ∈
[
max{πx( graphu ∩ ∂Bρy (y))},max{πx(Bρy(y)}+ 1
]
whih implies
u(πx(z)) 6∈ Bρy(y).
This ontradition means that z 6∈ graphu.
For z ∈ graphu ∩Bρy(y) Let
z∂ := π
−1
x (πx(z)) ∩Ψu
whih will be a unique point. Now assume
max{d(Ψu, z) : z ∈ graphu ∩ Bρy(y)} ≥ 4δρy
Then there is a z ∈ graphu ∩Bρy(y) suh that
|πy(z)− πy(z∂)| > d(z, z∂)
> 4δρy,
sine for all a ∈ Ψu, |a− z∂| < 2δρy and thus |πy(a)− πy(z∂)| < 2δρy.
This implies
inf{|πy(z)− πy(a)| : a ∈ Ψu} > 2δρy.
w.l.o.g. assume that πy(z) > sup{πy(a) : a ∈ Ψu}.
Then, as u is ontinuous, there exist two onneted paths P1, P2 suh that
πx(P1) ≤ πx(z),
πx(P2) ≥ πx(z) and
P1 and P2 are onneted to Ψu.
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Thus
P1 ∩ π−1y (πy(z)− 2δρy) 6= ∅
and
P2 ∩ π−1y (πy(z)− 2δρy) 6= ∅.
Let
z1 ∈ P1 ∩ π−1y (πy(z)− 2δρy)
and
z2 ∈ P2 ∩ π−1y (πy(z)− 2δρy).
Without loss of generality assume |πx(z1) − πx(z)| ≤ |πx(z2) − πx(z)| This
hoie implies that
|πx(z1)− πx(z)| ≤ 1/2 sup{|πx(a1)− πx(a2)| : a1, a2 ∈ Ψu}
≤ δρy.
Then notie
ρz := |z2 − z1|
≤ sup{|πx(a1)− πx(a2)| : a1, a2 ∈ Ψu}
= 2δρy
≤ 1/2ρy
so we onsider B5ρz/4(z1).
Notie also that |πx(z)− πx(z1)| < |πx(z2)− πx(z)| implies
|πx(z)− πx(z1)| ≤ 1
2
ρz.
Now all the subpath of P1 ⊂ graphu onneting z1 to z Pz1 . Note
πx(Pz1) ⊂ [πx(z1), πx(z)] and
z 6∈ Bρz(z1).
whih implies
Pz1 ∩ ∂Bρz (z1) 6= ∅
and for all
w ∈ |πx(w)− πx(z1)| < 1
2
ρz and
d(w, z1) = ρz
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whih implies
|πy(w)− πy(z1)| >
√
3
4
ρz.
However, for any hoie of Lδρzz1,ρz we must have
sup{|πy(l)− πy(z1)| : l ∈ Lδρzz1,ρz} <
9
4
δρz.
Sine δ < 1
16
we note
√
3
4
ρz >
ρz
4
>
9ρz
64
>
9
4
δρz.
Thus it is impossible to hoose a Lz,ρz suh that
A ∩ Bρz(z1) ⊂ Lδρzz,ρz .
This would imply A does not have property (iv). This ontradition proves
the Lemma. ♦
4.2 Set Constraints for Dually Approximately
j-Dimensionality and Innite Density
We now prove the main theorem of this hapter by showing that we an
redue the problem to an appliation of the above lemma.
Theorem 4.1.
Suppose A ⊂ R2 and that there exists a y ∈ A suh that
H1(y ∩Bρ(A)) =∞ for all ρ > 0
and for some ρ1 > 0,
y ∈ G−1y (graphu) ∩ Bρ1(y) and
Bρy(y)A ∩G−1y (graphu) = G−1y (graphu) ∩ Bρy(y)
where u is Lipshitz, Gy ∈ G(1, 2) and Gy(·) : R2 → R2 is dened as the
rotation suh that Gy(Gy) = R.
Then A does not have property (iv) for j = 1.
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Proof:
By the invariane of the relevant quantities under orthogonal transformations
we an assume that y = (0, 0) and Gy = R.
Assume that A does satisfy satisfy property (iv).
Then for a given δ < 1/8 there is a ρy = ρy(y) ∈ (0, ρ1) suh that there
exists an ane spae Ly,ρy suh that
A ∩ Bρy(y) ⊂ Lδρyy,ρy
and furthermore, for eah x ∈ A ∩ Bρy(y) and ρ ∈ (0, ρy] there is an ane
spae Lx,ρ suh that
A ∩Bρ(x) ⊂ Lδρx,ρ.
Noting that y ∈graphu and that learly
d(y, ∂Bρy(y)) = ρy
> 4δρy
it follows that
max{d(Ψu, y) : y ∈ graphu ∩Bρy(y)} < 4δρy
and thus by Lemma 4.1 u annot enter and exit Bρy on the same side with
respet to any ane spae.
In partialar for eah w ∈ Ly,ρy
graphu ∩ π−1Ly,ρy (w) ∩ Lδρyy,ρy 6= ∅.
Also, if
A ∩Bρy/2(y) ⊂ graphu
then
H1(A ∩Bρy/2(y)) ≤
ρy
2
· ω1 · Lipu <∞,
a ontradition to our assumptions on the measure of balls around y.
It follows that there exists an x ∈ A ∩ Bρy/2(y) suh that x 6∈graphu.
Note that π−1Ly,ρy (x)∩graphu 6= ∅ whih implies
d(x, graphu) ≤ 2δρy < 1
2
ρy.
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Now selet z ∈graphu suh that
d(z, x) <
9
8
inf{d(w, x) : w ∈ graphu}
=:
9
8
d
< ρy.
By the hypotheses there is an z1 ∈graphu∩A∩B(1/16)d(z). We now onsider
Bρx(z1) ∋ x.
Note that for any hoie of Lz1,ρx
Lδρxz1,ρx ∩ ∂Bρx(z1) = Ψ1 ∪Ψ2,
a union of two ars as onsidered in Denition 4.2 and that
d(x, ∂Bρx(z1)) <
1
4
d.
This implies that for some i = i(x) ∈ {1, 2}
Ψi ⊂ B(1/4)d+2δρx(x)
= B(1/4)d+2δ(9/8)d(x).
Sine δ was hosen suh that δ < 1/8
1
4
d+ 2δ
5
4
d <
4
16
+
5
16
d
<
15
16
d
whih implies
graphu ∩Ψi(x) = ∅.
This in turn implies that u enters and exits Bρx(z1) on the same side with
respet to any ane spae possibly allowing property (iv) to hold.
Sine z1 ∈ graphu
max{d(w, ∂Bρx(z1)) : w ∈ graphu}) = ρx
> 4δρx.
This implies, by Lemma 4.1, that A does not have property (iv). This on-
tradition ompletes the proof of the Theorem. ♦
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In order to more denitely relate what has previously been disussed to this
result, I observe the following trivial orollaries.
Corollary 4.1.
Suppose A ⊂ R2 and that there exists a y ∈ A suh that
H1(y ∩Bρ(A)) =∞ for all ρ > 0
and for some ρ1 > 0,
A ∩ Bρ1(y) = G−1y
(
Q⋃
n=1
graphun
)
∩ Bρ1(y)
for some Q ∈ N ∪ {∞} where un is Lipshitz for eah n, Gy ∈ G(1, 2) and
Gy(·) : R2 → R2 is dened as the rotation suh that Gy(Gy) = R.
Then A does not have property (iv).
Proof:
Sine
y ∈ A ∩ Bρ1(y) = G−1y
(
Q⋃
n=1
graphun
)
∩ Bρ1(y)
y ∈ graphun0 for some 1 ≤ n0 ≤ Q. With u = un0 the onditions of Theorem
2 are then satised from whih the onlusion follows. ♦
Corollary 4.2.
N , Λδ and Λ2 are not ounter examples to (iv) (2).
Proof:
Let Ξ = N or Λδ. Then sine Ξ is a ountable union of Lipshitz graphs,
any point of innite density in Ξ satises Theorem 2.
For Λ2 we note that the only point of density is (0, 0). Note that restrited
to [−1, 1] the funtions making up Λ2, (un = x2/n) are Lipshitz. Thus tak-
ing ρ1 = 1/2 and y = (0, 0) in Theorem 2 the onditions of Theorem 2 are
satised so that Λ2 does not satisfy property (iv). ♦
Remark
We note that in Lemma 6 and Theorem 2 we only used δ < 1/8. Thus the
full power of property (iv) has not been used. It is therefore possible and
in fat likely that we ould fore any potential ounter examples to (iv) (2)
to be even stranger than what we have fored here. Even without using the
δ-ne property I believe that an improvement to Theorem 2 ould be made
in the form of the following onjeture.
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Conjeture 4.1.
Suppose A ⊂ R2 and that there exists a y ∈ A suh that
H1(y ∩Bρ(A)) =∞ for all ρ > 0
and for some ρ1 > 0,
y ∈ G−1y (graphu) ∩ Bρ1(y) and
A ∩G−1y (graphu) = G−1y (graphu) ⊂ A
where u ∈ C0(R;R), Gy ∈ G(1, 2) and Gy(·) : R2 → R2 is dened as the
rotation suh that Gy(Gy) = R.
Then A does not have property (iv).
The idea being that although in this ase the full innite measure ould all
be produed from the one funtion, in the ase where all the measure does
ome from the single funtion it must fold on itself suiently tightly and
densely to either reate a maximum or minimum somewhere we we ould ap-
ply Lemma 6, or where essentially parallel lines would appear in whih ase
hoosing the orret size ball would mean that the approximating ane spae
would be essentially one of the lines and the intersetion with the neighbour-
ing line would then provide a ontradition to A having property (iv).
More quantitatively, we note that there are several methods of attaking
the proof and "almost getting there". One method, using Lemma 6, redues
the proof to the following.
Conjeture 4.2.
Suppose I1, I2 are ompat subintervals of R and
u : I1 → I2.
Suppose further that for all x1, x2 ∈ I1 suh that u(x1) = u(x2)
sup{|u(y)− u(x1)| : y ∈ [x1, x2]} < |x1 − x2|
Then, for any δ > 0 there exists a partition P = {p1, ..., pQ} of I1 with
max{|pi − pi−1| : 2 ≤ i ≤ Q} < δ}
and
Q∑
i=2
|u(pi)− u(pi−1)| < C <∞.
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Having disussed the non-simpliity of ounter examples to (iv) (2), we reform
what we have shown in how it is written to emphasise that a set thus need
only be (iv) and posses at every point of innite density a piee of graph to be
sure that we have loally nite measure. This is an improvement on previous
theory sine suh sets need not even be weak loally retiable. Clearly, we
must rst give a formal denition of these types of sets.
Denition 4.3.
Let µ be a measure on Rn+k. Then A ⊂ Rn+k is said to posses a piee of
Lipshitz graph at x ∈ A if there exists an r > 0, G ∈ G(n, n + k) and a
Lipshitz funtion u : G 7→ G⊥ suh that
x ∈ graphu
and
Hn((graphu ∼ A) ∩ Br(x)) = 0.
Denition 4.4.
A set A is alled weak loally ountably n-retiable if for all x ∈ A there
exists r > 0 suh that
A ∩ Br(x)
is ountably n-retiable.
It is lear that Denition 4.3 is the same ondition as that given in Theorem
4.1 so that the laim that this ondition together with (iv) leads to loally
nite measure follows from the same theorem.
The laim that this is a lesser task to showing retiability follows from
the existene of n-unretiable sets of Hn nite measure for any n. Thus any
set satisfying Denition 4.3 in union with any n-unretiable set ontinues
to satisfy the onditions of Denition 4.3.
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Chapter 5
Fitting the Counter Examples
We mentioned in Chapter 2 that only questions with the answer "no" remain
to be shown. In this setion we show these results by appropriately tting
ounter examples. For us this means showing rstly that the set in fat sat-
ises the denition that we laim it does and seondly that the set either has
the wrong dimension (i.e. dimension greater than 1) or does not have loally
nite H1-measure depending on whih property it is to whih we wish to an-
swer "no". As mentioned in the introdution, the higher dimensional ases
will be disussed the following hapter. The reason the general dimension is
not dealt with here is that they in any ase redue to the 1-dimensional ase
as we shall see.
There is in fat, in terms of lassifying the properties of our dentions, little
that remains to be shown. What remains, however, is tehnial and non-
trivial.
Fitting ounter the ounter example to (iv) (2) in partiular shows that
a non-retiable set (we show that Aε and Aε are non-reitiable later) spi-
ralling at all points and magniations does not spiral too tightly around any
given point.
The struture of the Chapter is that we show that Λδ satises (vi) whih
will answer (vi) (2) in the negative. We do the same with Λ2 for (iii). Aε is
then shown to satisfy (iv) (atually via rst showing that Aε satises (iv)),
from whih (iv) (2) is answered in the negative, and as a orollary therefore
(iii) (2) is also answered in the negative. Finally Γε is shown to satisfy (v),
from whih it follows that (v) (1) is answered with a no, and therefore as
a orollary, the remaining questions: (v) (2), (ii) (1) and (ii) (2) are also
answered with no.
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The proofs that the sets satisfy the denitions are mainly geometri and
will atually mostly involve tting sets in ones and then onsidering an ap-
propriate neighbourhood of the enter point. For this we need to develop
notation to desribe the ones we are using. As we will also nd sets that
should be overed by a one meeting at a point, notation and theory also
need to be developed for angles between sets. The appropriate denitions
will be made as (or shortly before) they are used.
Denition 5.1.
Let A be a 1-dimensional ane subspae of R2, δ > 0 and x ∈ Rn, then A is
said to be a subset of the δ-one at x, Cδ(x), if
A ⊂
{
y = (y1, y2) ∈ Rn : y2
y1
< δ
}
+ x =: Cδ(x).
More generally, if L is a 1-dimensional ane spae in R2, x ∈ A ∩ L and φ
is the orthogonal transformation suh that
φ(L) = R
and
φ(x) = 0
then we say that A is a subset of the δ-one around L at x, Cδ,L(x) if
A ⊂ φ−1
({
y = (y1, y2) ∈ Rn : y2
y1
< δ
})
=: Cδ,L(x).
5.1 Simple Counter Examples
We now present the relevant lassiation results following from the simpler
ounter examples.
Proposition 5.1.
Λδ satises (vi), and further does not have weak loally nite H1 measure so
that the answer to (vi) (2) (weakly loally nite measure) is no.
Proof:
There are two types of points to onsider. If x 6= (0, 0), then if x = (x1, x2)
x ∈ graph
(
sgn(x1)sgn(x2)δx
n
)
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for some n ∈ N. Then for
rx =
|x|δ
4(n+ 1)
,
Brx(x) ∩ Λδ ⊂ graph
(
sgn(x1)sgn(x2)δx
n
)
⊂ Gδrδ/n,x,
whereGδ/n ∈ G(1, 2) is the ane spae dened by graph((sgn(x1)sgn(x2)δx)/n),
for eah r ∈ (0, rx]. Thus, by setting Lx = Gδ/n,x, x is an aeptable point
with respet to (vi).
If x = (0, 0), then by onstrution, we may hoose Lx = R and note that
Gδ/n,x ⊂ Cδ(x)
for eah n ∈ N, so that
Λδ ⊂ Cδ(x).
It follows that
Λδ ⊂ Rδρ = Lδρx
for eah ρ > 0. Thus hoosing a rx > 0 at random we have
Λδ ⊂ Lδrx
for eah r ∈ (0, rx].
It follows that Λδ satises (vi).
Note, however, that due to the fat that there are ountably innitly many
lines of length 2r going through any ball of radius r around (0, 0), it follows
that for all r > 0
H1(Λδ ∩ Br((0, 0))) =∞
so that Λδ is not weak loally H1 nite. It follows that the answer to (vi) (2)
is no. ♦
Proposition 5.2.
Λ2 satises (iii), and further does not have weak loally nite H1 measure so
that the answer to (iii) is no.
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Proof:
There are two types of points to onsider. If x 6= (0, 0), then if x = (x1, x2)
x ∈ graph
(
sgn(x1)sgn(x2)δx
2
n
)
for some n ∈ N. Then for
rx =
|x|2δ
4(n+ 1)
,
Brx(x) ∩ Λ2 ⊂ graph
(
sgn(x1)sgn(x2)δx
2
n
)
Sine also x2 is dierentiable there is a tangent line Lx to sgn(x1)sgn(x2)x
2/n
at x and a radius that an be hosen to be smaller than rx, rx1 = rx1(δ) > 0,
suh that for all
y ∈ graphsgn(x1)sgn(x2)x
2
n
∩Brx1 (x)
|πL⊥x (y)− πL⊥x (x)| < δ|πLx(y)− πLx(x)|
so that
Br(x) ∩ Λ2 ⊂ Lδrx
for eah r ∈ (0, rx1]. Thus x is an aeptable point with respet to (vi).
If x = (0, 0), then by onstrution, we may hoose Lx = R and note that for
|x| < δ
|x2|
n
=
|x||x|
n
< |x|δ
for eah n ∈ N. Thus it follows that for eah r ∈ (0, rx = δ]
Λ2 ∩ Br((0, 0)) ⊂ Lrδx .
It follows that Λ2 satises (vi).
Note, however, that due to the fat that there are ountably innitly many
lines of length greater than or equal to 2r going through any ball of radius r
around (0, 0), it follows that for all r > 0
H1(Λ2 ∩ Br((0, 0))) =∞
so that Λ2 is not weak loally H1 nite. It follows that the answer to (vi)
(2) is no. ♦
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5.2 Spiralling
For Aε and Aε we show that the required measure properties hold rst. That
is that both of the sets are not weak loally H1-nite. After that we then
demonstrate that the set indeed satises (iv). Indeed, we have to work quite
hard to get the results for Γε and Aε. This arises from the fat, as has been
mentioned and as will be shown in the next hapter, that Γε and Aε develope
spirals in the set. In order to show the required properties we need to show
that these spirals are not too tight. We now prove a tehnial lemma showing
that we an nd a "spiral free" view of our sets Γε and Aε. We an then
disuss the measure properties of Aε and Aε.
In order to disuss spiralling, we learly need to disuss angles. For us,
most essential will be the angle between two sets, partiularly the angle be-
tween two trianglular aps. As simply saying the angle between two sets is
unlear, we make a denition that will be suient for our needs.
Denition 5.2.
Let A and B be two sets with a single ommon point z that an be divided by
some G ∈ G(1, 2) in a sense that is explained below. Then the angle between
the two sets ψAB is dened by
ψAB = min{θ : Cθ(z) ⊃ G(A ∪ B) for some G ∈ G(1, 2) dividing A and B}
where as usual G(1, 2) is the grassman manifold, G(·) denotes the rotation
that takes G ∈ G(1, 2) to Rx, and G divides A and B if for all X ∈ A,
πx(X) ≤ 0 and for all Y ∈ B, πx(Y ) ≥ 0
Remarks: Clearly if A1 ⊂ A, and B1 ⊂ B are suh that A1∩B1 = A∩B =
{z} then ψA1B1 ≤ ψAB. Note that the order is important due to the dividing of
A and B. The notation ψAB will always denote that A is in the "left one half"
(i.e. πx(G(A)) ⊂ R−x ) and B is in the "right one half" (i.e. πx(G(B)) ⊂ R+x )
for the G giving the minimum. We note that ψ
(·)
(·) is subadditive in the sense
that, if A,B and C are sets for whih the denition makes sense for the
pairings {A,B} and {B,C} with z1 = A ∩ B and z2 ∈ B ∩ C, then
ψAC−{z2−z1} ≤ ψAB + ψBC ,
provided that suh a value is less than π/2 (to ensure the dividing of the sets
ontinues to make sense). Note that ψ
(·)
(·) is translation and rotation invariant.
We note also partiularly that in onsidering the angle between sets A and
B, if there is an ane spae L suh that A ∩ L = {z, za} (i.e. ontains the
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point ommon with B, z, and another point), then ψLB ≤ ψAB otherwise it
would be impossible to ontain za and B in a one of angle ψ
A
B around z.
We also need to onsider the angles that are atually intrinsi to the tri-
angular aps.
Denition 5.3.
Let n ∈ N ∪ {0} and j ∈ {1, 2, ..., 2n}, then we see from Construtions 1,2
and 3 that the triangular ap Tn,j is an isoseles triangle. We denote the
angles of Tn,j as θ
A
n,j and π − 2θAn,j where
θAn,j = tan
−1
(
22−nε
(1+n16ε2)1/2
2n+1
)
and where the ε is that assoiated with the onstrution of Aε. Should the
set A be understood we will simply write θn,j. Further, as in this hapter,
should the θ(n, j) be independent of j for the understood set A; θ(n, j) will be
written θ(n, ·).
Also, suppose that L is an 1-dimensional ane subspae (i.e. a line) of
R
2
of nite length (so that it has a middle point l), then we use OL to denote
the orthogonal transformation suh that
OL : L→ R
and
OL(l) = (0, 0).
Remark: At the present time the angles θAn,j are independent of the index
j. However, in Chapters 7 and 8 when we look at general forms of the on-
strution of Aε, the angles will be allowed to vary dependent on n and j. For
uniformity and simpliity later in the work, we introdue the symbol for the
more general needs immediately.
Note: We note that from here on we take ψ(0, ε) < π/32. Thus we need ε
suh that
tan−1
(
8ε
(1 + 16ε2)1/2
)
<
π
32
(oming from the denition of ψ(n, ε).) That is
8ε
(1 + 16ε2)1/2
< 0.09
52
so that taking
0 < ε <
1
100
is suient. Sine we in any ase want to look at very small ε and eventually
will also be looking at ε → 0, this presents us with no problems. We will
therefore heneforth assume the ε used to onstrut Γε, Aε, Aε and other
similar sets is less than 0.01. The reason for this assumption is that it is
required for the spiralling Lemmas to work.
Lemma 5.1.
Suppose that Aε, Aε and Γε are as dened in Construtions 1,2 and 3. Then
(1)
should two neighbouring triangles, Tn,i and Tn,i+1, be ontained in another
(neessarily earlier) triangular ap Tm,j(i) (m ≤ n) then
ψTn,iTn,i+1 ≤ 2θm,j(i) ≤ 2θ0,1.
and
(2)
the retangle
Rn,i = πx
(
OAn,i
(∪j:|i−j|≤1An,j))× [−2H1(An,i), 2H1(An,i)]
has the property
O−1An,i(Rn,i) ∩A ⊂
⋃
j:|i−j|≤1
An,j,
in the ase of Aε and Aε and
O−1An,i(Rn,i) ∩A ⊂
⋃
j:|i−j|≤1
Tn,j,
in the ase of Γε
Proof:
We write the proof for Aε, from whih the proofs for Aε and Γε follows. This
is true for Aε sine Aε ⊂ Aε and it is true for Γε sine we make all laims with
respet to the triangular aps, and the seond laim for Aε follows by noting
that in θn,j only An,j is in A in any ase. The only additional tool used is
properties of θn,j. However sine the only property of θn,j from the onstru-
tion of Aε that is used is that θn,j ≤ θm,i for m ≤ n and sine θn,j ≡ θ0,1 for
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all n ∈ N, j ∈ {1, ..., 2n} in the onstrution of Γε, all arguments involving
θ·,· also translate diretly to Γε.
For (1), let Tn,i and Tn,i+1 be two neighbouring triangular aps with om-
mon point z. Then, by the onstrution of Aε, z = zn1+1,2i1 is the vertex of
a triangular ap Tn1,i1 for some n1 < n and some appropriate i1. Further,
sine z ∈ Tm,j(i) and Tn,i, Tn,i+1 ⊂ Tm,j(i) so that z 6∈ E(Am,j(i)) m < n1 as
otherwise the vertex an1,i1 annot be in Tm,j(i).
Then by onsidering Gn1,i1 ∈ G(1, 2) hosen suh that Gn1,i1||An1,i1 we see
that we an hoose two "halves" (divided at zn1+1,2i1) of Gn1,i1 , G
−
n1,i1
and
G+n1,i1, suh that
ψ
An1+1,2i1
G
n1,i
+
1
+z ≤ θn1,· and ψ
G
n1,i
−
1
+z
An1+1,2i1−1
≤ θn1,·
so that, sine in both ases in nding the minimum over ones, from whih the
denition of ψ
An1+1,2i1
G
n1,i
+
1
+z and ψ
G
n1,i
−
1
+z
An1+1,2i1−1
omes, we used the one with respet
to Gn1,i−1, we have
ψ
An1+1,2i1
An1+1,2i1−1
≤ θn1,·.
Sine then Tn1+1,2i1−1 and Tn1+1,2i1 are onstruted on the interior of Tn1,i1
with a base angle of θn1+1,·, it follows similarly that
ψ
Tn1+1,2i1
G
n1,i
+
1
+z ≤ θn1,· + θn1+1,· and ψ
G
n1,i
−
1
+z
Tn1+1,2i1−1
≤ θn1,· + θn1+1,·
so that, sine we have, as above, in both ases again made the statements
about ψ·· with respet to a one around Gn1,i1
ψ
Tn1+1,2i1−1
Tn1+1,2i1
≤ θn1,· + θn1+1,·.
Now, sine θn,· > θm,· for all n < m it follows that θn1,· ≤ θm,· ≤ θ0,· and that
θn1+1,· ≤ θm,· ≤ θ0,· so that
ψ
Tn1+1,2i1−1
Tn1+1,2i1
≤ 2θm,· ≤ 2θ0,·.
Finally, we note that now, by onstrution (in that Aε is dened through
intersetion of the onstruting levels) that Tn,i ⊂ Tn1,i1 and Tn,i+1 ⊂ Tn1,i1+1
so that
ψ
Tn,i
Tn,i+1
≤ 2θm,· ≤ 2θ0,·.
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This proves (1).
For (2), note that sine ε < 1/100, θ0,· < π/32.
We rst need to make a sublaim.
The laim is that if Tn,i and Tn,j are triangular aps with 2 ≤ |i− j| ≤ 3 then
πx

OAn,i

 ⋃
j:|i−j|<2
Tn,j



 ∩ πx(OAn,i(Tn,j)− {zn,i−2, zn,i+1}) = ∅
From this laim we will prove (2). As laimed above, we note that sine⋃
j:|i−j<2
An,j = A ∩
⋃
j:|i−j|<2
Tn,j
it is suient to prove that for any Tn,i, Tn,i+1, Tn,i+2 we have
A∩πx

OAn,i+1

 ⋃
j:|i+1−j|≤1
Tn,j



×[−2H1(An,·), 2H1(An,·)] ⊂ ⋃
j:|i+1−j|≤1
Tn,j.
We now onsider our laim.
We prove the ase for j − i > 0, the other ase following symmetrially.
Note that we know from (1) that
ψ
Tn,i
Tn,i+1
≤ 2θ0,·
and that
ψ
Tn,i+1
Tn,i+2
≤ 2θ0,·
so that
ψ
Tn,i
Tn,i+2−(zn,i+1−zn,i) ≤ 4θ0,·.
Indeed, sine
ψ
Tn,i+2
Tn,i+3
≤ 2θ0,·,
ψ
Tn,i
Tn,i+2−(zn,i+2−zn,i) = ψ
Tn,i
Tn,i+3−(zn,i+2−zn,i+1)−(zn,i+1−zn,i)
≤ ψTn,iTn,i+1 + ψ
Tn,i+1
Tn,i+2−(zn,i+2−zn,i+1)
≤ ψTn,iTn,i+1 + ψ
Tn,i+1
Tn,i+2
+ ψ
Tn,i+2
Tn,i+3
≤ 6θ0,·.
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It thus follows that ψ
An,i
Tn,i+3−(zn,i+2−zn,i) ≤ 6θ0,·.
Sine An,i is a line meeting the enter of the one
C6θ0,·(G(zn,i)) ⊃ G(An,i ∪ (Tn,i+3 − (zn,i+2 − zn,i)))
it follows that
OAn,i(G
−1(C6θ0,·(G(zn,i)))) ⊂ C12θ0,·((0,H1(An,i)/2))
and thus that
OAn,i(Tn,i+3 − (zn,i+2 − zn,i)) ⊂ C+12θ0,·((0,H1(An,i)/2))
(where C+ denotes the RHS of the one), and therefore from translation
invariane of the one ontaining a set
OAn,i(Tn,i+3) ⊂ C+12θ0,·,Rx+zn,i+2(zn,i+2).
This being the worse of the two possible j ases (j = i + 1 and j = i + 2),
an idential proeedure an be used to show that
OAn,i(Tn,i+2) ⊂ C+8θ0,·,Rx+zn,i+1(zn,i+1).
We note that
8θ0,· < 12θ0,· <
12π
32
<
π
2
.
Thus
πx(OAn,i(Tn,i+2 ∪ Tn,i+3)) ⊂ [πx(OAn,i(zn,i+1)),∞)
and
πx(OAn,i(Tn,i+2 ∪ Tn,i+3)− {zn,i+1, zn,i−2}) ⊂ (πx(OAn,i(zn,i+1)),∞).
We nd that a similar argument to the above produes
OAn,i(Tn,i+1) ⊂ C+4θ0,·,Rx+zn,i(zn,i).
so that sine 4θ0,· < π/2− θ0,·
max{πx(y) : y ∈ OAn,i(Tn,i+1)} = πx(OAn,i(zn,i+1))
> πx(OAn,i(zn,i))
= max{πx(y) : y ∈ OAn,i(Tn,i)}
= πx(OAn,i(zn,i−1)) +H1(An,·)
≥ max{πx(y) : y ∈ OAn,i(Tn,i−1)}.
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Thus learly
πx

 ⋃
j:|i−j|<2
OAn,i(Tn,j)

 ⊂ (−∞, πx(OA2,1(z2,3)],
so that
πx

 ⋃
j:|i−j|<2
OAn,i(Tn,j)

 ∩ πx(OAn,i(Tn,i+2 ∪ Tn,i+3)− {zn,i+1, zn,i−2}) = ∅
proving the laim.
We now prove (2) by indution. We rst note that for A0 and A1 it is
obvious, as there are 1 and 2 triangular aps respetively, meaning that A
is learly a subset of any "triple" (using " " as it is atually impossible to
hoose a triple) of the form required. For A2 there are four triangular aps,
so that there is something to prove. However, we note that for any hosen i
every triangle is either in the "triple" around i or has an index j suh that
2 ≤ |i− j| ≤ 3. Sine A is a subset of the four triangles, the required result
follows diretly from the above proved laim.
We now prove the indutive step. So we suppose that the indutive hy-
pothesis (i.e. (2)) holds for all triples {Tp,i−1, Tp,i, Tp,i+1} for a given p ∈ N
and show that it holds for an arbitrary triple {Tp+1,i−1, Tp+1,i, Tp+1,i+1}. We
set
T = ∪{Tp+1,i−1, Tp+1,i, Tp+1,i+1}.
Note rst that ⋃
j:|i−j|<2
Tp+1,j ⊂
⋃
j:|i1−j|<2
Tp,j
where i1 = (i/2)
⊓ − 1 (x⊓ is the smallest integer q ≥ x), so that the triple
is in fat a subset of a triple in the pth onstrution level. This triple in
the pth onstrution level, by the indution hypothesis ontains exatly 6
trianglular aps in the (p + 1)th onstrution level, namely {Tp+1, j}2i1+2j=2i1−3
with Tp+1,i ∈ {Tp+1,2i1−1, Tp+1,2i1}. We also have by the indutive hypothesis
that
A ∩ Rp,i1 ⊂
2i1+2⋃
j=2i1−3
Tp+1,j.
It follows that
A ∩Rp+1,i ∩ Rp,i1 ⊂
2i1+2⋃
j=2i1−3
Tp+1,j.
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Now, sine i ∈ {2i1−1, 2i1} we see that for all j ∈ {2i1−3, ..., 2i1+2}, either
|i − j| < 2 or 2 ≤ |i − j| ≤ 3. From the above proven laim it follows that
for eah j suh that 2 ≤ |i− j| ≤ 3, (Tp+1,j ∼ T ) ∩ Rp+1,i = ∅. Thus
A ∩Rp+1,i ∩ Rp,i1 ⊂ T .
The indution then follows in the ase that Rp+1,i ⊂ Rp,i1, as in this ase
A ∩ Rp+1,i = A ∩ Rp+1,i ∩ Rp,i1 ⊂ T .
We therefore prove that this is the ase. It is learly suient to show that
OAp,i1 (Rp+1,i) ⊂ OAp,i1 (Rp,i1)
as in this ase
Rp+1,i = OAp,i1 ◦O−1Ap,i1 (Rp+1,i)
⊂ OAp,i1 ◦O−1Ap,i1 (Rp,i1)
= Rp,i1,
whih is what we need.
Without loss of generality we may assume that
OAp,i1 (Tp+1,i) ⊂ △((0, 0), (−H1(Ap,j/2, 0), (0, εH1(Ap,j)))
⊂ △((0, 0), (−H1(Ap,j/2, 0), (0,H1(Ap,j)/100))
where △(a, b, c) denotes the triangle in R2 with verties a, b and c. The other
ases follow with symmetri arguments.
We have
πOAp,i1

 ⋃
j:|i−j|<2
OAp,i1 (Tp + 1, j)

 ⊂
{
t
(
−H1(Ap,j,−H
1(Ap+1,j)
100
)
+ (1− t)
(H1(Ap,j)
2
,
2H1(Ap+1,j)
100
)
: t ∈ [0, 1]
}
;
so that
OAp,i1

 ⋃
j:|i−j|<2
OAp,i1 (Tp + 1, j)

 ⊂ {x = y + z}
where
y ∈
{
t
(
−H1(Ap,j,−H
1(Ap+1,j)
100
)
+ (1− t)
(H1(Ap,j)
2
,
2H1(Ap+1,j)
100
)
: t ∈ [0, 1]
}
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and
z ∈
{
2sH1(Ap+1,j)
(−4
100
, 2
)
: s ∈ [−1, 1]
}
.
That is OAp,i1 (Rp,i) is a subset of the quadrilateral with verties
V1 := (−1.54H1(Ap,j), 2H1(Ap+1,j))
V2 := (0.96H1(Ap,j), 2.04H1(Ap+1,j))
V3 := (1.04H1(Ap,j),−2H1(Ap+1,j))
and
V4 := (−1.46H1(Ap,j),−2.04H1(Ap+1,j)).
Noting then that, due to the fat that θ0,· < π/32 and the general fat that
ψ
Tp,j
Tp,j+1
< 2θ0,· (from (1)) we get
H1(πx(OAp,i1 (Tp,j))) > cos
(π
8
)
H1(Ap,j)
> 0.9H1(Ap,j)
for all j suh that |j − i1| < 2, and sine
H1(Ap+1,j) = 1
2
(1 + 16ε2)1/2H1(Ap,k)
< 0.6H1(Ap,k)
we have
Rp,i1 = OAp,i1 (Rp,i1)
⊃ [−1.9H1(Ap,j), 1.9H1(Ap,j)]× [−2H1(Ap,j), 2H1(Ap,j)]
⊃ [−3H1(Ap+1,j), 3H1(Ap+1,j)]× [−3H1(Ap+1,j), 3H1(Ap+1,j)].
Sine learly
V1, V2, V3, V4 ∈ [−3H1(Ap+1,j), 3H1(Ap+1,j)]× [−3H1(Ap+1,j), 3H1(Ap+1,j)]
it follows that
OAp,i1 (Rp+1,i) ⊂ OAp,i1 (Rp,i1)
and thus that
Rp+1,i ⊂ Rp,i1
ompleting the proof of (2). ♦
59
5.3 Measure Properties of Aε and Aε
We now show that Aε and Aε are not weak loally H1-nite. We start with
the simpler: Aε.
Lemma 5.2.
Let ε > 0 be suh that Aε is well dened. Then Aε is not weak loally H1
nite.
Proof:
We note that for eah n0 ∈ N, sine Aε makes the lines in An0 less straight,
the renement to Aε inreases the measure of An0. That is
H1
(
n0⋂
i=1
∞⋃
n=i
An
)
≥ H1(An0).
Also, for arbitrary n ∈ N, from Lemma 3.2 we have
H1(An) = (1 + n16ε2)1/2.
So that
H1(Aε) ≥ lim inf
n→∞
(1 + n16ε2)1/2
= +∞
Sine for eah n ∈ N, Aε ⊂ ∩∞n=0 ∪2ni=1 Tn,i and limn→∞ base length Tn,i = 0
we know that for eah x ∈ A, and for eah R > 0 there exists n and i suh
that x ∈ Tn,i ⊂ BR(x). Thus also An,i ⊂ BR(x).
We now note that by the onstrution of Aε we atually have that the further
onstrution of Aε on An,i is the same as that for Aε exept that we start
with a base length H1(An,i) of H1(An)/2n instead of 1. That is Aε ∩ Tn,i is
a version of Aε saled by a fator of H1(An,j). Thus
H1(Aε ∩ BR(x)) ≥ H1(Tn,i ∩ BR(x))
≥ H
1(An))
2n
H1(Aε)
= +∞.
Sine this is true for eah x ∈ Aε and eah R > 0 the onlusion follows. ♦
This result also leads to the following interesting result. Not only is it in-
teresting in itself, showing that the set Aε has innite density in its own
dimension everywhere in the set. It is also useful in showing the nonretia-
bility of Aε later on.
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Corollary 5.1.
For eah y ∈ Aε
Θ1(H1, Aε, y) =∞.
Proof:
Let y ∈ Aε and ρ > 0.
Then there is a y1 ∈ Aε ∩ Bρ/2(y) suh that Bρ/2(y1) ⊂ Bρ(y).
Sine y1 ∈ Aε for eah n ∈ N there is a triangular ap Tn,i(n,y) ∋ y. Also,
there is an n0 ∈ N suh that H1(An,·) < ρ/4 for eah n > n0 so that
Tn,i(n,y) ⊂ Bρ/2(y1) for eah n > n0.
Now From the symmetry of onstrution we see that Tn0+1,i(n0+1,y) is a
H1(An0+1,·) sale opy of A2−n0ε. However, from Lemma 5.2 we know
H1(A2−n0ε) = ∞, thus
H1(Aε ∩ Bρ(y)) ≥ H1(Aε ∩Bρ/2(y1))
≥ H1(Aε ∩ Tn0+1,i(n0+1,y))
= H1(An0+1,·) · H1(A2−n0ε)
= ∞.
It follows that
Θ(Aε, y) = lim
ρ→∞
H1(Bρ(y) ∩ Aε)
ω1ρ
= ∞.
♦
Although having an innitely dense point is not that unommon, and infat
having a set of H1 positive measure of points of H1 innite density is not un-
ommon, that Aε is a set of positive H1 measure that has innite H1 density
at all points of its losure is less ommon, whih makes Aε a set of peuliar
interest in its own right without assoiation to the properties that we are
urrently disussing.
Although it is possible thatAε has this same peuliar property, it is not easy
to prove, and in fat we don't. We settle for nding one suh point, however
by removing small open balls around suh points gauranteed by the proof
that follows, we know that there must be at least ountably many points in
Aε of innite density.
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Although the proof that Aε is not weakly loally H1 nite is more involved
than that for Aε it is similar. We nd approximating sets (subsets of An)
that we an take a limiting inmum of to bound the measure of Aε from
below. We then show that this limiting inmum is innite. The proof that
there is a point of innite density is then an indiret proof using a overing
argument.
Lemma 5.3.
H1(Aε) =∞.
Proof:
Let δ > 0 and Bδ be a over of Aε of balls of radius smaller than or equal to
δ. Then as Aε is ompat we an nd a nite subover
Bf = {Bwi(xi)}Qi=1
of balls of radius wi < δ. Further, sine it is a nite olletion we an dene
wm := {w1, ..., wQ} > 0.
By appropriately seleting 8 balls around eah Bwi(xi) of radius wi we get a
new nite olletion of 9Q balls with
wm ≤ wi ≤ δ
that we relabel
Bf = {Bwi(xi)}9Qi=1
suh that
Awmε ⊂
9Q⋃
i=1
Bwi(xi) (5.1)
and
H1δ(Aε) = inf
{
1
9
9Q∑
i=1
wi
}
(5.2)
where the inmum is taken over all δ-overs of Aε.
Now, suppose that γ > 0 and that there is an n0 ∈ N suh that
(An − B) 6⊂ (Aε)γ
for all n ≥ n0.
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Then for eah γ > 0 there is a sequene {xn} with xn ∈ An ∼ B (m ≥ n)
suh that xm 6∈ Aγε .
Then, as {xn} is innite in [0, 1] × [0, 2ε] there exists a onvergent subse-
quene {yn} where for all n0 ∈ N there is a yn suh that
yn ∈ Am ∼ B for some m ≥ n0. (5.3)
We note that by onstrution
∞⋃
m=n+2
Am ⊂
2n+1⋃
i=1
Tn+1,i
and the boundaries (of the Tn+1,i's) losest to An are then the (An+2,i). Sine
then the angle between an An,· and an An+2,· that meet is θn,· − θn+1,·; that
for all Bri(xi) ∈ B suh that An ∩ Bri(xi) 6= ∅ we have
i ≤ 2 +
n∑
j=0
2j(<∞)
and there exists a
min
{
ri : 1 ≤ i ≤ 2 +
n∑
j=0
2j
}
.
Sine also, by Lemma 5.1 (2) the losest An+2,j to an An,i − ∪{Br(x) : x ∈
E(An,i) must be an An+2,j ⊂ An,i we then have
dn := d
(
An − B,
∞⋃
i=n+1
An
)
≥ d(An − B, An+2 − B)
≥ sin−1(θn+1,· − θn+2,·) · inf
{
ri : i ≤ 2 +
n+2∑
j=0
2j
}
> 0. (5.4)
Thus from (5.3) and (5.4) we have
lim
n→∞
yn ∈
( ∞⋃
n=1
(An − B)
)
and
lim
n→∞
yn 6∈ Am
63
for all m ∈ N whih means
lim
n→∞
yn ∈ Aε
but for all n ∈ N, yn 6∈ Aγε so that d(Aε, yn) > γ for all n ∈ N whih implies
d( lim
n→∞
yn,Aε) ≥ γ.
This ontradition means that for all γ > 0 and all no ∈ N there is an n > n0
suh that
(An − B) ⊂ Aγε .
Thus for eah n0 ∈ N there is an n.n0 suh that
(An − B) ⊂ Awmε
so that by (5.1) Bf is a over of balls of radius smaller than or equal to δ for
An − B and therefore
H1δ(An − B) ≤
9Q∑
i=1
wi.
Sine this is true for some n ≥ n0 for any n0 ∈ N it follows that
lim inf
n→∞
H1δ(An − B) ≤
9Q∑
i=1
wi.
Sine this is true for any over of Aε of balls with radius bounded above by
δ it follows that
lim inf
n→∞
H1δ(An − B) ≤ inf
{
9Q∑
i=1
wi
}
where the inmum is taken over all δ-overs of Aε. Thus by (5.2)
lim inf
n→∞
H1δ(An − B) ≤ 9H1δ(Aε).
Dene
Ln := An − B.
We will show that
lim
n→∞
H1(Ln) =∞.
Before we do this, however, we show how suh a fat an be used to omplete
the proof.
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Assuming H1(Ln) =∞ we then know that for all M ∈ R there is an n0 ∈ N
suh that
H1(Ln) > 2M
for all n ≥ n0. Let n0 ∈ N be suh a number and let
LM,m := {n ∈ N : n ≥ n0 and H11/m(Ln) < M}.
Sine H1δ(A) is inreasing as δ dereases for any A ⊂ R2, LM,m1 ⊂ LM,m2
whenever m1 > m2.
Then suppose there is no m ∈ N suh that LM,m = ∅, then
∞⋂
m=1
LM,m 6= ∅
so that there is an n ≥ n0 suh that H11/m(Ln) < M for all m ∈ N. Thus
lim
δ→0
H1δ(Ln) = lim
m→∞
H11/m(Ln)
< M
ontraditing H1(Ln) ≥ 2M .
It follows that there is a δ(M) > 0 suh that H1δ(M)(Ln) ≥ M for all n
suh that H1(Ln) ≥ 2M . Thus
lim inf
n→∞
H1δ(M)(Ln) ≥M.
Thus for all M ∈ R there is a δ(M) > 0 suh that for all δ < δ(M) > 0
H1δ(Aε) ≥ H1δ(M)(Aε)
≥ 1
9
lim inf
n→∞
H1δ(M)(Ln)
≥ M
9
.
Thus
H1(Aε) = lim
δ→0
H1δ(Aε)
= ∞.
To omplete the proof, we therefore now need to show that
lim
n→∞
H1(Ln) =∞.
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We onsider rst L7. Note
max{ri : Bri(xi)(A7) 6= ∅} = r1
=
1
4
2−7(1 + 7 · 16ε2)1/2
<
1
2
H1(A7,·)
and thus from Lemma 5.1 (2) we know that this implies
A7 ∩Bri(xi) ⊂ ∪{T7,j : x1 ∈ E(T7,j)}
= T7,1.
We remove this triangular ap from the measure that we ount toward L7
and note that
∑
Bri (xi):Bri (xi)∩A7 6=∅
ri ≤
∞∑
i=2
ri
≤
∞∑
i=1
ri
<
∞∑
i=1
4−i2−7(1 + 7 · 16ε2)1/2
< 2−6.
Eah ball Br1(xi) suh that Bri(xi)∩A7 6= ∅ (whih by onstrution are those
Bri(xi) suh that xi = ani for n ≤ 7), again by Lemma 5.1 (2) meets only
the two adjaent A7,· so that by letting
Dn := {triangular aps disarded from the estimation of Ln}
we have D7 = {T7,1} and thus
H1



A7 ∼ ⋃
T7,i∈D7
T7,i

 ∩ B

 ≤ 2−6
and sine eah triangle T7,i gives the same value from
H1(A7 ∩ T7,i)
we have with
Nn := ard(Dn)
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H1

A7 ∼ ⋃
T7,i∈D7
T7,i

 = 27 −N7
27
H1(A7)
and thus
H1(L7) ≥ 2
7 −N7
27
H1(A7)− 2−6.
We note in partiular that N7 = 1 < 2 and we make the following indutive
laims.
For eah n ≥ 7, by removing triangular aps interseting
∪{Bri(xi) : i ≤ n− 6}
we have Nn ≤ 2n−5 − 2 so that
Mn := { triangular aps remaining at the nth stage}
≥ 2−n − (2n−5 − 2).
Further, we have that
sup{r1 : r > n− 6} < 1
2
H1(An,·)
and that
H1
( ⋃
i>n−6
Bri(xi) ∩An
)
≤
∞∑
i=1
ri < 2
−6
so that
H1(Ln) > H1

An ∼ ⋃
Tn,i∈Dn
Tn,i ∼
(
An ∩
⋃
i>n−6
Bri(xi)
)
≥ H1

An ∼ ⋃
Tn,i∈Dn
Tn,i

− 2−6
≥ 2
n − (2n−5 − 2)
2n
H1(An)− 2−6.
We know that these onditions hold for n = 7. Now we assume that they
hold for some n ≥ 7 and show the indutive step to show that they hold for
n + 1.
First, we know that Nn ≤ 2n−5 − 2. This is the number of triangular aps
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that we have removed due to the intersetion with balls {Bri(xi)}n−6i=1 . Thus
there exist no more than the triangular aps Tn+1,j suh that
Tn+1,j ⊂ Tn,i ∈ Dn
for some i. For eah suh Tn,i ∈ Dn there are 2 suh triangular aps Tn+1,j.
Then, as
rn+1−6 < 4−(n+1−6H1(A7,·) < 1
2
H1(An+1−6,·)
it follows from Lemma 5.1 (2) that Brn+1−6(xn+1−6) intersets at most 2 tri-
angular aps Tn+1,i. Thus removing these triangular aps means that removal
of triangular aps of the n+1th level due to intersetions with {Bri(xi)}n+1−6i=1
has led to the removal of
2Nn + 2 ≤ 2(2n−5 − 2) + 2 = 2(n+1)−5 − 2
triangular pas at the n+ 1th level. It follows that
Mn+1 = 2
n+1 −Nn+1 ≥ 2n+1 − (2(n+1)−5 − 2)
as required.
Now
sup{ri : i > n+ 1− 6} <
(
1
4
)n+1−6
H1(A7,·)
<
1
2
H1(An+1,·).
Sine, by onstrution
Bri(xi) ∩ An+1 = ∅ for eah i > 2 +
n+1∑
j=0
2j
and sine for eah i ≤ 2 +∑n+1j=0 2j ,
x− i ∈ E(An+1)
we know that apart from
n+1−6⋃
i=1
Bri(xi),
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for whih we have already removed the relevant triangular aps, Bri(xi) is a
ball around an edge point of An+1 with ri < 1/2H1(An+1,·). Thus by Lemma
5.1 (2) Bri(xi) an only meet the two triangular aps Tn+1,i with intersetion
point xi, it follows that for
n+ 1− 6 ≤ i ≤ 2 +
n+1∑
j=0
2j
Bri(xi) onsists of two straight lines of length ri. Thus
H1
( ∞⋃
i=n+1−6
Bri(xi) ∩ An+1
)
= H1

2+
∑n+1
j=0 2
j⋃
i=n+1−6
Bri(xi) ∩ An+1


≤
2+
∑n+1
j=0 2
j∑
i=n+1−6
2ri
<
∞∑
i=n+1−6
2−i
< 2−6.
Therefore
H1(Ln+1) = H1(An+1 ∼ B)
≥ H1

An+1 ∼ ⋃
Tn+1,i∈Dn
Tn+1,i ∼
∞⋃
i=n+1−6
Bri(xi)


≥ H1

An+1 ∼ ⋃
Tn+1,i∈Dn
Tn+1,i

−H1
(
An+1 ∩
∞⋃
i=n+1−6
Bri(xi)
)
≥ H1

An+1 ∼ ⋃
Tn+1,i∈Dn
Tn+1,i

− 2−6.
Sine H1(An+1 ∩ Tn+1,i) is onstant over i we know
H1

An+1 ∼ ⋃
Tn+1,i∈Dn
Tn+1,i

 ≥ Mn+1
2n+1
H1(An+1)
so that
H1(Ln+1) ≥ 2
n+1 − (2n+1−5 − 2)
2n+1
H1(An+1)− 2−6
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ompleting the indutive step.
We thus, most importantly have
H1(Ln) ≥ 2
n − (2n−5 − 2)
2n
H1(An)− 2−6
≥ (1− 2−4)H1(An)− 2−6
for eah n ≥ 7, so that
lim inf
n→∞
H1(Ln) ≥ lim inf
n→∞
(1− 2−4)H1(An)− 2−6
= −2−6 + (1− 2−4) lim inf
n→∞
H1(An)
= ∞.
Thus we an use the word limit and write
lim
n→∞
H1(Ln) =∞
whih is what was required to omplete the proof. ♦
Corollary 5.2.
Aε and Aε are not weak loally H1-nite.
Proof:
For Aε this follows diretly from Corollary 5.1.
Now, suppose that Aε is weakly loally H1-nite. Then for eah y ∈ Aε
there is a radius ρy > 0 suh that
H1(Aε ∩ Bρy(y)) <∞.
{Bρy(y)}y∈Aε is an open over of Aε so that sine Aε is ompat there must
exist a nite subover {Bρyn (yn)}Qn=1 of Aε and further we know that
M := max{H1(Aε ∩ Bρyn (yn)) : 1 ≤ n ≤ Q} <∞.
It follows that
H1(Aε) ≤ H1
(
Aε ∩
Q⋃
n=1
Bρyn (yn)
)
≤
Q∑
n=1
H1(Aε ∩ Bρyn (yn))
≤ QM
< ∞.
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This ontradition implies that there must exist a y ∈ Aε suh that for eah
ρ > 0
H1(Aε ∩ Bρ(y)) =∞
and therefore that Aε is not weak loally H1-nite. ♦
5.4 Approximate j-Dimensionality of Aε and Aε
Having shown the measure theoreti properties of Aε andAε that are required
for them to be appropriate ounter examples to (iv) (2), we now go on to
show that Aε and Aε atually do satisfy the requirements of the Denition
of (iv).
Lemma 5.4.
Aε and Aε satisfy property (iv).
Proof:
Sine Aε ⊂ Aε, proving that Aε satises (iv) is suient to prove the Lemma.
We therefore proeed to prove that Aε is (iv).
We rst onsider an arbitrary triangular ap, Tn,i from somewhere in our
onstrution. From the onstrution it is lear that it must be isoseles.
From Lemma 5.1 and Constrution 3.2 (partiularly the onstruted vertial
heights, and Lemma 5.1 (1)) we see that it must have the two sorts of angles,
ψ(n, ε) and π − 2θn,·, where, as in Denition 5.3
θn,· = tan−1
(
22−nε
(1+n16ε2)1/2
2n+1
)
.
so that we have
lim
n→∞
θn,· = lim
n→∞
tan−1
(
22−nε
(1+n16ε2)1/2
2n+1
)
= tan−1
(
22−n+n+1ε
(1 + n16ε2)1/2
)
= 0. (5.5)
We now hoose arbitrarily some δ > 0 and x ∈ Aε. We show that there is a
rx suh that for eah r ∈ (0, rx]
Aε ∩Br(x) ⊂ Lδrx,r.
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Sine the endpoints of An,i for eah n, i are not in Aε, x is not an endpoint
so that we know from (5.5) that we an hoose an rx > 0 suh that
Brx(x) ∩A ⊂ Tn0,j0
for some hoie of n0 ∈ N and j0 ∈ {1, ..., 2n0} and suh that for all n > n0
θδ := tan
−1(δ)
> 3θn−1,· + 2θn−2,·
> θn,·.
Sine x ∈ Aε ∩ Tn0,j0, for eah n > n0, x ∈ Tn,j(n) for some j(n) ∈ {1, ..., 2n}.
For eah r ∈ (0, rx] we an therefore hoose an n1 > n0 and j1 = j(n1) suh
that
H1(An1,j1) ∈ [r/2, r).
We now onsider x as simply being some element of Tn1,j1 and set Lr,x to be
the ane spae parallel to An1,j1 ontaining x.
We now hek that
22−n1ε >
δr
2
.
First, we note that
δ > tan(θn1,·)
=
22−n1+n1+1ε
(1 + n16ε2)1/2
=
8ε
(1 + n116ε2)1/2
whih we get from the seletion of n1. Also, from the seletion of n1 with
respet to r that we have
r > H1(An1, j1)
=
(1 + (n1)16ε
2)1/2
2n1
so that
δr >
8ε(1 + (n1)16ε
2)1/2
(1 + n116ε2)1/22n1
≥ 23−n1
72
giving the desired inequality. This gives us that the vertial height of Tn1,j1
is less than half the diameter of the neighbourhood that we need around Lr,x
(that is Lδrr,x). Thus
Br(x) ∩ Tn1,j1 ⊂ LδRr,x.
It only remains to show that the remainder of Aε ∩ Br(x) is inside of an
appropriate one around Lδrr,x. Sine from the hoie of n1 with respet to r
we have that
Br(x) ⊂ πx
(
OAn,i
(∪j:|i−j|≤1An,j))× [−2H1(An,i), 2H1(An,i)].
Thus from Lemma 5.1 (2) it follows that the remainder of A is ontained in⋃
i:0<|i−j|<3
Tn1,i
so that it sues to prove that these four aps are in the appropriate one
around Lδrr,x. We note that the union of these four aps is the subset of three
Tn1−1, k aps,
Tn1,j1−2 ∩ Tn1,j1−1 ∩ Tn1,j1+1 ∩ Tn1,j1+2 ⊂ Tn1−1,j1−1 ∩ Tn1−1,j1 ∩ Tn1−1,n1+1.
By onstrution the maximal angle divergene from Lδrr,x that an edge on a
neighbouring triangular ap of order n1 is 2θn−1,· and similarly for a triangular
ap of order n1− 1, the maximal angular divergene is 2θn−2,·. Adding these
together (whih is atually worse than ould possibly our) we nd that the
maximal angle requirement for a one around Lδrr,x is
2θn−1,· + 2θn−2,· < 3θn−1,· + 2θn−2,·
< θδ.
It follows that we now have
Br(x) ∩ A ⊂ Lδrr,x.
Sine x and δ were arbitrary, this shows that Aε has the ne weak 1-dimensional
ε-approximation property with loal rx uniformity, (that is, it satises (iv))
and thus ompletes the proof. ♦
Corollary 5.1 and Lemma 5.4 allow us to provide the answer to question (iv)
(2). We present this result formally in the following Theorem.
Theorem 5.1.
The answer to (iv) (2) is no.
Proof:
From Lemma 5.4 Aε is a set that satises (iv) (2). Sine, from Corollary 5.1
we know that Aε is not weak loally H1-nite it follows that Aε is a ounter
example to the answer to (iv) (2) being yes. ♦
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5.5 Approximate j-Dimensionality of Γε
As previously disussed, the remainder of the answers to our denitions are
ompletely dependent on showing that Γε satises (v). We show that this is
true, or at least suiently true in the following Lemma. Suiently true
here means that we an nd an appropriate ε suh that Γε onstruted with
this ε satisfues (v) for any given δ > 0. This is suient sine denition (v)
is dependent on some arbitrary but xed δ unlike (iv) whih requires δ to be
able to be hosen arbitrarily for any set satisfying (iv). We show rst that
Γε satises (v) and then how the remainding lassiation follows.
Lemma 5.5.
For all δ > 0 there exists an εδ = εδ(δ) > 0 suh that Γεδ satises property
(v) with respet to δ.
Proof:
Let 0 < ε < 1/100. We show, in fat, that there exists a funtion
δ(ε) : R→ R
suh that
lim
ε→0
δ(ε) = 0
suh that Γε satises (v) with respet to δ(ε). It then follows that for all
δ > 0 there is an εδ > 0 suh that δ(εδ) < δ; Γε then satises (v) with
respet to δ(εδ) and therefore with respet to δ.
Let w ∈ Γε and ρ ∈ (0, ρ0](= (0, 1]). Then, as in Lemma 5.4, we know that
there exists an n ∈ N suh that w ∈ Tn,i for some i with H1(Tn,i) ∈ [ρ, 2ρ).
Now from Lemma 5.1 (1)
{ψTn,jTn,j+1}j=ij=i−1 < 2θ0,· <
π
16
so that
O−1An,i(Rn,i) = O
−1
An,i
(πx(OAn,i(∪j:|i−j|≤1An,j))× [−2H1(An,i), 2H1(An,i)])
⊃ O−1An,i([−(0.5H1(Tn,·) + 0.9H1(Tn,·)), 0.5H1(Tn,·) + 0.9H1(Tn,·)]
×[−2H1(An,i), 2H1(An,i)])
⊃ O−1An,i([−ρ, ρ]× [−2H1(An,i), 2H1(An,i)]).
This implies that
Bρ(w) ⊂ O−1An,i(Rn,i). (5.6)
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From Lemma 5.1 (2) it follows that
Γε ∩ Bρ(w) ⊂
⋃
j:|i−j|<2
Tn,j ∪O−1An,i(Rn,i)c,
Sine, from (5.6)
Bρ(w) ∩ O−1An,i(Rn,i)c = ∅,
Γε ∩Bρ(w) ⊂
⋃
j:|i−j|<2
Tn,j (5.7)
and more importantly, that
Γε ∩

Bρ(w) ∼ ⋃
j:|i−j|<2
Tn,j

 = ∅.
Sine
sup{πy(x) : x ∈ OAn,i(Tn,i)} ≤ εH1(An,i)
≤ ε2ρ
and sine from Lemma 5.1 (2)
OAn,i

 ⋃
j:|i−j|=2
Tn,j

 ⊂ C4θ0,·((0, 0))
so that we have
sup

|πy(z)| : z ∈ OAn,i

 ⋃
j:|i−j|=1
Tn,j ∩ Bρ(w)



 ≤ sin(4θ0,·)ρ
it follows that
sup{|πy(z)| : z ∈ OAn,i(Γε ∩ Bρ(w))} < sup{2ε, sin(4θ0,·)}ρ
= sin(4θ0,·)ρ
and thus by hoosing Lw,ρ||An,i we have
sup{|π⊥Lw,ρ(z)| : z ∈ Γε ∩ Bρ(w)} < sin(4θ0,·)ρ,
that is
Γε ∩Bρ(w) ⊂ Lsin(4θ0,·)ρw,ρ .
Thus Γε satises (v) for δ > sin(4θ0,·). Whih, sine
lim
ε→0
sin(4θ0,·) = 0,
by setting δ(ε) = sin(4θ0,·), proves the lemma. ♦
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The dimension of Γε follows from the work of Huthinson [10℄. The proof is
not trivial and so we do not present the proof here. We will however apply
Huthinsons proof regularly as a fundamental theorem of dimension to whih
we an redue all of our investigations into the dimension of the generalised
Koh Sets onsidered in Chapters 7 and 8. It is therefore important to state
the Theorem and to show that Γε satises the onditions required for the
Theorem to be applied.
We rst mention a result of Mandelbrot [13℄ required to make sense of the
result in [10℄ that we use.
Proposition 5.3.
Let {ri}Ni=1 be a sequene of positive real numbers, then there exists a unique
D ∈ R suh that
N∑
i=1
rDi = 1.
With this D we an now onsider the appropriate result about dimension
from [10℄.
Theorem 5.2.
If
K =
N⋃
i=1
Si(K)
where Si are ontration mappings and if there exists an open set O suh that
1. 0 6= ∅
2.
⋃N
i=1 Si(O) ⊂ O
3. Si(O) ∩ Sj(O) = ∅ whenever i 6= j
Then if LipSi =: ri for eah 1 ≤ i ≤ N and D is the unique real number for
whih
N∑
i=1
rDi = 1
dimK = D.
We an apply this Theorem diretly to our ase with Γε by appealing to
Proposition 3 as follows.
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Lemma 5.6.
For eah ε > 0, dimΓε > 1.
Proof:
By Proposition 3.1 there exist, for eah ε > 0 ontration maps S1, S2 with
LipSi = l(ε) > 1/2 for eah i = 1, 2 and an open set O suh that the require-
ments of Theorem 5.2 are satised for K = Γε.
It follows that
2∑
i=1
(LipSi)
dimΓε = 1.
That is
2ldimΓε = 1,
or
dimΓε = − ln2
lnl
> 1.
♦
We now have the tools to, and do in the following Theorem and Corollary,
give the answers to our remaining denitions.
Theorem 5.3.
The answer to (v) (1) is no.
Proof:
From Lemma 5.5 we know that Γε satises (v). Lemma 5.6 shows that
dimΓε > 1 and therefore that Γε is a ounter example to the answer to (v)
(1) being yes. ♦
Corollary 5.3.
The answer to the following denitions is no.
(v) (2),
(ii) (1), and
(ii) (2).
Proof:
Sine from Lemma 5.6 we know that the dimension of Γε is greater than 1,
it follows that Γε annot be weak loally H1-nite. Sine Lemma 5.5 then
shows that Γε satises (v), it follows that the answer to (v) (2) must be no.
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Sine Property (v) is stritly stronger thatn Property (ii). Any set that
satises (v) must also satisfy (ii). It then follows that Γε satises (ii) and
thus in the same way that the answer to (v) (1) and (2) is no it follows that
the answers to (ii) (1) and (2) is no. ♦
This ompletes the lassiation results that were the inital motivating aim
for this work. We present again here a summary of the lassiation results:
(i) (1) no (2) no
(ii) (1) no (2) no
(iii) (1) yes (2) no
(iv) (1) yes (2) no
(v) (1) no (2) no
(vi) (1) yes (2) no
(vii) (1) yes (2) yes(weak)/no(strong)
(viii) (1) yes (2) yes.
We next ontinue with results related to the tting of the ounter examples
to the eight properties. In partiular we show that Aε does indeed spiral in
a sense that will be dened and we show that the ounterexamples an be
extended to higher dimensions.
We have already seen that a rih tapestry of results follows from these more
ompliated examples. In the interest of nding as muh interesting mathe-
matis as possible that ould arise from these sets we then in Chapters 7 and
8 allow for generalisation of these sets and show various measure theoreti
properties of the resulting sets.
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Chapter 6
Misellaneous Results
In this setion we present some further interesting and relevant results found
in assoiation with the study leading to the lassiation that we have pre-
sented, but that were not diretly neessary in the lassiation. In partiular
we show that our present ounter examples would not be suient for a δ-ne
version of property (v) and that Aε does not satisfy (vii), showing that there
is no diret strength ranking of the 8 denitions in Denition 2.2 sine Λδ
whih satises (vii) does not satisfy (iii) whih is satised by Aε. Further,in
the proof that Aε does not satisfy (vii) we see that the sets Aε do infat spiral
innitely nely in a sense that will beome learer.
We also disuss how to extend the presented ounter examples into higher
dimensional ounter examples. We show one suh extension sine the proess
of extending to higher dimensions remains the same for eah of the sets.
6.1 The Existene of Spiralling
We start by showing that Aε does not satisfy (v) for eah δ > 0. Similarly,
but oppositely to Lemma 5.5 we show that there is also a funtion δ1 : R→ R
suh that for eah ε > 0, for eah δ < δ1(ε), Aε does not satisfy (v) for δ.
Thus, although for eah δ there is an Aε that tes, there is no ε suh that Aε
satises (v) for every δ, thus showing that Aε and indeed Γε are not suient
as ounter examples to any δ-ne version of (v).
Proposition 6.1. There is a funtion
δ1 : R→ R+
with δ1(x) > 0 for all x > 0 suh that for eah ε > 0 and all δ < δ(ε) Aε
does not satisfy (v) with respet to δ.
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Proof:
First, we take
y ∈ Aε ∩B ε
32
((
1
2
, 2ε
))
and ρ > 3
8
, say ρ = ρ0 =
1
2
(ρ0 =
1
2
as B1/2((1/2, 0)) ⊃ A. It is not hard to
see that we then have
∂Bρ(y) ∩ int(T3,1) 6= ∅
and
∂Bρ(y) ∩ int(T3,4) 6= ∅
so that, more partiularly
Bρ(y) ∩ T3,1 ∩ Aε 6= ∅
and
Bρ(y) ∩ T3,4 ∩Aε 6= ∅.
We now note that
sup
x∈T3,i
πy(x) < ε
for i = 1, 4 and that learly
inf
x∈B ε
32
(( 1
2
,2ε))
πy(x) >
63ε
32
.
It follows that a vertial gap between y and points in A ∩ Bρ(y) of atleast
31ε
32
exists both "to the left" of y (that is points z ∈ T3,1 where we must
have πx(z) < πx(y)) and "to the right" of y (similar to above, that is points
z ∈ T3,4 where we must have πx(z) > πx(y)).
Similarly learly, we know that πx(z) > 0 for all x ∈ T3,1 (and also in fat
T3,4) and onversely we have πx(z) < 1 for all z ∈ T3,4 (and in fat, but
unimportantly T1,4). Also we have
πx(y) ∈
(
1
2
− ε
32
,
1
2
+
ε
32
)
⊂
(
63
128
,
65
128
)
sine ε < 1
4
.
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This means that in the best ase any one has less than a horizontal length
of
65
128
to spread out to meet a set of vertial distane
31ε
32
away from it's enter.
Supposing, to begin with, that Ly,ρ||Rx (that is Ly,ρ is parallel to the hori-
zontal axis) then the one angle must be, to over the "best ase mentioned
above" at least
tan−1
((
31ε
32
)(
65
128
)
)
.
Now, should Ly,ρ not be horizontal, we have that it is either positively or
negatively sloped, but in either ase, it ontinues to go through y. In the
former ase, we have that the one angle estimate is imporoved for points
in T3,1 however, ontinuing to observe the y = (63/128, 63ε/32) ase with a
z ∈ T3,4, it is lear that the resultant required one angle for this z an be no
better than the one angle required to inlude z = (1, ε). We must therefore
have that the minimum one angle is no better than
θ = tan−1
((
31ε
32
)(
65
128
)
)
+ ||(Ly,ρ − y)− Rx||G(1,2)
> tan−1
((
31ε
32
)(
65
128
)
)
where || · ||G(1,2) denotes the norm on the grassman manifold of 1-planes in
R
2
. A similar argument works onsidering points in T3,1 in the ase that Ly,ρ
is negatively sloped possibly improving the estimate for points in T3,4. We
therefore have that the one angle
tan−1
((
31ε
32
)(
65
128
)
)
annot be improved on, so that for any
δ <
(
31ε
32
)(
65
128
)
Aε annot satisfy (v) with respet to δ.
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Thus the funtion δ1 dened by
δ1(x) :=
(
31x
32
)(
65
128
)
satises the requirements for the Proposition. ♦
To prove that Aε (and indeed Γε) annot satisfy (vii) irrespetive of δ, we
have to show that although no spiralling ours in the viinity of any given
point in Aε at a given approximation level, spiralling does indeed our.
This means that for any point x ∈ Aε, any radius r > 0 and any poten-
tial approximating ane spae, there exists a (smaller) triangular ap in
Br(x) whose base is arbitrarily lose to perpendiular to the approximating
ane spae.
It then follows that an approriate hoie of testing points and testing ra-
dius smaller than or equal to r in suh a triangular ap will allow us to show
that for any δ < 1 Aε and indeed Γε annot possibly satisfy (vii).
Proposition 6.2.
For eah ε > 0 and 0 < δ < 1, Aε does not satisfy Property (vii) with respet
to δ.
Proof:
Let δ ∈ (0, 1), ε > 0 and y ∈ Aε; then should Aε satisfy the denition
then for eah ρy > 0 there would exist an ane spae Ly,ρy suh that for all
x ∈ Aε ∩Bρy(y) and all ρ < ρy Bρ(x) ∩ Aε ⊂ Lδρy,ρ + x.
Now, sine we are assuming that Aε satises the denition there must be
a funtion,
φ : (0, 1)→ (0, 2π)
dependent only on δ whih desribes the one outside of whih no boundary
points of a ball around a point x ∈ Bρy(y) are in Aε. That is by dening
Eφ,ρ,x :=
{
x ∈ ∂Bρ(x) : tan−1
(
π⊥Ly,ρy (x)
πLy,ρy (x)
)
≥ φ(δ)
}
we have
Aε ∩ Eφ(δ),ρ,x = ∅,
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for all x ∈ A ∩ Bρ0(y) and also that there is a η(δ) > 0 suh that for all
x ∈ A ∩Bρ0(y), ρ ∈ (0, ρ0] and all z ∈ Epi
2
−pi−ψ(δ)
2
,ρ,x
Bρη(δ)(z) ∩A = ∅. (6.1)
That is, around points in the entral part of Eφ,ρ,x we an put a ball depend-
ing only on ρ and δ that will be ompletely empty of Aε.
We observe that y must be in some trianglular ap of the onstrution of
A, Tn,i, for some n and i, also suh that Tn,i ⊂ Bρ0(y). We make the nomen-
latutorial hoie to all the verties of the triangular ap Tm,i am,i, lm,i, and
rm,i hosen suh that
πx ◦OAm,i(am,i) = 0,
πx ◦OAm,i(lm,i) < 0, and
πx ◦OAm,i(rm,i) > 0.
That is a denotes the "top" vertii as we have previously dened, and l and
r denote the idential "left" and "right" base angles.
We now note that for eah k ∈ N we have
ψ
T
n+k,2ki+4k−1+2
Tn,i+z(i,k)
=
n+k∑
i=n
θi,·
for some appropriate point z(i, k) ∈ R2.
We now need some properties of the sequene {θi,·}∞i=1. First of all we reall
that
lim
i→∞
θi,· = 0. (6.2)
And that we an speially write that
θn,· = tan−1
(
8ε
(1 + 16nε2)1/2
)
.
so that using the fats that
dtan
dx
(x) ≥ 0,
and
dtan
dx
(x)|x=0 = 1
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(and hene for suiently large n, tan−1(1/εn) > 1/(2εn)), we get for any
n0 ∈ N
∞∑
n=n0
θi,· =
∞∑
n=n0
tan−1
(
8ε
(1 + 16nε2)1/2
)
≥
∞∑
n=n0
tan−1
(
8ε
4(1 + nε2)1/2
)
=
∞∑
n=n0
tan−1
(
8ε
4ε( 1
ε2
+ n)1/2
)
≥
∞∑
n=n0
8ε
8ε( 1
ε2
+ n)1/2
=
∞∑
n=n0
1
( 1
ε2
+ n)1/2
≥
∞∑
n=n0+E
1
n1/2
>
∞∑
n=n0+E
1
n
= ∞,
where E denotes the smallest integer greater than or equal to 1/ε2. It follows
that there exists a sequene, {nk} , suh that for eah k ∈ N
nk−1∑
i=n
θi,· <
2kπ − π
2
<
nk+1∑
i=n
θi,·.
So that there is a triangular ap Tnk,i(k) (for the appropriate i depending on
k) suh that
tan−1
(
π⊥Ly,ρ0 (rnk,i(k) − lnk,i(k))
πLy,ρ0 (rnk,i(k) − lnk,i(k))
)
− 2kπ − π
2
< θnk−1,· + θnk,·.
Thus, by (6.2) there exists a k ∈ N suh that
tan−1
(
π⊥Ly,ρ0 (rnk,i(k) − lnk,i(k))
πLy,ρ0 (rnk,i(k) − lnk,i(k))
)
− 2kπ − π
2
< θnk−1,· + θnk ,·
<
pi
2
− φ(δ)
2
.
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That is the triangular ap, Tnk,i(k) has the property that
rnk,i(k) ∈ Eφ(δ)+ pi2−φ(δ)
2
,|rnk,i(k)−lnk,i(k)|,lnk,i(k)
.
The endpoints themselves are not in A, however, we an hoose xl, zr ∈ A
suh that
|xl − rnk,i(k)| <
η(δ)|rnk,i(k) − lnk,i(k)|
2
and
|zr − lnk,i(k)| <
η(δ)|rnk,i(k) − lnk,i(k)|
2
so that there is a xr ∈ ∂B|rnk,i(k)−lnk,i(k)|(xl) suh that
zr ∈ Bη(δ)|rnk,i(k)−lnk,i(k)|(xr).
Sine, by our hoie of triangular ap, Tn,i, xl ∈ Bρ0(y) and |rnk,i(k)−lnk,i(k)| <
ρ0 this ontradits (6.1), proving the proposition sine ε and δ were hosen
arbitrarily. ♦
6.2 Higher Dimension Analogies of Γε, Aε and
Aε
We now ome to the higher dimensional generalisations of the ounterexam-
ples.
It is unfortunately trivial - unfortunate from the view of nding interest-
ing mathematis - to generalise our ounter examples to higher dimensions
so that we obtain no further insite into how the strutures of sets work. In
eah ase we simply ross eah set with either an interval or simply the plane
of the required dimension, depending on whether or not we need the set to be
bounded (as we do for ρ0 uniformity properties). We show, as an example,
how Aε is extended, and demonstrate how it ontinues to satisfy Property
(iii).
Suppose that we are taking j-dimensional approximations in Rj+k. We take
Sε = Aε × Rj−1 =⊂ RA × Rj−1 × RAc ,
where RA = RAc = R but have been given names for notational onveniene.
RA and RAc are identied with R and R
2/R as we have been onsidering in
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the preeeding setions so that Aε ⊂ RA × RAc . Further Sε is onstruted
inside of
R
j+k = RA × Rj−1 × RA,c × Rk−1.
We an thus see Sε as
Sε = {y = (y1, x2, ..., xn−1, y2, 0, ..., 0) : (y1, y2) ∈ Aε ⊂ RA × RAc, xi ∈ R}
⊂ RA × Rj−1x × RAc × Rk−1z ,
where R
j−1
x
∼= Rj−1 and Rk−1z ∼= Rk−1 are again notational onvenienes
denoting the dimensions along whih the extension of Aε into Sε exist (R
j−1
x ),
and the additional odimensions (R
k−1
z ).
Proposition 6.3.
Sε shows that the answer to (iii) (2) is no for arbitrary j.
Proof:
There are two properties that we need to show that Sε has. That it has the
ne weak j-dimensional δ-approximation property, and that for eah x ∈ Sε
and R > 0, Bj+kR (x) = +∞.
First, to show that Sε has property (iii). We take arbitrary y ∈ Sε and
δ > 0. We now need only show that there exists a j-dimensional ane spae,
Ly,ρ for eah ρ > 0, suh that
Sε ∩ Bρ(y) ⊂ Lδρy,ρ.
We note that sine Aε has property (iii), there exists for the hosen δ and y
a 1-dimensional ane spae L(y1,y2),ρ suh that
Aε ∩ B2ρ(y1, y2) ⊂ Lδρ(y1,y2),ρ.
It is therefore reasonable to take and test Ly,ρ = L(y1,y2),ρ×Rj−1x as our ane
spae. Clearly
Sε ∩Bρ(y) = (Aε ∩ πRA×RAc (Bρ(y)))× Rj−1x
⊂ Lδρ(y1,y2),ρ × Rj−1x
= Lδρy,ρ,
whih gives us that Sε has the appropriate property.
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To show that there is innite measure in eah ball BR1(y) we take an R1 > 0
and a y ∈ Sε. Let R = d(y, ∂Sε). We then get that
Hj(Sε ∩BR1(y)) ≥ Hj(Sε ∩ BR(y))
≥ Hj(Sε ∩ ([−R/4, R/4]j+k + (y1, 0, ..., y2, 0, ..., 0)))
= H1(A ∩ ([−R/4, R/4]2 + (y1, y2)))Hj−1(πRj−1x )
= H1(A ∩ ([−R/4, R/4]2 + (y1, y2)))
(
R
4
)j−1
= +∞,
showing that Sε is not weak loally Hj-nite. ♦
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Chapter 7
Generalised Koh type sets and
Relative entralisation of sets
We turn now to the generalisation of the sets Aε and Γε whih in our gen-
eralisations turn out to be two examples of the same sort of set. As already
hinted at in Denition 5.3 the generalisation an be seen as inreasing the
freedom with whih the base angles of the triangular aps θAn,i for a set A.
We allow this freedom in two diering strengths. Firstly that θn,i = Tn, j,
i, j ∈ {1, ..., 2n} as in the onstrution of Aε. Seondly that θn,j are allowed
to vary freely over n and j. A ommon restrition to the two variations is
that Tn,i ⊂ Tm,j ⇒ θn,i ≤ θm,j . That is, as we take triangular aps inside of
previously onstruted ones, the base angles redue. The rate of redution
in seperate triangular aps may of ourse vary.
It is lear that the seond variation is a diret generalisation of the rst.
We keep them seperate however sine the seond allows more ompliations
than the rst and so some results are able to be presented in a stronger form
for the rst variation.
The original motivation for this investigation stems from an interest in the
dimension of these sets. Γε and Aε are both examples of the rst variation
where for Γε, θ
Γε
n,i is onstant over n and i, whereas θ
Aε
n,i varies by stritly
dereasing to 0 in n. The question being whether higher dimensions than (in
this ase) 1 ould only be reahed with onstant base angle as in Γε. The
answer turns out to be no. Along with a presentation of this answer in both
variations of our generalisation we present various other results onerning
measure and retiability erlating to our generalisations.
In this hapter we present the two main denitions of the sets in question
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and show their equivalene (both denitions will be used as whih is more
onvenient in proofs that we present varies). We further show another har-
aterisation of these sets in terms of a bijetion from R. We then present
some general lemmas and bakground results neessary to present the main
results onerning measure, retiability and dimension. The main results
are then presented in the next and nal hapter.
7.1 Equivalent Construtions of Koh Type Sets
We start, quite naturally with denitions, equivalenes and haraterisations.
First of all with a formal denition of the rst variation of the generalisations.
Denition 7.1.
Suppose we an onstrut a set B as follows:
Let A0,1 be a base (a line in R
2
) and T0,1 be a triangular ap on A0,1 with ver-
tial height εH1(A0,1) with ε < 1/100. Let θ0,· be the base angles of T0,1 and
the two shorter sides of T0,1 be named A1,1 and A1,2. We then onstrut two
new triangular aps T1,1 and T1,2 on A1,1 and A1,2 with base angles θ1,· ≤ θ0,·.
We dene
A0 = T0,1
and
A1 =
2⋃
i=1
T1,i.
Then suppose we have An = ∪2ni=1Tn,i a union of 2n triangular aps with
base angles θn,· and 2n+1 shorter sides labelled An,i, i ∈ {1, ..., 2n+1}. Then
onstrut a triangular ap Tn+1,i on eah An+1,i suh that the base angles
θn+1,· satisfy θn+1,· ≤ θn,·. Dene An+1 = ∪2n+1i=1 Tn,i. Finally dene
B =
∞⋂
n=0
An.
We then all a set A an Aε-type set whenever A ∈ {B,B ∼ E(B)}.
Then immediately we dene the seond variation.
Denition 7.2.
Suppose we an onstrut a set B as follows:
Let A0,1 be a base (a line in R
2
) (for our purposes, provided that the line
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has non-innite, non-zero length, it's position and length have no eet on
the properties with respet to retiability, dimension, et. and so without
loss of generality we will generally assume that A0,1 = [0, 1] ⊂ R) and T0,1 be
a triangular ap on A0,1 with vertial height εH1(A0,1) with ε < 1/100. Let
θ0 be the base angle of T0,1 and the two shorter sides of T0,1 be denoted A1,1
and A1,2. We then onstrut two new triangular aps T1,1 and T1,2 on A1,1
and A1,2 with base angles θ1,1, θ1,2 ≤ θ0. We dene
A0 = T0,1
and
A1 =
2⋃
i=1
T1,i.
Then suppose we have An = ∪2ni=1Tn,i a union of 2n triangular aps with base
angles θn,i and 2
n+1
"shorter sides" (two per triangular ap) labelled An+1,i,
i ∈ {1, ..., 2n+1}. Then onstrut a triangular ap Tn+1,i on eah An+1,i suh
that the base angles {θn+1,i}2n+1i=1 satisfy for eah i ∈ {1, ..., 2n}
θn,i ≥
{
θn+1,2i−1
θn+1,2i
.
(i.e. the new base angles for eah triangular ap are bounded by the base
angle of the nth level that the new triangular ap is ontained in).
Dene An+1 = ∪2n+1i=1 Tn+1,i. Finally dene
B =
∞⋂
n=0
An.
We then all a set A a Koh type set whenever A ∈ {B,B ∼ E(B)}. We
denote the set of all suh sets by K.
Remark: In general any notation that an be onsidered in relation to some
set A ∈ K, for e.g. θn,j, Tn,j, et., the supersript A will denote assoiation
with the set A when it may be unlear whih set we are talking about. That
is TAn,j will denote the triangular ap Tn,j assoiated with the onstrution of
A.
Denition 7.3.
Let A ∈ K. Then
A˜An :=
2n⋃
i=1
AAn,i
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The seond round of denitions for the two variations of generalisation are
diretly analogous to the original onstrution of Aε in that we onsider A˜n,j
sets instead of the Tn,j sets.
Denition 7.4.
Suppose we an onstrut a set B as follows:
Let A0,1 be a base (a line in R
2
of nite length) and T0,1 be a triangular
ap on A0,1 with vertial height εH1(A0,1) with ε < 1/100. Let θ0,· be the base
angles of T0,1 and the two shorter sides of T0,1 be named A1,1 and A1,2. We
then onstrut two new triangular aps T1,1 and T1,2 on A1,1 and A1,2 with
base angles θ1,· ≤ θ0,·. We dene
A0 = T0,1
and
A1 =
2⋃
i=1
T1,i.
Then suppose we have An = ∪2ni=1Tn,i a union of 2n triangular aps with
base angles θn,· and 2n+1 shorter sides labelled An,i, i ∈ {1, ..., 2n+1}. Then
onstrut a triangular ap Tn+1,i on eah An+1,i suh that the base angles
θn+1,· satisfy θn+1,· ≤ θn,·. Dene A˜n+1 = ∪2n+1i=1 An,i. Finally dene
B =
∞⋃
n=0
A˜n ∼
∞⋃
n=0
A˜n.
We then all a set A an Aε-type set whenever A ∈ {B,B ∼ E(B)}.
Then immediately we dene the seond variation.
Denition 7.5.
Suppose we an onstrut a set B as follows:
Let A0,1 be a base (a line in R
2
) (as previously, provided that the line has
non-innite, non-zero length, it's position and length have no eet on the
properties with respet to retiability, dimension, et. and so without loss
of generality we will generally assume that A0,1 = [0, 1] ⊂ R) and T0,1 be a
triangular ap on A0,1 with vertial height εH1(A0,1) with ε < 1/100. Let θ0
be the base angle of T0,1 and the two shorter sides of T0,1 be denoted A1,1 and
A1,2. We then onstrut two new triangular aps T1,1 and T1,2 on A1,1 and
A1,2 with base angles θ1,1, θ1,2 ≤ θ0. We dene
A0 = T0,1
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and
A1 =
2⋃
i=1
T1,i.
Then suppose we have An = ∪2ni=1Tn,i a union of 2n triangular aps with base
angles θn,i and 2
n+1
"shorter sides" (two per triangular ap) labelled An+1,i,
i ∈ {1, ..., 2n+1}. Then onstrut a triangular ap Tn+1,i on eah An+1,i suh
that the base angles {θn+1,i}2n+1i=1 satisfy for eah i ∈ {1, ..., 2n}
θn,i ≥
{
θn+1,2i−1
θn+1,2i
.
(i.e. the new base angles for eah triangular ap are bounded by the base
angle of the nth level that the new triangular ap is ontained in).
Dene A˜n+1 = ∪2n+1i=1 An+1,i. Finally dene
B =
∞⋃
n=0
A˜n ∼
∞⋃
n=0
A˜n.
We then all a set A a Koh type set whenever A ∈ {B,B ∼ E(B)}. We
denote the set of all suh sets by K.
Denition 7.6. Let A ∈ K we then dene the edge points of A, E(A) by
E(A) :=
∞⋃
n=1
2n⋃
i=1
E(TAn,i)
where E(TAn,i) is as dened in Denition 3.2.
Before going on to show that these denitions are equivalent we need the
following simple but important fat.
Lemma 7.1.
Let A ∈ K. Then for any sequene {n, i(n)}n∈N suh that Tn,i(n) ⊂ Tn−1,i(n−1)
for eah n ∈ N
lim
n→∞
H1(An,i(n)) = 0.
Proof:
Sine, by assumption θ0,1 < π/32 and by onstrution θn,i(n) is dereasing in
n. It follows from the indutive denition of the An,i(n)'s that
H1(An,i(n)) = (cosθn−1,i(n−1))−1H1(An−1,i(n−1))
≤ (cosθ0,1)−1H1(An−1,i(n−1))
= CH1(An−1,i(n−1))
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where C = (cosθ0,1)
−1 < 1. It follows indutively that
H1(An,i(n)) ≤ CnH1(A0,1).
Sine H1(A0,1) <∞ by onstrution, the result follows. ♦
We now show that these denitions are equivalent.
Proposition 7.1.
Denition 7.1 is equivalent to Denition 7.4. Denition 7.2 is equivalent to
Denition 7.5.
Proof:
We show these equivalenes by showing that should A2 be dened as in
Denition 7.2 and A1 be dened as in Denition 7.5 with the same Tn,i, An,i,
θn,i et. then
A1 =
∞⋃
n=0
A˜n ∼
∞⋃
n=0
A˜n =
( ∞⋂
n=0
2n⋃
i=1
Tn,i
)
−E(A) = A2−E(A2) = A2−E(A1).
That E(A1) = E(A2) follows from Denition 7.6 and the fat that the Tn,i
used for A1 and A2 are the same. We thus denote E(A) := E(A1) = E(A2).
This will omplete the proof sine E(A) is ountable and thus H1(E(A)) = 0.
As in Lemma 3.1 we see that
A1 + E(A)
is losed. Let
x ∈ A2 −E −A1.
then dx := d(x,A1 + E) > 0.
Now, for eah n ∈ N, x ∈ Tn,i for some i so that
d(x,A1 + E) < diam(Tn,i) = H1(An,i).
From Lemma 7.1 we have
lim
n→∞
H1(An,i) = 0.
Hene there is an n0 ∈ N suh that diam(Tn0,j) = H1(An0,j) < dx whih
implies
d(x,A1 + E) < H1(An0,i) < dx = d(x,A1 + E).
93
This ontradition implies
∞⋂
n=0
2n⋃
i=1
Tn,i ⊂ A1 + E
and thus that ( ∞⋂
n=0
2n⋃
i=1
Tn,i
)
−E(A) ⊂ A1.
Next, it is lear from denition that
2n⋃
i=1
An,i ⊂
2n⋃
i=1
Tn,i
so that
∞⋂
n=1
2n⋃
i=1
An,i ⊂
∞⋂
n=0
2n⋃
i=1
Tn,i = A2
and thus, sine A2 = ∩∞n=0 ∪2ni=1 Tn,i is losed
∞⋂
n=1
2n⋃
i=1
An,i ⊂ A2.
Hene
A1 ⊂
∞⋂
n=1
2n⋃
i=1
An,i − E(A) ⊂ A2 −E(A).
Therefore,
A1 = A2 − E(A).
♦
Before moving on to the further haraterisations of these sets we present
another useful equivalene of representation onerning the onstrutional
piees of sets in K
Proposition 7.2.
For any A ∈ K and any ξ ∈ R+
∞⋃
n=0
⋂
i(n,x):x∈Λξ+
Tn,i(n,x) =
⋃
x∈Λξ+
∞⋂
n=0
Tn,i(n,x).
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Proof:
First, suppose
z ∈
∞⋃
n=0
⋂
i(n,x):x∈Λξ+
Tn,i(n,x).
Then, sine θn,i(n,x) is dereasing in n for all x ∈ A, so that θn,i(n,x) ≥ ξ for all
n ∈ N0 and x ∈ Λξ+, and sine for all n ∈ N0 zinTn,i(n,x0 for some x ∈ Λξ+ it
follows that θn,i(n,z) ≥ ξ for eah n ∈ N0 and thus
lim
n→∞
θn,i(n,z) ≥ ξ
so that z ∈ Λξ+.
Sine learly z ∈ Tn,i)n,z) for eah n ∈ N0 we an write
⋃
x∈Λξ+
∞⋂
n=0
Tn,i(n,x) ⊃
∞⋃
n=0
⋂
i(n,x):x∈Λξ+
Tn,i(n,x) ∋ z,
so that ∞⋃
n=0
⋂
i(n,x):x∈Λξ+
Tn,i(n,x) ⊂
⋃
x∈Λξ+
∞⋂
n=0
Tn,i(n,x).
For the other diretion, suppose
z ∈
⋃
x∈Λξ+
∞⋂
n=0
Tn,i(n,x).
Then for some x ∈ Λξ+ z ∈ ∩∞n=0Tn,i(n,x) and therefore
z ∈
∞⋂
n=0
Tn,i(n,x)
⊂
∞⋂
n=0

Tn,i(n,x) ∪ ⋃
i(n,x):x∈Λξ+
Tn,i(n,x)


=
∞⋂
n=0
⋃
i(n,x):x∈Λξ+
Tn,i(n,x),
so that ⋃
x∈Λξ+
∞⋂
n=0
Tn,i(n,x) ⊂
∞⋃
n=0
⋂
i(n,x):x∈Λξ+
Tn,i(n,x).
Combining these two inlusions gives the result. ♦
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7.2 Bijetive Charaterisation of Koh Type Sets
We now show that sets in K an be haraterised by a bijetion from R into
R
2
. Sine some sets in K do not have dimension 1 it may seem odd at rst
glane that suh a bijetion exists. By quoting the fat that there is a bi-
jetion between R and the Cantor set, however, we see that the onept is
neither new or foreign in mathematis.
We show also immediately that a ertain level of ontrol of the preimage
an retained. To this end we need the following denition.
Denition 7.7.
Let A ∈ K and n ∈ N, then the dyadi interval of order n in A0,0 (or simply,
dyadi intervals of order n) are dened as the intervals Dn of the form
Dn = [l0,0 + i2
n(r0,0 − l0,0), l0,0 + (i+ 1)2n(r0,0 − l0,0)]
for some i ∈ {0, ..., 2n−1}. For some hosen j ∈ {0, ..., 2n−1}, the partiular
interval DAn,j is dened as
DAn,j = [l0,0 + j2
n(r0,0 − l0,0), l0,0 + (j + 1)2n(r0,0 − l0,0)].
As per usual the supersript A is dropped when the set is understood.
Remark: Note that should A0,0 be, or be normed to be [0, 1] on the real
line, then the dyadi intervals in A0,0 are simply the usual dyadi intervals.
Proposition 7.3.
Let A ∈ K. Then there exists a sequene of Lipshitz funtions Fn : R 7→ R2
(FAn when whih set Fn is related to is not lear from the ontext) suh that
Fn(A0,1) = A˜n−1.
Further there exists a bijetion F (FA when whih set F is related to is not
lear from the ontext) suh that
F(A0,1) = A.
Additionally, denoting the relatively dyadi points of A0,1 by D;
that is, for {x1, x2} = E(A0,1), x1 < x2,
D := {y : y = x1 + (x2 − x1)j2−n, n ∈ N, j ∈ {0, ..., 2n}};
we have
F(D) = E(A).
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Finally for eah dyadi interval Dn,i in A0,0,
Fn(Dn,i) = An,i
and
F(Dn,i) ⊂ Tn,i.
Proof:
Sine the proof is the same for any A0,1, we assume for notational onveniene
that A0,1 = [0, 1]. In this ase D is also exatly the set of dyadi rationals in
[0, 1]. That is
D = {j2−n : n ∈ N, j ∈ {0, ..., 2n}}.
We will dene F as the limit of the Fn funtions, and then show that it is
well dened and has the required properties. Firstly, we dene f0 : A0 → R2
as
f0(y) =
{
(y, tanθ0,1y) y ∈ [0, 1/2)
(y, tanθ0,1(1− y)) y ∈ [1/2, 1] .
We see learly that f0 is a Lipshitz bijetion between A0 and A1 (Sine
the graph of the funtion draws out the triangular ap TA0,1) with Lipshitz
onstant (and Jaobian) Lipf0 = Jf0 ≡ cosθ−10,1. We then similarly dene for
eah n ∈ N fn,i : An,i → R2 by
fn,i(y) =
{
O−1An,i(πx(OAn,i(y)), tanθn,i(πx(OAn,i(y)) +H1(An,i)/2)) y ∈ I1
O−1An,i(πx(OAn,i(y)), tanθn,i(H1(An,i)/2− πx(OAn,i(y)))) y ∈ I2
,
where I1 = O
−1
An,i
([−H1(An,i)/2, 0)) and I2 = O−1An,i([0,H1(An,i)/2]). (Note
that the (1− y) fator in the denition of f0 would hange to some other ap-
propriate onstant shouldA0,1 6= [0, 1].) We note in partiular that fn,i(An,i) ⊂
Tn,i. Noting also that the two end points of An,i stay xed we an dene
fn : An → R2 by
fn(y) = fn,i(y) y ∈ An,i.
We see then that similarly to the f0 situation fn is a Lipshitz bijetion be-
tween An and An+1 with Lipshitz onstant (and Jaobian in the ase A is
an Aε type set) Lipfn(= Jfn) = max1≤i≤2n cosθ−1n,i .
By writing for a olletion of funtions {gi}ni=0
◦ni=0gi = gn ◦ gn−1 ◦ ... ◦ g0
we an then dene the Lipshitz bijetion between A0 and An+1, Fn : A0 →
R
2
by
Fn = ◦ni=0fi
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whih will then have Lipshitz onstant (and Jaobian in the Aε type set
ase)
LipFn = JFn =
n∏
i=1
(cos θi)
−1.
This demonstrates the rst laim.
We an then propose a denition for F and indeed we propose the denition
of F : A0 → R2 to be
F(y) = lim
n→∞
Fn(y).
We need rst of all to show that this funtion is well dened. To do this we
suppose rst of all that
Fn(y) ∈ An+1,i ⊂ Tn+1,i,
for some i ∈ {1, ..., 2n−1}. Then
Fn+1(y) = fn+1,i(y) ⊂ Tn+1,i.
Thus by indution, for eah n, k ∈ N
Fn(y) ∈ Tn+1,i ⇒ Fn+k(y) ∈ Tn+1,i
Then, From Lemma 7.1, sine diam(Tn,i) = H1(An,i), diam(Tn,i(n)) → 0
as n → ∞ for any sequene {n, i(n)}n∈N and thus by setting the sequene
{i(y, n)}n∈N to be the sequene suh that y ∈ Tn,i(y,n) for eah n ∈ N (so that
it is always well dened, we hoose arbitrarily i(n) to be hosen suh that
y = ln,i for eah n for whih y is an edge point) it follows that for any ε > 0
there is an n0 > 0 suh that for all n,m = n+ k > n0,
d(Fn(y), Fm(y)) < diamTn0+1,i(y,n) < ε
so that {Fn(y)} is a Cauhy sequene in R2 and thus onverges. It follows
that F is well dened.
We need still to show that F is a bijetive funtion between A0 and A.
We note rstly that for any y ∈ A0 Fn(y) ∈ An so that F(y) ∈ ∪∞n=0An
and thus
F(A0) =
⋃
y∈A0
F(y) ⊂
∞⋃
n=0
An.
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Now, sine new edge points an,i are by the denition of triangular aps al-
ways diretly over the enter of the base of the triangular ap, it follows
that for all e ∈ E, e = an,i for some n ∈ N and i ∈ {1, ..., 2n} and thus
e = Fn((2i − 1)/2n+1). Sine the set {(2i − 1)/2n+1)}n∈N,i∈{1,...,2n} = D the
set of dyadi rationals, it follows that F(D) = E whih is a laim in our
Proposition.
Further, for all y ∈ A0 ∼ D, Fn+k(y) ∩ An ⊂ (An+1+k ∼ E) ∩ An = ∅
for eah k ≥ 0 so that F(y) 6∈ An for all n ∈ N. It thus follows that
F(A0 ∼ D) ⊂
∞⋃
n=0
An −
∞⋃
n=0
An ∈ {A,A− E(A)} ⊂ A
and thus that
F(A0) = F(A0 ∼ D) ∪ F(D) ⊂ A ∪ E = A.
We therefore have F : A0 → A. We now need to show that it is bijetive.
We rst show, however, the nal two laims that refer to the relationship of
F to the dyadi intervals of A0,0.
We quikly mention a sketh of a proof and motivation of the last two laims
whih will be more rigorously proven in the following result.
From the above omment on the image of the dyadi rationals and the de-
nition of Fn for an n ∈ N it follows that for eah i ∈ {1, ..., 2n+1}
Fn
([
i− 1
2n−1
,
i
2n
])
= An+1,i.
This proves also our seond last laim. Sine, we have from denition that
from eah n ∈ N and any x ∈ A0,0, Fn+1(x) is in the same triangular ap Tn,i
as Fn(x). It follows from indution that F(x) ∈ Tn,i. Sine this is true for
eah x0 suh that Fn(x0) ∈ Tn,i and from the above this set is equal to Dn,i.
It follows that F(Dn,i) ⊂ Tn,i whih is our nal laim in the Theorem.
Continuing with the proof of bijetive we use the above proven important
fats as follows.
Firstly, that should x, z ∈ A0 with x 6= z we then have that there is an
n ∈ N suh that 21−n ≥ |x− z| > 2−n and thus there exist i, j ∈ {1, ..., 2n+2}
with 4 ≥ |i − j| ≥ 2 and the property that x ∈ [(i − 1)2−n−2, i2n−2] and
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z ∈ [(j − 1)2−n−2, j2n−2].
It then follows that Fn(x) ∈ Tn+2,i and thus, as above, F(x) ∈ Tn+2,i. Simi-
larly F(j) ∈ Tn+2,j .
Sine from Lemma 5.1 we know that for any n ∈ N Tn+2,i ∩ Tn+2,j = ∅
whenever 4 ≥ |i − j| ≥ 2 it follows that F(x) 6= F(z) and therefore that F
is injetive.
For surjetivity, we onsider an arbitrary element y ∈ A. For all n ∈ N,
y ∈ Tn,i(y,n) for some i(y, n) ∈ {1, ..., 2n}. Then, again from
Fn
([
i− 1
2n−1
,
i
2n
])
= An+1,i
we see that it is instrutive to onsider the intervals
F−1(An,i(y,n)) = [(i(y, n)− 1)2−n, i(y, n)2−n] =: Dn,i(y,n).
Sine Tn+1,i(y,n) ⊂ Tn,i(y,n) for eah n it follows that Dn+1,i(y,n+1) ⊂ Dn,i(y,n)
for eah n. We now observe y0 = ∩∞n=0Dn,i(y,n). For this y0
Fn(y0) ⊂ Fn(Dn,i(y,n)) ⊂ An,i(y,n) ⊂ Tn,i(y,n)
for eah n. Thus for eah n ∈ N, |Fn(y0) − y| ≤ diamTn,i(y,n). Sine this
diameter goes to zero as n approahed innity it follows that
F(y0) = lim
n→∞
Fn(y0) = y.
From well denedness and the arbitrariness of y the surjetivity and thus
bijetivity of F follows. ♦
We now show some results on the struture of F whih expand on the last two
points of the previous results, as well as embellsihing the proof somewhat.
We show that the funtion an be looked at as a funtion on eah dyadi
interval. A in any given triangular ap is a bijetion between A in this ap
and a dyadi interval in A0,0. These results make it muh easier to trak
images and pre-images and thus also to trak how muh measure has ome
from, or gone to where.
Proposition 7.4.
Let A ∈ K be onstruted from a base [0, 1]. Then when {Fn}∞n=0 are the
Lipshitz funtions suh that
FA := lim
n→∞
Fn
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pointwise on AA0,0 and
Fn = ◦ni=0fi
and writing lAni, a
A
ni and rni as the edge point of A
A
n,i adjoining A
A
n,i−1 (or
(0,0) should i = 1), the enterpoint of AAn,i and the edge point of A
A
n,i adjoin-
ing AAn,i+1 (or (1,0) should i = 2
n
) respetively.
Then for n ∈ N and i ∈ {1, ..., 2n} we have
AAn,i = Fn−1([(i− 1)2−n, i2−n]), F−1n−1(AAn,i) = [(i− 1)2−n, i2−n],
lni = Fn−1(2−n(i− 1))
rni = Fn−1(2−ni)
and that Fn−1 preserves relative distanes. That is for eah x, y ∈ [(i −
1)2−n, i2−n]
|Fn−1(x)− Fn−1(y)| = pn,i|x− y|
for some pn,i ∈ R.
Remark: Of the laims stated we are most interested in and thus emphasise
AAn,i = Fn−1([(i− 1)2−n, i2−n]), F−1n−1(AAn,i) = [(i− 1)2−n, i2−n],
whih gives us in essene a trae of the movement of a dyadi interval as it
approahes the limit set A. With this we an follow the trak either forward
or bakwards to identify whih parts of A or A0,0 have positive measure given
information about the measure of the other of A and A0,0. The other laims
are stated here as an aid to proving the indutive step whih is the key to the
proof.
Proof:
We prove the statement by indution on n.
From the denition of AA1,1, A
A
1,2 and the denition
f0(y) =
{
(y, tanθ0y) y ∈ [0, 1/2)
(y, tanθ0(1− y)) y ∈ [1/2, 1] .
it follows that AA1,1 = F0([0, 1/2]), A
A
1,2 = F0([1/2, 1]), that F
−1
0 (A
A
1,1) =
[0, 1/2], F−10 (A
A
1,2) = [1/2, 1], that F0(0) = (0, 0) = l11, that F0(1) = (1, 0) =
r12, and hene that F0(1/2) = r11 = l12.
We see also that the preservation of relative distanes holds with p1,i ≡ tanθA0,1
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for i = 1, 2. The laim thus holds for n = 1.
Now suppose that the laim is true for eah n ≤ m for some m ∈ N.
We note that for any arbitrary i ∈ {1, ..., 2m+1} there is a j ∈ {1, ..., 2m}
suh that i ∈ {2j − 1, 2j}. Now sine AAm,j = Fm−1([(j − 1)2−m, j3−1])
Fm([(j − 1)2−m, j2−m]) = fm ◦ Fm1([(j − 1)2−m, j2−m])
= fm(Am,j).
Sine Fm−1((j − 1)2−m) = lAlmj, Fm(j2−m) = lArmj and Fm preserves relative
distanes we also have
Fm−1((j − 1)2−m + 2−m−1) = lAmj ,
and thus πx(OAAn,j(Fm−1((j−1)2−m+2−m−1))) = 0. Thus, again from relative
distane preservation
πx(OAAn,j(Fm−1([(j − 1)2−m, (j − 1)2−m + 2−m−1])) = [−H1(AAn,j)/2, 0] =: I1
and
πx(OAAn,j(Fm−1([(j − 1)2−m + 2−m−1, j2−m])) = [0,H1(AAn,j)/2] =: I2.
It follows then from the denition of fm|[(j−1)2−m,j2−m]
fn,i(y) =
{
O−1An,i(πx(OAn,i(y)), tanθn(πx(OAn,i(y)) +H1(An,i)/2)) y ∈ I1
O−1An,i(πx(OAn,i(y)), tanθn(H1(An,i)/2− πx(OAn,i(y)))) y ∈ I2
,
and the denition of AAm+1,k, k ∈ {1, ..., 2−m−1} that
AAm+1,2j−1 = Fm([(2j − 2)2−m−1, (2j − 1)2−m−1])
AAm+1,2j = Fm([(2j − 1)2−m−1, 2j2−m−1])
and sine we know Fm is a bijetion
F−1m (A
A
m+1,2j−1) = [(2j − 2)2−m−1, (2j − 1)2−m−1]
F−1m (A
A
m+1,2j) = [(2j − 1)2−m−1, 2j2−m−1]
Further:
Fm((2j − 1)2−m−1), Fm((2j − 2)2−m−1) ∈ E(AAm+1,2j−1)
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and
Fm((2j − 1)2−m−1), Fm(2j2−m−1) ∈ E(AAm+1,2j)
from whih it must therefore follow that
Fm((2j − 1)2−m−1) = rA(m+1)(2j−1) = lAl(m+1)(2j)
Fm((2j − 2)2−m−1) = lA(m+1)(2j−1)
Fm(2j2
−m−1) = rA(m+1)(2j).
Further sine Fm−1|[(2j−1)2−m,2j2−m] preserves relative distane with |Fm−1(x)−
Fm−1(y)| = pm−1,j |x−y| for all x, y ∈ [(2j−1)2−m, 2j2−m] from the denition
of fm(y) and Fm = fm ◦ Fm−1 it follows that Fm preserves relative distanes
on [(2j − 2)2−m−1, (2j − 1)2−m−1] and [(2j − 1)2−m−1, 2j2−m−1] with
pm,2j−1 = pm,2j = (tanθAn,j)pm−1,j.
By substituting in i for 2j − 1 or 2j as neessary it follows that all required
preoperties are satised for m+ 1 with the hoie of i ∈ {1, ..., 2m+1}. Sine
the hoie of i was arbitrary this ompletes the indutive step and thus the
proof. ♦
7.3 Further Charaterisations and Properties
of Sets in K
Equiped with these results we are able to give a list of nomenlaturial de-
nitions that will be instrumental in desribing our results.
Denition 7.8.
Let A ∈ K, then we write
θ˜Ax0 = θ˜
A
x = lim
n→∞
θAn,i(n,x)
and dene the funtions Π˜A, Π˜An , Π˜
A
n,i : R→ R by
Π˜A(x) =
∞∏
i=0
(cosθAn,i(n,x))
−1
Π˜An (x) =
n∏
i=0
(cosθAn,i(n,x))
−1
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and
Π˜An,i = Π˜
A
n (x),
for any x ∈ A ∩ TAn,i. The supersript A is dropped when the set A is under-
stood.
Further
Λm := {x ∈ A : Π˜(x) ≤ m}
Λ−1m := F−1(Λm)
Λm+ := {x ∈ A : Π˜(x) ≥ m}
Λ−1m+ := F−1(Λm+)
Λ∞ := {x ∈ A : Π˜(x) =∞}
Λ−1∞ := F−1(Λ∞)
Also we introdue
i(n, x) := N× A0 → N
dened by
i(n, x) := {i ∈ {1, ..., 2n} : x ∈ TAn,i}
Also, we dene for eah a ∈ R
Υ−1a := {x ∈ A0 : θ˜Ax ≤ a}
Υa := F(Υ−1a )
Υ−1a+ := {x ∈ A0 : θ˜Ax ≥ a}
and
Υa+ := F(Υ−1a+)
As with the other notations, when whih A ∈ K we are referring to is unlear
we add a supersript A, for example (Λ−1∞ )
A
.
Two further denitions relating to sets being used will now be presented.
Firstly a variant of the angle between sets , and then a generalisation of the
i(n, x) notation.
Denition 7.9.
Let L1, L2 be any two stright lines in R
2
and L1, L2 be the extensions of these
lines to simply onneted lines of innite length in both diretions. We then
denote the smaller of the two types of angles that our at the intersetion of
L1 and L2 by ψL1L2 .
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Denition 7.10.
Let A ∈ K and B ⊂ A0,0. suppose for a n ∈ N, i(n, x) is uniform for all
x ∈ B. Then we will sometimes for onveniene denote this ommon value
i(n,B).
Further notations will oasionally be used, but not regularly and so will
be dened as they are used. We ontinue now with further denitions and
properties relating to the above terms and F whih will be neessary in our
main results onerning sets in K whih will be presented in the next hapter.
Denition 7.11.
We dene, for r ∈ R, the olletion Ar by
Ar := {A : A is an Aε type set and θ˜A· = r}.
We now state formally, to onnet to the previous work, whih Ar sets that
our previous sets Γε and Aε are members of.
Proposition 7.5.
Γε ∈ Atan−1(2ε) and Aε ∈ A0.
Proof:
that Γε ∈ Atan−1(2ε) follows from the denition of Γε sine we an alulate
from the onstrution that θΓεn,· ≡ tan−1(2ε). Sine θAn,· is onstant and from
the proof of Lemma 5.4 limn→∞ θAn,· = 0 it follows that A ∈ A0. ♦
We now wish to investigate some of the properties possesed by F and re-
sultant from the denitions that we have just made. We rst look at three
results onerning the θn,i. We see that the streth (and when F has ap-
propriate properties the Jaobian) that ours to eah A˜n is desribed by a
produt of the base angles. Seondly we onsider a onvergene equivalene
of this streth fator to a onvergene of the sum, whih an be thought of
as a test of whether a set A ∈ K spirals innitely or not. Finally we look at
the rst of several results we have onerning the density of A around the
image of a onsidered point in A0,0.
Lemma 7.2.
For any A ∈ K, n ∈ N and i ∈ {1, ..., 2n}
H1(AAn,i) =
H1(AA0,0)
2n
n∏
j=1
1
cos(θAj,Dj,i)
.
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Proof:
By onsidering the right angled triangle onsisting of AAn,i, half of the base
AAn−1,j of the triangular ap in whih A
A
n,i arises and the line onneting the
ends that don't meet, we see that
H1(AAn−1,j)
2H1(AAn,i)
= cos(θAn,Dn,i)
so that
H1(AAn,i) =
H1(AAn−1,j)
2cos(θAn,Dn,i)
.
Thus repeating this step indutively we get
H1(AAn,i) =
H1(AAn−1,j)
2cos(θAn,Dn,i)
= (cos(θAn,Dn,i)
−1)(cos(θAn−1,Dn−1,i))
−11
4
H1(AAn−2,·)
= ...
=
(
n−1∏
j=0
(cos(θAj,Dj,i))
−1
)
H1(AA0,1)
as required. ♦
Proposition 7.6.
Let A ∈ A0 and x ∈ A. Then
∞∏
n=0
(cos(θAn,i(n,x)))
−1 <∞⇐⇒
∞∑
n=0
(θAn,i(n,x))
2 <∞.
Proof:
We rst show that the laim is true for a sequene {θAn,i(n,x)} omposed of
entirely suiently small elements. Where what suiently small entails will
be shown in the proof.
Let M :=
∏∞
n=0(cos(θ
A
n,i(n,x)))
−1
and note
ln(M) = ln
( ∞∏
n=0
(cos(θAn,i(n,x)))
−1
)
=
∞∑
n=0
ln((cos(θAn,i(n,x)))
−1)
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so that using a Taylor expansion for ln around 1 we have
=
∞∑
n=0
∞∑
j=1
(−1)j+1(cosθAn,i(n,x))j
j
(
1
cosθAn,i(n,x)
− 1
)j
=
∞∑
n=0
∞∑
j=1
(−1)j+1(1− cosθAn,i(n,x))j
j
.
So that sine
lim
x→∞
xsinx = 2 lim
x→∞
1− cosx
we have that for suiently small θAn,i(n,x) that
(1− cosθAn,i(n,x)) ∈ (c1θAn,i(n,x)sinθAn,i(n,x), c2θAn sinθAn,i(n,x))
for 0 < c1 < c2 < 1 and that
c2
(θAn,i(n,x))
jsinjθAn,i(n,x)
j
< c1
1
2
(θAn,i(n,x))
j−1sinj−1θAn,i(n,x)
j − 1
and thus that
ln(M) =
∞∑
n=0
∞∑
j=1
(−1)j+1(1− cosθAn,i(n,x))j
j
∈
( ∞∑
n=0
c1θn,i(n,x)sinθ
A
n,i(n,x) −
c2(θ
A
n,i(n,x))
2sin2θAn,i(n,x)
2
,
∞∑
n=0
c1θ
A
n,i(n,x)sinθ
A
n,i(n,x)
)
.
Sine
lim
x→∞
x2 = lim
x→∞
xsinx
we have, again for suiently small θAn,i(n,x) that
ln(M) ∈
( ∞∑
n=0
c1θn,i(n,x)sinθ
A
n −
c2(θ
A
n,i(n,x))
2sin2θAn,i(n,x)
2
,
∞∑
n=0
c1θ
A
n,i(n,x)sinθ
A
n,i(n,x)
)
∈
( ∞∑
n=0
c1
2
(θAn,i(n,x))
2 − c2(θ
A
n,i(n,x))
2sin2θAn,i(n,x)
2
,
∞∑
n=0
2c2(θ
A
n,i(n,x))
2
)
=
( ∞∑
n=0
c3(θ
A
n,i(n,x))
2,
∞∑
n=0
c2(θ
A
n,i(n,x))
2
)
for an appropriate 0 < c3 < c2. It follows that
M ∈
(
e
∑
∞
n=0 c3(θ
A
n,i(n,x)
)2 , e
∑
∞
n=0 c2(θ
A
n,i(n,x)
)2
)
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and thus for {θAn,i(n,x)} being omprised of suiently small terms we have
∞∏
n=0
(cos(θAn,i(n,x)))
−1 <∞⇐⇒
∞∑
n=0
(θAn,i(n,x))
2 <∞.
The general ase follows from noting that sine A ∈ A0, θan,i(n,x) → 0 and
thus for suiently large n the tail will be a sequene of suiently small
θAn,i(n,x). Sine θ
A
n,i(n,x) < π/32 in all ases, the nite number of terms at the
begining of the sequne will be a nite multiplying or adding fator for both
sequenes and thus will not aet onvergene. ♦
We now present the rst of three results that will be presented addressing
the density of points in an A ∈ K. The density is important as it will be
the key to the existene or non-existene of approximate tangent spaes to
A, and therefore an essential ingredient in disussing the retiability of sets
in K.
Corollary 7.1.
Let A be an Aε type set. Then
Θ1(H1, A, y) ≥ 1
2
lim
j→∞
∞∏
n=j
(cosθAn,·)
−1.
In partiular, for Aε type sets A suh that
∏∞
n=0(cosθ
A
n,·)
−1 =∞, Θ1(H1, A, y) =
∞ for all y ∈ A¯.
Proof:
Let ρ > 0 and y ∈ A¯, then there is a j ∈ N and i ∈ {1, ..., 2j} with TAj,i ⊂ Bρ(y)
and H1(AAj,i) ≥ ρ. From the proof of Lemma 7.2 we know
H1(A ∩ TAj,i) = H1(AAj,i)
∞∏
n=j
(cosθAn,·)
−1.
so that
H1(A ∩Bρ(y)) ≥
H1(AAj,i)
∏∞
n=j(cosθ
A
n,·)
−1
2ρ
≥ 1
2
∞∏
n=j
(cosθAn,·)
−1
and thus
Θ1(H1, A, y) = lim
ρ→0
H1(A ∩Bρ(y))
2ρ
>
1
2
lim
j→∞
∞∏
n=j
(cosθAn,·)
−1.
♦
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7.4 Properties of The Bijetive Funtions
We now examine some important properties of the funtions Fn and the
funtion F . In order to work with F properly we must rst hek that it
has some basi properties. We show that the funtion F is ontinuous and
measurable. We show that images of ompat sets are ompat. We show
that positive measure is preserves. A less well behaved, but nonetheless
important property, is then to show that under onditions on Λ−1∞ sets of
positive measure have images of innite measure. We additionally prove the
A ∈ K version of Corollary 7.1. First of all, however, we prove that parts of
the limit funtion F an be expressed as Lipshitz funtions. Realling that
Π˜A· an be seen as the strething (or Jaobian) fator of F it would seem
sensible that when this is bounded, we are atually looking at a Lipshitz
funtion. We show that this is true after dening how we make bounds. We
make bounds by simply looking at the restrition of the funtion to pre-image
sets on whih Π˜A is bounded.
Denition 7.12.
Let A ∈ K, then we dene
Fm := F|Λ−1m .
Lemma 7.3.
For m ∈ R, Fm := F|Λ−1m is Lipshitz with LipFm ≤ Cm2.
Proof:
Let x, y ∈ Λ−1m , and without loss of generality let y < x. there are then two
ases to onsider
1. {ty + (1− t)x : t ∈ [0, 1]} ⊂ Λ−1m ,
2. otherwise.
Case 1 is the simpler. In this ase we have Fm|[y,x] = F|[y,x] and Π˜(z) ∈ [y, x].
It follows from the onstrution of the Fn from whih F is dened as a limit
that
d(Fn(y), Fn(x)) ≤ md(y, x), for all n ∈ N,
whih impples
d(F(y),F(x)) ≤ lim sup
n→∞
d(Fn(y), Fn(x))
≤ lim sup
n→∞
md(y, x)
= md(y, x).
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For ase 2 we know that there must exist a z ∈ (y, x) suh that Π˜(x) > m
and therefore there is an n0 ∈ N suh that
y, x 6∈ TAn0,i(n0,z)
and indeed
i(n0, y) < i(n0, z) < i(n0, x).
It follows that we an nd a minimum suh n0 and therefore an n1 ∈ N suh
that
i(n1, x)− 3 ≤ i(n1, y) ≤ i(n1, x)− 2
and suh that for all n < n1
i(n, y) ∈ {i(n, x)− 1, i(n, x).
From this, it follows rstly that for eah n < n1
[y, x] ⊂ TAn,i(n,y) ∪ TAn,i(n,x)
whih implies that Fn0|[y,x] has Lipshitz onstant
LipFn0 |[y,x] ≤ max{Π˜An0(x), Π˜An0(y)} ≤ m
so that
d(Fn0(y), Fn0(x)) ≤ md(y, x).
It also follows from the hoie of n1 that
d(F(y),F(x)) < 2 max
w∈{x,y}
H1(AAn0−1,i(n0−1,w)).
Now, using Lemma 5.1 we know
πx(OAA
n0,i(n0,y)
(TAn0,i(n0,y) ∩ TAn0,i(n0,x))) ∩ OAAn0,i(n0,y)(A
A
n0,i(n0,y)) = ∅
and thus
d(Fn0(y), Fn0(x)) ≥ H1(AAn0,i(n0,y)+1)
≥ 1
2
min
w∈y,x
H1(AAn0−1,iw(n0−1))
the latter following sine AAn0,i(n0,y)+1 is a shorter side of either A
A
n0−1,i(n0−1,y)
or AAn0−1,i(n0−1,x).
Sine
y ∈ TAn0,i(n0,y)+1 ⇒ 1 ≤ Π˜An0−1(y) ≤ m
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and
x ∈ TAn0,i(n0,x)+1 ⇒ 1 ≤ Π˜An0−1(x) ≤ m
it follows that
max
w∈{x,y}
H1(AAn0−1,i(n0−1,w)) ≤ m minw∈{x,y}H
1(AAn0−1,i(n0−1,w)).
Thus
d(Fn0(y), Fn0(x)) ≥
1
2m
max
w∈{x,y}
H1(AAn0−1,i(n0−1,w)).
Hene
d(F(y),F(x)) ≤ 2 max
w∈{x,y}
H1(AAn0−1,i(n0−1,w))
≤ 4md(Fn0(y), Fn0(x))
≤ 4m2d(y, x).
Combining the two ases gives us, using m ≥ 1
d(F(y),F(x)) ≤ max{m, 4m2}d(x, y)
= 4m2d(x, y)
for eah x, y ∈ Λ−1m . ♦
Proposition 7.7.
Let A ∈ K and let F be the funtion related to A. Then
1. F is ontinuous,
2. should B ⊆ A0 be losed, then F(B) ⊆ A is ompat,
3. if B ⊂ A0 is suh that H1(B) > 0 then H1(F(B)) > H1(B)/6 > 0,
4. if H1(Λ−1∞ ) > 0 then H1(Λ∞) =∞, and
5. if Θ1(x,H1,Λ−1∞ ) > 0 then Θ1(F(x),H1,Λ∞) =∞
6. F is H1-measurable.
Proof:
As we are onsidering only one A we shall omit the A supersripts.
For (1),
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sine for all onstrutions A that we onsider we have θ0,0 ≤ π/32 we see
that
diam(Tn,·) = H1(An,·) ≤ (cos(π/32))
−1
2
H1(An−1,·)
whih indutively gives us
diam(Tn,i) ≤
(
(cos(π/32))−1
2
)n
H1(A0).
Sine cos(π/32) > 1/2, (cos(π/32))−1/2 < 1 so that
lim
n→∞
diam(Tn,·) = 0.
It follows that for all ε > 0, diam(Tn,·) < ε/2 for all n greater than some
suiently large n0. Consider x1, x2 ∈ A0 suh that |x1 − x2| < 2−n0. Then
x1, x2 ∈
[
i− 1
2n0
,
i
2n
]
∪
[
i
2n
,
i+ 1
2n
]
for some i ∈ {1, ..., 2n− 1}, so that sine F([(i− 1)2−n, i2−n]) ⊂ Tn,i for eah
n ∈ N and eah i ∈ {1, ..., 2n}
F(x1),F(x2) ∈ Tn0,i ∪ Tn0,i+1,
whih implies
|F(x1)− F(x2)| ≤ diam(Tn0,i−1) + diam(Tn0,i) < ε.
For (2),
Sine A0 is bounded, so to is any losed subset of A0, thus should B be a
losed subset of A0 it is also ompat. It then follows from the fat that
F is ontinuous that F(B) is losed and indeed bounded sine F(A0) ⊂
[0, 1]× [0, 1] and thus also ompat.
For (3)
Let our set, for onveniene be denoted K. Let H1(K) > 0, say H1(K) =: β.
It follows that there is a δ0 > 0 suh that for all 0 < δ < δ0
H1δ(K) >
β
2
.
Now, let δ < δ0 and {Bδ} be a δ-over of F(K) and onsider a B ∈ Bδ.
By Lemma 5.1 we see that there is an n(B) ∈ N suh that whether or not
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center(B) ∈ F(K) B ∩F(B) subset TAn(B),i(B)−1 ∪ TAn(B),i(B) ∪ TAn(B),i(B)+1 for
some ß(B) ∈ {2, ..., 2n(B) − 1}with
diam(TAn(B),·) = length(A
A
n(B),·) ∈
(
diam(B)
2
, diam(B)
)
so that
diam(B) >
i(B)+1∑
j=i(B)−1
diam(TAn(B),·).
In this ase we also have
F(B ∩ F(K)) ⊂
i(B)+1⋃
j=i(B)−1
F−1(Tn(b),j)
=
i(B)+1⋃
j=1(B)−1
F−1n(b)(An(B),j)
whih, sine Fn(B) is an expansion map, gives three intervals IB,j , j = 1, 2, 3
with
diam(IB,j) = length(IB,j) ≤ length(An(B),j) < diam(B) < δ.
It follows that
i(B)+1∑
j=i(B)−1
diam(IB,j) < 3diam(B).
Sine
F(K) ⊂
⋃
B∈Bδ
(B ∩ F(K))
it follows that
K ⊂
⋃
B∈Bδ
i(B)+1⋃
j=i(B)−1
IB,j
whih implies that {{IB,j}B∈Bδ}i(b)+1j=i(B)−1 is a δ over of K and thus that
∑
B∈Bδ
i(B)+1∑
j=i(B)−1
IB,j ≥ H1δ(K) >
β
2
and therefore
∑
B∈Bδ
diam(B) >
1
3
∑
B∈Bδ
i(B)+1∑
j=i(B)−1
IB,j >
1
3
β
2
=
β
6
.
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Sine this is true for any suh δ-over of F(K) we see that
H1δ(F(K)) >
β
6
for any δ < δ0 and therefore that
H1(F(K)) = lim
δ→0
H1δ(F(K))
≥ lim
δ→0
β
6
=
β
6
> 0. (7.1)
For (4),
Let M > 0. Then sine H1A0 is Radon and
Λ−1∞ =
⋃
n∈N
{x ∈ Λ−1∞ : Π˜n(x) > M}
it follows that there is an n0 ∈ N with
H1({x ∈ Λ−1∞ : Π˜n0(x) > M}) >
H1(Λ−1∞ )
2
> 0.
We set
Λ−1∞,n0 := {x ∈ Λ−1∞ : Π˜n0(x) > M}.
It follows that with
X := {i ∈ {1, ..., 2n0} : Tn0,i ∩ Fn0(Λ−1∞,n0 6= ∅}
H1(Fn0(Λ−1∞,n0)) =
∑
i∈X
H1(Fn0(Λ−1∞,n0) ∩ Tn0,i)
> M
∑
i∈X
H1(Λ−1∞,n0 ∩ [2−n0(i− 1), 2n0i])
= MH1(Λ−1∞,n0)
> M
H1(Λ−1∞ )
2
.
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We then apply (3) to eah set An0,i ∈ K dened as the subonstrution (and
subset) of A starting with An0,i0 = An0,i to nd
H1(F ◦ F−1n0 (Fn0(Λ−1∞,n0) ∩ Tn0,i)) >
H1(Fn0(Λ−1∞,n0) ∩ Tn0,i)
6
and thus that
H1(F(Λ−1∞,n0)) =
∑
i∈X
H1(F ◦ F−1n0 (Fn0(Λ−1∞,n0) ∩ Tn0,i))
>
1
6
∑
i∈X
H1(Fn0(Λ−1∞,n0) ∩ Tn0,i)
=
1
6
H1(Fn0(Λ−1∞,n0)).
We therefore now have
H1(F(Λ−1∞,n0)) >
1
6
H1(Fn0(Λ−1∞,n0)) >
MH1(Λ−1∞ )
12
.
Sine this is true for eah M > 0 it follows that
H1(F(Λ−1∞ )) > H1(F(Λ−1∞,n0)) =∞.
For (5),
Suppose x ∈ Λ−1∞ is suh that Θ1(x,H1,Λ−1∞ ) > 0.
Consider F(x) and let ρ > 0. We know rstly from denition that there
is an n0 > 0 suh that Fn(x) ∈ Bρ/2(F(x)) for all n > n0 and thus, sine
from the proof of (1) diam(Tn,i) → 0 as n → ∞, there is an n1 ≥ n0 suh
that diam(Tn1,·) < ρ/4 and thus ∪1j=−1Tn1,i(x,n1)+j ⊂ Bρ(F(x)).
For the remainder of (5) we write i := i(n1, x) We now, temporarily have
two ases to onsider, namely CASE I that Fn(x) ∈ E(Tn1,i) and CASE II
that Fn(x) ∈ Tn1,i − E(Tn1,i).
CASE I:
In this ase Fn1(x) ∈ Tn1,i ∩ Tn1,i−1 or Fn1(x) ∈ Tn1,i ∩ Tn1,i+1, without loss
of generality let us suppose that it is the latter ase. Then
x = i2−n1
∈ ((i− 1)2−n1, (i+ 1)2−n1)
⊂ [(i− 1)2−n1, (i+ 1)2−n1]
= F−1n (An,i ∪An,i+1).
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Sine Θ1(x,H1,Λ−1∞ ) > 0 it follows that
H1(Λ−1∞ ∩ [(j − 1)2−n1, j2−n1] > 0
for atleast one j ∈ {i, i + 1}. Without loss of generality let us assume that
j = i. Then
H1(F−1n1 (Λ−1∞ ) ∩An1,i) = Π˜n1(x)H1(Λ−1∞ ∩ [(i− 1)2−n1, i2−n1])
≥ H1(Λ−1∞ ∩ [(i− 1)2−n1, i2−n1])
> 0.
CASE II:
In this ase Fn1(x) ∈ Tn1,i − E(Tn1,i) so that
x ∈ ((i− 1)2−n1, i2−n1) ⊂ [(i− 1)2−n1, i2−n1] = F−1n1 (An,i).
Thus sine Θ1(x,H1,Λ−1∞ ) > 0 it follows that
H1(Λ−1∞ ∩ [(i− 1)2−n1, i2−n1] > 0
and therefore
H1(F−1n1 (Λ−1∞ ) ∩An1,i) = Π˜n1(x)H1(Λ−1∞ ∩ [(i− 1)2−n1, i2−n1])
≥ H1(Λ−1∞ ∩ [(i− 1)2−n1, i2−n1])
> 0.
That is, in either ase there is a n ∈ N and i ∈ {1, ..., 2n} suh that Tn,i ⊂
Bρ(F(x)) and H1(F−1n (Λ−1∞ ) > 0. Applying (iv) to the A1 ∈ K resulting from
the subonstrution of A on Tn,i it follows that H1(Λ∞ ∩Tn,i) =∞ and thus
that H1(Bρ(F(x))∩Λ∞) =∞. Sine this is true for all ρ > 0 it follows that
Θ1(F(x),H1,Λ∞) =∞,
ompleting the proof of (5).
Proof of (6):
We note that the open sets of A with respet to H1 measure are U ∩A for U
open in the usual sense in R
2
. Now onsider an open set in A, V := U ∩ A
for some U open in R2.
Let
T1 := ∪{T1,i : T1,i ⊂ U}
116
and in general
Tn := ∪{Tn,i : Tn,i ⊂ U}.
We laim that
V =
∞⋃
n=1
(Tn ∩ A).
Clearly Tn ∩ A ⊂ U ∩A for all n ∈ N and thus
∞⋃
n=1
(Tn ∩A) ⊂ U ∩A = V.
Conversely, let x ∈ V . Then x ∈ A and there exists ρ > 0 suh that
Bρ(x) ⊂ U . Sine we know that for any A ∈ K, and x ∈ A
lim
n→∞
diam(Tn,i(n,x)) = 0
there exists nρ ∈ N suh that diam(Tnρ,i(nρ,x) < ρ/2. Then
Tnρ,i(nρ,x) ⊂ Bρ(x) ⊂ U
thus
Tnρ,i(nρ,x) ⊂ Tnρ
and thus x ∈ Tnρ .
Sine x ∈ A we have x ∈ Tnρ ∩A and thus
x ∈
∞⋃
n=1
(Tnrho ∩ A).
It follows that
V ⊂
∞⋃
n=1
(Tnrho ∩ A).
Now, for eah n ∈ N
Tn ∩ A =
⋃
i∈In
Tn,i ∩A
for some (possibly empty) index In ⊂ {0, 1, ..., 2n − 1}. Thus
F−1(Tn ∩ A) =
⋃
i∈In
Dn,i
117
where Dn,i is the i-th dyadi interval of order n. Thus
F−1(V ) = F−1
( ∞⋃
n=1
(Tn ∩A)
)
=
∞⋃
n=1
F−1(Tn ∩A)
=
∞⋃
n=1
⋃
i∈In
Dn,i
whih is a Borel set in A0,0 and thus H1-measurable. It follows that for any
Borel set B ∈ A F−1(B) is a Borel set in A0,0. Thus, nally, if B is a H1-
measurable set in A, F−1(B) is a H1-measurable set in A0,0. The fat that
the measurability of the inverse images of measurable sets follows from the
measurability of the inverse images of open sets is standard measure theory
and is disussed in, for example, Rudin [14℄ or Bartle [2℄. ♦
To omplete the preliminary results required for our study of measure and
retiability of sets in K we have one more lemma onerning density to
onsider. It is this nal general density Lemma that will be applied in the
proof of non-retiability of those Koh sets whih are not retiable (whih
ones they are will be made lear later). It shows the presene of innite
density almost everywhere in the image of any measurable subset of Λ−1∞ of
positive measure. In order to prove this Lemma, however, we rst need a
ouple of general measure theoreti results showing that the set of points
density one are suiently large in a set of positive measure in A0,0. The
seond is a ondition of non-retiability.
Proposition 7.8.
Let B ⊂ A0 be H1-measurable, then
H1({x ∈ B : Θ1(x,H1, B) = 1}) = H1(B).
Proof:
Sine B is H1-measurable we know that for all ρ > 0
1 = (2ρ)−1H1(Bρ(x)) = (2ρ)−1(H1(Bρ(x) ∩ B) +H1(Bρ(x) ∩ Bc))
so that
1 = lim
ρ→0
(2ρ)−1H1(Bρ(x))
= lim
ρ→0
(2ρ)−1(H1(Bρ(x) ∩ B) +H1(Bρ(x) ∩ Bc))
= Θ1(x,H1, B) + Θ1(x,H1, Bc).
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From standard theory (see for example [Simon3℄ Theorem 3.5) we know
Θ1(x,H1, C) = 0 for H1-almost all x ∈ Cc for any H1-measurable set C
with H1(C) < ∞. Hene Θ1(x,H1, Bc) = 0 for H1-almost all x ∈ B and
thus
Θ1(x,H1, B) = 1−Θ1(x,H1, Bc) = 1
for almost all x ∈ B. The result follows ♦
Proposition 7.9.
Let A ⊂ R2. Let θ be a L1(H1,R2,R) positive funtion on A. Suppose that B
is a subset of A of positive measure that satises θ(x) ≥ r > 0 for all x ∈ B.
Let x ∈ B satisfy
Θ1(H1, A, x) ≥ Θ(H1, B, x) =∞.
Then A does not have a 1-dimensional approximate tangent plane for A at
x with respet to θ.
Proof:
Let P be any potential approximate tangent plane for A at x with respet
to θ and dene φ ∈ C0c (R2;R) by
φ(x) :=
{
1 |x| ≤ 1
2− |x| 1 ≤ |x| ≤ 2
0 otherwise
.
We then have ∫
P
φdH1 = 3.
However,
lim
n→∞
λ−1
∫
A
φ(λ−1(z − x))dH1(z) ≥ lim
n→∞
λ−1
∫
B
φ(λ−1(z − x))dH1(z)
≥ lim
n→∞
λ−1
∫
B∩Bλ(x)
rdH1
= r lim
n→∞
λ−1
∫
B∩Bλ(x)
1dH1
= r lim
λ→0
H1(B ∩ Bλ(x))
λ
= 2rΘ1(x,H1, A)
> 3.
It is therefore impossible that A have an approximatye tangent plane at x
with respet to θ. ♦
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Lemma 7.4.
Let A ∈ K and H1(B∩Λ−1∞ ) > 0 for some measurable subset B ⊂ A0,0. Then
there exists
B1 ⊂ B ∩ Λ−1∞ ,
H1(B1) = H1(B ∩ Λ−1∞ )
suh that
Θ1(H1,F(B1),F(x)) =∞
for all x ∈ B1.
In partiular, if A ∈ K and H1(Λ−1∞ ) > 0, then for H1-a.e. x ∈ Λ−1∞
Θ1(H1, A,F(x)) ≥ Θ1(H1,Λ∞,F(x)) =∞.
Proof:
We note from Proposition 7.8 that
Θ1(H1, B ∩ Λ−1∞ , x) = 1
for H1-a.e. x ∈ B ∩ Λ−1∞ . We thus hoose
B1 := {x ∈ B ∩ Λ−1∞ : Θ1(H1, B ∩ Λ−1∞ , x) = 1},
noting that H1(B1) = H1(B ∩ Λ−1∞ ) as required.
Choose now y ∈ B1 arbitrarily.
We then note that from the denition of Θ1 there must exist an r0 > 0
so that for all r ≤ r0
(2r)−1H1(Br(y) ∩B1) > 7/8.
We now laim that for any dyadi interval D ∋ y with |D| := H1(D) < r0/2
H1(D ∩B1) > 3/4|D|.
We see this by seleting
γ := max{d(y, z) : z ∈ E(D)}
(where E(D) as elsewhere denotes the endpoints of D). Then γ < |D| < r0
and D ⊂ Bγ(y). Thus
H1(Bc1 ∩Bγ(y))
2γ
=
1−H1(B1 ∩ Bγ(y))
2γ
<
1
8
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whih implies
H1(Bc1 ∩D)
|D| ≤
2H1(Bc1 ∩Bγ(y))
2γ
<
1
4
and thus
H1(B1 ∩D)
|D| =
|D| − H1(Bc1 ∩D)
|D|
> (|D| − |D|/4)|D|−1
=
3
4
,
proving the laim.
In partiular, the laim holds for any dyadi intervalDm ∋ y of orderm ≥ m0
where m0 is hosen suh that 2
−m0 ≤ r0.
Then, seleting, independently from one another, 1 > p > 0 and M ∈ R
with
H1(Am0,i(y,m0)) = diam(Tm0,i(y,m0)) > p.
We hoose m ≥ m0 suh that diam(Tm,i(y,m)) ∈ (p/2, 2p) and Tm,i(y,m) ⊂
Bp(y). Note that F
−1
m (Am,i(y,m)) = A∩Tm,i(y,m). That is, dening B1 := F(B1)
H1(Bp(y) ∩ B1) ≥ H1(B1 ∩ Tm,i(y,m)) = H1(F(Dm) ∩ B1).
Sine, for all x ∈ B1 ∩ Dm,
∏∞
m=0(cosθn,i(y,n))
−1 = ∞ there exists a q0 ∈ N
suh that for
Bq :=
{
x ∈ B1 ∩Dm :
p∏
n=m+1
(cosθn,i(y,n))
−1 > M
}
H1(Bq0) > H1(B1 ∩Dm)/2.
If this were not true then sine Bq ⊂ Bq+1 for eah q it would follow that
H1
( ∞⋃
q=m+1
Bq
)
≤ H
1(B1 ∩Dm)
2
and thus there would exist x ∈ B1 ∩Dm suh that
∏∞
n=m+1(cosθn,i(x,n))
−1 <
M <∞. This ontradition onrms our laim.
We then note
H1(B1) > 1
2
H1(B1 ∩Dm) > 3
8
|Dm|
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and that sine for all x ∈ Dm, for all x ∈ B1
∞∏
n=0
(cosθn,i(x,n))
−1 ≥
m∏
n=0
(cosθn,i(x,n))
−1 >
p
|Dm| .
It then follows that for y˜ := F(y)
H1(B1 ∩Bp(y˜)) ≥ H1(B1 ∩ Tm,i(y,m))
≥ H1

B1 ∩ ⋃
Dq∩B1 6=∅
Tq,i(Dq ,q)


=
∑
Dq∩B1 6=∅
H1(B1 ∩ Tq,i(Dq ,q))
≥
∑
Dq∩B1 6=∅
H1(Fq(Dq ∩ B1))
=
∑
Dq∩B1 6=∅
q∏
n=0
(cosθq,i(Dq ,q))
−1H1(Dq ∩B1)
>
p
|Dm|
∑
Dq∩B1 6=∅
q∏
n=m+1
(cosθq,i(Dq,q))
−1H1(Dq ∩ B1)
>
Mp
|Dm|
∑
Dq∩B1 6=∅
H1(Dq ∩ B1)
=
Mp
|Dm|H
1

 ⋃
Dq∩B1 6=∅
Dq ∩B1


=
Mp
|Dm|H
1(B1)
>
3Mp
8|Dm| |Dm|
=
3Mp
8
Sine this is true for any p < diam(Tm0,i(y,m0)
Θ1(H1,B1, y˜) = lim
pց0
H1(B1 ∩Bp(y˜))
2p
≥ 3M
16
.
Sine this is true for eah M ∈ R we have
Θ1(H1,B1, y˜) =∞.
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As this is true for any y ∈ B1 it follows that
Θ1(H1,F(B1),Fy) =∞
for eah y ∈ B1 ompleting the rst part of the proof.
For the nal part of the proof we note that A0,0 is itself measurable and
that A0,0 ∩Λ−1∞ = Λ−1∞ . It follows from the above that there is a set B ⊂ Λ−1∞
with H1(B) = H1(Λ−1∞ so that
Θ1(H1,F(B),F(x)) =∞
for all x ∈ B. Sine A0,0 ⊃ Λ−1∞ ⊃ B, F(A0,0 = A, F(Λ−1∞ = Λ∞ and H1-a.e.
x ∈ Λ−1∞ , x ∈ B it follows that for all x ∈ B and thus H1-a.e. in Λ−1∞
Θ1(H1, A,F(x)) ≥ Θ1(H1,Λ∞,F(x)) ≥ Θ1(H1,F(B),F(x)) =∞,
whih ompletes the proof. ♦
This ompletes the preliminary results that we need for the retiability and
measure results on sets in K.
7.5 Relative Centralisation of Semi-Self-Similar
Sets
We now look at some preliminary results that we will need for results on di-
mension. We will redue all of our questions to an appliation of the results
of Huthinsion [10℄ to get our dimension results. We do this, in essene, by a
omparison priniple. We show that sets in K depending on properties of θ˜A
an be dimension invariantly rearranged so that they are supersets of some
sets to whih Huthinsons results apply and subsets of others. By onsidering
sequenes of suh rearrangements we an dedue the dimension of our sets
from the dimensions of the sets to whih we are omparing.
It is infat true that we ould, in prinipal, apply Huthinsons results di-
retly. However, the parameters of the sets and "self-similarity" funtions
annot be (at least not easily) extrated from sets in K. Thus atually giv-
ing an expliit dimension diretly is not possible.
Our omparison priniple, or rearrangement involves seperating eah trian-
gular ap in a partiular approximation to some A ∈ K, Tn and moving
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eah seperately by an orthogonal transformation in suh a way that eah of
the newly positioned triangular aps remain disjoint. We do this by pla-
ing eah inside of a triangular ap of another, larger, Tn from some other
A′ ∈ K. Sine all Hausdor measures are translation invariant it follows that
Hausdor dimension is also translation invariant and thus the union of the
replaed triangular aps is the same dimension as the original aps. We an
in this way ompare the dimesion of A to that of eah TA
′
n and thus of A
′
.
It will be by seleting appropriate A′ that we will prove our dimension results.
We start by dening the transformation proess, whih, due to the pla-
ing of one set into parts of another, we all entering. That is one set is
entered in the bigger one.
Denition 7.13.
Let A1, A2 ⊂ R2. We say that we an enter A1 in A2 (or that A1 an be
entered in A2) written A1 →֒c A2 if for eah m ∈ N there exists sets A1m
and A2m suh that
∞⋂
m=1
A2m ⊂ A2, A2m ⊂ A2(m−1) for all m ∈ N
A1 ⊂
∞⋂
m=1
A1m, A1m ⊂ A1(m−1) for all m ∈ N;
that for eah m ∈ N there exists n1(m), n2(m) ∈ N, n1(m) ≤ n2(m), disjoint
sets {A1mj}n1(m)j=1 and disjoint sets {A2mj}n2(m)j=1 suh that
n2(m)⋃
j=1
A2mj ⊆ A2m
and
A1m ⊆
n1(m)⋃
j=1
A1mj ;
that the sets Ai, Aim and Aimj are all Ha-measurable for i = 1, 2 eah a ∈ R
and appropriate m, j ∈ N and that there exist orthogonal transformations
T A1,A2m,j : R2 → R2 for j = 1, ..., n1(m) suh that
T A1,A2mj (A1mj) ⊆ A2mj .
If A1 →֒c A2 we write
CA1,A2n :=
n1(m)⋃
j=1
T A1,A2m,j (A1mj).
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Remark
For any A1, A2 ∈ K we an set n1(m) = n2(m) = 2m and for eah i ∈ {1, 2}
Aim := Tm := ∪2mj=1Tm,j and Aimj = Tm,j . In this ase, as we shall see, if
θA1n,i ≤ θA2n,i for eah n and i, we have, ignoring the negligible set of edge points
E, A1 →֒c A2.
It would have been a simpler statement of denition to restrit to the ase
A1, A2 ∈ K. However, as we shall see we will need to apply the denition
where A1 and A2 are subsets of elements of K where ertain triangular aps
have been simply removed in the onstrution of A1 and A2. In any ase,
to make the denition intuitively easier to understand we may always think
of eah Ai as an element of K with triangular aps removed, eah Aim as a
union of a subolletion of the TAim,j and eah Aimj as a T
Ai
m,j.
In the ase that A1 and A2 are atually in K we an restate the denition as
follows
Denition 7.14. K version
Let A1 and A2 be Aε type sets. We say that we an enter A1 in A2 (or that A1
an be entered in A2) written A1 →֒c A2 if for eah n ∈ N and i ∈ {1, .., 2n}
there are orthogonal transformations T A1,A2n,i suh that T A1,A2n,i (TA1n,i ) ⊂ TA2n,i .
If A1 →֒c A2 then we write
CA1,A2n :=
2n⋃
i=1
T A1,A2n,i (TA1n,i ).
Note that due to the fat that they are orthogonal transformations with both
disjoint preimages and disjoint images we have both
Hηδ (T A1,A2n,i (TA1n,i )) = Hηδ (TA1n,i )
for eah i ∈ {1, ..., 2n} and
Hηδ
(
2n⋃
i=1
T A1,A2n,i (TA1n,i )
)
= Hηδ
(
2n⋃
i=1
TA1n,i
)
for eah n ∈ N, for eah pair A1 →֒c A2 and for eah non negative η, δ ∈ R.
We now look at two properties of entering. The rst is more a property
of Aε type sets that tells a ondition allowing one Aε type set to be entered
into another. The seond is a more general result showing that the dimension
omparison works, thus justifying the use of entering.
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Proposition 7.10. Let A1 and A2 be Aε type sets. Let θ
A1
n,· be denoted by
θA1n and θ
A2
n,· be denoted by θ
A2
n for eah n ∈ N. Then, if TA10,1 ⊆ TA20,1 and
θA1n ≤ θA2n for eah n ∈ N then A1 →֒c A2.
Proof:
We know that TA10,1 ⊆ TA20,1 so that by denoting the identity transformation
by ι we have T A1,A20,1 ≡ ι and thus
T A1,A20,1 (TA10,1 ) ⊂ TA20,1 .
We then ontinue the proof by indution on n. Assume that
T A1,A2n,i (TA1n,i ) ⊂ TA2n,i
for some n ∈ N0 and eah i ∈ {1, ..., 2n}. Consider some arbitrarily hosen
j ∈ {1, ..., 2n} with
T A1,A2n,j (TA1n,j ) ⊂ TA2n,j
and there fore sine
diam(TAn,i) = H1(AAn,i)
for eah Aε type set A it follows that
H1(AA1n,j) ≤ H1(AA2n,j).
Now, θA1n+1 ≤ θA2n+1 by hypothesis and thus also, by Lemma 13
H1(AA1n+1,2j+k) =
1
2
(cos(θA1n+1))
−1H1(AA1n,j)
≤ 1
2
(cos(θA2n+1))
−1H1(AA1n,j)
≤ 1
2
(cos(θA2n+1))
−1H1(AA2n,j)
= H1(AA2n+1,2j+p)
for eah k, p ∈ {−1, 0}.
Combining these, it follows that TA1n+1,2j+k an be mapped into T
A2
n+1,2j+k by
plaing AA1n+1,2j+k in the enter of A
A2
n+1,2j+k for k ∈ {−1, 0}. By dening
T A1,A2n+1,2j+k to be the orthogonal transformation that does this it follows that
T A1,A2n+1,2j+k(TA1n+1,2j+k) ⊂ TA2n+1,2j+k
for k ∈ {−1, 0}. Sine j was arbitrary we have T A1,A2n+1,i suh that
T A1,A2n+1,i (TA1n+1,i) ⊂ TA2n+1,i
for all i ∈ {1, ..., 2n+1}, whih ompletes the indutive step in n. ♦
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We now prove the ruial step for the result we need to get our desired
dimension results, saying that if one set an be entered in another then the
expeted result that it has a smaller dimension than the other holds.
Lemma 7.5.
A1 →֒c A2 ⇒ dimA1 ≤ dimA2.
Proof:
Let η > 0 be suh that Hη(A2) = 0.
Now, let m ∈ N then sine Hη is invariant under orthogonal transforma-
tions we have
Hη(A1) = Hη(A1 ∩ A1m)
= Hη

n1(m)⋃
j=1
A1 ∩ A1mj


= Hη

n1(m)⋃
j=1
A1mj


=
n1(m)∑
j=1
Hη(T A1,A2m,j (A1mj))
≤
n1(m)∑
j=1
Hη(A2mj)
= Hη

n1(m)⋃
j=1
A2mj


≤ Hη

n2(m)⋃
j=1
A2mj


≤ Hη(A2m).
We then nd similarly for m+ 1
Hη(A1) ≤ Hη(A2(m+1))
then sine A2(m+1) ⊂ A2m we have
Hη(A1) ≤ Hη(A2m ∩A2(m+1)),
127
by indution it follows that
Hη(A1) ≤ Hη
( ∞⋂
m=1
A2m
)
≤ Hη(A2)
= 0.
As this is true for any η ∈ R for whih Hη(A2) = 0 we have
dimA1 = inf{η : Hη(A1) = 0}
≤ inf{η : Hη(A2) = 0}
= dimA2.
♦
This ompletes the presentation of the neessary preliminary results and thus
the hapter. In the following hapter we look at the theorems proving various
results about the atual measure, retiability and dimension of Aε type sets
and Koh type sets.
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Chapter 8
Dimension, Retiability and
Measure of Generalised Koh
type Sets
We now onsider the main results for Koh type sets. That is under what
onditions do we have nite, or weak loally nite measure. Under what
onditions are Koh type sets retiable, or not retiable, and under what
onditions an we determine the dimension of a set in K. The results are all
determined from the onstrtution parameters. All of the relevant parame-
ters an be expressed in terms of the angles θAn,i. In the ase of Aε type sets
we an exatly ategorise the sets with respet to the above questions, for
the Koh type sets it is not possible. The dierene being that in the ase
of Koh type sets we ould be generating measure from a pre-image set of
measure zero in an otherwise well behaved set. The question of whether or
not measure an indeed be generated remains at this time unanswered, the
important point for us, is that it annot be ruled out.
For this reason some of the results will ontinue to be stated seperately.
In the general ase we nd, with respet to retiability, that,
A ∈ K is ountably 1-retiable ⇔H1({x : Π˜A(x) =∞}) = 0.
With respet to measure, we nd that for eah A ∈ K
H1(A) =
∫
A0∼Λ−1∞
Π˜AdH1 +H1(Λ∞).
and that H1(Λ−1∞ ) > 0 ⇒ H1(Λ∞) = ∞. In general we would also expet
H1(Λ−1∞ ) = 0 ⇒ H1(Λ∞) = 0 (that is the nongeneration of measure ondi-
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tion) so that we would then have
H1(A) =
∫
A0
Π˜AdH1.
While in ertain ases (e.g. Λ−1∞ is ountable) it is ertainly true, it may not
be true in general. Note that this result holds also for A ∈ K with dimA > 1,
in whih ase we get the uninformative result H1(A) =∞.
Finally, with respet to dimension we dene
γA1 := sup{a : H1({x : θ˜Ax ≥ a}) > 0},
γA2 := sup
x∈A0
θ˜Ax
and nd
dimΓf(γA1 ) = f1(γ
A
1 ) ≤ dimA ≤ f1(γA2 ) = dimΓf(γA2 )
where
f(γ) := (1/2)(tanγ)
and therefore
f1(γ) = − ln2
ln((1/2)(1 + (tanγ)2)1/2)
.
Again, we nd simpliation under the hypothesis that for B ⊂ A0 H1(B) =
0⇒H1(F(B)) = 0 in that we an then state
dimA ≡ f1(γA1 ).
It is in the Aε type set ase that we an ignore the possibilty of generalisation
of measure and thus the "nier" results an be stated for these sets.
8.1 Lipshitz Representation and Retiability
We start by showing that in some ases an Aε type set is atually a Lipshitz
graph, where F would pass as a Lipshitz funtion.
Lemma 8.1.
Suppose A ∈ A0 and ∑∞n=0 θAn <∞. Then for eah l > 0 there is an n0 ∈ N
suh that A∩ TAn0,i an be expressed as the graph of a Lipshitz funtion with
Lipshitz onstant less than or equal to l over AAn0,i for eah i ∈ {1, ..., 2n0}.
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Proof:
Let n0 be suh that ∞∑
n=n0
θAn <
tan−1(l)
5
.
Then let x, y ∈ A ∩ TAn0,i for some i ∈ {1, ..., 2n0} with x 6= y. We then know
that there exists a n1 > n0 suh that for eah n0 ≤ n < n1 x, y ∈ TAn,k for
some k and that x ∈ TAn1,j and y ∈ TAn1,j±1 for some integer j. Without loss
of generality let x ∈ TAn1,j and y ∈ TAn1,j+1.
By hoie of n0 we know that
ψ
AAn1,j
AAn0,i
<
tan−1(l)
5
and by Lemma 5.1
ψ
TAn1,j
TAn1,j+1
< 2θAn1,j < 2
tan−1(l)
5
so that when writing X = {z ∈ R2 : z = x+ ty, t ∈ R}
ψXAAn1,j
< 2ψ
TAn1,j
TAn1,j+1
< 4
tan−1(l)
5
.
Thus
ψXAAn0,i
<
tan−1(l)
5
+ 4
tan−1(l)
5
= tan−1(l)
and hene
|π(AAn0,i)⊥(x)− π(AAn0,i)⊥(y)|
|πAAn0,i(x)− πAAn0,i(y)|
< tan(tan−1(l)) = l.
Noting that (x, y) was an arbitrarily hosen pair of distint points ompletes
the proof. ♦
Combining this lipshitz result with Lemma 7.3 we are now able to present
the retiability results. We rst prove, both by Lipshitz graphs and the
existene of approximate tangent spaes, the retiability under partiular
onditions of Aε type sets. We present onurring with the philosophy that
multiple proof methods allow further insight and understanding of the ob-
jets involved and are in any ase interesting in their own right, as well as
for omparative purposes.
We rst prove the retiability using the Lipshitz lemmmas to show that
ertain Aε type sets an then be expressed as H1-almost everywhere subsets
of a ountable union of Lipshitz graphs.
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Theorem 8.1.
Whenever A ∈ A0 satises ∑∞n=0 θAn <∞, A is ountably 1 retiable.
Proof:
Sine
∑∞
n=0 θ
A
n < ∞ there is, by Lemma 8.1, an n0 ∈ N suh that for eah
i ∈ {1, ..., 2n0} A ∩ TAn0,i an be expressed as the graph of a Lipshitz graph
over AAn0,i. That is there is a Lipshitz funtion fi : R
2 → R2 suh that
A ∩ TAn0,i ⊂ fi(AAn0,i).
Then when SAn0,i : R→ R2 is a transformation satisfying
SAn0,i([0,H1(AAn0,i)]) = AAn0,i
we an dene Fi : R→ R2 as Fi = fi ◦ SAno,i to write
A =
2n0⋃
i=1
A ∩ TAn0,i
⊆
2n0⋃
i=1
fi(A
A
n0,i
)
⊂
2n0⋃
i=1
Fi(R).
Sine this is a subset of a form of expression of a set that is dened as being
ountably 1-retiable, the proof is omplete. ♦
The seond proof applies to sets with onverging sums of base angles. In this
ase "potential" approximate tangent spaes eventually stop rotating and
we an then use the approximate j-dimensionality to say that the set will
be arbitrarily lose to the limit of the rotating bases of the triangular aps
ontaining a point and will thus have an approximate tangent spae there.
Theorem 8.2.
Any A ∈ A0 satisfying ∑∞n=0 θAn <∞ has an approximate tangent spae with
multipliity one almost eveywhere and is thus ountably 1-retiable.
Proof:
We rst prove that A − E is ountably 1-retiable. Let y ∈ A − E, write
H := H1(A) and let f ∈ C0C(R2). It follows in partiular that f is Lipshitz
with Lipshitz onstant F1 and that there is an M suh that
sptf ⊂ BM(0).
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Let F = max{1, F1}. Sine the other ase is trivial we assume M > 0.
Let ε > 0 and dene δ = ε/(MF ). Sine A ∈ A0 we know that A − E
satises property (iv), we therefore know that there is a ρy > 0 suh that for
all ρ ∈ (0, ρy] there is a Ly,ρ suh that
A ∩ Bρ(y) ⊂ Lδρ/2ρ,y
and we know in fat from the proof that A−E satises (iv) that we may take
Ly,ρ||AAnρ,i(y,nρ) where AAnρ,i(y,nρ) is taken suh that H1(AAnρ,i(y,nρ)) ∈ (ρ/2, ρ]
and y ∈ TAnρ,i(y,nρ).
Sine
∑∞
n=0 θ
A
n < ∞ we know that {ψ
AA
n,i(n,y)
R
} is a onvergent sequene and
thus there is an ane spae L suh that
ψL
R
= lim
n→∞
ψ
AA
n,i(n,y)
R
.
We then hoose ρ1 suh that ρ1 < ρy, so that for all ρ < ρ1 the A
A
nρ,i(y,nρ)
taken as desribed above is suh that
tan−1(ψLAA
nρ,i(y,nρ)
) <
δ
2
(8.1)
with nρ large enough for Lemma 8.1 to gaurantee that A ∩ TAnρ,i(y,nρ) an be
expressed as the graph of a Lipshitz funtion with Lipshitz onstant δ, and
sine
∑∞
n=0 θ
A
n <∞⇒
∏∞
n=0(cosθ
A
n )
−1 <∞ we take ρ1 suh that nρ1 is suh
that
∏∞
n=nρ1
(cosθAn )
−1 < 1 + ε.
Now let λ < ρ1
M
. Then we have that A ∩ BλM(y) ⊂ (AAnλ,i(y,nλ))δλM/2 so
that by (8.1)
tan(ψ
AA
nλ,i(y,nλ)
L ) <
δ
2
so that
A ∩ BMλ(y) ⊂ LMδλ
and thus
ηy,λA ∩ BM(0) ⊂ L− y)Mδ.
On this set we also have
|f(x)− f(πL(x))| < Lipf · δM ≤ MFε
MF
= ε
for all x ∈ ηy,λ(A−E).
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By otherwise onsidering the positive and negative parts of f we may as-
sume that f ≥ 0. We then note∫
ηy,λ(A−E)
f(y)dH1(y) ≤
∫
ηy,λ(A−E)
εdH1 +
∫
ηy,λ(A−E)
f(πL(y))dH1(y).
Then by Lemma 8.1 and Lemma 5.2 we know that we an apply the area
formula with Jaobian alulated by taking the maximal vertial variation
per unit along L as δ plus 2(2θAnλ). That is, with the Jaobian fator bounded
above by (1 + 9δ2)1/2 so that we have∫
ηy,λ(A−E)
f(y)dH1(y) ≤
∫
ηy,λ(A−E)
εdH1 + (1 + 9δ2)1/2
∫
L
f(y)dH1(y)
< εH1(ηn,λ(A−E)) + (1 + 9ε)
∫
L
f(y)dH1(y)
whih implies∣∣∣∣∣
∫
ηy,λ(A−E)
fdH1 −
∫
L
fdH1
∣∣∣∣∣ ≤ ε(1 + ε)2M + (1 + 9ε− 1)
∣∣∣∣
∫
L
fdH1
∣∣∣∣
= ε(1 + ε)2M + (9ε)
∫
L
fdH1.
Sine this is true for all ε > 0 it follows that
lim
λ→0
∣∣∣∣∣
∫
ηy,λ(A−E)
fdH1 −
∫
L
fdH1
∣∣∣∣∣ = 0
so that
lim
λ→0
∫
ηy,λ(A−E)
fdH1 =
∫
L
fdH1.
That is there is an approximate tangent spae for y. Sine this is true for all
y ∈ A−E and H1(E) = 0 we have
lim
λ→0
∫
ηy,λA
fdH1 = lim
λ→0
∫
ηy,λ(A−E)
fdH1
=
∫
L
fdH1
for all y ∈ A − E. That is, A has an approximate tangent spae for all
y ∈ A − E, and therefore H1-almost everywhere whih implies that A is
ountably 1-retiable. ♦
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Although these results are not for the entirety of Aε type sets, the ompletion
of the proofs of retiability falls under the proof for general K sets. We thus
prove the more general result, stating the leaner result for Aε type sets as a
Corollary.
Theorem 8.3.
Let A ∈ K.
If H1(Λ∞) = 0 then A is ountably 1-retiable.
Remark:
It would learly be desireable to be able to show that
H1(Λ−1∞ ) = 0⇒ H1(Λ∞)
whih would be an a better situation sine we have better understanding, per-
eption and ontrol of sets in A0 than sets in A. It is however not neessarily
in general true (though it may be). We do in some limited ases have ontrol
from A0. For example if Λ
−1
∞ is ountable then H1(Λ∞) = 0 and so the above
Theorem would then state that with suh a Λ−1∞ , A is ountably 1-retiable.
Proof:
We note that
A = Λ∞ ∪
∞⋃
m=1
Λm
= Λ∞ ∪
∞⋃
m=1
F(Λ−1m )
= Λ∞ ∪
∞⋃
m=1
F|Λ−1m (Λ−1m ).
Sine from Lemma 7.3 we know that FΛ−1m is Lipshitz for eah m ∈ N it
follows that A is ountably 1-retiable should H1(Λ∞) = 0. ♦
Before stating the orollary of retiability for Aε sets, we prove the non-
retiability result. In this way we will be able to demonstrate neessary
and suient, that is, an equivalene of onditions for sets in Aε to ountable
1-retiability.
Theorem 8.4.
Let A ∈ K and H1(Λ−1∞ ) > 0. Then A is not ountably 1-retiable.
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Proof:
Let θ be any potential multipliity funtion for A. Then θ ∈ L1(H1, A,R)
and thus θ is H1-measurable.
We then laim that there is an r > 0 suh that
H1(F−1({x ∈ A : θ(x) > r}) ∩ Λ−1∞ ) > 0.
This is true for otherwise
H1({x ∈ A0,0 : θ ◦ F(x) = 0}) > 0
and thus
H1({x ∈ A : θ(x) = 0}) > 0
ontraditing θ being a positive funtion on A. Set
B := F−1({x ∈ A : θ(x) > r}).
Sine θ is measurable, {x ∈ A : θ(x) > r} is measurable and thus, sine from
Proposition 7.7 we know F is measurable, B is H1-measurable in A0,0.
It then follows from Lemma 7.5 that there exists a B1 ⊂ B with H1(B1) =
H1(B) > 0 suh that
Θ1(H1,F(B1),F(x)) =∞
for eah x ∈ B1.
Consider now f ∈ C0C(R2,R) suh that χB1(0) ≤ f ≤ χB2(0) where χ is
the harateristi funtion. Then for any tangent spae, P , to A that may
exist with respet to θ at F(x) for some x ∈ B1
θ(F(x))
∫
P
f(y)dH1(y) ≤ θ(F(x))
∫
P
χB2(0)dH1(y) = 2θ(F(x)) <∞.
However
lim
λց0
∫
ηx,λA
f(y)θ(x+ λy)dH1(y) ≥ lim
λց0
∫
ηx,λF(B1)
f(y)θ(x+ λy)dH1(y)
≥ lim
λց0
∫
ηx,λF(B1)
χB1(0)θ(x+ λy)dH1(y)
> r lim
λց0
∫
ηx,λF(B1)
χB1(0)dH1(y)
≥ rΘ1(H1,F(B1), x)
= ∞.
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Thus
lim
λց0
∫
ηx,λA
f(y)θ(x+ λy)dH1(y) 6= θ(F(x))
∫
P
f(y)dH1(y).
Sine this is true for any x ∈ F(B1) and H1(F(B1)) ≥ H1(B1) > 0 it follows
that A does not have an approximate tangent spae with respet to θ at x
on a set of x of positive measure.
Sine this holds for any allowed seletion of θ it follows from the denition
of retiable sets and Theorem 3.1 that A is not ountably 1-retiable. ♦
We an now state the leaner result for Aε type sets from whih the partiular
results for Aε and Aε follow.
Corollary 8.1.
For an Aε type set A, A is ountably 1-retiable if and only if
H1((Λ−1∞ )A) = 0.
Proof:
We note that A being Aε type set implies A ∈ K. Thus from Theorem 8.4,
if H1((Λ−1∞ )A) > 0 then A is not ountably 1-retiable.
Conversely, Should H1((Λ−1∞ )A) = 0 then there must exist at least one point,
x, for whih Π˜Ax 6= ∞. Sine Π˜Ax is onstant for all x ∈ A for an Aε type
set it follows that Π˜Ay 6= ∞ for eah y ∈ A0,0 and thus for eah y ∈ A. It
follows that ΛA∞ = ∅ and therefore that H1(ΛA∞) = 0. It thus follows from
Theorem 8.3 that A is ountably 1-retiable. ♦
Theorem 8.5.
Let ε > 0 and A be onstruted as in Constrution 3.2 with this ε. Then
Π˜Ax ≡ ∞
and thus A is not 1-ountably 1-retiable.
Proof:
From Lemma 7.2 we know that for any Aε type set A1,
H1(A˜nA1) = H1(AA10,0)
n∏
j=0
(cosθA1j,· )
−1 =
n∏
j=0
(cosθA1j,· )
−1.
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Sine from Lemma 3.2
H1(A˜nA) = (1 + n16ε2)1/2
it follows that
Π˜A = lim
n→∞
n∏
j=0
(cosθAj,·)
−1
= lim
n→∞
H1(A˜nA)
= lim
n→∞
(1 + n16ε2)1/2
= ∞.
Thus x ∈ (Λ−1∞ )A for eah x ∈ A0,0. This ompletes the rst part of the proof.
It thus follows that H1((Λ−1∞ )A) > 0. From Proposition 7.7 (3) it then fol-
lows that H1(ΛA∞) > 0. Therefore, from Corollary 8.1, A is not ountably
1-retiable. ♦
The proof then that Aε is not ountably retiable that we present is an
indiret proof, assuming thatAε is ountably 1-retiable, whih then implies
that Aε is ountably 1-retiable. This ontradition ompletes the proof and
the retiability results.
Theorem 8.6.
For any appropriate ε > 0 for Aε to be dened, Aε is not ountably 1-
retiable.
Proof:
We prove the Theorem by ontradition. So, suppose that Aε is ountably
1-retiable and so an be written in the form
Aε ⊂ A0 ∪
∞⋃
n=1
Fn(R)
where H1(A0) = 0 and Fn : R→ R2 is a Lipshitz funtion for eah n ∈ N.
We now onsider that by the onstrution of Aε we know that Aε ∩ Ti,j is
A21−iε onstruted on a base of length H1(Ai,·) (whih we note importantly is
greater than 21−i so that should Aε be well dened, then so too is the new Aε).
It thus follows that by ontraditing Aε by 2
1−i
in the vertial diretion
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and by H1(Ai,·) in the horizontal diretion we have that the result C(Aε) is
a opy of any Aε ∩ Ti,j (where C is the ontration map satisfying the said
onditions).
We thus know that there exists ontration maps for eah i ∈ N and j ∈
{1, ..., 2i}, Oij : R2 → R2, suh that
Oij(Aε) = Aε ∩ Ti,j
whih implies
Oij(Aε) ⊂ Aε ∩ Ti,j
and also that
Oij(E) = E ∩ Ti,j.
Dene
MAε := Aε ∩
⋃
i∈N
2i⋃
j=1
Oij(Aε),
and
RAε := Aε ∼

Aε ∪⋃
i∈N
2i⋃
j=1
Oij(Aε)

 = Aε ∼ MAε.
It follows that
Lijn := Oij(F (x)) i, n ∈ N, j ∈ {1, ..., 2i}
are Lipshitz funtions Lijn : R → R2. We note that {{Lijn}i,n∈N}2ij=1 is
ountable. Also that RAε ia a subset of the union of balls (or deformed balls)
around points in E. Also that by taking the further addition to Aε, Oij(Aε),
we innitely redue this area by ontinually rening the deformed ball around
eah en, that is
RAε ⊂
⋃
n∈N
⋂
{i,j:Oij((0,0))=en}
Oij(Br1((0, 0))).
With this set up we an then attak the proof.
We rst note that
MAε = Aε ∪
∞⋃
i=1
2i⋃
j=1
Oij(Aε)
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⊂ A0 ∪
∞⋃
n=1
Fn(R) ∪
∞⋃
i=1
2i⋃
j=1
Oij
(
A0 ∪
∞⋃
n=1
Fn(R)
)
= A0 ∪
∞⋃
n=1
Fn(R) ∪
∞⋃
i=1
2i⋃
j=1
Oij(A0) ∪
∞⋃
i=1
2i⋃
j=1
∞⋃
n=1
Lijn(R)
= A0 ∪
∞⋃
i=1
2i⋃
j=1
Oij(A0) ∪
∞⋃
n=1
Fn(R) ∪
∞⋃
i=1
2i⋃
j=1
∞⋃
n=1
Lijn(R),
where
H1

A0 ∪ ∞⋃
i=1
2i⋃
j=1
Oij(A0)

 ≤ H1(A0) + ∞∑
i=1
2i∑
j=1
H1(Oij(A0))
≤ H1(A0) +
∞∑
i=1
2i∑
j=1
H1(A0)
= 0 +
∞∑
i=1
2i∑
j=1
0
= 0.
and
⋃∞
n=1 Fn(R) ∪
⋃∞
i=1
⋃2i
j=1
⋃∞
n=1 Lijn(R) is a ountable olletion of Lips-
hitz images.
It thus follows that MAε is a ountably 1-retiable. That is
MAε = M0 ∪
∞⋃
n=1
Mn(R)
where
M0 = A0 ∪
∞⋃
i=1
2i⋃
j=1
Oij(A0)
is a set of measure zero and {Mn}∞n=1 is a reordering of {Fn}∞n=1∪{{Lijn}∞i,n=1}2ij=1.
We now show that H1(RAε) = 0.
Let η > 0. For eah i, n ∈ N there exists jn = jn(i, n) ∈ {1, ..., 2i} suh
that Oij((0, 0)) = en. That is, Oij(Br1((0, 0))) overs the part of RAε en-
tered on en, so that sine
lim
i→∞
H1(Ai,·) = 0
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for eah n we an hoose an in ∈ N suh that diam(Oij(Br1((0, 0)))) < η2−n.
Then, sine
RAε ⊂
∞⋃
n=1
Oinjn(Br1((0, 0)))
and sine diam(Oij(Br1((0, 0)))) < η2
−n < η for eah n ∈ N we then have
that {Oinjn(Br1((0, 0)))}∞n=1 is an appropriate overing set to estimate H1η
and in fat we have
H1η(RAε) ≤ H1η
( ∞⋃
n=1
Oinjn(Br1((0, 0)))
)
≤
∞∑
n=1
diam(Oinjn(Br1((0, 0))))
<
∞∑
n=1
η2−n
= η.
Thus
H1(RAε) = lim
η→0
H1η(RAε)
< lim
η→0
η
= 0.
now sine Aε = MAε ∪RAε we have
Aε = RAε ∪M0 ∪
∞⋃
n=1
Mn(R).
Sine H1(RAε) = 0,
H1(RAε ∪M0) = 0
and it follows that Aε is ountably 1-retiable. This ontradits Theo-
rem 8.5, thus Aε is not ountably 1-retiable. ♦
This ompletes our study of retiability, we move on to the measure results
before nally onsidering the dimension of Koh type sets.
8.2 Measure Formulae for Koh Type Sets
For our measure result we present, as previously seen, a formula that resem-
bles the Area Formula. We ould also have applied the Area Formula (for
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more information on the Area Formula see for example Simon [15℄) but not
without some diulty. We therefore present a self ontained diret proof of
the result.
Theorem 8.7.
Let A ∈ K. Then, for all measurable B ⊂ A0,0 the following holds
H1(F(B)) =
∫
B∼Λ−1∞
Π˜dH1 +H1(F(B) ∩ Λ∞).
Remark:
As with the retiability theorem, the statement of this theorem would be
simplied should it be true that
H1(Λ−1∞ ) = 0⇒ H1(Λ∞) = 0
in whih ase we ould write
H1(F(B)) =
∫
B
Π˜dH1,
sine, should H1(Λ−1∞ ) > 0, both sides would then be ∞ so that they ould in
this ase also be reoniled with one another.
It seems as though an appliation of the area formula for retiable sets is all
that is neessary, whih is likely to be true, however, sine the onvergene of
Π˜n(x) is equivalent to the onvergene of
∑
n θ
A
n,i(x)
2
and thus not neessarily
of
∑
n θ
A
n,i(x), the Jaobian is by no means a trivial quantity to alulate or
show that it is equal to Π˜ on A0,0 ∼ Λ−1∞ .
Proof:
We note that for any measurable C ⊂ A0,0
F(D) =
∞⋂
n=1
⋃
i∈Xn
TAn,i
where
Xn := {i ∈ {1, ..., 2n} : i = i(n, x) for some x ∈ D}
and so an be onstruted from ountable unions and intersetions of H1-
measurable subsets of R
2
and is therefore measurable. Also, sine from
Lemma 7.3 Fn is Lipshitz for eah n ∈ N these sets are also measurable.
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Further, sine Fn is a Lipshitz map for eah n ∈ N, if D ⊂ A0,0 so to
is Fn(D) for eah n ∈ N.
It follows then that
H1(F(B)) = H1(F(B) ∩ Λ∞) +H1(F(B) ∼ Λ∞).
We onsider the seond term.
Let q ∈ N and dene
Hnq :=
{
x ∈ A0 : n− 1
q
< Π˜(x) ≤ n
q
}
.
We see
B ∼ Λ−1∞ =
∞⋃
n=1
Hnq.
we now estimate H1(F(B ∩Hnq)). Firstly Hnq ⊂ Λn/q so that
F(B ∩Hnq) = F|Λn/q(B ∩Hnq)
is a Lipshitz graph with LipF|Λn/q ≤ n/q so that
H1(F(B ∩Hnq)) ≤ n
q
H1(Hnq).
It is now neessary to establish a lower estimate. To do this we dene
Hnqj := {x ∈ Hnq : Π˜j(x) > (n− 1)q−1 ≥ Π˜j−1(x)}
and note that Hnqi ∩Hnqj = ∅ whenever i 6= j. We also dene
Jnq := {i ∈ {1, ..., 2j} : i = i(n, x) for some x ∈ Hnqj}
We note that F|Λn/q ◦ F−1j is a Lipshitz expansion map on Fj(Λn/q). It
follows that
H1(F(Hnqj)) = H1(F ◦ F−1j ◦ Fj(Hnqj))
= H1

 ⋃
i∈Jnq
F|Λn/q ◦ F−1j (Fj(Hnqj) ∩Aj,i)


=
∑
i∈Jnq
H1(F|Λn/q ◦ F−1j (Fj(Hnqj) ∩Aj,i))
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≥
∑
i∈Jnq
H1(Fj(Hnqj) ∩Aj,i)
=
∑
i∈Jnq
Π˜j,iH1(Hnqj ∩ [(i− 2)2−j, i2−j])
>
∑
i∈Jnq
n− 1
q
H1(Hnqj ∩ [(i− 1)2−j, i2−j])
=
n− 1
q
H1(Hnqj).
Sine Hnq is the disjoint union of {Hnqj}∞j=1 it follows that
H1(F(Hnq)) =
∞∑
j=1
H1(F(Hnqj))
>
n− 1
q
∞∑
j=1
H1(Hnqj)
=
n− 1
q
H1(Hnq).
It then follows that
n− 1
q
H1(Hnq) ≤ H1(F(Hnq) ≤ n
q
H1(Hnq).
Correspondingly we have diret from the denition of Hnq that
n− 1
q
H1(Hnq) <
∫
Hnq
Π˜dH1 ≤ n
q
H1(Hnq)
so that ∣∣∣∣∣
∫
Hnq
Π˜dH1 −H1(F(Hnq)
∣∣∣∣∣ < 1qH1(Hnq)
and therefore∣∣∣∣
∫
B∼Λ−1∞
Π˜dH1 −H1(F(B ∼ Λ−1∞ ))
∣∣∣∣ =
∣∣∣∣∣
∞∑
n=1
∫
Hnq
Π˜dH1 −H1(F(Hnq))
∣∣∣∣∣
≤
∞∑
n=1
∣∣∣∣∣
∫
Hnq
Π˜dH1 −H1(F(Hnq))
∣∣∣∣∣
<
∞∑
n=1
1
q
H1(Hnq)
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=
1
q
H1(B ∼ Λ−1∞ )
≤ 1
q
.
Sine this is true for all q ∈ N it follows that∣∣∣∣
∫
B∼Λ−1∞
Π˜dH1 −H1(F(B ∼ Λ−1∞ ))
∣∣∣∣ = 0
and thus that ∫
B∼Λ−1∞
Π˜dH1 = H1(F(B ∼ Λ−1∞ )).
This gives us
H1(F(B)) = H1(F(B) ∩ Λ∞) +H1(F(B) ∼ Λ∞)
=
∫
B∼Λ−1∞
Π˜dH1 +H1(F(B) ∩ Λ∞).
♦
As we mentioned at the beginning of this hapter, we present the simplied
result for Aε type sets. In this ase, however, the result does not simplify.
This is beause, should Π˜A· ≡ ∞ for some Aε type set A then it ould be this
very A that allows for reation of measure. Then for any set B ⊂ A0,0 with
H1(B) > 0 we get ∫
B
Π˜dH1 = H1(F(B)) =∞.
However, for a measurable set B ⊂ A0,0 with H1(B) = 0 from whih measure
is reated we would have ∫
B
Π˜dH1 = 0
but
H1(F(B)) > 0
preventing the simplied version of Theorem 8.7∫
B
Π˜dH1 = H1(F(B))
holding as desired.
This, therefore, onludes our disussion of measure formulae and we now
onlude with the results on dimension.
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8.3 A Full Spetrum of Dimension
We omplete this work with a disussion of the Dimension of Aε and Koh
type sets. As we disussed earlier in this Chapter, in order to gather results
about dimension we essentially want to plae sets either inside of or around
sets that we know the dimension of. Unfortunately, generally with dierent
Aε type sets they do not generally stay neatly inside of one another. We
therefore need to use our entralisation results to rearrange eah stage of
onstrution to ensure that strit ontainment is retained by the neessary
sets.
As with the retiability results, the Aε type sets allow for a more leanly
stated result than the Koh type sets. Unlike some of the previous result, we
shall not prove the asthetially more pleasing results of the Aε type sets as a
orollary of the more general Koh type sets but shall rather prove the result
diretly. This is mainly beause the proof attahed to the Aε type sets is
muh leaner allowing the essential ingredients to be more learly seen. The
proof assoiated with the Koh type sets is then presented afterwards where
the diulties of allowing full variation of base angles require a muh more
tehnial proof.
As we will see from the results, a omplete losed interval in R represents the
possible dimensions of sets in K. This shows the rih variation of the sets,
whih ould otherwise perhaps have been of a dimension from a nite set of
values.
Following the proof of the dimension of the Aε type sets, we present a Corol-
lary showing how the dimension of Aε (whih we diretly proved to be 1 in
Theorem 3.1) follows easily from the more general result.
Theorem 8.8. For r ≥ 0 and A ∈ Ar
dimA = − ln2
ln(1
2
(1 + (tan(r))2)1/2)
.
Proof:
The proof is dependent on the dimension of Γε. We thererfore rst note that
for any saling λ ∈ R
dimλΓε = dimΓε.
We also note that
Γ1/2(tanr) ∈ Ar
146
and nally, realling dimΓε = −ln2/(lnl) where l is the shrinking fator per
approximation stage, we alulate that lr, the approriate l for Γε ∈ Ar is
lr = − ln2
ln(1
2
(1 + (tan(r))2)1/2)
.
Now, sine for A ∈ Ar θAn ց r we have θAn ≥ r for all n ∈ N. Thus, sine
θ
Γ1/2(tanr)
n ≡ r for all n ∈ N and thus alsoH1(AA0,1)T Γ1/2(tanr)0,1 ⊂ TA0,1 Proposition
7.10 then gives us that
H1(AA0,1)Γ1/2(tanr) →֒c A.
Lemma 7.5 then gives
dimA ≥ dimH1(AA0,1)Γ1/2(tanr) = dimΓ1/2(tanr). (8.2)
Then, for any r1 > r there is an n0 ∈ N suh that for all n > n0 θAn ≤ r1. It
follows that by hoosing arbitrarily and j ∈ {1, ..., 2n0}
H1(AAn0,j)T
Γ1/2(tanr1)
0,1 ⊃ TAn0,j .
Now taking Tj ∈ Ar to be the set generated by starting with TAn0,j and
θ
Tj
n ≡ θAn+n0 , we have by Proposition 7.10 that
Tj →֒c H1(AAn0,j)Γ1/2(tanr1).
It then follows from Lemma 7.5 that
dimTj ≤ dimH1(AAn0,j)Γ1/2(tanr1) = dimΓ1/2(tanr1).
Taking a nite union of suh ses will not alter the dimension, thus
dimA = dim
2n0⋃
j=1
Tj
= dimTj
≤ dimΓ1/2(tanr1)
= − ln2
ln(1
2
(1 + (tan(r))2)1/2)
.
Sine this is true for all r1 > r it follows that
dimA ≤ − ln2
ln(1
2
(1 + (tan(r))2)1/2)
= dimΓ1/2(tanr).
Combining this with (8.2) gives the result ♦
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Corollary 8.2.
dimAε = 1.
Proof:
Sine from Proposition 7.5 we know Aε ∈ A0 for any given ε, we an diretly
apply Theorem 8.8 to alulate
dimAε = − ln2
ln(1
2
(1 + (tan(0))2)1/2)
= − ln2
ln(1/2)
= 1.
♦
Our nal result is then the haraterisation of dimension for the more general
Koh type sets. As we see, the basi priniple is the same as that used for
Aε type sets, the dierene being the need to adjust for individually varying
rates of hange of base angle in the more general set up. We slowly eliminate
those more rapidly dereasing, leaving those with a base measure enough
to make a dierene that redue base angle slowly and would then, in the
sense of Theorem 8.8 have higher dimension. It is these sets that ditate the
dimension of the general whole set.
Theorem 8.9.
Let A ∈ K and
γA1 = sup{a : H1({x ∈ A0 : lim
n→∞
θAn,i(n,x) ≥ a}) > 0}
and
γA2 = sup
x∈A0
θ˜Ax .
Then
dimΓf(γA1 ) = f1(γ
A
1 ) ≤ dimA ≤ f1(γA2 ) = dimΓf(γA2 )
where
f(γ) := (1/2)(tanγ)
and therefore
f1(γ) := − ln2
ln((1/2)(1 + (tanγ)2)1/2)
.
Should the hypothesis that for B ⊂ A0 H1(B) = 0⇒ H1(F(B)) = 0 hold, or
should for a given A ∈ K we have H1(ΥγA1 +) = 0 then
dimA ≡ f1(γA1 ).
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Proof:
We start by proving that dimA ≤ f1(γA1 ).
Let ξ < γA1 . Then H1(Υ−1ξ+) > 0. There is therefore an n0 ∈ N suh that
H1(Υ−1ξ+) > 2−n0. It follows that
Υ−1ξ+ ∩ [(i− 1)2−n0, i2−n0] 6= ∅
for at least 2n−n0 i ∈ {1, ..., 2n}. It follows that
TAn,i ∩ Fn(Υ−1ξ+) 6= ∅
for at least 2n−n0 i ∈ {1, ..., 2n}.
In partiular, this is true for all n ≥ n0. We set
A2m := ∪{TAn0+m,i : TAn0+m,i ∩ Fn0+m(Υ−1ξ+) 6= ∅}
and n2(m) to be the number of T
A
n0+m,i
that are inluded in A2m.
Note that n2(m) ≥ 2m. Further we order these TAn0+m,i ⊂ A2m as {A2mj}n2(m)j=1 .
We onsider the set Γf(ξ) onstruted on a base A0,0 of length
H1(A0) = 2−n0
n0−1∏
i=0
(cosξ)−1.
We denote this set by Γ˜.
We now want to show that
Γ˜ →֒c A2 :=
∞⋂
m=1
A2m.
Clearly, for any TAn0+m+1,i ⊂ A2(m+1), TAn0+m+1,i ∩ Fn0+m+1(Υ−1ξ+) 6= ∅, also
TAn0+m+1 ⊂ TAn0+m,int(i/2)+1 so that
TAn0+m,int(i/2)+1 ∩ Fn0+m+1(Υ−1ξ+) 6= ∅
and thus
TAn0+m,int(i/2)+1 ∩ Fn0+m(Υ−1ξ+) 6= ∅,
so that TAn0+m,
∫
(i/2)+1 ⊂ A2m and hene we have A2(m+1) ⊂ A2m for any
m ∈ N.
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We see that in putting Γ˜ into the required form for Denition 7.13
Γ˜ = A1, T
Γ˜
n :=
2n⋃
i=1
T Γ˜n,i = A1n, T
Γ˜
n,i = A1ni, and n1(m) = 2
m.
So that A1 and A2 individually satisfy the requirements of A1 and A2. Also,
n1(m) = n2(m). We therefore only need to show the existene of the trans-
formations T A1,A2n,i .
We note that eah A1mi = T
Γ˜
m,i is a triangular ap of base length
2−m
(
m−1∏
i=0
(cosξ)−1
)
× (base length T Γ˜0,1)
whih equals
2−m−n0
m+n0−1∏
i=0
(cosξ)−1
and of base angle ξ.
We also note that for eah i ∈ {1, ..., n1(m)}, i ∈ {1, ..., n2(m)} so that
A2mi exists and is a triangular ap T
A
n0+m,k
for some k ∈ {1, ..., 2n0+m} with
base angle θAn0+m,k ≥ ξ and base length
2−n0−mΠ˜An0+m,k.
Sine a sequene {θn,i(n)} of angles in the onstrution of A is dereasing and
θAn0+m,k ≥ ξ it follows that
2−n0−mΠ˜An0+m,k ≥ 2−m−n0
m+n0−1∏
i=0
(cosξ)−1 = H1(A1mi).
It follows, sine A1mi and A2mi are isoeles triangles where A2mi has a longer
base and larger base angles that A2mi is stritly larger than A1mi in the
sense that A1mi ould be plaed inside of A2mi and thus there must exist an
orthogonal transformation T Γ˜,A2m,i suh that
T Γ˜,A2m,i (A1mi) ⊂ A2mi.
Sine this is true for any m ∈ N and i ∈ {1, ..., n1(m)} it follows that
Γ˜ →֒c A2.
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Thus, using Lemma 7.5 and the fat that A2 ⊂ A we have
dimΓf(ξ) = dimΓ˜ ≤ dimA2 ≤ dimA.
Sine this is true for eah ξ < γA1 it follows that
dimA ≥ dimΓf(γA1 ) = f1(γA1 ).
For the ≤ inequalities, we let B ⊂ A0 be Ha-measurable for eah a ∈ R and
show that for
γ = sup
x∈B
θ˜Ax
dimF(B) ≤ dimΓf(γ) = f1(γ).
Let ξ > γ and for eah n ∈ N dene
χn := ∪{TAn,i : θAn,i ≥ ξ}.
Then Ψn := Tn − χn is the nite union of triangular aps TAn,j with θAn,j ≤ ξ.
We see that for eah suh triangular ap TAn,j ⊂ Φn,
H1(AAn,j) ≤ H1(AA0,1) = H1(AΓf(ξ)0,1 )
and that for eah later triangular ap TAn,m,k ⊂ TAn,j
θAn+m,k ≤ θAn,j ≤ ξ = θΓf(ξ)n+m,·.
It therefore follows from Proposition 7.10 that for eah TAn,j ⊂ Ψn
TAn,j →֒c Γf(ξ)
and hene, sine A ∩ TAn,j equals the nal set resulting from the Koh set
onstrution starting fom TAn,j, Lemma 7.5 gives
dim(A ∩ TAn,j) ≤ dimΓf(ξ)
and therefore, sine this is true for any suh triangular ap, that
dim(A ∩Ψn) = dim(A ∩ TAn,j) ≤ dimΓf(ξ).
Now, suppose that there exists a y ∈ F(B) with
y 6∈
∞⋃
n=1
Ψn.
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Then for eah n ∈ N θAn,i(n,y) ≥ ξ and therefore
θ˜Ay = lim
n→∞
θAn,i(n,y) ≥ ξ > γ.
Sine this is impossible it follows that F(B) ⊂ ∪∞n=1(Ψn ∩ A) and therefore
that
dimF(B) ≤ dimΓf(ξ).
Sine this is true for eah ξ > γ we have
dimF(B) ≤ dimΓf(B) = f1(B).
To nish the proof we note that f1(γ) ≥ 1 for eah γ ≥ 0, and onsider rstly
that for eah x ∈ A0, θ˜Ax ≤ γA2 so that immediately from the above we have
dimaA ≤ dimΓf(γA2 ) = f1(γA2 ).
For the seond onlusion we onsider
B = Υ−1
γA1
.
It follows then that
dimΥγA1 + ≤ dimΓf(γA1 ) = f1(γA1 ).
Should the hypothesis hold that for all D ⊂ A0, H1(D) = 0⇒H1(F(D)) =
0, or should we diretly have H1(ΥγA1 +) = 0, then we have H1(ΥγA1 +) = 0
and therefore
dimΥγA1 + ≤ dimΓf(γA1 ) = f1(γA1 ).
We therefore have
dimA ≤ max{dimΥγA1 ,ΥγA1 +}
≤ dimΓf(γA1 )
= f1(γ
A
1 ),
whih ompletes the proof ♦
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