Neurones in the human inferior occipitotemporal cortex respond to speci®c categories of images, such as numbers, letters and faces, within 150±200 ms. Here we identify the locus in time when stimulus-speci®c analysis emerges by comparing the dynamics of face and letterstring perception in the same 10 individuals. An ideal paradigm was provided by our previous study on letterstrings, in which noise-masking of stimuli revealed putative visual feature processing at 100 ms around the occipital midline followed by letter-string-speci®c activation at 150 ms in the left inferior occipitotemporal cortex. In the present study, noise-masking of cartoonlike faces revealed that the response at 100 ms increased linearly with the visual complexity of the images, a result that was similar for faces and letterstrings. By 150 ms, faces and letter-strings had entered their own stimulus-speci®c processing routes in the inferior occipitotemporal cortex, with identical timing and large spatial overlap. However, letter-string analysis lateralized to the left hemisphere, whereas face processing occurred more bilaterally or with righthemisphere preponderance. The inferior occipitotemporal activations at~150 ms, which take place after the visual feature analysis at~100 ms, are likely to represent a general object-level analysis stage that acts as a rapid gateway to higher cognitive processing.
Introduction
Recognition of faces and facial expressions is important for successful communication and social behaviour. Not surprisingly, certain cortical areas are thought to deal speci®cally with face processing. Haemodynamic functional imaging methods have shown that faces activate certain parts of the occipitotemporal cortex, typically in the fusiform gyrus, more than other types of image (e.g. Sergent et al., 1992; Haxby et al., 1994; Clark et al., 1996; Puce et al., 1996; Kanwisher et al., 1997; McCarthy et al., 1997; Gorno-Tempini et al., 1998) . Electromagnetic functional recordings have timed this activation to~150±200 ms after image onset (e.g. Lu et al., 1991; Allison et al., 1994 Allison et al., , 1999 Nobre et al., 1994; Sams et al., 1997; Swithenby et al., 1998; McCarthy et al., 1999; Halgren et al., 2000) . Occipitotemporal face-speci®c activation can be seen bilaterally, but generally with at least slight right-hemisphere (RH) dominance (e.g. Sergent et al., 1992; Haxby et al., 1994; Bentin et al., 1996; Puce et al., 1996; Kanwisher et al., 1997; Sams et al., 1997; GornoTempini et al., 1998; Swithenby et al., 1998; Halgren et al., 2000) . The importance of occipitotemporal face activations is con®rmed by observations showing that lesions in the basal occipitotemporal cortex are associated with the inability to recognize familiar faces (prosopagnosia) (for reviews, see Damasio et al., 1990; De Renzi et al., 1994) .
Neuronal populations in the inferior occipitotemporal cortex have also been shown to respond preferentially to other behaviourally relevant image categories, such as letterstrings and numbers (Allison et al., 1994) , in a time window very similar to that for face processing (Allison et al., 1994; Nobre et al., 1994) . However, while the timing seems to be comparable for faces and letter-strings, letter-string processing is rather strongly lateralized to the left hemisphere (LH) Salmelin et al., 1996; Kuriki et al., 1998; Tarkiainen et al., 1999) , unlike face processing. The similarity of the face-and letter-string-speci®c occipitotemporal brain activations in timing and location (Allison et al., 1994;  ã Guarantors of Brain 2002 Brain (2002 , 125, 1125±1136 Puce et al., 1996) suggests that these stimulus-speci®c signals may represent a more general phase of object-level analysis (Malach et al., 1995) .
Our aim in the present study was to identify the locus in time and space at which processing streams start to differ for faces and letter-strings. An appropriate paradigm was provided by our previous work on the visual processing of letter-strings (Tarkiainen et al., 1999) . Using letter-and symbol-strings of different length and variable levels of masking visual noise, we had succeeded in separating the processes of low-level visual analysis at 100 ms, which apparently reacts only to the visual complexity of images, and stimulus-speci®c processing at 150 ms after stimulus onset. In the present study, the same masking algorithm was employed to investigate processing of simple, drawn cartoon-like faces in 10 individuals who had also participated in the previous study on letter-strings. The results of the present study on faces were compared with our earlier ®ndings on letter-string processing (Tarkiainen et al., 1999) to reveal similarities and differences in brain activations in early face and letter-string processing.
Two hypotheses were tested in this study. (i) If the early response at 100 ms after stimulus re¯ects stimulus-nonspeci®c visual feature analysis, it should be essentially identical for faces and letter-strings masked with noise. (ii) If stimulus-speci®c object-level processing takes place in the inferior occipitotemporal cortex, we would expect dissociation into face-and letter-string-speci®c processing routes by the subsequent response at~150 ms. Testing these hypotheses should allow us to establish the spatiotemporal limits of visual feature versus object-level analysis.
Material and methods Subjects
Ten subjects took part in the present study. They had all participated in our earlier study of letter-string reading (Tarkiainen et al., 1999) . They were healthy, right-handed, Finnish adults (four females, six males, aged 23±44 years, mean age 31 years) and they gave their informed consent to participation in this study. The subjects were all university students or graduates, and their visual acuity was normal or corrected to normal.
Stimuli
The letter-string stimuli in Tarkiainen et al. (1999) contained 19 stimulus categories (Fig. 1A) : letter-strings with three lengths (single letters, legitimate two-letter Finnish syllables, legitimate four-letter Finnish words), each with four levels of masking noise (levels 0, 8, 16, 24 ; see below); symbol-strings of the same length (always with noise level 0, i.e. without noise) and empty noise patches (four levels, no letters or symbols).
The different noise levels used in the masking varied the visibility of the letter-strings. Noise was added to the originally noiseless images by changing the grey level of each pixel randomly. The amount of change was picked from a Gaussian distribution with zero mean and a standard deviation corresponding to the level of noise. If the new grey level was not within the possible range (0±63 from black to white), the procedure was repeated for that pixel. The addition of the Gaussian noise increased the local luminance contrast in the images, thus giving them a more complex appearance.
The face-object stimuli contained eight image categories (Fig. 1B) . We constructed the stimuli with the intention of making measurement as similar as possible to that used in the letter-string study. The ®rst stimulus category (FACES_0) was a collection of simple, cartoon-like, drawn faces with nine different expressions. The task during measurement was to identify the expressions and name them if asked, which forced the subject to analyse the images in a manner similar to reading the letter-strings, as described by Tarkiainen et al. (1999) .
The second (FACES_8), third (FACES_16) and fourth (FACES_24) image categories consisted of the same drawn face images as those in the ®rst category but the drawings were masked by an increasing level (levels 8, 16 and 24, respectively) of random Gaussian noise, making the recognition of the expressions harder. The grey levels of the drawn images and the noise levels masking the faces matched the values used in the letter-string study.
In the measurement of letter-strings, strings of geometrical symbols had served as control stimuli for letter-strings. We now included two control categories: the ®fth stimulus category (OBJECTS) consisted of simple drawn images of common household objects (20 objects, e.g. a chair, a book, a hat, a mug) and the sixth category (MIXED) comprised eight images in which parts of the drawn faces were mixed (shifted and rotated) in a random manner and placed within geometrical objects to yield images that were as complex but not as readily recognized as those in FACES_0. Contrasting the FACES_0 and MIXED and OBJECTS conditions should provide information about the image attributes required by the face-speci®c neurones.
An additional comparison was enabled by the use of photographs. The seventh category (PH_FACES) consisted of black-and-white photographs of faces with expressions similar to those in the ®rst category. The same male volunteer was viewed from the front in all face photographs; he was unknown to all our subjects. The last (eighth) category (PH_OBJECTS) was a collection of black-and-white photographs of objects similar to those in the ®fth category.
Magnetoencephalography (MEG)
Brain activity was recorded with a 306-channel Vectorview magnetometer (Neuromag, Helsinki, Finland) , which detects the weak magnetic ®elds created by synchronous activation of thousands of neurones. From the magnetic ®eld patterns, we estimated the underlying cortical activations and their time courses of activation with equivalent current dipoles, as described by Tarkiainen et al. (1999) . For a comprehensive review of MEG, see Ha Èma Èla Èinen et al. (1993) .
Procedure
To reach an acceptable signal-to-noise ratio, the subject's brain responses must be averaged over several presentations of images belonging to each stimulus category. In the present study, we prepared one stimulus sequence in which all the different stimulus types (eight categories) appeared in pseudorandomized order but with equal probability. The only restriction was that the same image was not allowed to appear twice in a row. This sequence was presented to the subject in four shorter parts, each lasting~8 min. Between different parts of the sequence, there were short breaks of 1± 2 min to allow the subject to rest. The subject's task during the MEG measurement was to pay attention to the stimuli and, when prompted by the appearance of a question mark, to read out loud the letterstring [this was done only in the previous study (Tarkiainen et al., 1999)] or to say the name of the facial expression (present study) that was shown immediately before the question mark. No correct or desired names for different expressions were given, and it was emphasized that the subject should say the name that ®rst comes to his or her mind. The purpose of showing the question mark was to ensure that the subject stayed alert. The question mark appeared with the probability of 1.5% in both the letter-string and the face study.
The MEG measurements took place in a magnetically shielded room (Euroshield Oy, Eura, Finland), where the subject sat with his or her head resting against the measurement helmet. The room was dimly lit and the images were presented on a rear projection screen with a data projector (Vista Pro; Electrohome, Kitchener, Ontario, Canada) controlled by a Macintosh Quadra 800 computer. The projection screen was placed in front of the subject at a distance of 90 cm. All the images were presented at the same location on the screen at a comfortable central viewing position. The letter-string stimuli used by Tarkiainen et al. (1999) occupied a visual angle of~5°Q 2°and the face images in the present study a visual angle of~5°Q 5°. Subjects were asked to ®xate the central part of the screen, where the images appeared. The images were shown on a grey background. The grey level matched the mean grey level of the stimulus images and was used to keep the luminance relatively constant and to reduce the stress to the eyes caused by viewing the stimuli. With our visual stimulus presentation hardware, the actual stimulus image appeared 33 ms later than the computer-generated trigger that marked the onset of the stimulus. This delay was taken into account in the results, and the latencies refer to the appearance of the stimuli on the screen.
The anatomical information given by the subjects' MRIs was aligned with the coordinate system of the MEG measurement by de®ning a head coordinate system with three anatomical landmarks (the nasion and points immediately anterior to the ear canals). Four small coils attached to the subject's head allowed the measurement of the position of the head with respect to the MEG helmet. Active brain areas were localized by means of the head coordinate system, in which the x-axis runs from left to right through points anterior to the ear canals, the y-axis towards the nasion and the z-axis towards the top of the head.
During a recording session in the present study, the stimulus images appeared for 100 ms with a 2-s interstimulus interval. The only exception was the question mark, which was shown for 2 s to allow the subject to name the facial expression. The 60-ms stimulus presentation time that was used in the letter-string study (Tarkiainen et al., 1999) was also tested, but we found that it was not always long enough to allow the recognition of expressions, especially from the photographs.
MEG signals were pass-band ®ltered at 0.1±200 Hz and sampled at 600 Hz. Signals were averaged over an interval starting 0.2 s before and ending 0.8 s after the onset of the image. The vertical and horizontal electro-oculograms were monitored continuously and epochs contaminated by eye movements and blinks were excluded from the averages. The smallest number of averages collected in one category was 87. On average, 102 epochs were averaged for each stimulus category. After the MEG sessions, to check for intersubject consistency in naming the expressions, the subjects were asked to name the different expressions in writing.
Data analysis
Averaged MEG responses were low-pass ®ltered digitally at 40 Hz. The baseline for the signal value was calculated from a time interval of 200 ms before image onset. Vectorview employs 204 planar gradiometers and 102 magnetometers, with two orthogonally oriented gradiometers and one magnetometer at each of the 102 measurement locations. Magnetometers may detect activity from deeper brain structures than gradiometers, but they are also more sensitive to external noise sources. Since we were interested in cortical activations, we based our analysis on the gradiometer data only.
Activated brain areas and their time courses were determined using equivalent current dipoles. For this purpose, each subject's brain was modelled as a sphere matching the local curvature of the occipital and temporal regions. In individual subjects, the MEG signals obtained within 700 ms after image onset were analysed in all stimulus conditions, and the separately determined current dipoles were combined into a single multidipole model of nine to 14 dipoles (mean number 11), which accounted for the activation patterns in all stimulus conditions. By applying the individual multidipole models to the different stimulus conditions, we obtained the amplitude waveforms of different source areas. On the basis of these amplitude waveforms, we identi®ed the sources that showed systematic stimulus-dependent behaviour. This procedure is explained in detail in the Results section.
Statistical tests on the amplitude and latency behaviour of selected source groups were carried out by ANOVA (analysis of variance) and the t-test. To avoid any bias that might result from sources that were not statistically independent, only one source per subject was accepted for these tests. If a subject had multiple sources belonging to the same source group, the mean value was used for the amplitude tests. The latency tests were performed with the source showing the shortest latency, but only if it had a clear activation peak in all stimulus conditions.
For visualization purposes, all the individual source coordinates were transformed into standard brain coordinates. This alignment was based on a 12-parameter af®ne transformation (Woods et al., 1998) followed by a re®nement with a non-linear elastic transformation (Schormann et al., 1996) , in which each individual brain was matched to the standard brain by comparing the greyscale values of the MRIs. All the source location parameters reported in the Results section were calculated from the transformed coordinates.
Results

Summary of activation patterns observed in the letter-string study
The main ®ndings of our earlier study of letter-string processing (Tarkiainen et al., 1999) are illustrated in Fig. 2 , which shows the responses to one-item (single letters or symbols) and four-item (four-letter words or symbols) strings for the 10 individuals who also participated in the present study of face processing (data on empty noise patches and two-item strings are not shown). Two distinct patterns of activation were identi®ed within 200 ms after stimulus onset. The ®rst pattern, named Type I, took place~100 ms after image onset. These responses originated in the occipital cortex close to the midline (15 sources from eight subjects). They were not speci®c to the type of string, as letter-strings and symbol-strings evoked equally strong responses. However, Type I activation reacted strongly to the visual complexity of the images, and the strongest responses measured were the responses to images with the highest amount of visual features (noise, number of items).
The second pattern of activation, named Type II, was seeñ 150 ms after image onset. These responses originated in the inferior occipitotemporal region with LH dominance (10 LH and three RH sources from 10 subjects; LH sources were found in nine subjects and RH sources in three subjects). They were letter-string-speci®c in the sense that responses were stronger for letter-strings than symbol-strings and they collapsed for the highest level of noise-masking (contrary to Type I activation).
Type I activation for faces
In our study of letter-strings, we classi®ed all early (<130 ms) sources showing a systematic increase in amplitude with the level of noise as the noise-sensitive Type I activation group. In the present study, the stimuli did not include the empty noise patches that were used in the selection procedure in the letter-string study (Tarkiainen et al., 1999) , but the same noise levels were used to mask drawn faces (categories 1±4, representing noise levels 0, 8, 16 and 24, respectively). Thus, the selection was now based on the comparison of noiseless drawn faces (FACES_0) versus faces masked with the highest level of noise (FACES_24). As only one comparison was used, we set a strict requirement for a signi®cant difference. Only those sources were selected for which the peak activation in response to heavy noise (FACES_24) was stronger than to noiseless drawn faces (FACES_0) by at least 3.29 times the baseline standard deviation (corresponding to P < 0.001). Exactly as in the letter-string study, the upper time limit for activation peaks was set to 130 ms (in the FACES_24 condition). According to these criteria, we accepted 24 sources from nine subjects. The only subject who did not show any Type I sources did not show them in the earlier study (Tarkiainen et al., 1999) either. One subject who had very strong and widespread occipital activity had as many as seven Type I sources. The other subjects had on average two Type I sources.
The Type I source locations collected from all subjects are shown in Fig. 3A . Sources were located bilaterally in the occipital region with a distance (mean T SEM) of 21 T 3 mm from the occipital midline. The behaviour of all Type I source areas in different stimulus conditions is summarized in Fig.  3B and C. Figure 3B shows the Type I peak amplitudes, which were ®rst normalized with respect to the FACES_24 condition [equal to 1; strength (mean T SEM) 33 T 5 nAm] and then averaged over all nine subjects (24 sources in total). If no clear peak was found for a condition (usually for some of the noiseless conditions), the baseline standard deviation was used as the amplitude and no peak latency was obtained for that situation.
Similar to the ®ndings in Tarkiainen et al. (1999) , the activation strengths of these sources increased systematically with the level of noise. The effect of noise on Type I amplitudes was signi®cant for drawn faces [repeated measures Fig. 2 The main results of the earlier letter-string study (for a full account, see Tarkiainen et al., 1999) were recalculated for the 10 subjects who participated in the present study. Mean (+ standard error of the mean) amplitude behaviour is shown for the single letter/symbol (a to e) and four-letters/symbols (f to j) conditions. (A) Occipital Type I responses reached their maximum~100 ms after image onset and increased with the level of noise and string length. Individual source amplitudes were scaled with respect to the noisiest word condition (j) and were averaged across all sources (15 sources from eight subjects). (B) Occipitotemporal Type II responses showed speci®city for letter-strings~150 ms after image onset. Individual source amplitudes were scaled with respect to the visible words condition (g) and averaged across all sources (13 sources from 10 subjects). Differences in the activation strengths in (A) and (B) were tested with paired t-tests (calculated from absolute amplitudes) for the following pairs: (i) noiseless letter-versus symbol-strings (a versus b and f versus g); (ii) noiseless versus noisy letter-strings (b versus c, d, e, and g versus h, i, j); and (iii) all corresponding one-item versus fouritem strings (a versus f, b versus g, c versus h, d versus i, and e versus j). Signi®cant differences are marked in the ®gures: *P < 0.05, **P < 0.01 and ***P < 0.001. The centre points of the source areas are indicated as dots on an MRI surface rendering of the standard brain geometry. The brain is viewed from the back and the sources are projected on the brain surface for easy visualization.
ANOVA with image type (FACES_0/8/16/24) as a withinsubjects factor, F(3,24) = 15.0, P = 0.00001, calculated from absolute amplitudes]. Type I activation strengths also differed among the noiseless image categories [repeated measures ANOVA with image type (FACES_0, PH_FACES, OBJECTS, PH_OBJECTS, MIXED) as a within-subjects factor, F(4,32) = 6.5, P < 0.001]. Pairwise comparisons showed that the amplitude difference between photographed faces (PH_FACES) and objects (PH_OBJECTS) was signi®-cant (P < 0.01, paired two-tailed t-test) but the difference between FACES_0 and PH_FACES and that between FACES_0 and OBJECTS were not signi®cant. The effect of noise on Type I amplitudes was very clear as even the difference between noise level 8 (FACES_8) and all noiseless image types was signi®cant (P < 0.05 for all paired two-tailed t-tests).
In the peak latencies (Fig. 3C) , only one phenomenon was evident. The latencies were shorter for noiseless conditions than for noisy images [repeated measures ANOVA with image type, all categories, as a within-subjects factor, F(7,42) = 3.5, P < 0.01; only the earliest source in FACES_24 condition was included]. However, the onset latencies showed no difference between FACES_0 and FACES_24 (paired two-tailed t-test). The apparent difference in peak latencies therefore arises from the fact that the responses to noiseless stimuli were smaller in amplitude and thus reached the maximum earlier than responses to noisy stimuli. The peak latency of all Type I sources for FACES_24 (mean T SEM) was 103 T 3 ms.
Comparison of Type I activity between word and face processing
The behaviour of Type I sources in the present study on faces (henceforth referred to as Type I_f sources) was very similar to that found in our earlier study of letter-strings (Tarkiainen et al., 1999) (henceforth referred to as Type I_ls sources).
The peak latencies measured for faces were identical to those measured in the letter-string reading task, namely 105 T 4 ms for the four-letter words masked with the highest level of noise and 103 T 3 ms for the drawn faces masked with the highest level of noise (FACES_24). The onset latencies were also indistinguishable (69 T 3 and 64 T 3 ms for the words with noise level 24 and FACES_24, respectively). However, the amplitudes differed clearly. The mean peak amplitude for FACES_24 was 33 T 5 nAm, whereas for four-letter words with noise level 24 the mean value was only 14 T 3 nAm.
The source locations were, on average, similar between the two studies. The sources were located mainly in the visual cortices surrounding the V1 cortex and distributed along the ventral visual stream.
When only the earliest Type I source was selected for each subject, the locations could be compared at the individual level. The earliest Type I_f and Type I_ls sources were typically not located at the same exact position in the same subject but were separated on average by 24 T 6 mm (averaged over all subjects showing Type I behaviour). However, paired t-tests showed no systematic differences between Type I_f and Type I_ls source locations along any coordinate axis. The total number of Type I sources was higher in the present study (24 sources) than in our earlier study (15 sources for these 10 subjects).
The differences in the number and strength of Type I sources between letter-string and face processing are prob- ably caused mainly by differences in stimulus size and in the visual presentation hardware that affected the luminance of images. In addition, the calibration of the Vectorview MEG system used in the present study is different from that of the Neuromag-122 system used in the earlier, letter-string experiment. The measurement array of the Vectorview system also covers better the lower occipital areas, which may have enabled us to detect source areas not as readily accessible with the Neuromag-122 device. The slightly modi®ed selection criteria for Type I activation may also have generated small differences in the results. Therefore, we do not consider the differences in source number or strength as important and they will not be discussed further.
Relationship of Type I activity to visual complexity of images
Type I_ls activity increased with the level of noise as well as with the length of the string. A clear increase with the amount of masking noise was also evident in Type I_f activity, whereas only small differences were seen between all the noiseless image types. The most important factor affecting Type I activation may thus be the visual complexity of the image. To test this hypothesis, we de®ned the complexity of our stimulus images in the following way. Each image was represented by an m Q n matrix, where m is the height of the image and n is the width of the image in pixels and each matrix element gives the greyscale value of the corresponding pixel. For all image matrices belonging to the same stimulus category, we calculated the column-wise (could equally have been row-wise) standard deviations of greyscale values and used the mean value to represent that stimulus category. The mean standard deviations calculated in this way for the face and object stimuli are shown in Fig. 4A . This result resembled closely the source strength behaviour seen in Fig. 3B . As illustrated in Fig. 4B , we obtained a strong correlation (r = 0.97, P < 0.00001) between the mean peak amplitudes of Type I sources (averaged over all subjects) and the mean standard deviations of the corresponding stimulus images (averaged over all images belonging to the same category) when the results from both the present study (eight stimulus categories) and the letter-string study (19 stimulus categories; Tarkiainen et al., 1999) were combined.
Type II activation for faces
In our study of reading, the letter-string-speci®c Type II sources were selected by comparing the activations between four-item letter-and symbol-strings (Tarkiainen et al., 1999) . In the present study, we made a similar comparison between face and object categories. Sources were included in the facespeci®c Type II category when amplitude waveforms peaked after the Type I activation of the same subject but before 200 ms (in FACES_0), and when peak amplitudes for faces exceeded those for objects (both in drawn and photographed form) by at least 1.96 times the baseline standard deviation (corresponding to P < 0.05). Thus, our de®nition of`facespeci®city' does not mean activation only for face images but activation that is clearly stronger for faces than for objects.
Sources that ful®lled these criteria were found in all 10 of our subjects, and a total of 19 sources (one to three per subject) were classi®ed as Type II. Eleven of these sources were located in the right inferior occipitotemporal area, one in the RH but close to the occipital midline, and seven in the left inferior occipitotemporal cortex (Fig. 5A ). All 10 subjects had at least one RH Type II source and seven subjects had also one additional LH source. Figure 5B shows the average amplitude behaviour of all Type II source areas scaled with respect to FACES_0 (mean T SEM amplitude 34 T 4 nAm). As expected, the differences between faces and other noiseless image types were clear [repeated measures ANOVA with image type (FACES_0, PH_FACES, OBJECTS, PH_OBJECTS, MIXED) as a within-subjects factor, F(4,36) = 27.4, P < 0.00001, calculated from absolute amplitudes]. The effect of noise was also signi®cant [repeated measures ANOVA with image type (FACES_0/8/16/24) as a within-subjects factor, F(3,27) = 19.0, P < 0.00001]. The activation strength of Type II sources increased slightly with low noise (level 8), but collapsed for the highest noise level.
Interestingly, MIXED faces evoked stronger activation than OBJECTS (P < 0.01, paired two-tailed t-test) but weaker activation than FACES_0 (P < 0.01). Activation strengths of FACES_0 and PH_FACES did not differ.
The mean peak latencies (Fig. 5C) were not signi®cantly different among the conditions [repeated measures ANOVA with stimulus type, all categories, as a within-subjects factor, F(7,35) = 2.0, P = 0.08; only the earliest source in FACES_0 condition was included], but pairwise comparisons revealed some differences. The apparently longer latencies for objects than for faces reached signi®cance only for the photographic images (PH_FACES versus PH_OBJECTS, P < 0.05, paired two-tailed t-test). Responses to MIXED faces were also signi®cantly delayed with respect to those to FACES_0 (P = 0.001). The peak latency of all Type II sources for FACES_0 (mean T SEM) was 142 T 3 ms.
In Fig. 5 , the results are pooled over the LH and RH Type II sources. Hemispheric comparison was only possible for those seven subjects who had a Type II source in both the left and the right occipitotemporal cortex. The main effect of hemisphere was not signi®cant [repeated measures ANOVA with hemisphere (RH, LH) and image type, all categories, as within-subjects factors, F(1,6) = 1.1, P = 0.3] but the two-way interaction of hemisphere Q image type reached signi®cance [F(7,42) = 2.6, P < 0.05]. Pairwise comparisons revealed a signi®cant difference between LH and RH activation only in the FACES_24 condition (P < 0.01, paired two-tailed t-test), in which LH activation (16 T 3 nAm) was stronger than RH (8 T 3 nAm) activation. The mean onset and peak latencies in the FACES_0 condition were 110 T 4 and 144 T 3 ms, respectively, in the right occipitotemporal cortex and 101 T 5 and 142 T 4 ms in the left occipitotemporal cortex. The mean distance of all Type II sources from the midline was 33 T 3 mm. The LH and RH sources were located symmetrically with respect to the head midline.
Comparison of Type II activity between word and face processing
The hemispheric distribution of face-speci®c (12 RH and seven LH) and letter-string-speci®c (three RH and 10 LH) sources was different (P < 0.05, Fisher's exact probability test). The letter-string-speci®c Type II_ls sources expressed LH dominance (P < 0.05, binomial test), whereas the facespeci®c Type II_f sources were rather found bilaterally and their number suggested only slight preference for the RH.
When the hemispheric distribution was ignored, the locations of source areas in the inferior occipitotemporal cortex were very similar. The mean distance from the midline was 34 T 2 mm for both Type II_ls and Type II_f sources (the one midline RH Type II_f source was excluded). In the inferior±superior (z-coordinate) direction, the mean value for Type II_ls and Type II_f sources was 37 T 2 and 37 T 3 mm, respectively. The only small difference was seen in the anterior±posterior (y-coordinate) direction, where the mean values for Type II_ls and Type II_f sources were ±47 T 2 and ±41 T 2 mm, respectively, indicating that the centre of activation of Type II_f sources was located on average 6 mm anterior to the centre of activation of Type II_ls sources. This difference reached signi®cance in a two-tailed t-test when all the Type II_ls and Type II_f source locations were considered (P < 0.05), but not when only LH source locations were considered (in ®ve out of six individuals the Type II_f source was anterior to the Type II_ls source). The mean locations of Type II sources in Talairach coordinates (Talairach and Tournoux, 1988) were (x, y, z) ±37, ±70, ±12 and 35, ±73, ±10 mm for LH and RH Type II_ls sources, respectively, and ±37, ±61, ±13 and 33, ±68, ±10 mm for LH and RH Type II_f sources. Fig. 6 shows the mean locations of Type II_ls and Type II_f sources in a standard brain.
The timing of Type II activity in face and letter-string processing was identical. The mean peak latency of all Type II_ls sources for four-letter words without noise was 141 T 4 ms and that for Type II_f sources in the FACES_0 condition was 142 T 3 ms. No difference was seen in the onset latencies (108 T 5 ms and 106 T 3 ms, respectively) either. The activation was again stronger in the present data set. The mean peak amplitude for Type II_ls sources for four-letter words without noise was 17 T 2 nAm versus 34 T 4 nAm for Type II_f sources in the FACES_0 condition.
Discussion
Our results show that the early visual processing of faces and letter-strings (summarized in Fig. 7 ) consists of at least two distinguishable processes taking place in the occipital and occipitotemporal cortices within 200 ms after stimulus presentation. The ®rst process, which we have named Type I, took place~100 ms after image onset in areas surrounding V1 cortex. This activity was not sensitive to the speci®c content of the stimulus and was common to the processing of both letter-strings and faces. Type I sources showed a monotonic increase in signal strength as a function of the visual complexity of the images. Some 30±50 ms after Type I activation and~150 ms after stimulus onset, stimulus-speci®c activation (Type II) emerged in the inferior occipitotemporal cortices. Although both letter-strings and faces activated largely overlapping areas in the inferior occipitotemporal cortex, the hemispheric distribution of these areas was different. Letter-string processing was concentrated in the LH, whereas face processing occurred more bilaterally, apparently with slight RH dominance.
Visual feature analysis
The combined letter-string and face data revealed that Type I activation strength correlates well with the simple image parameter of the mean standard deviation of greyscale values, providing strong support for the interpretation that Type I activation is related to low-level visual feature analysis, such as the extraction of oriented contrast borders. Spatially and temporally similar increased activation for scrambled images has also been reported, e.g. by Allison et al. (1994 Allison et al. ( , 1999 , Bentin et al. (1996) and Halgren et al. (2000) .
Both for faces and letter-strings, Type I sources were located in the occipital cortex close to the midline. At the individual level, some differences were seen in the Type I source locations. This, however, was not surprising considering the differences in the stimulus presentation and measurement hardware between the two studies. The mean location parameters matched well between face and letterstring measurements. The timing of Type I activation was identical in both measurements. Type I activation elicited by faces is thus essentially similar to the activation evoked by letter-strings. 
Object-level processing
Face-speci®c Type II sources were located in the inferior occipitotemporal cortices bilaterally, even though slightly more sources were located in the RH. These results are in good accordance with the results of Sergent et al. (1992) , Haxby et al. (1994) , Kanwisher et al. (1997) , Gorno-Tempini et al. (1998) , Wojciulik et al. (1998) , Allison et al. (1999) and Halgren et al. (2000) . If the hemispheric distribution is ignored, the locations of both face-and letter-string-speci®c Type II sources were very similar. The mean location parameters differed only in the anterior±posterior direction as the centres of face-speci®c source areas were on average 6 mm more anterior than centres of letter-string-speci®c source areas. This difference is small and, taking into account the changes in the stimulus and measurement hardware, perhaps unimportant. However, we cannot exclude the possibility that differences in Type II source locations re¯ect the spatial separation of functionally distinct neural systems in the occipitotemporal cortex. Interestingly, on the basis of intracranial event-related potential (ERP) studies, Puce et al. (1999) reported that face-speci®c sites were typically anterior to letter-speci®c sites in the occipitotemporal cortex.
More than anything else, we want to stress the extreme similarity of letter-string-and face-speci®c occipitotemporal activations. Even though the hemispheric balance was different, the activated areas within the inferior occipitotemporal cortex were very close to each other. Also, the timing of these two activations was practically identical. This is noteworthy, since the visual properties of faces are quite different from those of letter-strings and, importantly, since reading and face processing also differ on an evolutionary scale. Still, it seems that both skills use highly similar cortical systems within the visual domain. We conjecture that the inferior occipitotemporal activations at~150 ms after stimulus onset represent a more general object-level processing stage that takes place after the common low-level analysis of visual features and acts as a gateway to higher processing areas. In our studies, this activation was seen with two different classes of visual stimuli united by their importance to the modern-day human, namely faces and letter-strings. As the ability to recognize letter-strings accurately and quickly develops through practice, it is possible that similar abilities, if needed, can also be developed and their signature detected at the cortical level for other classes of objects. This is demonstrated by Allison et al. (1994) , who identi®ed responses speci®c to Arabic numbers in areas close to those responding speci®cally to faces and letter-strings, and by Gauthier et al. (1999 Gauthier et al. ( , 2000 , who showed that the facespeci®c fusiform area can be activated (in a manner similar to activation by faces) also by other classes of objects (a novel group called`greebles', birds and cars) in individuals who have had a lot of practice in recognizing the objects in their ®eld of expertise.
One striking feature in our results is the high level of occipitotemporal activation evoked by the very simple drawn images. Halgren et al. (2000) reported that schematic face sketches evoked~30% less face-speci®c occipitotemporal activation than face photographs. We did not observe such a general difference (Fig. 5B) , although our drawn images were simpler than those used by Halgren et al. (2000) . A likely reason for this difference is the short stimulus presentation time we used, which may not always allow the full recognition and categorization of complex face photographs. The MIXED face images, which contained the same face components as drawn faces but in randomized positions and orientations and placed inside different geometrical shapes, evoked weaker and somewhat delayed activation when compared with normal face images. However, they still Fig. 7 Early (<200 ms) processing of face and letter-string information consists of at least two distinct stages. The middle part of the ®gure illustrates the ®rst stage (Type I), which takes place in the occipital cortex~100 ms after image onset. This activation does not differ between face and letter-string processing. The locations of Type I sources evoked by letterstrings are marked with black squares and the locations of Type I sources activated by faces with white circles. The second activation pattern~150 ms after image onset is speci®c to the stimulus-type (top part of the ®gure), with strong lateralization to the left hemisphere for letter-strings (black squares) and slight right-hemisphere preponderance for faces (white circles). See Discussion for details. Sources are gathered from all 10 subjects and their locations are shown on MRI surface renderings of the standard brain geometry. activated the face-speci®c occipitotemporal areas more than fully meaningful images of familiar objects; this shows that even a few drawn lines that resemble parts of faces are enough to activate these areas and supports the notion of structural encoding of different face components (Eimer, 1998) . All in all, our results once again demonstrate the amazing ability of the human brain to recognize faces that are very unnatural in their appearance.
One might be tempted to question the face-speci®city of our Type II responses and explain it only as a consequence of our task, which directed the subject to pay more attention to the faces than to the other image categories. Wojciulik et al. (1998) , using functional MRI, showed that the fusiform face activation can be modulated by voluntary attention. On the other hand, Puce et al. (1999) demonstrated that top-down in¯uences (semantic priming and face-name learning and identi®cation) did not affect the ventral face-speci®city within 200 ms of image onset, but affected the responses measured from the same locations later in time. Even if attention plays a major role in these early object-speci®c responses, dissociation of the processing pathways obviously occurred~150 ms after stimulus onset, with lateralization to the left inferior occipitotemporal cortex for attended letterstrings and a more bilateral response pattern to attended faces. Whether attention ampli®es the lateralization remains to be answered by further studies.
In conclusion, the strong correlation of the noise-sensitive occipital activation at 100 ms with stimulus complexity, which was similar for letter-strings and faces, con®rms the role of this response in low-level visual feature processing. The subsequent inferior occipitotemporal activation at 150 ms, similar in timing and location but different in hemispheric distribution for letter-strings and faces, apparently re¯ects the earliest stage of stimulus-speci®c objectlevel processing.
