We prove the existence of a first nonprincipal eigenvalue for an asymmetric Neumann problem with weights involving the p-Laplacian (cf. (1.2) below). As an application we obtain a first nontrivial curve in the corresponding Fučik spectrum (cf. (1.4) below). The case where one of the weights has meanvalue zero requires some special attention in connexion with the (PS) condition and with the mountain pass geometry. © 2007 Elsevier Masson SAS. All rights reserved.
Introduction
In a previous work [2] , we investigated the eigenvalues of the following asymmetric Dirichlet problem with weights:
in Ω, u = 0 on ∂Ω, (1.1) where p is the p-Laplacian, Ω is a bounded domain in R N and m, n satisfy some summability conditions together with m + ≡ 0, n + ≡ 0. We proved the existence of a first nonprincipal positive eigenvalue for (1.1). Various applications were given to the study of the Fučik spectrum and to the study of nonresonance. The construction of this distinguished eigenvalue was obtained by applying a version of the mountain pass theorem to the functional Ω |∇u| p restricted to the manifold {u ∈ W 1,p 0 (Ω): Ω [m(u + ) p + n(u − ) p ] = 1}. In this process the (PS) condition was shown to hold at all levels and the geometry of the mountain pass was derived from the observation that ϕ 1 (m) and −ϕ 1 (n) were strict local minima (where ϕ 1 (m) denotes the normalized positive first eigenfunction of the Dirichlet p-Laplacian with weight m).
Our purpose in the present paper is to investigate the corresponding Neumann problem:
in Ω, ∂u ∂ν = 0 on ∂Ω, (1.2) where ν denotes the unit exterior normal. When trying to adapt the preceding approach to the present situation, the relevant functional is still Ω |∇u| p but now restricted to the manifold A first difficulty arises in connexion with the (PS) condition. It turns out that the (PS) condition remains satisfied at all levels when Ω m = 0 and Ω n = 0, but it is not satisfied anymore at level 0 when Ω m = 0 or Ω n = 0. In this latter case, which we will call the singular case, we do not know whether the (PS) condition still holds at all positive levels (see Remark 3.4) . However one can show that the Palais-Smale condition of Cerami (abbreviated into (PSC)) holds at all positive levels. Another difficulty arises when dealing with problem (1.2), which is now connected with the geometry of the functional. It turns out that in the singular case, at least one of the two natural candidates for local minimum fails to belong to the manifold M m,n . To bypass this difficulty we will consider a minimax procedure defined from a family of paths having free endpoints (cf. (3.1)). The existence of a first nonprincipal positive eigenvalue for (1.2) is derived in Section 3. The argument uses a version of the mountain pass theorem for a C 1 functional restricted to a C 1 manifold and which satisfies the (PSC) condition at certain levels. Section 4 is devoted to such a theorem. In Section 5 we briefly indicate some properties of the eigenvalue constructed in Section 3 as a function of the weights m, n and in Section 6 we apply our results to the study of the Fučik spectrum. Recall that the latter is defined as the set Σ of those (α, β) ∈ R 2 such that
has a nontrivial solution. As in the Dirichlet case we obtain for (1.4) the existence in Σ of hyperbolic-like first curves. Note however that contrary to what was happening in the Dirichlet case, the asymptotic behaviour of these first curves does not depend on the supports of the weights (at least when the weights are bounded, cf. Proposition 6.4 and Remark 6.5).
In the preliminary Section 2 we collect some results relative to the usual eigenvalue problem
We also recall there some general definitions relative to (PS) and (PSC) conditions.
Preliminaries
Throughout this paper Ω will be a bounded domain in R N with Lipschitz boundary and the weights m, n will be assumed to belong to L r (Ω) with r > N p if p N and r = 1 if p > N. We also assume unless otherwise stated
Solutions of (1.2) or of related equations are always understood in the weak sense, i.e. u ∈ W 1,p (Ω) with
Regularity results from [13] on general quasilinear equations imply that such a solution u is locally Hölder continuous in Ω; moreover the derivation of the L ∞ estimates in [1] can be adapted to the present situation to show that u ∈
and Ω is of class C 1,1 , then u ∈ C 1,α (Ω) for some 0 < α < 1 (cf. [12] ). Our main purpose in this preliminary section is to collect some results relative to the eigenvalue problem (1.5). Clearly 0 is a principal eigenvalue of (1.5), with the constants as eigenfunctions. The search for another principal eigenvalue involves the following quantity:
Proposition 2.1. Proposition 2.1 is proved in [10] (see also [6, 11] ) when m ∈ L ∞ (Ω), but the arguments can easily be adapted to the present situation. We observe in this respect that in the case of an unbounded weight, Harnack's inequality as given in [13, 9] should be used instead of Vazquez maximum principle [14] to derive in case (i) that the eigenfunction can be chosen > 0 in Ω. See [4] for similar considerations in the Dirichlet case. In case (i) or (ii) of Proposition 2.1, the positive eigenfunction associated to λ * (m) and normalized so as to satisfy the constraint in (2.2) will be denoted by ϕ m . The infimum (2.2) is then achieved at ϕ m . In case (iii) the fact that λ * (m) = 0 is easily verified by considering the sequence
where ψ is any fixed smooth function with ψ 0 and Ω mψ > 0. Note that in that case (iii), the infimum (2.2) is not achieved (since no constant satisfies the constraint in that case). Let us conclude this section with some general definitions relative to the (PS) condition. Let E be a real Banach space and let M := {u ∈ E: g(u) = 1} where g ∈ C 1 (E, R) and 1 is a regular value of g. Let f ∈ C 1 (E, R) and consider the restrictionf of f to M. The differentialf at u ∈ M, has a norm which will be denoted by f (u) * and which is given by the norm of the restriction of f (u) ∈ E * to the tangent space of M at u
where , denotes the pairing between E * and E. A critical point off is a point u ∈ M such that f (u) * = 0;f (u) is then called a critical value off .
We recall thatf is said to satisfy the (PS) c condition (resp. (PSC) c condition) at level c ∈ R if for any sequence
, one has that u k admits a convergent subsequence. We will also say thatf satisfies the (PS) c condition along bounded sequences if for any bounded sequence u k ∈ M such thatf (u k ) → c and f (u k ) * → 0, one has that u k admits a convergent subsequence. Condition (PSC) c was introduced in [3] as a weakening of the classical (PS) c condition.
Going back to case (iii) of Proposition 2.1, one can see that the functional Ω |∇u| p restricted to the manifold M m,n (cf. (1.3)) does not satisfy the (PS) 0 condition. Indeed the sequence v k from (2.3) provides an unbounded (PS) 0 sequence. That the (PSC) 0 condition does not hold neither will follow from Proposition 4.3.
A first nontrivial eigenvalue
The assumptions on m, n in this section are those indicated at the beginning of Section 2. We look for nonnegative eigenvalues λ of (1.2).
Clearly the only nonnegative principal eigenvalue of (1.2) are 0, λ * (m) and λ * (n). Moreover multiplying by u + or u − , one easily sees that if (1.2) with λ 0 has a solution which changes sign, then λ > max{λ * (m), λ * (n)}. Proving the existence of such a solution which changes sign, and which in addition corresponds to a minimum value of λ, is our purpose in this section.
As indicated in the introduction we will use a variational approach and consider the functional A(u) := Ω |∇u| p on W 1,p (Ω), the manifold M m,n defined in (1.3) and the restrictionÃ of A to M m,n . In this context one easily verifies that λ > 0 is an eigenvalue of (1.2) if and only if λ is a critical value ofÃ. The case of the eigenvalue λ = 0 is particular: it is a critical value ofÃ iff M m,n contains a constant function, i.e. iff Ω m > 0 or Ω n > 0. It follows in particular from these considerations that if Ω m = 0, then λ * (m) is a critical value ofÃ corresponding to the critical point ϕ m , and similarly for λ * (n) and −ϕ n if Ω n = 0.
To state our main result let us introduce the following family of paths in M m,n :
Lemma 3.1. Γ is nonempty.
which is possible by (2.1), and define
Using the fact that u + and u − have disjoint supports, one obtains
is thus well defined and clearly belongs to Γ . 2
Define now the minimax value
which is finite by Lemma 3.1.
Theorem 3.2. c(m, n)
is an eigenvalue of (1.2) which satisfies
Moreover there is no eigenvalue of (1.2) between max{λ * (m), λ * (n)} and c(m, n).
The rest of this section is devoted to the proof of Theorem 3.2. As indicated in the introduction, some difficulty arises in connexion with the (PS) condition. 
Proof of Proposition 3.3. (i) Let
where ε k → 0 and · denotes the W 1,p (Ω) norm. For a subsequence and some
for some constant D; taking now w = u k − u 0 in the above, one obtains
It then follows from the (S + ) property that u k → u 0 in W 1,p (Ω), which yields the conclusion of part (i).
where ε k → 0. We will show that u k remains bounded so that part (i) applies and yields the conclusion of part (ii). Let us assume by contradiction that, for a subsequence,
On the other hand, taking ξ = a k (w) in (3.5) and dividing by u k p−1 , one gets
This implies that v 0 is a solution of
where c is the level appearing in the (PSC) c sequence. Since v 0 ≡ cst, the right-hand side of (3.6) is ≡ 0, and since c > 0, one gets m(v
This relation with a nonzero constant v 0 implies m ≡ 0 or n ≡ 0, which contradicts (2.1).
(iii) Let us finally consider the case where Ω m = 0, Ω n = 0, and let u k ∈ M m,n be a (PS) c sequence forÃ with c 0. We will show that u k remains bounded so that part (i) applies and yields the conclusion. Assume that for a subsequence u k → +∞. For a further subsequence one obtains as above that v k → v 0 in W 1,p (Ω) with v 0 a nonzero constant. But B m,n (u k ) = 1 and so, dividing by u k p and going to the limit, one obtains
This is a contradiction since v 0 is a nonzero constant and Ω m = 0, Ω n = 0. 2
We now turn to the geometry ofÃ. The situation here is again simpler in the nonsingular case where the following proposition applies. 
where B(ϕ m , ε) denotes the ball in W 1,p (Ω) of center ϕ m and radius ε. Similar conclusion for −ϕ n if Ω n = 0.
Proof. We only sketch it since it is adapted from [2] . One first shows that for some ε 0 > 0, 
One then deduces, as on p. 585 of [2] , that u k changes sign for k sufficiently large. One also has
Since u k → ϕ m , |u In the singular case, one at least of the two local minima provided by Proposition 3.5 is missing. The search for suitable endpoints of paths which allow the application of a mountain pass argument will be based on the following lemmas (see in particular Lemma 3.10).
Lemma 3.7. Inequality (3.3) holds.
Proof. The inequality easily follows from the definition of λ * (m) and λ * (n). Indeed for any γ ∈ Γ , γ (1) belongs to M m,n , is 0 and so satisfies the constraint in the definition (2.2) of λ * (m). Consequently c(m, n) λ * (m), and a similar argument applies to λ * (n). To prove the strict inequality assume by contradiction that for instance λ * (m) = c(m, n). So, there exists a sequence γ k ∈ Γ such that
Put u k := γ k (1) . Since u k 0, one has and so 
This contradicts (3.9).
In case (ii) we put v k = u k / u k . For a subsequence and some
We have reached a contradiction if Ω m = 0. So let us assume from now on that Ω m = 0. We first observe that for any γ ∈ Γ there exists t
Consider now w k := γ k (t 0 (γ k )). We have now instead of (3.10)
We again distinguish two cases: either w k remains bounded, or for a subsequence w k → ∞. In the first case, for a subsequence and some w 0 ∈ W 1,p (Ω), w k w 0 in W 1,p (Ω). It follows from (3.13) that w 0 ≡ cst and that
In the second case we put z k := w k / w k . For a subsequence and some
. It follows from (3.13) that z 0 ≡ cst and that z k → z 0 in W 1,p (Ω); consequently z 0 = 1. If z 0 > 0 then |w k < 0| = |z k < 0| → 0; moreover w k changes sign and by (3.12) Let now u 1 , u 2 ∈ O. Since they are 0, they also belong to O. Let γ be a path in O from u 1 to u 2 and consider the path
By the choice ofn, 14) and consequently γ 1 is a well defined path in M m,n , which clearly goes from u 1 to u 2 and is made of nonnegative functions. Moreover, by (3.14),
A γ 1 (t) = A(γ (t)) Ω m|γ (t)| p A γ (t) < d for all t, and we conclude that the path γ 1 lies in O.
Consider now the case where Ω m = 0. Let u 1 , u 2 ∈ O. One starts by decreasing a little bit the weight m into a weightm ∈ L r (Ω) such thatm m, Ωm 
which is clearly possible since λ * (m) < d. Put
By the first part of this proof, there exists a path γ in Mm ,m which goes from v 1 to v 2 , is made of nonnegative functions and is such that A(γ (t)) < d for all t. Consider now the path
By the choice ofm,
and consequently γ 1 is a well defined path in M m,n , which clearly goes from u 1 to u 2 and is made of nonnegative functions. Moreover, by (3.15),
for all t. This concludes the proof of Lemma 3.8 for O with u 0. Similar argument in the case u 0. 2
Proof. Suppose by contradiction that for a subsequence, λ * (m k ) → λ < +∞. Let ϕ k be the positive eigenfunction associated to λ * (m k ) and normalized by ϕ k pr = 1, where · q denotes the L q (Ω) norm. One has
It follows that for a subsequence, ϕ k ϕ in W 1,p (Ω), with ϕ pr = 1. Moreover, by the above inequality, Gluing together η 2 , γ ε and η 1 , one gets a path in M m,n joining u 2 and u 1 , and such thatÃ remains < c(m, n) + ε along this path. This impliesc < c(m, n) + ε. Since ε > 0 is arbitrary, the conclusion follows. 2
We are now ready to give the Proof of Theorem 3.2. Inequality (3.3) was established in Lemma 3.7. To prove that c(m, n) is an eigenvalue, we pick u 1 , u 2 as in Lemma 3.10 and we will show thatc, the right-hand side of (3.16), is a critical value ofÃ. If Ω m = 0 and Ω n = 0, thenÃ satisfies (PS) c for all c 0 and the classical mountain pass theorem for a C 1 functional on a C 1 manifold (cf. e.g. Proposition 4 from [2] ) yields the conclusion. If either Ω m = 0 or Ω n = 0, then we only know thatÃ satisfies (PSC) c for all c > 0. It is then Theorem 4.1 from the following section which yields the conclusion.
It remains to show that there is no eigenvalue between max{λ * (m), λ * (n)} and c(m, n). Assume by contradiction the existence of such an eigenvalue λ and let u be the corresponding nontrivial solution of (1.2). We know that u changes sign (since λ > max{λ * (m), λ * (n)}); moreover
and we can normalize u so that u ∈ M m,n . The functions
belongs to M m,n , with u 1 0, u 2 0. We will construct a path γ in M m,n joining u 1 and u 2 , and such thatÃ remains equal to λ along that path. This will give a contradiction with the definition of c(m, n). To construct γ we first go from u 1 to u by the path
and then from u to u 2 by the path
It is easily verified that the path constructed in this way is well defined and satisfies all the required conditions. 2 Remark 3.11. Reproducing the end of the above proof with λ replaced by c(m, n), we conclude that the infimum in (3.2) is achieved.
A mountain pass theorem
Our purpose in this section is to derive a mountain pass theorem for a C 1 functional on a C 1 manifold and which satisfies the (PSC) condition.
We put ourselves in the general setting of the end of Section 2: E is a real Banach space, g ∈ C 1 (E, R), M := {u ∈ E: g(u) = 1} with 1 a regular value of g, f ∈ C 1 (E, R),f the restriction of f to M. The space E in this section is assumed to be uniformly convex. 
Assume H nonempty as well as the following condition: Proof of Theorem 4.1. Arguing as in the proof of Theorem 2.1 in [5] but using the strong form of Ekeland variational principle (cf. [8, 7] ) instead of the usual one, one obtains that if h ∈ H and ε > 0 are such that
We let ε = 1 k and pick h = h k such that (4.2) holds, which is possible by the definition (4.1) of c. We also take
It follows from (4.3) that
Thus u k is a (PSC) c sequence, and the conclusion follows. 2
The following additional information will be used later (cf. Proposition 2.3 in [5] ). 
We take μ = u k /2 and we write v k instead of v μ . We have
and so, by (PSC) c , v k has a subsequence v n k which converges. Combining with (4.5) leads to a contradiction with the fact that u k → ∞. 2
Some properties of c(m, n)
We briefly study here the dependence of c(m, n) with respect to m, n. All the weights in this section are assume to belong to L r (Ω) and to satisfy (2.1). The results and proofs below are similar to those of Section 4 in [2] . Proof. It is easily adapted from that of Proposition 22 in [2] . One successively proves upper and lower semicontinuity. In the latter part it is convenient here to normalize u k so that u k pr = 1. Proof. It is easily adapted from that of Propositions 23 and 25 of [2] . Proposition 4.2 is used to derive the strict monotonicity. 2
Finally let us observe that c(m, n) is homogeneous of degree −1. Some sort of separate sub-homogeneity also holds, which will be used later: Proof. It is easily adapted from that of Proposition 31 of [2] . Again Proposition 4.2 is used here. 2
Fučik spectrum
Let m, n ∈ L r (Ω) with r as before. Unless otherwise stated, we also assume (2.1). The Fučik spectrum Σ = Σ(m, n) clearly contains the lines {0} × R, R × {0}, R × {λ * (n)}, {λ * (m)} × R and also possibly the lines R × {−λ * (−n)} and {−λ * (−m)} × R. It will be convenient to denote by Σ * = Σ * (m, n) the set Σ(m, n) without these 2, 3 or 4 lines.
We start by looking at the part of Σ * which lies in R + × R + . From the properties of λ * (m), λ * (n) follows that if (α, β) ∈ Σ * ∩ (R + × R + ), then α > λ * (m) and β > λ * (n). Proof. An easy consequence of Theorem 3.2. 
