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ABSTRACT
Brendlinger, Jack W. M.S.M.E., Department of Mechanical Engineering, Wright State University,
2017. Development of Guidance Laws for a Reduced Order Dynamic Aircraft Model.
A set of guidance control laws has been developed for enabling three distinct modes
of operation of a reduced order dynamic aircraft model. These include 1) a waypoint
following control law, 2) a trajectory tracking control law, and 3) a set of kinematically
constrained control laws for reaching a commanded altitude, speed or heading. The for-
mulation of the reduced order model is presented so that the capabilities and limitations of
the model are understood, and so that the interface architecture between the controllers and
the plant is clearly defined. The controller formulations are then presented, together with
sample results. The thesis closes with conclusions about each of the controllers, possible
improvements and additional capabilities that might be worth pursuing, and a discussion of
the higher level path-planning controller that could now be developed.
iv
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5.5 Sign convention for the pull-up circle . . . . . . . . . . . . . . . . . . . . 89
5.6 Climb profile for cases where ∆h ≤ 2R . . . . . . . . . . . . . . . . . . . 92
5.7 Open loop heading step command tracking . . . . . . . . . . . . . . . . . . 97
5.8 Open and closed loop ψ̇ command contributions . . . . . . . . . . . . . . . 98
5.9 Open loop Velocity step command tracking . . . . . . . . . . . . . . . . . 98
5.10 Open and closed loop V̇ command contributions . . . . . . . . . . . . . . . 99
5.11 Open loop step command tracking . . . . . . . . . . . . . . . . . . . . . . 100
5.12 Closed loop step command tracking . . . . . . . . . . . . . . . . . . . . . 100
5.13 Open and closed loop command contributions . . . . . . . . . . . . . . . . 101
5.14 Combined operation with open loop control action only . . . . . . . . . . . 102
5.15 Combined operation with active feedback control . . . . . . . . . . . . . . 103
5.16 Open loop and closed loop command contributions . . . . . . . . . . . . . 104
xii
List of Tables
2.1 Basic Geometric and Performance Characteristics of the IL-14 . . . . . . . 24
4.1 Acceleration coefficients, including end point formulas . . . . . . . . . . . 65
xiii
Acknowledgment
I would like to take this opportunity to extend my thanks to Ms. Andrea Gilkey, Ms. Bonnie
Schwartz, and Mr. Matthew Duquette for their support of this research under contract AF-
FA8650-04-D-2409.
I would also like to thank Dr. Rory Roberts, Dr. Mitch Wolff, Dr. Darcy Allison, and
Mr. Bill Schley for their continued guidance and input throughout the effort.
xiv
Dedicated to
My mother.
xv
INTRODUCTION
1.1 AFSIM
The Advanced Framework for Simulation, Integration and Modeling (AFSIM) is a C++
framework for enabling constructive simulation studies at the engagement and mission lev-
els. As a government-approved simulation tool, AFSIM is an ascendant framework within
the US Air Force’s Operational Analysis community, as well as the DoD OA communities
more broadly [1]. AFSIM’s library of “mover models” covers a very wide range of vehi-
cle and weapon models, including, among others, submarines, surface ships, trucks, tanks,
rotorcraft, fixed-wing aircraft, missiles, rockets and satellites.
For mission level studies, it is often unnecessary and undesirable to instantiate high
fidelity, physics-based models for every entity in the simulation. For many of the “players”
it is sufficient to predefine a trajectory for that entity and simply place it in the battle space
as a function of simulation time. Some of AFSIM’s fixed-wing aircraft models fall in this
category. For such models, there are no physics involved, no time domain integrators, and
it is incumbent on the analyst to ensure that the aircraft trajectory is one that is realistic
for the particular aircraft being simulated. At a slightly higher level of fidelity, there are
other aircraft models whose maneuverability and performance is limited by user defined
kinematic contraints. For example, the analyst may impose maximum climb rates or turn
rates and the model will limit its movement in each timestep to observe these constraints.
However, there are still no equations of motion being integrated for kinematic movers. At
1
the other extreme, AFSIM includes a full six degree-of-freedom (6DOF) modeling capa-
bility for fixed wing aircraft. The 6DOF model integrates the three force and three moment
equations associated with rigid body dynamics. While extremely useful in a large number
of applications, the modeling requirements associated with building a representative 6DOF
model are often so prohibitive as to make 6DOFs an unrealistic option in many cases.
Thus there exists a space within AFSIM’s library of fixed-wing aircraft models for a
reduced order dynamic model. A point mass model termed the Reduced Order Air Vehicle
Simulation (ROAVS) has been developed to meet this need. The utility of a reduced order
aircraft model in the context of a simulation framework such as AFSIM is that it allows the
analyst to instantiate and exercise a model that will exhibit realistic performance constraints
without the data and modeling burden attendant to full 6DOF aircraft models. The reduced
order model utilized in these studies requires, at a minimum, only the input data usually
associated with a quasi-static performance model. With a drag polar, a weight estimate
and some engine thrust limits (high and low) the analyst can create a dynamic aircraft
model using ROAVS. By way of contrast, a full 6DOF model requires significantly more
aerodynamic data and weight and balance data to define the aircraft “plant”, as well as
design of a controller implementation to provide stability augmentation and basic guidance
and control capabilities. There are many studies that require (at least) 6DOF levels of
fidelity and capability, and in such cases the added modeling burden is necessary. However,
particularly in the conceptual design stages, it is not always possible to implement a 6DOF
model because the aerodynamic data is simply unavailable at that point. Furthermore, in
many constructive simulation studies it is undesirable from a computational point of view
to implement 6DOF models when reduced order dynamics will answer the questions at
hand within suitable levels of uncertainty.
In an event driven simulation framework such as AFSIM, it is essential to include
suitable guidance and navigation controllers to enable dynamic “on-the-fly” redirection of
the mover model. Development of these control capabilities is the focus of this thesis.
2
1.2 Top-Level Control Architecture
Figure 1.1: Top-level control architecture for integrating ROAVS in AFSIM
In Figure 1.1 we see, at a highly abstracted level, the control architecture that is being
proposed as a means of integrating the ROAVS model in AFSIM. Following the detailed
description of the ROAVS formulation provided in chapter 2, the particular input/output
signals required for interfacing with ROAVS will be understood. These are of course very
important details in developing the guidance block, as it must be capable of both outputting
the proper signals to command the ROAVS model as well as accepting the output feedback
data shown in the Figure. From this point of view, the guidance laws developed in this
thesis can be considered as a collection of “wrapper functions” enabling command and
control of the ROAVS model by higher level controllers, shown here as the Path Planning
block.
The intention is thus to design a set of guidance control laws that can be considered
as “primitive” control modes to be exercised by logic in the Path Planning block. The path
planning function may take several forms; ideally, third party software and controllers can
be integrated into this block, or, of course, AFSIM itself may interface at this level to direct
the motion of the aircraft model. Three specific guidance modes have been designed to
enable this overall guidance and control strategy. These are:
1. Waypoint following
2. Trajectory tracking, and
3. Kinematically constrained control laws for reaching a commanded altitude, heading
or speed.
3
1.3 Goals and Objectives
The ultimate goal of this research, as stated, is to integrate the ROAVS model into AFSIM
and thereby provide the analyst a physics-based, dynamic air mover that carries only a
small fraction of the modeling burden associated with 6DOF aircraft models. A hierarchi-
cal control strategy for achieving this goal has also been briefly outlined. The goal of this
thesis, however, is strictly limited to researching, developing and demonstrating the three
control modes just listed. This work is performed using MATLAB/Simulinkr as a develop-
ment and programming environment. Algorithms and verification data resulting from these
models will then be provided to a programming team for translation into a C++ plugin for
AFSIM.
In development of all three of these control modes, two conditions are mandatory.
First, the control laws must all output the three command signals expected as inputs to
the native NDI ROAVS controller. Second, none of the command signals shall exceed
performance limits of the aircraft.1
For the waypoint following control law, the objective is to provide a closed-loop
course tracking algorithm so that the ownship follows a straight line path connecting adja-
cent waypoints. Upon arrival at an intermediate waypoint, two transitioning modes are of
interest: a fly-through mode and a turn-short mode.
For tracking control of specified trajectories, the goal is to develop an open loop com-
mand signal based on derivatives of the trajectory that will drive the “gross” motion of the
ownship. This will be complimented by a closed loop feedback controller to assure tight
tracking of both the position and velocity signals. As an analytic, functional form of tra-
jectory specification is far less likely than trajectory specification in the form of discrete,
time-stamped data points, it is also important that derivative estimating methods for such
data sets be enabled.
1If trajectory data is provided that exceeds a performance limit of the aircraft, then the open loop com-
mand signal will violate this condition. This, however, is an attribute of the trajectory data, not of the con-
troller.
4
The kinematically constrained “go-to” controllers represent the most generic control
mode developed for this project. Here, the goal is to provide the analyst with the capability
to input step changes in altitude, heading or speed, and to achieve these through bang-bang
control actions that observe the acceleration or kinematic constraints supplied by the user.
A final objective of this project is to identify and document specific requirements and
capabilities of the Path Planning controller that is envisioned as the top-level interface for
this system.
5
THE REDUCED ORDER AIRCRAFT
MODEL
In this chapter we describe the reduced order dynamic aircraft model that has has come to
be called the Reduced Order Air Vehicle Simulation (ROAVS) model. The formulation of
the model is provided in sufficient detail that the capabilities and limitations of the model
can be understood. In the last section of this chapter we provide a case study for creating
a working ROAVS model, and the resulting model is used through the remainder of this
thesis to demonstrate the control laws that have been developed.
2.1 Model Requirements
The ROAVS model was developed on the premise that the analyst should need to provide
only the same amount of input data as that that is generally associated with traditional
quasi-static models. By “quasi-static” we mean an aircraft model that includes only static
equilibrium expressions in its formulation even though in executing a full mission simu-
lation certain transient dynamics are inevitable for accelerations, climbs and turns. Many
first-order range and endurance estimates are based on such models; generally it is correctly
assumed that the duration of transient operation is very small compared to the duration of
steady-state flight operation, thereby justifying their application. However for performance
6
assessments that are focused on the maneuverability of an aircraft, quasi-static models are
not adequate. As mentioned in chapter 1, quasi-static models are characterized by the fol-
lowing data requirements:
1. Vehicle level aerodynamic modeling expressed as a drag polar of the form
CD = CD0 + k (CL − CL0)
2 (2.1)
2. Scalar mass data representing the gross weight of the aircraft. This generally takes
the form of a minimum gross take-off weight to which is added the weight of payload,
stores and fuel. In this way the correct gross weight can be bookkept throughout a
mission by decrementing the weight according to fuel burn rates and the dropping of
stores. Importantly, mass moments of inertia are not required.
3. A propulsion model. This is usually a simple model that provides upper and lower
thrust (or power) limits and fuel burn rates as a function of flight condition. In the
case of jet aircraft, this generally amounts to a net thrust estimate; for prop planes,
a propeller efficiency term is generally applied as a knock-down factor on available
brake horsepower.
The goal of the ROAVS model is to provide a dynamic aircraft model that will operate
within physics-based constraint specifications without requiring more data than that listed
above. With a strictly algebraic model, i.e., a quasi-static model, new aircraft states can
be achieved instantaneously. Altitude, speed or heading changes can be effected immedi-
ately, resulting in completely unrealistic behavior unless the analyst is careful to assure that
no discontinuities in the mission specification are present. However, this incurs a modeling
burden on the user as simply assuring C1 continuity or even C2 smoothness is not sufficient
to guarantee that the aircraft could actually perform the specified maneuvers. One way to
address this potential problem is to assign conservative kinematic performance constraints
7
on the vehicle and to then check that none of the mission specifications exceed these limits.
For example, a hard rate of climb limit, say, 1, 000 ft/min, can be imposed and an error
thrown if a mission segment exceeds this rate. However, this is burdensome and very un-
satisfying. In this example, an airplane near max gross weight and 20, 000 ft altitude might
not be able to achieve even half such a climb rate, but at a low gross weight and sealevel
it might be able to achieve well in excess of this rate. In any case it’s at its heart a matter
of assessing the excess power, and similar arguments apply equally as well to acceleration
limits and to turn rate limits. By using a dynamic ROAVS model, not only are these bur-
dens lifted, but the very edges of the aircraft performance can be rapidly discovered by
purposely requesting unreachable flight conditions in the mission specification. This shifts
the constraint specifications away from purely kinematic considerations such as turn rate
limits, climb limits or acceleration limits and requires instead physics-based limits such as
CLm , nzm , or installed engine power limits.
As discussed in later chapters, certain kinematic performance constraints may still
be applied if desired; however, the ROAVS model was conceived and designed to enable
dynamic aircraft simulations with only the data described above and supplemented with
physics-based constraint specifications.
2.2 Equations of Motion
The ROAVS plant dynamics consists of two second-order differential equations of mo-
tion due to force equilibrium and a single first-order differential equation that expresses
the kinematics of a coordinated turn. In a first-order state space representation, the system
therefore contains five state variables. Selection of the state variables is not unique, as there
are several equivalent ways of resolving the force equilibrium expressions. One such for-
mulation is presented here using a straightforward application of Newton’s laws, and these
equations are later transformed into an equivalent set of equations using different state vari-
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ables. This approach provides an opportunity to introduce coordinate system and variable
definitions that are used throughout this thesis, as well as providing a simple demonstration
of the systematic application of the techniques of nonlinear dynamic inversion (NDI).
Figure 2.1 depicts a conventional “North-East-Down” coordinate frame with origin
placed at an arbitrary location on the earth’s surface1. The so-called NED coordinates
Figure 2.1: A North-East-Down coordinate frame located near WPAFB
represent a set of Cartesian coordinate axes where the Down axis is always directed towards
the earth’s center of gravity, the North axis points toward the terrestrial north pole, and the
East axis points due east. Therefore the North-East plane is locally tangent to the geodetic
surface, the North axis points along a line of longitude, the East axis points along a line of
latitude, and permuted in the order “North-East-Down” the system is right-handed. NED
coordinate frames are in standard use in most aerospace applications that resolve aircraft
motion into global positions; several model libraries are available for converting points in
1This doesn’t imply that the origin is necessarily at the local terrain height, but rather that the geodetic
altitude of the origin is zero.
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the local NED coordinates to their corresponding latitudes, longitudes and altitudes. Here,
the WGS84 geodetic model is employed using Mathworks’r Aerospace Blockset. In this
thesis, the NED coordinate frame is assumed to be an inertial system for the purpose of
applying Newton’s laws.
In Figure 2.2, we depict a Cartesian system x, y, z where without loss of generality we
can say that the xy-plane is parallel to the NE-plane, the z-axis is positive up and the origin
is fixed at an arbitrary point. Considering equilibrium of forces in the x and z directions,
Figure 2.2: Resolution of resultant body and surface forces acting on the aircraft
we find
mẍ = (T −D) cos γ − L sin γ cosφ (2.2)
mz̈ = (T −D) sin γ + L cos γ cosφ−W (2.3)
where the climb angle γ and the roll angle φ are both positive as shown. In equations
2.2 and 2.3, the aircraft has been modeled as a point with mass m through which pass the
resultant body and surface force vectors: lift (L), drag (D), thrust (T ) and weight(W ).
For any non-zero roll angle, there appears to be an unbalanced lateral component of the lift
vector. In this model, we do not allow for unbalanced lateral acceleration – all non-zero
bank angles are associated with coordinated turns. Thus the lateral force component of
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the lift vector is exactly offset by the centrifugal acceleration of the turn. By definition, a
coordinated turn is in static equilibrium, and is described in the case of a climbing turn by
the kinematic expression
ψ̇ =
g tanφ
V cos γ
(2.4)
where V is the airspeed and ψ̇ is the turn rate.
Taken together, equations 2.2, 2.3 and 2.4 comprise the equations of motion of the
ROAVS model. As mentioned earlier, there are many different ways that the longitudinal
and normal forces can be resolved. In the upcoming section, equations 2.2 and 2.3 will be
re-cast into a more convenient form as the NDI control laws are derived.
2.3 Control Laws
Figure 2.3: Generic NDI architecture with state linearization feedback and output tracking
Figure 2.3 depicts the generic dynamic inversion control architecture on the top half
of the diagram, with an output feedback tracking path shown on the bottom. The essence
of this control architecture is that the dynamic inversion (the feedback linearization) acts
to make the closed loop dynamic behavior that of a pure integrator; construction of the
outer loop tracking controller is then greatly simplified, and amenable to a number of clas-
sical design techniques. That is, selecting elements in the the gain matrix K is a greatly
simplified problem in linear control design if the feedback linearization loop is effective in
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its intended purpose. At the heart of the dynamic inversion process is the selection of the
control variables (CV’s). These are the variables selected by the designer as the signals that
are to be controlled. We write the CV’s as a generally nonlinear function of the state data,
denoted h(x). Using the RAOVS model as the example, we will demonstrate how the se-
lection of CV’s actually transforms the plant equations through application of the dynamic
inversion methodology. Our discussion follows the general methodology outlined in the
seminal paper by Enns, et.al. [2].
We begin by observing that the input vector to the aircraft plant model, u(t), consists
of three elements: the thrust, the lift and the bank angle. This is evident by considering the
differential equations that comprise the plant dynamics model, equations 2.2, 2.3 and 2.4.
Given that ROAVS is a point mass model, it is not surprising that the control effectors are
abstracted to this level. Thus we have
u(t) =

T
L
φ
 . (2.5)
To identify a state vector x(t), we express the equations of motion in a first order form. In
this case the equations are nonlinear and so instead of the first order system in the standard
linear form ẋ(t) = Ax + Bu, we write in the general form of
ẋ(t) = f(x,u) (2.6)
Defining a change of variables via
x1 = x z1 = z
x2 = ẋ1 z2 = ż1
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equations 2.2, 2.3 and 2.4 can be written as

ẋ1
ẋ2
ż1
ż2
ψ̇

=

x2
m−1 [(T −D) cos γ − L sin γ cosφ]
z2
m−1 [(T −D) sin γ + L cos γ cosφ−W ]
(V cos γ)−1 g tanφ

(2.7)
and we have a five element state vector x(t), as mentioned previously. However, in equa-
tion 2.7, there are implicit dependencies on the state data that could be made explicit. In
particular, we have by the definition of the climb angle,
sin γ = (x22 + z
2
2)
−1/2
z2 (2.8)
cos γ = (x22 + z
2
2)
−1/2
x2 (2.9)
and airspeed
V =
√
x22 + z
2
2 . (2.10)
The selection of the CV’s is at the discretion of the control designer; in the present
case, it is natural to desire a system that will control the speed, altitude and heading of
the aircraft. This suggests that bV, z1, ψc would be good candidates as control variables
for the ROAVS. However, as the CV’s essentially become the generalized coordinates for
the linearization feedback, one wonders whether in place of the altitude, z1, it might be
better to use the climb angle γ. This suggestion is motivated by the fact that under most
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circumstances the altitude and velocity will not be orthogonal to one another. By selecting
h(x) =

V
γ
ψ
 =

√
x22 + z
2
2
tan−1
(
z2
x2
)
ψ
 (2.11)
we are controlling the direction and speed of the ROAVS in a very intuitive manner –
through two angular coordinates and a speed. Thus our CV’s closely resemble a standard
spherical coordinate system, the only difference being that we are specifying a speed in-
stead of a linear displacement.
If we now introduce a new subspace state vector z(t) = h(x), then upon differentiating
with respect to time, we obtain, by application of the chain rule and substitution from
equation 2.6
ż(t) = ∇hT ẋ = ∇hT f(x,u). (2.12)
Performing the partial differentiations, the Jacobian of the CV’s then provides
∇hT =

0 x2√
x22+z
2
2
0 z2√
x22+z
2
2
0
0 − z2
x22+z
2
2
0 x2
x22+z
2
2
0
0 0 0 0 1

however, with substitutions from equations 2.8 – 2.10, this becomes
∇hT =

0 cos γ 0 sin γ 0
0 −V −1 sin γ 0 V −1 cos γ 0
0 0 0 0 1
 . (2.13)
And finally, using the expressions from equations 2.7 and 2.13 to substitute back into equa-
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tion 2.12, we discover, after applying some Pythagorean trig identities, that
ż(t) =

V̇
γ̇
ψ̇
 =

(T−D)−W sin γ
m
L cosφ−W cos γ
mV
g tanφ
V cos γ
 . (2.14)
Referring back to Figure 2.3, the signal in equation 2.14 represents the feedback lin-
earization shown as F (x). What’s interesting here is that the NDI process suggests that the
plant equations themselves are better expressed in terms of z(t), in which case elements
in the linearization function F (x) are simplified. More significantly, though, the NDI con-
troller is now operating only over the three member subspace spanned by the CV’s. The
position degrees of freedom, x1 and z1, are no longer present in the NDI controller. These
degrees of freedom are frequently referred to as the “zero dynamics” of the system, as
they correspond to the zero columns appearing in the Jacobian ∇hT . Within the ROAVS
model, integrations to obtain the position coordinates x1 and z1 are important – this is how
the latitude, longitude and altitude of the model is updated within the broader simulation
framework. However with respect to the ROAVS NDI controller, we can now interpret
the output y(t) to consist of the CV’s. Similarly, the input vector r(t) = bV, γ, ψc and the
feedforward vector ṙ(t) = bV̇ , γ̇, ψ̇c. In this control architecture, generating the command
signals bV̇ , γ̇, ψ̇c is the essential function required of any guidance laws implemented with
the ROAVS model.
It’s important to note the presence of the drag term D in the feedback linearization. In
a practical implementation, this would generally require look-up tables for evaluation of the
drag, and any discrepancy between the actual drag and the model in the controller tables
would represent imperfect linearization.1 This requirement for possessing an excellent
model of the plant dynamics is one of the common criticisms of dynamic inversion. In
1“Imperfect linearization” may be a euphemism for an unstable system. State estimation through Kalman
filtering together with collection of high quality sensor data is therefore of great interest for real world imple-
mentations of NDI controllers.
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the present application for simulation modeling, however, this is not a concern as we have
perfect knowledge of the plant model. As mentioned earlier, the drag model employed in
ROAVS is a vehicle-level drag polar which allows us to write the drag as a function of the
lift. Specifically, from equation 2.1, we can write
D = q̄S
[
CD0 + k
(
L
q̄S
− CL0
)2]
. (2.15)
In summary, we may now write our plant dynamics as
V̇ =
(T −D)−W sin γ
m
(2.16a)
γ̇ =
L cosφ−W cos γ
mV
(2.16b)
ψ̇ =
g tanφ
V cos γ
(2.16c)
and substituting from equation 2.15 into equation 2.16a, we may complete the inversion
to obtain expressions for the input vector u(t). The resulting expressions for commanded
thrust, lift and roll angle appear as equations 2.17.
T = mV̇+mg sin γ + kC2L0Sq −
2mkCL0 (V γ̇ + g cos γ)
cosφ
+
mk (V 2γ̇2 + g2 cos2 γ + 2V gγ̇ cos γ)
cos2 φSq
(2.17a)
L =
m (V γ̇ + g cos γ)
cosφ
(2.17b)
φ = tan−1
(
V ψ̇ cos γ
g
)
(2.17c)
We observe that in equations 2.17, the input commands are the derivative terms bV̇ , γ̇, ψ̇c
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and the remaining non-parametric terms are state data. Thus we conclude that in imple-
menting any set of guidance control laws to operate with the ROAVS model, we must
generate the input command vector bV̇ , γ̇, ψ̇c. Each of the guidance laws described in the
following chapters has been formulated to achieve this objective.
2.4 Propulsion
As previously mentioned, the propulsion model can be very minimal, supplying simple
limits on available thrust or power. Even this level of modeling is not strictly required,
although without such limits it is again incumbent on the analyst to assure that the mission
specifications do not require out-of-limits thrust or power levels – this would be very much
against the intended spirit of modeling with the ROAVS. For jet aircraft the propulsion
model most often consists of a standard “five-column” engine table where the first three
columns are the independent variables Mach, Altitude and Throttle position. The final two
columns are the dependent variables: Net Thrust and Fuel Burn Rate. With max and min
net thrust limits and a fuel burn rate as a function of flight condition, the ROAVS can easily
integrate burned fuel over the mission as well as compute excess power margins. These
functionalities are critical to achieving accurate performance constraints throughout the
specified mission. With models of this kind, it is understood that net thrust accounts not
just for installation losses, but also for any “accessory” power extractions.
If a strictly algebraic table-lookup is deemed inadequate, surrogate engine dynamics
can be included in the propulsion model. Figure 2.4 depicts one such approach, wherein
a simple first-order system is implemented for approximating engine response lags. The
washout feedback signal affords the analyst some additional ability to shape the response
slope for finer tuning using washout gain Kw and time constant τw. This signal will of
course go to zero for steady-state operation. Transport delay, saturation and rate limiter
functionalities can also be included.
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Figure 2.4: Approximating engine dynamics with a first-order filter and washout feedback
For some simulations that include more detailed models of the electrical power or
thermal management subsystems, a five-column engine table is not adequate. For example,
engine state data including high spool or low spool power extractions, or temperature and
flow rates in bypass airflows may be required. In principle this is not a difficulty; very
sophisticated propulsion subsystem models can be integrated within the ROAVS. Inclusion
of such models will undoubtedly come with computational overhead that will cut into the
runtime ratio, but the ROAVS formulation itself is agnostic to such modeling choices.
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2.4.1 Modeling prop planes
Where jet engine performance is generally rated in terms of thrust, propeller driven aircraft
engines are typically rated in terms of power. Furthermore, the propeller losses are not
insignificant and must therefore be accounted for when calculating the net propulsive power
delivered to the airframe. As far as the ROAVS equations of motion are concerned, the
simple power equation
P = TV (2.18)
allows us to relate net power and net thrust for any given true airspeed. Thus the thrust
variable that appears in the equations of motion can always be easily attained if the net
power is known. Similarly, the commanded thrust signal produced by the ROAVS NDI
control laws can be easily modified to create a commanded power signal.
As indicated in Figure 2.5, the efficiency of a typical variable pitch propeller can vary
significantly as a function of advance ratio and blade pitch. As a first-order approximation,
Figure 2.5: Propeller efficiency curves as a function of blade pitch angle and advance ratio
it is likely that the analyst may assume the existence of an ideal blade pitch governor that
maximizes efficiency for any advance ratio. Under such an assumption, Figure 2.5 suggests
that a constant propeller efficiency of, say, η = 0.85 would serve as a reasonable model.
Of course more detailed models could be integrated with the ROAVS should a higher level
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of fidelity be required for the studies under consideration.
With respect to modeling brake horsepower, different engine types require different
models.
Figure 2.6: Generic brake horse-
power as a function of throttle set-
ting and engine speed
No attempt will be made here to provide a defini-
tive listing of all possible engine types and mod-
els. However, as a single example we consider the
brake horsepower of a radial piston engine, which
is a function of altitude, throttle position and engine
rpm. Figure 2.6, shows a typical set of power curves
for a 600 hp engine at sea level, circa 1945. As was
the case for jets, the ROAVS formulation is essen-
tially unaffected by the level of fidelity of an engine
model for a prop driven aircraft. Engine dynamics
and power losses can be modeled to whatever level
of detail is deemed appropriate for the particular ob-
jectives of the studies.
2.5 Limitations
The ROAVS formulation is specifically tailored to require a bare minimum of user data to
instantiate a dynamic aircraft model. This is principally accomplished through the omis-
sion of aircraft moment equations and the assumption that all turns are coordinated turns.
As with all approximate models, it is best to clearly understand the limitations that the
modeling assumptions incur and then decide whether use of that model is appropriate for
the particular studies at hand. In this spirit we present three additional limitations of the
ROAVS model that the analyst should keep in mind.
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2.5.1 Fixed-wing only
The ROAVS model can not hover. Two of the three equations of motion have denominators
that include the airspeed V and these fractions will go to infinity as that speed goes to zero.
Thus dirigibles, RC blimps, hot air balloons and rotary wing aircraft are all out of bounds
with respect to ROAVS suitability. Even the Harrier and F-35C jets must be operated only
at speeds above stall.
2.5.2 Operating at high angle of attack
One important thing that the ROAVS model does enable is an estimation of aircraft euler
angles. Being able to approximate the angular orientation can be very important, for exam-
ple, when it’s necessary to know the field of regard of on-board sensors, say for a tracking
operation or for a landing approach. For estimating yaw, we use the heading angle ψ; this
is consistent with the zero sideslip modeling assumption. For estimating roll, we use φcmd.
For approximating the pitch angle θ, there’s a small additional data requirement – we
must be able to infer an angle of attack from the lift command. This implies that we not
only need a drag polar, we need a drag polar that includes angles of attack at a collection of
points on the curve. Knowledge of the angle of attack is required because the pitch estimate
is obtained through the simple climb relation
θ = α + γ (2.19)
and of course the climb angle γ is a known state variable in the ROAVS model. If the analyst
is generating the drag polar data using CFD, flight data or wind tunnel data, inclusion of
angle of attack data is usually not a problem. If the analyst is relying on published drag
polar data or is simply parametrically varying the drag polar coefficients in a conceptual
design study, then the α data may not be known. In such cases, the pitch estimate is not
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available.
For high angle of attack operation, the orientation of the thrust vector along the flight
path becomes objectionable. Referring back to Figure 2.2, the aircraft pitch angle is not
a part of the force balance from which the equations 2.16a and 2.16b are derived. If one
assumes that the net thrust is parallel to the longitudinal axis of the aircraft (and not nec-
essarily along the flight path), then with knowledge of the angle of attack the forces could
be resolved more accurately. This would produce a slightly more complicated set of equa-
tions of motion, and corresponding control equations. Whether such an approach would
be preferable over the current formulation is once again a question of trading off model-
ing burden against the likely use cases of ROAVS models, for in such a case the α (CL)
function would be mandatory for instantiating a model.
2.5.3 Operating in winds
The ROAVS model is not well suited for simulations that include winds. While it is straight-
forward to bookkeep wind vectors such that the aerodynamic versus the inertial velocities
can be distinguished, the ROAVS cannot properly resolve non-zero sideslip due to the co-
ordinated turn assumption. For UAV operations, it is often preferable to track the ground-
speed and heading as opposed to the true airspeed and yaw angle. This is precisely because
in this way a prescribed ground track will be followed without the need for on-board sen-
sors to estimate the winds. Evaluating the operation of an air vehicle (or its control laws)
under windy conditions can be very important; unfortunately this is a capability that is out
of reach for the ROAVS model.
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2.6 ROAVS Case Study: The Ilyusin IL-14
Figure 2.7: Romanian operated IL-14 on ap-
proach
The Ilyusin IL-14 is a Cold War prop-
driven troop and cargo transport aircraft
designed in the Soviet Union in the mid
1950’s. It found extensive service through-
out the Iron Curtain countries as well as
in other client nations such as Cuba, Syria
and Vietnam [3]. Our interest in the IL-14
stems from an article titled “New Ilyusin
IL-14 Much Improved Over IL-12” which
appeared in Aviation Week in 1957 [4]. This article provided some basic propulsion, per-
formance and mass data as well as the drag polar data that appears here as Figure 2.9.
With the information provided in this article, the IL-14 serves as an excellent case study for
demonstrating the data required to instantiate a ROAVS model. An IL-14 ROAVS model
will serve as the test platform for all of the guidance laws demonstrated in this thesis.
Table 2.1 provides a quick look at some basic geometric and performance measures
of the IL-14.
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wing area, S 100 m2
wingspan, b 31.7 m
aspect ratio, AR 10
dihedral angle, Λ 3◦
wing thickness ratio 18% at the root
12% at the tip
empty mass 12, 250 kg
loaded mass 17, 250 kg
power plants 2 Shvetsov ASh-82T 14 cylinder air-cooled radial en-
gines, 1, 900 hp each
landing speed 135 km/hr with 45◦ flap deflection
145 km/hr with 0◦ flap deflection
cruising speed 350 km/hr at 2, 500 m
mid-payload range 1, 500 km
Table 2.1: Basic Geometric and Performance Characteristics of the IL-14
Figure 2.8: Three-view sketch of the IL-14
Referring to Figure 2.9, the solid curve provides lift and drag data for the clean “gear-
up” configuration, and represents the drag polar data used here. Data points indicating the
angles of attack corresponding to various CL, CD combinations are shown on the graph;
additionally the zero-lift angle of attack (α0 = −1.5◦) and best cruise angle of attack
(αHO = 4
◦) are also shown. The critical angle of attack is listed as (αKP = 17◦) although
in plotting CL versus α, it appears that the linearity drops off somewhere between α = 12◦
and α = 14◦. In Figure 2.10a, the solid line represents a least-squares linear curve fit over
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Figure 2.9: IL-14 drag polar
(a) CL versus α data with curve fit (b) Drag polar data with curve fit
Figure 2.10: IL-14 aerodynamic data
angles of attack spanning only α ∈ [−1.5◦, 14◦]; in generating the drag polar coefficients,
a much better correlation has been obtained by limiting the angle of attack to this domain.
The result is shown in Figure 2.10b, with data points translated from Figure 2.9 and the
solid curve representing equation 2.1 with CD0 = 0.0205, CL0 = 0.180, k = 0.0757.
As indicated in Table 2.1, the empty mass of the IL-14 is taken as 12,250 kg with a
maximum mass of 17,250 kg. In the example simulation results provided throughout the
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remainder of this report, the nominal operating mass is set to be the max operating mass,
with no weight decrement due to fuel burn since the simulation times are too short to merit
such an adjustment.
With respect to the power plant modeling, we adopt the simplest possible model. The
Shvetsov ASh-82T was a supercharged radial turbine engine with a near-constant max
brake horsepower up to about 20,000 ft. We therefore cap the total available propulsive
power at (2× 0.85× 1, 900 hp) = 3, 230 hp and only operate at altitudes below 20,000 ft.
Here we have accounted for two engines rated at 1,900 hp each and a propeller efficiency
of η = 0.85 as discussed in section 2.4.1.
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WAYPOINT STEERING
For UAVs especially, a waypoint steering guidance law is a foundational capability. Most
mission plans are specified by laying down a sequence of waypoints using a map interface
on a ground control station. For constructive simulation studies, AFSIM APIs are also
suited to this purpose, or the waypoint mission data may be auto-generated using a mission
planning algorithm. The waypoint specification data includes, at a minimum, latitude,
longitude and altitude position data. For the present studies, it is assumed that the waypoint
also provides target airspeed data. Figure 3.1 depicts an example mission profile generated
using waypoint data.
The mission legs connecting adjacent waypoints in the waypoint queue are all straight
line segments. One of the important questions when generating a waypoint steering control
law is whether the tracker is simply intended to fly the aircraft from its current location to
the next waypoint, or whether the objective is to get back on the specified straight-line path
that defines the current mission leg. The control law developed here tracks the straight-line
path, and is designed to continually correct the motion of the ownship to bring it back on
to that path.
In this chapter, a waypoint steering control law that generates the desired guidance
commands is formulated and tested.
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Figure 3.1: Example mission profile for waypoint steering
3.1 Steering Algorithms
A number of waypoint steering algorithms have been developed for the purpose of tracking
the straight-line mission legs connecting adjacent waypoints. An excellent survey paper
by Sujit, et.al. [5] compares five such algorithms, two of which were coded and tested for
potential use in the present application. These were the so-called carrot-chasing algorithm
and the vector-field (VF) method. The vector field method was recommended in [5] as
having the lowest cross-track error of the methods they analyzed. As the name suggests,
the basic idea for implementing this controller is to create a vector field around the path
connecting the current waypoints and use the gradient of that vector field to continuously
steer the ownship toward the desired course [5],[6]. One very appealing attribute of this
method is that the ownship can be arbitrarily distant from the current mission leg and yet
the vector field will steer it towards the path. In simulation, however, this method tended to
exhibit chatter when tracking closely to the desired path. This behavior had been observed
and addressed by other authors [7], but it was not clear that an automated methodology
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for gain tuning was available. Principally for this reason, the carrot-chasing algorithm
was pursued and implemented here. It should be noted that the primary criticism of the
carrot-chasing algorithm is that it tended to have somewhat higher cross-track error in the
presence of winds; but, since the ROAVS is not well suited for analyses that include winds,
this particular shortcoming was basically irrelevant.
Elkaim, et.al. [8] describe the general carrot-chaser algorithm based on determining an
aim point a prescribed length away from the ownship and continually steering the ownship
velocity towards that point. A methodology for turning short along circular arcs as a means
of transitioning to a new mission leg is also discussed. Elkaim, et.al. then implemented
their method of aircraft path following on a real world UAV system and demonstrated
the algorithm’s capabilities. The formulation presented here is significantly different from
the formulation of the carrot-chasing alorithm developed in [8] principally because it is
essential for the present application that the control signals bV̇ , γ̇, ψ̇c result from the control
law. Credit for the underlying concept of the controller, however, is due to Elkaim, et.al.
and to those cited in [8] as predecessors to their work.
3.2 Carrot-chasing Tracking Controller
The carrot-chasing tracking control law is a form of pursuit guidance wherein the ownship
velocity vector is continually realigned toward an aim point located on the mission leg. In
Figure 3.2: Pursuit guidance using the carrot-chasing algorithm
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Figure 3.2, the mission leg is defined by the line connecting waypoints P0 and P1. The
ownship location is PS and the line of sight vector ~L always points to the aim point Pa,
which is on the mission leg. In general, the ownship will need to make both altitude and
heading adjustments to steer itself back onto the mission leg. The details of the algorithm
are provided in the following subsections.
3.2.1 Local Coordinate Definitions
For simple straight line tracking, consider waypoints P0 and P1 as shown in Figure 3.3
and locate a NED coordinate frame at the lat-long position of point P0. With respect to
Figure 3.3: Defining NED and path coordinates.
the NED coordinate frame, we now write a transformation matrix to locate a local x-axis
such that its origin is at P0 and points directly to P1. This axis system, centered at P0, is
referred to as the path coordinate frame. To orient the unit vectors of the path coordinates
b̂ip, ĵp, k̂pcT we rotate through angles Ψ and Γ 2 as depicted in Figure 3.4. Following these
two rotations, we then implement a final rotation of−π radians about the x-axis. This final
rotation has the effect of orienting the path coordinate y-axis “left” and the z-axis “up” to
2Note the use of the capital letters Ψ and Γ to distinguish the azimuth and inclination angles of the
mission leg from the heading and climb angles of the ownship.
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complete the right-handed triad. The NED unit vectors bên, êe, êdcT are thus related to the
path coordinate unit vectors through the three rotations indicated in equation 3.1.
Figure 3.4: Locating path axis in the NED coordinate frame

îp
ĵp
k̂p
 =

1 0 0
0 −1 0
0 0 −1

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cos Γ 0 − sin Γ
0 1 0
sin Γ 0 cos Γ


cos Ψ sin Ψ 0
− sin Ψ cos Ψ 0
0 0 1


ên
êe
êd

=

cos Γ cos Ψ cos Γ sin Ψ − sin Γ
sin Ψ − cos Ψ 0
− sin Γ cos Ψ − sin Γ sin Ψ − cos Γ


ên
êe
êd

(3.1)
As a shorthand, we denote
T pn =

cos Γ cos Ψ cos Γ sin Ψ − sin Γ
sin Ψ − cos Ψ 0
− sin Γ cos Ψ − sin Γ sin Ψ − cos Γ
 (3.2)
and note that its inverse T−1pn = T
T
pn ≡ T np.
The angles Ψ and Γ in equation 3.2 represent the azimuth and inclination angles of
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the mission leg with respect to NED coordinates. Letting ~r = P1 − P0 where brn, re, rdcT
represent its components in the NED coordinates, values for these angles can be calculated
through application of the dot product, resulting in equations 3.3 and 3.4.
Ψ = cos−1
(
rn√
r2n + r
2
e
)
(3.3)
Γ = cos−1
( √
r2n + r
2
e√
r2n + r
2
e + r
2
d
)
(3.4)
We are now able to transform position vectors between the NED system and the path
coordinates, as depicted in Figure 3.3. An arbitrary point ~rp expressed in path coordinates
Figure 3.5: Locating path axis in the NED coordinate frame
can be written in the NED system as
~Rn = ~RP0/n + T np~rp (3.5)
and similarly we can reverse the transformation via
~rp = T pn
(
~Rn − ~RP0/n
)
. (3.6)
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Since the waypoints are stationary, both Ψ and Γ are constant, as is the position offset vector
~RP0/n. Therefore, transforming velocities (or higher derivatives) can be accomplished with
knowledge that the transformation matrices are not time dependent and that derivatives of
the offset vector are zero. Thus, it follows that
~̇Rn = T np~̇rp (3.7)
and
~̇rp = T pn ~̇Rn. (3.8)
With these transformations in place, the control law calculations can be handled conve-
niently and both the ownship location and the aim point location can easily be expressed in
either system.
3.2.2 Locating the Aim Point
The aim point is always located on the vector defining the current mission leg, which in
Figure 3.2 is the straight line connecting waypoints P0 and P1. The aim point Pa is a
prescribed distance L from the ownship location Ps. L is termed the look-ahead length,
and varying the magnitude of L is one way to adjust the performance of this carrot-chasing
control algorithm. Geometrically, we therefore can imagine a sphere of radius L centered
at the ownship and pierced, usually in two places, by vector ~r. The aim point is then defined
by that intersection point which is closer to waypoint P1.
Solving for the aim point coordinates can be reduced to a simple two-dimensional
problem if considered in the plane defined by points P0, P1 and Ps2. If the point nearest to
the ownship is known, point P in Figure 3.2, then the aim point Pa can be expressed as a
2If these points are collinear, then the ownship is exactly on the mission leg and the aim point is directly
in front of the ownship by distance L. This does not cause a singularity in the formulation presented.
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vector in NED coordinates as simply
~Pa = ~P + T np

√
L2 − d2
0
0

= ~P +

cos Γ cos Ψ
cos Γ sin Ψ
− sin Γ

√
L2 − d2
(3.9)
Thus, through equation 3.9 the problem of locating the aim point has been reduced to the
problem of finding the nearest point on a line in three-space. In Appendix A, a formulation
of the nearest point problem is presented.
3.2.3 Heading and Climb Angle Commands
In this control implementation, the desired rate commands ψ̇ and γ̇ are assumed to be
proportional to their respective heading and climb angle errors denoted ∆ψ and ∆γ. These
angles represent the directional offset of the ownship velocity vector ~v from the line of sight
vector ~L = ~Pa− ~Ps. The heading error ∆ψ is taken as the angle subtended from projections
of ~v and ~L onto the horizontal NE-plane, denotedQ, as seen in Figure 3.6. By crossing the
Figure 3.6: ∆ψ visualization in plane Q
projected velocity vector into the projected line of sight vector, the correct magnitude and
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sign of ∆ψ is determined:
∆ψ = sin−1
[(
vnên + veêe√
v2n + v
2
e
× Lnên + Leêe√
L2n + L
2
e
)
· êd
]
(3.10)
To compute the climb angle error ∆γ, we project the ownship velocity vector and the
line of sight vector onto a vertical plane containing both the ownship and the aim point.
This is depicted in Figure 3.7, where the reference plane is denoted P . By definition, the
Figure 3.7: ∆γ visualization in plane P
line of sight vector lies on P . Since P is vertical, a unit normal vector n̂P may be written
n̂P = êd × L̂ (3.11)
where êd is the unit “down” vector in NED coordinates and L̂ =
~Pa−~Ps
|~Pa−~Ps| . The component
of the velocity vector normal to the reference plane P is the component of ~v along n̂P and
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therefore the projection of ~v on P is given by
~vP = ~v − (~v · n̂P) n̂P . (3.12)
Upon normalizing ~vP to provide v̂P , we can again cross the projected velocity vector into
the projected line of sight vector yielding
∆γ = sin−1
[(
v̂P × L̂
)
· n̂P
]
(3.13)
where positive values of ∆γ indicate that the ownship velocity vector is to be steered up
and negative values of ∆γ indicate that the ownship velocity vector is to be steered down.
The control commands ψ̇ and γ̇ are now known simply by asserting that they are
proportional to their respective error angles ∆ψ and ∆γ. In principle this introduces two
design gains k1 and k2 where
ψ̇ = k1 ∆ψ, γ̇ = k2 ∆γ
and from which it follows that the gains can be interpreted as representing the reciprocal of
a time interval ∆t over which the error angles are to be closed. While there is no necessary
reason that k1 = k2, in practice these time constants are taken as equal for the heading and
climb angle degrees of freedom. Thus we are left with control laws of the form
ψ̇ =
∆ψ
∆t
(3.14)
γ̇ =
∆γ
∆t
(3.15)
with ∆t serving as a tunable gain for performance of the tracking controller. As a reminder,
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the look-ahead length L is the other tunable parameter in these control laws that can be
adjusted to optimize tracking performance.
3.2.4 Speed Commands
For the purposes of this thesis, the speed commands for each mission leg are are set by the
destination waypoint speed command data. Thus as the aircraft transitions to a new leg, it
will generally accelerate (or decelerate) to match the new speed command and then hold a
constant speed until transitioning to the next mission leg. To generate the command signal
V̇ , we follow the form of the control laws just derived in equations 3.14 and 3.15. Thus we
define the quantity ∆V = Vcmnd − Vcurrent and then specify a time increment ∆t which
essentially serves as a gain on the speed error term ∆V . The speed control law is therefore
of the form
V̇ =
∆V
∆t
(3.16)
This simple proportional control law provides asymptotic convergence to the target air-
speed. It should be noted that the time constant ∆t for the speed controller does not neces-
sarily have to equal the time constants used in equations 3.14 or 3.15.
3.3 Leg Switching Logic
Transition from the current mission leg to the next leg can be handled a number of ways;
generally we distinguish between methods that fly through the intermediate waypoint from
those that turn short of the intermediate waypoint. Figure 3.8 depicts typical flight paths
for these two methodologies. Depending on the application at hand, either of these may
be desirable. The turn short methods generally provide smoother transition maneuvering
at the obvious expense of flying “near” but not through the waypoints. In this controller
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Figure 3.8: Examples of turn short and pass through flight paths.
design, the default behavior is a turn short transition logic, details of which comprise the
remainder of this section.
3.3.1 Performance Constraints in a Coordinated Turn
One of the principle benefits of using a physics-based dynamic aircraft model is that it al-
lows for calculation of the governing performance constraints in any given flight condition.
In this formulation, the minimum coordinated turn radius is of special interest and therefore
it is important to identify which of the user-specified performance constraints is determina-
tive for a given flight condition. Here we consider four user-specified constraints that may
govern the minimum turn radius. The basic approach is simple: calculate the turn radii
associated with each constraint and then whichever condition generates the largest mini-
mum radius is the overall minimum turn radius that can be executed without a constraint
violation.
A number of textbooks provide thorough treatments of the coordinated turn, both in
climbing (descending) flight as well as for the special case of horizontal flight; see, for
example, Hale [9], Pamadi [10], Anderson [11], Stevens & Lewis [12] or Phillips [13].
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Therefore a first-principles derivation of the basic coordinated turn relationships will not
be repeated here. Instead, the fundamental turn radius relationship, shown here as equation
3.17, is provided for reference.
R =
V 2 cos γ
g tanφ
(3.17)
Load Factor Limiting
For a given speed and climb angle, the minimum radius turn with a prescribed maxi-
mum load factor nm is easily determined by examining the relationship between the
bank angle and the load factor. When this expression is substituted back into equation
3.17 the result can be written as
R =
V 2 cos2 γ
g
√
n2m − cos2 γ
(3.18)
Turn Rate Limiting
The turn rate ψ̇ is simply the translational speed divided by the ownship’s distance
to its instantaneous center, which in a coordinated turn is precisely the turn radius R.
Therefore we can apply a strictly kinematic relationship for cases where a ψ̇m value
is specified, namely,
R =
V cos γ
ψ̇m
(3.19)
Bank Angle Limiting
Given a maximum bank angle φm, equation 3.17 indicates that the minimum turn
radius is simply
R =
V 2 cos γ
g tanφm
(3.20)
Stall Limited Bank Angle
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In a constant speed climbing turn, the lift coefficient can be written as
CL =
W cos γ
q̄S cosφ
from which it follows that if a CLmax value is specified by the analyst, then the stall
limited bank angle may be written
φm = cos
−1 W cos γ
q̄SCLmax
(3.21)
With a value for φm as per equation 3.21, equation 3.20 may then be employed to
determine the turn radius associated with the stall limited bank angle.
Thus if the analyst has prescribed limits for any combination of load factor, turn rate, bank
angle or stall speed, equations 3.18 – 3.21 provide simple algebraic expressions that can
be rapidly checked to determine the governing constraint radius for the current flight con-
ditions. By doing so, we assure that on the command side, at least, the ROAVS model is
capable of executing the requested turn.
3.3.2 Determining Separation and Re-attachment Points
With the constrained minimum turn radius in hand, we locate the separation and reattach-
ment points on the current and upcoming mission legs by imagining a circle of this radius
R centered at the transition waypoint (waypoint P1 in Figure 3.9). The points of interest,
Q1 and Q2, are then simply points along the current and upcoming mission legs a distance
R from waypoint P1. This design decision is based on the observation that if points P0, P1
and P2 form a right angle, then the actual command path arc will be a minimum radius turn
since tangency points for the turn circle will be precisely pointsQ1 andQ2. This guarantees
that the ownship has flown as near to P1 as possible for a circular coordinated turn.
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For “obtuse” turns, meaning cases where the included angle at vertex P1 has a mag-
nitude |θ| ∈ (90◦, 180◦), the separation and re-attach points are still located according to
the minimum turn radius criteria. A circle tangent to both points Q1 and Q2 is then deter-
mined, with its included arc representing the command path. Clearly in this case, the turn
radius will exceed the minimum radius turn, meaning that it was within the ownship’s per-
formance capabilities to fly nearer to waypoint P1 while still executing the turn. However,
if all turns are maximum bank turns, then the motion of the ownship will be very “jerky”
for moderate turns. This seems undesirable for most applications.
Figure 3.9: Problem setup for an “obtuse” turn.
For acute turns, which we take to be cases where the included angle at vertex P1
has a magnitude |θ| ∈ [0◦, 90◦], we again initiate minimum radius coordinated turns. The
question is simply where to locate the center of the turn circle. Here, we formulate a
methodology by considering the two extreme cases, namely the 90◦ turn and the 0◦ turn, and
then proposing a function that determines the turn circle center location for all intermediate
cases. For a 0◦ turn, we evidently refer to the case where the upcoming mission leg is
collinear with the current mission leg, the aircraft must simply turn around and fly back
where it came from. The methodology adopted here for executing these “acute” turns is one
that has been proposed by other researchers for application to UAVs [6]. The underlying
principles of this approach are to execute minimum radius turns while navigating near
waypoint P1 symmetrically. Figure 3.10 depicts the nature of this “turn short” algorithm.
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Piloted aircraft would not regard this type of maneuver as representing turn short behavior.
However, if turning short always requires interior minimum radius turns, then for highly
acute turn angles the ownship may be “turning short” a very considerable distance from
waypoint P1. Clearly, no single transition mode is applicable to all situations; however,
adding an interior turn short method for piloted planes is not considered too big a hurdle
given the tools already established.
Figure 3.10: Problem setup for an “acute” turn.
Letting θ denote the interior turn angle at waypoint P1, the center of the turn circle
can be located by bisecting the angle, and measuring a distance along this bisector equal to
R
√
2 sin θ. For 90◦ turns, this distance will be R
√
2, as it must be, while for 0◦ turns it will
locate the turn circle center directly at point P1. In any of these cases, points Q1 and Q2 are
still defined as the intersection points as shown in Figure 3.10.
3.3.3 Locating the Aim Point in a Coordinated Turn
Turn Coordinates
To locate the aim point in a coordinated turn, the path coordinate frame is rotated so as
to place waypoints P0, P1 and P2 in the local xy-plane. This is done by applying another
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rotational transform to the path coordinate system. The rotation angle Φ is calculated via
equation 3.22
Φ = arcsin
((
~P2 × ~P1
|~P2 × ~P1|
× êd
)
· ên
)
(3.22)
where |Φ| ∈ [0◦, 90◦], and the resulting rotation matrix about the path coordinate x-axis is
simply
T tp =

1 0 0
0 cos Φ sin Φ
0 − sin Φ cos Φ
 (3.23)
Note that T−1tp = T
T
tp ≡ T pt. Now position vectors can be transformed between NED and
turn coordinates by making use of the path coordinate system as an intermediary link. An
arbitrary point ~rt expressed in turn coordinates can be written in the NED system as
~Rn = ~RP0/n + T npT pt~rt (3.24)
and similarly the transformation can be reversed via
~rt = T tpT pn
(
~Rn − ~RP0/n
)
(3.25)
All of the coordinated turn calculations take place in this new coordinate frame, so
equation 3.25 is applied to P0, P1, P2,and PS . PS will be the only location with a vertical
component, assuming PS is off of the path.
Obtuse Turns: Defining the Turn Circle
When the included angle at P1 is obtuse, the separation and re-attachment points, Q1 and
Q2, are located as illustrated in Figure 3.9. Since P1 is located directly on the turn coordi-
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nate x-axis, Q1 is written simply as
Q1 =

|P1| −R
0
0
 (3.26)
while Q2 is located using vector addition:
Q2 = P1 +R
(
~P2 − ~P1
|~P2 − ~P1|
)
(3.27)
PointsQ1 andQ2 are now used as the intersection points of lines normal to ~P1− ~P0 and
~P2 − ~P1 in the xy-plane, respectively. The intersection of the lines normal to the waypoint
legs is the center of the turn circle Pt. The x-component of Pt is simply
xt = Q1,x (3.28)
and the y-component is
yt = Q2,y +
Q2,x −Q1,x
m
(3.29)
where m represents the slope of ~P2 − ~P1:
m =
P2,y
P2,x − P1,x
(3.30)
Therefore, Pt = [xt, yt, 0]T , and by observation Rt = |yt|.
Acute Turns: Defining the Turn Circle
When the included angle at P1 is acute, the separation and re-attachment points, Q1 and
Q2, are located shown seen in Figure 3.10. Following the brief description of the method
44
to locate the center of the turn circle from section 3.3.2, we can use vector addition to write
Pt = P1 +R
√
2 sin θ êb (3.31)
where the center of the turn circle is denoted Pt and êb is a unit vector that bisects the turn
angle θ at vertex P1. Next, the separation and re-attach points, Q1 andQ2, are calculated by
employing the law of sines and the law of cosines on triangle P1 PtQ1. These calculations
show that
ς = arcsin
(√
2 sin
(
θ
2
)
sin θ
)
(3.32)
b = π − θ
2
− ς (3.33)
and finally that the leg labeled B in Figure 3.10 is given by
B = R
√
1 + 2 sin2 θ − 2
√
2 sin θ cos b. (3.34)
As length B represents both distances |Q1 − P1| and |Q2 − P1|, vector addition can now
be employed to located the coordinates of points Q1 and Q2.
Finding the Aim Point
Pa will be the intersection of the turn circle centered at Pt with radiusRt and the sphere
of radius L around PS . To find this intersection, the sphere surrounding PS is reduced to a
circle in the xy-plane of radius Rc.
Rc =
√
L2 − P 2S,z (3.35)
If the distance, between Pt and the projection of PS into the xy-plane is less than
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Figure 3.11: Coordinated turn problem setup.
Rc + Rt there will be an intersection of the two circles. Figure 3.11 shows the problem
setup where
dc = |Pt − Ps| −Rc (3.36)
tan Υ =
Pt,y − PS,y
Pt,x − PS,x
(3.37)
and λ is a chosen offset angle discussed in section 3.3.4. It should be noted that while the
ownship is in the turn the look-ahead length is subject to change as PS approaches and
departs the turn circle, and is denoted as L′. The aim point is then
Pa =

Pt,x +Rt cos(Υ± λ)
Pt,y +Rt sin(Υ± λ)
0
 (3.38)
and whether λ is added or subtracted in equation 3.38 depends on whether the turn is to the
left (P2,y > 0) or to the right (P2,y < 0) when in turn coordinates, respectively.
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3.3.4 Tuning Look-ahead Length and Offset Angle
For determining an appropriate look-ahead length, two distinct approaches were used for
straight-line and circular tracking. In straight-line tracking the step responses of varying
look-ahead lengths at different speeds were compared to determine an appropriate value
of L, while in curvature tracking an error value was compared at varying turn speeds and
offset angles to determine an appropriate value for λ.
Tuning L
An experiment was developed to systematically study the dynamics of the closed-loop
tracking controller by initializing the ownship away from the current mission leg and then
running simulations to generate time history data. The response of the ownship was then
observed with respect to settling time (ts), time to the first peak (tp), natural frequency (ωn),
and damping ratio (ζ). A test matrix of look ahead lengths ranging from 670 to 2230 ft was
used with a range of speeds. In this specific case, the speed range of the IL-14 was used,
varying from 115 to 395 ft/s. Figure 3.12 shows the test case set up with sample responses
of varying ζ values. To generate the response dynamics, the ownship was laterally offset
from the current mission leg with a parallel initial heading due east. As seen in the Figure,
the response is that of a classical second order system. To determine the metrics of interest,
the logarithmic decrement of peaks in the time histories was measured. Letting δ represent
the logarithmic decrement, p(t) the value of a peak at time t, and p(t+NT ) the value of a
peak N periods away,
δ =
1
N
ln
p(t)
p(t+NT )
(3.39)
The values of ζ and ωn are then
ζ =
δ√
4π2 + δ2
(3.40)
ωn =
√
4π2 + δ2
T
(3.41)
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Figure 3.12: Sample responses with varying ζ values.
and characteristic peak and settling times are often taken as
tp =
π
ωn
√
1− ζ2
(3.42)
ts =
4
ζωn
(3.43)
Each case of the test matrix was run for 50 seconds, with the first and the final peaks for
each case used to calculate δ. The results of the test matrix can be seen below, with some
intermediate cases removed for clarity.
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Figure 3.14: Natural frequency as a function of L and V
Figure 3.13: Damping ratio as a function of L and V
Intuitively it is expected that the optimal look ahead length will tend to grow for
higher and higher ownship speeds. If L is too short, then the response is likely to be
very aggressive resulting in significant overshoots and generally noisy tracking. If L gets
too large, then the tracking will be quite sluggish. The response results presented in Figures
3.13 and 3.14 allow us to quantify these effects. One way to interpret the data presented
is to chose a constant ζ and a constant ωn by imagining a horizontal line at each of the
selected damping and frequency values. The required L (as a function of flight speed)
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needed to maintain these nominal damping and frequency values is then evident.
To auto-tune the look ahead length, the procedure just suggested was carried out for
a damping ratio of ζ = 0.9. This value was selected somewhat arbitrarily based on the
response plots indicated in Figure 3.12 – it provides a slightly faster initial response than
a critically damped value, but results in very little overshoot. Extracting the ζ = 0.9 data
from Figure 3.13 allows us to plot the look ahead length against speed. This data appears
in Figure 3.15.
Figure 3.15: Linear fit to be used to determine L on straight line segments.
The response data (shown as the blue circles) is clearly linear over the full speed
regime explored in this test matrix. The resulting least-squares linear fit yields
L(V ) = 5.6285V + 30.6697 (3.44)
from which the principal result appears to be that we now have a sensitivity measure, ∂L
∂V
,
for maintaining constant damping. Allowing the user to auto-tune the look ahead gain to
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track a different damping ratio would, in principle, be very straightforward. However, this
capability has not yet been implemented. It should be noted that gain scheduling based on
frequency data, or on the characteristic time periods mentioned earlier are well established
tuning methods for linear control systems, and so there are many alternative auto-tuning
strategies that would likely be equally as effective.
Tuning λ
As with auto-tuning look ahead length as a function of speed, a test matrix was developed
in order to attempt to auto-tune the offset angle λ. In this case, both the severity of the turn,
θ1 in Figure 3.17, and the velocity were taken into account as λ varied. Turns varying from
30◦ to 90◦ were tested, and no further since a 90◦ turn circle is the smallest admissible turn
radius. The speed range is the same as above and represents the range of the IL-14.
Figure 3.16: λ test case setup.
In selecting best values of the offset angle λ, the goal is to drive the ownship track
onto the turn circle. Too large a λ, and the ownship will cut across and track inside the turn
circle; too small a λwill not provide a means to overcome and correct for any misalignment
that results from the transition onto the curved path. As an error metric, the expected chord
length if the ship was on the turn circle was compared to the distance of the ownship to the
aim point, better depicted in Figure 3.17.
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Figure 3.17: Eλ calculation setup.
The error calculation at each time step is
Eλ = ||Pa − PS| − cλ| (3.45)
where cλ is the expected chord length and is calculated using equation 3.46.
cλ = 2Rt sin
λ
2
(3.46)
The optimal λ would then be the value that minimized the total error while the ownship is
tracking the turn. The λ value chosen would then guarantee the smallest average ship offset
from the turn circle. Below an example of the test matrix results at a constant speed and
varying turn angle is shown. The total errors have been normalized with respect to the max
value obtained for clarity.
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Figure 3.18: Test case results for a varying θ1 and V = 197 ft/s.
By isolating the λ that minimized the error for each turn angle at each velocity a curve
fit could be attempted. First a comparison of λ values for different speeds around the same
severity turn was considered.
Figure 3.19: Linear fits for a constant θ1 and varying velocities.
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As shown all of the cases follow a linear trend with slightly different slopes and in-
tercepts. For the other case of a varying turn angle at a constant velocity a similar trend is
seen. Some data has been omitted for clarity.
Figure 3.20: Linear fits for a constant velocity and varying turn angles.
The anticipated curve fit was a linear combination of the form a0V +a1θ1 +a2. It was
decided that a fit for constant turn angles like those seen in Figure 3.19 was more important,
since it is possible to be accelerating through a turn but the turn angles will remain constant
for each leg in the mission. The coefficient a0 was found by taking the mean slope of the
linear fits seen in Figure 3.19, and a1 was found by taking the mean slope of the linear fits
seen in figure 3.20. To determine a2, a range of intercepts were tested on each constant turn
case depicted in Figure 3.19 to determine the individual curve fits that minimized the total
absolute error. The average of the individual optimal intercepts was used as a2. It should
be noted that θ1 for these calculations was in radians and V in ft/s.
λ(V, θ1) = −6.9578× 10−4V + .36436θ1 + .16341 (3.47)
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The function in equation 3.47 yielded the following results. This is only one possible way
to fit the data and a number of solutions would be acceptable.
Figure 3.21: Curve fit compared to the original data.
3.4 Verification and Test Cases
In this section the black lines represent the waypoint legs, the red line indicates the actual
path flown by the ownship, and the blue dashed line is the locus of aim points. In the first
test case, waypoints have been arranged so that the ownship flies a nearly circular flight path
as seen in Figure 3.22. The intention here is to demonstrate that there are no singularities
or discontinuities encountered as the ownship passes through any heading angle, ψ. This is
important to demonstrate because there’s always a heading where ψ experiences a “jump”
of magnitude 2π. In the present model, that occurs for a heading due south. The heading is
measured as zero due north and increasing positive eastward until due south is measured at
π radians, while increasingly negative values of ψ proceed westward until due south is −π
radians. While treating this discontinuity is not difficult in principal, users frequently seek
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assurances that this issue will not result in non-intuitive behavior from the turning logic.
Figure 3.22: Level coordinated turn test case.
Another assurance sought by users is that there is a provision for “return to route”
should the ownship be off the desired track by a distance greater than the look ahead length
– in such cases the aim point calculations fail. This is important for robustness as well as
for enabling future capabilities for transitioning into waypoint following mode. In Figure
3.23, the ownship is laterally offset from the mission leg, for which point P0 is located at
(0,0) and P1 (not shown) is due east. For the cases depicted, the lateral offset distance is set
equal to 9L
2
; the four paths indicate four different initial headings, as indicated in the legend.
The ownship speed is the same for all four cases shown. It should be noted that the rejoin
algorithm does not check the commanded instantaneous turn rates against the constraint set
used in calculating the turn radii for the turn short algorithm. Incorporating this check is a
possible future improvement. Nevertheless, the behavior of the rejoin algorithm appears to
work as desired. Once the ownship is within a look ahead distance to the mission leg, the
standard waypoint guidance control law takes over (shown here with ζ = 0.9).
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Figure 3.23: Return to route behavior for different initial headings
The waypoint following formulation has been specifically designed to allow adjacent
mission legs to intersect at any turn angle. Methods for making shallow turns without ex-
cessive roll have been presented, as have methods for executing very sharp (acute) turns
without exceeding the turn performance capabilities of the ownship. In Figure 3.24, four
successive turns are executed using the turn short transition logic. The turns are succes-
sively sharper turn angles, with the fourth turn depicting the default performance for acute
turns. As was mentioned in section 3.3.3, the behavior shown is intended for UAV oper-
ation, not for piloted aircraft that must obey FAR regulations that prohibit maneuvering
in the opposite direction from the intended course. The radius of the turn circle for the
acute turn is based on a limit load factor of two, and it is strictly coincidental that the path
appears to go right through the corner waypoint. However, for this turn as well as for the
three shallower turns preceding it, the tracking of aim points (blue dashed line) appears
excellent.
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Figure 3.24: Example flight path utilizing the turn short algorithm.
The examples provided thus far have focused on the performance of the carrot-chasing
algorithm in controlling the ownship heading, without consideration of altitude or speed
control. When experiments are run for cases that isolate the altitude or speed control,
similar stable, convergent behaviors are observed. However the ultimate utility of this
guidance law is in managing simultaneous changes to heading altitude and speed, and to
this end the final test case presents waypoint tracking of actual flight test data as depicted
in Figure 3.25. The maneuver shown is referred to as the “Memphis 323” data set. It spans
685 seconds.
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Figure 3.25: Flight path data position tracking.
Beginning at an altitude of roughly 8,000 ft, the Memphis 323 data represents a de-
scent and maneuver to a landing approach glide slope. At an altitude of approximately
400 ft, the test aircraft aborts the landing approach and pulls up sharply. To help visualize
the three dimensional trajectory shown in Figure 3.25, a projection of the flight path is in-
dicated as the light grey curve shown in the NE plane. TSPI data for this maneuver was
collected at a uniform 1 Hz sample rate and thus the waypoints shown in the Figure are the
result of a culling algorithm that automatically selects a subset of the original data based
on measures of local curvature. The resulting waypoint set is clearly not uniformly spaced
either spatially or temporally.
At the level of resolution needed to show the full maneuver, it is difficult to distinguish
any discrepancy between the dashed blue line representing the locus of aim points from the
red path representing the actual flight path of the ownship. However, both altitude and
heading control are clearly operational to achieve this level of tracking performance. What
is not clear from Figure 3.25 is that the speed tracking is also performing as expected. Thus,
Figure 3.26 is presented.
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Figure 3.26: Flight path data velocity tracking.
The step changes in speed command, shown as the solid black line, are consistent with
the fact that speed commands are taken as constant for each mission leg. The spacing of
the step commands therefore represents the temporal spacing of the waypoints in Figure
3.25. The general character of the red line, representing actual speed of the ownship, is
typical for convergence of proportional controllers on type zero closed loop systems. Gain
changes to the speed controller would affect the rate of convergence.
The Memphis 323 data set is trajectory data that has been used to illustrate the perfor-
mance of the waypoint following controllers developed here. However this is not a typical
waypoint following application in the sense that these waypoints seem very closely spaced.
If tight speed and turn tracking is desired, straight line waypoint legs are not ideal because,
in the limit, waypoints using this algorithm can not be spaced more closely than the look
ahead length. For precise trajectory tracking, a different control algorithm is required. This
is the subject of chapter 4.
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TRAJECTORY TRACKING
A trajectory tracking control law enables many highly desirable capabilities for application
of the reduced order model in constructive simulation studies. Trajectory tracking implies
that the aircraft must not only be on a specified path, but also at a prescribed point on that
path for any given time. If aC2 trajectory is known in an analytic form, then assembling the
required command derivatives is a straightforward application of the chain rule. However,
it is far more likely that the trajectory specification comes in the form of a discrete set of
timestamped position coordinates. In this case, the required derivatives may be obtained
through application of a finite differencing scheme, or perhaps through use of an interpo-
lating spline. Both methodologies are developed in this chapter, though most of the results
presented follow from the spline formulation.
4.1 TSPI Data
Flight test data is generally recorded in the form of discrete time-history profiles and rep-
resents one possible source of the timestamped position coordinates that we use to define
a trajectory of interest. In 2010, the Geospatial Intelligence Standards Working Group
published a document whose aim was to standardize the collection and storage of Time-
Space-Position Information – TSPI data [14]. For our purposes, the TSPI acronym refers
to timestamped position data in the form of latitude, longitude and altitude. Generally, ve-
locity data is also recoded and included in TSPI data; yet with timestamped position data
61
there is an implicit velocity needed to maintain consistency of the times and positions. In
real flight data, of course, the presence of winds explains what otherwise appears to be
incompatibility of the timestamped position data and the velocity data. Reconciling these
differences is one way that the winds during flight test can be estimated. However, for
simulation purposes we chose to rely on the position data and ignore the velocity data.
This decision comes at the cost of needing to differentiate position data twice to obtain the
desired accelerations; however, GPS has made position data so reliable and precise that the
trade-off appears in favor of performing the extra numerical differentiation.
4.2 Trajectory Tracking Control Law
Given a set of TSPI data points, we begin by locating a North-East-Down (NED) coordinate
frame at the earth’s surface with origin at the (lat, long) position of the first data point.
With respect to this coordinate frame, the cartesian positions of the remaining points are
all calculated – function libraries are available to aid in these conversions for a number
of geodetic models. Choosing (rn, re, rd) to represent an arbitrary point in the resulting
position data, we can develop expressions for the required command derivatives.
To obtain the desired derivative signals ψ̇, γ̇, and V̇ we write the control variables as
V =
√
ṙ2n + ṙ
2
e + ṙ
2
d (4.1)
γ = sin−1
(
−ṙd
V
)
(4.2)
ψ = tan−1
(
ṙe
ṙn
)
(4.3)
and differentiate to obtain the following open loop command signals
V̇ =
ṙnr̈n + ṙer̈e + ṙdr̈d
V
(4.4)
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γ̇ =
ṙdV̇ − r̈dV
V
√
V 2 − ṙd2
(4.5)
ψ̇ =
ṙnr̈e − ṙer̈n
ṙ2n + ṙ
2
e
(4.6)
All of the derivatives appearing on the right hand side of equations 4.4 – 4.6 are values
that we can approximate – either by finite differencing or by differentiation of interpolating
splines. The details for pursuing both methods are presented in the following two sections
of this chapter.
4.3 Buffered Finite Differencing
A buffered finite differencing approach to the differentiation problem is included here be-
cause it opens up additional possibilities for ROAVS control through streaming data. In
particular, a higher level path-planning or guidance algorithm could provide on-the-fly
guidance commands by continually updating the desired look-ahead position data. Such
an implementation could accommodate either path guidance if the course data were strictly
spatial, or trajectory guidance if the course data included speed commands (either explic-
itly or implicitly, such as with TSPI data). For event driven simulation frameworks such as
AFSIM, providing this type of flexibility seems advantageous when considering a broader
class of problems than that which we are primarily concerned with here, namely, the “re-
play” of TSPI data.
There are a number of possible ways that such a capability could be implemented.
Here, we consider a central differencing scheme, which implies that both future as well as
past and present position data is included in the data buffer at any given time. Further, we
assume that the command data are uniformly spaced in time. As with any central differenc-
ing scheme used to approximate derivatives, the data buffer provides implicit smoothing,
and there’s a trade-off between smoothing out unwanted noise in the signal and losing
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fidelity in the higher frequency derivatives relative to the buffer size.
In an interesting coincidence, the finite differencing scheme adopted here was found
in Lanczos [15], and the application under consideration in that book was precisely the
problem of differentiating aircraft trajectory data for the purpose of approximating acceler-
ations. The following passage from [15] lays out the challenge we face when differentiating
empirical data:
The difficulty of coping with the noise in the problem of differentiation is even
more strongly emphasized if the second derivative of an empirically observed
function has to be found. Yet such problems are frequent in analysis of tracking
data, since we want to draw conclusions concerning the action of forces in
aerodynamical problems; thus we are forced to obtain the acceleration of the
displacement measurements. The difficulty can be illustrated by the fact that
even a sudden change in the force will cause but a slight disturbance in the
displacement. Smoothing our data causes a small error if the displacement
itself is considered, but the second derivative may be altered by that process
very considerably. Hence we cannot expect any great accuracy in the numerical
evaluation of the second derivative.
Nevertheless, Lanczos proceeds to formulate and present central differencing formulas
applicable to approximating both the first and second derivatives of uniformly spaced data.
For approximating first derivatives, the method uses four data points in the buffer: two
behind and two in front, as shown in equation 4.7. The (uniform) spacing of the abscissa is
h.
f ′(x) =
−2f(x− 2h)− f(x− h) + f(x+ h) + 2f(x+ 2h)
10h
(4.7)
Of course with a four point method, special considerations must be made for the two start-
ing points and again for the final two points, because here the data buffer requests function
evaluations outside the domain of the given position data. Lanczos suggests a forward
differencing method for the starting cases, given by
f ′(0) =
−21f(0) + 13f(h) + 17f(2h)− 9f(3h)
20h
(4.8)
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and
f ′(h) =
−11f(0) + 3f(h) + 7f(2h) + f(3h)
20h
(4.9)
The end conditions are handled the same way, except with obvious substitutions to use the
last four data points instead of the first four data points. In this way, equation 4.8 provides
−f ′(xn) and equation 4.9 provides −f ′(xn − h).
The acceleration algorithm then follows directly by re-applying the same formulas to
the velocity data just obtained. In doing so, a second derivative of the original position
data results. The acceleration buffer grows by two elements on each side, making nine
elements in total because the center point f(x) now contributes as well. For economy
and clarity, instead of listing out the resulting acceleration formula in the style of equation
4.7, Table 4.1 has been compiled. Here, the nine element data buffer lists the position
ordinates as f(x0) . . . f(x8), with f(x4) representing the current value f(x). Therefore
f(x3) = f(x− h), f(x5) = f(x+ h) and so on.
f
′′
(x) f
′′
(0) f
′′
(h) f
′′
(2h) f
′′
(3h)
f(x0) 4 115 85 53 26
f(x1) 4 -116 -76 -33 -4
f(x2) 1 -124 -84 -51 -18
f(x3) -4 118 58 13 -14
f(x4) -10 25 15 2 -8
f(x5) -4 -18 2 8 2
f(x6) 1 8 8
f(x7) 4 8
f(x8) 4
Table 4.1: Acceleration coefficients, including end point formulas
Denoting elements of the first column of coefficients under the heading f ′′(x) by ci,
we can now write the central difference formula as
f ′′(x) =
1
100h2
8∑
i=0
cif(xi). (4.10)
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Furthermore, we now require four forward differencing formulas to initiate (or terminate)
the process. The coefficients associated with these formulas are the remaining four columns
of numbers shown in Table 4.1. Note that for these formulas, we divide the weighted sums
by 200h2, which follows by observing the denominators in equations 4.7, 4.8 and 4.9.
A comparison of these derivative estimates to those obtained through use of the cubic
spline is presented in section 4.6.
4.4 Cubic Splines with Temporal Parameterization
The cubic interpolating spline developed for the present application assumes the existence
of TSPI data to serve as the knot points through which the spline passes. This implies
the existence of a monotonically increasing time stamp that can be used to parameterize
the formulation. In strictly spatial 3D splining applications the arc length is often used to
parameterize the problem [16], but here we limit the application to time stamped TSPI data.
However, we do not require that the TSPI data must be uniformly spaced.
There are several formulations for generating the coefficients that define the piece-
wise cubic polynomials. Generally these are classified in terms of the assumptions made
for defining the boundary conditions. For example, a natural spline results when the accel-
erations at each endpoint are zero, a Hermite spline results when the first derivatives at each
endpoint are prescribed values, and there exist many additional classifications as a function
of which combinations of end-point derivative data are prescribed [17]. For application
to TSPI data, the formulation summarized here allows for either the endpoint slopes or the
endpoint accelerations to be specified by the analyst. In the case of uniformly spaced knots,
one possible way to estimate the boundary data is by application of the finite difference end
point formulas discussed in section 4.3.
Following the presentation provided in [17], we let S(t) denote the full spline over a
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domain of interest. We have
S(t) =

A1(t) t0 ≤ t ≤ t1
...
Ai(t) ti−1 < t ≤ ti
...
An(t) tn−1 < t ≤ tn
(4.11)
where Ai is a cubic polynomial defining the interpolating spline between ti−1 and ti. Here
we have (n+ 1) knots y0...yn corresponding to times t0...tn, resulting in n subintervals.
To determine the coefficients for every Ai, we apply the “internal” position, slope and
acceleration compatibility conditions. These may be written as
Ai(ti−1) = yi−1, Ai(ti) = yi, i = 1..n (4.12)
Ȧi(ti) = Ȧi+1(ti), i = 1.. (n− 1) (4.13)
Äi(ti) = Äi+1(ti), i = 1.. (n− 1) (4.14)
These conditions combined with the those known at the boundaries are sufficient to solve
the problem.
Let S̈(ti) = Ci and ∆ti = ti − ti−1, where Ci is an unknown acceleration except
perhaps at the end points, where it may have prescribed values. In such a case,
S̈(ti) = Äi(ti) = Äi+1(ti) = Ci (4.15)
S̈(t0) = Ä1(t0) = C0, S̈(tn) = Än(tn) = Cn (4.16)
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Since Äi is linear, and it is known that Äi(ti−1) = Ci−1 and Äi(ti) = Ci, a Lagrange
interpolating polynomial can be determined on the range of Ai:
Äi(t) = Ci−1
ti − t
∆ti
+ Ci
t− ti−1
∆ti
(4.17)
By integrating equation 4.17 twice and using the conditions found in equation 4.12 to de-
termine the necessary constants, an expression for Ai(t) can be written as
Ai(t) =
Ci−1(ti − t)3 + Ci(t− ti−1)3
6∆ti
+(
yi−1 −
Ci−1∆t
2
i
6
)
ti − t
∆ti
+
(
yi −
Ci∆t
2
i
6
)
t− ti−1
∆ti
.
(4.18)
Now using equation 4.18 an expression for Ȧi(t) can be written in terms of the unknown
accelerations Ci and Ci−1 by differentiation. This produces
Ȧi(t) = −Ci−1
(ti − t)2
2∆ti
+ Ci
(t− ti−1)2
2∆ti
− Ci − Ci−1
6
∆ti +
yi − yi−1
∆ti
(4.19)
and equation 4.19 allows us to find explicit velocity expressions at an arbitrary knot point
at time ti, yielding
Ȧi(ti) = Ci
∆ti
2
− Ci − Ci−1
6
∆ti +
yi − yi−1
∆ti
(4.20)
and
Ȧi+1(ti) = −Ci
∆ti+1
2
− Ci+1 − Ci
6
∆ti+1 +
yi+1 − yi
∆ti+1
. (4.21)
Enforcement of the velocity compatibility requirement 4.13 requires that expressions 4.20
and 4.21 must be set equal. This allows us to produce the recursive tri-diagonal relationship
among the accelerations Ci−1, Ci, Ci+1. Adopting the shorthand notations indicated in
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equations 4.22, the sought-after relation can be expressed compactly as equation 4.23.
ηi =
∆ti
∆ti + ∆ti+1
(4.22a)
νi =
∆ti+1
∆ti + ∆ti+1
(4.22b)
di = 6
yi+1−yi
∆ti+1
− yi−yi−1
∆ti
∆ti + ∆ti+1
(4.22c)
ηiCi−1 + 2Ci + νiCi+1 = di (4.23)
Equation 4.23 is adequate to solve for Ci if endpoint boundary data is provided.
The first case considered is for the Hermite spline, for which velocity data at times t0
and tn is required. From equation 4.19, it is seen that
2C0 + C1 =
6
∆t1
(
y1 − y0
∆t1
− Ȧ1(t0)
)
≡ d0 (4.24)
Cn−1 + 2Cn =
6
∆tn
(
Ȧn(tn)−
yn − yn−1
∆tn
)
≡ dn (4.25)
where ηn = ν0 = 1. In this case, the analyst must supply values for Ȧ1(t0) and Ȧn(tn).
The second case considered is very simple: prescribed accelerations. Equation 4.17
simplifies to give
C0 = Ä1(t0), Cn = Än(tn) (4.26)
with ηn = ν0 = 0.
For either case, the problem reduces to the tri-diagonal linear system shown in equa-
69
tion 4.27. 
2 ν0
η1 2 ν1
... ... ...
... ... ...
... ... ...
ηn−1 2 νn − 1
ηn 2


C0
C1
...
...
...
Cn−1
Cn

=

d0
d1
...
...
...
dn−1
dn

(4.27)
There are well known inversion techniques that can rapidly and efficiently treat tri-diagonal
matrices, but a discussion of the numerical techniques will not be pursued here. After
solving the system in 4.27, the constants in equations 4.17, 4.18, and 4.19 are known, fully
defining S(t), Ṡ(t), and S̈(t). This process is repeated, separately, for the North, East, and
Down axes, producing continuous position, velocity, and acceleration functions in each
direction.
Figure 4.1: Example of a spline fit to 1 Hz TSPI data.
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4.5 Closed Loop Feedback Control
Under normal operating conditions, i.e., tracking of trajectory data that is within the perfor-
mance capabilities of the aircraft, the open loop command signals will comprise a very large
fraction of the total commands sent to the NDI controller. However, closed-loop feedback
control of both the position and the velocity is necessary to ensure tight trajectory tracking
over the full duration of the flight segment. The feedback commands allow any mismatch-
ing of the initial conditions to be corrected, and also provide a means to “catch back up” to
the trajectory track following intervals where the aircraft performance is insufficient to fly
the specified trajectory.
Figure 4.2 depicts the general problem setup for the closed loop tracking controller.
We assume that there exists in general both a position offset as well as a velocity discrep-
ancy between the ownship states and the trajectory states at any arbitrary time.
Figure 4.2: General problem setup for closed loop tracking.
A nested feedback architecture is now implemented wherein the position error is con-
verted into a velocity error term through use of a proportional gain kp. This error term is
then included in calculation of the net velocity error, which has its own proportional gain,
kv. This architecture is depicted in Figure 4.3 with Pd and Vd the desired position and
velocity and PS and VS the actual ownship position and velocity.
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Figure 4.3: General problem setup for Trajectory Tracking.
Calculation of the gains kp and kv is accomplished through application of an LQR
formulation wherin the state weighting matrix Q and the control weighting matrix R are
both taken as identity matrices.1 The result it produces is kp = 1/
√
3, kv =
√
3. While
other designs are easily obtained by selection of different weighting matrices, these values
for kp and kv appear to work well for all cases that have been examined. Algebraically, this
control law can be expressed as
r̈cl = kv (Vd − VS + kp(Pd − PS)) (4.28)
where the subscript cl on the output emphasizes the fact that this is only the closed loop
contribution to the net command vector. However, before the closed loop command con-
tributions can be added to the open loop commands from equations 4.4 – 4.6, these NED
accelerations must be resolved into the spherical coordinates. The required transformation
1A linear quadratic regulator (LQR) formulation provides optimal control for linear systems. The
quadratic objective function, J , to be minimized is of the form J =
∫∞
0
(
xTQx+ uTRu
)
dt where the
designer can selectively penalize performance errors and control effort by adjusting elements in the positive
definite weighting matrices Q and R. In the present application, tools available in the Mathworks R© Control
System Toolbox were used to solve the matrix Riccati equation. Many presentations of the theoretical basis
for the LQR method are available in the literature, and so no formal review of the method is presented here.
Kirk, for example, provides two separate and distinct formulations of the LQR control methodology [18].
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is written

V̇
γ̇
ψ̇

cl
=

cosψ cos γ −V sinψ cos γ −V cosψ sin γ
− sin γ 0 −V cos γ
sinψ cos γ V cosψ cos γ −V sinψ cos γ

−1
r̈n
r̈e
r̈d

cl
. (4.29)
The relative magnitude of the closed loop commands to the open loop commands is exam-
ined in the context of a realistic trajectory tracking exercise in the following section.
4.6 Verification and Test Cases
In Figure 4.4, the same “Memphis 323” landing approach maneuver that was introduced in
chapter 3 as a waypoint following example is depicted as a trajectory tracking example.
Figure 4.4: Full flight view of the Memphis 323 TSPI data.
The TSPI flight data for this case is known at uniform 1 Hz time itervals and covers
a total maneuver time of 685 seconds. The tracking performance realized using the cubic
spline formulation for the open loop commands, together with the closed loop controller
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just described, is of sufficient fidelity that it is difficult to discern the command path (black
dashed line) from the path of the ROAVS model (red line) for the scaling provided on the
Figure. A better measure of the overall performance of the model is provided by the graph
of Figure 4.5. Here, the flight technical error measures the magnitude of the position offset
of the ownship from the commanded trajectory position at each time stamp. The FTE
average over the maneuver time was less than one inch.
Figure 4.5: Trajectory tracker flight technical error for the Memphis 323 test case.
To get a better qualitative feel for the tracking performance, Figure 4.6 provides a
close-up of the Memphis 323 turn executed in the north-east corner of the data set. Once
again the black dashed line represents the cubic spline approximating the TSPI data, and
the red line indicates the path of the ownship.
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Figure 4.6: Close up view of the trajectory tracker response.
To assess the relative magnitudes of the open loop and closed loop control commands,
Figures 4.7, 4.8 and 4.9 have been included. In these Figures, the open loop and closed loop
components of the overall command signal have been plotted as a function of time for the
Memphis 323 test case. Generally we observe the expected behavior of the control system
as it has been designed; namely, larger amplitude open loop commands to reproduce the
gross motion required to match the target trajectory, with smaller amplitude, zero-mean,
corrective signals resulting from the closed loop tracker. The exception to this character-
ization might appear to be in Figure 4.9. However, it is only the pull-up at the very end
of the maneuver that results in a sustained and significant γ̇ command. This is not at all
surprising given that even though there is a considerable altitude loss over the duration of
this test case, non-zero γ̇ is generally associated with a change of slope of the trajectory.
Looking back at Figure 4.4, we see significant slope changes at only two places: the pull-up
at the end, and the dive into the glide-slope captured in Figure 4.6.
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Figure 4.7: Components of the V̇ command signal
Figure 4.8: Components of the ψ̇ command signal
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Figure 4.9: Components of the γ̇ command signal
As a final point of interest, in Figures 4.10, 4.11 and 4.12, we have overplotted the esti-
mates for the open loop control signals V̇ol, γ̇ol and ψ̇ol using the buffered finite differencing
and the differentiation of the interpolating spline.
Figure 4.10: Comparison of open loop V̇ estimates
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Figure 4.11: Comparison of open loop γ̇ estimates
Figure 4.12: Comparison of open loop ψ̇ estimates
These results are not surprising, following the discussion in section 4.3 where it was
pointed out that the finite difference buffer naturally smoothes the data. Thus the cubic
spline data exhibits a 1 Hz “chatter” since at the acceleration level we have a piecewise lin-
78
ear 1 Hz signal. However, the overall character of the lower frequency signal content shows
excellent correlation among these two methods. It is expected that if the finite differencing
method were used as the open loop signal in place of the spline method, the closed loop
response would also exhibit less 1 Hz content. However, this conjecture has not been tested.
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GENERAL “GO-TO” GUIDANCE
LAWS
This final mode of control is actually three separate “go-to” control laws – one for speed
changes, one for heading changes, one for altitude changes. With the waypoint following
controller, the intention was to track the straight-line path connecting successive waypoints.
With the trajectory follower the intention was to track both the temporal and spatial compo-
nents of TSPI flight data. Here, the control laws are much more open-ended, and in many
ways begin to blur the lines between “guidance” laws and the “path planning” function as
we defined them in section 1.2. This is because if we are now simply commanding step
changes in speed, heading or altitude, there are a number of different secondary objectives
that the analyst may wish to optimize. For example, shall we climb to a new altitude in
the most fuel-efficient manner, or do we prefer to climb in minimum time? The ability to
address such requirements rightly belongs in the path planning block. Nevertheless, imple-
mentation of this set of “go-to” guidance laws is a desired functionality for using ROAVS
in AFSIM, and so this chapter attempts to satisfy that request.
The basic approach here is to formulate three separate open-loop one-dimensional
control laws, and then include a closed-loop feedback control law to assure tracking clo-
sure. What is implied by the open-loop one-dimensional controller is that in formulating a
go-to speed control law, we are seeking only the V̇ command and the altitude and heading
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are assumed to be constant. For go-to altitude, we seek the γ̇ command while the speed and
heading are assumed constant; for go-to heading, we seek the ψ̇ command while the speed
and altitude are assumed constant. Clearly these assumptions will be violated frequently in
practice, but it is the intention here to obtain “most” of the control signals through the open-
loop formulations and then to augment these signals through application of a closed-loop
feedback controller.
In the remaining sections of this chapter, we first derive the three open loop “go-to”
control laws followed by the closed loop feedback controller. We then demonstrate each of
the controllers through isolated step input tests and then in a more general scenario where
all commands are active simultaneously.
5.1 Go-To Heading Controller
Our approach to formulating a constrained bang-bang controller for the purposes of effect-
ing a heading change is inspired by Mooney and Johnson [19] although our implementation
is somewhat less sophisticated. With the ROAVS model, we understand that the only way
to achieve a turn rate is to bank into a coordinated turn. To begin our formulation, we as-
sume the existence of constraints in the form of a maximum roll rate φ̇m and a maximum
roll angle φm. The source of these constraints is not material to the formulation; perhaps
they have been specified by the user, or perhaps they have been calculated as a function
of flight conditions and state data. In any case, with these constraints in hand, we proceed
to formulate a bang-bang roll profile such that the aircraft is wings-level when the desired
heading change has been achieved.
To begin, we take the step input heading command ∆ψ and write
∆ψ =
∫ tf
t0
ψ̇ dt =
∫ tf
t0
g tanφ
V cos γ
dt (5.1)
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where we have used the coordinated turn expression, equation 2.4, to replace the heading
rate and where the time interval (tf − t0) is an as yet unknown quantity. To simplify the
integrand, we take V and γ as constant over the time interval of equation 5.1 in accordance
with the one-dimensional simplification mentioned earlier. This leaves
∆ψ =
g
V cos γ
∫ tf
t0
tanφ dt. (5.2)
A bang-bang control can now be derived based on the rate and position limits φ̇m and
φm as depicted in Figure 5.1.
Figure 5.1: Constrained roll profile to achieve desired heading change
φ(t) =

φ0 + φ̇mt t0 ≤ t ≤ t1
φm t1 < t ≤ t2
φm − φ̇m(t− t2) t2 < t ≤ t3
0 t > t3
(5.3)
where the end time tf is shown as t3. This roll profile assumes that the magnitude of the
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heading command is sufficiently large that a roll into φm is actually required, implying that
t2 − t1 ≥ 0. As our first case, we will proceed based on this assumption. Afterward, we
will show the minor modifications that are needed to address the cases when this is false.
We also note that this formulation does not require that the aircraft be wings-level when
the heading change is initiated. In such cases we simply have φ0 6= 0. However, we do
complete the turn with φ(tf ) = 0.
To calculate values for the switching times, t1, t2 and t3, we observe that
t1 = t1 − t0 =
φm − φ0
φ̇m
(5.4)
and
t3 − t2 =
φm
φ̇m
(5.5)
To compute t2, we express the integral in equation 5.2 as a sum of integrals over the piece-
wise linear subdomains, from which
∆ψ
V cos γ
g
=
∫ t1
t0
tan
[
φ0 + φ̇mt
]
dt+
∫ t2
t1
tanφm dt +∫ t3
t2
tan
[
φm − φ̇m(t− t2)
]
dt
(5.6)
and then proceed to evaluate each integral as follows:
∫ t1
t0
tan
[
φ0 + φ̇mt
]
dt = − 1
φ̇m
ln
∣∣∣cos(φ0 + φ̇mt)∣∣∣
∣∣∣∣∣
t1
t0
= − 1
φ̇m
ln
∣∣∣cos(φ0 + φ̇mt)∣∣∣
∣∣∣∣∣
φm−φ0
φ̇m
0
= − 1
φ̇m
ln
∣∣∣∣cosφmcosφ0
∣∣∣∣
(5.7)
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∫ t2
t1
tanφm dt = tanφm (t2 − t1)
= tanφm
(
t2 −
φm − φ0
φ̇m
) (5.8)
∫ t3
t2
tan
[
φm − φ̇m(t− t2)
]
dt =
1
φ̇m
ln
∣∣∣cos(φm − φ̇m(t− t2))∣∣∣
∣∣∣∣∣
t3
t2
=
1
φ̇m
(ln |1| − ln |cosφm|)
= − ln |cosφm|
φ̇m
(5.9)
Upon substituting each of the expressions from equations 5.7, 5.8 and 5.9 into equation 5.6,
we can produce an expression for the switching time t2 as a function of the turn command
∆ψ and the roll rate and saturation limits, φ̇m and φm. This function is shown in equation
5.10.
t2 =
V cos γ
g tanφm
∆ψ +
φm − φ0
φ̇m
+
2 ln |cosφm| − ln |cosφ0|
φ̇m tanφm
(5.10)
Together, equations 5.3, 5.4, 5.5 and 5.10 provide a full description of the open loop roll
profile needed to achieve the requested heading change. Again, this program assumes that
the altitude and the speed are constant.
Next we consider the case where the requested heading change is small enough that
fully rolling to the φm limit is not necessary. For this scenario, we consider a modified roll
profile as shown in Figure 5.2.
φ(t) =

φ0 + φ̇mt t0 ≤ t ≤ t1
φ0 + φ̇mt1 − φ̇m(t− t1) t1 < t ≤ t2
0 t > t2
(5.11)
To determine the switching time t1, we proceed as before, by writing equation 5.2 as
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Figure 5.2: Roll profile for moderate heading changes
two integrals over their respective subdomains. This results in two integral evaluations:
∫ t1
t0
tan
[
φ0 + φ̇mt
]
dt = − 1
φ̇m
ln
∣∣∣cos(φ0 + φ̇mt)∣∣∣
∣∣∣∣∣
t1
t0
= − 1
φ̇m
ln
∣∣∣∣∣∣
cos
(
φ0 + φ̇mt1
)
cosφ0
∣∣∣∣∣∣
(5.12)
∫ t2
t1
tan
[
φ0 + φ̇mt1 − φ̇m(t− t1)
]
dt =
1
φ̇m
ln
∣∣∣cos(φ0 + 2φ̇mt1 − φ̇mt)∣∣∣
∣∣∣∣∣
t2
t1
= − 1
φ̇m
ln
∣∣∣cos(φ0 + φ̇mt1)∣∣∣
(5.13)
With equations 5.2, 5.12 and 5.13 and some algebraic manipulation, the desired expression
for t1 as a function of ∆ψ, φ̇m and φm is found to be
t1 =
1
φ̇m
cos−1

√√√√cosφ0 exp(−∆ψV φ̇m cos γ
2g
) − φ0
 . (5.14)
As with the previous case, knowledge of the switch time allows us to define the entire open
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loop roll profile. We note that the wings-level condition for the end of the maneuver allows
us to write
t2 = 2t1 −
φ0
φ̇m
(5.15)
For both cases, the formulation assumes that the roll rate is always a maximum roll
rate. This reflects the bang-bang design philosophy underpinning these formulations. Of
course the question will arise as to whether such behavior is desirable, since even very
small heading changes are now effected through max roll rate maneuvering. For very
small heading changes, the control behavior will become rather impulsive and the answer
is almost certainly ‘no’ it’s not a desirable attribute. On the other hand, if the controller were
designed in a way that under-utilized the aircraft turn performance, then the criticism would
be that capability is being left un-used. In principle, a higher-level controller could manage
the φ̇m and φm limits dynamically, creating a more human-like pilot model. However, no
such effort is pursued here. As we find later in this chapter, small heading changes can be
managed adequately by the closed-loop feedback controller.
5.2 Go-To Altitude Controller
Writing a control law to enable a step change in altitude can be approached using the same
bang-bang philosophy just demonstrated for step heading changes. We begin by writing
∆h =
∫ tf
t0
ḣ dt =
∫ tf
t0
V sin γ dt (5.16)
and then seek to write a piecewise linear profile for γ where the switching times would
be determined by integrating the total altitude change to match the command value. This
would require that we specify a maximum rate of change of the climb angle, γ̇m. However,
this is a very awkward formulation, because γ̇m is not an intuitive constraint parameter. By
86
differentiating the climb angle definition in the form
γ = sin−1
(
ḣ
V
)
(5.17)
we find that
γ̇ =
ḧV − ḣV̇
V
√
V 2 − ḣ2
(5.18)
which means that prescribing a value for γ̇m is tantamount to knowing a climb acceleration
constraint ḧm if V̇ is taken as zero. This implies that an nz limit could be applicable – a
constraint in nz would be in line with the basic ROAVS philosophy of applying physics-
based constraints. However, there have been user requests to develop a go-to altitude mode
that incorporates a user-specified kinematic climb rate limit ḣm. What has resulted is a
controller built around a combination of both nz and ḣm.
With ḣm, the minimum time to climb to the command altitude is simply
∆t = t1 − t0 =
∆h
ḣm
(5.19)
as depicted in Figure 5.3.
Figure 5.3: Idealized climb profile for prescribed max rate of climb ḣm
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The interesting thing about this notional control law is that γ̇ = 0 everywhere in
this profile except for at points t0 and t1, where of course it is infinite. Therefore it’s
obvious that the transition into and out of the climb at ḣm must be smoothed out over finite
time intervals, and that equation 5.19 represents a theoretical minimum that can never be
achieved in practice. There are many ways that one might chose to implement such a
transition; here we make use of classical pull-up and push-over relations, and in so doing
are able to introduce the load factor constraint.
The elementary dynamics of a constant speed pull up are well known, and covered in
nearly all textbooks on aircraft performance [9], [10], [11], [12]. The radius of a perfectly
circular pull-up maneuver as a function of load factor and airspeed is given by
R =
V 2
g(n− 1)
. (5.20)
For development of the control law, we consider here the case where the requested altitude
change ∆h is positive, meaning that we are executing a climb. We therefore initiate a con-
stant speed pull-up until reaching the climb rate limit ḣm, hold this steady climb condition
for an as yet undetermined amount of time, then execute a push-over maneuver such that
the desired altitude is reached with the aircraft at a zero rate of climb. The radius of the
push-over maneuver is assumed to be equal to the pull-up radius. This simplification does
not significantly alter the formulation of the problem, but has been adopted because it re-
lieves the analyst from having to prescribe a negative load factor limit for the push-over
portion of the control law. Following a presentation of the control law as described, we
then take up the case where the commanded altitude change is small enough that the air-
craft never achieves the ḣm limit. Cases with negative ∆h commands (descents), obviously
are executed in reverse – push-over, descent, pull-up – but otherwise require no additional
comment.
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Figure 5.4: Augmented climb profile for prescribed max rate of climb ḣm
The basic program for the proposed control law is illustrated in in Figure 5.4. As with
the heading controller discussed in section 5.1, once the switching times, shown as t0 . . . t3,
are known, the entire open loop control law profile is established, with the turn radius R
given by equation 5.20.
Figure 5.5: Sign convention
for measuring the altitude and
climb rate while on the pull-up
circle
From the sketch provided in Figure 5.5, we see that for
the angular coordinate θ defined as shown, the elevation
h with respect to the center of the pull-up circle is given
by
h = R sin θ (5.21)
and thus we can write the climb rate
ḣ = Rθ̇ cos θ = V cos θ. (5.22)
Equations 5.21 and 5.22 are valid for any value of the angular coordinate θ ∈ [0, 2π].
Accounting for the possibility that the aircraft is in a descent when the climb command
is issued, it is possible that the point at which the pull-up is initiated may be in quadrant
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III, i.e., θ ∈
[
π, 3π
2
]
. However, the point at which the aircraft separates from the pull-up
circle is certain to be somewhere in the fourth quadrant, θ ∈
(
3π
2
, 2π
]
. Coordinates for the
attachment and separation points from the pull-up circle, denoted θa and θs, respectively,
are easily obtained by inverting equation 5.22. Thus we write,
θa = cos
−1
(
ḣ0
V
)
(5.23a)
θs = cos
−1
(
ḣm
V
)
(5.23b)
where ḣ0 in equation 5.23a is the rate of climb of the aircraft at the time that the call to
altitude command is received1. It is now a simple matter to calculate the net change in
altitude that occurs while the aircraft is on the turn circle:
∆h01 ≡ h1 − h0 = R sin θs −R sin θa. (5.24)
As this is a constant speed maneuver, we also know how long the aircraft engaged the
pull-up. Referring to Figure 5.4, we have
∆t01 ≡ t1 − t0 =
R (θs − θa)
V
. (5.25)
For the push-over portion of the climb, we follow the same basic process just illus-
trated: find the angular coordinates of the attachment and separation points, then compute
the altitude change ∆h23 and the time of push-over maneuver ∆t23. In this instance we
know that the attachment point θa will be in the second quadrant, and that the separation
point occurs at θs = π2 since by design we have a zero climb rate at the end of the maneuver.
1It is important to assure that the arccos function returns a value for θa ∈ [π, 2π] as well as a value for
θs ∈
(
3π
2 , 2π
]
.
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Using obvious subscripting to indicate intervals in the climb maneuver, we can now
complete the formulation. Begin by writing
∆h12 = ∆h−∆h01 −∆h23 (5.26)
where ∆h is the commanded altitude change and ∆h01 and ∆h23 are the incremental alti-
tude changes that occur over the pull-up and push-over portions of the climb, and since the
climb rate over the interval from times t1 to t2 is ḣm, it follows that
∆t12 ≡ t2 − t1 =
∆h12
ḣm
. (5.27)
We now know all of the switch times t1, t2, t3 relative to the arbitrary time t0 at which the
climb command is issued. The open loop bang-bang control law is now very straightfor-
ward:
γ̇(t) =

V
R
t0 ≤ t ≤ t1
0 t1 < t ≤ t2
−V
R
t2 < t ≤ t3
0 t > t3
(5.28)
For smaller altitude changes, we consider the case where the ownship never achieves
the maximum climb rate but instead transitions directly from the pull-up into the push-over.
This scenario is illustrated in Figure 5.6 and applies for all cases where ∆h ≤ 2R.
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Figure 5.6: Climb profile for cases where ∆h ≤ 2R
To calculate the switch time t1, the key observation is that the tangency condition of
the two circles requires that the attach coordinate for the push-over is diametrically opposite
from the separation point on the pull-up circle. To distinguish the pull-up coordinates from
the push-over coordinates, superscripts pu and po will be applied. Thus we can express the
tangency condition at time t1 by
θpoa = θ
pu
s − π (5.29)
and now the formulation proceeds in the same manner as before:
∆h = ∆h01 + ∆h12
= (R sin θpus −R sin θpua ) + (R−R sin θpoa )
= (R sin θpus −R sin θpua ) + (R +R sin θpus )
= R (1 + 2 sin θpus − sin θpua )
(5.30)
The attach point for the pull-up is provided by equation 5.23a, which allows us to rearrange
equation 5.30 and solve for the separation coordinate θpus as
θpus = sin
−1
[
1
2
(
∆h
R
+ sin θpua − 1
)]
. (5.31)
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Switch times t1 and t2 are now known via
∆t01 = t1 − t0 =
R (θpus − θpua )
V
(5.32a)
∆t12 = t2 − t1 =
R
(
π
2
− θpoa
)
V
(5.32b)
and the control law in γ̇ is thus expressed
γ̇(t) =

V
R
t0 ≤ t ≤ t1
−V
R
t1 < t ≤ t2
0 t > t2
(5.33)
5.3 Go-To Speed Controller
The bang-bang “go-to speed” formulation is both the most interesting and ultimately the
least satisfying controller problem considered in this development effort. To begin as we
have done with the two preceding open loop controllers, the commanded velocity change
∆V would be written
∆V =
∫ tf
t0
V̇ dt =
∫ tf
t0
1
m
(T −D) dt (5.34)
where once again we assume constant altitude and constant heading to simplify the formu-
lation. We conclude from equation 5.34 that we are seeking an excess thrust profile that
can be integrated over a time interval tf − t0 to match the desired speed change. In the
case of an acceleration (∆V > 0) this implies that we need to know the maximum thrust
available, and for a deceleration (∆V < 0) we need an estimate of the flight idle thrust
as well as knowledge of any air braking capability that can be deployed. While max and
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min thrust values may be available, say through use of a five-column engine table, these
values may vary considerably over the speed range of interest. This simple fact makes it
very difficult to evaluate the thrust integral based on max (or min) limit values and thereby
arrive at formulas for implementing an open loop controller.
Looking at the drag term in equation 5.34, this same dilemma is encountered. It is
tempting to appeal to equation 2.15 and substitute a constant weight value for the lift term.
If this were attempted, we would have
∫ tf
t0
Ddt =
∫ tf
t0
q̄S
[
CD0 + k
(
W
q̄S
− CL0
)2]
dt (5.35)
however there are implicit time dependencies on the drag polar coefficients as these are
typically provided as a function of Mach number. More significantly, there are quadratic
dependencies in the dynamic pressure as the speed changes.
Given tabular engine data and tabular drag polar coefficient data, the integral in equa-
tion 5.34 could be evaluated numerically for any desired ∆V . Such an approach, however,
is a terminal control formulation and belongs among the path planning functions. For use
as a primitive bang-bang speed controller, we therefore confine the formulation to the sim-
plest kinematic constraint on V̇m and simply apply this acceleration until the desired speed
change is reached. Thus
V̇ (t) =

V̇m t0 ≤ t ≤ t1
0 t > t1
(5.36)
with
t1 =
∆V
V̇m
. (5.37)
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5.4 Controllers for Feedback Loop Closure
Since the controllers developed thus far are one-dimensional open loop formulations, a
closed loop feedback control is required to assure asymptotic convergence for realistic
scenarios involving simultaneous changes to speed, altitude and heading. The intention is
to generate closed loop commands in bV̇ , γ̇, ψ̇c that will augment the open loop commands
in a manner identical to the closed loop controller developed for the trajectory tracking
controller.
Once again, simple proportional control has proven sufficient for the purpose of pro-
viding closed loop tracking. For the closed loop speed controller, we write
V̇cl = kV (Vcmd − V ) (5.38)
and for the closed loop heading controller,
ψ̇cl = kψ(ψcmd − ψ) (5.39)
In equations 5.38 and 5.39, gains kV and kψ once again have units of “per second”, which
is a useful insight when selecting suitable values. kV = kψ = 1 seems to work quite well
for all cases that have been analyzed thus far.
The γ̇ feedback controller is slightly different because the error closure on γ alone
does not guarantee that the desired altitude will be tracked, and proportional closure on
altitude error alone results in oscillatory behavior, even for very small gain selections. A
combination of both the altitude and climb angle errors is therefore employed. We can
begin by writing
γ̇cl = kγ(γcmd − γ) (5.40)
but then propose that γcmd might be comprised of both the open loop climb angle profile
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obtained by integrating equation 5.33 as well as by a term dependent on the altitude error.
To this end, we write
γcmd = γol + γḣ (5.41)
with
γḣ = sin
−1
(
ḣ
V
)
. (5.42)
To generate a climb rate error term, we again make use of a simple proportional control law
such that
ḣ = kh (hcmd − h) . (5.43)
Compressed into a single expression, equations 5.40 – 5.43 produce
γ̇cl = kγ(γol + sin
−1
(
kh (hcmd − h)
V
)
− γ) (5.44)
which represents the non-linear closed loop control law used for altitude tracking. Once
again, the gains kV and kh have units of “per second”, and once again kγ = kh = 1 are gain
values that seem to work very well in all the cases tested.
The tracking performance enabled through use of these simple closed loop controllers
is demonstrated in the following section.
5.5 Verification and Test Cases
The controllers just developed are now tested individually, to verify the formulations and
implementations, followed by a test case that exercises all of the controllers simultaneously.
Heading
Below in Figure 5.7 the open loop tracking of the heading command can be seen for an
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example test case. This case demonstrates the ability for the algorithm to handle both right
and left hand turns. The open loop command track the step inputs extremely well; very
close examination shows that for both turns shown there exists a small offset error that is
not closed.
Figure 5.7: Open loop heading step command tracking
The addition of the closed loop portion of the algorithm adds a very slight change to
the response, but it is sufficient to achieve closure on the commanded headings. There is
no discernible difference between the open loop response profile and the profile obtained
by using both the open loop and closed loop controllers together. This is seen in Figure
5.8, where the action of the closed loop controller is plotted together with the open loop
command profiles.
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Figure 5.8: Open and closed loop ψ̇ command contributions
Velocity
Figure 5.9 provides a similar step input, this time for acceleration and deceleration. Given
the nature of the open loop controller, it is expected that some steady state error would
persist since the aircraft could not instantaneously reach the acceleration limit V̇m due to
engine lags.
Figure 5.9: Open loop Velocity step command tracking
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However for the IL-14, no engine dynamics was included. Furthermore, the speed
change requested was well within its power capabilities. Thus we see, again, excellent
tracking of the open loop control commands, and the action of the feedback controller is
essentially imperceptible.
Figure 5.10: Open and closed loop V̇ command contributions
Altitude
In Figure 5.11 the open loop tracking of the altitude command can be seen for another step-
function test case. The open loop response tracks rather poorly compared to the previous
cases, which is not a surprising result since any small errors to γ are integrated in time.
This behavior generally leads to a linear divergence of the commanded altitude versus the
actual altitude. It is this open loop response behavior that lead to the development of the
non-linear feedback control law, equation 5.44.
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Figure 5.11: Open loop step command tracking
Figure 5.12: Closed loop step command tracking
Application of the closed loop feedback controller provides altitude closure, as seen
in Figure 5.12. In Figure 5.13, the action of the feedback term is now perceptible compared
to the open loop signal. At the time scale shown for the Figure, the open loop commands
appear to be impulsive, but actually they persist for finite periods, as prescribed in equation
5.28.
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Figure 5.13: Open and closed loop command contributions
Combined
On the following page, Figure 5.14 presents a test case where all three controllers are
active simultaneously. The trigger times and amplitudes of the various step commands are
somewhat random, but deliberately configured so as to overlap. Once again, even in the
presence of simultaneous changes to the altitude, speed and heading, the open loop heading
and speed controllers appear to do an excellent job of achieving the desired states. The open
loop altitude tracking is, understandably, awful. It should be noted, however, that the climb
rate limit, ḣm, is set to 10 ft/sec and so the requested step commands in altitude are too
aggressive for the allotted times.
Figures 5.15 and 5.16, present the closed loop response profiles and command con-
tributions. As expected, the closed loop tracking response is excellent, giving reason for
optimism that these control laws might serve effectively when integrated into AFSIM. In
Figure 5.16 the closed loop commands for the velocity and heading are discernable, but
still very minor compared to the open loop signals.
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Figure 5.14: Combined operation with open loop control action only
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Figure 5.15: Combined operation with active feedback control
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Figure 5.16: Open loop and closed loop command contributions
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CONCLUSIONS AND SUGGESTED
FUTURE IMPROVEMENTS
6.1 Conclusions
The primary goal of this project was to develop a set of guidance modes that would expand
the ways in which the analyst could direct and interact with a reduced order dynamic air-
craft model. Specifically, this targeted the creation of control laws that would enable the
use of the ROAVS model in AFSIM. Three broad categories of guidance control have been
created, namely,
1. Waypoint Steering,
2. Trajectory Tracking,
3. General “Go-To” Guidance Laws (speed, altitude and heading).
As described in the foregoing chapters, these three capabilities have all been formulated,
coded and demonstrated.
For waypoint steering control, a form of pursuit guidance has been implemented
wherein the ownship velocity vector is continually realigned to be collinear with a line of
sight vector connecting the ownship location to a desired aim point. With knowledge of the
105
line of sight vector, the geometric formulation associated with calculating the alignment er-
ror angles for both heading and climb angle has been presented. Calculation of the desired
aim point, whether in straight-line flight or while executing a coordinated turn, therefore
represented the crux of this control law. The coordinate system transformations and turn
circle calculations necessary to enable the aim point computations have been presented and
verified. Performance tuning of the controller has been shown to be a function of the look
ahead length and the time constant associated with differentiating the error angle terms.
A methodology for auto-tuning these parameters as a function of the flight condition has
been developed and implemented. For turn-short transitioning, a methodology for deter-
mining the constrained minimum radius turn circle has been presented and demonstrated.
Finally, a proportional velocity control law using the same aim points has been formulated,
implemented and verified.
A trajectory tracking algorithm was developed principally to allow “play-back” of
TSPI data profiles. This tracking methodology, based on cubic splines, has been formu-
lated, implemented and verified. The spline formulation is based on a temporal (time-
stamped) parameterization of the input TSPI data, but these data need not be evenly spaced.
Once the spline coefficients have been pre-processed, the position, velocity and accelera-
tion data are known as continuous, analytic functions. Separately, a differentiation method-
ology based on a buffered finite differencing scheme was presented and compared to the
derivative values obtained through the spline algorithm. This methodology was not carried
any further in this thesis, but was presented as a promising technique for future on-the-
fly control algorithms which might be well suited for implementation to an event driven
simulation framework.
Finally, a set of “go-to” guidance laws was presented. Three separate one-dimensional
open-loop algorithms were developed to enable step changes in altitude, heading and speed.
With the majority of the command signal comprised of these open-loop bang-bang con-
trollers, a simple linear feedback controller was then added to ensure that steady-state error
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would also be driven to zero for all cases. Results of the three individual controllers have
been demonstrated separately, and then demonstrated as well in a scenario that deliberately
mixed simultaneous altitude, heading and speed changes.
6.2 Future Work
While each of the control modes has been completed to a point where work can commence
on developing C++ plug-in code for AFSIM, additional tasks and possible refinements have
emerged over the time that this research and development effort has been underway.
For the waypoint following mode, some work remains in demonstrating that the auto-
tuning equation for defining the look ahead length as a function of ownship velocity is fully
adequate. Since the simulation experiments shown in chapter 3 were only based on the IL-
14, there’s some question as to whether the formula is globally applicable or only useful
for that particular model. The gross weight of the IL-14 was systematically varied over its
full range but this effect was found to be negligible in selection of look ahead length and
was therefore dropped in the spirit of keeping the formulation as simple as possible. This
suggests that as long as there are no limitations in control power, all planes will behave
like we have seen for the IL-14. This hypothesis should be confirmed. If it is shown that
the look ahead tuning function is indeed globally applicable, then still there remains the
question of whether the linearity of the function may break down over a wider speed range,
especially for aircraft that can achieve supersonic speeds. Finally, the function provided
is for an equivalent damping ratio of ζ = 0.9. If it were to emerge that users would like
the ability to alter the response character of the controller by selecting a different damping
ratio, then to that end the coefficients in the tuning equation could be written as a function
of ζ .
With respect to the turn short behavior for leg switching in waypoint following mode,
more work needs to be done for the question of managing transitions where the included
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angle is acute. The algorithm that has been formulated and developed is applicable to
UAVs, but is not acceptable for piloted or remotely piloted vehicles. Thus we have a need
to provide alternative behaviors for UAVs vs. non-UAVs. Given the capabilities already
demonstrated this should require nothing more than implementation of some case logic.
The section on buffered finite differencing for derivative estimation was included be-
cause this method seems to open the possibility of streaming trajectory commands rather
than pre-processing them. This could be very useful in integrating existing third-party guid-
ance algorithms for use with ROAVS in AFSIM. However, what has been demonstrated in
this thesis is not a full formulation – what has been demonstrated is that given uniformly
spaced TSPI position data, central differencing can be used to provide velocity and acceler-
ation estimates at these same points. If the data were streaming, then a central differencing
method could only be employed if the data stream included predicted position data; how-
ever, this is indeed the case for at least some of the guidance algorithms of interest. What
remains to be put in place is a method of interpolating the estimated derivative commands
so that the controller could make evaluations over a continuous time domain, not just at the
discrete points where data is available. This introduces the need for an interpolating algo-
rithm, such as through use of the Bessel-Stirling formulas. This is an area that deserves
further development.
AFSIM is an event driven simulation framework and so there is a need for mode
switching logic that will allow various of these guidance laws to transition into and out
of an active state as appropriate. This effort has not focused on the mode switching logic
or the path planning capabilities more generally. As a byproduct of developing the guid-
ance laws and thinking about their capabilities and limitations, a much clearer picture has
emerged as to the desired capabilities of the path planning algorithms. An initial require-
ments document would include the following four items:
1. Waypoint Management: The waypoint following controllers developed here assume
the existence of an ordered waypoint list that defines the desired path for the mission. At a
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minimum, two waypoints are required since this formulation is a path tracking algorithm,
not a point targeting algorithm. Beyond this implicit constraint, no limitations or conditions
were imposed as specification requirements for supplying a valid set of mission waypoints.
Mission sets that include repeated (overlapping) waypoint data will crash the control al-
gorithms developed here, but are nevertheless commonly encountered. Thus a waypoint
management function could improve the robustness of the controller by first ensuring that
successive waypoints have a non-zero separation distance. Next, a waypoint management
function could significantly expand the overall capability of the guidance mode by automat-
ically supplying intermediate waypoints, say for speed management or for altitude control.
Dynamically updated time-of-arrival estimates for each waypoint would also be very useful
mission data.
2. Constraint Management: All of the controllers developed in this project have included
mechanisms for incorporating constraint limits in their formulations. For the waypoint fol-
lowing controller, this is evident in the calculation of the minimum radius turn circle for
turn-short transitioning of acute turn angles. For the trajectory controller, if the ROAVS’
thrust, lift or bank angle limits are saturated by the open loop command signals, the closed
loop feedback controller provides a mechanism to “catch back up” to the commanded tra-
jectory once excess control power is available. For the “go-to” altitude, heading and speed
controllers, kinematic constraints are an explicit part of the open loop formulation. Thus,
at least for the waypoint follower and the bang-bang “go-to” controllers, a constraint man-
agement function could significantly affect the performance of the ROAVS by dynamically
altering the constraint limits. For the waypoint follower, it is very unlikely that an operator
would prefer that all turns should be executed at minimum turn radius, and they need not be
if logic is put in place to include margin on the turn radius. Similarly, all of the bang-bang
controllers will behave very impulsively for small command inputs unless the kinematic
constraints are tightened. The controllers have been specifically designed to provide per-
formance flexibility by altering the constraint limits; it remains to research and formulate a
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constraint manager to actually do so.
3. Terminal Control: “Path planning” in the sense that the operator seeks optimal over-
all mission performance by careful selection of the climb, cruise and descent profiles is
frequently classified as a problem in terminal control. Most ground control stations offer
the user cues for optimal cruise performance, such as speed for best range and speed for
best endurance at current altitude. Third party software packages are available for more
sophisticated terminal control solutions, such as determining the fastest climb profile or the
most fuel efficient climb profile. For evaluating the performance potential of conceptual
aircraft designs in AFSIM, integration of these capabilities would represent a significant
improvement over simply designing the aircraft to a fixed mission profile. This is the area
that deserves significant attention.
4. Mode Switching: Finally, the Path Planning function needs to provide some rudimen-
tary switching logic so that the RAOVS can transition operation from one control mode
to another with a minimum of transient behavior. Also, the basic interface of the ROAVS
model to AFSIM will be handled through the path planning block, which will certainly
incur some programming effort.
It is hoped that the controllers that have been developed here operate successfully once
coded into a C++ plug-in for AFSIM, and that the proposed control hierarchy provides
flexibility for future improvements and added capabilities.
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Appendix A
Formulas used for Waypoint Following
Algorithms
A.1 Nearest point on a line
As shown in Figure 1, let points P0 and P1 define a vector
~r = P1 − P0 = âi+ bĵ + ck̂ (A.1)
and denote the position of the ownship as Ps. Point P is the point on vector ~r that is closest
to the ownship. The Cartesian coordinates of point P are simply denoted x, y, z while the
coordinates of point P0 are denoted x0, y0, z0, and similar obvious subscripts apply to the
coordinates for points P1 and Ps. Given waypoints P0, P1 and the ownship location Ps, the
objective is to solve for the location of point P , and to ascertain whether P is on the line
segment between P0 and P1.
With components a, b, c as defined in equation A.1, the line running through P0 and
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P1 may be parameterized as
x = x0 + at
y = y0 + bt (A.2)
z = z0 + ct
where t ∈ [0, 1] contains points on ~r.
Using the parametric equations A.2, a Lagrange multiplier formulation may be used to
cast this problem as a constrained minimization. We denote by d?2 the augmented function
to be minimized.
d?2 = (x− xs)2 + (y − ys)2 + (z − zs)2−
λ1 (x− x0 − at)− λ2 (y − y0 − bt)− λ3 (z − z0 − ct)
(A.3)
Taking partials of equation A.3 with respect to the spatial variables x, y and z, the Lagrange
multipliers λ1, λ2 and λ3, and the pseudo-time parameter t, we generate the following seven
expressions.
∂d?2
∂x
= 2 (x− xs)− λ1
∂d?2
∂λ1
= −x+ x0 + at
∂d?2
∂t
= aλ1 + bλ2 + cλ3
∂d?2
∂y
= 2 (y − ys)− λ2
∂d?2
∂λ2
= −y + y0 + bt
∂d?2
∂z
= 2 (z − zs)− λ3
∂d?2
∂λ3
= −z + z0 + ct
Setting each of these partials to zero and collecting the resulting linear system into a matrix
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form yields 
2 0 0 −1 0 0 0
0 2 0 0 −1 0 0
0 0 2 0 0 −1 0
−1 0 0 0 0 0 a
0 −1 0 0 0 0 b
0 0 −1 0 0 0 c
0 0 0 a b c 0


x
y
z
λ1
λ2
λ3
t

=

2xs
2ys
2zs
−x0
−y0
−z0
0

(A.4)
and inverting the coefficient matrix in equation A.4 produces
1
2 (a2 + b2 + c2)

a2 ab ac −2 (b2 + c2) 2ab 2ac a
b2 bc 2ab −2 (a2 + c2) 2bc b
c2 2ac 2bc −2 (a2 + b2) c
−4 (b2 + c2) 4ab 4ac 2a
−4 (a2 + c2) 4bc 2b
sym −4 (a2 + b2) 2c
1

.
(A.5)
The determinant above is seen to be non-zero for all cases where P1 6= P0, i.e., for any
case where a, b and c are not all zero. This is perhaps the most important feature of this
formulation of the problem, as it guarantees the existence of a unique solution for all cases
where ~r 6= ~0.
Using expression A.5, equation A.4 may be solved to find the x, y, z coordinates of
point P , as well as values for the Lagrange multipliers and for the pseudo-time parameter t.
While explicit formulas for x, y, z are easily generated, the most computationally efficient
method is to solve for the parameter t and to then substitute back into equations A.2 to
find the x, y, z values of point P . Letting t? represent the sought-after parametric value,
equations A.6 and A.7 comprise the solution to the problem.
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t? =
(xs − x0) a+ (ys − y0) b+ (zs − z0) c
a2 + b2 + c2
(A.6)
x = x0 + at
?
y = y0 + bt
? (A.7)
z = z0 + ct
?
An added benefit to this formulation is that the value of t? may be interpreted as
representing the percent complete of the particular mission leg defined by waypoints P0
and P1. For t? /∈ [0, 1], the point P may not be on ~r, but may nevertheless be of great
interest for re-join and path planning algorithms.
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