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Figure 1: The first two rows show results of the proposed method and some state-of-the-art methods, including Gatys et al. [7], AdaIN [10],
WCT [17], LST [16] and STROTSS [13]. The proposed method is especially well suited for scenarios where the distributions of content
features and style features are highly different (results in the second row). The third row shows user editing results of the proposed method.
Abstract
Given a content image and a style image, the goal of
style transfer is to synthesize an output image by transfer-
ring the target style to the content image. Currently, most of
the methods address the problem with global style transfer,
assuming styles can be represented by global statistics, such
as Gram matrices or covariance matrices. In this paper, we
make a different assumption that local semantically aligned
(or similar) regions between the content and style images
should share similar style patterns. Based on this assump-
tion, content features and style features are seen as two sets
of manifolds and a manifold alignment based style transfer
(MAST) method is proposed. MAST is a subspace learning
method which learns a common subspace of the content and
style features. In the common subspace, content and style
features with larger feature similarity or the same semantic
meaning are forced to be close. The learned projection ma-
trices are added with orthogonality constraints so that the
mapping can be bidirectional, which allows us to project
the content features into the common subspace, and then
into the original style space. By using a pre-trained de-
coder, promising stylized images are obtained. The method
is further extended to allow users to specify corresponding
semantic regions between content and style images or using
semantic segmentation maps as guidance. Extensive exper-
iments show the proposed MAST achieves appealing results
in style transfer.
1. Introduction
The goal of style transfer is to synthesize an output im-
age by transferring the target style to a given content image.
Currently, most methods [7, 10, 17, 16] take the assumption
that image styles can be represented by global statistics of
deep features, such as Gram matrices or covariance matri-
ces. Such global statistics capture the style from the whole
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image, and are applied to the content image without differ-
entiation of the contents inside. However, for images con-
taining different semantic parts, such global statistics are in-
sufficient to represent the multiple styles required for proper
style transfer. As shown in the first two rows of Figure 1,
although the overall appearances of the results from Gatys
et al. [7], AdaIN [10], WCT [17] and LST [16] look like
the style image, they sometimes fail to preserve the local
semantic structure of the content image.
Therefore, it is clear the assumption that image styles
can be represented by global statistics may not hold in many
situations, as the images may contain multiple objects and a
single global statistics may not be able to fully capture the
feature distribution. Several works [30, 13] have proposed
style transfer based on locally aligned semantics. These
methods find semantically similar or corresponding regions
between the content and style images. Compared to style
transfer methods based on global statistics, these methods
achieve better results in terms of content structure preserv-
ing and style transfer within similar semantic regions. How-
ever, existing works either contain multiple stages [30] or
have many terms to balance [13], making the overall algo-
rithm hard to tune and sometimes lead to degraded style
transfer results. To address these limitations, we make a
new different style transfer assumption and propose a sim-
ple and integrated method. We demonstrate in the experi-
ments that better results are achieved. An overview is given
in Figure 1.
Specifically, in this paper, we make an assumption that
image features from the same semantic region form a single
manifold. Therefore, for an image with multiple objects, all
the features in this image follow a multi-manifold distribu-
tion. The style transfer problem under this assumption thus
reduces to a problem of aligning two multi-manifold dis-
tributions of the style and content features. Based on this,
we further propose a manifold alignment based style trans-
fer (MAST) method, which is a subspace learning method
that learns two projection matrices to project the content
and style features into a common subspace. In the common
subspace, content features and style features sharing large
feature similarities or the same semantic meaning are forced
to be close, i.e., the locally aligned semantic information
between content and style features is preserved. We further
add orthogonality constraints on the two projection matrices
and propose an iterative algorithm to solve the optimization
problem. By forcing the orthogonality constraints, the pro-
jections can be bi-directional. In this way, we can map the
content features first to the common subspace, and then to
the style feature space, via the reverse mapping of the style
projection. Then with a pre-trained decoder, the stylized re-
sult is produced. Example results are given in the 1st and
2nd rows of Figure 1. The proposed method can be easily
extended to allow users to specify corresponding regions
between content and style images or use semantic segmen-
tation maps as guidance. User editing examples are given
in the 3rd row of Figure 1.
The main contributions of this paper are as follows:
• A novel view that style transfer can be treated as a
manifold alignment problem is introduced, and a new
manifold alignment algorithm is proposed for align-
ing multi-manifold distributions to address the local
semantically aligned style transfer problem. The algo-
rithm learns a common subspace to force the content
and style features sharing similar semantic meanings
to be close.
• The algorithm is formulated as an orthogonality con-
strained optimization problem which allows bidirec-
tional projection from the original content or style
spaces to the common subspace or reversely, and an
efficient optimization method is proposed.
• The algorithm is extended to allow user editing in style
transfer or using semantic segmentation maps as guid-
ance. Extensive experiments show the proposed algo-
rithm achieves promising results in style transfer.
2. Related Work
2.1. Style Transfer
Since Gatys et al. [7] proposed the first neural optimiza-
tion based algorithm for artistic image style transfer, there
have been many follow-up works studying the neural style
transfer problem. These methods can mainly be catego-
rized into optimization based [7, 13] and feed-forward net-
work based [12, 28, 22, 17, 10, 16, 21] methods. Another
way for categorization is based on how the style is defined.
Then there are global statistics based [17, 10, 16, 2], local
patch based [1, 15, 24, 8] and semantic region based meth-
ods [16, 13].
Global statistics based style transfer. In early work,
style transfer is mainly achieved by forcing the global statis-
tics of the output image to be the same as the style image.
For example, Gatys et al. [7] use the Gram matrix to rep-
resent the style of an image and use an optimization-based
method to achieve the consistency of the Gram matrices of
the output image and the style image. Li et al. [17] ad-
dress this problem by introducing whitening and coloring
transforms (WCTs), where whitening transform normalizes
the covariance of the content features to an identity matrix.
The normalized convariance is then transformed to be the
same as the covariance of the style features by the color-
ing transform. The method proposed by Huang et al. [10]
achieves this goal by adopting adaptive instance normaliza-
tion (AdaIN) to make the mean and variance of the content
features the same as those of the style features. Recently, Li
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Figure 2: Framework of the proposed manifold alignment based style transfer method (MAST). With a pre-trained encoder and decoder,
the proposed MAST uses the output features of the encoder to find a common subspace where the content and style features are aligned.
The transformations learned by MAST are bidirectional which further allows us to project the content features in the common subspace
into the style space. Then the decoder reconstructs an stylized output.
et al. [16] propose to use a feed-forward network to predict
the style transformation matrix which is much more effi-
cient. However, theses methods represent styles as global
statistics which, as discussed in the previous section, may
not be appropriate in many scenarios.
Local patch based style transfer. Chen et al. [1] pro-
pose a method to replace the content feature patches by sim-
ilar style feature patches to achieve the goal of style transfer.
Li and Wand [15] propose to combine generative Markov
random field (MRF) models and deep convolutional neu-
ral networks for style transfer. Sheng et al. [24] propose
an Avatar-Net which combines a whitening operation and
a reassembling operation similar to the method of Chen
et al. [1]. These patch based methods do not enforce the
matching of global statistics. However, as illustrated in the
previous work [30], unwanted artifacts may appear.
Semantic region aligned style transfer. Zhang et
al. [30] propose a multimodal style transfer (MST) frame-
work. The style image features are firstly clustered into dif-
ferent components, which are matched with local content
features under a graph cut formulation. Then WCT is used
to achieve style transfer in each matched pair. However,
MST is not flexible to be extended to allow user editing.
Moreover, MST contains multiple stages and has many pa-
rameters to tune. Another method proposed by Kolkin et
al. [13] adopts an optimization based method which bal-
ances the optimization between a global style loss and a
local distribution aware style loss. Although it can al-
low users to control style transfer regions, the optimiza-
tion based framework makes it less computationally effi-
cient. Compared with these two methods, we make a dif-
ferent style transfer assumption and propose a simple and
integrated method for style transfer. Experiments show bet-
ter results are achieved and the proposed method is more
efficient compared with Kolkin et al.’s method.
2.2. Manifold Alignment
The objective of manifold alignment is to align two
sets of data from two manifold distributions in a common
subspace by leveraging the correspondences between these
two, where the correspondence information is usually in the
form of pairwise similarity. Depending on whether the cor-
respondence information is provided or not, there are semi-
supervised [27, 9, 18] and unsupervised manifold alignment
methods [26, 4, 23]. Generally, manifold alignment algo-
rithms are designed to learn a common subspace which pre-
serves both the cross manifold correspondence and the orig-
inal manifold structures. In this paper, different from previ-
ous methods, we introduce orthogonality constraints on the
projection matrices. With these constraints, we show the
loss term to preserve the original manifold structure is of
fixed value and therefore the proposed manifold alignment
method is designed to maintain only the cross manifold cor-
respondence information.
3. Our Approach
The overall framework of the proposed manifold align-
ment based style transfer (MAST) method is given in Fig-
ure 2. The main framework of MAST is similar to the
framework of WCT [17], where style transfer is formulated
with an encoder, a decoder and feature transformation. In
our work, the feature transformation which transforms con-
tent features into the style feature space is implemented by
a manifold alignment algorithm. With the transformed con-
tent feature, the decoder reconstructs a stylized output.
3.1. Manifold Alignment Method
Given a content image Ic and a style image Is, define
their features extracted by an encoder as Fc ∈ RC×(Wc×Hc)
and Fs ∈ RC×(Ws×Hs), where C is the number of channels
of the feature maps,Wc andWs are the widths of the feature
maps and Hc, Hs are the heights of the feature maps. Sub-
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scripts c and s refer to the content and style images, respec-
tively. Therefore, Fc (Fs) can be seen as a set of Wc ×Hc
(Ws×Hs) number of feature vectors, with each feature vec-
tor of dimension C. Without any processing, the two sets of
features are usually of different distributions. The objective
of our manifold alignment algorithm is to transform the con-
tent features into the space of style features with preserved
similarities of original features.
Specifically, we try to learn two projections Pc ∈ RC×C
and Ps ∈ RC×C to project the content and style features
into a common subspace. Denote the transformed features
as:
z
(c)
i = P
T
c φi(Fc), z
(s)
j = P
T
s φj(Fs), (1)
where φi(Fc) denotes the operation to get the i-th feature
from Fc and z
(c)
i is the transformed feature in the common
subspace. z(s)j is defined similarly. To force the projec-
tion to be bidirectional, orthogonal constraints are added to
the projection matrices, i.e., PTc Pc = I and P
T
s Ps = I ,
where I is the identity matrix. With these constraints, we
can project the features in the common subspace back to
the original content or style feature space. For example, the
transformed content feature in the style space Fcs can be
represented as:
Fcs = PsP
T
c Fc, (2)
where PTs = P
−1
s due to the orthogonality constraint and
Fcs ∈ RC×(Wc×Hc). Similarly, style feature can also be
projected into the content feature space.
To learn the two projection matrices, the first objective
of the manifold alignment algorithm is to find a common
subspace so that features with the same (similar) semantic
meanings are located closely. However, in most cases, the
semantic meaning of features is not given. In this case, we
adopt the normalized similarity of features as feature sim-
ilarities to build an affinity matrix for the proposed algo-
rithm. Specifically, we denote the affinity matrix of the con-
tent and the style features as Acs ∈ R(Wc×Hc)×(Ws×Hs).
Each element of Acs is defined as:
Acsij =
{
1 φi(Fc) ∈ Nk(φj(Fs)) or φj(Fs) ∈ Nk(φi(Fc)) ,
0 otherwise
(3)
where Nk(φj(Fs)) is the k nearest neighbors of φj(Fs)
in the content feature space. Nk(φi(Fc)) is the k near-
est neighbors of φi(Fc) in the style feature space. Notice
normalized similarities of features are used to find k near-
est neighbors. Therefore, Acsij equals 1 if φi(Fc) is one of
φj(Fs)’s k-nearest neighbors or vice versa.
Approximating semantic similarity with the above affin-
ity matrix, the objective of the proposed manifold alignment
method is to optimize the objective function that the con-
tent feature and style feature with similar semantic mean-
ings should be close. The objective function is as follows:
min
Pc,Ps
J(Ps, Pc) =
1
N
Wc×Hc∑
i=1
Ws×Hs∑
j=1
Acsij ‖z(c)i − z(s)j ‖22
s.t. PTc Pc = I, P
T
s Ps = I ,
(4)
where N is the number of pairs of nearest neighbors. In
the above formulation, when Acsij equals 1, z
(c)
i and z
(s)
j are
forced to be close in the common space, as they are nearest
neighbors in the original space.
In some previous manifold alignment work [26], there
are also terms to preserve the original manifold structure,
i.e., z(c)i and z
(c)
j (or z
(s)
i and z
(s)
j ) are forced to be close in
the subspace if they are close in the original space. How-
ever, it is easy to prove that with the introduced orthogo-
nality constraints, such terms are of fixed values and do not
influence the optimization of the objective function. There-
fore, such terms are not included in Eq. (4). In the appendix,
we give a proof that even without these constraints, the orig-
inal manifold structure (content structure) will always be
preserved with the introduced orthogonality constraints.
Extension to Allow User Editing. The proposed algo-
rithm can be easily extended to allow user editing. Users’
input, such as strokes indicating corresponding semantic
parts, provides partial semantic meaning. In this case, the
only change is to modify the affinity matrix Acs. Suppose
the user draws some corresponding areas across the con-
tent and style images. Denote these corresponding regions
as (Ωc1,Ω
s
1), ..., (Ω
c
i ,Ω
s
i ), ..., (Ω
c
m,Ω
s
m), where m is the to-
tal number of corresponding regions defined by the user.
Then the affinity matrix is obtained with an ‘OR’ operation
performed between Acsij in Eq. (3) and A
cs′
ij , where A
cs′
ij is
defined as:
Acs
′
ij =
{
1 (i ∈ Ωc1 and j ∈ Ωs1) or ...(i ∈ Ωcm and j ∈ Ωsm)
0 otherwise .
(5)
Semantic Segmentation Map as Guidance. If the
content image and style image have large overlap in se-
mantic segmentation regions, for example, both images
contain faces, then we can also make use of segmenta-
tion maps as guidance. Denote the corresponding seman-
tic segmentation regions of content and style images as
(Θc1,Θ
s
1), ..., (Θ
c
i ,Θ
s
i ), ..., (Θ
c
n,Θ
s
n). For Θ with the same
subscript, it denotes these regions having the same semantic
meaning. Different from the small areas drawn by users, se-
mantic segmentation regions may cover large areas, i.e., the
whole object in the image. If the same scheme as in Eq. (5)
is used, one pixel may have many corresponding pixels in
the affinity matrix, leading to blurry results, as shown in
the last column of Figure 7. Therefore, when using seman-
tic segmentation maps as guidance to build Acsij , for each
feature vector, we calculate k nearest neighbors within the
4324
same semantic region, i.e.:
Acsij =

1
(
φi(Fc) ∈ Nk(φj(Fs)) and i ∈ Θcp, j ∈ Θsp
)
or(
φj(Fs) ∈ Nk(φi(Fc)) and i ∈ Θcp, j ∈ Θsp
)
0 otherwise
(6)
3.2. Optimization Method
To optimize the objective function defined in Eq. (4), the
major difficulty lies in the orthogonality constraints, which
prevents the direct application of using eigenvalue decom-
position based optimization algorithm as in [18, 26]. To
solve the optimization with orthogonality constraints, we
modify an iterative optimization method [29] which is rel-
atively fast and easy to implement. The difference between
the optimization problem of the method in [29] and ours
is that there are two parameters to optimize in our objective
function, i.e., Pc and Ps. Therefore we extend the optimiza-
tion method in [29] with an alternating scheme to optimize
Pc and Ps alternately and iteratively.
Specifically, the overall objective function in Eq. (4) can
be expanded as:
J(Pc, Ps) = tr(ZcDcZTc + ZsDsZ
T
s − 2ZcUcsZTs ), (7)
where Zc=PTc Fc and Zs=P
T
s Fs are the transformed fea-
ture matrices of content and style features in the common
subspace. Ucs is a matrix with its element as Ucs(i, j) =
1
NA
cs
ij . Dc ∈ R(Wc×Hc)×(Wc×Hc) is a diagonal matrix with
Dc(i, i) =
∑(Ws×Hs)
j=1 Ucs(i, j) and Ds is defined in the
same way. However, with the orthogonality constraints on
Pc and Ps, the first two terms are in fact fixed. Therefore,
we only need to minimize J(Pc, Ps) = tr(−2ZcUcsZTs ).
To apply the algorithm, the minimization problem in
Eq. (4) is decomposed into two alternating steps, where in
each step, one parameter is optimized while the other is
fixed. With the parameters P (t)s at the t-th iteration fixed,
the objective function to optimize Pc becomes:
min
Pc
J(t)(Pc) = tr(−2PTc FcUcsFTs P (t)s )
s.t. PTc Pc = I .
(8)
To solve the above optimization problem at the t-th itera-
tion, the updating procedure is as follows. Proof of the fol-
lowing procedure can be found in [29]. First, we calculate
the gradient of Pc with respect to J (t)(Pc):
Gc =
∂J(t)(Pc)
∂Pc
= −2FcUcsFTs P (t)s . (9)
Then we calculate a symmetric matrix as follows:
Sc = GcP
(t)T
c − P (t)c GTc . (10)
And then P (t+1)c is updated as:
P (t+1)c = (I +
τ
(t)
c
2
Sc)
−1(I +
τ
(t)
c
2
Sc)P
(t)
c , (11)
where τ (t)c is found by curvilinear search [29]. We then
fix P (t+1)c and update Ps in the same way. The detailed
optimization algorithm is given in Algorithm 1.
Algorithm 1 Optimization Algorithm for Manifold Align-
ment with Orthogonality Constraints
Require: P (0)c , P (0)s , s.t. P (0)Tc P (0)c = I and P (0)Ts P (0)s =
I
Ensure: P (t)c , P (t)s
1: Initialize t = 0,  ≥ 0
2: while t < tmax do
3: Calculate gradient Gc as in Eq. (9)
4: Calculate Sc in Eq. (10).
5: Call curvilinear search to find τ (t)c .
6: Update to get P (t+1)c according to Eq. (10).
7: Calculate gradient Gs = −2FsUscFTc P (t+1)c
8: Calculate Ss = GsP
(t)T
s − P (t)s GTs .
9: Call curvilinear search to find τ (t)s .
10: Update to get P (t+1)s in the same way as in Eq. (10).
11: if (||Gc − P (t+1)c GTc P (t+1)c || ≤  and ||Gs −
P
(t+1)
s GTs P
(t+1)
s || ≤ ) then
12: Converged and stop.
13: else
14: t = t+ 1.
15: end if
16: end while
4. Experimental Results
In this section, we first describe the experimental set-
tings. Ablation studies are then carried out to analyze
the influence of different parameters. Comparisons with
representative state-of-the-art methods are then presented.
We also present user editing and semantic region guided
style transfer results to demonstrate the capabilities of our
method.
4.1. Experimental Setting
For the encoder and decoder structures, similar to previ-
ous methods, the first 4 layers of the VGG-19 model [25]
pre-trained on ImageNet [5] is used as the encoder. The de-
coder has the symmetric structure as the encoder. In this
paper, we directly use the pre-trained decoder provided by
the LST model [16] which is trained by reconstructing input
images.
For evaluation, except for the results in Sec. 4.5, images
in the MS-COCO dataset [19] are used as our content im-
ages and the WikiArt dataset [6] provides style images. For
results in Sec. 4.5, caricatures in the WebCaricature dataset
[11] are used as style images and photos in the CelebA
4325
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dataset [20] are used as content images. Semantic segmen-
tation maps of caricatures and photos are provided by the
work of Chu et al. [3] and Lee et al. [14], respectively.
4.2. Ablation Study
Influence of k nearest neighbors. We first study the
influence of k nearest neighbors. The results are given in
Figure 3. As can be seen, with the increase of k, the re-
sults tend to be smooth or blurry. This is because, in the
objective function (Eq. (4)), larger k will force more fea-
tures, and in turn more pixels, at different spatial locations
to become similar, leading to blurry results. However, no
significant influence is observed when setting k to a small
number around 5. Therefore, in the following, we set k as 5
for all the experiments.
Influence of iteration numbers. As we have adopted an
iterative optimization algorithm, we therefore present the
convergence results and investigate the results with differ-
ent iteration numbers. An example image’s style transfer
results with the increase of iteration numbers are shown
in Figure 4. Other style transfer examples share similar
convergence patterns. An observation is that the algorithm
quickly converges after a few iterations and the output of the
stylized image also quickly becomes stable. The outputs at
iterations 50 and 100 are almost the same. Therefore, only
a small iteration number is needed to obtain satisfactory re-
sults. For the following experiments, the iteration number
is set to 100.
4.3. Comparison with State-of-the-Art Methods
Qualitative comparison. Qualitative comparisons with
five state-of-the-art methods are given in Figure 5. Com-
pared methods include, the method of Gatys et al. [7],
STROTSS [13], WCT [17], AdaIN [10] and LST [16].
The first two are optimization-based methods. For Gatys
et al.’s method, their style loss is defined as minimizing the
difference between the Gram matrices of the style image
and the output image. Therefore, if there is a large feature
distribution difference between the style image and the con-
tent image, their method may fail to preserve the content
structure, e.g., the last example. Compared with Gatys et
al.’s method, the style loss of the STROTSS method bal-
ances between two minimizations. One is the minimiza-
tion of the relaxed earth mover distance between the out-
put image and the style image, and the other is the min-
imization of the mean and covariance difference between
the two images. The first term takes into consideration of
the local feature distributions among the output and style
images. Therefore, their results are better than Gatys et al.’s
method. However, compared with our method, STROTSS
sometimes may mismatch style patterns to unwanted re-
gions. For example, in the 3rd and the 7th examples, their
results are obviously worse than ours.
WCT uses whitening and coloring transformations to
align the covariance matrices of the style image and out-
put image. However, due to its usage of high-level features,
the content may sometimes be distorted. Besides, although
the overall appearance of the output images looks similar to
the style image, some unwanted transfer often appears (e.g.,
texture also transferred to the background in the 7th exam-
ple). The results of AdaIN and LST look much better. How-
ever, as they also take the assumption that the global statis-
tics of the output and style images should be similar, the
background of the 7th example is also changed to blue and
the foreground of the 8th example is changed to black. The
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Figure 5: Comparison with state-of-the-art methods.
major difference of the proposed method compared with
these methods is that we do not assume the global statistics
to be the same. Therefore, if the local features are similar,
style patterns are transferred. Even if the overall statistics
(mean, covariance, etc.) of the content image and style im-
age may differ a lot, as long as the content image has sim-
ilar local regions as the style image, better transfer results
can be obtained. As can be seen, in the 3rd example, the
trees are transferred with better patterns from the style im-
age. Besides, the background is better preserved in the 7th
example.
Efficiency. Comparison of the running time is reported
in Table 1. The results in Table 1 are the average running
time of testing 10 image pairs with the size of 512 × 512.
All the methods are run on a server with an Intel Xeon CPU
E5-2620 v4@2.10GHz and a GeForce RTX 2080 Ti GPU.
As can be seen, due to the iterative optimization used in our
method, our algorithm is not as efficient as WCT, AdaIN or
LST. However, it is faster compared with neural optimiza-
tion based methods. In the future, we will further explore
new optimization methods to improve the computational ef-
ficiency.
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Table 1: Running time comparison.
Method Time (s) Method Time (s)
Gatys et al. [7] 40.464 LST [16] 0.142
STROTSS [13] 148.183 Ours (50 iters) 10.318
WCT [17] 0.862 Ours (100 iters) 17.785
AdaIN [10] 0.057
Content & Style Original ResultUser Input-C User Input-S Editing Result
Figure 6: User editing results.
4.4. User Editing Results
Another advantage of the proposed method is that it can
be easily extended to allow user editing. Once unwanted
transfer appears, users can draw on the content and style im-
ages to define matched regions, e.g., the lines drawn on the
images in the 2nd and 3rd columns of Figure 6. Lines of the
same color represent corresponding regions. The original
style transfer results and the user edited results are given in
the 4th and 5th columns of Figure 6. As can be seen, com-
pared with the original results, more meaningful transfer is
achieved among user defined corresponding regions. The
trees in the 2nd row are successfully changed to red and the
sky in the 1st, 3rd and 4th rows is transferred to similar style
patterns defined by the user on the style images.
4.5. Semantic Segmentation Map Guided Results
In Figure 7, we show some examples of semantic seg-
mentation map guided style transfer results. As can be seen,
results using segmentation maps as guidance are generally
similar to the results of unsupervised style transfer (results
in the 4th and 3rd columns). This is because the similarity
calculated in Eq. (3) is generally correct. However, there
are some local differences. For example, the lips area and
the hair area of the results in the 4th column look more like
the input style image. Therefore, in scenarios where the
Content & map Style & map KNN w/o map   KNN in map Total map
Figure 7: Semantic segmentation map guided results.
P1 P2 P2 to P1 P1 to P2
Figure 8: Results of the proposed method for bidirectional style
transfer.
similarity is inaccurate, semantic maps will be helpful. An-
other observation is that when the total map is used to build
the affinity matrix, results become blurry (the 5th column).
This phenomenon is similar to the results when the number
of k nearest neighbors is set large.
4.6. Bidirectional Transfer
As a common subspace is learned between the content
and style features, and the projection matrices are also made
bidirectional, the proposed method is capable of performing
bidirectional transfer. We show some bidirectional transfer
results in Figure 8. The 3rd column shows results of using
the images in the 1st column as content and images in the
2nd column as style. The 4th column shows results of re-
verse transfer. As can be seen, realistic transfer results are
obtained. The stylized output well preserves the original
content structure. This is mainly due to the orthogonality
constraints introduced which will always preserve the orig-
inal content structure, as dicussed in the last part of Section
3.1.
5. Conclusion
A new assumption that style transfer can be defined
as two manifold distributions alignment problem is made.
Furthermore, a manifold alignment based style transfer
(MAST) algorithm is proposed. Compared with global
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statistics based methods and previous semantic region
aligned style transfer methods, more promising results are
achieved. Currently, with the orthogonality constraints in-
troduced, we can prove the similarities of content features
will always be preserved in the style space (proof can be
found in the appendix). In this case, style transfer results
tend to be smooth and consistent with the content, making
large style patterns hard to transfer. Therefore, in the fu-
ture, we will try to modify the manifold alignment method
to allow transfer of large style patterns. Moreover, more
efficient optimization algorithms will be explored.
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