Let S n be the symmetric group on [n] = {1, . . . , n}. The k-point fixing graph F (n, k) is defined to be the graph with vertex set S n and two vertices g, h of F (n, k) are joined if and only if gh −1 fixes exactly k points. In this paper, we derive a recurrence formula for the eigenvalues of F (n, k). Then we apply our result to determine the sign of the eigenvalues of F (n, 1).
of the k-point fixing graph are integers. However, the complete set of spectrum of F(n, k) is not known. The purpose of this paper is to study the eigenvalues of F(n, k).
Recall that a partition λ of n, denoted by λ ⊢ n, is a weakly decreasing sequence λ 1 ≥ . . . ≥ λ r with λ r ≥ 1 such that λ 1 + · · · + λ r = n. We write λ = (λ 1 , . . . , λ r ). The size of λ, denoted by |λ|, is n and each λ i is called the i-th part of the partition. We also use the notation (µ a 1 1 , . . . , µ as s ) ⊢ n to denote the partition where µ i are the distinct nonzero parts that occur with multiplicity a i . For example, (5, 5, 4, 4, 2, 2, 2, 1) ←→ (5 2 , 4 2 , 2 3 , 1).
It is well known that both the conjugacy classes of S n and the irreducible characters of S n are indexed by partitions λ of [n] . Since S(n, k) is closed under conjugation, the eigenvalue η χ λ (k) of the k-point fixing graph can be denoted by η λ (k). Throughout the paper, we shall use this notation.
The paper is organized as follows. In Section 2, we provide some known results regarding the eigenvalues of F(n, 0). In Section 3, we prove a recurrence formula for the eigenvalues of F(n, k) (Theorem 3.7). In Section 4, we prove some inequalities for the eigenvalues of F(n, 0) which will be used to prove the following Alternating Sign Property (ASP) for F(n, 1): Theorem 1.3. (ASP for F(n, 1)) Let n ≥ 2 and λ = (λ 1 , . . . , λ r ) ⊢ n. In Section 6, we provide a list of eigenvalues of F(n, 1) for small n.
Known results for eigenvalues of F (n, 0)
To describe the Renteln's recurrence formula for F(n, 0), we require some terminology. To the Ferrers diagram of a partition λ, we assign xy-coordinates to each of its boxes by defining the upperleft-most box to be (1, 1) , with the x axis increasing to the right and the y axis increasing downwards. Then the hook of λ is the union of the boxes (x ′ , 1) and (1, y ′ ) of the Ferrers diagram of λ, where x ′ ≥ 1, y ′ ≥ 1. Let h λ denote the hook of λ and let h λ denote the size of h λ . Similarly, let c λ and c λ denote the first column of λ and the size of c λ respectively. Note that c λ is equal to the number of rows of λ. When λ is clear from the context, we will replace h λ , h λ , c λ and c λ by h, h, c and c respectively. Let λ − h ⊢ n − h denote the partition obtained from λ by removing its hook. Also, let λ − c denote the partition obtained from λ by removing the first column of its Ferrers diagram, i.e. (λ 1 , . . . , λ r ) − c = (λ 1 − 1, . . . , λ r − 1) ⊢ n − r. 
with initial condition η ∅ (0) = 1.
To describe the Ku-Wong's recurrence formula for F(n, 0), we need a new terminology. For a partition λ = (λ 1 , . . . , λ r ) ⊢ n, let l λ denote the last row of λ and l λ denote the size of l λ . Clearly, we have l λ = λ r . Let λ − l λ denote the partition obtained from λ by deleting the last row. When λ is clear from the context, we will replace l λ , l λ by l and l respectively. 
The following theorem is called the Alternating Sign Property (ASP) for F(n, 0).
#cells under the first row of λ
The following corollary is a consequence of Theorem 2.2 and 2.3.
Corollary 2.4. For any partition λ = (λ 1 , . . . , λ r ) ⊢ n with r ≥ 2, the absolute value of the eigenvalues of the derangement graph F(n, 0) satisfy the following recurrence:
Recurrence Formula
For each σ ∈ S n , we denote it's conjugacy class by Con Sn (σ), i.e., Con Sn (σ) = {γ −1 σγ : γ ∈ S n }. Let µ ⊢ n be the partition that represents Con Sn (σ). We shall denote the size of Con Sn (σ) by N Sn (µ).
Let A ⊆ S n and α ∈ S n . The set α −1 Aα is defined as
Let 0 ≤ k < n. Each β ∈ S n−k can be considered as an element β of S n by defining β(j) = β(j) for 1 ≤ j ≤ n − k and β(j) = j for n − k + 1 ≤ j ≤ n. The β is called the extension of β to S n . The set of derangements D n−k in S n−k can be considered as a subset of
Let γ ∈ S(n, k). Then γ fixes exactly k elements, i.e., γ(i j ) = i j for j = 1, 2, . . . , k and γ(a) = a for
Hence, the following lemma follows. Lemma 3.1. 
where the product is over all the boxes (a, b) in the Ferrers diagram of λ.
For convenience, let us denote the dimension of λ by f λ , i.e., f λ = χ λ (1). By Lemma 3.1, there are
and σ ki is not conjugate to σ kj in S n−k for i = j. Furthermore,
Note that χ λ (σ) = χ λ (β) for all σ ∈ Con Sn (β). For any β ∈ S n , let ϕ(β) denote the partition of n induced by the cycle structure of β. Let Con Sn (β) be represented by the partition ϕ(β) ⊢ n. Then by Theorem 1.1 and Corollary 1.2, the eigenvalues of F(n, k) are integers given by
where
. We are now ready to state the following lemma which is a special case of [11, Theorem 3.4] . 
Example 3.4. Let n = 7 and λ = (3, 3, 1), then
We shall need the following lemma [22, (7.18) 
Proof. The lemma follows from Lemma 3.5, by noting that
Theorem 3.7. Let 0 < k < n and λ ⊢ n. If the Ferrers diagrams obtained from λ by removing 1 node from the right hand side from any row of the diagram so that the resulting diagram will still be a partition of (n − 1) are those of µ 1 , . . . , µ q , then
Proof. Suppose k = 1. By equation (3),
Note that σ 1i consists of exactly one 1-cycle and ϕ(σ 1i ) = (ν 1 , ν 2 , . . . , ν r ) ⊢ n with ν r = 1,
is the partition of (n − 1) that represents Con S n−1 (σ 1i ). By Lemma 3.3 and Lemma 3.6,
where the last equality follows from equations (2) and (3). Thus, the theorem holds for k = 1.
Suppose k > 1. (We note here that the proof for k > 1 is similar to the proof for k = 1. The reason we distinguish them is to make the proof easier to comprehend.) By equation (3),
Note that σ ki consists of exactly k's 1-cycle and ϕ(σ ki ) = (ν 1 , ν 2 , . . . , ν r ) ⊢ n with ν j = 1 for r − k + 1 ≤ j ≤ r and ν r−k ≥ 2. Let σ ki be the extension of
is the partition of (n − 1) that represents Con S n−1 (σ ki ). Furthermore,
Therefore, by Theorem 1.1,
By Lemma 3.3 and Lemma 3.6,
Hence, the theorem holds for k > 1.
4 Inequalities for the eigenvalues of F (n, 0)
where d 0 = 1. Note that d 1 = 0 and d n > 0 for all n = 1. Furthermore, for n ≥ 3,
Furthermore, equality holds if and only if
Proof. Note that
By Theorem 2.1 and equation (4),
Therefore, it is sufficient to show that
Case 1. Suppose n and p are of same parity (both even or both odd). Then
Note that P R − P L = 0 if and only if p = 1.
Case 2. Suppose n and p are of different parity (one even and one odd). Then d n−p−1 = 0, for n−p = 2. Therefore
Note that P R − P L = 0 if and only if p = 1 or n − p = 1. 
Suppose q ≥ 2. Assume that the lemma holds for q − 1. By Theorem 2.1,
By Theorem 2.3, sign(η λ (0)) = (−1) q and sign((m − 1, q − 1)) = (−1) q−1 . Thus,
Similarly, by Theorem 2.1 and 2.3, 
(by equation (6))
This complete the proof of the lemma. 
Furthermore, equality holds if and only if q = 1, m = 2 and k = t.
Proof. We shall prove by induction on q. Suppose q = 1. Then by Corollary 2.4, |η (q,q t ) (0)| = t and
Furthermore, equality holds if and only if k = t.
for all m ′ > q − 1 and k ≥ t ≥ 1.
By Corollary 2.4,
Similarly,
By induction, for 1 ≤ j ≤ t,
Note that m ≥ 3 and
Proof. We shall prove by induction on q. Suppose q = 1. Then by Corollary 2.4,
Suppose q ≥ 2. Assume that the lemma holds for q − 1. By Corollary 2.4,
This complete the proof of the lemma. (6),
By Theorem 2.3, sign(η λ (0)) = (−1) kq , sign(η (m−1,(q−1) k−1 ,q−1) (0)) = (−1) k(q−1) and sign(η ((q−1) k−1 ,q−1) (0)) = (−1) (k−1)(q−1) . Therefore,
By Lemma 4.4,
Therefore,
It then follows from Lemma 4.3 that
This complete the proof of the lemma.
Proof. If r = 0, then the lemma follows from Lemma 4.2 or 4.5, depending on whether k = 1 or k ≥ 2. Suppose r ≥ 1. Then q ≥ 2, for q > α 1 ≥ 1. We shall prove by induction on α 1 .
By Lemma 4.2 or 4.5, Similarly,
By Lemma 4.2 or 4.5,
By induction, for 1 ≤ j ≤ r,
The following lemma is obvious.
where the last inequality follows from c i > d i and Lemma 4.7. Proof. Suppose q = 1. Then r = 0 and the theorem follows from Lemma 4.1. Suppose q ≥ 2. By Lemma 4.6 and 4.8,
This complete the proof of the theorem.
Proof of Theorem 1.3
Proof. Suppose the Ferrers diagrams obtained from λ by removing 1 node from the right hand side from any row of the diagram so that the resulting diagram will still be a partition of (n − 1) are those of µ 1 , . . . , µ s . Then by Theorem 3.7, Suppose λ 1 = m + 1 > λ 2 = q. Note that we may write
where r ≥ 0, k ≥ 1, m ≥ q ≥ 1, and q > α 1 . Let
By Theorem 2.3, sign(η µ 1 (0)) = |λ| − λ 1 and sign(η µ j (0)) = |λ| − λ 1 − 1 for j ≥ 2. This implies that
Furthermore, equality holds if and only if
i.e., λ = (2, 1 n−2 ) or (n − 1, 1). Note also that when this happens, we have s = 2 and η λ (1) = 0. For
6 Eigenvalues Table for F (n, 1) 
