In this paper a fixed design regression model where the errors follow a strictly stationary process is considered. In this model the conditional mean function and the conditional variance function are unknown curves. Correlated errors when observations are missing in the response variable are assumed. Four nonparametric estimators of the conditional variance function based on local polynomial fitting are proposed. Expressions of the asymptotic bias and variance of these estimators are obtained. A simulation study illustrates the behavior of the proposed estimators.
Introduction
In recent years, the estimation of the conditional variance function in regression models has gained interest. In the nonparametric approach, the regression function and the corresponding conditional variance function play a crucial role, both being totally unknown. In this article we will focus only on the estimation of the conditional variance function. This estimation is important in many contexts, primarily the estimation itself, or any contrast about it's form, for example, a contrast of homoscedasticity. Its estimation is also important in the construction of confidence intervals for the regression function, in the estimation of any smoothing parameter,...etc, where a pilot estimation of the conditional variance is generally required. In the literature there are several basic references of interest on the nonparametric estimation of the variance, for example the book of Carrol and Ruppert [5] , and some works of Dette et. al. ([8] , [9] ). Of course, there are numerous applications extending from the classical examples of quality control (Box, [3] ) to the more recent works in finance, where the variance function is referred to as volatility function (see for example Shephard, [32] ).
In the nonparametric context estimation, two major classes can be distinguished: the estimators based on the differences and those based on the residuals.
Examples of difference-based kernel estimators are found in the works of Rice [29] , Gasser et al. [13] , Müller and Stadtmüller [26] , Hall et al. [18] , etc. Dette et al. [8] , among others, compare several of these variance estimators in nonparametric regression. In the literature there are also contributions of other types of smoothers, like in the work of Antoniadis and Lavergne [2] , where, based on a previous work of Muller and Stadmuller [26] , the nonparametric estimation is generalized to wavelet-type methods.
Examples of the alternative residual-based kernel estimators are found in Hall and Carrol [17] , Neumann [27] , Ruppert et al. [30] and Fan and Yao [11] , among others.
Recently, new ideas are found in the literature. The papers of Ziegelman [38] for the volatility function estimation, or the studies based on ideas of local likelihood assuming independent and identically-distributed Gaussian errors, as in Yu and Jones [37] are clear examples of the interest in the topic.
By other way, most of the statistical methods are designed for complete data sets and problems arise when missing observations are present, which is a common situation in biomedical, environmental or socioeconomic studies, for example. Classic examples of missing observations are found in the field of social sciences with the problem of non-response in sample surveys (Särndal and Lundström, [31] ), in clinical studies (Molenberghs and Kenward, [25] ), in genetics (Meng, [24] ), etc. The statistical inference with missing data has special interest in recent years; in the nonparametric context, are the papers of González Manteiga et al. ([14] , [15] , [16] ) and Pérez González et al. ( [28] ); in semiparametric modelling, as in the recent work of Tsiais [33] , in longitudinal data (Daniels and Hogan, [7] ), in small-area estimation (Longford, [21] ), etc.
The heteroscedastic regression models are important in practice because many scientific studies with local variability of the data can be explained by these regression models. In this case, the estimation of the conditional variance function is important and it is the objective of this article. Nonparametric methods are appropriate tools used to estimate a function and the Local Polynomial Regression (LPR) estimator is an attractive technique used to estimate the regression function with good theoretical and practical properties. There are many studies on the local polynomial fitting, an extensive study can be found in Fan and Gijbels [10] .
In many situations the independence of data assumption cannot be assumed, for example, in regression models that arise in economic studies, in the analysis of growth curves and usually in situations in which data are collected sequentially over time, for example, in the study of time series with deterministic tendency.
In this paper, the heteroscedastic regression model with fixed design is considered and the aim is to introduce nonparametric estimators of the conditional variance function using local polynomial fitting when the errors are correlated and there are missing observations in the response variable.
Two nonparametric variance function estimation methods in a regression model are worth noting. Given the regression model
where ε is the error of zero mean. The first method uses the decomposition V ar ( Y | x) = E ( Y 2 | x) − (E ( Y | x)) 2 , to estimate the conditional variance applying nonparametric estimators to the regression functions:
are estimated from a nonparametric fit (r t ), and then the variance estimator is defined as the nonparametric estimator of the regression function E (r| X) from the sample {(x t ,r t ) : t = 1, . . . , n} . These nonparametric estimations can be obtained, for example, by using the Local Polynomial Regression estimator, although they can also be generalized to any linear smoother (e.g., smoothing splines, kernel estimator, wavelet, etc.). These two techniques have been used for dependent data by Härdle and Tsybakov [19] and Fan and Yao [11] , respectively, in a context of random design with complete data. Later, Vilar-Fernández and Francisco-Fernández [34] studied the asymptotic behavior of both methods using the Local Polynomial Regression estimator in a fixed design.
However, when the sample has missing observations in the response variable, two strategies can be followed mainly. The first one only uses complete observations, giving a simplified estimation. The second one is based on the techniques of simple imputation already used by Chu and Cheng [6] or González-Manteiga and Pérez-González [14] . This estimation method, that we will refer to as imputed estimation consists in using the simplified estimator to estimate the missing observations of the response variable and then applying the estimator for complete data to the completed sample. Recently Pérez-González et al. [28] studied the local polynomial regression with imputation in a context of fixed design with correlated errors and missing data in the response variable.
By combining the two methods to estimate the conditional variance function (Härdle and Tsybakov [19] and Fan and Yao [11] ) with the two strategies to follow in the estimation with missing observations (simplified and imputed), four estimators of the conditional variance function are obtained. These estimators are studied in this paper from an asymptotic statistical viewpoint.
The organization of the work is as follows. In Section 2, four estimators for the conditional variance v(x) = s 2 (x) are introduced. In Section 3, expressions of the asymptotic bias and variance of the defined estimators are obtained. The extension to the multivariate case is studied in Section 4. A simulation study is showed in Section 5. The conclusions are presented in Section 6 and finally, a sketch of the proofs of the asymptotic results is given in the Section 7.
The nonparametric estimators
Let us consider the fixed regression model where the functional relationship between the design points, x t,n , and the responses, Y t,n , can be expressed as
where m(x) and s(x), with s(x) > 0, are "smooth" functions defined in [0, 1] , without any loss of generality. The errors ε t,n , 1 ≤ t ≤ n, are a sequence of unobserved random variables with E(ε t,n ) = 0 and E(ε 2 t,n ) = 1. We assume, for each n, that {ε 1,n , ε 2,n , ..., ε n,n } have the same joint distribution as {ε 1 , ε 2 , ..., ε n }, where {ε t , t ∈ Z} is a strictly stationary stochastic process. Hence, it is assumed that the errors of the model can be in general dependent.
Also, it is assumed that the design points x t,n , 1 ≤ t ≤ n, follow a regular design generated by a density f , that is, for each n, the design points are defined by
where f is a positive function, defined in [0, 1] and its first derivative is continuous. To simplify the notation, we will not use n in the subindexes, that is, we will write x t , Y t and ε t . The response variable Y can have missing data. To check whether an observation is complete ((x t , Y t ) ∈ R 2 ) or not ((x t , ?)), a new variable δ is introduced into the model as an indicator of the missing observations. Thus, δ t = 1 if Y t is observed, and zero if Y t is missing for t = 1, ..., n.
Following the patterns in the literature (see Little and Rubin [20] ), we need to establish whether the loss of an item of data is independent or not of the value of the observed data and/or the missing data. In this paper we suppose that the data are missing at random (MAR), i.e.:
p being a positive function, defined in [0, 1] and its first derivative is continuous. We suppose that the variables {δ t } with 1 ≤ t ≤ n, are independent. In this Section, four estimators of the conditional variance function are introduced. Each uses LPR techniques, although different approaches are followed for their construction. Due to the simple decomposition
whereĝ n (x) is an estimator of
. A first estimator arises from using estimators,m n (x) andĝ n (x), based on the LPR estimator computed from only complete observations. So, assuming that the (p 1 +1)th derivatives of m(x) and g(x) exist and are continuous, local polynomial fitting permits estimating the parameter vectors
T , where γ j (x) = g (j) (x)/(j!), with j = 0, 1, . . . , p 1 by minimizing, respectively, the functions
and
where
. . .
1,n u , K 1 being a kernel function and h 1,n the smoothing parameter.
Assuming the invertibility of the matrix X T 1,n W δ 1,n X 1,n , the following estimators are obtained
In the calculation ofβ β β S,n (x) andγ γ γ S,n (x) given 3 and 4, respectively, the missing terms of Y n and Y 2 n can be substituted by 0. Now, the estimatorv S1,n (x) of v(x) is defined aŝ
where e 1 is the (p 1 + 1) × 1 vector having 1 in the first entry and all other entries being 0. For the case of complete data (p(x) = 1) this estimator was studied by Härdle and Tsybakov [19] with the random regression model and by Vilar-Fernández and Francisco-Fernández [34] with fixed design. The estimatorm S,h 1 (x) = e T 1β β β S,n (x) is the simplified estimator of the regression function studied by Pérez-González et al. [28] in a context of correlated errors when observations are missing in the response variable.
Using the relation (2), a second estimator (imputed estimator) is computed in two steps. In the first step, the simplified estimator of m(x) with degree p 0 , kernel K 0 and smoothing parameter h 0,n ,m S,h 0 (x), is used to estimate the missing observations. Thus, the sample
is completed, where
. Now, the simplified estimator computed in (5) is applied to the data
with degree p 1 , kernel K 1 and smoothing parameter h 1,n . The expression of this estimator iŝ
In those points x where v(x) is close to 0, the estimators defined in (5) or (6) could be negative. In those cases,v S1,n (x) orv I1,n (x) is defined as 0.
Following Fan and Yao [11] , an alternative method of estimation of the volatility function v(x) is based on the relation v(x) = E ( r| x) where r = (Y − m(X)) 2 and one estimator of v(x) can be computed in two steps. First, nonparametric residuals are obtained (using, for instance,m S,h 0 , the LPR estimator, with degree p 0 , kernel K 0 and bandwidth h 0,n ), squaring them results:
In a second step, the estimator of v(x) is defined as the LPR estimator with degree p 1 , kernel K 1 and bandwidth h 1,n , using {r t } n t=1 as the response variables. So, the new estimator of the volatility function considered is defined byv
whereR n = (r 1 , . . . ,r n ) T . The missing terms ofR n can be substituted by 0 in the calculation of the estimatorv S2,n (x), given in (8) .
The estimatorv S2,n (x), for the case of complete data, was studied in a setup of dependence by Fan and Yao [11] with random regression model and by Vilar-Fernández and Francisco-Fernández [34] with fixed design.
The fourth proposed estimator of v(x) is obtained using the same method but, in this case, in a first step, the missing nonparametric residuals are estimated. For this, once the nonparametric residuals are calculated (30) , the unobserved residuals are imputed using LPR with degree p 1 , kernel K 1 and bandwidth h 1,n in the sample {(x t ,r t ) : δ t = 1}. Then, it is obtained thatr
Finally, the estimator of the conditional variance function is computed, applying LPR with degree p 2 , kernel K 2 and bandwidth h 2,n to the data {(x t ,r t )} n t=1 . The expression of this estimator iŝ
whereR n = (r 1 , . . . ,r n ) T and e 2 , X 2,n and W 2,n are defined as e 1 , X 1,n and W 1,n , respectively, changing p 2 , K 2 and h 2,n by p 1 , K 1 and h 1,n , respectively.
Asymptotic properties
In this Section asymptotic expressions for the bias and variance of the four estimators of the conditional variance function defined in (5), (6), (8) and (9) are obtained.
We assume that the (p + 1)th derivatives of m(x) and g(x) exist and are continuous, where p = max {p r : r = 0, 1, 2} , and the invertibility of the matrix X T r,n W r,n X r,n and X T r,n W δ r,n X r,n , r = 0, 1, 2.
The following assumptions will be needed in our analysis:
A.1. Kernel functions K r , r = 0, 1, 2 are symmetric densities, with bounded support, and Lipschitz continuous.
A.2. The bandwidth h r,n satisfies that h r,n > 0, h r,n ↓ 0, nh r,n ↑ ∞, where r = 0, 1, 2.
A.3. The errors {ε t } satisfy E (ε
The following notation will be used. Let S r andS r , r = 0, 1, 2, (p r + 1) × (p r + 1) arrays whose (i + 1, j + 1)th elements are, respectively, µ i+j (K r ) and
By assumption A1, S r andS r are positive definite, and therefore, nonsingular. Also, we denote µ µ µ r = (
where M r (u) is the same array as S r , except that the (p r + 1)th row is replaced by (1, u, . . . , u pr ) T .K r is p r th-order kernel as defined by Gasser et al. [12] . Theorem 1. If assumptions A1, A2 and A3 are fulfilled, for every x ∈ (h 1,n , 1 − h 1,n ), we have
= h
If Assumptions A1, A2 and A3 are fulfilled, for every x ∈ (s n , b n ) where s n = max{h 0,n , h 1,n } and
In the asymptotic expression for the variance, three cases are considered:
• If
To establish the asymptotic bias and variance of estimators v S2,n (x) and v I2,n (x), the following additional assumptions are necessary:
A.5. The process of the random errors {ε t } has a moving average MA(∞)-type dependence structure, ε t = ∞ i=0 φ i e t−i , with kurtosis of the white noise {e t } being equal to 0.
.
ii. h
. Theorem 3. If Assumptions A1-A5 and A6.i are fulfilled, for every x ∈ (s n , b n ) where s n = max {h 0,n , h 1,n } and
The asymptotic bias and variance of the imputed estimator obtained by the second method are established in the following theorem. 
+ h
Remarks
• The conditions of dependence given in Assumption A.3. and A.4. are very general and a large class of stationary processes have MA(∞) representation and satisfy these conditions (see Brockwell and Davis, [4] ).
• As observed in Theorems 1-4, the existence of missing observations has no influence on the bias of simplified estimators, v S·,n , but it has influence on the bias of imputed estimators, v I.,n , through the term q(x). The existence of missing observations has influence on the variance of the four proposed estimators. On the variance of simplified estimators, v S·,n , through the term
p(x) 2 and on the variance of imputed estimators, v I·,n , through terms of the type
The asymptotic variance of the simplified estimators, v S·,n , decreases when p(x) increases and takes the lowest value when p(x) = 1, that is, for the case of complete data. For the imputed estimators, v I1,n and v I2,n , this property is verified directly for the case
respectively. In the cases h 1,n = ξh 0,n and h 2,n = ηh 1,n , behavior is more complex and depends on the values of parameters ξ and η and of the convolutions of the kernels.
• The expressions of bias and variance of simplified estimators, v S·,n (x), given in Theorems 1 and 3 generalize those obtained by Vilar-Fernández and Francisco-Fernández [34] for the case of complete data (p(x) = 1) under dependence.
• The dependence of the observations has influence in the leading term of the variance of the four proposed estimators, but not in the leading term of the bias. This influence is caused by the term
When the errors follow an AR(1) process, ε t = ρε t−1 + e t , with normal distribution, the value of d (ε) has the following form:
So, the asymptotic variance of four estimators, v ··,n increases when the dependence increases, that is, when |ρ| goes to 1.
• From Theorems 1 and 3, a comparison between v S1,n (x) and v S2,n (x) is possible if the same bandwidth (h n ) and kernel (K) are used in both estimators, v S1,n (x) and v S2,n (x) have the same asymptotic variance but the bias of v S1,n (x) has one more term than the bias of v S2,n (x). This is
For the case of p = 1, its follows that, ∆ = 2 (m (x)) 2 > 0. Therefore, the bias of v S1,n (x) is greater than the bias of v S2,n (x).
From Theorems 2 and 4, the same comparison between v I1,n (x) and v I2,n (x) can be done. As a consequence, it can be deduced that it is preferable to use type 2 estimators, v 2,n (x), based on Fan and Yao [11] than type 1 estimators, v 1,n (x), based on Härdle and Tsybakov [19] .
The same thing was happening in the case of complete data, in the work of Vilar-Fernández and Francisco-Fernández [34] .
• From Theorem 4 it is deduced that the two smoothing parameters, h 1,n and h 2,n , used to calculate the imputed estimator v I2,n (x) have influence on the expressions of the bias and asymptotic variance. In the case h 1,n h 2,n → 0, if p 1 = p 2 , the second summand of the bias of v I2,n (x) is asymptotically null with respect to the first since h 1,n = •(h 2,n ). Hence, in this case, the imputed estimator v I2,n (x) and the simplified estimator v S2,n (x) have the same asymptotic mean squared error (AM SE).
In the case h 1,n h 2,n → ∞, if p 1 ≤ p 2 , the first summand on the right side of Eq. (19) is the dominant term of the bias, and there, the bias of estimator v I2,n (x) is greater than that of v S2,n (x), but in this case the variance of v S2,n (x) is greater than that of v I2,n (x). If the case of the bias is negligible, the imputed estimator is better than the simplified estimator. In other cases, the behavior depends on the bias-variance trade-off.
From the above, it is deduced that the imputed estimator v I2,n (x) gives good results if h 2,n = ηh 1,n is chosen. From Theorems 1 and 2, the same argument can be used to compare the two type 1 estimators: v S1,n (x) and v I1,n (x).
• From Theorems 1-4 the AMSE of the four estimators proposed can be computed. Using p r = 1 and K r = K, r = 0, 1, 2, the following expressions are obtained:
For v S1,n (x), we have
For v I1,n (x) , making h 1,n = ξh 0,n , we have
For v S2,n (x), we have
• In a context of independence of the observations, the results of Theorems 1-4 and the expressions obtained in (23)-(26) are valid with
• From expressions (23)- (26) , plug-in selectors of smoothing parameter can be obtained. For instance, using the estimator v I2,n (x) with p r = 1 and K r = K, r = 0, 1, 2 and h 2,n = ηh 1,n and considering h 1,n = ϕn −1/5 as the usual selection, plug-in selections of η and ϕ can be obtained as values that minimize one estimation of function AM SE ( v I2,n (x) |δ δ δ) = AM SE (η, ϕ) . This estimation AM SE (η, ϕ) is obtained when substituting in (26) the values of v (2) (x) , c δ (ε) , p(x) and f (x) for estimations of these (for more details, see Pérez-González et al. [28] ). Similar reasonings can be used in the remaining estimators.
• It is interesting to study the effect of mean on nonparametric estimators for the variance function, in particular, when the mean is rough (see (Wang at al. [36] )). In this paper two estimators for the variance have been considered,v 1,n (x) andv 2,n (x). From Theorems 1-4 can be observed that the rates of convergence are affected neither by the dependence of the observations nor by the imputation in the important case of the two bandwidth parameters are of the same order (h 1,n = ξh 0,n ). So, we discuss the case of the simplified estimators.
When m is not differentiable, the first estimator,v S1,n (x), based on the
2 x , one approximation of the same order can obtained using equivalent kernels:
where ω t are the weights of the equivalent kernel. The lack of smoothness could lead to a estimator with minimal bias for m (m S,h 0 ), for example,m S,h 0 (x t ) = Y t+1 . This estimator achieves the rate of minimax squared error, as was pointed out in Wang at al. [36] .
• Recall that the correlation does not change the rates of convergence.
If the usual selection of bandwidths h 1,n = ξh 0,n and h 2,n = ηh 1,n for v I1,n and v I2,n is considered, then an unique bandwidth h n fixing the rate of convergence. For p r = 1 and K r = K, r = 0, 1, 2, we obtain:
where C 1 and C 2 are constants.
The optimal bandwidth that minimizes the AMSE leads the rate n 
Extension to the multivariate design case
In this section we extend the previous results to the multidimensional setting. Therefore, consider now that the design points of the regression model x t,n are R d -valued. In order to extend the variance nonparametric estimators defined in Section 2, we will use the multivariate local polynomial kernel regression with fixed design and correlated errors. Masry ([22] , [23] ) analyzed the estimation of the multivariate regression function for time series by local polynomial fitting with complete data. On the other hand, Gonzalez-Manteiga and Pérez-Gonzalez [14] studied the asymptotic behavior of the multivariate local linear regression with missing data in the response variable and random design.
We consider the following regression model
The design points x t = (x 1,t , ..., x d,t ) , 1 ≤ t ≤ n, follow a regular design generated by a multidimensional density f . So, for each n, the design points are defined by
where f is a positive function, defined in I 1 × I 2 × ...I d and its first partial derivatives are continuous. In this section, we consider the local linear estimators, i.e. p i = 1 for i = 0, 1, 2. The extension to a local polynomial estimator with degree greater than one could be obtained using similar techniques to those used in Masry ([22] , [23] ).
The extension to the multivariate case of the estimatorsv S1,n (x) and v I1,n (x), given in (5) and (6), respectively, can be obtained in the following way. Let
with
1,n u , where the kernel function K is ddimensional and H 1,n is the bandwidth matrix, which is assumed to be invertible. Assuming the invertibility of X T n W δ 1,n X n , the multidimensional estimators of m and g are respectively:
Then, the multivariate estimatorv S1,n (x) of v(x) is defined as in (5)
For the imputed version, we use the multivariate simplified estimator of m(x) with kernel K 0 and smoothing matrix H 0,n ,m S,H 0,n (x) to estimate the missing observations. Thus, the sample
. Finally, the multivariate simplified estimator is applied to the completed data
with kernel K 1 and smoothing matrix H 1,n . The expression of the imputed estimator iŝ
n , with W 1,n is the same as W δ 1,n with δ i = 1 ∀i. Now, the extension to the multivariate case of the estimatorsv S2,n (x) and v I2,n (x), given in (8) and (9),respectively, is considered.
First, nonparametric residuals are obtained (using, for instance,m S,H 0,n , the multivariate estimator of m, with degree 1, kernel K 0 and bandwidth matrix H 0,n ),
is not observed , if δ t = 0 , t = 1, 2, . . . , n.
As in the univariate case, the estimator of v(x) is defined as the LLR estimator with kernel K 1 and bandwidth matrix H 1,n , considering {r t } n t=1 as the response variable. The multivariate estimator of the variance function is defined byv
whereR n = (r 1 , . . . ,r n ) T . For the imputed version, the unobserved residuals are imputed using the multivariate estimatorv S2,n (x) with kernel K 1 and bandwidth matrix H 1,n in the sample {(x t ,r t ) : δ t = 1}. This is,
Now, the estimator of the conditional variance function is computed applying LLR with kernel K 2 and bandwidth matrix H 2,n to the data {(x t ,r t )} n t=1 . The expression of this estimator iŝ
whereR n = (r 1 , . . . ,r n ) T and W 2,n is defined as W 1,n , changing K 2 and H 2,n by K 1 and H 1,n , respectively.
Our next task is to investigate the asymptotic mean squared error of the four multivariate estimators presented before.
In this section we use the same notation as in Section 3, but taking into account that the kernel functions, K i , are multidimensional and that LLR estimators are used in all smoothing processes.
We assume that the 2th partial derivatives of m(x) and g(x) exist and are continuous, and that the first partial derivatives of f (x) and p(x) exist and are continuous. Also the following assumptions will be needed in our study. If assumptions MA.1, MA.2 and A.3 are verified, then the AMSE of the multivariate estimators of the conditional variance, v S1,n (x) and v I1,n (x) defined in (28) and (29), respectively, are obtained.
MA.1 Kernel functions
For the multivariate simplified estimator, v S1,n , we have
For the multivariate imputed estimator, v I1,n , we have to distinguish three cases according to the asymptotic behavior of the smoothing matrices:
•
To establish the AMSE of the multivariate estimators of the conditional variance based on Fan and Yao [11] , v S2,n and v i2,n , defined in (31) and (32), respectively, the following additional assumption is necessary:
If Assumptions MA.1, MA.2, MA.3.i, A3, A4 and A5 are fulfilled, the following expression for the AMSE of the multivariate simplified estimator v S2,n is obtained,
Finally, for the multivariate imputed estimator v I2,n three cases are considered as in the onedimensional case.
Under Assumptions MA.1, MA.2, MA.3.ii, A3, A4 and A5 we have:
Remark
The smoothing matrix selection is a very interesting problem in this context. Therefore it is important to dispose of an automatic selection method of H 0,n and H 1,n to compute the imputed estimator v I1,n (29), of H 1,n and H 2,n in v I2,n (32), or for the simplest cases of the simplified estimators v S1,n and v S2,n . One possibility is to choose H i,n using a generalized bootstrap method extending the paper of González-Manteiga et al. [15] .
For example, the algorithm to obtain H 1,n and H 0,n for v I1,n , would be as follows: a) Calculate the standardized residuals:
being H 1,n and H 0,n pilot bandwidth parameters and m I, e H 1,n , e H 0,n interested in comparing the simplified and imputed versions of the estimatorŝ v 1,n (v S1,n andv I1,n ) andv 2,n (v S2,n andv I2,n ). For this purpose, we use the complete data estimators as reference (v C1,n andv C2,n ). The simulation study was carried out using a local linear smoother (p r = 1 for r = 0, 1 and 2) in all cases. We consider a fixed design model in the interval [0, 1] , with equispaced data and with random errors following an AR(1) process
with e t following a N (0, 1) distribution. The regression function considered is m (x) = sin (πx), and the variance function considered is s (x) = 0.5x for Model 1 and s (x) = sin (πx) for Model 2. The missing data model (1) is p (x) = 0.8 exp (−x 2 ) . The kernel function used is the quartic kernel in any case, K(u) = K r (u) = 15 16 (1 − u 2 ) 2 if |u| ≤ 1 for r = 0, 1 and 2.
a) The effect of dependence To study the influence of the dependence of the observations, different degrees of dependence were considered, specifically, the following correlation coefficient values were used for ρ : ρ = −0.5, −0.25, 0, 0.25, and 0.5.
In the first part of the study the global smoothing parameters needed for the estimators were estimated. For this, the Mean Integrated Squared Error, MISE, was considered as error criterion. Three hundred samples, of size 100, of the previous models were generated, and the MISE value was approached by Montecarlo for each smoothing parameter value taken over a grid of size 50 of interval (0, 1). For the estimatorv I2,n (x) defined in (9) we need three bandwidth parameters, in these simulations we use the bandwidth h 0 obtained to estimate the residuals in the simplified estimator,v S2,n (x). So, for the imputed estimator,v I2,n (x), only the columns of bandwidths h 1,n and h 2,n appear. Once the optimal bandwidths are obtained, the estimation of the conditional variance function was carried out on another 1000 different samples. For these samples, the Mean Squared Error and the MISE were estimated. To compare the simplified and the imputed estimators we computed the efficiency of the latter in the following way:
obtaining the values of the last column of Tables 2 and 4 .
First, Table 1 shows the values obtained for the optimal global smoothing parameters approximated by Montecarlo, for each correlation coefficient value (ρ) for Model 1.
INSERT Table 1 ABOUT HERE.
For this model the variance function is close linear in (0, 1), we use local linear smoothers and, therefore, the bandwidth is 1 for the estimatorsv S2,n (x) andv I2,n (x). It is apparent how the missing data imply an increase in the smoothing parameter for the estimatorsv 1,n (x) and for the bandwidth of the residuals (h 0 ). Since we use local linear smoothers, for this model, the bias is nearly negligible, hence, for the imputed estimator, the best case is when h 1,n /h 0,n tends to zero, because here the variance of the imputed estimator is lower than that of the simplified estimator. We can see this bandwidth selection for the imputed estimatorv I1,n (x).
Observing the values obtained for the MISE, we see that as |ρ| increases, the value of the MISE increases drastically for the four estimators defined. In this case the estimators based on the second method,v 2,n (x), behave better than the estimators based on the first method,v 1,n (x). But the imputed estimatorv I2,n (x) does not improve the results of the simplified estimator v S2,n (x) because the conditional variance function is close linear.
INSERT Table 2 ABOUT HERE.
What follows are the results obtained for Model 2. In this case, we observe how the bandwidth increases as long as the value of |ρ| increases. For this model the imputation method shows good performance, in all cases being better than that of the simplified estimator. This is due to the fact that the conditional variance function is far from be linear and previously using an adequate imputation improves the estimations. It is very important to note than the efficiency of the imputed estimators grows as long as the value of |ρ| increases.
INSERT Table 3 ABOUT HERE.  INSERT Table 4 ABOUT HERE.
As in the context of having complete data, the estimators based on second method,v 2,n (x), have better behavior than the estimators based on the first method,v 1,n (x). MISE values ofv 2,n (x) are lower than those ofv 1,n (x). Hence, in the following figures, we focus on the estimators based on the second method:v S2,n (x) (simplified version) andv I2,n (x) (imputed version). Figure 1 shows the quotient between the Mean Squared Errors for imputed (v I2,n (x)) and simplified (v S2,n (x)) estimators, for Model 2 with correlation ρ = −0.5, 0, and 0.5. It is interesting to observe that, in this model, in the case of uncorrelated data (ρ = 0) , the behavior of both estimators, simplified and imputed, is very similar. However, in the other two cases (under dependence) the estimatorv I2,n (x) considerably improves the estimator v S2,n (x).
INSERT Figure 1 ABOUT HERE. Figures 2, 3 and 4 show the boxplots of the MSE for the estimators the estimatorsv S2,n (x) andv I2,n (x) for Model 2 with ρ = −0.5, 0, and 0.5. As expected, as correlation, |ρ| , increases, the MSE also increases. The complete data case has the best behavior in all cases and the imputed estimator performs better than the simplified estimator when there is dependence, ρ = −0.5, and 0.5, and the behavior is similar when ρ = 0. b) The effect of the missing data model We were also interested in studying the behavior of the estimators for different missing data models. Hence, we performed more simulations for Model 2 with the following missing data models (1): Table 5 shows the efficiency of the imputed version with respect to the simplified version of Härdle and Tsybakov [19] (v 1,n ) and Fan and Yao [11] estimators (v 2,n ), for the previous missing data models.
INSERT Table 5 ABOUT HERE.
We can see that as the probability of to be observed (p (x)) decreases, the efficiency of the imputed estimator increases. Even when the model is missing completely at random (p 4 ), the behavior of the imputed estimator is better with respect to the simplified for the estimators obtained by the two methods proposed under dependence. These results corroborate the hypothesis that an adequate imputation improves the estimation.
Conclusions
In this article we have proposed four nonparametric estimators of the variance function when there are missing observations in the response variable. We derived the asymptotic results when the errors are correlated. The proofs for the context of independence can be obtained as a particular case. The estimators have been obtained using the complete subsample (simplified) and the completed sample (imputed) in the Härdle and Tsybakov [19] and Fan and Yao [11] estimators.
The estimators based in Fan and Yao [11] perform better than the Härdle and Tsybakov [19] . This also happened in the complete data case (VilarFernández and Francisco-Fernández [34] ). The dependence has influence in the variance of the proposed estimators, the imputed versions perform better as long as the dependence grows. By other way, the missing data model (1) has influence in the bias and in the variance of the estimators. The simulation results for the estimators based in Fan and Yao [11] show that the imputed estimator improves with respect to the simplified estimator as long as the probability of to be observed decreases.
The four estimators are consistent, but the good performance in the simulations of the imputed version of Fan and Yao [11] estimator, leads us to believe this estimator to be the best choice to estimate the variance function when there are missing responses.
Proofs
In this section, we sketch proofs of the results presented in Section 3. Throughout this section, notation A ≈ B denotes A = B(1 + • (1)).
Proof of Theorem 1 From (5) we deduce
From (33) and Theorem 1 of Pérez-González et al. [28] , we obtain
Again, using Theorem 1 of Pérez-González et al. [28] and the same type of arguments as in the proof of this theorem, we obtain
≈ h
From definition of p r th-order kernelK r , given in (10), we have
Using (35) and (36) we obtain the bias of v S1,n (x) given in (11) . Taking into account (33) to obtain the variance of v S1,n (x) we need to compute: V ar(β β β S,n (x)|δ δ δ), V ar(γ γ γ S,n (x)|δ δ δ) and Cov(β β β S,n (x),γ γ γ S,n (x)|δ δ δ). Using Proposition 2 of Pérez-González et al. [28] and similar arguments, we deduce
+o p 1 nh 1,n 1 ,
Finally, taking into account
from (33), (37), (38) , (39) and (40) we obtain the variance of v S1,n (x) given in (12) .
Proof of Theorem 2
From the definition of the estimator v I1,n (x) given in (6) we have
Using Theorem 3 of Pérez-González et al. [28] we obtain that the third summand of the right side of (34) is asymptotically null with respect to the other summands. Then, taking into account thatβ β β I,n andγ γ γ I,n are imputed estimators of regression functions and their derivatives, using this Theorem and similar arguments, we have
1,n ) . From (41), (42),and (43) and using (36) , the bias of v I1,n (x) given in (13) is obtained.
To obtain V ar ( v I1,n (x) |δ δ δ) , we will use the following asymptotic equality,
therefore, it is necessary to obtain V ar(β β β I,n (x)|δ δ δ), V ar(γ γ γ I,n (x)|δ δ δ) and Cov(β β β I,n (x),γ γ γ I,n (x)|δ δ δ). For this, the same method as that used in the proof of Theorem 3 of Pérez-González et al. [28] is followed. For simplicity, only the most important case in which h 1,n = ξh 0,n will be considered. The other cases follow similar calculations. In this case, we have
1 and let us denote Z andZ to the arrays whose (i, j)th elements, i, j = 1, . . . , p 1 + 1, are
+o p 1 nh 1,n 1 .
From (44), (45), (46) and (47) and using the following equations
the expression of the asymptotic variance of the imputed estimator, v I1,n (x) (14) , is obtained.
Proof of Theorem 3
The proof is similar to that of Theorem 3.3. of Vilar-Fernández and Francisco-Fernández [34] where the asymptotic properties of the estimator v S2,n (x) are obtained for the case of complete data. The basic idea is the following: let u i be the n × 1 vector having 1 in the i−th entry and all other entries being 0. Proposition 1 of Pérez-González et al. [28] and simple calculations lead to
,n u i are the weights associated to a local polynomial fitting with degree p 1 , and
Terms Γ 11 and Γ 133 provide the bias of v I2,n (x) ,terms Γ 12 , Γ 131 , Γ 132 its variance and two rest terms remaining Γ 2 and Γ 3 are asymptotically negligible.
Following a similar approach to that used in the proof of Theorem 3, we can deduce that
From (51) and (52) the expression of asymptotic bias of the estimator v I2,n (x) , given in (19) , is obtained.
The term Ψ = Γ 12 + Γ 131 − Γ 132 provides the variance of v I2,n (x) . We have
Therefore, E(Ψ|δ δ δ) = 0. Using Taylor expansions, typical approximations of sums by integrals and similar calculations, we can deduce:
Finally, using the consistency of estimatorm S,h 0 (x t ) and Assumption A.6., we obtain
2,n ). Now, from (53) the asymptotic variance of v I2,n (x) is obtained. Table 5 . Efficiency of the imputed with respect to the simplified of Härdle and Tsybakov [19] estimators (v 1,n ) and Fan and Yao [11] estimators (v 2,n ), for Model 2 and for missing data models p 1 , p 2 , p 3 and p 4 . 
