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Abstract— Multi-UAV systems are safety-critical, and guar-
antees must be made to ensure no unsafe configurations occur.
Hamilton-Jacobi (HJ) reachability is ideal for analyzing such
safety-critical systems; however, its direct application is limited
to small-scale systems of no more than two vehicles due to an
exponentially-scaling computational complexity. Previously, the
sequential path planning (SPP) method, which assigns strict
priorities to vehicles, was proposed; SPP allows multi-vehicle
path planning to be done with a linearly-scaling computational
complexity. However, the previous formulation assumed that
there are no disturbances, and that every vehicle has perfect
knowledge of higher-priority vehicles’ positions. In this paper,
we make SPP more practical by providing three different
methods to account for disturbances in dynamics and imperfect
knowledge of higher-priority vehicles’ states. Each method has
different assumptions about information sharing. We demon-
strate our proposed methods in simulations.
I. INTRODUCTION
Recently, there has been an immense surge of interest in
using unmanned aerial systems (UASs) for civil purposes
[1]–[4]. Many of these applications will involve unmanned
aerial vehicles (UAVs) flying in urban environments. As a
result, government agencies such as the Federal Aviation
Administration (FAA) and National Aeronautics and Space
Administration (NASA) of the United States are trying to
develop new scalable ways to organize an air space in which
potentially thousands of UAVs can fly together [5], [6].
One essential problem that needs to be addressed is how
a group of vehicles in the same vicinity can reach their
destinations while avoiding collision with each other. In some
previous studies that address this problem, specific control
strategies for the vehicles are assumed, and approaches such
as induced velocity obstacles have been used [7]–[9]. Other
researchers have used ideas involving virtual potential fields
to maintain collision avoidance while maintaining a specific
formation [10], [11]. Although interesting results emerge
from these studies, simultaneous trajectory planning and
collision avoidance were not considered.
Trajectory planning and collision avoidance problems in
safety-critical systems have been studied using Hamilton-
Jacobi (HJ) reachability analysis, which provides guarantees
on the success and safety of optimal system trajectories [12]–
[16]. In this context, one computes the reachable set, defined
as the set of states from which the system can be driven
to a target set. HJ reachability has been successfully used
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in applications involving systems with no more than two
vehicles [13], [17]–[19]. However, HJ reachability cannot be
directly applied to systems involving multiple vehicles due
to its exponentially scaling computational complexity.
To overcome this problem, [20] presents sequential path
planning (SPP), in which vehicles are assigned a strict
priority ordering. In SPP, higher-priority vehicles ignore
the lower-priority vehicles, which must take into account
the presence of higher-priority vehicles by treating them
as induced time-varying obstacles. Under this structure,
computation complexity scales just linearly with the number
of vehicles. In addition, a structure like this has the potential
to flexibly divide up the airspace for the use of many UAVs;
this is an important task in NASA’s concept of operations
for UAS traffic management [6].
The formulation in [20], however, ignores disturbances and
assumes perfect information about other vehicles’ trajecto-
ries. In presence of disturbances, a vehicle’s state trajectory
evolution cannot be precisely known a priori; thus, it is
impossible to commit to exact trajectories as required in
[20]. In such a scenario, a lower-priority vehicle needs to
account for all possible states that the higher-priority vehicles
could be in. To do this, the lower-priority vehicle needs to
have some knowledge about the control policy used by each
higher-priority vehicle. The main contribution of this paper
is to take advantage of the computation benefits of the SPP
scheme while resolving some of its practical challenges. In
particular, we achieve the following:
• incorporate disturbances into the vehicle models,
• analyze three different assumptions on information to
which lower-priority vehicles may have access,
• for each information pattern, propose a reachability-
based method to compute the induced obstacles and the
reachable sets that guarantee collision avoidance as well
as successful transit to the destination.
II. PROBLEM FORMULATION
Consider N vehicles, denoted Qi, i = 1, . . . , n, whose
dynamics are described by the ordinary differential equation
x˙i = fi(t, xi, ui, di), t ≤ tSTAi
ui ∈ Ui, di ∈ Di, i = 1, . . . , N
(1)
where xi ∈ Rni , ui denote the state and control of ith vehicle
Qi respectively, and di denotes the disturbance experienced
by Qi. In general, the physical meaning of xi and the
dynamics fi depend on the specific dynamic model of Qi,
and need not be the same across the different vehicles. tSTAi
in (1) denotes the scheduled time of arrival of Qi.
For convenience, we will use the sets Ui,Di to denote
the set of functions from which the control and disturbance
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functions ui(·), di(·) can be drawn. Let pi ∈ Rp denote the
position of Qi. Denote the rest of the states hi, so that xi =
(pi, hi). The initial state of Qi is given by xi0. Under the
worst case disturbance, each vehicle aims to get to some set
of target states, denoted Ti ⊂ Rni , by some scheduled time
of arrival tSTAi . On its way to Ti, each vehicle must avoid
the danger zones Aij(t) of all other vehicles j 6= i for all
time. In general, the danger zone can be defined to capture
any undesirable configurations between Qi and Qj . In this
paper, we define Aij(t) as
Aij(t) = {xi ∈ Rni : ‖pi − pj(t)‖2 ≤ Rc} (2)
the interpretation of which is that a vehicle is in another
vehicle’s danger zone if the two vehicles are within a
Euclidean distance of Rc apart.
The problem of driving each of the vehicles in (1) into
their respective target sets Ti would be in general a dif-
ferential game of dimension
∑
i ni. However, due to the
exponential scaling of the complexity with the problem
dimension, an optimal solution is computationally intractable
even for N > 2, with ni as small as 3.
In this paper, we assume that vehicles have assigned
priorities as in the SPP method [20]. Since the analysis in
[20] did not take into account the presence of disturbances di
and limited information available to each vehicle, we extend
the work in [20] to answer the following:
1) How can each vehicle guarantee that it will reach its
target set without getting into any danger zones, despite
the disturbances it and other vehicles experience?
2) How should each vehicle robustly handle situations
with limited information about the state, control policy,
and intention of other vehicles?
III. BACKGROUND
This section provides a brief summary of [20], in which
the SPP scheme is proposed under perfect information and
absence of disturbances. Here, the dynamics of Qi becomes
x˙i = fi(t, xi, ui), t ≤ tSTAi
ui ∈ Ui, i = 1, . . . , N
(3)
where the difference compared to (1) is that the disturbance
di is no longer a part of the dynamics.
In order to make the N -vehicle path planning problem
safe and tractable, a reasonable structure is imposed to the
problem: the vehicles are assigned a strict priority ordering.
When planning its trajectory to its target, a higher-priority
vehicle can disregard the presence of a lower-priority vehicle.
In contrast, a lower-priority vehicle must take into account
the presence of all higher-priority vehicles, and plan its
trajectory in a way that avoids the higher-priority vehicles’
danger zones. For convenience and without lost of generality,
let Qi be the vehicle with the ith highest priority.
Under the above convention, each vehicle Qi must take
into account time-varying obstacles induced by vehicles
Qj , j < i, denoted Oji (t) and represent the set of states
that could possibly be in the danger zone of Qj . Optimal
safe path planning of each lower-priority vehicle Qi then
consists of determining the optimal path that allows Qi to
reach its target Ti while avoiding the time-varying obstacles
Gi(t), defined by
Gi(t) =
i−1⋃
j=1
Oji (t) (4)
Such an optimal path planning problem can be solved by
computing a backward reachable set (BRS) Vi(t) from a
target set Ti using formulations of HJ variational inequalities
(VI) such as [12], [14], [16], [21]. For example, to compute
BRSs under the presence of time-varying obstacles, the
authors in [21] augment system with the time variable, and
then applied reachability theory for time-invariant systems.
To avoid increasing the problem dimension and save compu-
tation time, for the simulations of this paper we utilize the
formulation in [16], which does not require augmentation of
the state space with the time variable.
Starting from the highest-priority vehicle Q1, one com-
putes the BRS V1(t), from which the optimal control and
trajectory x1(·) to T1 can be obtained. Under the absence
of disturbances and perfect information, obstacles induced
by a higher-priority vehicle Qj , starting with j = 1, for a
lower-priority vehicle Qi is simply the danger zone centered
around the position pj(·) of each point on the trajectory:
Oji (t) = {xi : ‖pi − pj(t)‖ ≤ Rc} (5)
Given Oji (t), j < i, and continuing with i = 2, the optimal
safe trajectories for each vehicle Qi can be computed. All
of the trajectories are optimal in the sense that given the
requirement that Qi must arrive at Ti by time tSTAi , the
latest departure time tLDTi and the optimal control u
∗
i (·) that
guarantees arrival by tSTAi can be obtained.
To compute Vi(t) using the method in [16], we solve the
following HJ VI for t ≤ tSTAi :
max
{
min
{
DtVi(t, xi) +Hi (t, xi, DxiVi) ,
li(xi)− Vi(t, xi)
}
,−gi(t, xi)− Vi(t, xi)
}
= 0
Vi(t
STA
i , xi) = max
{
li(xi),−gi(0, xi)
} (6)
Hi (t, xi, λ) = min
ui∈Ui
λ · fi(t, xi, ui) (7)
where λ is the gradient of the value function, DxiVi, and
li(xi), gi(t, xi), Vi(t, xi) are implicit surface functions rep-
resenting the target Ti, the time-varying obstacles Gi(t), and
the backward reachable set Vi(t), respectively:
xi ∈ Ti ⇔ li(xi) ≤ 0
xi(t) ∈ Gi(t)⇔ gi(t, xi) ≤ 0
xi(t) ∈ Vi(t)⇔ Vi(t, xi) ≤ 0
(8)
The optimal control is given by
u∗i (t, xi) = arg min
ui∈Ui
λ · fi(t, xi, ui) (9)
IV. DISTURBANCES AND INCOMPLETE INFORMATION
Disturbances and incomplete information significantly
complicate the SPP scheme. The main difference is that the
vehicle dynamics satisfy (1) as opposed to (3). Committing
to exact trajectories is therefore no longer possible, since
the disturbance di(·) is a priori unknown. Thus, the induced
obstacles Oji (t) are no longer just the danger zones centered
around positions. We present three methods to address the
above issues. The methods differ in terms of control policy
information that is known to a lower-priority vehicle about a
higher-priority vehicle, and have their relative advantages and
disadvantages depending on the situation. The three methods
are as follows:
• Centralized control: A specific control strategy is en-
forced upon a vehicle; this can be achieved, for example,
by some central agent such as an air traffic controller.
• Least restrictive control: A vehicle is required to arrive
at its targets on time, but has no other restrictions.
• Robust trajectory tracking: A vehicle declares a nom-
inal trajectory which can be robustly tracked.
In general, the above methods can be used in combination
in a single path planning problem, with each vehicle inde-
pendently having different control policies. Lower-priority
vehicles would then plan their paths while taking into ac-
count the control policy information known for each higher-
priority vehicle. For clarity, we will present each method as
if all vehicles are using the same method of path planning.
For simplicity of explanation, we assume that no static
obstacles exist. If static obstacles do exist, the time-varying
obstacles Gi(t) simply become the union of the induced
obstacles Oji (t) in (4) and the static obstacles.
A. Method 1: Centralized Control
The highest-priority vehicle Q1 first plans its path by
computing the BRS (with i = 1)
Vi(t) = {xi : ∃ui(·) ∈ Ui,∀di(·) ∈ Di, xi(·) satisfies (1),
∀s ∈ [t, tSTAi ], xi(s) /∈ Gi(s),∃s ∈ [t, tSTAi ], xi(s) ∈ Ti}
(10)
Since we have assumed no static obstacles exist, we have
that for Q1,G1(s) = ∅ ∀s ≤ tSTAi , and thus the above BRS
is well-defined. This BRS can be computed by solving the
HJ VI (6) with the following Hamiltonian:
Hi (t, xi, λ) = min
ui∈Ui
max
di∈Di
λ · fi(t, xi, ui, di) (11)
where li(xi), gi(t, xi), Vi(t, xi) are implicit surface functions
representing the target Ti,Gi(t),Vi(t), respectively. From the
BRS, we can obtain the optimal control
u∗i (t, xi) = arg min
ui∈Ui
max
di∈Di
λ · fi(t, xi, ui, di) (12)
Here, as well as in the other two methods, the latest
departure time tLDTi is then given by arg supt xi0 ∈ Vi(t).
If there is a centralized controller directly controlling each
of the N vehicles, then the control law of each vehicle
can be enforced. In this case, lower-priority vehicles can
safely assume that higher-priority vehicles are applying the
enforced control law. In particular, the optimal controller for
getting to the target, u∗i (t, xi) can be enforced. In this case,
the dynamics of each vehicle becomes
x˙i = f
∗
i (t, xi, di) = fi(t, xi, u
∗
i (t, xi), di)
di ∈ Di, i = 1, . . . , N, t ∈ [tLDTi , tSTAi ]
(13)
where ui no longer appears explicitly in the dynamics.
From the perspective of a lower-priority vehicle Qi, a
higher-priority vehicle Qj , j < i induces a time-varying
obstacle that represents the positions that could possibly
be within the capture radius Rc of Qj under the dynamics
f∗j (t, xj , dj). Determining this obstacle involves computing a
forward reachable set (FRS) of Qj starting from xj(tLDTj ) =
xj0. The FRS Wj(t) is defined as follows:
Wj(t) = {y ∈ Rnj : ∃dj(·) ∈ Dj ,
xj(·) satisfies (13), xj(tLDTj ) = xj0, xj(t) = y}
(14)
The FRS can be computed using the following HJ VI:
DtWj(t, xj) +Hj
(
t, xj , DxjWj
)
= 0, t ∈ [tLDTj , tSTAj ]
Wj(t
LDT
j , xj) = l¯j(xj)
Hj (t, xj , λ) = max
dj∈Dj
λ · f∗j (t, xj , dj)
(15)
where l¯ is chosen to be1 such that l¯(y) = 0⇔ y = xj(tLDTj ).
The FRS Wj(t) represents the set of possible states at
time t of a higher-priority vehicle Qj given all possible
disturbances dj(·) and given that Qj uses the feedback
controller u∗j (t, xj). In order for a lower-priority vehicle Qi
to guarantee that it does not go within a distance of Rc to
Qj , Qi must stay a distance of at least Rc away from the set
Wj(t) for all possible values of the non-position states hj .
This gives the obstacle induced by a higher-priority vehicle
Qj for a lower-priority vehicle Qi as follows:
Oji (t) = {xi : dist(pi,Pj(t)) ≤ Rc} (16)
where the dist(·, ·) function represents the minimum distance
from a point to a set, and the set Pj(t) is the set of states in
the FRSWj(t) projected onto the states representing position
pj , and disregarding the non-position dimensions hj :
Pj(t) = {pj : ∃hj , (pj , hj) ∈ Wj(t)}. (17)
Finally, taking the union of the induced obstacles Oji (t)
as in (4) gives us the time-varying obstacles Gi(t) needed to
define and determine the BRS Vi(t) in (10). Repeating this
process, all vehicles will be able to plan paths that guarantee
the vehicles’ timely and safe arrival.
B. Method 2: Least Restrictive Control
Here, we again begin with the highest-priority vehicle
Q1 planning its path by computing the BRS Vi(t) in (10).
However, if there is no centralized controller to enforce the
control policy for higher-priority vehicles, weaker assump-
tions must be made by the lower-priority vehicles to ensure
collision avoidance. One reasonable assumption that a lower-
priority vehicle can make is that all higher-priority vehicles
1In practice, we define the target set to be a small region around the
vehicle’s initial state for computational reasons.
follow the least restrictive control that would take them to
their targets. This control would be given by
uj(t, xj) ∈
{
{u∗j (t, xj) given by (12)} if xj(t) ∈ ∂Vj(t),
Uj otherwise
(18)
Such a controller allows each vehicle to use any controller,
except when it is on the boundary of the BRS, ∂Vj(t), in
which case u∗j (t, xj) given by (12) must be used to get to
the target safely and on time. This assumption is the weakest
one that could be made by lower-priority vehicles given that
the higher-priority vehicles will get to their targets on time.
Suppose a lower-priority vehicle Qi assumes that higher-
priority vehicles Qj , j < i use the least restrictive control
strategy in (18). From the perspective of Qi, a higher-priority
vehicle Qj could be in any state that is reachable from Qj’s
initial state xj(tLDTj ) = xj0 and from which the target Tj can
be reached. Mathematically, this is defined by the intersection
of a FRS from the initial state xj(tLDT) = xj0 and the BRS
defined in (10) from the target set Tj , Vj(t) ∩ Wj(t). In
this situation, since Qj cannot be assumed to be using any
particular feedback control, Wj(t) is defined as
Wj(t) = {y ∈ Rnj : ∃uj(·) ∈ Uj ,∃dj(·) ∈ Dj ,
xj(·) satisfies (1), xj(tLDTj ) = xj0, xj(t) = y}
(19)
This FRS can be computed by solving (15) without
obstacles, and with
Hj (t, xj , λ) = max
uj∈Uj
max
dj∈Dj
λ · fj(t, xj , uj , dj) (20)
In turn, the obstacle induced by a higher-priority Qj for
a lower-priority vehicle Qi is as follows:
Oji (t) = {xi : dist(pi,Pj(t)) ≤ Rc}, with
Pj(t) = {pj : ∃hj , (pj , hj) ∈ Vj(t) ∩Wj(t)}
(21)
C. Method 3: Robust Trajectory Tracking
Although it is impossible to commit to and track an exact
trajectory in the presence of disturbances, it may still be
possible to robustly track a nominal trajectory with a bounded
error at all times. If this can be done, then the tracking error
bound can be used to determine the induced obstacles. Here,
computation is done in two phases: the planning phase and
the disturbance rejection phase. In the planning phase, we
compute a nominal trajectory xr,j(·) that is feasible in the
absence of disturbances. In the disturbance rejection phase,
we compute a bound on the tracking error.
In the planning phase, planning is done for a reduced
control set Up ⊂ U , as some margin is needed to reject
unexpected disturbances while tracking the nominal trajec-
tory. In the disturbance rejection phase, we determine the
error bound independently of the nominal trajectory. Let
xj and xr,j denote the states of the actual vehicle Qj and
an arbitrary nominal trajectory, respectively, and define the
tracking error ej = xj − xr,j . When the error dynamics are
independent of the absolute state as in (22) (and also (7) in
[13]), we can obtain error dynamics of the form
e˙j = fej (ej , uj , ur,j , dj),
uj ∈ Uj , ur,j ∈ Upj , dj ∈ Dj , t ≤ 0
(22)
To obtain bounds on the tracking error, we first conser-
vatively estimate the error bound around any reference state
xr,j , denoted Ej = {ej : ‖pej‖2 ≤ REB}, where pej denotes
the position coordinates of ej and REB is a design parameter.
We next solve a reachability problem with its complement
Ecj , the set of tracking errors violating the error bound, as
the target in the space of the error dynamics. From Ecj , we
compute the following BRS:
VEBj (t, 0) = {y : ∀uj(·) ∈ Uj ,∃ur,j(·) ∈ Upj ,∃dj(·) ∈ Di,
ej(·) satisfies (22), ej(t) = y,∃s ∈ [t, 0], ej(s) ∈ Ecj },
(23)
where the Hamiltonian to compute the BRS is given by:
HEBj (ej , λ) = max
uj∈Uj
min
ur,j∈Upj ,dj∈Dj
λ · fej (ej , uj , ur,j , dj).
(24)
Letting t → −∞, we obtain the infinite-horizon control-
invariant set Ωj := limt→−∞
(VEBj (t, 0))c. If Ωj is
nonempty, then the tracking error ej at flight time is guaran-
teed to remain within Ωj ⊆ Ej provided that the vehicle starts
inside Ωj and subsequently applies the feedback control law
κj(ej) = arg max
uj∈Uj
min
ur,j∈Upj ,dj∈Dj
λ · fej (ej , uj , ur,j , dj).
(25)
The induced obstacles by each higher-priority vehicle Qj
can thus be obtained by:
Oji (t) = {xi : ∃y ∈ Pj(t), ‖pi − y‖2 ≤ Rc}
Pj(t) = {pj : ∃hj , (pj , hj) ∈ Ωj + xr,j(t)},
(26)
where the “+” in (26) denotes the Minkowski sum.
Since each vehicle Qj , j < i, can only be guaranteed to
stay within Ωj , we must make sure during the path planning
of Qi that at any given time, the error bounds of Qi and Qj ,
Ωi and Ωj , do not intersect. This can be done by augmenting
the total obstacle set by Ωi:
G˜i(t) = Gi(t) + Ωi. (27)
Finally, given Ωi, we can guarantee that Qi will reach its
target Ti if Ωi ⊆ Ti; thus, in the path planning phase, we
modify Ti to be T˜i := {xi : Ωi + xi ⊆ Ti}, and compute a
BRS, with the control authority Upi , that contains the initial
state of the vehicle. Mathematically,
V rtti (t, tSTAi ) ={y : ∃ui(·) ∈ Upi , xi(·) satisfies (3),
∀s ∈ [t, tSTAi ], xi(s) /∈ G˜i(s),
∃s ∈ [t, tSTAi ], xi(s) ∈ T˜i, xi(t) = y}
(28)
The Hamiltonian to compute V rtti (t, tSTAi ) and the optimal
control for reaching T˜i are given by (7) and (9) respectively.
The nominal trajectory xr,i(·) can thus be obtained by using
vehicle dynamics (3), with the optimal control urtti (·). From
the resulting nominal trajectory xr,i(·), the overall control
policy to reach Ti can be obtained via (25).
V. NUMERICAL SIMULATIONS
We demonstrate our proposed methods using a four-
vehicle example. Each vehicle has the following model:
p˙x,i = vi cos θi + dx,i
p˙y,i = vi sin θi + dy,i v ≤ vi ≤ v¯, |ωi| ≤ ω¯
θ˙i = ωi + dθ,i ‖(dx,i, dy,i)‖2 ≤ dr, |dθ,i| ≤ d¯θ
where pi = (px,i, py,i), θi, d = (dx,i, dy,i, dθ,i) respectively
represent Qi’s position, heading, and disturbances in the
three states. The control of Qi is ui = (vi, ωi), where vi is
the speed of Qi and ωi is the turn rate; both controls have a
lower and upper bound. For illustration purposes, we choose
v = 0.5, v¯ = 1, ω¯ = 1; however, our method can easily
handle the case in which these inputs differ across vehicles
and cases in which each vehicle has a different dynamic
model. The disturbance bounds are chosen as dr = 0.1, d¯θ =
0.2, which correspond to a 10% uncertainty in the dynamics.
The initial states of the vehicles are given as follows:
x01 = (−0.5, 0, 0), x02 = (0.5, 0, pi),
x03 = (−0.6, 0.6, 7pi/4) , x04 = (0.6, 0.6, 5pi/4) .
(29)
Each of the vehicles has a target set Ti that is circular in
their position pi centered at ci = (cx,i, cy,i) with radius r:
Ti = {xi ∈ R3 : ‖pi − ci‖ ≤ r} (30)
For the example shown, we chose c1 = (0.7, 0.2), c2 =
(−0.7, 0.2), c3 = (0.7,−0.7), c4 = (−0.7,−0.7) and r =
0.1. The setup of the example is shown in Fig. 1a.
Using the SPP algorithms presented, we obtain tLDTi , i =
1, 2, 3, 4 assuming tSTAi = 0. Note that even though t
STA
i
is assumed to be same for all vehicles in this example for
simplicity, our method can easily handle the case in which
tSTAi is different for each vehicle.
For each proposed method of computing induced obsta-
cles, we show the vehicles’ entire trajectories (colored dotted
lines), and overlay their positions (colored asterisks) and
headings (arrows) at a point in time in which they are in
relatively dense configuration. In all cases, the vehicles are
able to avoid each other’s danger zones (colored dashed
circles) while getting to their target sets in minimum time.
In addition, we show the evolution of the BRS over time for
Q3 (green boundaries) as well as the obstacles induced by
the higher-priority vehicles (black boundaries).
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Fig. 2: Evolution of the BRS and the obstacles induced by
Q1 and Q2 for Q3 in the centralized control method.
Fig. 1b shows simulated trajectories in the situation where
each vehicle uses u∗i (t, xi) in (12). In this case, vehicles ap-
pear to deviate slightly from a straight line trajectory towards
their targets, just enough to avoid higher-priority vehicles.
The deviation is small since the centralized controller is quite
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Fig. 1: Initial configuration and simulated trajectories of the
vehicles for the three proposed methods.
restrictive, making the possible positions of higher-priority
vehicles cover a small area. In the dense configuration at
t = −1.0, the vehicles are close to each other but still outside
each other’s danger zones.
Fig. 2 shows the evolution of the BRS for Q3 (green
boundary), as well as the obstacles (black boundary) induced
by the higher-priority vehicles. The size of the obstacles re-
mains relatively small. tLDTi numbers for the four vehicles (in
order) in this case are −1.35,−1.37,−1.94 and −2.04. They
are relatively close for the vehicles, because the obstacles
generated by higher-priority vehicles are small and hence do
not affect tLDT of the lower-priority vehicles significantly.
A. Least Restrictive Control
Fig. 1c shows the simulated trajectories in the situation
where each vehicle assumes that higher-priority vehicles use
the least restrictive control to reach their targets, as described
in IV-B. Fig. 3 shows the BRS and induced obstacles for Q3.
Q1 (red) takes a relatively straight path to reach its target.
From the perspective of all other vehicles, large obstacles
are induced, since lower-priority vehicles make the weak
assumption that higher-priority vehicles are using the least
restrictive control. Because the obstacles induced are so
large, it is optimal for lower-priority vehicles to wait until
higher-priority vehicles pass. As a result, a dense configura-
tion is never formed, and trajectories are relatively straight.
The tLDTi values for vehicles are −1.35,−1.97,−2.66 and
−3.39. Compared to the centralized control method, tLDTi ’s
decrease significantly except for Q1, which need not account
for any moving obstacles.
From Q3’s (green) perspective, the large obstacles induced
by Q1 and Q2 are shown in Fig. 3 as the black boundaries. As
the BRS (green boundary) evolves over time, its growth gets
inhibited by the large obstacles for a long time, as evident
at t = −0.89. Eventually, the boundary of the BRS reaches
the initial state of Q3 at t = tLDT3 = −2.66.
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0.5
t = -0.39
-0.5 0 0.5
-0.5
0
0.5
t = -0.89
Initial pos. and heading Obstacle BRS Targets
-0.5 0 0.5
-0.5
0
0.5
t = -2.66
Fig. 3: Evolution of the BRS for Q3 in the least restrictive
control method. tLDT3 is significantly lower than that in the
centralized control method (−1.94 vs. −2.66).
B. Robust Trajectory Tracking
In the planning phase, we reduced the maximum turn rate
of the vehicles from 1 to 0.6, and the speed range from
[0.5, 1] to exactly 0.75 (constant speed). With these reduced
control authorities, we determined from the disturbance
rejection phase that any nominal trajectory from the planning
phase can be robustly tracked within a distance of 0.075.
Fig. 1d shows vehicle trajectories in the situation where
each vehicle robustly tracks a nominal trajectory. Fig. 4
shows the BRS evolution and induced obstacles for Q3.
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0.5
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-0.5
0
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Fig. 4: Evolution of the BRS for Q3 in the robust trajectory
tracking method. Note that a smaller target set is used to
ensure target reaching for any allowed tracking error.
In this case, the tLDTi values for the four vehicles are
−1.61,−3.16,−3.57 and −2.47 respectively. In this method,
vehicles use reduced control authority for path planning
towards a reduced-size effective target set. As a result,
higher-priority vehicles tend to have lower tLDT compared
to the other two methods, as evident from tLDT1 . Because of
this “sacrifice” made by the higher-priority vehicles during
the path planning phase, the tLDT’s of lower-priority vehicles
may increase compared to those in the other methods, as
evident from tLDT4 . Overall, it is unclear how t
LDT
i will
change for a vehicle compared to the other methods, as the
conservative path planning increases tLDTi for higher-priority
vehicles and decreases tLDTi for lower-priority vehicles.
VI. CONCLUSIONS
We have proposed three different methods to account
for disturbances and imperfect control policy information
in sequential path planning; these three methods can be
used independently across the different vehicles in the path
planning problem. In each method, different assumptions
about the control strategy of higher-priority vehicles are
made. In all of the methods, all vehicles are guaranteed
to successfully reach their respective destinations without
entering each other’s danger zones despite the worst-case
disturbance the vehicles could experience.
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