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Abstract: One of the difficulties in the development of artificial neural
network (ANN) models is that, unlike statistical modelling where
estimates of sample size can be initially computed, the number of
samples or observations needed for training ANN models cannot
be determined in advance. This is further complicated when
dealing with ‘real world’ data that is not easily available or
difficult and time consuming to collect. It is therefore desired that
the impact of sample size on model performance be investigated
such that the trade-off in performance using different sample sizes
is evaluated. This issue is discussed in this paper in the context of
a neural network freeway incident detection model that was
developed using ‘real world’ incident and traffic data. From a
practical perspective, the impact of sample size on model
performance will provide an insight into the sample size of ‘real
world’ data required to train ANN incident detection models. The
results reported in this paper can also be used to make decisions
about the sample size required for retraining the ANN incident
detection model once it becomes out of date due to changed
traffic conditions and/or upgrading of the facility.
Keywords: ANN models, incident detection model, freeway automatic
incident detection (AID) systems, artificial neural networks, data
collection, TCCC record, validation of ANN, performance
envelopes.
INTRODUCTION
This paper first presents an overview of freeway automatic incident detection (AID) systems
and discusses some of the most widely used AID algorithms. The ‘real world’ data that was
collected for model development and validation are then described and the procedures
implemented for pre-processing this data before using it in the study are discussed. The
framework for the development and evaluation of a new AID algorithm, based on training an
artificial neural network with ‘real world’ data is then presented. The impact of data quantity
on the performance of the ANN model is discussed and the results of the evaluation
presented. This paper considers three measures of sample size: number of incidents, number
of 20-second observations and balance between incident and non-incident conditions.
AUTOMATIC INCIDENT DETECTION
The high cost of congestion caused by incidents, mainly in terms of traffic delays, air
pollution and deteriorated safety conditions, has prompted a growing world-wide interest in
developing efficient and effective automated incident detection methods.  Incidents are
defined as non-recurring events such as accidents, disabled vehicles, spilled loads,
maintenance work and other events that disrupt the normal traffic flow and result in a capacity
reduction of a facility. Such incidents account for a large percentage of the total delays and
costs due to congestion on major freeways around the world. For example, incidents are
believed to constitute about 50-60 percent of the total delays on US freeways (Lindley, 1987).
The adverse effects of incidents are also expected to increase as freeway facilities in major
cities around the world become more congested.
The benefits to be derived from early incident detection and quick response can drastically
reduce traffic delays and improve road safety and real-time traffic control. Motorists can be
informed by providing real time traveller information to allow for alternate routing of traffic
and timely dispatch of emergency services. Intelligent Transportation Systems (ITS)
technologies are structured to address these needs through Advanced Traffic Management
Systems (ATMS) and Advanced Traveller Information Systems (ATIS). For these systems to
be effective, it is necessary to develop procedures for detecting incidents which are both
reliable and quick to respond.
Automatic incident detection systems involve two main  components: a traffic detection
system and an incident detection algorithm. The traffic detection system provides the traffic
information necessary for detecting an incident while the incident detection algorithm
interprets that information and ascertains the presence or absence of incidents or non-
recurring congestion. Inductive loop detectors embedded in the freeway pavement are
typically used to obtain traffic data, primarily on occupancy (percent of time a detector is
occupied) and volume. Dual loop installations also provide speed data. More recently, image-
based video detectors have also been used for the same purpose in the AUTOSCOPE
(Michalopolous et al., 1992, 1993) and IMPACTS (Hoose, 1992) incident detection systems.
Opportunities also exist to collect travel time data in real time using probe vehicles, eg.
ANTTS (Longfoot, 1991), mobile phones or image processing of number plates (Hill and
Adaway, 1994).
Incident Detection Algorithms
A number of AID algorithms have been developed from a variety of theoretical foundations.
Their structure varies in the degree of sophistication, complexity, data requirements and the
type of surveillance technology used for data collection. Some of the most widely used
algorithms include the comparative or pattern comparison algorithms, eg. the California-type
algorithms (Levin and Krause, 1979) and the ARRB/VicRoads algorithm (Luk and Sin,
1992), the McMaster algorithm (Persaud and Hall, 1989; Gall and Hall, 1989) and the time
series algorithms, eg. the Auto-Regressive Integrated Moving Average (ARIMA) algorithm
(Ahmed and Cook, 1982). Further details regarding the wide range of incident detection
algorithms can be found in Chang et l. (1993).
Artificial Neural Networks
Few of the previously developed algorithms have been implemented in practice due to various
limitations and varying operational levels in terms of performance criteria such as detection
rate, false alarm rate and time-to-detect.  Therefore, the need is pressing for more effective
real-time incident detection algorithms. Furthermore, desired new-generation algorithms
should also lend themselves to implementation on new platforms such as parallel computers
and must have the required flexibility for the smooth integration with emerging ITS
technologies. One promising approach to address these objectives involves the application of
artificial neural networks.
Neural networks, as the name implies, are loosely modelled after the biological structure of
the brain. A neural network is constructed from a set of inter-connected simple processing
elements (PEs). Each PE performs only a few simple computations such as receiving inputs
from other PEs and computing an output value which it sends to other PEs. A neu al network
is inherently parallel in that many PEs can carry out their computations at the same time.
Neural networks have the advantage of fast data processing which makes them attractive for
real-time pattern recognition and classification applications that need to process large amounts
of data in a short time (Maren et al., 1990).
Ritchie and Cheu (1993) demonstrated the use of ANN models for automated detection of
freeway incidents. They tested a multi-layer feed-forward (MLF) model on a freeway section
using simulated traffic detector data. The results confirmed their hypothesis that spatial and
temporal traffic patterns could be recognised and classified by ANNs. However, their results
were limited in the sense that they trained the ANN models on simulated traffic detector data,
used only volume and occupancy data and did not address operational issues such as the
impact of data quantity and quality on model performance. The work reported here is part of a
research program that aims to address many of these unresolved issues.
Performance Measures for Incident Detection Algorithms
The performance of an incident detection algorithm is measured by three criteria: detection
rate (DR), false alarm rate (FAR) and time-to-detect (TTD). The DR is defined as the number
of incidents detected by the algorithm divided by the total number of incidents known to have
occurred during the recorded time. The FAR can be defined in different ways depending on
whether it is an on-line or off-line FAR. The on-line FAR (FARon) is defined as the number of
time intervals (typically provided in 20 or 30-second cycles) which gave false alarms divided
by the total number of time intervals. The off-line FAR (FARoff) is defined as the number of
incident-free intervals which gave false alarms divided by the total number of incident free
intervals. Finally, the TTD is the difference between the time of occurrence and the time at
which the incident was declared or an alarm was raised by the algorithm. When an algorithm
is being evaluated, however, it is customary to seek the mean time-to-detect (MTTD) a set of
( )n  incidents. The occurrence time of an incident is usually not known precisely and an
estimate has to be deduced from loop detector data or records kept by police, traffic control
centres or towing companies.
The above definitions clearly show that both the DR and FAR measure the effectiveness of
the algorithm while the MTTD reflects its efficiency. The detection rate and false alarm rates
are, unfortunately, positively correlated. In order to detect more incidents, the algorithm
thresholds are relaxed which causes some incident-free intervals to be interpreted as alarms.
Since many false alarms are caused by random fluctuations in traffic flow, a persistence test is
usually performed by testing warnings in a few consecutive intervals before declaring an
alarm. This method, in conjunction with increased duration of the persistence test, has been
shown to reduce the FAR. However, this was also found to reduce the efficiency of the
algorithm since it increased the MTTD considerably. Clearly the three performance measures
are all inter-related. The relative importance of the measures, however, is typically DR, FAR
and MTTD.
DATA FOR THE DEVELOPMENT OF ANN INCIDENT
DETECTION MODELS
In order to train a neural network to perform incident detection, the network must be
presented with examples of input detector data (speed, flow and occupancy) and output states
for both incident and incident-free conditions. Therefore, the data required should at least
have a description of the state of traffic along the freeway in addition to detector data
comprising traffic flow measurements at regular time intervals for each detector station. In
contrast to previous research which has relied on simulated data for model development
(Ritchie and Cheu, 1993), this study relies on real data.
Data Collection
The data required for model development in this study were assembled from two data sources
held at the VicRoads Traffic Control and Communications Centre (TCCC) in Melbourne,
Australia. The first data source comprised information logged by the operators at the TCCC
regarding the incidents that occurred on the freeways. This information is received by the
operators from a variety of sources including motorists using either private mobile phones or
the emergency phones located near the freeway or from the currently operational
ARRB/VicRoads incident detection model. The CCTV surveillance system is then used by
the operators in the TCCC to confirm the incident and determine its nature. Consequently, an
incident response team is notified and the required emergency services are dispatched to the
site. However, when operators are busy managing incidents, it is not uncommon for important
details to be left out from the records. This presented some difficulties when examining the
incidents since in many cases the location of the incident, its direction or time of
occurrence/clearance remained unknown from the TCCC record. A total of 385 incidents that
were logged during the period from January 1992 to March 1994 were extracted from this
database. The second data source comprised the loop-detector data which consisted of speed,
flow and occupancy measurements in 20-second cycles. Each of the data files obtained
consisted of the detector data for the study site for that specific day. The detector data
collected also included data files comprising incident-free days.
Each of the 385 incidents was then examined individually. The log entry for the incident was
compared against the detector data to find out if the incident could be detected from the loop
data. This was accomplished by monitoring the immediate upstream and downstream stations
from the incident using a graphical computer program that was developed to plot the detector
data. Out of the 385 incidents recorded by the operators in the log, only 120 incidents could
be confirmed from the loop data. The rest either occurred outside the 8.5 km segment of the
freeway or during light flow conditions and therefore had no effect on traffic conditions.
Others could not be confirmed due to missing information about the location or time of
incident. However, for sixty of these confirmed incidents, the detector data at the upstream
and/or downstream stations were faulty or corrupted. These incidents, although confirmed,
cannot be used for model development since data of good quality from all lanes in both
stations upstream and downstream of the incident need to be used. Therefore, out of the 385
incidents logged by the operators in the TCCC, only sixty were clearly detectable from the
detector data and could be confirmed in the operator’s log. These incidents will be used for
model development in this study.
Assignment of Desired Output States
As was mentioned previously, training a neural network to perform incident detection
involves presenting the network with examples of input detector data (speed, flow and
occupancy) for the upstream and/or downstream stations in addition to providing the desired
output states or correct responses for each input vector. These output states represent the
traffic state (ie. incident or incident-free conditions) within the section under consideration.
By showing the network the correct output states for a variety of input data, the network
learns to classify the detector data into one of two states: State 1, represented by {0} for
incident-free conditions and State 2, represented by {1} for incident-conditions.
As noted earlier, previous studies have used simulated data for ANN model development
(Ritchie and Cheu, 1993). In that case, the incident start and end times are known precisely.
However, when ‘real world’ data are being used, the incident start and end times are rarely, if
ever, known precisely. Estimates of he time of occurrence and clearance of these incidents
were compiled from the data sources described previously. The times provided in the operator
log, however, were reported as the times when the operator detected or confirmed the
incidents and not the times when the incidents actually occurred. In addition, these times were
provided to within one minute. Therefore, it is necessary to determine the specific 20-second
interval that represents the start/end of an incident. The operators’ log provided details of the
approximate start time for a confirmed incident. Using this time as a guide, the incident was
deemed to have occurred in the first of three 20-second consecutive (immediately before the
start time reported in the log) when there was at least a 20% variation in flow, speed or
occupancy values. It is important to emphasise here that the use of the 20% variation
threshold to establish the incident start time did not pre-condition the data in any manner that
could influence the training of the ANNs. This is due to the fact that there were many
occasions under incident-free conditions when fluctuations greater than 20% were observed.
A similar procedure was adopted for determining the incident end time. Compared to the
times reported in the log, these procedures were found to reduce the inaccuracy involved in
the determination of the incident start/end times to within one interval (20-seconds) instead of
three intervals (one minute). Once these times were determined, all observations between the
start and end of incidents were assigned output State 2 {1} while the rest of the data were
assigned output State 1 {0}.
Creation of Training and Training-Test Data Sets
The next activity involved compiling the training and training-test data sets that will be used
for training the ANN incident detection models. The training data set will be used for
determining the network parameters while the training-test data set will be used to prevent the
network from learning the idiosyncrasies in the training data set and thereby enables the
model to generalise better. Therefore, the two data sets are essentially used for training the
ANN model and are thus referred to as the ‘training data sets’. The ANN models should be
trained on a set of incidents that are representative of the population to which the network will
ultimately be applied. Training an ANN model with a wide range of incidents that include
different patterns under a variety of flow conditions and traffic periods helps improve the
robustness of the model in detecting incidents under varying conditions. Therefore, the data
was stratified according to incident severity (in terms of the number of lanes blocked due to
the incident), prevailing flow conditions prior to the occurrence of incidents (heavy, moderate
and light), traffic period of the day (peak or off-peak) and incident duration. Two data sets,
each comprising 30 incidents, were then selected randomly from the sixty incidents to form
the master training and training-test data sets. Further details regarding the creation of the
training data sets and the distribution of incidents in these sets can be found in Di  and Rose
(1995).
DATA FOR THE Validation OF ANN INCIDENT DETECTION
MODELS
In addition to the training data sets required for model development, a third data set is also
needed for validating the performance of the trained incident detection models. This data set
should be independent of the data sets used for model training. In addition, it is desired that
the incidents in the validation-test data set be representative of the population to which the
network will ultimately be applied. The training data sets described previously were collected
in April 1994 for the purpose of training the ANN models. In March 1995, another set of
incident data, the validation-test data set, was collected from two freeways in Melbourne for
validating the performance of the developed ANN models. A total of 90 incidents that
occurred on the Tullamarine and South Eastern freeways between January 1992 and March
1995 were extracted from the operator’s log for examination. The 90 incidents collected from
both freeways were then pre-processed using the procedures described previously. A total of
50 incidents were discarded because the loop detectors upstream and/or downstream of the
location of incidents were faulty or the data from these detectors were corrupted. This resulted
in the compilation of a validation-test data set comprising 40 incidents that were detectable
from the detector data. Of these, 25 occurred on the Tullamarine Freeway and 15 occurred on
the South Eastern Freeway.
A FRAMEWORK FOR AUTOMATED INCIDENT DETECTION
USING ANNs
As implied by their name, ANN models can be visualised as a network. Consider the section
of freeway shown in F gure 1(a) which is defined by upstream and downstream detector
locations. A corresponding ANN model structure is shown in Figure 1(b). The detector
station data form the input to the ANN. The output is a {0,1} variable indicating the absence
or presence of an incident in the freeway section, respectively. The parameters of the ANN
model are established through a training process in which the network is presented with input
detector data and output states for both incident and incident-free conditions. Therefore, the
input to the ANN model comprises real-time speed, flow and occupancy measurements in 20-
second intervals from each of the upstream and downstream stations. The output of the ANN
model is the traffic state within the section. Output State 1 {0} represents incident-free
conditions and output State 2 {1} represents incident-conditions. Cheu (1994) investigated
three types of ANN models to detect lane-blocking incidents: the multi-layer feed-forward
(MLF) model, self-organising feature map (SOFM) and adaptive resonance theory (ART).
These models were developed using simulation data.
Among the three models tested, the MLF neural network model was found to have the best
overall incident detection performance. The MLF was chosen for implementation in this study
based on its demonstrated superior incident detection performance over the other ANN
architectures tested by Cheu (1994). In particular, the standard three-layer feed-forward neural
network has been chosen for this study. It consists of a set of processing elements (PEs)
arranged into three layers as shown in Figure 1(b): a layer of ( )n  input PEs is connected to a
layer of ( )p  ‘hidden’ PEs, which is connected to a layer of ( )m  utput PEs. Each layer
comprises at least one processing element. The activity of the input PEs represent the raw
information that is fed into the network (the input vectorX x x x= [ , ,..., ]2 n1 ). The activity of
each hidden PE (hj ) is determined by the activities of the input vector X  and he weights on
the connections between the input and hidden PEs (wij ). Similarly, the activity of each output
PE  (yk) depends on the activity of the hidden units (hj ) a d weights between the hidden and
output units (vjk).
In order for a neural network to perform some actual task, it must undergo a training process
during which the weights on inter-connections (w vij jk, ) and the thresholds associated with
the PEs are determined. This process begins by assigning random initial values to all the
connection weights. Then, each example from the training set is presented to the network and
the output vector produced by the network is compared with the desired results. The error
between the actual and desired outputs is computed. By applying a learning rule, usually some
form of the Generalised Delta Rule (Rum lhart et al., 1986), the inter-connection weights and
other network parameters are adjusted in such a way that the error between the desired and
actual outputs is reduced. This is achieved by implementing a gradient descent on the error
curve of the network's output.
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Figure 1- ANN modelling framework
Incident Detection Parameters
One of the main issues in incident detection modelling is the selection of an appropriate set of
input features. The choice of traffic flow variables, detection logic and other related
parameters is a function of the desired complexity of the model and the surveillance
technology used. The issues related to the incident detection input features include the
selection of the number of stations that will be required to identify incidents within a section
(upstream, downstream or both), the number of preceding time intervals needed for each
decision regarding the presence or absence of incidents at any time interval t (intervals t o t-4
were investigated in this study), and the station input data (whether the station data is
provided on a lane-by-lane basis, from the fast lane or averaged across all lanes). Further
details regarding the incident detection parameters and the model types that were investigated
in this study can be found in Rose and Dia (1995).
ANN Features/Parameters
The next step after arriving at the structure of the models to be investigated was the selection
of an appropriate set of ANN features and parameters to use in the appraisal of these models.
At this stage, it was necessary to determine the basic features of models (Maren et al., 1990).
This included the selection of a training method (supervised/unsupervised), a network model
(Back-propagation (BP), Adaptive Resonance Theory (ART), Self Organising Map (SOM)
etc.) and a learning rule (delta, cumulative delta, backprop etc.). Table 1 lists the ANN
features that were used consistently throughout the designed experiments. These features were
arrived at after considerable investigation and based on the demonstrated performance of
these features for pattern recognition problems in general and for incident detection in
particular (Maren et al, 1990; Cheu, 1994).
ANN Feature Description
ANN Model Logicon Projection Network
Objective Function Classification Rate (the average of the correctly classified states)
Learning Rule Quickprop
Transfer Function Sigmoid
Output Ranges 0.2-0.8 (instead of 0-1)
Table 1: ANN features used in model development
Model Evaluation Using Performance Envelopes
The basic principle behind the ANN incident detection model being developed in this study is
the correct classification of the traffic flow input parameters, provided in 20-second cycles,
into either an incident-free or incident category. In other words, the input parameters are to be
classified into one of two classes or states: State 1 {0} representing incident-free conditions
and State 2 {1} representing incident conditions. Assuming no persistence tests are applied,
an incident is then detected when the traffic state changes from State 1 to State 2 or from {0}
to {1}.
When classifying the incoming 20-second data, two types of error may be committed. The
first is a Type I Error, where the ANN model concludes that incident conditions are present
when in fact they are not. Again, assuming no persistence tests are applied, the probability of
committing a Type I Error provides a measure that can be used to represent the false alarm
rate. Therefore, one minus the probability of committing a Type I Error is the probability of
correctly classifying the non-incident conditions. The second type of error is a Type II Error,
where the network concludes that incident conditions are not present, when in fact they are.
Similarly, the probability of correctly classifying the incident conditions is computed as one
minus the probability of committing Type II Error. The objective of the ANN incident
detection model is therefore to maximise the probability of  the correct classification of the
two states, ie. incident and non-incident conditions.
The ANN incident detection models are ultimately going to be used for detecting the presence
or absence of an incident within a certain section of a freeway. During the development of the
ANN models, the output PEs were trained to produce a low activation level for non-incident
conditions and a high activation level for incident conditions within the specific test section.
As was discussed previously, the network output ranges were restricted to a range between
0.2-0.8, corresponding to no activation and full activation of the output PE, respectively.
Typically, a decision threshold of half-activation (a value of 0.5) is chosen for making the
decision regarding the presence or absence of incident conditions. If a vector of input data is
presented to the ANN model which results in the output PE being activated to at least a value
of 0.5 (half-activation), it is concluded that incident conditions are present for that time
period. Otherwise, the data for that time period is classified as non-incident conditions.
Therefore, the value selected for the decision threshold (DT) plays an important role in the
classification of the input data and consequently in determining the incident detection
performance of the model.
A broader performance measure can be obtained if the evaluation criteria is not limited to a
single decision threshold (Masters, 1993). The probability of making each of Type I and Type
II errors depends on the selected decision threshold. If the threshold is set very high, an
incident condition will only be concluded when there is overwhelming evidence supporting
that conclusion. Thus, the probability of committing a type I error will be very small. This,
however, will be at the expense of committing many type II errors because some incidents
(especially those occurring in low flow conditions) will not be detected when the decision
threshold is set very high. Setting the threshold very low will have the opposite effect.
A graph that helps to show the relationship between the two types of errors (and consequently
between the DR and FAR) can be obtained by evaluating the detection rates and false alarm
rates for many possible decision thresholds. The plot of  detection rate against false alarm rate
(shown in Figure 2) is called the Performance Envelope Curve (PEC) of the network.
The lower-left corner (0,0) of the PEC will always be one endpoint of this curve. It
corresponds to a threshold slightly larger than 0.8. At this threshold, an observation is
classified as an incident condition if it activates the output PE of the network to a value
slightly greater than 0.8. Since this is not possible (because the PE’s output range is defined
between 0.2 and 0.8), all observations will be classified as non-incident conditions. Therefore,
both the DR rate and FAR will be zero. The upper-right corner (100%,100%) will be the other
endpoint of the PEC. This point corresponds to a threshold of 0.2. At this threshold, an
observation will be classified as a non-incident condition if it activates the output PE to a
value less than 0.2. Again, since this is not possible, all observations will be classified as
incident conditions. Therefore, both the DR and FAR will be 100%.
A network that is able to correctly classify all observations would have a PEC that is at a right
angle (as shown by the dashed lines in F gure 2). At the ideal performance threshold, the DR
would be 100% and the FAR would be zero. For all lower thresholds, the DR would remain at
100%, while the FAR would increase to 100%. For greater thresholds, the FAR would remain
at zero, while the DR would drop to zero. The PEC would be two straight lines that intersect
at (0,100%), as shown by the dashed lines in Figure 2 (Masters, 1993).
The quality of performance of the network is demonstrated by the degree to which the PEC
pushes upward and to the left. This can be quantified by the area under the curve and the slope
of the curve (particularly for low values of FAR). The area will range from 5000
(100´100´0.5 ie. the area under a triangle formed by a line connecting the points (0,0) and
(100%,100%)) for a worthless network to 10,000 (100%´1 0%) for a perfect discriminator
(Masters, 1993).
This procedure is particularly useful since it helps with evaluating the network's performance
based on the total picture of error types and thresholds by using a single index, ie. the area
under the performance envelope curve (PECA). In addition, the performance envelope can be
used to make informed decisions about the performance of the network and the trade off
involved between detection rate and false alarm rate. Therefore, the PECs will be used to
evaluate the performance of the ANN models in this study.
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Training Strategy
After a model is designed, it is trained on the training data set for 100 cycles. Each cycle of
training involves the random presentation of all the observations in the training file to the
network. Therefore, the training of the model for 100 cycles meant that each vector in the
training file was presented to the ANN  model exactly 100 times. At the end of each cycle, the
trained model is tested on the training-test data set. If the classification rate on the training-
test data set improves, the model is saved and training continues. If the classification rate does
not improve for any consecutive 100 tests, the training is stopped and the last model saved
constitutes the best model for the given input features and ANN parameters.
The number of training cycles required for the Logicon Projection Network are generally
lower than those for other back-propagation networks. The choice of 100 cycles was the result
of considerable investigation in which it was found that this number of cycles, along with the
training strategy described above, were sufficient conditions for the network to learn the
general patterns needed to produce the correct classification for the training-test data set.
The motive behind the regular testing of the model’s performance on the training-test data set
during the training process is to prevent a problem called overtraining or overfitting (Masters,
1993). This problem usually occurs when the model adjusts its parameters in such a way to
memorise the training data set and thus loses generality in classifying the data in the training-
test data set (and consequently the validation-test data set). This training strategy, in
conjunction with limiting the number of hidden units to the point that the network does not
have the capacity to learn the specific patterns of the individual samples, are two reported
techniques that can be used for increasing the generalisation potential of neural network
models (Hecht-Nielsen, 1990; Masters, 1993).
Results of Training
Statistical analysis techniques were used to investigate the trade off in performance between
the different models types developed in this study. The results from the statistical analysis and
refinement of a selected number of models revealed that the best performance model was the
one shown previously in Figure 1 (ie. model MLF1). This model uses dual stations, traffic
data averaged across all lanes and only from the current time interval . The op imal number
of hidden PEs was found to be 14. The impact of data quantity on incident detection
performance will be evaluated using this model.
Impact of Data quantity on Model Performance
One of the difficulties in the development of ANN models is that, unlike statistical modelling
where estimates of sample size can be initially computed, the number of samples or
observations needed for training ANN models cannot be determined in advance. This is
further complicated when dealing with ‘real world’ data that is not easily available or difficult
and time consuming to collect such as the incident data for this study. It is therefore desired
that the impact of sample size on model performance be investigated such that the trade-off in
performance is evaluated.
From a practical perspective, this analysis will provide an insight into the sample size of ‘real
world’ data required to train ANN incident detection models. The results reported in this
paper can also be used to make decisions about the sample size required for retraining the
ANN incident detection model once it becomes out of date. This paper considers three
measures of sample size: number of incidents, number of 20-second observations and balance
between incident and non-incident conditions. The design of a master training data set
comprising sixty incidents was discussed previously. These incidents were stratified
according to incident severity, prevailing flow conditions, traffic period of the day, incident
duration and type of incident. It is generally recommended to design a training-test data set
that consists of roughly half of the available training data (Hecht-Nielson, 1990), such that the
other half is used for testing the generalisation ability of the trained models (Masters, 1993).
This, along with the requirement that the two sets should have similar incident patterns,
resulted in the creation of a training data set of 30 incidents and a training-test data set that
comprised the remaining 30 incidents. The two data sets were selected randomly from the
master data set.
Evaluation of the Impact of Sample Size on Model Performance
In order to investigate the impact of sample size on model performance, a number of
independent samples of varying sizes were randomly drawn from both the master training and
training-test data sets to form the sample training and training-test data sets, respectively. Due
to the availability of only 30 incidents in each of the master data sets, only one independent
sample could be drawn for sample sizes greater than 15. A total of 60 independent samples
were drawn as shown in Table 2. These independent samples were then used to train a total of
sixty ANN models. Each model was trained under the same set of conditions described
previously. The incident detection results of the sixty trained models, based on the
independent validation-test data set, are shown in Table 3.
Sample Size
 Training
Data Set
Sample Size
Training-Test
Data Set
Sample Size
Combined Data
Sets
No. of Randomly
Selected Samples
1 1 2 10
2 2 4 5
3 3 6 1
5 5 10 6
6 6 12 1
10 10 20 3
10 11 21 1
11 10 21 1
12 13 25 1
13 12 25 1
15 15 30 2
17 17 34 1
16 22 38 1
22 16 38 1
18 22 40 1
20 20 40 1
22 18 40 1
11 30 41 1
30 11 41 1
20 22 42 1
22 20 42 1
22 22 44 1
15 30 45 1
16 30 46 1
23 23 46 1
30 16 46 1
26 21 47 1
20 30 50 1
25 25 50 1
22 30 52 1
30 22 52 1
23 30 53 1
27 27 54 1
27 28 55 1
28 27 55 1
26 30 56 1
27 30 57 1
30 27 57 1
30 30 60 1
Total 60
Table 2: Samples selected for investigating the impact of sample size on model performance
Model Sample Size - Incidents Detection Performance on the Validation-
Test Data Set (40 incidents)
PEC
Area
No. Decision Threshold=0.5
Training
Data Set
Training-Test
Data Set
Both Data
Sets
DR
(%)
FAR
(%)
MTT
D
(Sec)
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
1
1
1
1
1
1
1
1
1
1
2
2
2
2
2
3
5
5
5
5
5
5
6
10
10
10
10
11
12
13
1
1
1
1
1
1
1
1
1
1
2
2
2
2
2
3
5
5
5
5
5
5
6
10
10
10
11
10
13
12
2
2
2
2
2
2
2
2
2
2
4
4
4
4
4
6
10
10
10
10
10
10
12
20
20
20
21
21
25
25
97.5
95.0
80.0
97.5
100.0
92.5
92.5
65.0
100.0
92.5
92.5
95.0
90.0
95.0
97.5
95.0
95.0
97.5
100.0
95.0
100.0
95.0
97.5
92.5
92.5
97.5
100.0
100.0
95.0
100.0
4.62
2.52
1.50
4.51
42.90
6.30
1.75
0.60
8.15
2.21
1.93
4.87
1.51
1.98
20.22
4.37
1.82
2.32
23.30
2.91
27.90
2.06
2.82
1.85
2.28
3.23
3.53
6.67
2.10
9.16
118
140
163
120
40
122
145
190
107
147
139
133
147
141
109
122
140
134
59
133
51
140
118
148
133
120
119
104
132
89
9908
9908
9648
9874
9186
9802
9542
9507
9903
9894
9913
9814
9939
9901
9768
9899
9859
9923
9637
9913
9564
9882
9939
9877
9931
9934
9936
9871
9963
9877
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
15
15
17
16
22
18
20
22
11
30
20
22
22
15
16
23
30
26
20
25
22
30
23
27
27
28
26
27
30
30
15
15
17
22
16
22
20
18
30
11
22
20
22
30
30
23
16
21
30
25
30
22
30
27
28
27
30
30
27
30
30
30
34
38
38
40
40
40
41
41
42
42
44
45
46
46
46
47
50
50
52
52
53
54
55
55
56
57
57
60
97.5
95.0
97.5
97.5
100.0
97.5
95.0
100.0
100.0
100.0
97.5
97.5
100.0
97.5
100.0
97.5
97.5
100.0
97.5
97.5
97.5
100.0
97.5
95.0
100.0
100.0
97.5
100.0
100.0
100.0
2.98
2.42
3.30
2.81
3.42
3.48
2.73
3.27
4.81
4.08
3.07
4.56
3.82
2.70
3.67
3.81
3.03
5.97
2.63
5.13
3.11
3.88
2.37
3.10
4.08
4.08
2.43
4.08
3.42
3.44
125
130
124
125
112
124
128
117
108
109
118
112
119
124
117
127
125
105
121
115
117
113
130
126
115
112
124
115
112
113
9927
9935
9931
9937
9935
9899
9915
9917
9897
9924
9927
9913
9931
9925
9941
9926
9932
9888
9935
9914
9930
9935
9932
9923
9933
9918
9932
9933
9933
9936
Table 3: Incident detection results for independent sample sizes based on  the number of
incidents
Impact of Sample Size - Incidents - on Model Performance
The impact of the number of incidents in the combined data set (ie. the sample training and
training-test data sets) on model performance is shown in Figure 3. The area under the
performance envelope curve (PECA) was used as the measure of effectiveness since it
captures the interaction between the detection and false alarm rates as was discussed
previously.
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Figure 3- Impact of sample size (incidents in combined data set) on model performance
The results from Table 3 and Figure 3 show higher variations in performance for sample sizes
of (10) incidents or less in the combined data set. However, the variation in performance tends
to decrease as larger samples are used. Inspection of the PECA values in Table 3 rev aled that
9 models showed larger variations in incident detection performance compared to the
remaining 51 models. These were models no. 3, 5, 6, 7, 8, 12, 15, 19 and 21 in Table 3. The
PECA for these models, all of which were trained on a combined data set comprising 10
incidents or less, were below 9814 as shown in Table 3and Figure 3. Based on the fact that
all the models with deteriorated performance had a PECA value less than 9814, this value was
used to define a lower bound for what can be considered an ‘acceptable’ PECA (and hence an
‘acceptable’ incident detection performance).
This lower bound was also used to define a band of ‘acceptable’ models whose PECA was
larger than 9814 (and less than the ideal value of 10,000). This band was found to encompass
85% (51/60) of the models in Table 3 and excluded the remaining 15% (9/60) of models that
were found to have a deteriorated incident detection performance. Inspection of the individual
incident detection results for these 9 models (Table 3) indicated that their deterioration in
performance was mainly due to the high FAR. Furthermore, the incident detection results
obtained for these models using decision threshold between 0.3 and 0.7 also revealed that the
performance of these models would not improve by implementing decision thresholds other
than 0.5.
The results from Table 3 and Figure 3 show that the ANN incident detection performance
improves as the sample size increases, but only up to a certain point beyond which the
model’s performance ceases to improve. The best incident detection performance was
obtained for model 29 (comprising 12 and 13 incidents in the training and training-test data
sets, respectively). The PEC area for model 29 was 9963. Increasing the size of the combined
data set beyond 25 and up to the largest available set (60 incidents) did not result in any
improvement in model performance.
The issue of why the model’s performance does not improve as a result of increasing the
sample size beyond 25 incidents is a complex topic that deserves further exploration. One
possible explanation for this is that not all incidents in the master data sets had similar
characteristics in relation to the ‘noise’ or general ‘cleanliness’ of the incident. Therefore, if
the sample size is increased by adding ‘noisy’ incidents to the training and training-test data
sets, the model may adjust its parameters such that its performance on the training-test data
set accommodates the ‘noisy’ incidents, on the expense of the ‘clean’ ones. This may cause
the model’s performance to deteriorate when tested on the validation-test data set (compared
to when the ‘noisy’ incidents were excluded from the training and training-test data sets). The
major challenge in this regard is that this study deals with ‘real world’ data which makes it
very difficult to quantify or measure the ‘cleanliness’ of  an incident and evaluate its impact
on model performance.
Impact of Sample Size -Number of Observations- on Model Performance
Table 4 lists the incident detection performance and the PECA for the sixty trained models
based on the validation-test data set of 40 incidents. The impact of the total number of
incident and non-incident observations in the combined data set on model performance is
shown in Figure 4. The plot in Figure 4 also shows higher variations in performance for
observations of 4764 or less in the combined data set (corresponding to less than 12 incidents
in Table 3). Again, the variation in performance tends to decrease as larger number of
cases/observations are used. In addition, the 9 models that exhibited higher variations in
incident detection performance (models no. 3, 5, 6, 7, 8, 12, 15, 19 and 21 in Table 3) had
sample observations of 4764 or less in the combined data set.
The results from Table 4 and Figure 4 also show that the incident detection performance
improves as the number of observations increases, but only up to a certain point beyond
which the model’s performance ceases to improve. The best incident detection performance
was obtained for sample 29 (comprising  11,041 observations in the combined data set).
Again, the PEC area for the model using that sample size was 9963. Increasing the number of
observations in the combined data set beyond 11,041 and up to the largest available set of
observations (25,333) did not result in any improvement in model performance. As was
mentioned previously, this is also likely to be related to the nature of the incidents (in terms of
the ‘cleanliness’ of the detector data) that were added to increase the sample size.
Sample
No.
Sample Size - Observations Detection Performance on the Validation-Test
Data Set (40 Incidents)- Decision Threshold=0.5
PEC
Area
Training
Data Set
Training-Test
Data Set
Combined
Sets
DR
(%)
FAR
(%)
MTTD
(Sec)
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
360
374
539
404
163
360
180
719
314
449
697
719
674
477
1077
929
1840
2019
1792
1843
2231
1795
2704
3859
3635
4026
4107
3959
5910
5131
248
495
326
539
269
494
629
869
300
345
871
1482
964
1033
885
968
2123
2606
1823
2162
2533
2566
1912
4729
3985
5099
3959
4107
5131
5910
608
869
865
943
432
854
809
1588
614
794
1568
2201
1638
1510
1962
1897
3963
4625
3615
4005
4764
4361
4616
8588
7620
9125
8066
8066
11041
11041
97.5
95.0
80.0
97.5
100.0
92.5
92.5
65.0
100.0
92.5
92.5
95.0
90.0
95.0
97.5
95.0
95.0
97.5
100.0
95.0
100.0
95.0
97.5
92.5
92.5
97.5
100.0
100.0
95.0
100.0
4.62
2.52
1.50
4.51
42.90
6.30
1.75
0.60
8.15
2.21
1.93
4.87
1.51
1.98
20.22
4.37
1.82
2.32
23.30
2.91
27.90
2.06
2.82
1.85
2.28
3.23
3.53
6.67
2.10
9.16
118
140
163
120
40
122
145
190
107
147
139
133
147
141
109
122
140
134
59
133
51
140
118
148
133
120
119
104
132
89
9908
9908
9648
9874
9186
9802
9542
9507
9903
9894
9913
9814
9939
9901
9768
9899
9859
9923
9637
9913
9564
9882
9939
9877
9931
9934
9936
9871
9963
9877
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
5651
5869
6415
6870
10566
7088
7494
7764
3959
13813
9980
8406
10548
5500
6870
9007
13813
9424
7342
9725
7764
13813
8374
10488
10622
12971
9468
10622
13813
11520
6552
7261
7181
10566
6870
7764
8714
7080
13813
3959
8406
9980
8459
13813
13813
10452
6870
8246
13813
11247
13813
7764
13813
12462
12971
10622
13813
13813
10622
13813
12203
13130
13596
17436
17436
14844
16208
14844
17772
17772
18386
18386
19007
19313
20683
19459
20683
17670
21155
20972
21577
22272
22187
22950
23593
23593
23281
24435
24435
25333
97.5
95.0
97.5
97.5
100.0
97.5
95.0
100.0
100.0
100.0
97.5
97.5
100.0
97.5
100.0
97.5
97.5
100.0
97.5
97.5
97.5
100.0
97.5
95.0
100.0
100.0
97.5
100.0
100.0
100.0
2.98
2.42
3.30
2.81
3.42
3.48
2.73
3.27
4.81
4.08
3.07
4.56
3.82
2.70
3.67
3.81
3.03
5.97
2.63
5.13
3.11
3.88
2.37
3.10
4.08
4.08
2.43
4.08
3.42
3.44
125
130
124
125
112
124
128
117
108
109
118
112
119
124
117
127
125
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117
113
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9931
9937
9935
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9915
9917
9897
9924
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9913
9931
9925
9941
9926
9932
9888
9935
9914
9930
9935
9932
9923
9933
9918
9932
9933
9933
9936
Table 4: Incident detection results for independent sample sizes based on the number of
observations
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Figure 4 - Impact of sample size (observations in combined data set) on model performance
It should be mentioned here that the number of incident and non-incident observations in the
training and training-test data sets (the combined data set) should be large enough to allow for
the estimation of network parameters. As was mentioned earlier, the model implemented for
investigating the sample size issue was that using average lane measurements across all
stations (model MLF1 shown previously in Figure 1). This model has a total of six input PEs
(comprising average speed, flow and occupancy data at both the upstream and downstream
stations), 14 hidden PEs and one output PE. The network is fully connected in the sense that
there are connection weights between each of the six inputs and each of the 14 hidden PEs as
well as connection weights between each of the 14 hidden PEs an  the output PE. Therefore,
the number of parameters to be estimated in this model equals the number of connection
weights between the layers in addition to the number of thresholds associated with each PE in
the hidden and output layers of the model. The number of connection weights between the
input and hidden layer is 84 (6´1 ) and the number of connection weights between the hidden
layer and the output layer is 14 (14´ ) giving a total of  98 (84+14) connection weights to  be
estimated by the model. The  PEs whose  thresholds need  to be estimated, however, are only
those of the hidden and output layers (ie. 15 PEs). Therefore, the total number of parameters
to be estimated in this model is 113 parameters (98+15).
The results from the analysis of the impact of the number of observations on model
performance revealed that lower variations in incident detection performance are expected for
models trained on more than 4764 observations in the combined data set. This would
therefore correspond to about 42 observations/parameter (4764/113). As for the best
performance model (which was obtained using a sample comprising 11,041 observations),
this would correspond to about 97 observations/parameter in the combined data set. The
composition of these observations (or the balance between incident and non-incident
conditions in these observations) and its impact on model performance is discussed in the next
section.
Impact of Sample Class Balance on Model Performance
In many ANN classification problems where a certain subclass is disproportionately
represented, the network may strive to optimise its performance when presented with
members of that subclass, at the expense of members of other subclasses (Masters, 1993).
This could be the case in incident detection modelling, for example, if incident-free or
incident conditions are not adequately represented in the data files. If the number of incident-
free observations is much larger than incident observations, the ANN model tries to optimise
its performance for the non-incident conditions at the expense of incident conditions. This
would result in a model that works well under normal traffic conditions but does not identify
incident conditions adequately. On the other hand, if the ANN model is trained on a data set
that has much more incident than non-incident conditions, the resulting model may work
better under incident conditions than non-incident conditions and would therefore generate a
high number of false alarms. Therefore, it is desired that incident and non-incident conditions
are proportionately represented in the data sets that will be used for training the ANN models.
The impact of the ‘adequate’ representation of the incident and non-incident conditions,
however, can only be evaluated in a meaningful way for the models that were found to have
lower variations in incident detection performance. Based on the results obtained previously,
these were found to be models using more than 10 incidents in the combined data set.
Therefore, the issue of the balance between incident and non-incident conditions will only be
evaluated for models no. 22 to 60 (Table 3) which comprised between 12 and 60 incidents,
respectively. The impact of the sample class balance (ie. the proportional representation of the
incident and non-incident observations) on model performance is shown for the combined
data set in Table 5 and Figure 5 in which the sample class balance is represented by the ratio
of non-incident to incident conditions.
The results from Table 5 and Figure 5 show that the ratio of non-incident to incident
conditions is between 0.99 and 1.58 for all samples in Table 5. This indicates that incident
data comprised 40-50 percent of the data in the combined data set with the remainder being
non-incident data. The results from Table 5and Figure 5 also reveal that incident and non-
incident conditions were proportionately represented in the models that were found to have an
‘adequate’ or ‘acceptable’ incident detection performance.
Sample
No.
Sample Size - Observations
Combined Set
Class
Balance
Ratio
Detection Performance on the Validation-
Test
 Data Set  (40 Incidents)
Decision Threshold=0.5
PEC
Area
Non-incident
Observations
 (Zeros)
(Z)
Incident
Observations
(Ones)
(O)
Total
(Z/O)
DR
(%)
FAR
(%)
MTTD
(Sec)
22
23
24
25
26
27
28
29
30
2488
2583
5130
3783
5588
4503
4503
6447
6447
1873
2033
3459
3837
3537
3563
3563
4594
4594
4361
4616
8588
7620
9125
8066
8066
11041
11041
1.33
1.27
1.48
0.99
1.58
1.26
1.26
1.40
1.40
95.0
97.5
92.5
92.5
97.5
100.0
100.0
95.0
100.0
2.06
2.82
1.85
2.28
3.23
3.53
6.67
2.10
9.16
140
118
148
133
120
119
104
132
89
9882
9939
9877
9931
9934
9936
9871
9963
9877
31
32
33
34
35
36
37
38
39
40
41
42
6900
7600
7578
10486
10486
7913
8912
7913
10267
10267
10601
10601
5303
5530
6018
6950
6950
6931
7296
6931
7505
7505
7785
7785
12203
13130
13596
17436
17436
14844
16208
14844
17772
17772
18386
18386
1.30
1.37
1.26
1.51
1.51
1.14
1.22
1.14
1.37
1.37
1.36
1.36
97.5
95.0
97.5
97.5
100.0
97.5
95.0
100.0
100.0
100.0
97.5
97.5
2.98
2.42
3.30
2.81
3.42
3.48
2.73
3.27
4.81
4.08
3.07
4.56
125
130
124
125
112
124
128
117
108
109
118
112
9927
9935
9931
9937
9935
9899
9915
9917
9897
9924
9927
9913
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
11046
11141
11967
11052
11967
9177
12134
12012
12404
12793
12839
13254
13451
13451
13428
14071
14071
14500
7961
8172
8716
8407
8716
8493
9021
8960
9173
9439
9348
9696
10142
10142
9853
10364
10364
10833
19007
19313
20683
19459
20683
17670
21155
20972
21577
22272
22187
22950
23593
23593
23281
24435
24435
25333
1.39
1.36
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Table 5: Incident detection results for independent sample sizes based on the class balance
ratio
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Figure 5- Impact of sample class balance (combined data set) on model performance
CONCLUSIONS AND RESEARCH DIRECTIONS
Incident detection algorithms have an important role to play in freeway incident management.
In response to the challenge to develop detection algorithms which are reliable and quick to
respond, recent research interest has focused on the potential of ANN models for incident
detection. This paper described the methodology for evaluating the impact of ‘real world’
sample size on incident detection performance. Based on the results obtained from testing the
best performance model (MLF1) on the validation-test set (comprising 40 incidents) it was
found that:
1. Model MLF1 could not be adequately trained with less than 12 incidents in the combined
data set. The results also indicate that the best performance was obtained by training the
ANN model on a combined data set of 25 incidents. Increasing the size of the combined
data set beyond that and up to the largest possible set (60 incidents) did not result in any
improvement in performance. As was suggested previously, this is likely to be related to
the nature of incidents (in terms of the ‘cleanliness’ of the detector data) that were added
to increase the sample size.
2. Similarly, model MLF1 could not be adequately trained with less than 4764 observations
in the combined data set. The results also indicate that the best performance was obtained
using a combined data set comprising around 11,000 observations (corresponding to 25
incidents in the combined data set). Increasing the number of observations in the
combined data set beyond 11,000 and up to the largest possible number of observations
(around 25,000) did not result in any improvement in incident detection performance.
Again, this is also likely to be related to the nature of the detector data in the incidents that
were added to increase the sample size.
3. Incident and non-incident conditions were adequately represented in the samples that were
deemed to have an acceptable incident detection performance. These samples were found
to have a proportional representation of both classes (incident and non-incident
conditions) with a class balance ratio between 1.0 and 1.6. This indicates that incident data
comprised 40-50 percent of the data in the combined data set with the remainder being
non-incident data.
4. From a practical perspective, the results in this paper suggest that an ‘adequate’
performance could be obtained by training an ANN model with about 12 to 25 incidents
that comprise about 5000 to 11,000 observations, provided that incident and non-incident
conditions are proportionately represented in these observations (with a class balance ratio
between 1.0 and 1.6).
5. The issue of why the model’s p rformance ceases to improve as a result of increasing the
sample size beyond 25 incidents was briefly discussed in this paper. As was mentioned
previously, the major challenge when dealing with ‘real world’ data is the ability to
quantify or measure the ‘cleanliness’ of an incident. Clearly, this is an important issue that
needs to be addressed in future research efforts.
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