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Abstract— High performance packet switching networks are 
being deployed to provide sufficient data bandwidth for end users 
3G services such as video streaming and broadband like data 
services. The use of high performance networks is, therefore, 
essential to the success of any 3G service. However, in practice, 
the deployment of High performance packet switching networks is 
hindered due to the improper congestion control which 
consequently results longer delays. In this paper, we propose a 
new method that can effectively improve the congestion control in 
high performance packet switching networks. Our numerical and 
simulation results demonstrate that the proposed method can be 
implemented for both lightly and heavily loaded networks. 
Simulation results show that the transmission delays can also be 
reduced significantly that improves the over all performance of 
high performance packet switching networks 
 
Keywords— high performance networks, 3G services, congestion 
control, transmission delays 
I. INTRODUCTION 
 As in Packet Switching Networks the message is 
decomposed into packets which share channels with other 
packets [3]. Packet high performance networking strives to 
achieve the highest possible latency, high utilization of the 
expensive resources, fair allocation of resources to competing 
users (QOS guarantees), or combinations of all these. Actually, 
Packet Switching network was originally designed to provide 
more efficient facility than circuit switching for bursty data 
traffic. Here the bandwidth seems utilized more efficiently. 
Main advantages of Packet Switching are flexibility, resource 
sharing, robustness, responsiveness. 
 Today’s internet is built up as a giant packet switched 
network. Since packet switching offer better bandwidth sharing 
and is less costly to implement than circuit switching, it is 
widely used in data networks [1]. The internet transmits data 
packets efficiently but it provides no guarantee on the end to 
end transmission delay (up bound, jitter etc). Packet losses take 
 
 
 
place due to congestion [2, 3]. Moreover delay predictions are 
very important for the design of routing and flow control 
algorithm [4, 5]. 
A. Problem Statement 
 Congestion is a problem that occurs on shared networks 
when multiple users vie for access to the same resources 
(bandwidth, buffers and queues) [5]. In packet switched 
network, packets move in and out of the buffers and queues of 
switching devices as they traverse the network. In fact, a packet 
switched network is often referred to as a “network of queues”. 
A characteristic of packet switched networks is that packet may 
arrive in bursts from one or more source. Buffer help routes 
absorb bursts until they can catch up. If traffic is excessive, 
buffers is not a solution because too much buffer size can lead 
to excessive delay. 
The current analysis of congestion control algorithms shows 
that as the combination of both delay and the bandwidth 
increases, the transmission control protocol becomes 
oscillatory that makes the overall system slightly instable. 
Recently, reference [11] shows that the increase in the product 
of capacity and delay results instability in a random early 
discard  [7], random early marking [6], proportional integral 
controller [9], and virtual queue [8]. In addition, it has been 
shown that an active queue management scheme can maintain 
stability over very high-capacity or large-delay links. Also, it 
has also been shown that the adaptive virtual queue [10] also 
becomes prone to instability when the link capacity is large 
enough.  
 Congestion occurs when various sources compete for 
network resources, and these resources cannot handle the 
demand [3]. This may happen when logical channels request 
bandwidth that cannot be supported, or when the network 
admits more packets than the links can handle, or at any node 
due to buffer shortage. Here we select problem called 
congestion so that we can make packet switch network more 
efficient. Congestion problem leads to packet loss so if we can 
minimize its effect then we can improve the performance of 
high performance packet switched network.  
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 Congestion in a network occurs because routers and 
switches have queues buffers that hold the packets before and 
after processing. A router for example, has an input queue and 
an output queue for each interface .When a packet arrives at 
the incoming interface .It undergoes three steps before 
departing. 
- The packet positions at input queue while waiting to 
be checked. 
- The processing module of the router removes the 
packet from queue and uses its routing table to make 
decision. 
The packet is plant in the appropriate output queue and waits 
its turn to be sent. 
II. RELATED WORK 
Much research has been done to lessen the congestion 
problem in the network. Among them two methods to control 
the congestion are described under. 
A. Backpressure Mechanism 
The technique of backpressure refers to a congestion control 
mechanism in which a congested node stops receiving data 
from the immediate upstream node [2, 7]. This may cause the 
upstream node to become congested, and they in turn, reject 
data from their upstream nodes and so on. Backpressure is a 
node to node congestion control that starts with a node and 
propagates, in the opposite direction of data flow to the source. 
The node 2 will have the congestion so it will inform node one 
to slow down. If congestion occurs in node 1 then it will 
inform source to slow down. This is how backpressure works. 
B. Choke Packet Mechanism 
 A choke packet is a packet sent by a node to the source to 
inform it of congestion. In choke method the warning is from 
the router, which has encountered congestion to the source 
station directly [4, 11]. The intermediate nodes through which 
the packet has traveled are not warned. Instead the source are 
warned about the congestion occurs in the router. 
III. PROPOSED SOLUTION FOR TRAFFIC MANAGEMENT IN 
ATM NETWORKS 
 Last two solutions loss the data. We have proposed the 
elucidation without any loss of data. Here we made some 
assumptions, they are as follows: 
- The sender and receiver know the size of the buffer 
the router have. 
- The packet size is known by both. 
 The sender and destination knows the maximum time for 
processing the maximum size of buffer the router has. In Fig.5 
the router informs the congestion to the source rather than 
node. Firstly the source sends the packet to the router. As the 
source knows the buffer size of the router and its processing 
time, In addition to the packet it also sends the control bit. The 
control bits are sent from the router to sender in certain 
interval. Here, we made the assumption that if the control bits 
from the router send that the buffer is 70% full then the sender 
will stop sending the packets. If the buffer size of router is 50% 
full then the sender will slow down by 25%.Similarly if router 
buffer is even less than the 50% then the sender will send the 
packet in full speed. After certain interval the control bits are 
 
 
Input
Input
Output
Input
Output
Output
In
te
rface
In
terface
In
terface
Router Queues
 
Fig. 1. Queues in the Router 
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Fig. 2. Backpressure method 
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Fig. 3. Choke Packet Mechanism 
 
  
broadcasted to each sender. So by looking at the buffer usage 
percentage we can slow down the speed.  The more it takes 
time to return the slower will be the packet delivery from the 
source. Here we take n number of senders. 
 Now, lets move to the congestion occurs in output side of 
the router as shown in Fig. 6. We know the destination knows 
time of processing of the packet as well as the time to get that 
packet which is sends by the source. Suppose the destination 
didn’t get the packet in time then the destination will send the 
control bit. If control bit takes time to come back to the 
receiver. The receiver will know there is congestion occurring 
in the output buffer of the router. This implies that, if router 
gets control bit from the receiver the router is going to slow 
down the processing speed so that there will be time for the 
receiver to get the packet without loss.   
IV. PROPOSED MATHEMATICAL MODEL 
 Before going to present the mathematical model, it is worth 
mentioning some of our assumptions:  
‾ First, we consider both sender and router part.   
‾ We assume that we may have n number of senders 
‾ Also, we assume that the length of the link is Ln 
whereas the sender is represented by Sn 
 
 Taking this into account, we can present the following 
mathematical expression to formulate out proposed hypothesis 
as follows: 
Total no of senders = 
1
n
n
S


     Property (1) 
 In the same manner, we can compute the transmission time 
as follows: 
 
Transmission Time = /Ts L B     Property (2) 
 
where L  is the length of the packet (typically measure in bits) 
and B  is the bandwidth of the link (typically measure in 
bits/sec). Combining property (1) with (2), results the 
following mathematical expression: In addition to that, we also 
assume that the propagation time remains constant for both 
transmission of messages and represented by Tp. With this 
assumption, the total time taken by n number of senders to 
send first bit will be approximated as follows: 
.
1
( )  s n n
n
T total S T


     Property (3) 
Router =   
1
    s P n
n
T total T S


    Property (4) 
 According to one of our assumptions, there are n  no of 
receivers whereas the length of the link between the router and 
the receiver is assumed to be Lr . It should also be noted that 
the same link for the receiver side is used and represented by 
DSI. Taking these factors into account and combine them with 
the four properties presented above, we can present the 
following mathematical expression for the total number of 
receivers. 
Total no of receiver = 
1n
Rn


     Property (5) 
 Also, we assume that the Processing-Time (
rP ) that router 
takes is Rt . In addition, this time is assumed to be known by 
both sender and the receiver. This implies that the time 
required to transmit a single bit is a sum of processing time and 
the router processing time. This can be mathematically 
expressed as:  
 
/ r tTrnamission Time bit P R       Property (6) 
 
This can be generalized for n number of receivers  
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Fig. 4. Congestion control technique 
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Fig. 5. Sender and Router Communication packet 
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V. SIMULATION RESULTS OF THE PROPOSED SCHEME 
 Fig. 6 represents an approximation of packet loss with 
respect to time. As harmony with Fig. 6, an average packet loss 
of the presented model can be numerically approximated using 
above properties: 
 
( ) 1000 /1544 0.647sec.Ts    
 
 On the other hand, average packet loss of previous model is 
typically presented as: ( ) 30045.45Ploss old  .This further 
leads us to the following performance analysis. 
 
( ) ( )
33.4% 
( ) 100
 represents estimated value 
Ploss old Ploss present
performance
Ploss old
where



 
 Here, we can take out the transmission time, we are using 
DS1 link in between the router and the sender. So the 
bandwidth is 1.544 Mb/sec and frame or packet size to be 
1000kbits. 
VI. CONCLUSION 
There are lots of things to be considered for the control of 
congestion problem. Either you have to compromise with the 
time, cost or packet loss. In our model, we have compromised 
with the time and cost but put effort to minimize the packet 
loss. As we all know that packet switching network is based 
upon connectionless network. Due to this there is lots of packet 
loss. According to the previous model we found loss of data to 
be maximum. So we somewhat tried to diminish the packet loss 
by making some of the assumptions. 
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Fig.6. packet loss versus time (msec) 
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Fig.3. L versus 
null messages 
and NMR (%)  
