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Abstract
This thesis presents the very first experimental realisation of splitting and
recombination of robust bright-solitary-matter waves on a narrow repulsive
potential barrier. This system has intrinsic interest for fundamental studies
of soliton phase and for the realisation of a soliton interferometer.
An upgraded imaging system is presented, which is capable of imaging the
bright-solitary-matter waves in-situ and across a wide range of magnetic
fields. The system uses a combination of an offset-locked imaging laser, a
high-intensity probe beam and a microwave-transfer adiabatic rapid passage
of the atoms to an auxiliary imaging state which has favourable transition
properties.
BECs of 85Rb are created by direct evaporative cooling, using an upgraded
crossed optical dipole trap. Condensates of up to 7000 atoms are created,
with greater than 80 % purity. We develop a wavefunction engineering proto-
col, which allows us to transfer the condensate into a quasi-1D potential and
systematically demonstrate regions of interatomic interactions where bright-
solitary-matter waves can be formed, as well as regions where condensate
collapse or breathing-mode phenomena are observed. The bright-solitary-
matter waves are very robust, propagating without measurable dispersion
for over 20 s.
The splitting of a soliton into two daughter solitons on a narrow blue-detuned
optical potential is presented. We demonstrate full control over the transmis-
sion coefficient by varying the barrier height. Velocity selection between the
outgoing daughter solitons is observed and quantified, whereby the transmit-
ted daughter soliton always has a higher centre of mass kinetic energy than
the reflected daughter soliton.
Velocity-selection-mediated recombination on a wide barrier is demonstrated,
as well as interference-mediated recombination on a narrow barrier. We ob-
serve large shot-to-shot fluctuations for the narrow barrier which are fully
consistent with independently-determined uncertainties in the barrier posi-
tion. For the first time we explore this experimentally and theoretically, both
with Gross-Pitaevskii simulations and analytical approximations, putting
new limits on the required parameters for future phase-sensitive interfero-
metric measurements.
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Chapter 1
Introduction
Solitons are of fundamental interest in a broad range of settings due to their
ubiquity in nonlinear systems, which occur prolifically throughout nature
[1, 2]. They were first observed to occur in shallow water in 1834 by John
Scott Russell, when he termed them a wave of translation [3]. Since then,
the field of soliton physics has been the subject of extensive theoretical and
experimental investigation, as it has far-reaching applicability across a range
of scientific disciplines [4–11].
1.1 Background
There are multiple, comprehensive accounts of the background and theory
of Bose-Einstein condensates (BECs) and solitons. Most relevant for wider
reading on the subjects around those presented in this work are the four the-
ses produced by previous PhD students on our experiment [12–15]. There-
fore, in the interests of brevity and focus, we will only cover a preliminary
background in soliton theory here, to give context for theory and results to
come in subsequent chapters.
Solitons emerge as solutions to 1D nonlinear equations. The exact form of the
solution to the nonlinear equation gives rise to a variety of solitons, namely:
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bright, dark and gap solitons. Regardless of which type, there are a strict
set of mathematical properties that should be fulfilled in order to call an
object a soliton. It is common to ascribe a set of three basic requirements of
a soliton that encompass these properties [16], which are:
1. They are of permanent form.
2. They are localized within a region.
3. They can interact with other solitons, emerging from the collision un-
changed, except for a phase shift.
A true 1D geometry is impossible to achieve in a real-world experiment, as it
is impossible to avoid radial extent with a physical system and there is usually
some weak axial harmonic trapping present. This removes the integrability
of the system and prevents true solitons from being created. Fortunately,
the above properties can be generalised to a quasi-1D geometry to give the
3D soliton analogue: the solitary wave. However, the terms soliton and
solitary wave are often used interchangeably within the literature, including
throughout the remainder of this thesis.
1.1.1 Gross-Pitaevskii equation
In BECs, the required nonlinearity is provided by interatomic interactions
governed by the s-wave scattering length [17], which can be tuned using a
magnetic Feshbach resonance [18]. The effects of this nonlinearity can be
explored by considering the Gross-Pitaevskii mean-field model, which is an
established description for dilute, weakly-interacting Bose gas systems. In
this model, the collective wavefunction of the BEC, Ψ(r, t), obeys the Gross-
Pitaevskii equation (GPE):
i~
∂Ψ(r, t)
∂t
=
[−~2
2m
∇2 + V (r) + g3D|Ψ(r, t)|2
]
Ψ(r, t), (1.1)
2
with effective interaction strength:
g3D = 4pi~2Nas/m, (1.2)
where m is the atomic mass, as is the s-wave scattering length and N is the
atom number.
Throughout this work we will study the interactions between a soliton in
a quasi-1D potential and a repulsive Gaussian barrier. This arrangement
suggests a more natural formulation of the potential in Eq. 1.1 to be:
V (r) =
m[ω2zz
2 + ω2r (x
2 + y2)]
2
+ V(x, z), (1.3)
where V(x, z) denotes the barrier potential and ωz and ωr are the axial and
radial harmonic trapping frequencies respectively.
As ωr  ωz for a true quasi-1D potential, Eq. 1.3 may be simplified by
assuming the atoms to be frozen in the ground state of the radial oscillator
potential. This returns an expression for the quasi-1D GPE:
i~
∂ψ
∂t
=
[−~2
2m
∂2
∂z2
+
mω2zz
2
2
+ V (z) + g1D|ψ|2
]
ψ, (1.4)
with effective interaction strength:
g1D = 2~ωrasN. (1.5)
The success of this model relies upon the fact that the de Broglie wavelength
of the atoms is larger than the short-range molecular potential associated
with the two-atom bound state. Therefore, the atoms do not see the poten-
tial, only a phase shift which relates to the scattering length:
as = lim
k→0
tan δ0(k)
k
, (1.6)
3
where δ0 is the phase shift of the l = 0 partial wave and k is the wavevector.
Close to a single Feshbach resonance, the magnetic field dependence of the
scattering length is given by the well-known expression:
as = abg
(
1− ∆
B −Bpeak
)
, (1.7)
where abg is the background scattering length, ∆ is the width of the resonance
and Bpeak is the magnetic field of the resonance centre.
Each atomic species has its own spectrum of Feshbach resonances. How-
ever, most studies with 85Rb focus on one particular resonance. Using high
precision bound-state spectroscopy [19], this resonance has been measured
to have the properties: abg = (−443± 3) a0, ∆ = (10.71± 0.02) G and
Bpeak = (155.051± 0.018) G.
1.1.2 Bright-solitary-matter waves
One particular solution to the GPE is of interest in this thesis: the solution
that describes a bright-solitary-matter wave. Bright solitons occur in the
presence of an attractive, self-focussing nonlinearity which is able to perfectly
balance wavepacket dispersion. They manifest as a non-dispersive region
of increased density: a peak. This contrasts with the dark soliton, which
manifests as a non-dispersive region of decreased density: a dip [20]; and the
gap soliton, which can only be realised in a lattice potential [21].
In the case of the BEC, interatomic interactions can be set to be slightly
attractive by tuning the magnetic field in the vicinity of a Feshbach resonance
to produce a negative scattering length. This can produce a bright-solitary-
matter wave of the form:
ψ =
ar√
2|as|κ
sech
(
z − vt
κ
)
exp
[
i
mv
~
z − i
~
(
mv2
2
− ~
2κ2
2m
)
t
]
, (1.8)
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where ar =
√
~/(mωr) is the characteristic radial confinement length scale,
v is the soliton velocity and:
κ =
a2r
|as|N , (1.9)
is the soliton width. Typical values for the experiments performed with 85Rb
in this work are: ωr ∼ 40 Hz, as ∼ −10 a0 and N ∼ 2500, leading to a soliton
width κ ∼ 2 µm. This is approximately half the size of solitons created in
experiments using Lithium [22], where the decreased atomic mass and slightly
different soliton formation routine contributes to their larger width.
Although Eq. 1.9 is strictly a solution only for the true bright soliton, it
indicates the form of the bright-solitary-matter wave in a quasi-1D geom-
etry, despite the fact that the system’s integrability has been removed by
the relaxation of the dimensionality constraint and the addition of an axial
potential.
It is important to note that a bright-solitary-matter wave can only occur in
a quasi-1D setting, as the collapse instability of BECs requires that a stable
BEC be repulsive in a 3D trap, as detailed below. Therefore, the usual
experimental procedure for creating bright-solitary-matter waves is to first
create a repulsive condensate (positive scattering length) in a 3D trap before
changing the geometry to be quasi-1D and switching the interactions to be
attractive (negative scattering length) [23]. This is the same procedure used
throughout this thesis (see Ch. 4). Bright-solitary-matter waves in BECs
of 7Li, 85Rb, 39K and 133Cs have so far been experimentally demonstrated
[23–30].
1.1.3 Collapse instability
To minimise its interaction energy, a trapped condensate with attractive
interatomic interactions will increase its density at the trap centre. This may
be inconsequential if the interaction strength is sufficiently weak, or the atom
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number is sufficiently low that the kinetic energy can balance it. However,
beyond these limits, collapse occurs. The stability of the condensate in a 3D
trap can therefore be parametrised by a term k [31], which is defined as:
k =
Ncrit|as|
aho
, (1.10)
where Ncrit is the critical number of atoms, aho =
√
~/mωho is the aver-
age confining length scale and ωho = (ωxωyωz)
1/3 is the geometric average
trapping frequency.
The value for k has been calculated numerically in a variety of trapping
configurations. For spherically-symmetric traps, similar to those used for
producing BECs in this work, a value of k ∼ 0.57 has been calculated [31].
In a quasi-1D setting, Eq. 1.10 is modified to:
k =
Ncrit|as|
ar
. (1.11)
For quasi-1D traps, similar to those used for producing solitons in this work, a
value of k ∼ 0.675 has been calculated [32]. Interestingly, a uniform conden-
sate in free space is unstable at any negative scattering length, as ωho → 0,
whereas collapse is prohibited in a true 1D system.
1.2 Motivation
There are many targets for our experiment, some of which we have now
achieved and others that may be addressed by future experimentalists. In
brief, these targets are to:
• Create a machine and routine for reliably producing robust, long-lived
solitons.
• Develop an imaging system for observing the solitons in-situ.
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– Develop a non-destructive imaging system for observing soliton
dynamics in real-time.
• Investigate the phase properties of solitons, in the context of soliton-
soliton collisions and soliton interferometry.
• Investigate the post-quench dynamics of a soliton following an interac-
tion quench, to identify possible beyond-mean-field effects.
• Investigate the collapse dynamics of a condensate.
• Investigate short-range atom-surface interactions.
To better explain why these targets are important, we provide motivation
for each of those covered in this thesis below.
Robust, long-lived solitons
The foundation of any future soliton experiment is the robust generation of
stable solitons. Therefore, we aim to create the most stable bright-solitary-
matter waves possible. This requires the reliable production of a BEC with
tunable interatomic interactions, along with a 3D density profile that can
be mode-matched with that of the target bright-solitary-matter wave in the
quasi-1D potential.
In-situ imaging of solitons
As bright-solitary-matter waves are small, dense objects, it has been a com-
mon practice to allow them to expand before imaging [23]. This has typi-
cally been achieved by switching the magnetic field off, causing the scattering
length to jump to the background scattering length of −443 a0, which in turn
triggers the soliton to collapse and rapidly expand [13, 23, 33]. After allow-
ing the cloud to expand for some time, the result is an image of a much
larger, less-dense object. However, this technique is extremely detrimental
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to achieving an accurate or repeatable measurement of the soliton width, as
the magnetic field sweeps across a Feshbach resonance during the switch-off.
As the Feshbach resonance is nonlinear, it is highly non-trivial to relate the
measured soliton width with the true in-trap value. Therefore, in order to
study solitons in detail, as well as to quantitatively compare experiment with
theory, it is important that we determine a technique for imaging the solitons
in-situ.
Secondary to this, many aims of our experiment (and the interests of the field
as a whole) relate to soliton dynamics. Historically, the workhorse imaging
technique in the cold atoms community is a destructive method known as
absorption imaging (see Ch. 3). This technique requires that each image
is taken from a totally independent experimental run. Unfortunately, this
means that any small-scale dynamics that are sensitive to the exact initial
conditions (such as those associated with condensate collapse) are often lost
amidst shot-to-shot noise. Therefore, it would be extremely beneficial to
investigate a minimally-destructive imaging technique that could be applied
to solitons, such as dark ground imaging [34], phase contrast imaging [35,36],
Faraday imaging [37,38] or partial-transfer absorption imaging [39].
Phase properties of solitons
Understanding and probing the coherent phase carried by matter-wave soli-
tons is an area of particular relevance for BEC physics. The reason for this
is the impact that soliton phase has on two areas: phase-sensitive soliton-
soliton collisions and soliton interferometry.
The relative phase between colliding solitons is attributed to be the stabil-
ising force against collapse for soliton trains [29,40–43]. Though the mecha-
nisms for creating the required alternating phase structure (0 − pi − 0 etc.)
between neighbouring solitons in a soliton train have been theoretically ex-
plored [44–50], there are currently no experiments that directly probe the
soliton-soliton collision’s dependence on the relative phase. The only experi-
mental investigation of soliton-soliton collisions in BECs to date inferred the
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relative phase from the observed outcome of the collision event [40]. There-
fore, one aim for the experiment is to study phase-sensitive soliton-soliton
collisions in a phase-controlled way.
Matter-wave interferometers have emerged as a means of achieving unprece-
dented sensitivity in interferometric measurements [51–54]. However, they
have typically been limited by either interatomic collisions or dispersion of
the atomic wavepackets, which cause dephasing and a reduced signal to noise,
respectively [55]. Previous works have successfully reduced the impact of in-
teratomic collisions through the control of interatomic interactions [56,57], or
by generating squeezed states [58,59]. However, dispersion remains a limita-
tion. A soliton-based interferometer has the potential to overcome dispersion,
allowing for much longer phase-accumulation times [22, 60–66], albeit for an
increased quantum noise [67]. To date, only one experiment has demon-
strated interferometry with a soliton [27], in which Bragg pulses were used
for splitting and recombination. However, interferometer times were insuffi-
cient to exploit the non-dispersive property of solitons. Therefore, another
aim of the experiment is to create an interferometer that is able to make use
of the beneficial properties of solitons.
1.3 Thesis context
This work is primarily focussed on the splitting and recombination of bright-
solitary-matter waves of 85Rb, as well as the optimised production and imag-
ing of those same bright-solitary-matter waves. As such, we are mainly in-
terested in the very final stages of the experimental sequence. Therefore, the
work presented by the author (OJW) in this thesis builds directly upon the
contributions made by previous phd students: Sylvi Ha¨ndel (SH) [12], Anna
Marchant (ALM) [13], Tim Wiles (TPW) [14] and Manfred Yu (MMHY). A
short summary of their individual contributions to the relevant parts of the
experiment for this thesis is listed below.
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SH, AM and TW assembled, developed and characterised major aspects of
the experimental apparatus, which ultimately led to the first creation of 85Rb
BEC through direct evaporative cooling [68]. The initial production of bright-
solitary-matter waves was done by ALM, along with demonstrating reflection
from a broad Gaussian barrier [23]. ALM, TPW and MMHY showed the
reflection of a bright-solitary-matter wave from a narrow attractive barrier
[33]. MMHY, along with Ana Rakonjac (AR) were involved in an upgrade
of the trapping setup for the science cell stages of the experiment, as well as
research into arbitrary potentials and ring traps.
Throughout this thesis we focus on the work undertaken by OJW, which
we outline here. OJW constructed the laser and beat-locked laser system
used for in-situ imaging, along with performing the low-field and high-field
spectroscopy. AR constructed the microwave antenna which OJW used for
microwave-transfer and partial-transfer imaging. AR and OJW contributed
towards calibrating the imaging for high probe intensities. AR and OJW con-
tributed to redesigning and aligning the new crossed-dipole trap lasers, as
well as achieving the first 85Rb BEC with the new setup. AR and OJW pro-
duced the first solitons in the N-S and E-W beams in this new setup. OJW
added and explored the controllable harmonic potential along the quasi-1D
potential, using magnetic coils installed by MMHY. OJW performed the
field calibration, wavefunction engineering and width oscillation experiments
that led to the production of robust, long-lived solitons. AR and OJW in-
stalled and aligned the wide barrier beam. AR profiled the width of the
wide barrier. AR and OJW investigated controllable splitting and velocity-
selection-mediated merging of daughter solitons on the wide barrier. AR and
OJW installed the 30 mm lens to create the narrow barrier. OJW profiled
the narrow barrier using a variety of different methods. OJW investigated
controllable splitting and interference-mediated recombination on the nar-
row barrier. The study on velocity selection was performed by OJW. At
various stages of this thesis there are computational simulations that have
been provided by theorists: Tom Billam (TPB) for 1D-GPE and quasi-1D-
GPE simulations and John Helm (JLH) for 3D-GPE simulations. TPB also
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provided the approximate analytical model used to describe the observations
of interference-mediated recombination with respect to barrier offset.
1.4 Thesis outline
The layout of this thesis is arranged such that it presents the results in
an order that builds ever-increasing experimental sophistication. Therefore,
each chapter depends entirely on the steps taken in the previous chapter. As
an overview:
• Ch. 2 details the optimisation of our experimental sequence for produc-
ing condensates of 85Rb.
• Ch. 3 gives a detailed account of our new imaging system, capable of
imaging the solitons in-situ and across a wide range of magnetic fields.
• Ch. 4 provides information on how we ensure the production of robust,
long-lived single bright-solitary-matter waves in a tunable quasi-1D po-
tential.
• Ch. 5 reports the controllable splitting of a bright-solitary-matter wave
on a narrow repulsive barrier, along with the observation of velocity
selection.
• Ch. 6 reports the results of velocity-selection-mediated recombination
on the wide barrier, as well as interference-mediated recombination on
the narrow barrier. We explore the effect of tuning various experimental
parameters and develop an intuitive interpretation for our observations,
which encompasses the effects of velocity selection and interference.
Finally, we look at the implications that our findings have for the field
of interferometry.
• Ch. 7 summarises the work presented in this thesis and gives outlines
for future experiments that may be performed with an upgraded ap-
paratus, which could pave the way for fulfilling the unexplored targets
set earlier in this chapter.
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1.5 Publications
O. J. Wales, A. Rakonjac, T. P. Billam and S. L. Cornish, Robust production
and imaging of long-lived matter-wave solitons, in preparation: provides the
basis for Ch. 3 and Ch. 4.
[69] O. J. Wales, A. Rakonjac, T. P. Billam, J. L. Helm, S. A. Gardiner and
S. L. Cornish, Splitting and recombination of bright-solitary-matter waves,
arXiv e-prints, arXiv:1906.06083 (2019): provides the basis for Ch. 5 and
Ch. 6.
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Chapter 2
Bose-Einstein condensation of
85Rb
In this chapter we describe the experimental setup and sequence used to
produce 85Rb Bose-Einstein condensates (BECs). As the majority of the
setup and sequence has been extensively described elsewhere [12–15, 23, 33,
68, 70, 71] we will not provide a comprehensive description of each aspect,
instead this chapter serves as a higher-level overview of the main points to
put subsequent chapters of this thesis into context. It also highlights and
explains important upgrades, changes and additions that have been made to
the setup from previous works, such as the upgraded crossed optical dipole
trap and dual photodiode servo.
We begin with an outline of the experimental apparatus before presenting
sections on each of the two main components of our experiment, in which we
cover the relevant stages of the experimental sequence and the background
necessary to understand optimised evaporation.
2.1 Apparatus overview
The apparatus consists of a laser system for cooling, the vacuum system, the
hardware for optical and magnetic trapping, as well as a computer control
and data acquisition system.
13
The vacuum system (Fig. 2.1) is a two-chamber setup with a differential
pumping connection that establishes a differential pressure of > 100 between
the higher-pressure magneto-optical trap (MOT) chamber and the ultra-high
vacuum (UHV) science cell. This is essential in order to achieve high MOT
loads in the MOT chamber whilst still being able to efficiently cool in the sci-
ence cell. Atoms are transported between the two chambers in a quadrupole
magnetic trap generated by a pair of coils, the transport coils, which are
mounted on a motorised translation stage and take around 2 s to transfer the
atoms.
2.2 Cooling in the MOT chamber
Five stages of the experiment take place in the MOT chamber: MOT, com-
pressed MOT (CMOT), optical molasses, optical pumping and transport trap
loading. These stages are designed and optimised to load as many atoms as
possible into the transport trap, at the highest phase space density.
The 6-beam MOT is made using three pairs of counter-propagating, off-
resonant laser beams, along with a magnetic quadrupole that produces an
axial magnetic field gradient of 10 G cm−1. The beams are taken from the
same laser, the cooling laser, which is tuned to deliver light detuned by
−15 MHz from the D2 52S1/2 F = 3→ 52P3/2 F ′ = 4 transition for the MOT
stage. The cooling light passes through a tapered amplifier before reaching
the experiment, resulting in 12 mW per beam at the vacuum chamber. The
MOT beams have a 1/e2 radius of 15 mm, limited by the optical access to
the vacuum chamber and by the required beam intensity to form a MOT.
Despite the F = 3 → F ′ = 4 being a closed transition, whereby atoms
excited on this transition can only decay back to the F = 3 ground state,
off-resonant scattering to the F ′ = 2, 3 states means that the F = 2 state
can become populated. Therefore a weak repump laser beam, resonant with
the F = 2 → F ′ = 3 transition, returns atoms to the cycling transition
for further cooling. The MOT stage typically lasts 20 s and loads up to 109
atoms.
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A 20 ms CMOT stage follows the MOT stage. Contrary to the findings of
Ref. [72], where it is suggested that an increased magnetic gradient would
result in a higher number of atoms being loaded into the transport coils, it has
been found that a reduced gradient actually produces a larger atom number
[12]. Therefore, the magnetic quadrupole gradient is relaxed to 5 G cm−1, the
cooling beam detuning is increased to −35 MHz and the repump intensity is
reduced. The reduced repump intensity allows atoms to collect in the F = 2
dark state, decreasing the scattering rate and hence the heating rate. The
increased cooling beam detuning also reduces heating through re-radiated
photons. These changes result in a denser atomic sample to that formed in
the MOT.
We cool the atoms further using optical molasses. The magnetic quadrupole
field is removed and the cooling beam detuning is increased still further to
−90 MHz for 30 ms, cooling the atoms through a combination of standard
Doppler cooling and polarisation gradient cooling.
To optically pump the atoms into the magnetically trappable, low-field seek-
ing |F,mF〉 = |2,−2〉 state, we use a 1.5 ms pulse of circularly polarised light
such that it drives the required σ−, F = 2→ F ′ = 2 transitions.
The atoms are loaded directly into the transport potential following opti-
cal pumping. The transport coils are switched on simultaneously with the
MOT beams turning off. Initially they provide a magnetic field gradient of
45 G cm−1 but, after a 25 ms hold, this gradient is ramped to 180 G cm−1
over 250 ms. It is important that this gradient is high to maintain trapping
during the mechanical acceleration/ deceleration of the coils as they move
towards the science cell. The magnetic dipole force felt by an atom placed
in a magnetic field gradient ∇|B| is:
Fdip = −mFgFµB∇|B|, (2.1)
where gF is the atom’s hyperfine Lande´ g-factor and µB is the Bohr mag-
neton. Therefore, for a potential with field gradient 180 G cm−1 vertically
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(90 G cm−1 horizontally), an atom in the |2,−2〉 state allows a maximum
trap acceleration of ∼ 40 m s−2 to remain trapped. In practice, the accel-
erations used in the experiment fall well short of this, with the motorised
translation stage only capable of accelerations up to 4 m s−2.
A right-angled prism is located halfway along the path of the transported
atoms. This blocks the line of sight between the two chambers, preventing
stray hot atoms from entering the science cell. Additionally, it prevents
damage of the MOT fluorescence camera from the high power dipole-trapping
beams used in the science cell.
2.2.1 Cooling in the MOT chamber: optimisation
To maximise the number of atoms in the final condensate, it is essential
to load as many atoms as possible into the transport trap. Thus, at each
of the stages highlighted above, the cooling beam pair intensity balancing,
cooling beam detuning, repump power and detuning, magnetic quadrupole
gradient and magnetic quadrupole trap centre have to be optimised. The
magnetic quadrupole trap centre is controlled using pairs of magnetic shim
coils (labelled in Fig. 2.1[b]). Optimisation is achieved in two ways: di-
rect observation of the MOT for coarse optimisation and a release-recapture
method for precise optimisation.
The MOT, CMOT and molasses stages are able to cool atoms because of
preferential scattering of photons by higher temperature atoms, which causes
fluorescence. As the F = 3 → F ′ = 4 transition is around 780 nm, this
fluorescence is faintly observable by the human eye and easily observable
with commercial silicon-based photodiodes and cameras. We monitor the
fluorescence with a camera to observe the position of the MOT within the
vacuum chamber and with a photodiode to give a quantitative estimate of
the total atom number. The output voltage of the photodiode is directly
proportional to the atom number, for a constant MOT beam intensity and
detuning [73].
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An example of coarse optimisation using the photodiode is in the initial
loading of the MOT. As we want to transfer the maximum number of atoms
to the transport potential as possible, it is reasonable to assume that we
want to load the largest MOT that we can. Therefore, early optimisations
of the variables during the MOT stage were done to maximise the measured
fluorescence. However, this measurement is insensitive to atomic temperature
and so may not represent the optimal set of parameters for the eventual
loading of the transport potential.
The camera is used for coarse optimisation of the cloud position during the
various stages, as well as for balancing the cooling beams. As there are likely
small differences in beam radii between the various cooling beams, a simple
measurement of beam power is insufficient to properly balance the intensity
between beam pairs. Instead, coarse optimisation is performed by observing
the fluorescence from an extended molasses stage (after normal MOT and
CMOT stages) with the camera. If the beam pairs are imbalanced the atomic
cloud is rapidly pushed towards the weaker beam due to the radiation pres-
sure differential. By carefully adjusting the power in each beam the atomic
cloud instead disperses isotropically over ∼ 1 s timescales, remaining centred
on its initial position. This allows for more efficient molasses cooling without
compromising the spatial overlap with the transport trap.
More precise optimisation of all parameters is achieved through a release-
recapture method [74]. Following the stage of interest, the atoms are loaded
into the transport potential at a magnetic field gradient of 45 G cm−1, consis-
tent with the gradient used during the normal experimental sequence. Using
Eq. 2.1 we can see that this gradient is sufficient to support the mF = −2
and mF = −1 states against gravity, which require ∇B = 22.4 G cm−1 and
44.8 G cm−1 respectively. However, only the atoms in the mF = −2 state are
trapped. After a hold of 400 ms, the transport coils are switched off, releas-
ing the atoms from the transport potential. The MOT stage is immediately
switched on and some fraction of atoms are recaptured into it. The measured
fluorescence at the start of the recaptured MOT stage, relative to that at the
end of the initial MOT stage, gives a release-recapture efficiency. This is a
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direct measurement of the efficiency of loading the transport potential and so
is the important parameter to be optimised throughout all stages that take
place in the MOT chamber.
Cooling in the MOT chamber: stability
Most of the above stages are fairly robust to small short-term drifts and rarely
need reoptimising. However, for the benefit of future experimentalists, it’s
worth highlighting that the cooling laser beam balancing and the optical
pumping stage require more frequent attention for the following reasons.
As described above, imbalanced beam intensities causes rapid loss during
the molasses stage and, because the beam balancing is controlled through
polarisation-sensitive optics, the purity and stability of the polarisation from
the cooling laser must be high. However, although the light is passed through
a polarisation-maintaining optical fiber before being split into the six beam
paths, ambient temperature and pressure fluctuations can lead to imbalanced
beam pairs and inefficient molasses.
Efficient optical pumping requires sufficient photons in order to transfer ∼
100 % of the atoms to the |2,−2〉 state. Therefore, if the beam power is
too low or the pulse is too short, there is a drastic reduction in recapture
efficiency. The efficiency also depends on the purity of the polarisation to
drive the necessary σ− transitions. If the purity of polarisation is not high,
pulses that are too long or too powerful can cause heating and a reduction in
recapture efficiency. Assuming all atoms are initially equally distributed over
the five hyperfine levels of the F = 2 state and with perfect optical pumping
efficiency, the optical pumping stage changes the fraction of theoretically
magnetically-trappable atoms from 20 % to 100 %, at a field gradient of∇B =
45 G cm−1. Consequently, the optical pumping stage has a drastic effect
on the transport potential loading and has been found to require the most
frequent optimisation.
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2.3 Cooling in the science cell
We cool the atoms to degeneracy in the science cell, using the well-established
techniques [75,76] of radio frequency (RF) evaporation and optical evapora-
tion. Fig. 2.2 demonstrates the evaporation trajectory taken, from loading
the quadrupole trap to achieving condensation.
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Figure 2.2: Evaporation trajectory to form a BEC of 85Rb. The blue data
show the values at the end of the two final RF ramps and the rest of the
data show the values at the end of optical evaporation ramps. The diagonal
dashed lines separate the regions with no applied bias field, 177 G and 162 G
from right to left respectively. The green triangles are data measured during
optimising the final evaporation ramp and so correspond to different final
trap depths. The red dotted line highlights the BEC phase transition at
PSD = 2.61.
The evaporation sequence is comprised of a series of linear ramps that ap-
proximate an exponential decay of the trap depth. For the RF evaporation
these are frequency ramps, from high to low frequency; for the optical evap-
oration these are laser intensity ramps, from high to low intensity.
The specific scattering properties of 85Rb, which will be discussed later in
this section, make evaporating to condensation particularly challenging [68].
Therefore, it is essential that the evaporation procedure is well-optimised. We
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ensure this by considering elastic and inelastic collisions, as well as by defining
an evaporation efficiency parameter that we can optimise experimentally.
2.3.1 Elastic and inelastic collisions
The efficiency of evaporation depends on the ratio of elastic to inelastic col-
lisions. Following the removal of the most energetic atoms, elastic collisions
are responsible for rethermalising the remaining ensemble. This reduces the
overall temperature and ideally increases the phase space density, PSD, given
by [77]:
PSD = n0λ
3
dB = n0
(
2pi~2
mkBT
) 3
2
, (2.2)
where λdB is the de Broglie wavelength and n0 is the peak density of the
atomic cloud. For a harmonic trapping potential with peak density given by
n0 = Nω
3
(
m
2pikBT
)3/2
, Eq. 2.2 can also be recast to:
PSD = N
(
~ωho
kBT
)3
, (2.3)
where ωho = (ωxωyωz)
1/3 is the geometric average of the three orthogonal
trapping frequencies.
As described in Ch. 1, the s-wave scattering length varies nonlinearly with
magnetic field close to Feshbach resonances. For atoms in the ultracold limit,
the elastic scattering cross section is approximated by:
σel =
8pia2s
1 + k2a2s
, (2.4)
where k is the wave vector defined by:
k =
(
16mkBT
pi~2
) 1
2
=
4
√
2
λdB
. (2.5)
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This approximation ignores an effective range correction, re, which modifies
the scattering length to account for finite temperature effects. Therefore,
Eq. 2.4 is strictly valid only when rek
2as  1, or equivalently when λ2dB 
reas, which occurs below ∼ 10 µK for 85Rb. However, this approximation is
sufficient to understand that elastic collisions can be maximised by careful
selection of the scattering length. The full elastic collision rate, Γel, also
depends on the mean atomic density, 〈n〉, and the mean relative velocity,
〈vrel〉, as:
Γel = σel〈vrel〉〈n〉. (2.6)
Unfortunately, inelastic collisions also depend on the scattering length (three-
body loss scales as a4s ) and cause loss without the increased PSD [78, 79].
Therefore, the optimal scattering length for maximising the elastic scattering
rate is not necessarily the optimal scattering length for evaporation. This
is particularly important because density dependent inelastic losses, such
as two-body and three-body collisions, preferentially remove atoms from
the colder, denser centre of the atomic cloud, leading to heating and anti-
evaporation.
2.3.2 Evaporation efficiency
To achieve the best ratio of elastic to inelastic collisions and achieve the
largest condensates, we experimentally optimise the evaporation efficiency
at each stage of evaporation. The evaporation efficiency (γ) of a particular
evaporation stage is characterised by:
γ = − log
(
PSDf/PSDi
Nf/Ni
)
, (2.7)
where the subscripts ‘i’ and ‘f’ denote the initial and final values of the
evaporation stage respectively.
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Bose-Einstein condensation occurs when λdB exceeds the interatomic sepa-
ration, such that there is significant wavefunction overlap, or equivalently
when PSD ≥ 2.61 [80]. Therefore, the target of the evaporation sequence is
to reach PSD = 2.61 with as many atoms as possible, by optimising γ on a
stage-by-stage basis.
2.3.3 Evaporation of 85Rb to BEC
As mentioned in Sec. 2.3, evaporation to degeneracy with 85Rb is particularly
challenging [68]. Firstly, 85Rb possesses a negative (−443 a0) background
scattering length, therefore stable BECs can only be produced using Fesh-
bach resonances. Secondly, the elastic cross section is strongly temperature
dependent, with a Ramsauer-Townsend type minimum around 375 µK that
severely extends rethermalisation times and makes adiabatic compression in-
effective [81]. Thirdly, in general the elastic cross section is low, as much
as two orders of magnitude lower than that of 87Rb for temperatures above
∼ 100 µK. This again slows rethermalisation and requires that evaporation
ramps are much slower, giving more time for loss mechanisms to take place.
Finally, far from Feshbach resonances, two-body and three-body inelastic
losses are typically about two and five orders of magnitude larger than for
87Rb respectively [78, 79]. This highlights how unfavourable direct evapo-
ration to condensation could be with 85Rb without careful consideration of
elastic and inelastic collisions.
Fortunately, with sufficient optimisation of the evaporation sequence it is
possible to reach degeneracy, albeit for ∼ 1 % of the number of atoms in
87Rb BECs made using the same experimental apparatus [13]. By tuning
the scattering length close to the Feshbach resonance at 155 G, it has been
found that there are two peaks in evaporation efficiency (Fig. 2.3) that are
sufficiently high for us to produce BECs.
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Figure 2.3: Evaporation efficiency of a fixed evaporation sequence carried
out at different magnetic fields close to the Feshbach resonance at 155 G. [a]
is the explored region of the Feshbach resonance and [b] is the evaporation
efficiency. The dotted vertical lines in both figures show the magnetic field
at as = 0 but the solid line in [b] is a guide to the eye. Data for [b] is taken
from Ref. [68] and the parameters for [a] are taken from Ref. [19].
2.3.4 Cooling in the science cell: RF evaporation
The first method of evaporation used is RF evaporation. After the atoms
have been transported to the science cell, they are transferred to a different
magnetic quadrupole trap (the quadrupole trap) by simultaneously ramp-
ing down the transport coils and ramping up the quadrupole trap coils to
179.36 G cm−1, matching the gradient provided by the transport coils be-
fore the ramp. We then apply an RF-sweep, from high to low frequency,
which couples the hyperfine states for atoms within a particular shell of the
quadrupole field gradient, forcing atoms to spin-flip through the mF = −2→
−1 → 0 → 1 → 2 transitions. Eq. 2.1 shows that atoms transferred to the
mF = 0, 1, 2 states are no longer magnetically trapped (in fact mF = 1, 2 are
anti-trapped) and are lost from the trap.
RF evaporation achieves temperature selectivity because the more energetic
atoms explore more of the trap, reaching further up the slopes of the mag-
netic quadrupole potential. This results in temperature-dependent Zeeman
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splitting which means that the more energetic atoms are the first to be re-
moved by the RF sweeps. If the elastic-inelastic collision ratio is favourable,
the remaining atoms rethermalise to a lower temperature and higher PSD.
We optimise a series of three RF ramps by aiming to halve the temperature
of the cloud at each stage, whilst removing as few atoms as possible. Unfor-
tunately, the limited field of view and large spatial extent of the clouds makes
it difficult to accurately determine N and the PSD for the initial loading of
the quadrupole trap and first stage of RF evaporation, for the current imag-
ing magnification. Therefore, these points are missing from Figs. 2.2 and 2.4.
Instead, these stages are optimised by maximising the optical density.
The magnetic quadrupole gradient remains at 179.36 G cm−1 throughout RF
evaporation and we find an optimised set of RF ramps to be: 15 MHz →
7 MHz over 15 s, 7 MHz→ 4 MHz over 5 s and finally 4 MHz→ 2.5 MHz over
1 s (see Fig. 2.4). This results in 3.7× 107 atoms at PSD = 7.4× 10−5 and
T = 40 µK. At this point, Majorana spin flips become significant in limiting
the trap lifetime because of the inverse square dependence of the Majorana
loss rate on temperature [82]. Therefore, instead of performing further RF
evaporation in the magnetic quadrupole trap, we transfer the atoms to a
hybrid trap to perform optical evaporation, similar to the methods used in
Ref. [82].
2.3.5 Loading the hybrid trap
After the final RF ramp, the magnetic quadrupole trap is ramped down from
179.36 G cm−1 to 20.85 G cm−1 over 3 s, transferring the population into a
hybrid optical dipole + magnetic quadrupole trap (the hybrid trap). The
crossed optical dipole trap is on throughout the RF evaporation but does
not contribute significantly to the potential because of the large magnetic
potential. The crossed optical dipole trap is positioned ∼ 100 µm below the
magnetic quadrupole field zero to prevent Majorana spin flips.
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Figure 2.4: The evaporation sequence used to form a BEC of 85Rb in the
science cell. The left hand side of the figure shows the three RF evapo-
ration stages as well as the loading into the hybrid trap. The right hand
side shows the eight optical evaporation stages, along with the changes in
magnetic field necessary to optimise evaporation efficiency and to create a
positive scattering length. The upper panel shows the RF frequency used
throughout RF evaporation. The following four panels display the magnetic
quadrupole gradient, the magnetic field at the atoms and the N-S and W-E
dipole trap beam powers, from top to bottom respectively. The bottom two
panels display the number and PSD throughout the evaporation trajectory.
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The crossed optical dipole trap
The crossed optical dipole trap is comprised of two independent laser beams
that propagate in the horizontal plane: the N-S and W-E beams (as defined
in Fig. 2.1) with 1/e2 radii of 97 µm and 70 µm at the atoms respectively.
The N-S beam is produced by a single frequency IPG 15 W fibre laser at
1064 nm (IPG: YLR-15-1064-LPSF) whilst the W-E beam is produced by
a 50 W multimode IPG laser at 1070 nm (YLR-50-LP-AC-Y12). This is an
upgraded setup from that used in previous works [12–15,23,33,68,70], where
limitations in trapping power, flexibility and loss were encountered.
It is worth noting, for future experimentalists, that the losses occurred when
using the above 1070 nm laser for both beams in the crossed dipole trap setup.
As the laser is multimode, enhanced two-body loss rates (similar to those in
Refs. [83, 84]) were observed. These losses appear to have originated from a
two-photon Raman process that coupled the ground hyperfine states. As the
laser is multimode, it is likely that the resonant frequency between the two
ground states exists among the spacings between two laser modes. Therefore,
in our realisation, one of the 1070 nm beam paths has been swapped out
and replaced by the above 1064 nm laser, preventing the two-photon loss
mechanism.
2.3.6 Cooling in the science cell: optical evaporation
Optical evaporation is performed by reducing the intensity of the optical
dipole trap beams, lowering the trap depth and allowing the most energetic
atoms to escape the trap. After the trap depths are lowered, the beams are
kept at a constant value for a hold time, allowing the atoms to rethermalise
and reach a lower equilibrium temperature.
During the first optical evaporation stage only the W-E beam is ramped down
(see Fig. 2.4). This is because both beams begin the stage on full power but
the W-E is narrower and has a higher power limit than the N-S beam. At
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the end of the first ramp both beams have the same peak intensity, thus
the same trap depth. Further evaporation ramps are performed by ramping
down both beams simultaneously, matching peak intensities throughout.
Atoms lost during the first two evaporation stages spill out of the trap ver-
tically (see Fig. 2.5[a]) as the curvature of the magnetic quadrupole trap
prevents escape horizontally along the optical dipole beams but the verti-
cal magnetic field gradient of 20.85 G cm−1 is insufficient to cancel gravity
(22.4 G cm−1 would be required to levitate).
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Figure 2.5: Trap potentials for stages of the optical evaporation sequence.
[a] With only the crossed optical dipole trap and magnetic quadrupole trap
evaporation occurs vertically, aided by gravity, as the horizontal directions
are closed off by the magnetic quadrupole. [b] With the addition of a uniform
bias field the quadrupole centre is shifted far away vertically, causing the
potential curvature in the horizontal directions to become greatly diminished.
The blue lines indicate the vertical potential and the red dotted lines show
the horizontal potential along one dipole trapping beam. The black arrows
demonstrate the primary evaporation channel.
The strength of the horizontal confinement depends on the vertical offset
(zvert) between the optical and magnetic trap centres (zvert ∼ 100 µm at this
point). The offset can be controlled by the bias field, which moves the trap
centre ∆zvert = B/∇B vertically. Separating the contributions of the optical
and magnetic traps to the full potential [82] we find the magnetic component:
Umag = mFgFµB∇B
√
x2 + y2
4
+ z2vert. (2.8)
28
To evaluate the contribution made along a single dipole beam, aligned parallel
with either x or y, we assume the beam is perfectly centred on the trap in
the transverse direction (y = 0 for a beam aligned parallel with x). This
allows us to simplify and recast Eq. 2.8 into the following, for a beam aligned
parallel with x:
Umag = mFgFµB∇Bzvert
√
x2
4z2vert
+ 1, (2.9)
which, for x < zvert, can be expanded to:
Umag ≈ mFgFµB∇B
(
z2vert +
x2
8z2vert
)
. (2.10)
Comparing this expression with the potential of a harmonic oscillator, U =
1
2
mω2x2, we find that the second term denotes the contribution by the mag-
netic quadrupole trap to the axial trapping frequency along a single dipole
beam (ωx,y):
ωx,y =
1
2
√
mFgFµB∇B
mzvert
. (2.11)
It is important to note that this expression is only valid close to x, y = 0 as
the quadrupole potential tends towards a linear relation for larger x and y.
Following the low-field evaporation stages we apply a 177 G uniform bias field
to the atoms to exploit the window of efficient evaporation seen in Fig. 2.3.
The additional field also has the effect of pushing the magnetic quadrupole
trap centre far away (∆zvert = B/∇B ≈ 8.5 cm). This reduces the curvature
of the magnetic trap along the optical dipole beams from ∼ 24 Hz without the
bias field, to < 1 Hz with the bias, as calculated using Eq. 2.11. Therefore,
atoms lost through further evaporation will leave the trap horizontally along
the optical dipole trap beams (see Fig. 2.5[b]).
A further four stages of evaporation are performed at this bias field, resulting
in 1.85 × 105 atoms at PSD = 9.7 × 10−2. As the scattering length at this
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field is negative (∼ −225 a0), it isn’t possible to produce a stable BEC here.
Therefore, we sacrifice some evaporation efficiency and change the scattering
length to 219 a0, ramping the bias field to ∼ 162 G over 50 ms. A final two
stages of evaporation enable us to form BECs. These stages necessarily have
longer ramp and hold times than previous stages because of the reduction in
elastic collisions and low 〈vrel〉 (see Eq. 2.6).
Trap stabilisation
To vary the beam power over two orders of magnitude, whilst still achieving
precision at low powers, we have upgraded the N-S beam servo to a dual
photodiode servo setup. A small portion of the N-S beam is passed onto
a non-polarising 50:50 beamsplitter, where each outgoing beam is detected
by an independent photodiode (Fig. 2.6[a]). One photodiode has a gain
that is ∼ 13× greater than the other. This gives much greater control at
low powers (to ∼ mW precision) whilst still providing control around the
laser’s maximum output of 15 W. A calibration of this scheme is shown in
Fig. 2.6[b], demonstrating a characteristic response elbow.
As the optical evaporation ramps used in the experimental sequence are linear
intensity ramps, we make special consideration for this response elbow. The
fourth evaporation ramp is shorter and shallower than neighbouring stages
(see Fig. 2.4) as the N-S power reaches the elbow at the end of this stage.
This allows us to maintain a linear intensity ramp across each stage.
The W-E beam has a different arrangement for achieving a wide range of
controllable powers. For high powers we directly control the power through
the analog input of the laser controller and it is only for P . 1 W that we
control the power through a single photodiode servo. Future upgrades to the
experiment could include installing a similar servo for the W-E beam as used
for the N-S beam, giving even greater control at low powers.
The quadrupole trap and bias field coils are controlled using servos that
receive signals from Hall sensors. A full description of the magnetic field
servos are available in Ref. [12] and will not be repeated here.
30
0 2 4 6 8
Waveguide servo (V)
0
1
2
3
P
ow
er
at
at
om
s
(W
)
0.10 W V−1
1.39 W V−1
[a] [b]
Figure 2.6: A figure to show the dual photodiode servo. [a] the optical
layout: a small fraction of the N-S beam is taken from the leakage through
a mirror before being passed onto the 50:50 beamsplitter and photodiodes.
[b] is a calibration of the dual photodiode servo used for controlling the N-S
power. Greater control of the laser power is achieved at low powers owing
to the high-gain photodiode (red dotted line). This doesn’t comprimise the
ability to servo at high powers because the lower-gain photodiode (green
dashed line) takes over once the high-gain photodiode reaches its ∼ 4.2 V
voltage limit. The power saturates at servo voltages above ∼ 6.5 V as the
maximum output power of the laser has been reached.
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2.3.7 BEC optimisation
We explore the BEC transition by varying the final trap depth of the eighth
evaporation ramp (see Fig. 2.4) with fixed ramp and hold durations of 3 s
and 2 s respectively. When the final trap depth is lowered a BEC fraction
emerges because part of the cloud crosses the PSD = 2.61 threshold (see
Fig. 2.7). However, once the trap depth goes below ∼ 30 nK, atoms from the
BEC itself are lost because the crossed optical dipole trap becomes too weak
to make up for the difference between magnetic field gradient and gravity
described in Sec. 2.3.6.
Unlike the Gaussian density distribution of thermal atoms during time-of-
flight expansion (TOF), BECs manifest as an inverted parabola when re-
leased from a harmonic potential in the Thomas-Fermi approximation [17,85],
which is valid for Nas/aho  1. When both thermal and condensate atoms
are present, a bimodal density distribution is observed (as in the upper panels
of Fig. 2.7).
To distinguish the two distributions more easily we jump the scattering length
to zero during TOF, slowing the expansion of the BEC component whilst
leaving the thermal fraction essentially unaffected because the atomic ki-
netic energy is much larger than the interatomic interaction energy. Whilst
this does break the requirements of the Thomas-Fermi approximation, which
favours strong interatomic interactions, it produces a smaller, more dense
BEC density profile and a broader, more sparse thermal density profile.
Atom numbers are extracted for each component in order to calculate a
BEC fraction, which is used to optimise the final evaporation ramp. We are
able to achieve BECs of ∼ 7000 atoms with > 80 % purity, in a trap with
(ωr, ωz, ωvert) = 2pi × (50, 30, 50) Hz and a trap depth of around 50 nK. As-
suming the condensate is in the Thomas-Fermi limit here, this corresponds
to a chemical potential of 1.6 nK [86]. We have found this to be more than
sufficient for soliton production (see Ch. 4). It is worth noting that 85Rb
requires a relatively weak trap and low density because of high loss rates,
compared with condensates of other species.
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Figure 2.7: Thermal to BEC transition as a function of the trap depth at
the end of the final optical evaporation ramp. The raw images are shown
above for trap depths of 5.8 nK, 36 nK, 130 nK, 192 nK and 237 nK from left
to right respectively, along with bimodal fits to the column/row sums in order
to determine the atom number. The BEC fraction is shown in each image.
The column/row sum of the BEC density component is fitted with a Thomas-
Fermi distribution (green parabola) and the thermal density component is
fitted with a Gaussian distribution (red). The black line shows the sum of
the two fits. The inset shows the atom number in the thermal and BEC
components (red circles and blue triangles respectively) highlighting that
the thermal fraction diminishes as the trap depth is reduced, whilst the BEC
component grows. All error bars correspond to the standard error from the
fits to atomic densities.
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We can also gain an understanding of the BEC transition by measuring
the temperature of the atoms relative to the critical temperature, Tc. For
temperatures below Tc, an atomic cloud in a harmonic trap has a condensate
fraction given by [80]:
N0
N
= 1−
(
T
Tc
)3
. (2.12)
In Fig. 2.8 we combine the condensate fraction from Fig. 2.7 with temperature
measurements of the thermal component.
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Figure 2.8: The condensate fraction as a function of atomic temperature
across the thermal to BEC transition. The temperature is determined from
a fit to the thermal component of the cloud, assuming ballistic expansion.
The red dotted line is a theoretical prediction of the BEC fraction for tem-
peratures below Tc. The discrepancies between theory and experiment here
are likely dominated by systematic uncertainties of the imaging system in
determining atom number.
Temperature measurements are performed only on the thermal component
because it undergoes ballistic expansion during a free time of flight, whereas
the BEC does not [17]. The thermal atomic cloud expands during time of
flight, of duration τ , as:
σ(τ) = σ(0)
√
1 +
kBT
m
τ 2, (2.13)
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where σ(0) and σ(τ) are the initial and final widths of the cloud respectively.
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Chapter 3
Imaging
Our experimental setup includes two independent imaging systems: one ori-
entated horizontally and one vertically. The horizontal imaging system uses
weak-probe absorption imaging techniques. It is used predominantly for field
calibrations, BEC characterisations, evaporation ramp optimisations etc., as
its lower magnification (4.98 µm px−1 on the CCD) provides a wide field of
view for imaging larger clouds. The vertical imaging system has a number
of additional features to enable better imaging of solitons and other small
atomic samples: a higher magnification (either 2.69 µm px−1 or 0.83 µm px−1
depending on the choice of objective lens), a highly-tunable beat lock and
microwave antenna setup for high-field imaging, as well as more power for
high-intensity imaging. In this chapter we detail the various imaging meth-
ods used in our experiment and highlight why they are beneficial for precise
measurements of solitons.
3.1 Absorption imaging
Absorption imaging is the workhorse imaging technique in BEC experiments,
used extensively since the first experimentally-realised BEC [87]. In principle,
absorption imaging works by exposing an atomic sample with light that is
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resonant with an atomic transition and observing the shadow it casts onto a
CCD. If the transition of interest is closed, such that any atom that absorbs
a photon will decay back to the same state, the observed image can be used
to calculate the number of atoms in the sample. Such a transition is also
known as a cycling transition, as the atom will continuously cycle between a
ground and excited state as it absorbs and emits photons.
The intensity of light that penetrates through a cloud of atoms with a line-
of-sight density given by the optical depth (OD) can be determined from the
Beer-Lambert law:
I = I0e
−OD, (3.1)
where I0 and I are the intensities before and after the light has passed through
the atomic cloud respectively.
The optical depth is calculated by taking independent measurements of I0
and I. We take one image with the atoms present, one without and one
without any imaging light to detect dark counts and ambient background
counts, measuring Iatoms, Iprobe and Ibg respectively. Rearranging Eq. 3.1,
the OD in our experiment is found by calculating:
OD = ln
(
I
I0
)
= ln
(
Iprobe − Ibg
Iatoms − Ibg
)
. (3.2)
In practice, off-resonance scattering leads to loss from the imaging state,
meaning that the transition used for low-field imaging in our experiment is
not fully closed. Therefore, a weak repump laser is used to transfer atoms
from the imaging dark state back into the imaging state. This maintains the
validity of the 2-level model.
3.1.1 Determining atom number
As the OD is a measure of the line-of-sight density of the atomic sample,
we can use it to determine the total number of atoms. Described below are
two methods for calculating the atom number, each having advantages in
different situations.
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Fitting method
For an atomic cloud with a 2D Gaussian density profile, which is generally
a good approximation for thermal clouds and solitons, the number of atoms
can be calculated from orthogonal Gaussian fits:
Nfit =
2piODpeakwxwy
σ0
, (3.3)
where ODpeak, wx and wy are the fitted maximum optical depth and the
fitted widths for the two orthogonal directions respectively. σ0 = 3λ
2/2pi for
a closed, 2-level system.
For the avoidance of any confusion, the width is defined as the 1/e2 radius
throughout this thesis unless specified otherwise, where the 1/e2 radius, w,
is defined by a Gaussian function of the form:
f(x) = Ae−2(
x−x0
w )
2
. (3.4)
This is not to be confused with the standard deviation of a Gaussian function,
which is smaller by a factor of 2.
Pixel-sum method
As solitons are typically very small and only occupy a few pixels in an image,
we often encounter significant uncertainty in wx and wy due to poor fitting.
We also find poor fitting, hence a poor measure of the number of atoms,
when the image contains imaging artefacts such as fringes. Therefore it is
often more appropriate to calculate the number of atoms by the pixel-sum
method:
Npx =
∑
ROI
ODpxApx
σ0
, (3.5)
where ODpx is the optical depth of a single pixel and Apx is the area of a
single pixel in the plane of the atoms. The sum is performed over all of the
pixels in a selected region of interest (ROI).
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This technique is very useful for calculating the atom number of small fea-
tures and with images that contain imaging artefacts, but it also comes with
limitations. It is likely that the selected region of interest will contain pixels
that are just imaging background, therefore it is essential that the Iatoms and
Iprobe images have the same counts level away from the atoms. In other words,
the OD images found using Eq. 3.2 must have a zero offset (see Fig. 3.1).
This is important to prevent artificial inflation/ reduction of Npx. We en-
sure that the probe intensity remains constant throughout the exposures and
that the probe durations are consistent, using feedback from an acousto-optic
modulator (AOM), allowing us to accurately determine the number of atoms
using this method.
Comparing methods
Both of the atom number measurement techniques benefit from a large num-
ber of camera counts to reduce uncertainty. For the fitting method we attain
better Gaussian fits when the features are more pronounced. For the pixel-
sum method we find that the uncertainty in the zero offset, αOD=0 ∝ I−1/2.
Therefore, we always image with intensities and durations to give a readout
close to the single-pixel bit-depth limit of the CCD (Andor LUCA with a
14-bit output ≡ 214 = 16, 384 possible different readout values).
Essentially, both methods of determining the atom number are equivalent for
large atomic clouds with a zero background (Fig. 3.1[a]); the fitting method
should be used for large clouds with a non-zero offset (Fig. 3.1[b]) and the
pixel sum method for small objects, non-Gaussian objects or for images with
large imaging artefacts (Fig. 3.1[c]).
3.1.2 Imaging corrections
As our camera has a 14-bit output, it should be able to measure ODs of up
to ln (214) = 9.7. However, by imaging dense thermal clouds and identifying
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[a] [b] [c]
Figure 3.1: An example set of OD images, along with the column/ row sums
and their associated Gaussian fits. [a] shows a large atomic cloud with ∼ 105
atoms and a Gaussian fit that well characterises the atomic distribution.
Both atom number measurement techniques would work in this situation.
[b] is the same image as [a] but with an artificial OD offset to demonstrate
a situation where the pixel sum would be inappropriate for measuring the
number of atoms. [c] is an image of a single soliton. This is a situation where
the Gaussian fits demonstrate considerable deviation from the column sum,
due to the small soliton size and additional imaging artefacts. Therefore
the pixel sum method should be used to determine the number of atoms
most accurately. The pixel size for [a] and [b] is 4.98 µm whereas for [c] it is
0.83 µm.
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the flat top in a cross-cut through the cloud, we find that the OD saturates
to ∼ 3.8. The reasons of this limit are two-fold: readout noise of the CCD
and imperfections of the probe beam.
We typically measure a background Ibg ∼ 550 counts px−1, which gives a
Poissonian shot-noise uncertainty: αN =
√
N ∼ 23.5 counts px−1. Therefore,
assuming that we can access the full dynamic range of the CCD and that
a SNR of at least two is required, the maximum OD that can be measured
is ∼ 4.1. This is clearly much closer to the experimentally-measured value
than if we neglect camera noise.
Despite having a linewidth less than that of the transition, the probe beam
does not have an infinitely-narrow linewidth. As a consequence, some non-
resonant component of the imaging light will always exist and will pass
through the atoms without interacting, causing a drop in the measured OD.
Furthermore, any drifts in magnetic field will cause variations in the resonant
component of the imaging light because of Zeeman splitting.
It is possible to modify Eq. 3.2 to account for these OD saturation effects,
arriving at the following:
ODmod = ln
1− e−ODsat
e−ODmeas − e−ODsat , (3.6)
where ODmod, ODmeas and ODsat are the modified, measured and saturation
optical depths respectively [88,89]. It is important to note that this correction
is only valid for probe intensities in the weak-probe regime [90].
3.2 Alignment of the imaging system
For atomic clouds with large densities, the refractive index deviates signif-
icantly from unity because the atomic susceptibility is non-zero. This has
the effect of lensing the probe beam, distorting the image [75, 91–93]. For
blue-detuned light, the refractive index becomes less than one, effectively
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creating a diverging (concave) lens. The converse is true for red-detuned
light, creating a converging (convex) lens.
This effect adds an extra layer of complexity and sensitivity to imaging, if
lensing is to be avoided. Either the entire probe has to be perfectly resonant
with the atomic transition of interest, or the optics need to be perfectly
aligned with the atoms, which themselves should be narrowly distributed
to remain within a Rayleigh length of the focus. To minimise the risk of
unnecessary noise, we optimise both the frequency and alignment of the
probe beam.
We focus both imaging systems using two different techniques: on-resonance
imaging alignment and off-resonance imaging alignment. Both methods in-
volve adjusting the position of the imaging objective lens using a translation
stage.
3.2.1 On-resonance imaging alignment
We take resonant absorption images of a soliton in order to identify the lens
position where the smallest width is measured. This occurs when the atoms
are in the focal plane of the objective lens. It is important to use as small an
object as possible for this measurement in order to minimise the proportion
of atoms that fall outside the Rayleigh length of the imaging system and
maximise precision.
An example of a focussing dataset is shown in Fig. 3.2. It also demonstrates
that the OD increases towards the focus, which is to be expected because the
same number of atoms are being imaged onto a smaller region of the CCD.
3.2.2 Off-resonance imaging alignment
The off-resonance technique exploits the unwanted lensing property itself.
Firstly, a weak-probe detuning curve is performed to tune the probe laser onto
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Figure 3.2: The measured 1/e2 radius of a soliton (blue circles) and the cor-
responding peak OD (red triangles) as the imaging objective lens is moved.
The blue solid line and red dashed line are fits of a Lorentzian profile to
the width and OD data respectively, in order to extract the optimal lens
position.
resonance. This involves imaging the atoms with various probe frequencies,
to locate the frequency that results in the highest OD. Once found, the probe
is detuned above and below resonance to observe lensing effects (Fig. 3.3) [91].
By setting the lens position to minimise lensing effects across all detunings,
we are able to verify the optimal lens position found using the on-resonance
focussing technique. As we have already found the resonance frequency of
the transition with the detuning curve, the laser frequency can be set for
future imaging also.
3.2.3 Nulling stray fields for low-field imaging
Previous work on this experiment has used low-field (close to zero magnetic
field) imaging exclusively [23,33,68,70]. To do this effectively, it is necessary
to apply a small (∼ 2 G) quantisation magnetic field along the direction of the
probe propagation. This field is provided by one of three pairs of orthogonal
magnetic field shim coils, depending on the propagation direction of the
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[a] [b] [c] [e][d]
[g] [h]
[f]
[i] [j] [k] [l]
Figure 3.3: Off-resonance absorption images for different objective lens
positions. [a-f] and [g-h] are taken with a probe beam red-detuned by 4 MHz
and blue-detuned by 4 MHz respectively, at objective lens positions 0 mm,
5 mm, 7.5 mm, 9 mm, 10 mm and 13 mm from left to right. All positions are
relative to the position in image [a].
probe. The quantisation field lifts the degeneracy of the hyperfine states
through Zeeman splitting and, as long as light of the correct polarisation is
used to probe the atoms, selection rules prohibit the atoms from leaving the
cycling transition through resonant atom-light interactions. Therefore, using
a probe beam of high polarisation purity is essential to driving the correct
transition. It is also important to maximise the purity of the quantisation
axis, as any stray transverse magnetic fields will permit undesired transitions.
To null any stray transverse magnetic fields we first perform a detuning curve
with a weak probe at a smaller quantisation field (∼ 0.15 G) to precisely
locate the central frequency of the transition. The reduced quantisation
field amplifies the effect of any stray fields, improving the precision to which
they can be nulled. We then vary the two pairs of shim coils transverse
to the probe, in order to maximise the imaged OD (as shown in Fig. 3.4).
We attribute this point to be where the field is correctly nulled, as loss
to unwanted transitions is minimised. The calibration is repeated for both
imaging directions.
We check the nulled-field values of the shim coils in the following ways.
For the shared transverse shim (labelled N-S in our experiment) we directly
compare the nulled value. For the other two directions (labelled E-W and
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Figure 3.4: Nulling stray fields using three pairs of orthogonal magnetic
field shim coils, labelled N-S, U-D and E-W. [a] and [b] ([c] and [d]) are taken
using the horizontal (vertical) imaging system, nulling stray fields using the
two transverse coil pairs.
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U-D) we first calculate the required shim current to flip the direction of
the field whilst maintaining the magnitude. This is done by calculating the
difference between the value used for applying the quantisation axis and the
nulled value determined above. A probe with polarisation of the opposite
handedness is used to take a detuning curve at this flipped field and, if the
field is well-nulled, the same peak frequency will be recovered (as in Fig. 3.5).
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Figure 3.5: Detuning curves to determine the accuracy of the nulled field.
[a] and [b] both show one curve (red triangles) where the quantisation axis
is aligned with the probe propagation direction and one where it directly op-
poses it (blue circles), for the horizontal imaging system and vertical imaging
system respectively. The red-dashed lines and blue-solid lines are Lorentzian
fits to the co-propagating and counter-propagating data respectively, used to
find the peak detuning frequency for comparison.
3.3 Beat-locked imaging laser
Our horizontal imaging system uses probe light taken from the cooling laser
as we only require resonant, low-field, weak-probe imaging in this direction.
However, the vertical imaging system uses a purpose built, extended-cavity
diode laser (ECDL) along with an offset beat lock to image across a wide
range of frequencies, allowing much greater flexibility.
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The ECDL has a mode-hop-free tuning range of over 8 GHz. Standard tem-
perature stabilisation via a negative feedback loop with a peltier and ther-
mistor is used to minimise temperature-dependent frequency shifts [94]. Fre-
quency tuning is provided by a piezo actuator mounted on the rear of the
diffraction grating.
3.3.1 Beat note
There are an abundance of widely-used and long-established techniques for
the frequency stabilisation of laser systems [95–99]. Each of these methods
contain many similarities, almost all differing in one important aspect only:
the form of spectroscopy used to interrogate an atomic sample. Essentially,
all laser locks consist of three components: a reference source (almost al-
ways a sub-Doppler atomic transition feature) a laser that can be frequency
modulated via an external input (usually by modulating the laser current or
piezo voltage of an ECDL) and a way of comparing the laser and reference
frequencies to produce an error signal used for feedback. Unfortunately,
these methods all suffer similar detuning limitations as their error signals
are based entirely on the frequencies of atomic transitions. Without more
complex schemes that induce Stark or Zeeman shifts in the atomic sample,
these frequencies are fixed. Therefore, they are only tunable to the extent of
the optics that are used to modulate the laser output once the laser has been
locked to an atomic transition. However, in the case of a beat-locked sys-
tem, we are able to circumvent these limitations by employing two reference
sources.
The first reference source is the master laser, to which we wish to lock our
slave laser (the home-built ECDL). We can use either the cooling laser or the
repump laser (see Ch. 2) as the master laser, depending on the required probe
frequency. A flipper mirror is placed in the setup for ease of swapping between
the two. We beat the master and slave lasers on a photodiode to extract the
beat note and compare this frequency with another fixed frequency source,
the second reference. The difference between the beat note and the second
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reference generates the error signal, which is fed back to the slave laser. By
controlling the ratio between the second reference and the beat note we can
lock to any arbitrary frequency within the range of the slave laser.
Light emitted from the slave laser enters a pair of anamorphic prisms that
reduce the ellipticity of the beam (nominally to zero eccentricity) and an
optical isolator that prevents back-reflections into the laser, vital for laser
stability. A portion of the light is then reflected off a polarising beam splitter
(PBS) to establish a beat note. Before the light from the slave laser enters
the fiber-coupled photodiode (Vescent Photonics D2-160) it is mixed with
light from the master laser on a non-polarising 50:50 beam splitter. These
two lasers produce a beat note on the photodiode at a frequency:
fbeat = |fslave − fmaster|. (3.7)
Beyond the optics described above, a double-passed acousto-optic-modulator
(AOM) is used to allow sub-microsecond switching of the probe beam. This is
important for performing multiple imaging pulses in quick succession, which
will be relevant in Sec. 3.8. A shutter is included to prevent any light leak-
age through the AOM from reaching the experiment. However, as it has a
much slower switching time than an AOM, it is left open for the duration of
consecutive probes.
3.3.2 Locking electronics
The beat-note photodiode outputs a digitised signal at the beat frequency
between the two lasers. In order to lock a slave laser, one must derive an error
signal that is sensitive to drifts in frequency and feed it back to the laser, ei-
ther via the diode current or piezo voltage. We use a frequency discriminator
chip (Analogue Devices ADF4107) mounted on an evaluation board (Ana-
logue Devices ADF411XSD1Z) along with a USB-interfaced controller board
48
(Analogue Devices SDP-S). The beat note is fed to the ADF4107 where
the frequency discriminator divides the beat frequency by a factor N and
the on-board 10 MHz reference signal by a factor R. The ADF4107 allows
comparison of frequencies for any beat frequency up to 7 GHz, though this
could be extended still further by adding a pre-divider to the beat signal, if
required [99].
This setup is capable of providing both a frequency and phase lock. For small
phase differences, the frequency discriminator outputs a signal proportional
to the phase difference between the two divided frequencies. For frequency
differences and larger phase differences, the chip outputs either the rail volt-
age or 0 V, depending on the sign of the frequency difference between the
two. Therefore, the effective capture range of the lock is entirely limited by
the range that the slave laser can scan without a mode-hop, assuming that
the bandwidth of the beat note photodiode is sufficient and the gain of the
feedback loop is sufficiently high.
To use the output signal of the frequency discriminator as feedback for the
slave laser, we first run it through a proportional-integral-derivative (PID)
controller with variable gain. The variable gain gives us control over the
feedback magnitude, which is essential when optimising the stability of the
lock (see below). The output of the PID controller is the error signal, which is
passed directly into either the piezo driver or current driver as a modulating
signal, completing the feedback loop.
The everyday running of the beat lock is relatively straightforward. First, the
piezo of the slave laser is scanned and the Doppler-broadened spectroscopy of
a Rb vapour cell is observed by a photodiode. We offset the piezo voltage such
that the centre of the scan is approximately at the desired locking frequency,
before turning off the scan. By monitoring the N -divided beat frequency we
can confirm when the laser is locked, as theN -divided frequency will be stable
and equal to the on-board reference frequency divided by R. It is important
to be aware that the slave laser frequency will be forced away from the desired
locking frequency if the polarity of the error signal is incorrect relative to
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the sign of fslave − fmaster. This is a particularly important consideration
with low-frequency beat notes as the small frequency difference is difficult to
distinguish in Doppler-broadened spectroscopy.
3.3.3 Stability
There are two main aspects to consider when trying to optimise the stability
of the beat lock. Firstly, we need to ensure that the beat note itself is stable
against long-term drifts, relative to the master laser, so that the output
frequency of the laser does not vary throughout an experimental run. Drifts
could be caused by temperature changes altering the response of the beat
note photodiode, for example.
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Figure 3.6: These graphs show the spectra of the beat note when the gain
of the PID controller is [a] well optimised and [b] too high. [c]-[h] show the
drift in the beat note when the gain is set too low. There is a 5 s interval
between each graph, from [c] to [h] respectively.
By monitoring the beat note on a spectrum analyser, the lock is found to be
completely robust against long-term drift throughout full-day experimental
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runs. In fact, it only unlocks if the master laser itself is unlocked or the N
divider value is set to an extreme, such that it pushes the lock frequency
beyond the mode-hop-free tuning range of the slave laser.
Secondly, we need to ensure that the gain of the PID controller is set correctly,
which we show in Fig. 3.6. If the gain is set too low, any drift in the slave
laser would not be sufficiently compensated for and so the laser frequency will
continue to drift. Conversely an overly-large gain will cause any small drift
in the slave laser output frequency to be over-compensated for and make
the output frequency oscillate between being above and below the desired
frequency: so-called ringing. Therefore, the gain is optimised to make certain
that the laser remains emitting at the correct frequency, without introducing
any high-frequency instability.
3.4 Low-field imaging
In this section we present the spectroscopy of 85Rb at low magnetic fields,
from different ground states. These spectra ensure that the imaging system
is behaving correctly, before the possibility of imaging the atoms in-situ at
high magnetic fields is investigated.
A cloud of 8 × 105 85Rb atoms at 2.3 µK in the |F,mF〉 = |2,−2〉 state are
released from the crossed-dipole trap and allowed to expand freely for 2 ms.
They are then imaged by the vertical imaging system with an 80 µs probe
pulse, using one of the following imaging techniques. A background image
is taken after a further 800 ms, followed by a dark image 800 ms later. This
delay is due to the finite read-out time of the camera and imaging program.
The optical depth of the cloud is then calculated using Eq. 3.2.
Imaging from F = 3
The common approach to absorption imaging in 85Rb is to use the F = 3→
F ′ = 4 transition for the imaging transition, with a repump resonant with
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the F = 2 → F ′ = 3 transition. By repeating the above sequence multiple
times and using different imaging laser detunings (beat frequency settings)
we build up a detuning curve for the F = 3 → F ′ = 4 transition (Fig. 3.7).
This allows confirmation of the required beat frequency for setting the probe
on the central frequency of the transition.
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Figure 3.7: Low magnetic field detuning curve for the F = 3 → F ′ = 4
transition to determine the required beat frequency for setting the probe on
the central frequency of the transition.
In this case the vertical imaging laser is locked to a master laser, which is
itself locked −230 MHz from the F = 3→ F ′ = 4 transition. As the double-
passed AOM is set to −110 MHz, the slave laser will be 220 MHz higher than
the frequency reaching the experiment. Eq. 3.7 tells us that a beat frequency
of 450 MHz is required to produce light resonant with the F = 3 → F ′ = 4
transition. In Fig. 3.7 we measure this value to be (450.1± 0.1) MHz, in
good agreement. We also determine the width of the detuning curve to be
Γ = (8.4± 0.5) MHz, slightly larger than the Γ = 6.07 MHz in the literature
[93].
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Imaging from |2,−2〉
It is also possible to remove the repump and instead image directly from
the trapped |2,−2〉 state. However, the selection rules for electric dipole
transitions in the coupled basis are ∆F = ±1, 0. Therefore, if we image on
any of the F = 2→ F ′ = 2, 3 transitions, the atoms are quickly lost into the
F = 3 state, whereupon they become dark to the imaging laser and are no
longer measured (Fig. 3.8). Furthermore, imaging on any F = 2 → F ′ = 1
transitions will result in population being pumped into a dark F = 2 state,
with the particular dark hyperfine state/states depending on the polarisation
of the probe beam.
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Figure 3.8: Zero magnetic field detuning curve across the |2,−2〉 → F ′ =
1, 2, 3 transitions of 85Rb (from left to right). The blue round points are taken
using the imaging laser to pump atoms into the F = 3 state for imaging on
the F = 3 → F ′ = 4 transition with the horizontal imaging system whereas
the red triangle data points are taken by direct imaging. The solid blue
and dashed red lines are double Lorentzian fits to the blue and red data
respectively.
Therefore, to create detuning curves for the F = 2 → F ′ = 2, 3 transitions,
the proportion of atoms that are lost into the F = 3 ground state is measured
instead. The vertical imaging system is used to promote atoms into the
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dark state before the horizontal imaging system takes the final image on the
F = 3→ F ′ = 4 transition. By varying the detuning of the vertical imaging
system, the fraction of atoms transferred to F = 3 is changed. However, in
this configuration the F = 2 → F ′ = 1 transition becomes effectively dark,
hence no peak is observed (Fig. 3.8). Therefore, it is necessary to measure
both directly and indirectly to map out the F = 2→ F ′ = 1, 2, 3 transitions
completely (Fig. 3.8).
3.5 High-field imaging
In this thesis, 85Rb solitons are produced using the Feshbach resonance at
∼ 155 G, which has a zero crossing at around 165 G [19,100–102]. As we are
largely interested in imaging soliton dynamics, it is essential that solitons
can be reliably imaged in-situ at magnetic fields close to the zero crossing.
Unlike for the zero-field case described in Sec. 3.4, where the selection rules
are easily described in the coupled basis |F,mF〉, the introduction of a mag-
netic field forces the energy states to undergo Zeeman splitting. This removes
the degeneracy of the states and complicates selection rules. Note that for
large magnetic fields (higher than ∼ 1 T) the splitting can be so great that
the states enter the hyperfine Paschen-Back regime, whereupon the preferred
basis is the uncoupled |J,mJ〉 basis [93]. These states have very similar se-
lection rules to the zero-field case, so understanding a spectroscopy signal in
this regime is similarly straightforward.
Unfortunately, for intermediate fields, such as those relevant here for soliton
production, we find that the preferred basis for the excited states is the
uncoupled |J,mJ〉 basis, whereas the preferred basis for the ground state
remains the coupled |F,mF 〉 basis. Determining a set of selection rules for
this regime becomes impossible, so instead we again use spectroscopy to
characterise the allowed transitions at (165.71± 0.02) G experimentally.
To minimise the fraction of atoms that can be lost to dark states, in Fig. 3.9
we set the probe pulse to 2.5 µs (considerably shorter than the 80 µs pulse
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Figure 3.9: Spectroscopy of 85Rb atoms in the |F,mF〉 = |2,−2〉 state
at (165.71± 0.02) G, interrogated by 780 nm, circularly-polarised light that
drives σ+ and σ− transitions (blue and red respectively). The solid blue
and dashed red lines are double Lorentzian fits to the blue and red data
respectively.
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used in Sec. 3.4) and perform direct spectroscopy on 8× 105 atoms. As the
energy levels of the excited states are well separated at this field, σ+ and
σ− transitions are easily distinguishable by using circularly-polarised light of
opposing handedness.
Despite being able to image large clouds at high field, the peak optical depths
in Fig. 3.9 are far lower than that of a comparable zero-field, closed-transition
image (see Fig. 3.7). This, along with the reduced probe duration, leads to
much greater noise levels in images, particularly for small objects. Therefore,
it is worth considering the possible transitions from each ground state and
identifying those with the most favourable transition strengths to excited
states.
We determine the transition strengths for the relevant transitions, probe
polarisations and magnetic field using the electric susceptibility calculator
ElecSus [103]. The transition strengths are shown in Fig. 3.10, along with the
detuning of each transition from the zero-field frequency and the branching
ratios for the ground states from each accessible excited state.
3.5.1 Branching ratios
Using the transition strengths calculated above, it is possible to determine
the number of photons that an atomic cloud can scatter before the atoms
are lost to a dark state. Normalising the transitions strengths A from a
particular excited state to each of the states in the ground state manifold
(
∑
g Ae→g = 1) returns the decay branching ratios. These are represented in
Fig. 3.10 by the size of the data points in the ground states for each of the
allowed excited states.
Consider an idealised three-level system (Fig. 3.11) with two states on which
to image and one dark state (|g〉, |e〉 and |d〉 respectively). When an atom
absorbs a photon and is excited from |g〉 to |e〉 it has a probability L of being
lost to |d〉. The remaining 1 − L will decay back to |g〉. When a second
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|g〉
|e〉
|d〉
(1−
L
)
L
Figure 3.11: A simple 3-level system to describe an imaging transition
|g〉 → |e〉 with a branching ratio L to a dark state |d〉.
photon is absorbed a further (1−L)×L of the total population will decay to
|d〉. On the nth iteration of this cycle a further (1−L)n−1×L will be lost to
|d〉. Therefore, the average number of photons each atom will scatter before
being lost to |d〉 is given by:
N¯γ =
∞∑
n=1
n(1− L)n−1L = 1
L
. (3.8)
We trap our atoms in the state |F,mF 〉 = |2,−2〉 and, as can be seen in
Fig. 3.10, the least open transition is a σ+ transition to the |F ′,mF〉 = |4,−1〉
low-field basis state (located in the mJ = 3/2 excited state manifold). The
branching ratio from this excited state to dark states (states other than
|2,−2〉) is 31.32%. Therefore, if used as an imaging transition at this field,
an atom would only scatter an average of 3.19 photons before being lost. See
Appendix A for tables of frequencies and transition strengths of all transitions
with non-negligible transition strengths (> 0.0005).
However, is it possible to identify two completely closed transitions from the
F = 3 ground state manifold: |3,−3〉 → |4,−4〉 and |3, 3〉 → |4, 4〉 (see the
green arrows in Fig. 3.10). Our naive picture would imply that we should
be able to scatter an infinite number of photons on this transition, giving us
an infinite signal-to-noise ratio (SNR). However, our model clearly ignores
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off-resonant scattering on other transitions, as well as atom heating and loss.
These factors limit the number of photons that can be scattered, even for a
theoretically closed transition.
Despite its limitations, this picture provides a good approximation of the
relative absorption signals we should expect when imaging on transitions that
are far-detuned from neighbouring transitions. As this is the case for the two
ground states considered above, there should be a significant improvement
in SNR if the atoms are efficiently transferred to the |3,−3〉 ground state
before imaging.
3.6 Microwave transfer imaging
To transfer the atoms from the trapped |2,−2〉 state to the required |3,−3〉
imaging state we use microwaves, as the |2,−2〉 → |3,−3〉 transition is ∼
2.66 GHz at 165 G. We use a home-built microwave antenna (Fig. 3.12),
based on those used at JILA [104]. It is positioned directly below the science
cell, ∼ 1 cm away from the trapped atoms. The hole is aligned directly
underneath the atoms, maximising the circular polarisation output which is
required for the σ− microwave transition. This arrangement also allows the
probe beam of the vertical imaging system to pass through the hole.
The antenna stub is tuned to provide maximum emission efficiency around
the |2,−2〉 → |3,−3〉 transition frequency. This is achieved by varying the
stub’s position and length and observing the electrical power reflected by the
antenna whilst the frequency is varied (Fig. 3.13).
3.6.1 Stern-Gerlach separation
To determine the state transfer efficiency we image the population in each of
the two states (|2,−2〉 and |3,−3〉) simultaneously. This is achieved through
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λ/4
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Bottom
Figure 3.12: The microwave antenna design, showing views of both the top
and bottom. The orange areas show the copper traces what are positioned on
both sides of a thin phenolic substrate. The black circle is a circular aperture
which allows the probe beam to pass through and is aligned to sit below the
atoms. The antenna stub’s length and position is tuned to adjust the peak
emission wavelength.
-25
-55
2.2 3.2
Frequency (GHz)
R
efl
ec
te
d
p
ow
er
(d
B
m
)
2.4 2.6 2.8 3.0
-30
-35
-40
-45
-50
Figure 3.13: The reflectance spectra of our microwave antenna across the
frequency range of interest. The vertical dotted line highlights the required
2.66 GHz frequency of the microwave transition.
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Stern-Gerlach separation, whereby two states are spatially-separated by a
magnetic field gradient.
As described in Ch. 2, the magnetic quadrupole trap produces a field gradient
of 20.85 G during the later parts of the experimental sequence, which almost
cancels gravity for atoms in the |2,−2〉 state as they are low-field-seeking
(Eq. 2.1). The crossed optical dipole trap accounts for the remainder of
the levitating potential. However, atoms transferred to the |3,−3〉 state
by the microwaves experience a downwards force of ∼ 2.5mg, as they have
become high-field-seeking. The additional 0.5mg arises from the change of
mF. The optical dipole trap is now insufficient to levitate these atoms and
so they spill out of the trap. After a 4 ms hold to allow the two states to
spatially separate by ∼ 80 µm, both clouds are imaged simultaneously using
the horizontal imaging system. The atom number in each cloud is extracted
simultaneously from the image, using the methods outlined in Sec. 3.1.
3.6.2 Rabi oscillations
In Fig. 3.14 we measure Rabi oscillations to identify the pulse duration that
produces the most efficient state transfer. To achieve a high transfer effi-
ciency, the Rabi frequency needs to be large relative to any sources of de-
coherence. Unfortunately, we are limited by microwave power and the finite
size of the cloud, which leads to dephasing as the Rabi frequency varies across
it. We find a maximum transfer efficiency of ∼ 60 % for a probe duration of
∼ 15 µs. This is far too low to be used in a robust imaging sequence, as it
creates similar limitations to imaging directly from the |2,−2〉 state. Fortu-
nately, the efficiency of the microwave state transfer can be vastly improved
by performing adiabatic rapid passage between the two states.
3.6.3 Adiabatic rapid passage
Adiabatic rapid passage (ARP) can be most easily understood in the dressed-
state picture of a two-level system. The energies of the pair of levels, coupled
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Figure 3.14: A measurement of the state transfer efficiency as a function
of microwave pulse duration. Some evidence of Rabi oscillations is visible,
though it is heavily suppressed.
by an electric dipole interaction of Rabi frequency Ω, are given by:
E± = ±(~/2)
√
∆2 + Ω2, (3.9)
where ∆ is the detuning from resonance of the coupling field [105].
In the limit of zero coupling field, the two eigenenergy surfaces are degenerate
at zero detuning and the energy levels are able to cross. In this limit a
state transfer would not occur and the atom would simply remain in the
ground state and follow the eigenergy (see Fig. 3.15). For any non-zero
coupling field the energy levels are subject to the coupling perturbation Ω
and the level crossing is avoided (an avoided crossing). This allows a coherent
state transfer by adiabatically ramping the detuning across the resonance
(adiabaticity is satisfied for Ω2  |d∆
dt
|). Fig. 3.15 shows how the avoided
crossing energy difference increases with a stronger coupling field.
Using the Stern-Gerlach technique described earlier, we can optimise our
ARP sweeps. The microwave frequency is tuned around the expected reso-
nance to maximise efficiency, producing a microwave detuning curve. From
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Figure 3.15: An example of an avoided crossing between a ground state
(red) and an excited state (green) caused by an inter-state coupling field Ω
as the frequency ∆ is swept across resonance. Ω, ∆ and E are all shown
in arbitrary units. The dashed arrows highlight the limit of zero coupling,
where state transfer does not occur, and the case of non-zero coupling, where
an avoided crossing exists.
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this we determine the transition line centre. To optimise the ARP, we also
take a series of symmetric sweeps centred on the resonance position for var-
ious sweep amplitudes, durations and powers (Fig. 3.16).
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Figure 3.16: The left figure shows the ARP efficiency as a function of
sweep amplitude for various sweep durations: red, blue, green, pink and
black are 200 µs, 100 µs, 50 µs, 40 µs and 15 µs sweeps respectively. The right
figure shows the ARP efficiency as a function of sweep amplitude, for various
microwave powers: black, blue and red represent 13 dBm, 10 dBm and 7 dBm
out of our microwave source respectively. The sweep duration is kept constant
at 100 µs for the data. The lines in both figures are only intended as guides
to the eye.
Fig. 3.16 shows that slower scans at higher microwave powers produce a
higher efficiency. This is to be expected as slower sweeps improve the adi-
abaticity of the state transfer and higher coupling powers split the energy
levels more and so reduces the curvature of the avoided crossing, again im-
proving adiabaticity.
For larger frequency sweeps over a fixed sweep time, we observe a drop in
efficiency because the frequency gradient increases, reducing the adiabaticity.
The reason behind the rapid reduction in efficiency for small frequency am-
plitudes is slightly more subtle. When the sweep begins at a large detuning
the energy levels are well separated, ensuring atoms are initially addressed
in a pure eigenstate. However, for small frequency sweeps the atoms begin in
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an admixture of the ground and excited eigenstates, due to the finite chance
of microwave photon absorption at the initial detuning. This means that
the atoms remain in an admixture at the end of an ARP sweep that is sym-
metric about the microwave transition line centre, preventing 100 % transfer
efficiency. Therefore the optimum parameters are found to be a balance be-
tween these regimes, whilst keeping the ARP sweep as short as possible to
minimise cloud expansion. This is especially important for imaging solitons,
as the change of internal state will cause a rapid quench of the interatomic
interactions. We routinely use a 100 µs, 300 kHz sweep at maximum source
power to achieve ∼ 90 % transfer efficiency.
3.7 Partial-transfer imaging
The attraction of taking multiple weak measurements of the same atomic
sample is clear: cold atom experiments are typically very slow because of the
time it takes to cool the atoms, so getting more than one data point from a
sequence is highly appealing. Non-destructive imaging, or more accurately
partially-destructive imaging, has been achieved in a variety of ways, through
both dispersive [34–37] and resonant imaging techniques [39].
Our microwave transfer technique lends itself to partial-transfer imaging,
whereby a small fraction of the atoms are transferred to the intermediate
|3,−3〉 state and imaged, leaving the remainder of the population virtually
unperturbed. Fig. 3.17 shows a calibration of the number of atoms in each
state, as a function of the ARP sweep duration. This can be used to deter-
mine the number of atoms that have to be removed from the trapped |2,−2〉
state in order to achieve the required SNR in the images of the |3,−3〉 state.
Partial-transfer imaging is not used in this thesis because of the undetermined
impact it may have on soliton phase. However, it may provide a solution for
future studies of soliton dynamics.
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Figure 3.17: Atoms in the |2,−2〉 state (red triangles) are partially trans-
ferred to the |3,−3〉 state (blue circles) by microwave adiabatic rapid passage
of various sweep durations. The frequency sweep amplitude (300 kHz) and
microwave power are kept constant.
3.8 High-intensity imaging
For high OD clouds such as BECs, the probe beam can be attenuated almost
completely as it passes through. If the OD is high enough, it can become im-
possible to accurately apply Eq. 3.6, as the Poissonian noise in Iatoms and Ibg
dominates the modified OD. Fortunately, this can be overcome by increasing
the probe beam intensity.
Consider a two-level system in the presence of a saturation effect, Beer-
Lambert’s law for resonant light can be written as:
dI
dz
= −nσ0
α
1
1 + I/Isat
I, (3.10)
where σ0 = 3λ
2/2pi is the resonant cross-section, n is the atomic density,
α accounts for non-perfect polarisation or magnetic field orientation and
Isat = 1.16 mW cm
−2 for the 85Rb cycling transition [93].
Eq. 3.10 shows that the fraction of absorbed probe light can be modified by
increasing the probe intensity, which will in turn reduce the fractional noise
in the measured OD. However, because more light is transmitted through
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the atomic sample, the OD will be artificially reduced. To compensate for
this saturation effect, a more complete equation for the optical depth which
includes the effects of the probe beam intensity must be used:
ODact = ODmod +
(
1− e−ODmod) I
Ieffsat
, (3.11)
where ODmod is that given by Eq. 3.6 and I
eff
sat is the effective saturation
intensity in the units of the measurement of I (camera counts in our case).
If we re-cast Eq. 3.11 in terms of camera counts, in the limit of infinite
dynamic range and perfectly-resonant light (ODsat =∞) we reach:
ODact = ln
(
Cprobe − Cbg
Catoms − Cbg
)
+
Cprobe − Catoms
Ceffsat
, (3.12)
The linear term in Eq. 3.12 becomes increasingly relevant for the higher
probe intensities discussed here as Catoms ∼ Cprobe when Cprobe  Csat, for
all optical depths relevant to us.
The camera counts (C) can be calculated by:
C =
IApixλ
hcM2
× T ×QE × τ, (3.13)
where Apix is the camera pixel area, M is the system magnification, T is
the transmission through the imaging system, QE is the quantum efficiency
and τ is the probe duration. An additional factor should be included if the
camera is not calibrated to give one count per photo-electron.
3.8.1 High-intensity imaging calibration
Experimentally, the imaging system must be calibrated to take the effects
of the high probe intensity into account. There are currently three main
methods that can be used to do this.
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Method I
The first method is to simply calculate the intensity of the probe beam at
the atoms, taking into account losses at optical surfaces, using a beam power
calibration taken outside of the vacuum chamber. However, this method
relies on knowing many experimental parameters to high precision, namely:
the transmission coefficients for every optic in the probe beam path after the
point at which the power calibration was taken, the quantum efficiency of the
camera, the magnification of the imaging system, the camera pixel area and
the width of the probe beam at the atoms. It is also vital to have an accurate
method of measuring the probe beam power, which itself is a challenge when
using semiconductor-based or thermopile-based power meters [106]. Instead,
using the images themselves to determine the intensity of the probe at the
atoms on a shot-by-shot basis is a much more desirable technique.
Method II
The second method for calibrating the OD is to take multiple images of an
identical thermal cloud for several different probe intensities, as shown in
Fig. 3.18. As expected, the observation of a lower OD corresponds with an
increased probe intensity. By fitting Eq. 3.11 to the data in Fig. 3.18, with
I and ODactual as fitting parameters, we can extract a measurement of I
eff
sat .
This can be used to calibrate the optical depths of any cloud at any probe
intensity.
However, there are two downsides to using this method. Firstly, this method
requires that ODact is stable from shot-to-shot, which effectively means that
the atom number must be stable. Secondly, atoms can become Doppler-
shifted out of resonance if they are exposed to the probe for too long, due
to momentum transfer from the probe beam photons to the atoms. Conse-
quently probe durations are kept short (< 5 µs) when this method is used.
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Figure 3.18: The camera counts per pixel from the region of interest of the
probe image, as a function of the measured optical depth when the probe
intensity is varied.
Method III
The final method relies directly on this momentum transfer [107]. The atoms
are released from the trap and a very short (2 µs) probe pulse is applied. After
2 ms of free time of flight an image of the atoms is taken in the transverse
direction. The momentum transferred to each atom is directly proportional
to the number of scattered photons (Nγ),
Nγ =
Γ
2
s0
1 + s0
τ, (3.14)
where Γ is the natural linewidth of the imaging transition, τ is the probe
duration and:
s0 =
I
Isat
=
C
Csat
. (3.15)
Compared with methods I and II, this method has an important advantage:
it requires neither a stable atom number nor a power measurement of the
imaging beam as we are only interested in the flight distance of the atoms.
To identify the saturation intensity count rate per pixel the following equation
is fitted to the final position of the atom cloud as a function of camera counts
(Fig. 3.19).
f (C) = ηNγC = η
Γ
2
1
1 + Csat/C
, (3.16)
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where η is a proportionality constant that converts the number of scattered
photons into a position change. Csat and η are the fitting parameters.
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Figure 3.19: Distance traveled by an atomic cloud after an impulse provided
by an resonant imaging beam pulse. We find a saturation intensity count rate
per pixel of (240± 30) µs−1px−1 for the vertical imaging system, using the
30 mm objective lens.
As the probe is 2 µs long, the Csat measured here gives the saturation counts
per pixel for a 2 µs probe pulse. To retrieve the saturation intensity count
rate per pixel we simply divide by two. This method is used in all imaging
hereafter to compensate for any saturation effects. A typical high-intensity
imaging sequence involves a probe duration of less than 10 µs.
3.8.2 Fast kinetics
Due to the increased count rate of high-intensity imaging, images are more
sensitive to mechanical vibrations. This is particularly true when waiting
800 ms between each pulse, as was the standard in low-intensity imaging
(Sec. 3.4). However, this wait time was dictated by the time it takes to
read-out the full CCD, so reducing it is not possible in this configuration. To
overcome this, we make use of the fast kinetics mode that is available on the
Andor LUCA camera.
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In fast kinetics mode a home-built mask is placed in front of the CCD array,
so that only some rows will be exposed once the probe beam is pulsed on and
the camera is triggered. These rows are aligned to be those that contain the
image of the atoms. Instead of reading out the full CCD between each image,
the CCD is clocked vertically by a set number of rows (with a clock speed of
0.9 µs px−1) so that the image goes behind the mask and is no longer being
exposed. The full CCD is read out once all the images have been taken.
We typically use a mask that exposes ∼ 250 pixels to the probe beam and
allow 300 µs between images for the CCD array to be shifted. Whilst shorter
hold times could be possible (a ∼ 250 pixel shift should only require a 225 µs
hold) we find that 300 µs is sufficient to prevent fringes in the images from
mechanical vibrations, which are typically < 1 kHz in laboratory environ-
ments.
3.9 Imaging resolution
The resolution limit of the vertical imaging system is expected to be of the
order of the soliton width. Therefore, the observed soliton in the image plane
is the convolution of the soliton in the object plane with the point spread
function of the imaging system. Thus, the observed width kN,observed is the
true soliton width kN summed in quadrature with the resolution r of the
imaging system:
kN,observed =
√
k2N + r
2. (3.17)
We can estimate the resolution limit of the imaging system by imaging the
soliton before and after 50:50 splitting as, according to 1D-GPE theory, the
soliton width should double when the atom number is halved for a constant
interaction strength. Mathematically, this implies:
kN/2,observed =
√
k2N/2 + r
2 =
√
4k2N + r
2, (3.18)
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where kN/2,observed and kN/2 are the observed and actual widths of the split
soliton respectively. Rearranged, Eqs. 3.17 and 3.18 give the resolution of
the imaging system to be:
r =
√
4k2N − k2N/2
3
. (3.19)
As mentioned at the beginning of this chapter, we have used two different
objective lenses throughout this thesis, each providing a different magnifica-
tion. For the f = 30 mm lens, we measure a soliton width of (3.6± 0.2) µm
and a split soliton width of (4.9± 0.3) µm. This implies a resolution limit
of (3.0± 0.3) µm and a true un-split soliton width of (2.0± 0.5) µm. For the
f = 100 mm lens we do not measure a difference in width following splitting,
which implies that the resolution limit is larger than the soliton width in this
case. Therefore, we estimate the resolution limit to be ∼ 10 µm, determined
by the ratio in magnification between the two lenses.
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Chapter 4
Producing optimised solitons
In this chapter we detail the steps we take to create stable solitons of 85Rb
BEC with unprecedented lifetimes. We describe two methods of field cal-
ibration that are used to precisely determine the s-wave scattering length,
before demonstrating how we optimise the interatomic interactions of a soli-
ton through a systematic study of BEC width oscillations. We then present
observations of solitons oscillating in a weak harmonic potential for longer
than 20 s without measurable dispersion.
4.1 Magnetic field calibration
As detailed in Sec. 2.3, precise control over the magnetic field is of central
importance for efficient BEC production of 85Rb. However, it is especially im-
portant for stable and reliable soliton production as inter-atomic interactions,
governed by the s-wave scattering length, depend strongly and non-linearly
on magnetic field via Feshbach resonances [19,100–102].
We calibrate the magnetic field at the atoms using two methods: RF field
calibration and microwave-transfer field calibration. Both of these methods
rely on having a suitably strong magnetic field gradient so as to remove
magnetically anti-trapped atoms from any optical dipole trap.
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4.1.1 RF field calibration
RF field calibrations work by coupling the trapped |2,−2〉 state with anti-
trapped states using RF radiation, in a similar fashion to the RF evaporation
detailed in Sec. 2.3.4. A 50 ms RF pulse is applied to the atoms, followed by
a 200 ms hold. If the RF frequency is resonant with a ∆mF = 1 transition,
atoms will be pumped into the |2, 1〉 and |2, 2〉 un-trapped states and lost.
As the ∆mF = 1 transition frequency depends on Zeeman splitting, we can
use this loss feature as a measure of the local magnetic field at the atoms.
Initially, 100 kHz frequency sweep modulations are performed during the
50 ms pulse for coarse calibration, as this promotes loss for any transition
with a ∆mF = 1 transition frequency in this range. Fixed-frequency pulses
are used for higher-precision spectroscopy, once the approximate RF transi-
tion frequency has been located. This method allows us to either calibrate
an unknown magnetic field (Fig. 4.1[a]) or to set the coil current to achieve
a required magnetic field (Fig. 4.1[b]).
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Figure 4.1: RF magnetic field calibrations. [a] Atoms in an unknown
magnetic field are probed with RF radiation which, when resonant with a
∆mF = 1 transition at that magnetic field, causes atom loss from the trap.
This is used to determine the magnetic field at the atoms (165.89 G in this
case). Conversely, in [b] the RF frequency is set to be resonant with the
∆mF = 1 transitions at 165.75 G (as = 0) and the bias field coil current is
varied instead.
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4.1.2 Microwave-transfer field calibration
The second field calibration technique exploits microwave-transfer and Stern-
Gerlach methods. In Sec. 3.6, we saw that atoms can be transferred from
the trapped |2,−2〉 state to the anti-trapped |3,−3〉 state using microwave
pulses or microwave ARP. If the atoms in the |3,−3〉 state are allowed to
fall from the trap, both states can be imaged simultaneously. This gives a
measurement of the atom number in each state without having to assume
the total number of atoms remains constant from shot to shot, as was nec-
essary with our realisation of RF field calibration. Note that it is possible to
implement a similar Stern-Gerlach method for the RF field calibration.
A typical calibration involves a 15 µs microwave pulse followed by a 4 ms hold
to allow the atoms in the |3,−3〉 state to spatially separate from the trapped
atoms vertically by ∼ 80 µm. We extract the magnetic field value of a fixed
magnetic coil current by varying the microwave frequency from shot-to-shot
and optimising the transfer efficiency. The optimal microwave frequency gives
the transition line centre, from which the field can be calculated using the
well-characterised Zeeman splitting [103]. Conversely we can fix the magnetic
field value by setting the calculated microwave frequency and varying the coil
current until the transfer efficiency is maximised (Fig. 4.2).
Microwave-transfer field calibrations provide knowledge of the magnetic field
at the atoms to 1 mG precision, which equates to a scattering length of
∼ 0.04 a0 at as = −10 a0. This uncertainty is more than precise enough
to produce stable solitons, as we will see in the following sections. For
comparison, the RF field calibration gives a precision of 3 mG (∼ 0.12 a0
at as = −10 a0) which is still sufficient. However, the practicalities of the
microwave-transfer calibration make it much faster and easier to perform,
hence it is the method used throughout the remainder of this thesis.
4.2 Experimental sequence
As described in Sec. 1.1, true solitons require a strict 1D geometry in order to
persist as a stable state. Clearly, a truly 1D geometry is impossible to realise
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Figure 4.2: Magnetic field calibration by microwave spectroscopy and
Stern-Gerlach separation. Figures [a] and [b] show Breit-Rabi diagrams of
the F = 3 and F = 2 ground state manifolds respectively, up to 165 G, from
which the |2,−2〉 → |3,−3〉 transition frequency is calculated (red circles).
An example calibration is shown in [c], for a fixed microwave frequency, which
is determined by the target magnetic field. The raw images are shown above:
the upper (lower) cloud is made up of atoms in the |2,−2〉 (|3,−3〉) state.
Using appropriate microwave frequencies we characterise the magnetic field
coils across a range of scattering lengths close to a Feshbach resonance [d].
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in the laboratory, as any trapping must have radial extent. Fortunately it
is still possible to form solitons when a sufficiently 1D geometry has been
created, such that there is a separation of scales between the radial and axial
directions and the GPE integrability isn’t badly broken [108]. This is deemed
to be a quasi-1D geometry, which we achieve experimentally by loading the
BEC into a single dipole trapping beam.
4.2.1 Loading the waveguide
Initially, we perform a linear ramp of the scattering length from as = 219 a0
(the value at the end of the BEC evaporation ramps) to as = (0.00± 0.04) a0,
over 100 ms. This reduces the size of the condensate and creates a BEC that
is approximately in the harmonic oscillator ground state of the crossed dipole
trap. We then simultaneously jump the magnetic field to a slightly negative
scattering length and remove the N-S beam. This releases a condensate into
the W-E beam, hereafter labelled the waveguide beam, which is creating the
required quasi-1D geometry for soliton production (Fig. 4.3). In Sec. 4.3 we
explore varying the final scattering length to produce solitons, by engineering
a soliton wavefunction that is spatially mode-matched to that of the initial
condensate.
An additional magnetic coil pair, the curvature coils, produce a weakly con-
fining harmonic potential along the waveguide:
V =
1
2
mω2z (z − z0)2 , (4.1)
where ωz is the axial trapping frequency and z0 is the offset of the curvature
trap from the crossed-dipole trap centre. If z0 6= 0, the BEC undergoes centre
of mass oscillations once released into the waveguide.
These steps change the trapping frequencies of the crossed dipole trap from
(ωr, ωz, ωvert) = 2pi×(50, 30, 50) Hz, where ωr is the radial trapping frequency,
to 2pi × (50, 0.5→ 1.5, 32) Hz for the waveguide setup. The radial and axial
directions here are defined in terms of the waveguide trap. The range in ωz
is due to the range of achievable curvature coil currents.
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Figure 4.3: An example magnetic field (scattering length) ramp and jump
sequence used for loading the waveguide and soliton creation. Inset plots [a]
and [b] are sketches of the trapping geometries for crossed dipole trap and
waveguide trap respectively. The red shaded regions are the optical dipole
trap and the blue contours show the off-centre magnetic quadrupole trap
formed by the curvature coils.
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Centre of mass oscillation control
To control the amplitude of the centre of mass oscillations of the condensate,
the distance between the soliton release position and the harmonic curvature
potential centre is controlled (z0). This can be achieved by either varying
the release position, or by moving the centre of the harmonic potential. In
practice, it is more convenient to shift the position of the harmonic poten-
tial centre relative to the fixed crossed dipole trap release position using
magnetic shim coils (the same coils used to provide quantisation axes in
Sec. 3.4). This effectively initiates the release position closer/further away
from the harmonic potential centre, resulting in smaller/larger centre of mass
oscillations (see Figs. 4.3[a] and [b]). The centre of mass oscillation frequency
is controlled by the harmonic potential produced by the curvature coils, with
frequencies in the range 2pi×0.5 Hz < ωz < 2pi×1.5 Hz explored in this work.
Loading into N-S beam
Our initial exploration of loading a condensate into a single beam was cen-
tred around the N-S beam, not the W-E (waveguide) beam described above.
This was because we want to study atom-surface interactions, using a prism
mounted in the science cell to the north side of the atoms (see Ch. 7). How-
ever, whilst we were able to load a condensate (and form a soliton) in the N-S
beam, the atoms rapidly accelerated outside of the field of view of the imaging
system (Fig. 4.4). We believe this was due to an geometric asymmetry in the
bias coils, caused by the point at which they start/ finish winding. As there
are only four windings per coil and large currents of ∼ 200 A are required to
produce the ∼ 160 G field necessary for soliton production, the small asym-
metry pushed the centre of the harmonic potential far away. Fig. 4.4 shows
that this offset was (16± 2) mm from the release position. Despite having a
set of shim coils in the N-S direction, with which we could manipulate the
trap centre, this effect was too large to be compensated for.
Fortunately, because the bias coils start/ finish winding on the north side of
the science cell, as defined in Fig. 2.1, the W-E (waveguide) beam does not
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Figure 4.4: A BEC loaded into the N-S beam is seen to rapidly leave the
field of view of the imaging system. The solid line is a sinusoidal fit to the
data, from which we extract the centre of the oscillation to be (16± 2) mm
away from the release position.
have such a significant offset. Therefore, using the E-W shims and curvature
coils, we can observe full sinusoidal centre of mass oscillations of the con-
densate and have complete control of the oscillation amplitude over a wide
range, as we will see in the following sections.
4.3 Tunable interactions: BEC width oscilla-
tions
In 1D-GPE theory, any negative scattering length should produce a soliton,
until the collapse threshold is reached [109]. However, as solitons are pro-
duced in our experiment following a rather violent change in trap geometry
and the width of the BEC in the crossed dipole trap is quite narrow (∼ 7 µm),
the scattering length has to be sufficiently negative to engineer a soliton with
a similar equilibrium width. If the width of the Thomas-Fermi BEC profile
in the crossed trap and target soliton width in the waveguide are too dissim-
ilar then width oscillations will be observed because of the rapid change of
equilibrium. Here we demonstrate how these width oscillations may be used
to ensure good spatial mode-matching and robust soliton production.
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Once the BEC has been released into the waveguide, following the routine in
Sec. 4.2.1, the condensate undergoes centre of mass oscillations (see Fig. 4.5).
Superimposed on these oscillations the BEC also undergoes width oscilla-
tions, similar to the breathers observed when the BEC experiences a mag-
netic field quench [110]. However, for repulsive/ weakly-interacting BECs,
these width oscillations are primarily due to the atoms bunching up at the
edges of the trap and dispersing as they travel towards the centre.
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Figure 4.5: Width oscillations of a BEC undergoing centre of mass os-
cillations. [a] A sketch to show the expansion/ contraction of a BEC as
it oscillates in a quasi-1D weakly-harmonic potential. [b] Image sequence
showing a non-interacting condensate (as = 0) oscillating in a quasi-1D har-
monic potential with axial trapping frequency ωz = 2pi × 1.4 Hz and centre
of mass oscillation amplitude z0 = 90 µm. The line is a least-squares fit to
the extracted condensate centres.
By varying the final scattering length, we observe that the width oscillation
amplitude can be controlled (Fig. 4.6). We determine three distinct situ-
ations, depending on the scattering length: dispersion and contraction of
the condensate with frequency 2ωz, no observable width oscillations and col-
lapse with subsequent contraction, again with frequency 2ωz. In Fig. 4.7, we
show the dependence of the width oscillation amplitude on scattering length
and highlight three regions that link directly with the above observations:
the weakly-interacting region, the soliton region and the strongly-attractive
region respectively.
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Figure 4.6: [a]-[c] show BEC width oscillations for as = 0, −12 a0 and
−15 a0 respectively. The error bars indicate the standard error of 3 repeats
for [a] and [b]. The data in [c] has been split into two depending on measured
condensate atom number: red triangles for N > 720, blue circles for N < 720.
The vertical scales are consistent across [a]-[c] for ease of comparison. The
visible oscillations in [a] and [c] are at a frequency 2ωz.
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Figure 4.7: Width oscillation amplitude as a function of scattering
length. The vertical dotted lines highlight the crossover between the weakly-
interacting (i), soliton (ii) and strongly-attractive regimes (iii). The black
points in the strongly-attractive regime show the data with N > 720.
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In the weakly-interacting region, the interatomic interactions are insufficient
to prevent the expansion and contraction of the BEC, imposed on it by
dispersion and the trapping potential respectively. This is caused by the
spatial mode of the target soliton wavefunction being too large, relative to
the condensate in the crossed dipole trap, such that the rapid change in
equilibrium results in width oscillations.
In the soliton region, the inter-atomic interactions perfectly balance disper-
sion and the width oscillations are nulled. In this region the wavefunction
of the soliton is sufficiently close to the initial BEC, such that the soliton is
able to remain stable.
In the strongly attractive region, collapse is observed when the BEC collects
at the edges of the harmonic trap and exceeds a critical density. This ex-
plosion in width following collapse leads to apparent width oscillations, as
the BEC comes back together again after a half trapping period. This ef-
fect is similar to that observed during the first investigations of BECs with
attractive interactions [111] where collapse was followed by a rapid ejection
of atoms. However, our additional confining harmonic potential is sufficient
to capture most of the ejected atoms and refocus them after half a trapping
period.
The fixed width oscillation frequency of 2ωz across the whole of the weakly-
interacting region may appear surprising, as a recent experiment has shown
experimentally that the breathing frequency of a soliton depends on the com-
bined interaction strength N |as|/ar [112]. It is also expected that a BEC in
the 1D Thomas-Fermi regime has a width oscillation frequency
√
3ωz [113].
In fact, the frequency 2ωz is consistent with non-interacting condensates and
thermal atoms [114, 115]. However, the fixed frequency of 2ωz in our exper-
iment is caused by the dispersion and contraction of the atomic wavepacket
as it travels down and up the harmonic potential. This is the dominant effect
in the weakly-interacting region because the interatomic interactions are in-
sufficient to compensate for the mode-mismatch between the spatial density
profiles of the initial BEC and the target soliton. Positioning the harmonic
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potential to overlap the crossed dipole trap would prevent his from occurring,
as the condensate will have no centre of mass velocity, allowing the recovery
of the frequency dependencies observed in Ref. [112]. However, as we are
only interested in minimising the magnitude of the width oscillations, we
leave this unexplored.
Interestingly, in the absence of collapse, we observe a distinct reduction in
atom number as the scattering length is made more negative across the soli-
ton region (Fig. 4.8). The result of this is that the combined interaction
strength N |as|/ar is approximately constant across the soliton region, at
0.41 ± 0.05. As expected, this is far short of the 0.675 collapse threshold
from Eq. 1.11, which may indicate that the soliton undergoes some proce-
dure of self-stabilisation during its formation. For the solitons we know to
have collapsed (marked in black in Fig. 4.8), Nas/ar = 0.80 ± 0.01, which
is indeed above the numerically-determined collapse threshold. Note that
we cannot accurately determine the frequency of any width oscillations that
might exist across the soliton region, as the shot-to-shot noise in the width
is generally larger than the oscillation amplitude. However, as N |as|/ar is
approximately constant, it is expected that any width oscillations would also
be of constant frequency [112].
In Fig. 4.7 we found that scattering lengths below ∼ 7 a0 were sufficient to
form a soliton in our realisation, however this is completely dependent on the
spatial profile of the BEC in the crossed dipole trap, as explained above. If
the crossed dipole trap was relaxed slightly before releasing into the waveg-
uide, it may be possible to create a wider BEC, which would allow the stable
production of solitons with less negative scattering lengths. This could be
achieved by simply reducing the dipole trap beam powers. Alternatively, sta-
ble solitons with less negative scattering lengths may be created by starting
with a BEC of higher atom number, due to the 1/N dependence of the soli-
ton width. These options were unnecessary for the experiments performed
later in this thesis and so were left unexplored. However, they may provide
even deeper insight into the nature of soliton formation in the future.
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Figure 4.8: The variation in atom number with scattering length during
the width oscillation experiment. The vertical error bars indicate the stan-
dard error in atom number across the oscillation data at each scattering
length. The vertical dotted lines highlight the crossover between the weakly-
interacting (i), soliton (ii) and strongly-attractive regimes (iii). The black
points in the strongly-attractive regime show the data with N > 720.
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To better understand the structure and form of the soliton we study the effect
that varying the scattering length has on the soliton width itself. Instead of
observing the width at multiple hold times, in Fig. 4.9 we perform multiple
runs for the same hold time. We find that the soliton width narrows for more
negative scattering lengths, comparing well with the 1/ |as| relationship given
by soliton solutions to the 1D-GPE (Sec. 1.1).
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Figure 4.9: The measured soliton width over the soliton-forming regime.
Blue points show the measured soliton width after a fixed hold time (0.2 s),
with error bars indicating the standard error of 10 experimental runs. Red
points show the mean width measured across the soliton-forming regime in
Fig. 4.7, with error bars indicating the standard error. The line is a guide to
the eye of w ∝ 1/ |as|.
4.3.1 Single soliton or soliton train production?
It is interesting to note that we only ever create a single soliton with our
method, over all scattering lengths investigated. This is contrary to other
soliton experiments [24, 26,29,116,117] where soliton trains are produced.
Soliton trains are formed as a result of modulation instability in an elongated
condensate with attractive interatomic interactions, whereby small perturba-
tions from noise or self-interference seed the exponential growth of the local
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density [46–48,116,117]. As these density peaks grow, the attractive interac-
tions and random phases induce a second stage that includes collapse and/or
merging between pairs of solitons, followed by a subsequent resurgence of
density peaks. This self-regulates into the formation of a stable series of soli-
tons with an alternating (0-pi-0) phase structure, preventing further collapse.
Modulation instability in a condensate promotes the most rapid density
growth for the wavenumber:
kMI =
√
4 |as|n1D
ar
, (4.2)
where ar =
√
~/(mωr) is the characteristic radial confinement length scale
and n1D is the density along the line of sight. From the wavenumber we can
calculate the modulation instability wavelength, λMI:
λMI =
2pi
kMI
=
2piar√
4 |as|n1D
, (4.3)
which is equivalent to the distance between solitons in the train at the point
of stable formation. This has been found to agree well with the spacings
measured in experiments [116,117]. For example, in the experiment at Rice,
an extremely elongated 7Li condensate with ∼ 3× 105 atoms is formed in a
single beam dipole trap with (ωr, ωz) = 2pi × (346, 7.4) Hz. A magnetic field
quench is performed to rapidly change the scattering length from as = 3 a0
to as = −0.18 a0, creating a soliton train. Eq. 4.3 predicts a soliton spacing
of ∼ 15 µm, in good agreement with that measured in Refs. [116] and [24].
Applying the same formula to our experiment yields essentially the same λMI,
using typical experimental values. However, as we have far fewer atoms in
our condensate and we simultaneously quench the interaction strength and
the trap geometry (from the crossed-dipole trap to the waveguide trap), the
condensate is nearly spherical and spatially smaller than those produced at
Rice. In fact, Fig. 4.6 shows that we typically measure initial condensate
widths of ∼ 7 µm, which is a factor of two smaller than the λMI. There-
fore, there is insufficient space to seed more than a single soliton through
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modulation instability, so we only ever produce one soliton at the point of
formation.
A calculation of λMI also explains the recent observations at the Jozˇef Stefan
Institute [29], where a near-spherical condensate still formed a soliton train.
Their experiment is based on a 133Cs condensate with ∼ 104 atoms, in a
trap with (ωr, ωz) = 2pi × (107, 3.33i) Hz, at comparable scattering lengths
to our experiment. The ‘i’ denotes an imaginary trapping frequency, as
the curvature of their harmonic trap is negative. The increased mass, atom
number and trapping frequencies cause their λMI to be a factor of ∼ 4 smaller
than in our experiment, at ∼ 3 µm. As they measure initial condensate sizes
of ∼ 15 µm, we can expect modulation instability to result in ∼ 5 stable
solitons, which is similar to the numbers observed [29].
4.4 Soliton oscillations
As described in Sec. 4.2.1, the centre of mass oscillations of the BEC (or
soliton) in the waveguide trap can be controlled: the curvature coils are used
to set the trapping frequency and the magnetic shim coils are used to set the
oscillation amplitude. In Fig. 4.10 we show examples of soliton trajectories as
they oscillate in harmonic potentials with different parameters, illustrating
the highly-tunable nature of our experimental configuration.
The importance of this control will be fully explained in Ch. 5, but essentially
it allows us to set the velocity, or kinetic energy, of the soliton at specific
points on its trajectory. This will prove to be vital for exploring soliton
splitting and recombination.
4.4.1 Soliton lifetime
Our spatially mode-matched solitons are exceptionally long-lived, oscillating
for longer than 20 s without measurable dispersion (see Fig. 4.11). This
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Figure 4.10: Trajectories of solitons undergoing centre of mass oscillations
in the harmonic trap produced by the curvature coils. [a]-[d] show trajectories
of solitons oscillating in a trap with ωz/2pi ∼ 0.55 Hz, 0.82 Hz, 1.13 Hz and
1.4 Hz respectively, for various oscillation amplitudes. The blue datapoint at
0.8 s in [a] was outside the field of view of the camera and so is missing.
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corresponds to ∼ 30 centre of mass oscillations and a total distance covered
of over 2 cm. To achieve this, the quasi-1D harmonic potential must be very
stable and, because each image is a discrete experimental run, the solitons
must be reliably reproduced from shot-to-shot.
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Figure 4.11: A sequence of images showing a soliton with as = −8.4 a0,
undergoing centre of mass oscillations in a quasi-1D harmonic potential. [a]-
[e] The raw images, overlaid with a fit to the soliton centre position. [f]
The soliton is observed to oscillate for longer than 20 s with a centre of
mass oscillation amplitude of 225 µm and a oscillation frequency of ωz =
2pi × 1.4 Hz.
To achieve a harmonic potential with the curvature trap, the magnetic field
must vary across the trap. However, if the variation is too large, the soliton
may exceed the critical threshold of scattering length (seen in Fig. 4.7) and
become unstable. Fig. 4.11 shows centre of mass oscillations of a soliton,
for an amplitude of 225 µm and a trapping frequency of ωz = 2pi × 1.4 Hz,
which are typical maximum values used in our experiment. Despite these
(relatively) large values, the variation of magnetic field is calculated to be
less than 0.06 mG using Eq. 2.8. This is equivalent to a scattering length
variation of less than 2 × 10−3 a0 at −10 a0. Such a small variation (below
our field calibration resolution limit) does not impact the stability of the
soliton. Shot-to-shot soliton atom number fluctuations of ∼ 10 % are a far
bigger concern for soliton stability.
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We measure the lifetime of the solitons in the quasi-1D harmonic potential by
extracting the fitted peak optical depth of the images shown in Fig. 4.11[a-e].
As the peak optical depth is directly proportional to the number of atoms
(Eq. 3.3), we can use these values to determine the atom loss decay curve.
We model the OD as an exponential decay:
OD = OD0e
−t/τ , (4.4)
where OD0 and τ are the initial OD and lifetime respectively. A lifetime of
(28± 3) s is determined from the fit shown in Fig. 4.12.
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Figure 4.12: The optical depth of solitons, measured at various stages of
a centre of mass oscillation in the quasi-1D harmonic potential. The data
correspond to the peak optical depths of fits to the images seen in Fig. 4.11.
The solid line is a least-squares fit of Eq. 4.4 to the data, which returns a
lifetime of (28± 3) s.
This incredibly long lifetime demonstrates one of the potential benefits of
a soliton-based interferometry device, as longer phase accumulation times
allow for higher sensitivity measurements.
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Chapter 5
Soliton splitting
In this chapter we describe the realisation of a matter-wave beam splitter,
where the splitting ratio can be fully controlled. We begin with a recap of
existing systems that have shown soliton splitting, before providing details of
the repulsive Gaussian barriers used in our experiment, as well as how they
are characterised. We demonstrate the tunability of the splitting ratio before
discussing the nature of the splitting mechanism in more detail. Finally, we
explore a feature of soliton splitting that occurs in our experiment which has
drastic consequences for the feasibility of a soliton interferometer: velocity
selection.
5.1 Splitting techniques
To create an interferometer, or to investigate soliton-soliton collisions, two co-
herent solitons are required. There are several experiments that have demon-
strated the formation of two solitons, each using different techniques. Here
we provide a brief outline of each of technique, along with their respective
advantages and disadvantages.
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Begin with two condensates
In the experiment at Rice, two solitons are formed from two separate 7Li
condensates [40]. Initially a single condensate is created, before it is exposed
to a cylindrically-focussed blue-detuned laser beam, which creates a double
well potential and cuts the condensate in half. Following a magnetic field
ramp from as = 140 a0 to −0.57 a0, two solitons with ∼ 28000 atoms in each
are produced, spatially separated by 26 µm. The barrier is removed and these
solitons are used to study soliton-soliton collisions.
In the experiment at the Jozˇef Stefan Institute, two solitons are again formed
from two separate condensates [29]. However, in this case, the solitons are
of 133Cs and the method of creating two condensates differs greatly. Instead
of splitting a single BEC, simultaneous evaporation to degeneracy in two
independent traps is performed. This method requires particular attention
to the number of atoms in each trap, due to the soliton stability conditions
discussed in Sec. 4.3 and the modulation instability thresholds discussed in
Sec. 4.3.1.
However, these methods of producing two solitons are both ill-suited to
phase-sensitive experiments, such as interferometry or soliton-soliton colli-
sions. As shown by the soliton-soliton collision experiment performed by
group at Rice [40], the relative phase between the solitons cannot be known
a priori and must be inferred by the outcome of the collision. This is because
the two solitons have no interaction before the collision and so are initiated
with a random phase difference. Even if the two BECs can be created to be
coherent, it is unlikely that coherence could be maintained during the soliton
formation process.
Begin with two solitons
As both of the above experiments have demonstrated the creation of soli-
ton trains seeded by modulation instabilities (along with the experiments
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described in Refs. [26, 117]) the atom number and scattering length could,
in principle, be chosen to create two solitons only. As long as each indi-
vidual soliton is sufficiently large that it is close to the collapse threshold,
such that the sum of the two would exceed the critical number of atoms, this
method has the significant attraction that the relative phase between the
solitons is fixed (owing to the phase-stabilising secondary collapse discussed
in Sec. 4.3.1). However, to reliably produce only 2 solitons with each run
would require exceptionally high levels of control over shot-to-shot fluctua-
tions in the evaporation trajectory, which may be unattainable. Furthermore,
it would be technically challenging to separate and control the two solitons
without disrupting the phase coherence.
Splitting: Bragg Pulses
In the experiment at the ANU, whilst also being able to create soliton trains
[117], they have demonstrated the splitting of a soliton into two daughter
solitons using Bragg diffraction [27]. Splitting was achieved by performing a
pi/2 Bragg pulse, diffracting their initial soliton off a 1D optical lattice. The
lattice was formed collinear with their waveguide, using a pair of counter-
propagating beams detuned 100 GHz from the 85Rb D2 transition. This
method was also proven to retain some phase coherence, as interferometric
fringes were recovered following a standard pi/2-pi-pi/2 set of Bragg pulses,
with the phase of the final pi/2 pulse being shifted to recover the fringes.
However, this experiment suffered severe limitations in coherence times: the
visibility of the interferometric fringes was negligible after only a few millisec-
onds of phase-acquisition between the Bragg pulses. Furthermore, because
of the short phase-acquisition times, the split solitons remained spatially
overlapped at all times. This precludes applications for interferometry or
soliton-soliton collisions as it is impossible to affect a relative phase shift
between the two solitons. It is not clear what was the cause of these short
coherence times, though it is possible that the Bragg pulse splitting method
causes unwanted phase noise.
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Splitting: narrow attractive barrier
In a previous investigation from our experiment, splitting of a soliton was
achieved using a narrow attractive barrier [33]. The red-detuned barrier was
formed from an 852 nm laser beam, focussed down to intersect the waveg-
uide with a width of 1.9 µm. When incident on this barrier, the soliton
was observed to break into transmitted, reflected and confined components.
Despite the classical particle-like appearance of solitons, reflection from an
attractive barrier (or from above a repulsive barrier) is made possible because
of quantum reflection, exposing the wave-like properties of solitons [118]. The
splitting fractions were seen to be sensitive to the barrier potential depth:
deepening the barrier resulted in larger reflected and confined fractions, with
a reduced transmitted fraction. Although the experiment was limited by
barrier potential depth and was thus unable to demonstrate 50 % reflection,
with a more powerful barrier laser it would be possible to split the initial
soliton in half.
Whilst this experiment probed interesting questions about the fundamen-
tal quantum mechanical nature of solitons, it faces several drawbacks as a
means to achieving phase-coherent splitting. Firstly, as images of the atoms
were typically resolution-limited, it was impossible to determine whether the
split components were themselves solitons [15], which would be required for
soliton-soliton measurements. Furthermore, the fraction of the soliton that
is confined by the attractive potential would likely prove to be a nuisance for
collision measurements and would need to be removed before the collision.
Splitting: narrow repulsive Gaussian barrier
There has been a great deal of theoretical interest into splitting solitons us-
ing narrow repulsive barriers [22,60–66,119–122]. Contrary to the attractive
barrier case, splitting on a repulsive barrier can be either quantum or clas-
sical, through quantum tunneling or classical velocity-distribution splitting
respectively. As we will see during the remainder of this chapter, the exact
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nature of the splitting mechanism has drastic consequences for the utility of
the atomic beamsplitter as a phase-coherent splitting mechanism.
This method of splitting a soliton has been realised by the group at Rice
in one previous experiment [123]. Similar to the attractive barrier described
above, the repulsive barrier was focussed down to intersect the waveguide
and the soliton was allowed to collide with it. A fraction of the soliton was
observed to transmit beyond the barrier and the remainder was reflected.
Unlike in the attractive barrier case, note that there is no confined fraction
as the potential is repulsive. The splitting fraction was shown to be coarsely
controllable by changing the height of the potential barrier. Unfortunately,
shot-to-shot noise in the soliton position and velocity proved overwhelming
and made further investigations infeasible.
Nevertheless, in this work we investigate splitting with narrow repulsive bar-
riers. As shown in Ch. 4, particularly in Fig. 4.11, our solitons have highly
stable and reproducible trajectories, with shot-to-shot position fluctuations
as low as 1.3 µm (see Sec. 6.2). Therefore, we may be able to overcome the
shot-to-shot uncertainties experienced by the Rice experiment and better
exploit the narrow repulsive barrier as an atomic beamsplitter.
5.2 Soliton splitting: theory
There are a wealth of theoretical works that explore the mechanics and dy-
namics of splitting a soliton on a narrow repulsive barrier. Some works
analyse an idealised, δ-function barriers [63, 66, 121], where analytical ex-
pressions are more-easily derived and simulations are less computationally
expensive. However, most focus on simulations based on finite-width barri-
ers, with various profiles [22,60–66,119,122]. Here we present an overview of
the theoretical aspects of soliton splitting, in order to provide context to the
results that follow.
As mentioned in the previous section, upon reaching a narrow repulsive bar-
rier a soliton will be either transmitted, reflected or some combination of the
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two. The exact outcome will be heavily influenced by the size and shape of
the barrier.
5.2.1 δ-function barriers
A δ-function barrier manifests as an additional potential term in the GPE
(Eq. 1.3) of the form:
Vδ(z) = qδ0(z), (5.1)
where q is the strength of the barrier. The parameter q can also be interpreted
as the area of the barrier, as
∫∞
−∞ Vδ(z) dz =
∫∞
−∞ qδ0(z) dz = q. In Ref. [121],
it is shown that this potential leads to a quantum transmission coefficient of:
Tδ =
v2
v2 + q2
, (5.2)
where v is the soliton velocity at the point of collision with the barrier. It is
important to note that Eq. 5.2 is strictly only a valid description of soliton
splitting on a δ-function barrier for high soliton velocities (v → ∞). In this
limit the soliton-barrier interaction time is minimised, giving it a transmission
coefficient that is approximately equal to the transmission coefficient for a
plane wave on an identical δ-function barrier. This allows the splitting to be
treated as a linear process, which is described by Eq. 5.2.
Eq. 5.2 is plotted in Fig. 5.1 and clearly shows that as the kinetic energy
of the soliton grows with respect to the barrier area, a larger fraction of the
soliton will be transmitted. However, as δ-function barriers are experimen-
tally impossible to realise, Eq. 5.2 does not offer a realistic model of our
experiment.
It is worth commenting on another feature of splitting a soliton on a δ-
function barrier: the daughter solitons acquire a pi/2 relative phase during
the process. Therefore, despite the δ-function barrier being a practical im-
possibility, it would be beneficial for future phase-sensitive experiments to
reach a regime as close as possible to it.
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Figure 5.1: The quantum transmission coefficient for a δ-function barrier,
as a function of the soliton velocity normalised by the barrier area. The solid
blue line shows the transmission coefficient and the dotted red line shows the
corresponding reflection coefficient (Rδ = 1− Tδ).
5.2.2 Finite-width barriers
The barrier beam in our experiment is expected to be of Gaussian profile.
Therefore, instead of the δ-function described by Eq. 5.1, the Gaussian func-
tion modifies the potential term to:
VGauss = V0e
−2z2
w2z , (5.3)
where V0 is the potential in the centre of the Gaussian and will be defined
later (Eqs. 5.7 and 5.8).
A full GPE simulation (in either 1D, quasi-1D or 3D) can be used to nu-
merically evaluate the transmission coefficient for various barrier parameters
using this Gaussian function. However, there exist a few functions for which
an analytic expression of the transmission coefficient is known, at least for
non-interacting atoms. One such profile is the sech2 potential [122]:
Vsech2 = V0 sech
2
(
piz
αwz
)
, (5.4)
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where α = (pi/2)3/2. The sech2 potential also has the advantage that the
profile is very similar to a Gaussian, particularly across the central region of
the function (see Fig. 5.2).
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Figure 5.2: A comparison between the narrow (wz = 3.6 µm) Gaussian
beam profile used in the experiment and a sech2 approximation, shown by
the solid blue line and dotted red line respectively.
The transmission coefficient of the sech2 potential is given by:
Tsech2 =
sinh2
(
wzpi
√
κEk
)
sinh2
(
wzpi
√
κEk
)
+ cosh2
(
pi
2
√
4w2zκV0 − 1
) , (5.5)
where κ = 2m/~2 and Ek is the kinetic energy of an atom within the soliton.
It is shown in Ref. [63] that this expression recovers good agreement with
numerical results for low nonlinearities.
Example transmission coefficient curves are shown in Fig. 5.3, clearly demon-
strating an increased sharpness in the reflection-transmission crossover for
wider barriers. This figure can be intuitively understood in terms of quan-
tum tunneling in the following way. For a very narrow barrier, there is a high
likelihood of tunneling for a wide range of soliton kinetic energies, hence the
transmission function is broadened and the centre of mass kinetic energy of
the soliton may be far lower than the barrier height to achieve 50 % split-
ting (Fig. 5.4). However, tunneling is far less likely for wide barriers of the
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same barrier height, owing to the exponential decay of tunneling probability
with distance through a potential barrier. Therefore, in order to success-
fully pass over/through the barrier, the kinetic energy of the soliton must be
much closer to the amplitude of the barrier potential. This creates a much
narrower crossover between reflection and transmission, hence the transmis-
sion function is narrowed. The transmission coefficient curve becomes a step
function in the limit of an infinitely wide barrier.
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Figure 5.3: The transmission coefficients for a sech2 barrier, as a function
of the normalised kinetic energy of the soliton, for various barrier widths.
The barrier height is V0 = 5.14 nK for all of the curves, which is typical of
the barrier heights used in the experiment.
It is important to note that, even though in the limit of infinitely-wide bar-
riers we recover a step function for the transmission function, in the limit of
infinitely-narrow barriers we do not find a uniform transmission probability
across all kinetic energies, which might be the initial expectation. Instead,
Eq. 5.5 recovers the δ-function barrier result predicted by Eq. 5.2 [63].
The splitting process splits the soliton into two atomic ensembles, each of
which may itself be a soliton [121]. Vitally, these daughter solitons are ex-
pected to remain coherent, with a fixed relative phase. However, the relative
phase is not necessarily the pi/2 of the δ-function barrier. Instead, it has been
found to be sensitive to the velocity of the initial soliton at the barrier, the
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Figure 5.4: The dependence of the normalised kinetic energy required to
achieve 50 % splitting on the barrier width. For barrier widths below ∼ 3 µm
there is a sharp drop, which indicates the appearance of a significant quantum
tunneling contribution, whereas classical centre of mass splitting dominates
for wider barriers. Inset are pictorial representations of a soliton incident
on 0.5 µm and 10 µm barriers, with the red circle indicating a soliton at the
kinetic energy required to split into two solitons of equal atom number, for
each barrier respectively.
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interaction strength and the barrier width [63]. Specifically, the phase dif-
ference is expected to increase with increasing velocity, interaction strength
and barrier width. In the limit of a high-velocity soliton and a very narrow
barrier, the phase difference tends towards the pi/2 of the δ-function barrier.
Although the relative phase between the daughter solitons in our experiment
is not expected to be pi/2, by ensuring that the soliton velocity, interaction
strength and barrier width are sufficiently stable from shot-to-shot, we can
expect the daughter solitons to remain coherent with a fixed relative phase.
Creating two solitons that retain coherence is vital for the application of the
narrow barrier as a beamsplitter in phase-sensitive experiments, as will be
explored extensively later in this thesis.
5.3 Repulsive Gaussian barrier
We create a repulsive Gaussian barrier using a blue-detuned highly-elliptical
laser beam focussed down to bisect the waveguide through the centre of the
quasi-1D harmonic potential (see Fig. 5.5).
Curvature coils
Shim coils
Axial directionTransverse direction
Objective lens z
vert⊥
Figure 5.5: A blue-detuned (532 nm) highly-elliptical beam is focussed onto
the waveguide, by an objective lens, such that the narrow axis aligns with
the axial direction and the wide axis aligns transverse to the waveguide. Also
shown are the circular curvature coils and rectangular shim coils that are used
to create the harmonic trapping potentials. The coordinate axis displays the
axial (z), transverse (⊥) and vertical (vert) directions.
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The optical potential for the Gaussian barrier is produced by a 532 nm laser
beam. An AOM is placed in the beam path for intensity control and switch-
ing. The light is delivered to the experiment by an optical fiber, whereupon
it is collimated and passed through a cylindrical lens to form a highly ellip-
tical beam. This is focussed onto the waveguide such that the narrow axis
is oriented along the axial direction of the trap. The barrier position in the
horizontal plane (along/ transverse to the waveguide) can be adjusted via a
piezo-actuated mirror before the objective lens (see Fig. 5.6). Without the
limitations of imaging resolution (see Sec. 3.9), the piezo-actuated mirror
could allow barrier alignment with a precision of (16.0± 0.5) nm.
In this work we investigate two barrier widths, which are generated using
two different objective lenses. The wide barrier is produced by an objective
lens with focal length 100 mm, whereas the narrow barrier is produced by an
objective lens with focal length 30 mm. These are the same lenses that are
introduced in Ch. 3.
It could be possible to vary the distance between the objective lens and the
atoms to gain essentially arbitrary control over the barrier width, as defo-
cussing the barrier beam would effectively broaden it from the point of view
of the atoms. However, such a method would make reliable barrier character-
isation difficult and may cause additional stability noise on measurements,
as the barrier width becomes more sensitive to vertical position fluctuations
away from the focus. This is due to how the width of a Gaussian beam w
varies with distance from the waist position xoff :
w = w0
√
1 +
(
xoff
lR
)2
, (5.6)
where lR is the Rayleigh length and w0 is the waist. A fixed mechanical
fluctuation of just lR/4, where lR ∼ 50 µm for the narrow barrier, leads to a
possible shift in width of ∼ 3 % when at the focus. However, if the barrier
were to be intentionally defocussed by lR, this changes to ∼ 13 %. In fact, for
the full value of the uncertainty, an additional factor of approximately two
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arises for the defocussed barrier. This is due to fact that the width can either
increase or decrease, whereas it can only increase at the focus. Therefore,
we always align the waist of the narrow direction of the barrier such that it
intersects the centre of the waveguide vertically. This ensures that the atoms
only interact with the barrier where it is narrowest.
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Figure 5.7: The barrier width uncertainty increase associated with defo-
cussing away from the centre of the waveguide, for a fixed position uncer-
tainty of ±lR/4. For a barrier aligned so that the waist is in the centre of the
waveguide, the uncertainty in beam width due to mechanical instabilities is
only +3−0 % of its value (w1 ≡ w0 for the centred barrier case). However, if
the barrier is defocussed by lR, the uncertainty in barrier width increases to
+13
−12 % of its new value. The solid blue line shows the width of a Gaussian
beam as it propagates close to the position of its waist.
Control over the potential height of the barrier V0 is extremely important for
performing tunable splitting of a soliton. V0 is defined as:
V0 = − 1
20c
Ipeakα, (5.7)
where Ipeak is the peak intensity of the barrier in the plane of the atoms and
α is the polarisability of 85Rb at 532 nm (−4.19×10−39 C m2 V−1, calculated
105
using Ref. [124]). For an elliptical Gaussian beam with axial and transverse
widths wz and w⊥ (in the reference frame of the waveguide) Ipeak is given by:
Ipeak =
2P
piwzw⊥
, (5.8)
where P is the total beam power. Therefore, accurate determinations of the
barrier power and barrier widths are necessary to gain a good understanding
of the barrier height.
5.3.1 Power calibration
As the barrier width is fixed for a particular objective lens, the barrier po-
tential height is controlled predominantly by changing the total beam power.
A fraction of the barrier beam is taken from the beam path after the fiber
and is passed onto a photodiode (see Fig. 5.6[c]). This provides a monitor
feedback for a servo that compares the photodiode value with a controllable
setpoint and uses the AOM to increase/ lower the power allowed through it
in response, to minimise the difference between the monitor and the setpoint.
In order to ascertain the absolute barrier height, it is important to precisely
calibrate the barrier power at the atoms, as a function of the servo set-
point. However, as we are unable to directly measure the power inside the
(uncoated) science cell, we instead perform a calibration by measuring the
power before and after the beam passes through the science cell to compen-
sate for losses from the glass surfaces. Unfortunately, the 30 mm lens (used
to create the narrow barrier) is mounted very close to the science cell and so
it is impractical to measure the barrier power directly after it. Instead, we
measure the power before the lens and use an independent measurement of
the transmission of the lens at 532 nm (T = 0.48±0.01) to make the compen-
sation. We determine the transmission of the science cell to be 0.96 ± 0.04,
which is consistent with the 0.92 transmission expected with an uncoated
glass slab.
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5.3.2 Determining barrier widths
Similar to the practical difficulties in determining the barrier power, profiling
the barrier beam at the atoms using the standard methods of knife-edging
or direct imaging are impossible. Therefore, we have developed several other
methods for beam profiling, some of which are performed outside the vacuum
chamber and others that use the physical response of the atoms to the barrier
potential as a measuring device.
Gaussian beam propagation
One method of deducing the barrier widths is to profile the beam at various
stages of the accessible parts of the optical setup before the science cell and
use the known expressions for Gaussian beam propagation (Eq. 5.6) and
beam propagation through lenses to calculate the expected beam width at
the atoms. The beam path for the 30 mm lens is shown in Fig. 5.8, where
a piece of 2 mm thick glass has been inserted to simulate the science cell.
This figure clearly shows the effect of the cylindrical lens: the unfocussed
direction goes on to produce the narrow, axial barrier width, whereas the
focussed direction is smaller at the objective lens and so produces the wide,
transverse barrier width at the atoms.
However, this method is largely unreliable as it neglects any aberrations or
imperfections in the optics or input beam, giving only idealised diffraction-
limited values. Therefore, the calculated prediction of 2.5 µm for the axial
barrier waist is likely an underestimate of its true value. Furthermore, as
the narrow beam width diverges strongly and there is no way of ascertaining
the exact position of the waist relative to the atoms with this method, its
predictions are too naive to be more than a rough guide.
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Figure 5.8: Simulated beam paths and measurements for the axial and
transverse dimensions of the narrow barrier beam. The black data points are
beam profile measurements that are used to constrain the optical parameters
and determine approximate beam dimensions at the atoms. The vertical
dotted line shows the focus position of the axial beam dimension, highlighting
the 10 mm offset in focus position for the transverse direction.
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Direct beam profiling
The next step towards reliably measuring the beam waists is to create an
identical setup of the barrier system outside of the vacuum chamber, using
duplicate optics. From this we can perform direct measurements on a beam
that should be very similar to the barrier beam inside the chamber.
For the wide barrier, images of the beam are taken close to the axial direc-
tion’s waist, using a standard CMOS camera (Thorlabs DCC1545M). Fit-
ting Gaussian distributions to cross-cuts taken from the centre of these im-
ages, we ascertain an axial waist of (10.6± 0.1) µm and a transverse width
of (434± 5) µm at the axial waist position. To account for uncertainties in
alignment and variations of optics we increase the upper limit of the ax-
ial waist uncertainty to give (10.6 +0.5−0.1) µm. Equivalent measurements for
the narrow barrier are found to be below the 5.2 µm pixel size of the camera.
Therefore, a higher resolution camera is needed for an accurate measurement
of the narrow barrier widths.
To profile the narrow barrier beam, we use an automated beam profiler that
is based around a Pi NoIR CMOS camera. Importantly, this camera has a
1.12 µm pixel size and so should be able to resolve narrow barrier waist, even
at the 2.5 µm prediction made by idealised system above. Fig. 5.9 shows
an example image, along with the extracted beam propagation profiles. To
determine a width on this profile, the raw image is first summed along the
beam’s axial dimension (Fig. 5.9[b]). This allows us to locate the centre of the
beam which, so long as we have aligned the barrier correctly, is the section
of the beam that the atoms interact with. We then take the strip of the
central 10 pixels from the raw image and sum along the long axis of the beam
(Fig. 5.9[c]). This gives an intensity profile of what the barrier beam looks like
along the waveguide’s axial direction. The width of the beam is determined
from a Gaussian fit and this process is repeated for various positions along
the barrier beam path. We fit Eq. 5.6 to the measured widths in order
to calculate a waist, which gives (3.91± 0.04) µm. Switching the order of
vertical/ horizontal sums and performing the same routine also allows us
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to determine the width of the transverse direction across this range. We
measure a transverse width of (118.3± 0.3) µm at the axial waist position.
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Figure 5.9: Beam profiling the barrier beam outside of the vacuum chamber
using duplicate optics. A horizontal pixel sum [b] is performed on the raw
image [a] to locate the centre of the beam. A vertical sum of the raw image
is taken [c], over the central ten pixels (shown by the green shaded region in
[b]). From this we determine the barrier width. By sampling the beam at
various points along the propagation direction, we can locate and measure
the axial direction waist [d] and associated transverse width [e].
Atom depletion
For the narrow barrier, we also determine the barrier width by directly imag-
ing the imprint left by the barrier on an atomic cloud’s density profile. A
thermal cloud of 2× 105 atoms is released into the quasi-1D waveguide trap
with trapping frequencies (ωr, ωz, ωvert) = 2pi × (80, 1.4, 80) Hz. The axial
harmonic trap centre position is set so that it approximately aligns with the
barrier position. Initially, the barrier beam is switched off and the atoms are
allowed to freely expand and propagate along the waveguide. After allow-
ing the cloud to expand for quarter trapping period (the point at which it
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is widest) the barrier is pulsed on and the cloud is imaged in-situ. Exam-
ple images are shown in Fig. 5.10 and clearly demonstrate the effects of the
repulsive dipole force acting on the atoms in the depleted region.
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Figure 5.10: Determining the width of the narrow barrier using an atom
depletion method. For low powers the depth of the depleted region varies with
power, but the width does not. The converse is true for higher powers, where
a region of atoms has been completely depleted. The barrier beam width is
determined by the average and standard deviation of the measured widths
in the partial depletion region, shown by the solid green line and hatched
area respectively. The upper panel shows example images of a thermal cloud
after the barrier beam has been exposed onto it for 1 ms, for barrier powers
ranging from 2.64 mW (far left) to 23.72 mW (far right).
By varying the power of the barrier beam, using the calibrated servo discussed
in Sec. 5.3.1, we can identify two different regions of atom depletion: partial
depletion and total depletion. For high powers (P & 8 mW in this case) the
atomic cloud is completely depleted in the central part of the barrier beam.
Increasing the power further will not change the amplitude of the depletion
dip, as this is determined by the atomic density in the centre of the atomic
cloud. Instead, increasing the power beyond ∼ 8 mW results in a broadening
of the depleted region, as more of the Gaussian beam passes above a critical
intensity that causes total depletion, hence the fitted Gaussian widths in
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Fig. 5.10 are erroneously large.
For lower powers (P . 8 mW) the atomic cloud is only partially depleted
in the centre of the barrier beam. Reducing the power still further changes
the dip amplitude but not the dip width, as fewer atoms from the central
region of the barrier are displaced but the barrier width remains constant.
Therefore, fitted widths of the density dip in this partial depletion region are
a true reflection of the imprint left by the barrier, hence the true profile of
the barrier beam.
The particular powers required for partial and total depletion in Fig. 5.10 are
dependent on the pulse duration, as the barrier power determines the (anti)
trapping frequency but the pulse duration sets how long the atoms have
to be partially or fully expelled from the depletion region. For the range
of barrier powers explored in Fig. 5.10, the trapping frequency ranges from
130 Hz to 1.25 kHz. Therefore, a 1 ms pulse duration was chosen to allow the
full transition from no depletion to total depletion to be observed.
To profile the transverse width of the barrier beam, which is essential for
calculating the barrier height, we use an acousto-optic deflector (AOD) placed
in the beam path of the waveguide. The horizontal position of the waveguide
in the science cell is controlled by changing the driving frequency provided
to the AOD. This shifts the waveguide, hence the atomic cloud, along the
wide dimension of the barrier. Starting with a barrier power in the partial
depletion region, we measure the dip depth for multiple cloud positions.
As we image the atoms using the vertical imaging system, we determine the
exact position of the cloud on each image. We recover the expected Gaussian
profile of the transverse dimension of the barrier beam (see Fig. 5.11).
This method is also very useful for precisely focussing the barrier, such that
the axial waist overlaps vertically with the centre of the waveguide. As the
intensity of the barrier beam is inversely proportional to wz, focussing is
achieved by maximising the amplitude of the density dip. Note that the
beam’s transverse width does not change appreciably over this range (see
Fig. 5.9) and so does not significantly alter the intensity, thus it can be
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Figure 5.11: Measuring the transverse (wider) direction of the barrier beam
using the atom depletion method. The transverse position of the atoms is
relative to the normal position of the waveguide, thus the barrier was slightly
misaligned in this example.
ignored for the purposes of this optimisation. The transverse width does
not vary much in this range because it has a much longer Rayleigh length
than the axial width and the waist position is ∼ 10 mm away from the waist
position of the axial dimension.
Through the atom depletion method, we determine an axial barrier width
of (4.7± 0.3) µm and a transverse barrier width of (117± 9) µm. However,
as discussed in Sec. 3.9, our imaging system is limited to a resolution of
(3.0± 0.3) µm. As this is comparable to the length scale of the axial barrier
width, it has to be accounted for. For a measured width of wmeas, the true
width is given by:
wtrue =
√
w2meas − r2, (5.9)
which gives an axial barrier width of (3.6± 0.4) µm. The transverse bar-
rier width remains at (117± 9) µm. This agrees well with the direct oﬄine
measurement of (3.91± 0.04) µm.
Throughout the remainder of this thesis we use the following width values for
all calculations and simulations. For the wide barrier, the axial and trans-
verse widths are (10.6 +0.5−0.1) µm and (434± 5) µm respectively. For the narrow
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barrier, the axial and transverse widths are (3.6± 0.4) µm and (117± 9) µm
respectively.
5.4 Controllable splitting
To set the transmission of a soliton through the barrier, control over both the
barrier potential and soliton kinetic energy is required, as shown in Eq. 5.4. In
the previous sections we have highlighted the high level of control available
with our experimental setup for both of these parameters independently.
Here we show how the relationship between the barrier and the kinetic energy
of the soliton allows controllable splitting of a soliton.
5.4.1 Soliton kinetic energy
The centre of mass kinetic energy of the soliton is determined by the centre
of mass velocity, Ek =
1
2
mv2. As the soliton is in a harmonic potential, it
undergoes harmonic oscillations:
z(t) = z0 cos (ωzt). (5.10)
Therefore, the velocity is also time varying:
v(t) = −z0ωz sin (ωzt) = −vmax sin (ωzt), (5.11)
where vmax = z0ωz is the maximum velocity of the soliton, which occurs at
the centre of the harmonic potential. Consequently, the kinetic energy of
the soliton at the point of collision with the barrier will differ slightly if the
barrier is offset from the centre of the trap.
As it is experimentally challenging to create a perfectly-stable, perfectly-
aligned barrier setup, we instead amend the kinetic energy to account for a
barrier offset:
Ek =
1
2
mv(t)2|t=tbarr , (5.12)
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where tbarr is the time of the soliton-barrier collision. For a barrier that is
offset zoff from the centre of a harmonic potential, a soliton with |z0| > |zoff |
will reach the centre of the barrier at:
tbarr =
1
ωz
cos−1
[
zoff
z0
]
. (5.13)
Fortunately, the effects of an offset barrier on the soliton velocity become
vanishingly small for small offsets, as found by substituting Eq. 5.13 into
Eq. 5.11 to find the soliton velocity at the barrier vbarr:
vbarr = −vmax sin
(
cos−1
[
zoff
z0
])
= −vmax
√
1−
[
zoff
z0
]2
. (5.14)
Therefore, vbarr ≈ vmax for zoff < z0. For example, a fractional offset of zoffz0 =
0.02 results in a fractional velocity change of only 0.0002 (0.02 %). These
values are typical of our experimental uncertainties, as will be described in
Sec. 6.2.
Experimentally, the position of the barrier is found using the atom depletion
method from Sec. 5.3.2. The quasi-1D harmonic potential, which defines
the kinetic energy in Eq. 5.12, is found by tracking trajectories of solitons
oscillating in the potential, as in Sec. 4.4.
5.4.2 Splitting a soliton
We split the soliton by allowing it to accelerate towards and interact with the
repulsive Gaussian barrier (see Fig. 5.12). Crucially, the split components
are found to retain the non-dispersive characteristics of solitons, over the
observed ∼ 10 s timescales. Therefore, we attribute each split component to
be a daughter soliton in its own right. This is also expected from theoretical
studies [22, 60–66,119–122].
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Figure 5.12: A sequence of images taken to show the splitting of a soliton
by the narrow barrier. The barrier height is set to give ∼ 50 % transmission.
The upper panel shows the column density sum across the final image. Each
image is taken from a single independent experimental run.
Importantly, the splitting fraction (i.e. the number of atoms in each of the
reflected and transmitted daughter solitons) can be controlled by varying the
barrier transmission, as shown in Sec. 5.2. This is achieved experimentally
by varying the barrier beam power, which directly alters the barrier height
as the width is fixed by the optical setup (Fig. 5.13).
To determine the shot-to-shot stability in the barrier transmission, data is
compiled from many splitting events that were initially calibrated to give 50 %
transmission (Fig. 5.14). We find both barriers to have similar uncertainties
in transmission, with standard deviations of (8.5± 0.6) % and (6.4± 0.4) %
for the wide and narrow barriers respectively.
In Sec. 6.2, we will determine the shot-to-shot fluctuation in barrier position
relative to the centre of the harmonic potential to be 1.3 µm. For a soliton
in a 1.3 Hz harmonic potential, initially displaced 50 µm away from the nar-
row barrier, this position uncertainty produces a ∼ 0.05 nK uncertainty on
a ∼ 0.85 nK kinetic energy at the barrier. This set of parameters is chosen
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Figure 5.13: Controllable splitting of a soliton into two daughter solitons
by a repulsive Gaussian barrier. [a] The transmission of a slow (blue) and
fast (red) soliton through the wide barrier as the barrier power is varied,
with kinetic energies Ek/kB = (15.5± 0.3) nK and Ek/kB = (41± 1) nK
respectively. [b] The transmission through the narrow barrier, for solitons
with kinetic energies at the barrier Ek/kB = (0.84± 0.08) nK (blue) and
Ek/kB = (16.8± 0.6) nK (red). The solid lines are quasi-1D GPE simulations
that are fit to the data by varying the barrier width.
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Figure 5.14: The distribution of splitting fractions across many experimen-
tal runs with a target transmission of 50 %. The height of each bar indicates
the probability of occurring in that bin. [a] and [b] show the distributions
for the wide and narrow barriers, with standard deviations of (8.5± 0.6) %
and (6.4± 0.4) % respectively. The red lines are Gaussian fits to the data.
to match that of the slow soliton in Fig. 5.13[b], such that we can use the
gradient of the transmission curve ((−0.60± 0.07) nK−1) to find an associ-
ated transmission uncertainty: ∼ 3 %. Therefore, the uncertainty in barrier
offset accounts for a large fraction of the uncertainty in transmission seen in
Fig. 5.14, but cannot account for it all.
Fitting with 1D-GPE
Further to the methods described in Sec. 5.3, we also measure the barrier
widths by fitting quasi-1D GPE theory to transmission curves, as seen in
Fig. 5.13. The axial barrier width is the only free parameter for these fits;
the transverse direction is constrained by the other beam profiling methods.
Using this technique, we determine barrier widths of wz = (4.8± 0.2) µm
and wz = (11.9± 0.3) µm for the narrow and wide barrier beams respectively.
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The uncertainty in each value is the standard error in the fitted widths across
several sets of splitting data, taken for various soliton velocities.
The discrepancy between these values and the smaller values measured ex-
perimentally in Sec. 5.3 is likely due to the barrier beam not being of perfect
Gaussian profile. As shown in Ref. [33], the presence of relatively small
diffraction fringes in the wings of the beam profile of the barrier can greatly
enhance reflection. These fringes are not included in the GPE theory and so
may cause an erroneous broadening of the Gaussian beam profile fit. There-
fore, we continue to use the experimentally-measured widths of (10.6 +0.5−0.1) µm
and (3.6± 0.4) µm, for the wide and narrow barrier respectively.
5.5 Quantum versus classical splitting
The nature of the splitting mechanism depends critically on the barrier width.
In the limit of a δ-function barrier, quantum tunneling dominates and the
barrier area determines the transmission probability [65]. However, for bar-
riers wider than the soliton width, the transmission probability instead de-
pends primarily on the incident centre of mass kinetic energy of the soliton
relative to the barrier height. Therefore, for an infinitely-wide barrier, where
the transmission coefficient curve is a step function, 50 % transmission is
achieved when the kinetic energy per atom in the incident soliton exactly
matches the barrier height.
For our wide barrier, quasi-1D GPE simulations yield 50 % transmission when
the barrier height is only 1 % higher than the kinetic energy of the soliton
at the barrier, implying that the splitting mechanism is almost entirely a
classical process. However, equivalent simulations for the narrow barrier
yield a barrier height that is 11 % higher than the kinetic energy, indicating
that quantum tunneling plays a small role.
Experimentally, we measure 50 % transmission when the barrier height is
(11± 2) % and (26± 12) % higher than the soliton kinetic energy at the
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barrier, for the wide and narrow barriers respectively (Fig. 5.15). These
calculations depend on the barrier widths determined in Sec. 5.3 to convert
beam power to energy, using Eq. 5.7.
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Figure 5.15: Barrier height for 50 % splitting, as a function of the centre
of mass kinetic energy per atom at the barrier interaction. The red (blue)
points and lines show the data and fit for the wide (narrow) barrier. These
fits give gradients of 1.11 ± 0.02 and 1.26 ± 0.12, for the wide and narrow
barriers respectively. Both axis are scaled by kB to give the energy in nK.
The dashed line shows V0 = Ek which, as shown in Fig. 5.4, is the classical
limit.
As suggested in Sec. 5.4.2, the quantitative discrepancy between theory and
experiment is likely due to a non-Gaussian beam profile. It may also be
caused by remnant thermal atoms inflating our measurement of the trans-
mitted fraction, as thermal atoms are more likely to be transmitted than
condensate atoms. Nevertheless, our measurements verify that quantum tun-
neling is more relevant for the narrow barrier than the wide barrier, though
classical splitting remains the dominant effect in both cases.
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5.6 Velocity asymmetry
Interestingly, the steep energy dependence of the measured transmission
functions (Figs. 5.3 and 5.13) produces a velocity filtering effect, whereby
the transmitted daughter soliton always has a higher centre of mass kinetic
energy than the reflected daughter soliton [22,63,119]. We define this asym-
metry to be the ratio between the velocities of the transmitted to reflected
solitons, namely:
ζ = vT/vR. (5.15)
More precisely, vT and vR are the maximum velocities of the daughter solitons
(their velocity in the centre of the harmonic potential). If the frequency is
fixed, Eq. 5.15 is equivalent to:
ζ = z0,T/z0,R, (5.16)
where z0,T and z0,R are the centre of mass oscillation amplitudes for the
transmitted and reflected daughter solitons respectively. This difference in
amplitude of the centre of mass oscillation between the daughter solitons is
directly observable (Fig. 5.16).
5.6.1 Kinetic energy distribution of a soliton
The velocity asymmetry can be understood in terms of an initial kinetic
energy distribution of the parent soliton (Fig. 5.17). For 50 % transmission
at the barrier, the part of the soliton with an energy spectrum above (below)
50 % level of the transmission function has a higher probability of being
transmitted (reflected). Therefore, the transmitted daughter soliton will have
a higher centre of mass kinetic energy than the reflected daughter soliton.
It is worth commenting on the origin of the energy distribution of the parent
distribution, as it may appear non-trivial that a condensate at close to 0 K
should possess one. A quantum mechanical interpretation may be realised
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Figure 5.16: Velocity selection during the splitting of a soliton. The initial
soliton has ∼ 2500 atoms at a scattering length of ∼ −8.5 a0. The transmit-
ted daughter soliton (blue trajectory) leaves the wide barrier (green) with a
higher kinetic energy than the reflected soliton (dotted red trajectory) and
so oscillates with a clearly larger amplitude. The barrier height is set to
give ∼ 50 % transmission and is removed after the splitting to allow the soli-
tons to oscillate, as in sequence of the previous figure. The amplitudes of
the transmitted and reflected solitons are (290± 10) µm and (226± 6) µm re-
spectively, implying a velocity asymmetry of 1.28±0.06. The barrier is offset
from the centre of the 0.5 Hz trap by ∼ 30 µm in this case, although this is
not expected to play a significant role in the observed velocity filtering. The
black dashed line is the expected trajectory leading up to splitting, which was
not recorded for this specific sequence. It is calculated by assuming kinetic
energy is conserved at the barrier interaction, implying in an initial release
position ∼ 250 µm from the centre of the harmonic potential.
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Figure 5.17: A sketch to describe the velocity selection that occurs when a
soliton interacts with a barrier of finite width. [a] The parent soliton, with a
kinetic energy distribution shown by the blue curve, interacts with a finite-
width barrier, which has a transmission function shown by the red dotted
curve. [b] The interaction results in a splitting of the parent soliton into two
daughter solitons. As the transmission function varies appreciably across
the width of the energy distribution of the soliton, the transmitted daughter
soliton has a higher mean kinetic energy than the reflected daughter soliton
(as seen by the blue curves).
by taking the Fourier transform of the soliton wavefunction (Eq. 1.8) and
deriving an expression for the soliton width in momentum space:
kv =
2ωr|as|N
pi
. (5.17)
Therefore, a soliton with N = 2000, as = −10 a0 and ωr = 2pi × 40 Hz has
a velocity distribution of width ∼ 0.2 mm s−1. For a soliton released 100 µm
away from the centre of a 1.5 Hz potential, this produces a kinetic energy
distribution at the centre of the harmonic potential of width ∼ 2 nK.
One may be tempted to consider an alternative, classical, interpretation.
Specifically, consider the soliton to be an ensemble of particles with some
spatial extent. As the harmonic potential has a curvature, different particles
will begin their centre of mass harmonic oscillations with different potential
energies, producing an energy distribution. For a soliton of spatial width
3 µm released into the same trap as before, atoms released at 103 µm away
will be ∼ 0.03 mm s−1 faster than those that begin in the centre of the soliton
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once they reach the centre of the harmonic potential. This produces a kinetic
energy distribution at the centre of the harmonic potential of width ∼ 0.3 nK.
Therefore, as the quantum mechanical interpretation of the energy distribu-
tion is ∼ 7 times wider than the classical interpretation in our experiment,
we can largely neglect the curvature of the trap in our system. This is an
important distinction to make because the quantum and classical interpre-
tations have drastically different implications for properties of the velocity
asymmetry: a wider soliton in the classical picture produces a wider energy
distribution, whereas a wider soliton in the quantum picture results in a nar-
rower energy distribution. Therefore, a wider soliton creates a larger kinetic
energy difference between the daughter solitons in the classical picture, but
a smaller difference in the quantum picture.
5.6.2 Transmission gradient
Another important contributor to the magnitude of the asymmetry is the
gradient of the transmission function. As shown in Sec. 5.2, the gradient
of the transmission function can be altered by changing the width of the
barrier. For example, the transmission curves at Ek/kB = (15.5± 0.3) nK
in Fig. 5.13[a] and Ek/kB = (16.8± 0.6) nK in Fig. 5.13[b] have peak gra-
dients of (−0.15± 0.01) nK−1 and (−0.11± 0.01) nK−1 respectively, despite
splitting solitons with nearly the same kinetic energy. We explore the conse-
quences of this for velocity selection in Fig. 5.18.
For very narrow barriers, the transmission function does not discriminate
strongly when it comes to kinetic energy, hence the effects of velocity selection
are minimal. However, as we saw in Sec. 5.2: the wider the barrier, the
steeper the transmission function. Consequently, increasing the barrier width
leads to a larger asymmetry between the kinetic energies of the outgoing
daughter solitons, as the effects of velocity selection are exaggerated. In other
words, the higher-velocity part of the momentum-space wavefunction of the
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Figure 5.18: The asymmetry in velocity between the daughter solitons, as
a function of the barrier width. The red curve in [a] shows the asymmetry
in mean kinetic energy between the outgoing daughter solitons after the first
barrier interaction. The red (blue) curve shows the asymmetry in kinetic
energy between the outgoing daughter solitons after the first barrier inter-
action, assuming they re-form around the mean (peak) of the momentum
space wavefunctions of the split solitons. The barrier height is adjusted at
each barrier width to ensure 50 % splitting, as in Fig. 5.4. Figures [b], [c] and
[d] show the transmission functions calculated using Eq. 5.5 (black dashed)
and momentum-space wavefunctions of the initial, transmitted and reflected
solitons (green, blue and red respectively). The barrier widths of [b], [c] and
[d] are 0.5 µm, 3.6 µm and 20 µm, as indicated in [a] by the vertical dotted
lines, from left to right respectively. The centre of mass kinetic energy and
kinetic energy distribution of the initial soliton are constant throughout to
represent a centre of mass velocity of 1 mm s−1 and width of 0.2 mm s−1.
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soliton becomes far more likely to be transmitted than the lower-velocity
part, causing it to have a higher mean kinetic energy.
However, for barrier widths larger than the soliton width, the expected na-
ture of the asymmetry-width dependence is not as clear. Intuitively, one
may expect a monotonic increase in asymmetry with barrier width, as the
increasing sharpness of the transmission function must result in an increase
of the difference between the mean kinetic energy of the daughter solitons
(shown by the red curve in Fig. 5.18[a]). However, as we will see in Sec. 6.4.3,
GPE simulations predict that the asymmetry actually decreases for widths
beyond the soliton width (Fig. 6.16). The reasons for this are not entirely
clear, however it may be that the daughter solitons actually re-form around
the peak of the momentum-space wavefunction during nonlinear evolution,
not the mean value one might first expect. This produces the initial in-
crease and subsequent decrease in asymmetry (blue curve in Fig. 5.18[a]), as
predicted by GPE simulations.
5.7 Velocity asymmetry experiments
In practice, we have three levers for altering the width of the soliton: the
radial trapping frequency, the scattering length and the number of atoms
(Eq. 5.17). In this section we explore the observable effects of varying the
scattering length and barrier width, as well as the kinetic energy of the
soliton.
5.7.1 Extracting the asymmetry parameter
To calculate the asymmetry parameter for the trajectories of some split soli-
tons, such as in Fig. 5.16, the oscillation amplitudes of the daughter solitons
must be extracted (see Eq. 5.16). Naively, one can fit the following equations
for the transmitted and reflected daughter solitons respectively:
zT(t) = z0,T cos (ωz,Tt) + zcent,T, (5.18)
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zR(t) = z0,R cos (ωz,R (t− 2tbarr)) + zcent,R, (5.19)
where z0,T and z0,R are the amplitudes of the centre of mass oscillations, ωz,T
and ωz,R are the frequencies of the centre of mass oscillations, and zcent,T and
zcent,R are the fitted positions of the centre of the harmonic potential. The
additional 2ωz,Rtbarr phase shift in Eq. 5.19 accounts for a barrier offset (see
Fig. 5.19).
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Figure 5.19: A picture to show the splitting of a soliton in a harmonic
potential. The reflected daughter soliton (red line) follows a trajectory which
is out of phase with the transmitted daughter soliton by 2ωztbarr.
However, there are clear redundancies in these equations, which will lead to
unnecessary over-fitting and an artificial increase in the perceived uncertainty
in ζ. Firstly, ωz,T and ωz,R should be identical as the daughter solitons
oscillate in the same trap. Secondly, zcent,T and zcent,R should be identical,
for the same reason. Finally, z0,T and z0,R are not independent, as they both
depend linearly on z0: the centre of mass amplitude of the initial soliton.
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5.7.2 Lissajous curves
To avoid having redundant parameters, we instead look at the relationship
between zT(t) and zR(t) directly. If the barrier is well-centred in the har-
monic potential, the resultant lineshape of zR(t) against zT(t) is a perfectly
straight line, as the daughter solitons are exactly pi out of phase (Fig. 5.20[a]).
However, if the barrier is off-centre (through imperfect or intentional mis-
alignment) the resultant lineshape is an ellipse (Fig. 5.20[b]). This result
can be explained by considering Eqs. 5.18 and 5.19 to be a set of parametric
equations, which can be used to fit the observed ellipses.
zT (µm)zT (µm)
400 600 800
500
600
700
800
450 500 550 600
450
475
500
525
550
575
z R
(µ
m
)
z R
(µ
m
)
[a] [b]
Figure 5.20: Fitting Lissajous curves to the centre of mass positions of the
transmitted and reflected daughter solitons as they undergo free oscillations,
in order to extract the asymmetry parameter. [a] In the case that the barrier
is centred in the harmonic potential, the daughter solitons are almost exactly
pi out of phase and the asymmetry parameter ζ is simply the gradient of the
line. [b] In the case that the barrier is far from the centre of the harmonic
potential, the daughter solitons are less than pi out of phase and ζ can be
understood as ∆zT/∆zR, where ∆zT and ∆zR are the ranges in zT and zR
swept out by the Lissajous curve respectively. In practice, ζ is found in both
cases by fitting parametric equations (Eqs. 5.20 and 5.21).
As the fitting can now be performed with respect to the positions of both
the transmitted and reflected daughter solitons simultaneously, we are able to
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drop the redundant parameters that appear in Eqs. 5.18 and 5.19. This pro-
vides the following set of parametric equations in 2D Cartesian coordinates
(x, y):
x(θ) = z0,Rζ cos (θ) + zcent, (5.20)
y(θ) = z0,R cos (θ + φ) + zcent, (5.21)
where z0,T(t) = z0,Rζ by definition, φ = 2ωztbarr, zcent is the position of the
centre of the harmonic potential and θ is the independent variable that defines
the angle of the ellipse. Note: as we are only interested in the asymmetry, we
do not independently fit for ωz and tbarr, only φ. Formally, Eqs. 5.20 and 5.21
define a Lissajous curve with a fixed frequency and asymmetric amplitudes.
With these simplifications we have reduced the number of fitting parameters
from at least 7 to a maximum of 4, ensuring we can get the best possible
measure of the asymmetry from a given set of daughter soliton trajectories.
5.7.3 Experimental asymmetry
Applying this method to daughter solitons with a range of oscillation, bar-
rier and internal parameters, we explore whether the properties of the ki-
netic energy asymmetry predicted in Sec. 5.6 can be observed experimen-
tally. We study the effect of varying the scattering length on the asymmetry
in Fig. 5.21, for the narrow barrier.
Whilst there is some apparent increase in the asymmetry for more negative
scattering lengths, as we would expect for the reduced spatial width, the
relationship is not very strong. This is due to varying centre of mass kinetic
energies of the initial soliton between sets of experimental runs, which was not
fixed. In Fig. 5.21 the kinetic energies range from ∼ 0.8 nK to ∼ 17 nK. As
described by Eq. 5.17, the width of the momentum distribution of the soliton
does not depend on the centre of mass kinetic energy, in the GPE picture.
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Figure 5.21: The kinetic energy asymmetry between the transmitted and
daughter solitons (Eq. 5.15) as a function of scattering length, for the narrow
barrier.
Therefore, the absolute difference in kinetic energy between the outgoing
daughter solitons should be independent of the kinetic energy of the initial
soliton, though the fractional difference (the asymmetry parameter) is not.
A further limitation of Fig. 5.21 is that the momentum-space width of the
soliton is not only dependent on as, but also on the number of atoms. Re-
casting Eq. 5.17 in terms of N/Ncrit, where Ncrit is given by Eq. 1.10, we
arrive at:
kv =
2ωrkaho
pi
N
Nc
. (5.22)
This transformation creates a single interaction parameter, N/Ncrit, which
includes both the scattering length and the number of atoms.
In Fig. 5.22, we observe a strong positive correlation between the absolute
difference in velocity between the daughter solitons and N/Ncrit, in good
agreement with the momentum-space width of the soliton. Interestingly, we
do not measure a difference between the wide and narrow barriers, which
indicates that the splitting is classical in both cases. This supports the
observations of Sec. 5.5 and is due to both barriers being relatively wide on
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Figure 5.22: The absolute kinetic energy difference between the transmitted
and daughter solitons, as a function of N/Ncrit. The red and blue points
represent the wide and narrow barriers respectively. The green line is the
velocity width calculated directly from Eqs. 5.17 and Eq. 1.10, assuming
constant axial and radial trapping frequencies of 2pi× 1.4 Hz and 2pi× 40 Hz
respectively.
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the scale of a ∼ 3 µm wide soliton, meaning that little difference is expected
between them (Fig. 5.18).
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Chapter 6
Soliton Recombination
In this chapter we describe the recombination of bright-solitary-matter waves
on a narrow repulsive Gaussian barrier. We begin with an overview of similar
systems that have made progress towards this goal, before providing details
on the experimental sequence which allows us to realise soliton recombination
on a narrow barrier. By exploring various barrier widths, offsets and heights,
we uncover the impact of the velocity asymmetry on phase-sensitive recom-
bination, before developing an intuitive understanding of the results using an
approximate theoretical interpretation. Finally, we discuss the implications
that our findings hold for any future practical soliton interferometry device.
6.1 Background
As described in Sec. 1.2, a soliton-based interferometer has the potential to
bring advancements across a range of phase-sensitive measurements. Much
like conventional optical interferometers, a soliton-based interferometer re-
quires three main steps: phase-coherent splitting, phase accumulation time
and phase-coherent interference-mediated recombination (Fig. 6.1). Follow-
ing the recombination process, differences in atom number between the out-
going populations indicate the accumulated differential phase between the
daughter solitons.
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Figure 6.1: A soliton interferometry scheme based on a repulsive Gaussian
barrier. [i] The initial soliton (blue) is split into two daughter solitons by
the barrier (green). [ii] The daughter solitons then acquire a relative phase
difference (φ). [iii] They return to the barrier and interfere, with resultant
population fractions on the left and right (NL and NR respectively) deter-
mined by φ.
At the Gross-Pitaevskii level, a soliton incident on a barrier is split cleanly
into transmitted and reflected daughter solitons, provided the incident ve-
locity is sufficiently fast that the effects of interatomic interactions can be
neglected during the splitting [125]. When these daughter solitons are sub-
sequently made to spatio-temporally overlap at the barrier, total or par-
tial interference-mediated recombination occurs, depending on their relative
phase [66].
6.1.1 Current experiments
To date, the experiment at the ANU is alone in demonstrating phase-sensitive
recombination with solitons [27]. As described in Sec. 5.1, a pi/2-pi-pi/2 series
of Bragg pulses allowed them to split and subsequently recombine their soli-
ton, with the ability to resolve interference fringes for interferometer times
below ∼ 3 ms.
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The repulsive barrier in the experiment at Rice has also been used to demon-
strate recombination of solitons [123]. However, they were unable to measure
any definitive phase-related effects. This was attributed to shot-to-shot noise
being too large for the sensitivity of recombination to the interaction strength
N/Ncrit. As we will see later in this chapter, it is probable that their experi-
ment was also in a region of parameter space where the velocity asymmetry
heavily suppresses interference, such that interference effects would have been
unlikely anyway.
As described in the previous chapter, we also use a repulsive Gaussian barrier
setup. However, the reduced shot-to-shot uncertainty and increased tunabil-
ity of our experiment may be sufficient to overcome the difficulties encoun-
tered by the Rice experiment.
6.2 Experimental overview
The experimental setup for recombination is identical to that of the splitting
experiments. Briefly, we form a soliton of approximately 2500 85Rb atoms
in a quasi-1D waveguide where an additional harmonic magnetic potential
produces axial trapping. A narrow repulsive Gaussian barrier is focussed
down to bisect the waveguide (Fig. 6.2). Upon reaching the barrier, the
soliton is either reflected, transmitted, or split into two daughter solitons
(Fig. 5.13). The barrier height and therefore the transmission through the
barrier is tuned experimentally by varying the total barrier power.
Interference-mediated recombination is achieved by simply allowing the two
daughter solitons to come back to the barrier and interfere with each other.
Therefore, the only additional complexity to the recombination experiments
is to wait longer between releasing the soliton into the waveguide and taking
the image, relative to the splitting experiment. More precisely, the image is
taken at time [iii] in Fig. 6.1, rather than time [ii].
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Figure 6.2: A sketch of the experimental implementation of the barrier-
based interferometer. The 3D plot and yz-plane highlight the optical waveg-
uide (red) and the magnetic harmonic potential along the waveguide, respec-
tively, with the barrier shown in green for both. The xz-plane shows an
example image of a soliton in this potential.
6.2.1 Trap stability
As interference-mediated recombination relies on the interference between
the two daughter solitons, it is imperative that they both arrive perfectly
simultaneously at the barrier for the second barrier interaction. Therefore,
the experiment has to be either insensitive to small misalignment, or suffi-
ciently stable and calibrated to a high-enough precision, so that the daughter
solitons will always perfectly spatio-temporally overlap at the barrier. There
are two possibilities for ensuring one of these conditions: either the solitons
should be allowed to perform a full oscillation between splitting and recom-
bination (Fig. 6.3), or the barrier should be exactly centred in the harmonic
potential.
In the first case, shown in Fig. 6.3, the barrier is removed after splitting
to allow each daughter soliton to undergo a full centre of mass oscillation
before interacting with the barrier a second time. This guarantees that the
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Figure 6.3: A sequence of images showing the splitting of a soliton into
two daughter solitons, which each undergo a full centre of mass harmonic
oscillation before interacting with the barrier for a second time. The barrier
power is the same at the first and second barrier interactions, giving 50 %
transmission at the first barrier interaction.
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solitons will each experience exactly the same potential and will reach the
barrier at exactly the same time, assuming the trap is stable over a trapping
period. However, this method has the severe limitation that the daughter
solitons will not develop a relative phase shift, unless a strongly time-varying
interaction is present, as they each explore the same full harmonic potential.
Therefore, we focus instead on the second method.
To set the barrier to be exactly in the centre of the harmonic potential, it is
essential that we understand the stability of the trap and the barrier position.
We determine the shot-to-shot fluctuation in the position of the centre of the
axial potential by taking ten repeat measurements of the soliton position
both immediately after release and after half a trap period, finding shot-to-
shot standard deviations of (0.3± 0.1) µm and (2.6± 0.6) µm respectively.
These variations imply shot-to-shot uncertainty in the position of the centre
of the harmonic potential of (1.3± 0.3) µm. As the uncertainty is dominated
by position fluctuations after a half trapping period, we attribute it to be
dominated by magnetic potential instability. By measuring the position of
the harmonic potential as the magnetic field of the E-W shims is varied,
we determine that a stray field of only ∼ 3.0 mG along the axial direction
would account for this shot-to-shot fluctuation (Fig. 6.4). Using the atom
depletion method of Sec. 5.3 and another set of ten images, we determine the
barrier position to fluctuate from shot-to-shot with a standard deviation of
(0.3± 0.1) µm.
6.3 Recombination
In the limit of a δ-function barrier, theoretical studies of soliton splitting
indicate that there is an intrinsic pi/2 phase difference between the daugh-
ter solitons [66]. In our harmonic potential, it is expected that this phase
difference is maintained and that we should ideally achieve completely con-
structive (destructive) interference on the right (left) of the barrier, resulting
in a fully recombined soliton appearing on the right. However, velocity fil-
tering confounds this ideal outcome.
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Figure 6.4: The position of a soliton after half a trapping period, as a func-
tion of the applied magnetic field from the E-W shims. This shows the sensi-
tivity of the harmonic potential along the waveguide to axial magnetic fields.
The gradient of the straight line fit is (0.876± 0.009) µm mG−1, which implies
that the centre of the harmonic potential moves (0.438± 0.004) µm mG−1.
Therefore, a stray field of only ∼ 3.0 mG is sufficient to explain the
(1.3± 0.3) µm trap instability.
6.3.1 Velocity filtering
If we remove the effects of interference and consider velocity filtering alone,
the reflected (transmitted) daughter soliton is always primarily reflected from
(transmitted through) the barrier at the second barrier interaction, resulting
in a single soliton appearing on the left. This can be easily understood
in terms of the kinetic energy difference seen in Fig. 5.17. As the reflected
(transmitted) daughter soliton always leaves the first barrier interaction with
a lower (higher) centre of mass kinetic energy than the initial soliton, it has
a lower (higher) transmission coefficient at the second barrier interaction, for
the same barrier height. The joining of two solitons into one in this case
should be considered a merging of the two daughter solitons, rather than
true recombination, as it is mediated by classical velocity filtering and not
interference.
To isolate and expose the effects of velocity filtering experimentally, the bar-
rier is intentionally offset from the centre of the harmonic potential, pre-
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venting the daughter solitons from spatio-temporally overlapping during the
second barrier interaction (Fig. 6.5 and Fig. 6.6 for the wide and narrow
barrier respectively). This prevents any possibility of interference.
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Figure 6.5: Trajectory of a soliton interacting twice with the wide barrier
(green), which is offset by 10 µm from the centre of the harmonic potential.
The barrier power is held constant throughout to give 50 % transmission at
the first barrier interaction. The upper panels are vertical sums over the final
image in the sequence. [b] is a quasi-1D GPE simulation of [a].
Figs. 6.5 and 6.6 show that the population appears almost entirely on the
left after the second barrier interaction, for both barrier widths, which is
consistent with strong velocity filtering. We observe good agreement between
experiment and theory, in both the form of the final density distributions and
in the total populations on each side of the barrier after the second barrier
interaction: (32± 1) % ((24± 4) %) and 24 % (24 %) on the right of the
narrow (wide) barrier, for the experimental data and theory respectively. The
width of the barrier makes little difference to the final populations, implying
that the velocity filtering effects are similar for both barrier widths. This
corroborates the findings of the direct velocity asymmetry measurements in
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Figure 6.6: Trajectory of a soliton interacting twice with the narrow barrier
(green), which is offset by 10 µm from the centre of the harmonic potential.
The barrier power is held constant throughout to give 50 % transmission at
the first barrier interaction. The upper panels are vertical sums over the final
image in the sequence. [b] is a quasi-1D GPE simulation of [a].
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Sec. 5.7.
Another interesting feature of the offset barrier trajectories is the soliton-
soliton collision that occurs after the second barrier interaction. In the 1D-
GPE simulation (see Fig. 6.6[b]) there is a clear repulsive elastic interac-
tion between the solitons which pushes the initially reflected (transmitted)
daughter soliton back away from (towards) the barrier. However, within a
3D-GPE framework, the additional transverse degrees of freedom mean that
the soliton-soliton collision may not be purely elastic and population transfer
is possible. Therefore, this technique may prove to be an excellent method
of producing low-velocity soliton-soliton collisions with a well-defined initial
phase, which is of intrinsic interest [41]. The collisional velocity of Fig. 6.6
can be found by calculating the velocities of the transmitted and daugh-
ter solitons at the collision point using Eq. 5.14, with the barrier offset zoff
replaced by the collision position and z0 replaced by the centre of mass os-
cillation amplitudes for the transmitted and reflected solitons respectively.
This results in a collisional velocity of ∼ 0.25 mm s−1, which is far slower than
any we have achieved with the collision occurring in the centre of the har-
monic potential, such as in Figs. 5.16 and 6.3. To achieve the same relative
velocity between daughter solitons in the centre of the harmonic potential,
the oscillation amplitude would have to be z0 ∼ 15 µm, which is impractical
in the current experimental configuration.
6.3.2 Interference-mediated recombination
To study interference-mediated recombination, the barrier is aligned with the
centre of the harmonic potential to ensure maximal spatio-temporal overlap
of the daughter solitons with the barrier. For the wide barrier, we observe
that the majority of the population still appears on the left after the second
barrier interaction (Fig. 6.7), suggesting that velocity filtering dominates the
recombination process.
The outcome for the narrow barrier can be markedly different, as shown in
Fig. 6.8. In this case, we can clearly see that the majority of the population
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Figure 6.7: Trajectory of a soliton interacting twice with the wide barrier
(green), which is centred in the harmonic potential. The barrier power is held
constant throughout to give 50 % transmission at the first barrier interaction.
The upper panels are vertical sums over the final image in the sequence. [b]
is a quasi-1D GPE simulation of [a].
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is able to finish on the right, which can only be explained by interference-
mediated recombination. This occurs despite the presence of measurable
velocity filtering effects (Fig. 6.6).
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Figure 6.8: Trajectory of a soliton interacting twice with the narrow barrier
(green), which is centred in the harmonic potential. The barrier power is held
constant throughout to give 50 % transmission at the first barrier interaction.
The upper panels are vertical sums over the final image in the sequence. [b]
is a quasi-1D GPE simulation of [a].
Large shot-to-shot fluctuations in the final populations are observed when
recombining on the centred narrow barrier, as seen across the final five images
of Fig. 6.8. These are due to the finite shot-to-shot stability of the barrier
position with respect to the minimum of the harmonic potential, as we discuss
in detail later in this section. To observe the full extent of the shot-to-shot
fluctuations, 15 repeats at 720 ms were taken (Fig. 6.9).
As detailed in Sec. 5.6, narrower barriers produce a reduced velocity filtering
effect. However, in reality neither complete interference nor total velocity
filtering can be achieved, as it is impossible to realise a δ-function barrier
and interactions preclude total velocity filtering.
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Figure 6.9: Images to show the variation in shot-to-shot recombination
observed for the narrow centred barrier. Images were taken 720 ms after
the initial release of the soliton into the waveguide (see Fig. 6.8), following
identical experimental sequences. Each image is shown along with the profile
of the vertical sum.
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6.3.3 Importance of the barrier
It is important to note that the barrier is integral to interference-mediated
recombination; in the absence of the barrier, the two daughter solitons simply
pass through one another. This is seen in Fig. 6.10, where we have split the
initial soliton into daughter solitons with unequal atom number, in order to
tag particular daughter solitons.
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Figure 6.10: Image sequences showing that the two daughter solitons sim-
ply pass through one another in the absence of the barrier. The initial soliton
is split by the wide barrier into two daughter solitons with asymmetric atom
number, allowing us to track their individual trajectories. In [a] the barrier
was calibrated to give ∼ 20 % transmission and in [b] the barrier was cali-
brated to give ∼ 80 % transmission. The image for 0.55 s in [a] was not taken
and so a space is left blank. The dashed black lines are sinusoidal fits to the
soliton trajectories.
As in Ref. [40], we cannot disregard the possibility that atom exchange hap-
pens during the soliton-soliton collisions, causing the observed population
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asymmetries after soliton-soliton collisions. However, these plots show the
importance of the barrier for facilitating interference, as the populations af-
ter the soliton-soliton collision only depend on the populations prior to the
collision, with no apparent phase-sensitivity.
6.4 Extended recombination experiments
It is important that we understand how sensitive interference-mediated re-
combination is to barrier parameters, namely the barrier transmission and
barrier offset, so that we can calculate whether the experimental uncertain-
ties measured in Sec. 6.2 are sufficiently small for performing useful phase-
sensitive recombination. This is the first experimental investigation of either
dependency, along with the first theoretical exploration of the effects of bar-
rier offset. Only the effects of barrier transmission have been previously
considered in GPE theory [61]. Therefore, in this section we explore the
dependencies of interference-mediated recombination on barrier offset and
barrier transmission, as well as build an intuitive understanding of our ob-
servations.
6.4.1 Barrier offset
We intentionally offset the barrier across a range of ∼ 20 µm around the
harmonic trap centre, in order to understand the true sensitivity of recombi-
nation to offset noise (Fig. 6.11). The barrier transmission is set to give 50 %
transmission at the first barrier interaction throughout, across all offsets.
Theoretically, we observe oscillations when the barrier offset is varied because
the barrier offset introduces a position shift of the transmitted and reflected
wavepackets, which in turn leads to velocity-induced phase gradients across
the wavepackets when they recombine. This results in the observed inter-
ference fringes. These fringes are modulated by an envelope caused by the
changing spatio-temporal overlap between the wavepackets.
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Figure 6.11: The fraction of atoms on the right of the narrow barrier follow-
ing the second barrier interaction, as a function of barrier offset. The black
circles show the mean and the dashed grey envelope (blue shaded region)
indicates the standard deviation (maximum and minimum values) across the
5–10 measurements taken at each offset position. The solid purple regions
(red dotted lines) are quasi-1D (3D) GPE simulations. Theory lines have no
free fitting parameters and experimental values for the barrier offset are de-
termined from independent measurements of the trap and barrier positions.
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Experimentally, we observe an increased shot-to-shot fluctuation when the
barrier is closer to the centre of the harmonic potential, shown further in
Fig. 6.12, within an envelope that is in good qualitative agreement with those
predicted by quasi-1D and 3D GPE simulations. However, the oscillatory
behaviour seen in the GPE theory is not resolved experimentally, implying
that the shot-to-shot variation of the axial harmonic potential relative to
the barrier position is large compared to the fringe spacing. In Sec. 6.2, the
stability of the barrier offset was measured to be ±1.3 µm, which is similar
to the 1.8 µm peak-to-peak fringe period predicted by 1D GPE simulations
in Fig. 6.11, fully explaining the shot-to-shot variation in NR/Ntot.
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Figure 6.12: Histograms demonstrating the increased shot-to-shot fluctu-
ation in NR/Ntot when the barrier is well centred. [a] shows all data in
Fig. 6.11 with |zoff | > 5 µm, whereas [b] shows all data with |zoff | < 1.3 µm.
The height of each bar indicates the probability of occurring in that bin.
However, as the final populations also depend on the relative phase of the
incoming daughter solitons, along with the barrier offset, any shot-to-shot
variation in the acquired relative phase will manifest as a fluctuation of the
final populations (Fig. 6.13). Such a fluctuating phase may be caused by
incoherence during the splitting process, or even time-varying anharmonic
imperfections of the harmonic potential.
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Figure 6.13: Comparing phase noise and barrier offset noise as the source
of shot-to-shot fluctuations observed in the experiments with the narrow bar-
rier. 1D-GPE simulations predict oscillatory behaviour when the barrier is
offset. A sampling of these fringes is performed by interpolation to simu-
late the 1.3 µm uncertainty in barrier position relative to the centre of the
harmonic potential. From this, we determine a mean (labelled ‘zoff , mean’)
and an envelope defined by the standard deviation (labelled ‘zoff , SD’). We
achieve a similar mean and envelope if we instead ascribe a random phase
to each daughter soliton following splitting (labelled ‘φ, mean’ and ‘φ, SD’
respectively).
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In the experiment, phase noise has a similar effect to the offset noise: it
averages out the oscillatory behaviour over many shots and creates a shot-
to-shot spread of the data which is greatest when the barrier is centred.
Computationally, this can be modelled by ascribing each daughter soliton a
random phase before recombination, the results of which are also shown in
Fig. 6.13.
By comparing the two sources of noise to the measured standard deviation
across each barrier offset in Fig. 6.11, we find that the effects of offset noise
are experimentally indistinguishable from phase noise (Fig. 6.14). Therefore,
we are unable to definitively assign a source for the noise that prevents us
from measuring the fringes. Nevertheless, the fact that we measure any sen-
sitivity of the recombined populations to barrier offset is definitive evidence
of interference-mediated recombination.
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Figure 6.14: Comparing the standard deviation of the fraction of atoms
on the right of the narrow barrier with that of the random offset and ran-
dom phase models. The vertical error bars on the data are estimates of the
fractional uncertainties in the error [126].
Note that the small offset of the standard deviation is fully accounted for by
the (6.4± 0.4) % shot-to-shot fluctuation in transmission seen in Fig. 5.14,
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though a varying atom number in a small thermal population may also con-
tribute to the discrepancy. Whilst these effects are clearly absent in the GPE
simulations, the offset does not alter the interpretations of our findings as we
still observe a definitive offset-dependent variation.
6.4.2 Barrier transmission
We measure the final populations as a function of barrier transmission for
the centred narrow barrier (Fig. 6.15[b]). For a range of barrier heights,
images were taken after the first and second barrier interactions in order to
determine the transmission and recombination populations. Similar to the
study of barrier offset, we again observe good qualitative agreement with
the theory, with a higher population on the right after the second barrier
interaction for 50 % transmission than for the transmission extremes.
Unlike in Fig. 6.11, the oscillatory behaviour observed in Fig. 6.15 is due to
a phase-winding effect, whereby the phase acquired by each of the daughter
solitons depends on the number of atoms [61].
6.4.3 Interpretation
As our data shows good agreement with GPE simulations, within experi-
mental uncertainty, it would be useful to gain an intuition as to the relevant
experimental parameters for improving our measurements further. Here we
outline analytical theoretical interpretations for the observations reported in
Fig. 6.11 and Fig. 6.15 respectively. Each model provides an approximation
to the GPE solution, in the range of typical experimental parameters.
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Figure 6.15: The fraction of atoms on the right of the narrow barrier follow-
ing the second barrier interaction, as a function of the barrier transmission
for a centred barrier. The error bars in NR/Ntot are calculated by assum-
ing the single-shot uncertainties in NR and NL are given by
√
NR and
√
NL
respectively, where NL is the number of atoms on the left of the barrier fol-
lowing the second barrier interaction. The error bars in transmission are the
difference between consecutive transmission measurements which sandwich
the interference measurement, at the same barrier height. The solid purple
regions (red dotted lines) are quasi-1D (3D) GPE simulations.
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Barrier offset
As presented in Sec. 6.4.1, theoretical simulations of our system suggest the
occurrence of oscillatory behaviour in the fraction of atoms on the right of
the barrier after the second barrier interaction as the barrier offset is varied.
This is due to the position shift of the transmitted and reflected wavepackets,
which leads to velocity-induced phase gradients across the wavepackets when
they recombine.
To better understand the nature of recombination as zoff is varied, particu-
larly to attain useful insights for future experimental realisations, we outline
a simple approximate analytic model for the fraction of the atoms found on
the right of the barrier (z > zoff) following the second barrier interaction. For
convenience, we denote this quantity A ≡ NR/Ntot and our analytic estimate
of it Aest. It is convenient to develop the following in dimensionless soli-
ton units defined by length `s = ~/(2mωr|as|N), time ts = ~/(4mω2r |as|2N2)
and energy Es = 4mω
2
r |as|2N2. In these units, the quasi-1D GPE (Eq. 1.3)
becomes:
i
∂ψ˜
∂t˜
=
[
−1
2
∂2
∂z˜2
+
E2hz˜
2
2E2s
+
q˜
˜`
√
2
pi
exp
(−2z˜2
˜`2
)
− |ψ˜|2
]
ψ˜, (6.1)
where ˜`= wz/`s and
q˜ =
αP
2
√
2pi~0cwxωr|as|N
. (6.2)
Dimensionless velocities are given by:
v˜ =
v
2ωr|as|N . (6.3)
Ignoring the relative phase of the solitons, the timing of the various bar-
rier interactions, the interatomic interactions, and assuming the waveguide
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potential to be constant over the width of the barrier, Aest can be approx-
imated by Eq. 5.5 [122]. In soliton units, the sech2 approximation to the
optical barrier potential is given by:
V (z) =
q˜
˜`
√
2
pi
exp
(−2z2
˜`2
)
≈ q˜
˜`
√
2
pi
sech2
(
piz
κ˜`
)
, (6.4)
where κ = (pi/2)3/2. From this we obtain the approximate transmission
probability for a single barrier interaction in soliton units:
T (v˜) =
sinh2(κ ˜`˜v)
sinh2(κ ˜`˜v) + cosh2
(
pi
2
√
4κq˜ ˜`/pi − 1
) . (6.5)
We assume that the atoms impact the barrier at the first interaction in the
form of an ideal soliton with dimensionless velocity v˜in = z0ωz/(2ωr|as|N),
chosen such that in the quasi-1D numerics the transmitted fraction is 1/2.
The velocity v˜half at which T (v˜half) = 1/2 is typically very close to this. After
the first barrier interaction, the amplitudes of the outgoing wavepackets in
momentum space are approximately:
|ψ˜z>zoff (v˜)| ≈ t(v˜ − v˜in + v˜half)sech[pi(v˜ − v˜in)]
√
pi/2, (6.6)
|ψ˜z<zoff (v˜)| ≈ r(v˜ − v˜in + v˜half)sech[pi(v˜ − v˜in)]
√
pi/2, (6.7)
where t(v˜) = T (v˜)1/2 and r(v˜) = [1 − T (v˜)]1/2. Between the first and sec-
ond barrier interactions the wavepackets undergo nonlinear evolution. We
empirically approximate this by assuming that the wavepackets re-form into
solitons with half of the initial amplitude, preserving the location in momen-
tum space of the peak of the transmitted or reflected amplitude, as obtained
from Eqs. (6.6–6.7). This gives wavepackets incoming to the second barrier
interaction:
ψ˜′z>zoff (v˜) ≈ sech[2pi(v˜ − v˜t,peak)]
√
pi/2, (6.8)
ψ˜′z<zoff (v˜) ≈ sech[2pi(v˜ − v˜r,peak)]
√
pi/2, (6.9)
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where v˜t,peak and v˜r,peak denote the numerically-determined locations of the
peaks described. Finally, the fraction of the total population to the right is
approximated by:
A
(0)
est =
∫ ∣∣t(v˜ − v˜in + v˜half)ψ′z<zoff (v˜)
+r(v˜ − v˜in + v˜half)ψ′z>zoff (v˜)
∣∣2 dz. (6.10)
The estimate above will be modulated by interference between the soli-
tons. We model this using the approach for δ-function barriers described
in Ref. [66]. This is expected to be a good approximation for narrow barriers
when the dimensionless soliton velocity at the barrier v˜in & 1. Assuming
z0  zoff the dimensionless velocity of all solitons is approximately ±v˜in
when they are in the neighbourhood of the barrier. In this approximation
the two solitons to the right of the barrier are separated by 4zoff . Thus, the
wavefunction to the right (z > zoff) immediately after recombination can be
written as:
ψ˜right(z˜) ≈
√
A
(0)
est
4
[
eiv˜inz˜sech
(
z˜ − v˜int˜
4
)
+eiv˜in(z˜−4z˜off)sech
(
z˜ − 4z˜off − v˜int˜
4
)]
, (6.11)
where we have assumed equal-amplitude solitons. Note that we have omitted
numerous irrelevant phase factors compared to the expressions in Ref. [66] for
simplicity, and the phase shift of pi/2 gained by the soliton transmitted at the
second barrier interaction simply cancels the phase that the soliton reflected
at the second barrier interaction previously acquired by being transmitted at
the first barrier interaction. Integrating |ψ˜right(z˜)|2, we obtain:
Aest = A
(0)
est
[
1 + cos (4v˜z˜off)
z˜off
sinh (z˜off)
]
= A
(0)
est
[
1 + cos
(
4z0zoff
`20
)
zoff/`s
sinh (zoff/`s)
]
, (6.12)
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where the final expression is in real units, the velocity vin has been replaced
with z0ωz, and `0 = (~/mωz)1/2 is the axial harmonic oscillator length.
As shown in Fig. 6.16, this analytic approximation gives a good qualitative
picture of the behaviour across a wide regime of parameters and provides
a quantitatively accurate value for the fringe spacing across a considerable
fraction of this. More specifically, the analytic model provides good esti-
mates when the velocity of the soliton at the barrier v & 2ωr|as|N ; slower
velocities (v  2ωr|as|N) generate much more complex interference fringes
due to the nonlinear interactions, which are more significant during longer
recombination times.
Eq. 6.12 and Fig. 6.16 demonstrate that the spacing of fringes as a function
of barrier offset depends on the soliton velocity and the atomic mass, the
amplitude of the fringes depends on the barrier width and the extent of the
envelope depends on the soliton width. These are important insights for the
feasibility of future phase-sensitive interferometric measurements, which we
discuss further in Sec. 6.5.
Barrier transmission
The fringes in the GPE theory in Fig. 6.15 arise from the differing number-
dependent chemical potentials [17] between the daughter solitons, inducing a
phase-winding effect. As an approximation, we model the chemical potential
µ in the Thomas-Fermi limit:
µ =
~ωho
2
(
15N |as|
aho
) 2
5
, (6.13)
where aho =
√
~/mωho and ωho = (ωxωyωz)1/3, as defined in Sec. 2.3. Whilst
this approximation is not strictly valid for our system, as the Thomas-Fermi
limit requires Nas/aho  1, it can still be used to gain an insight into the
relevant experimental parameters for optimising the experiment in the future.
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Figure 6.16: Comparing the recombined fraction as a function of offset pre-
dicted by GPE theory with that predicted by our simple analytical model.
The variation as a function of barrier width is shown on the left, for a fixed
initial soliton displacement of 75 µm. The variation as a function of ini-
tial soliton displacement is shown on the right, for a fixed barrier width of
4.74 µm.
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By considering the solitons to behave as plane waves, we derive the fractional
population on the right of the barrier following the second barrier interaction
to be:
NR/Ntot =
cos (∆µτ) + 1
2
, (6.14)
where ∆µ is the difference in chemical potential between the transmitted and
reflected components and τ is the time between the first and second barrier
interactions.
To retrieve the full theoretical lineshape, Eq. 6.14 is modulated by an enve-
lope, caused by the varying spatial overlap of the daughter soliton wavepack-
ets as one becomes larger than the other. In Fig. 6.17[a] we show the effects
of phase winding and the spatial overlap independently, before combining
them in Fig. 6.17[b].
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Figure 6.17: The fraction of atoms on the right of the narrow barrier
following the second barrier interaction, showing the effects of phase winding
with barrier transmission. [a] Asymmetric splitting of the initial soliton into
daughter solitons creates different chemical potentials, which in turn leads to
a phase winding effect in their relative phase (blue). NR/Ntot is also limited
by the spatial overlap of the daughter soliton wavepackets (red). The product
of these curves creates the theory curve in [b].
The differences between this basic interpretation and the results seen from
GPE simulations (Fig. 6.15) are due to velocity filtering and finite-barrier-
width effects, which limit the maximum possible NR/Ntot and cause the ob-
served asymmetries respectively. Despite the limitations of this basic model,
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it is clear that reducing the magnitude of the chemical potential results in a
broadening of the observed fringes. Therefore, reducing the chemical poten-
tial could lead to less-stringent requirements of the shot-to-shot reproducibil-
ity of transmission.
6.5 Implications for phase-sensitive measure-
ments
The experimental observations of the previous sections are definitive sig-
natures of interference-mediated recombination, as the strong increase in
population on the right of the barrier (Fig. 6.8) and the increase in popula-
tion fluctuations (Figs. 6.11 and 6.15) can only be explained by interference
effects. Without interference, there is no significance to the increased spatio-
temporal overlap of the daughter solitons when the barrier is centred, so the
same populations and fluctuations would be recovered for all offsets. To an
extent, this is seen between the centred and offset cases for the wide barrier
in Figs. 6.5 and 6.7 respectively.
An additional artefact of interference is seen in the double-peaked structure
on the left of the barrier following the second barrier interaction in Fig. 6.8;
further theoretical simulations demonstrate that introducing an additional
phase difference between the daughter solitons can merge the two solitons
into one, leaving only a small population on the right of the barrier. This
phase dependence is explored theoretically in Fig. 6.18; changes in phase
difference between the daughter solitons result in small variations in the final
populations for the wide barrier, whereas they result in far more significant
variations for the narrow barrier.
It is clear that improved stability in the relative position between the barrier
and axial harmonic potential is required to create a viable interferometer;
to resolve the oscillatory behaviour in Fig. 6.11 requires the barrier to be
controllable at the level of ∼ 0.1 µm with respect to the harmonic potential.
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Figure 6.18: 1D GPE simulations of the population on the right following
the second barrier interaction, across a range of daughter soliton relative
phases (φ). The red (green) curves show predictions for the wide (narrow)
barrier, the solid blue line is for an idealised δ-function barrier at high velocity
and the horizontal dotted line is for a δ-function barrier with non-interfering
daughter solitons.
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Currently, the axial potential in our experiment is generated magnetically,
making it susceptible to the ambient magnetic field. Remarkably, a shot-
to-shot variation of only 3 mG is sufficient to fully account for the observed
fluctuations.
This sensitivity to magnetic field could be removed altogether using an all-
optical potential generated by, for example, acousto-optic deflectors [127,128]
or a digital micromirror device [129]. Optical methods are also experimen-
tally attractive because the shot-to-shot stability of our current optical po-
tential is ∼ 0.3 µm and would probably be sufficient to observe the oscillatory
behaviour in Figs. 6.11 and 6.15. Furthermore, these methods offer the flex-
ibility for more complicated geometries, such as a ring-shaped trap for a
soliton Sagnac interferometer [64].
Alternatively, other atomic systems may prove to be more resilient to barrier
position. For instance, the lower mass of lithium would result in broader
fringes, leading to less-stringent requirements of the relative position stabil-
ity. The lower mass has the added benefit of making the solitons themselves
larger, so the barrier is comparatively narrower and velocity filtering is sup-
pressed.
In Sec. 6.4.1 we discussed the possibility that our observations may be ex-
plained by incoherent soliton splitting, which would prevent our setup from
realising a phase-sensitive interferometer in the current configuration. A mea-
surement of either the fringes seen in Figs. 6.11 or 6.15, or the observation of
controllable, deterministic soliton-soliton collisions would be definitive proof
of coherence between the daughter solitons. However, it is important to stress
that all of our results are fully consistent with the independently-determined
uncertainty in barrier offset.
162
Chapter 7
Conclusions and outlook
In this chapter we conclude by reviewing the major achievements of this
work, before detailing their implications for the field. We then provide an
indication of possible future work of interest for the experiment, along with
our initial investigations into some of these areas.
7.1 Summary
In this thesis we have demonstrated several key steps towards the ability to
make phase-sensitive measurements and the realisation of a soliton interfer-
ometer, namely:
• A tunable, robust imaging system that is capable of imaging the soli-
tons in-situ and across a wide range of magnetic fields.
• A reliable method for producing robust bright-solitary-matter waves in
a tunable quasi-1D potential.
• Bright-solitary-matter waves with extremely long lifetimes.
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• Controllable splitting of a bright-solitary-matter wave on a narrow re-
pulsive barrier.
• Interference-mediated recombination of bright-solitary-matter waves on
a narrow repulsive barrier.
• An understanding of important sensitive experimental parameters for
achieving interference-mediated recombination.
In Ch. 2, we gave an overview of the steps we take to create BECs of
85Rb through direct evaporation. This was a multi-stage process involv-
ing: magneto-optical trapping, optical cooling, optical pumping, magnetic
transport, radio-frequency evaporation and optical evaporation, all inside a
dual-chamber vacuum system.
In Ch. 3, we demonstrated a range of imaging techniques and apparatus,
which were used extensively throughout this thesis. We detailed our tunable
beat-locked imaging laser system which, along with our microwave-transfer
imaging technique, allows us to reliably image solitons in-situ across a wide
range of magnetic fields.
The BECs of Ch. 2 were then used in Ch. 4 to create robust and reproducible
bright-solitary-matter waves in a quasi-1D potential, by wavefunction engi-
neering and mode-matching of the spatial profile of the condensate. We
showed that the solitons performed centre of mass harmonic oscillations in
an additional harmonic potential, applied along the quasi-1D axis, which
were controllable over a wide range of frequencies and amplitudes. The soli-
tons had lifetimes of over 20 s and were observed to propagate for over 2 cm,
far exceeding that of similar experiments.
In Ch. 5, we demonstrated the controllable splitting of a soliton on a narrow
repulsive Gaussian barrier, formed by a blue-detuned laser beam. The soliton
was split into two daughter solitons, with populations in each controlled by
the barrier height and the centre of mass kinetic energy of the initial soliton
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at the barrier, both of which could be precisely tuned. We observed a veloc-
ity selection phenomenon, which caused the transmitted daughter soliton to
always leave the barrier with a higher centre of mass kinetic energy than the
reflected daughter soliton. This was explained by a simple model which com-
pared the quantum mechanical momentum distribution of the soliton with a
barrier-width-dependent transmission function.
In Ch. 6, we reported on our observations of soliton recombination. Our ini-
tial investigation used a relatively wide barrier which, as seen in Ch. 5, lead
to a large degree of velocity filtering. This was found to cause a velocity-
filtering-mediated merging of the daughter solitons at the second barrier
interaction. However, by using our narrow barrier, aligned with the centre of
the harmonic potential, we showed that interference-mediated recombination
is possible. We further explored the effects of varying the barrier position
and transmission, observing that the shot-to-shot variation in the recom-
bined fraction increased for a centred barrier. We found excellent qualitative
agreement with theory, within independently-measured levels of experimen-
tal noise. This confirmed that our measurements could only be explained by
interference effects. Finally, we developed a set of simple analytic models to
allow an intuitive interpretation of the observations, in terms of controllable
parameters. These models gave insight into how a practical phase-sensitive
interferometric measurement, using solitons and a narrow repulsive barriers,
may be made in the future.
7.2 Future work and initial explorations
This work has shown a proof of principle that invites a wide array of exciting
future experiments, using or building upon our current setup. Here we outline
a few that have the potential to bring interesting and significant results.
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7.2.1 BEC-soliton mode-matching
In Ch. 4 we reported on the production of highly-stable solitons, which was
only possible because of the closely-matched spatial mode between the BEC
in the crossed dipole trap and the soliton in the waveguide. Whilst we pro-
posed that mode-matching using a different condensate may be exploited to
create solitons with very different parameters from those used in this work,
it was left unexplored. However, in light of the findings made later in this
thesis, specifically those pertaining to the sensitivity of interference-mediated
recombination to the size and interaction strength of the soliton (Eqs. 6.12
and 6.14), it may be beneficial to optimise the experimental sequence for a
soliton with different parameters.
7.2.2 Velocity filtering studies
The work presented in Secs. 5.6 and 5.7 of this thesis identified the difference
in kinetic energy between the daughter solitons following the first barrier
interaction. Whilst we explored certain areas of parameter space, predomi-
nantly by varying the interatomic interactions, there is still more to be gained
from a systematic study with a range of barrier widths. Along with addi-
tional experimental work, a thorough theoretical investigation may provide
a deeper understanding into the nature of soliton splitting on finite-width
barriers, as well as the classical to quantum crossover.
7.2.3 Deterministic phase control and measurement
Once the technical challenges highlighted in Sec. 6.5 have been overcome
and interference-mediated recombination with a repeatable outcome has been
shown, it should be possible to have full control over NR/Ntot by applying an
arbitrary phase difference between the daughter solitons with an off-resonant
light-shift. By imaging a knife edge onto half of the harmonic potential after
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splitting, only one daughter soliton will be exposed to the light shift. The
phase shift acquired by an off-resonant pulse of light is given by:
φ(x, y) =
U(x, y)τ
~
=
−I(x, y)ατ
~0c
. (7.1)
Therefore, it is trivial to calculate the required power to create a fixed phase
shift, as long as the polarisability of the atoms for the light-shift wavelength
is known. For example, Fig. 7.1 shows the required 850 nm laser power to
produce a full 2pi phase shift, for various different light-shift beam widths.
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Figure 7.1: The power of 850 nm light required to produce a 2pi phase
shift between the daughter solitons, when imaged onto one of them. As the
width of the light-shift beam increases, the power required also increases, in
order to maintain the same intensity. This figure assumes a pulse duration
of 360 ms, which was typical of a half trapping period of the experiment.
A slight complication with this method is caused by the curvature of the
light-shift beam itself, as this produces a spatially-varying potential (Eq. 7.1)
which alters the centre of mass harmonic oscillation frequency of the soliton.
If this is shifted too far then the two daughter solitons will no longer spatio-
temporally overlap at the barrier, preventing interference-mediated recom-
bination. Therefore, a suitably large beam with sufficient power to create
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the required phase shift will be necessary to effectively engineer the relative
phase of the daughter solitons without impacting the functionality of the
interferometer.
7.2.4 Solitons in a ring
The ability to create, split and recombine matter-wave solitons in a ring-
shaped waveguide is of interest for interferometry [64], but also has potential
as a platform for atomtronics. Previous work from our experiment has ex-
plored the creation of ring and arbitrary optical potentials using a spatial
light modulator [15]. However, it proved difficult to create a sufficiently
smooth potential. Therefore, the use of a digital micromirror device [129],
acousto-optic deflector [127, 128] or intensity mask, all of which are proven
means of achieving arbitrary potentials, could provide a more effective solu-
tion.
Sagnac interferometer
Coupled with the narrow barrier that has been the subject of this thesis, it
is straightforward to envisage a setup such as Fig. 7.2 that utilises the ring-
shaped potential as a Sagnac interferometer. Here the path length of each
daughter soliton is influenced by rotational forces, which creates an effective
rotation speed Ω. This in turn results in a phase difference between the
daughter solitons of:
φ =
4pi
vλ
ΩA, (7.2)
where v is the centre of mass velocity of the soliton and A is the area enclosed
by the ring.
However, Sagnac interferometry may prove challenging, as the path length
of each soliton will be altered by rotational forces, by definition. Therefore,
for large rotations the crossover point of the daughter solitons may become
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ΩFigure 7.2: A Sagnac interferometer using bright-solitary-matter waves.
The initial soliton (dark blue) is incident on the narrow repulsive barrier
(green), whereupon it is split into two daughter solitons (light blue) which
each travel around the ring potential. Once they reach the barrier for a second
time they undergo interference-mediated recombination. This arrangement
is sensitive to rotational forces that impart an effective rotational speed Ω
on the relative path length of the daughter solitons.
significantly misaligned from the barrier position, causing them to no longer
spatio-temporally overlap at the barrier. This would prevent interference-
mediated recombination from occurring. Fortunately, theory work suggests
that the misalignment problem may not be encountered for the small rota-
tions necessary to achieve significant phase shifts. Note that misalignment
in this fashion is not a consideration for the linear case presented in this
thesis, as the harmonic potential ensures that any path length variations do
not alter the time at which the daughter solitons arrive at the barrier.
Atomtronics
With the ability to create arbitrary waveguides that can maintain and guide a
soliton, along with a reliable technique for performing reliable splitting and
recombination operations, one may envisage the creation of a wide range
of matter-wave circuits. This could have significant impact for the field of
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atomtronics, as the beneficial properties of solitons (no dispersion, long co-
herence times etc.) may be exploited for the efficient processing of packets
of information [130].
7.2.5 Soliton-soliton collisions
Our apparatus also lends itself to soliton-soliton collision experiments. As
the relative phase of the daughter solitons is expected to be well-defined and
controllable, from GPE simulations, the outcome of soliton-soliton collisions
could be controlled completely deterministically, unlike in other reported
experiments [29, 40]. This could be achieved using the same light-shift tech-
nique described above. The ability to manipulate the relative velocity and
population fractions of the daughter solitons also allows us to access a wide
parameter range of interest [41,42].
Another potential scheme for low-velocity soliton-soliton collisions was dis-
cussed in Sec. 6.3: by offsetting the barrier from the centre of the harmonic
potential and waiting until after the second barrier interaction, velocity selec-
tion allows most of the population to leave on one side of the barrier. These
outgoing solitons will collide close to the edge of the harmonic potential at
low velocity. This scheme could also be adapted so that the barrier is very
high for the second interaction. By switching this high barrier off before the
transmitted soliton reaches it, the reflected daughter soliton will be fully re-
reflected by it but the transmitted soliton will not see it. This arrangement
has the advantage of only one splitting event, so no atoms are lost to the
wrong side of the barrier, as well as minimising coherence loss between the
daughter solitons.
All of the above schemes rely on coherence between the daughter solitons. We
have already observed the daughter solitons to undergo many soliton-soliton
collisions in the absence of the barrier without any instances of mergers or
collapse, as shown in Fig. 7.3, which is a strong experimental marker for long
coherence times. However, we cannot yet conclusively determine whether the
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splitting process truly retains coherence between the daughter solitons, as the
shot-to-shot fluctuations seen in Fig. 6.11 could be equally explained by phase
noise (see Fig. 6.14). Interestingly, a measurement of either the fringes seen
in Fig. 6.11 or controllable, deterministic soliton-soliton collisions would be
definitive proof of coherence between the daughter solitons.
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Figure 7.3: The trajectories of two daughter solitons (blue) oscillating in the
harmonic potential after splitting on the wide barrier (green), along with the
trajectory of an un-split soliton (red). [a] and [b] are 720 ms windows taken
5 s apart to precisely determine the frequency of the harmonic oscillation.
If two solitons collide with a relative internal phase of φ = pi, they will
undergo a jump in the phase of the harmonic oscillation [40]. Experimen-
tally, the consequence of this jump is an apparent increase in the oscilla-
tion frequency of the solitons, relative to the trapping frequency. There-
fore, in Fig. 7.3, we attempt to measure this effect by alternately imag-
ing a single soliton and split daughter solitons, at the same time inter-
vals, in the same harmonic potential. From a sinusoidal fit of the trajec-
tories, we determine the oscillation frequency of the single soliton to be
ωz = 2pi × 1.3548(7) Hz and the oscillation frequency of the split daugh-
ter solitons to be ωz = 2pi × 1.3561(6) Hz. Though the central frequency of
the split daughter solitons is higher than that for the single soliton, they are
both consistent with each other within uncertainty.
This observation is also consistent with the analytical predictions in Ref. [40],
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where they determine the frequency shift to be given by:
∆ωz = −0.67(N/Ncrit)a
4
zωz
piz30ar
, (7.3)
where az =
√
~/mωz is the axial confining length scale. For a soliton with
2000 atoms at as = −10a0, initially displaced 225 µm away from the centre
of a 1.4 Hz harmonic potential (ωr = 2pi × 1.4 Hz), as in Fig. 7.3, Eq. 7.3
predicts a frequency shift of only ωr = 2pi × 0.0001 Hz. This is below the
uncertainty limit of the measurements in Fig. 7.3. Smaller values of z0 may
allow frequency shifts to become measurable. For example, reducing z0 to
50 µm is expected to produce a ωr = 2pi × 0.009 Hz frequency shift, which
would be easily detectable in the current configuration.
7.2.6 Post-quench dynamics
Many theoretical works have striven to locate the limits of applicability of
the GPE for the 1D Bose gas. For example, so called ‘fragmentons’: objects
that have soliton-like dynamical properties (dispersion-less) but do not retain
coherence, arise in many-body calculations [131] and do not exist within the
GPE framework.
Another area where the validity of the GPE is questioned is in the dynamics of
a soliton following a quench of the interatomic interaction strength. Mean-
field calculations give specific predictions for interaction quenches [132]: a
factor of four quench is predicted to create robust oscillatory behaviour for
all times. These objects are deemed to be higher-order solitons [133]. How-
ever, it has been suggested that beyond-mean-field effects may lead to the
dynamics being markedly different. For the same quench, beyond-mean-field
effects may lead to a central soliton core with an emission of single parti-
cles [134].
As a first step towards investigating the dynamics that follow an interaction
quench of a soliton, we have performed a series of preliminary experiments
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(Fig. 7.4). We began with a soliton at as = −8 a0 in the same quasi-1D
potential used throughout the latter parts of this thesis. After a fixed free-
oscillation time, the magnetic field was rapidly jumped to produce as =
−16 a0. We performed in-situ imaging of the solitons to observe the resultant
dynamics.
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Figure 7.4: A series of images of solitons to show the dynamics following
a quench of scattering length from −8 a0 to −16 a0. In [a] the quench takes
place at 80 ms; in [b] it happens at 180 ms. The absolute position values in
each figure have an arbitrary offset and are only intended to convey scale.
The jitter in position away from the expected harmonic trajectory is probably
due to fluctuations in the harmonic potential, as encountered in Ch. 6.
Although we have not performed the full factor of four quench described
above, Fig. 7.4 hints at the potential of a rich set of dynamics to explore.
Many images show the breakup of the original soliton into three objects,
particularly in series [b]. This may be suggestive of a higher-order soliton,
a set of fragmentons, or simply the creation of a soliton train. If these
objects are a soliton train, the breakup may be linked to the reduction of the
modulation instability wavelength with the increased interaction strength, as
discussed in Sec. 4.3.1.
Conversely, although there are some images in series [a] that display multiple
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objects (particularly later in the series), most appear to show an increased
background of atoms surrounding a central object, which may be more in-
dicative of the beyond-mean-field predictions. Interestingly, very few images
in either series show the formation of two objects, most appear to be of only
one or three.
7.2.7 Collapse dynamics using microwave transfer
Around the time of the early works on bright-solitary-matter waves, it was
identified that a quench of the scattering length from positive to negative re-
sulted in a Bosenova effect. This manifested as an anisotropic burst of atoms
exploding from a collapsing condensate, leaving behind a highly-excited rem-
nant of multiple solitons [26,135]. In Ref. [135], the authors explain that they
were able to perform these quenches in as little as 100 µs.
Whilst our experiment would not be able to improve on this timescale with
magnetic fields, the microwave-transfer technique we use for in-situ imag-
ing (Sec. 3.6) may be re-purposed to create a 10-fold improvement. This
could allow for more precise studies of post-quench dynamics. As the Fesh-
bach resonance used throughout this thesis is for the |2,−2〉 state and the
background scattering length for 85Rb is large and negative, transferring the
population from |2,−2〉 to |3,−3〉 will produce a strong quench of the inter-
action strength.
Alongside this, it may be possible to use the current partial-transfer imaging
system in reverse (transfer some atoms back to |2,−2〉 for imaging) in order
to observe the full collapse dynamics of a single condensate. Even though the
imaging transitions from |2,−2〉 are not fully-closed, we have demonstrated
direct imaging from |2,−2〉 earlier in this thesis (see Sec. 3.5) and so do
not expect it to cause too many problems. The rapid state transfer offers
the possibility for extremely fast interatomic interaction quenches, changing
the scattering length from highly-repulsive to highly-attractive in ∼ 10 µs
timescales.
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7.2.8 Dynamics of chaos
Classical chaos is often associated with the ergodic filling of regions in phase
space. This criterion cannot be easily applied to matter-wave systems, as
dispersion usually dominates over the divergence of neighbouring trajectories.
Therefore, it is clear that solitons offer a neat solution for studying chaotic
dynamics. It has been shown that as few as three solitons, confined to a 1D
potential (such as that used in this thesis), are sufficient to expect chaotic
dynamics [136].
As a proof-of-principle, we have demonstrated the splitting of a soliton into
three daughter solitons, shown in Fig. 7.5. The barrier was aligned on the
soliton-release side of the harmonic potential, so that it could be turned off
after the second barrier interaction. The barrier transmission was initially
set to ∼ 33 %, causing the majority of the population to be in the reflected
soliton. The barrier height was then reduced to give ∼ 50 % transmission
for the second barrier interaction, resulting in the initially-reflected daughter
soliton being split into two granddaughter solitons. The barrier was removed
and the final three solitons were allowed to oscillate freely in the trap. Unfor-
tunately, we were unable to dedicate the time for a systematic investigation
into chaotic dynamics. However, Fig. 7.5 demonstrates the technical ability
of the current experiment to produce the required system.
7.2.9 Short-range atom-surface interactions
As mentioned in Sec. 4.2.1, a Dove prism is mounted inside the science cham-
ber, such that the N-S dipole trapping beam passes through it to create half
of the crossed-dipole trap. The main motivation for including the prism was
for the study of atom-surface interactions using novel soliton-based experi-
ments.
Atoms close to a surface experience the short-range, attractive Casimir-
Polder and van der Waals potentials. However, by aligning a blue-detuned
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Figure 7.5: Splitting a soliton into three daughter/ granddaughter solitons
with a narrow repulsive Gaussian barrier. The barrier height is adjusted
between the first and second splitting events to produce three solitons with
approximately equal atom number.
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Figure 7.6: Picture of the proposed short-range atom-surface experiment.
A soliton is launched along the N-S beam towards the prism, whereupon it
interacts with the short-range atom-surface potential. This potential can be
tuned using an evanescent field produced by a blue-detuned laser beam.
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laser beam through the side of the Dove prism, it is possible to create a
repulsive evanescent field in the vicinity of the soliton-surface interaction
(Fig. 7.6). In this way the net potential may be tuned between attractive
and repulsive.
Experimentally, the soliton can be launched towards the surface using an off-
set curvature field, as used in this thesis; or a transverse guiding beam con-
trolled by an acousto-optic deflector. By observing the subsequent trajectory
of the soliton, one can extract information about short-range atom-surface
potentials, as well as classical and quantum reflection [137–139]. Solitons are
expected to offer benefits over other methods for such an experiment, owing
to their long lifetimes and stability against collisions [140,141].
7.3 Concluding remarks
The controllable splitting and interference-mediated recombination of long-
lived bright-solitary-matter waves are significant advances towards a greater
understanding of the phase and coherence properties of bright-solitary-matter
waves, as well as being fundamental steps in the development of a soliton in-
terferometer. Furthermore, the knowledge that was acquired on the way to
making recombination a success will be vital considerations for future exper-
iments with solitons and narrow barriers. For example, we have presented
the first experimental observations of the effects of barrier width, offset and
transmission on interference-mediated recombination, which all carry impor-
tant implications for a possible future soliton interferometer.
This chapter has highlighted some of the many exciting experiments that
could be performed using apparatus similar, if not the same, to that used
in this thesis. From a pure physics perspective, the possibility of studying
soliton-soliton collisions to gain a deeper understanding of soliton phase is
a particularly interesting prospect. However, through the applications to
atomtronics, experimental studies of soliton control in arbitrary potentials
could offer significant applied impact on a relatively young field.
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Appendix A
Tables of transitions
In this Appendix, the frequencies and transition strengths of various transi-
tions of interest are displayed. All values are determined using the electric
susceptibility calculator Elecsus, which was developed by former members of
the Quantum Light and Matter group at Durham University [103].
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Ground State
F mF ∆ (MHz)
2 -2 144.12
2 -1 60.97
2 0 -17.69
2 1 -92.53
2 2 -164.04
3 -3 -232.23
3 -2 -143.85
3 -1 -60.83
3 0 17.69
3 1 92.39
3 2 163.76
3 3 232.23
Excited State
F mF ∆ (MHz) F mF ∆ (MHz)
1 -1 -387.168 3 1 185.7
1 0 -417.09 3 2 188.79
1 1 -442.69 3 3 190.23
2 -2 -380.855 4 -4 -464.35
2 -1 -117.19 4 -3 -218.50
2 0 -99.12 4 -2 29.48
2 1 -81.84 4 -1 283.56
2 2 -65.3 4 0 319.12
3 -3 -400.59 4 1 355.85
3 -2 -112.84 4 2 392.61
3 -1 169.18 4 3 428.87
3 0 179.82 4 4 464.35
Table A.1: Tables showing the frequency shifts (∆) of the 85Rb 5S1/2 ground
and 5P3/2 excited state energy levels (the D2 transition energy levels) at
165.85 G, relative to their zero-field value. The coupled basis (F,mF) is not
well defined in the excited states at this magnetic field, so the labels represent
the energy level’s low-field state, which can be tracked to the high-field regime
using a Breit-Rabi diagram (Fig. 3.10)
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— σ+ transitions —
|g〉 |e〉 δ A |g〉 |e〉 δ A
F mF F mF (MHz) F mF F mF (MHz)
2 2 3 3 352 0.1163 3 -2 2 2 -106 0.0049
2 2 4 3 712 0.0237 3 -2 3 -1 192 0.0562
2 1 2 -1 -90 0.0019 3 -2 4 -1 428 0.0981
2 1 3 2 279 0.1151 3 -1 2 1 -205 0.0033
2 1 4 2 604 0.0542 3 -1 3 0 120 0.0266
2 0 2 0 -147 0.0028 3 -1 4 0 380 0.1715
2 0 3 1 201 0.1077 3 0 2 0 -301 0.0017
2 0 4 1 493 0.0949 3 0 3 1 47 0.0111
2 -1 2 1 -208 0.0027 3 0 4 1 338 0.2263
2 -1 3 0 117 0.0894 3 1 2 -1 -394 0.0006
2 -1 4 0 377 0.1509 3 1 3 2 -24 0.0038
2 -2 2 2 -275 0.0016 3 1 4 2 300 0.2688
2 -2 3 -1 23 0.0548 3 2 3 3 -94 0.0009
2 -2 4 -1 258 0.2289 3 2 4 3 265 0.3036
3 -3 3 -2 -1 0.0053 3 3 4 4 232 0.3333
3 -3 4 -2 262 0.1058
Table A.2: Table to show the relative transition frequency detunings (δ)
and strengths (A) of the σ+ transitions at 165.85 G. The coupled basis
labels of the ground state (|g〉) and excited state (|e〉) indicate the low-field
state, which can be tracked to the high-field with a Breit-Rabi diagram. The
detuning of the transitions from the F = 2 states are relative to the zero-field
F = 2 → F = 3 transition frequency and those from F = 3 are relative to
the zero-field F = 3→ F = 4 transition frequency.
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— σ− transitions —
|g〉 |e〉 δ A |g〉 |e〉 δ A
F mF F mF (MHz) F mF F mF (MHz)
2 2 1 1 -373 0.3001 3 -1 2 -2 -504 0.1543
2 2 2 0 0 0.0042 3 -1 3 -2 -173 0.0849
2 1 1 0 -419 0.2632 3 -1 4 -2 91 0.0039
2 1 2 1 -55 0.0094 3 0 1 -1 -618 0.1052
2 1 3 0 270 0.0006 3 0 2 2 -267 0.0946
2 0 1 -1 -464 0.2209 3 0 3 -1 31 0.0055
2 0 2 2 -113 0.0169 3 1 1 0 -723 0.0654
2 0 3 -1 185 0.0012 3 1 2 1 -358 0.1003
2 -1 2 -2 -507 0.1699 3 1 3 0 -33 0.0054
2 -1 3 -2 -176 0.0297 3 1 4 0 227 0.0002
2 -1 4 -2 88 0.0017 3 2 1 1 -820 0.031
2 -2 3 -3 -547 0.1033 3 2 2 0 -447 0.1046
2 -2 4 -3 -244 0.0559 3 2 3 1 -99 0.0042
3 -3 4 -4 -232 0.3333 3 2 4 1 192 0.0002
3 -2 3 -3 -377 0.2214 3 3 2 -1 -534 0.1087
3 -2 4 -3 -74 0.0639 3 3 3 2 -164 0.0024
Table A.3: Table to show the relative transition frequency detunings (δ)
and strengths (A) of the σ− transitions at 165.85 G. The coupled basis
labels of the ground state (|g〉) and excited state (|e〉) indicate the low-field
state, which can be tracked to the high-field with a Breit-Rabi diagram. The
detuning of the transitions from the F = 2 states are relative to the zero-field
F = 2 → F = 3 transition frequency and those from F = 3 are relative to
the zero-field F = 3→ F = 4 transition frequency.
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— pi transitions —
|g〉 |e〉 δ A |g〉 |e〉 δ A
F mF F mF (MHz) F mF F mF (MHz)
2 2 2 -1 -19 0.2116 3 -2 2 -2 -421 0.0068
2 2 3 2 351 0.01 3 -2 3 -2 -90 0.1229
2 2 4 2 676 0.0006 3 -2 4 -2 174 0.0925
2 1 1 1 -445 0.0016 3 -1 1 -1 -540 0.0041
2 1 2 0 -72 0.195 3 -1 2 2 -189 0.075
2 1 3 1 276 0.024 3 -1 3 -1 109 0.1393
2 1 4 1 567 0.0016 3 -1 4 -1 345 0.0039
2 0 1 0 -494 0.0028 3 0 1 0 -648 0.0019
2 0 2 1 -130 0.1725 3 0 2 1 -284 0.0453
2 0 3 0 196 0.0445 3 0 3 0 41 0.1668
2 0 4 0 456 0.0025 3 0 4 0 302 0.0082
2 -1 1 -1 -543 0.0031 3 1 1 1 -748 0.0006
2 -1 2 2 -192 0.1403 3 1 2 0 -376 0.0251
2 -1 3 -1 106 0.0764 3 1 3 1 -27 0.1862
2 -1 4 -1 342 0.0024 3 1 4 1 264 0.0104
2 -2 2 -2 -590 0.0022 3 2 2 -1 -465 0.0106
2 -2 3 -2 -259 0.0905 3 2 3 2 -96 0.202
2 -2 4 -2 4 0.1295 3 2 4 2 229 0.0096
3 -3 3 -3 -289 0.0086 3 3 3 3 -163 0.2162
3 -3 4 -3 14 0.2136 3 3 4 3 197 0.0061
Table A.4: Table to show the relative transition frequency detunings (δ) and
strengths (A) of the pi transitions at 165.85 G. The coupled basis labels of the
ground state (|g〉) and excited state (|e〉) indicate the low-field state, which
can be tracked to the high-field with a Breit-Rabi diagram. The detuning
of the transitions from the F = 2 states are relative to the zero-field F =
2 → F = 3 transition frequency and those from F = 3 are relative to the
zero-field F = 3→ F = 4 transition frequency.
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