The complex inversion theory for the convolution transformation, which is due to Hirschman and Widder, is extended to certain generalized functions. This is accomplished by transferring the complex inversion formula onto the testing* function space for the generalized function under consideration and then showing that the limiting process in the resulting formula converges with respect to the topology of the testing function space.
The Hirschman-Widder convolution transformation [1] has recently been extended to certain classes of generalized functions [2] , and their real inversion formula [1; pp. 127-132] has been shown to be still valid when the limiting operation in that formula is understood as weak convergence in the space £&' of Schwartz distributions [3] . The purpose of the present work is to extend the complex inversion formula [1, Th. 7.1b, p. 231] in a similar way to the generalized convolution transformation.
The notation and terminology of this work follows that of [2] . & denotes the real one-dimensional euclidean space, and all testing functions herein are defined on <%. Throughout this work, t and x are variables in & % A function that possesses continuous derivatives of all orders every-where on & is called smooth. If / is a generalized function on &, the notation /(£), where £ e ^g 5 , is used merely to indicate that the testing functions, on which / is defined, have t as their independent variable; it does not mean that / is a function of t. <(/, φy denotes the number assigned to some element φ in a testing function space by a member / of the dual space. Sometimes we write </(£), φ(t, x)y t . This means that, for each fixed x, <p(t, x) as a function of t is a testing function to which the generalized function / is being applied; the subscript t is used to emphasize which variable is the independent variable for the testing functions of /. Let c and d be two fixed real numbers, and let ιc etd (t) be a fixed smooth positive function defined on -co < t < co such that
J^cd is defined as the linear space of all complex-valued smooth functions φ(t) on -cχ3 < t < co such that for each k = 0, 1, 2, 
where the a k are real numbers such that 0 < a ι ^ a 2 ^ α 3 ^ and 
and, for each rj > 0 ,
where both estimates hold uniformly for σ in any finite interval.
B. G(z) is an analytic function in the strip \ v | < πΩ, where v -Im z.
C. Let u = Re z, and let μ be the multiplicity of the zero of E(s) occurring at the point s -α : . Then,
where p(z) is a polynomial of degree μ -1 and ivhere, for each nonnegative integer n,
for some e > 0, uniformly in every proper substrip \v\ f£ π(Ω -η) of the strip \ v | < πΩ.
By the above estimates on
and « is a fixed point in the strip | v \ < ττί2, then G(g -ί) as a function of ί is in J*f c , d . Consequently, we can define the convolution transform F(z) of a generalized function /e^', rf by
Thus, under the stated restrictions on c, ώ, and ^, our generalized convolution transformation maps J2f' c ,d into the space of ordinary functions defined on the strip |Im z \ < πΩ. Proof. Let 2 be a fixed point of the strip \lmz\ < πΩ. Also, let C and d be two concentric circles lying entirely within the said strip and having centers at z and radii r and τ 1 respectively, where 0 < r < r lβ Finally, let Δz be a complex increment such that 0 < I Δz I < r, and consider
Our theorem will be proven when we show that θ Jz (t) -* 0 in £f Ctd as 1 Δz I -> 0. By using Cauchy's integral formulas, we may write
By Lemma 1C, there exists a constant B k not depending on t or ζ e d such that
Moreover, \ζ -z -Δz\> r,, -r and | ζ -z | = n if ζ 6 CΊ. Therefore which completes the proof.
4 Complex inversion. With ^(s) being defined by (2), set
It is a fact that iί(2;) is analytic and single-valued in the z-plane slit along the imaginary axis from -iπΩ to iπΩ. Moreover, (4) is (8) /
where weak convergence in &t' is understood. Note that, since t is real, 0 < p < 1, and |Im«| < πΩ/p 9 it follows from Theorem 1 that F(t + pz) is analytic on C P . Hence, the integral in (8) 
This theorem will be proven by justifying the steps in the following manipulation:
First of all, by the analyticity of K(z) and jP(ί + pz), the integral on C^ inside (10) is an analytic function of t [4; p. 99] . Consequently, (10) has a meaning for φ e £& and is, in fact, an ordinary integration on t. That (10) is equal to (11) is obvious. Next, (11) becomes (12) upon interchanging the integrations on t and z, a process that is justified by the facts that φ(t) is smooth and of compact support. K(z) is analytic on C P9 and </(&), G(w -x)y is analytic for | Im w \ < πΩ.
Our next objective is to show that (12) is equal to (13). Assume that the support of φ(t) is contained in the closed finite interval For any fixed k = 0, 1, 2, , fixed z e C P , and fixed p(0 < p < 1), set
differentiation under the integral sign is permissible here. We need merely show that A(x, m) tends uniformly to zero on -co < x < oo as m -> co.
By virtue of the asymptotic properties of G {k) (t + pz -x) (Lemma 1C) and the conditions c < a γ and d > -a 19 for an e > 0 we can choose X so large that
We can now choose m 0 so large that for all m > m 0 , the right-hand side of (18) is no greater than 2ε/3. Thus, for | x | > X and m > m 0 , , m) I < ε; i.e., A(x, m) tends uniformly to zero for | x | > X as Now, φ(t)G {k) (t + pz -x) is a uniformly continuous function of (ί, B) on the domain A ^ t ^ B and -X ^ a; ^ X Consequently, the quantity within the brackets on the right-hand side of (17) tends uniformly to zero on -I^a ^Ias m-^oo, The same is true for A(x, m) because κ c , d (x) is bounded on -X ^ x <^ X. This completes the proof of the equality between (12) and (13).
That (13) is equal to (14) is proven in the same way. Indeed,
<φ(t), G(t + pz-x)}
is also analytic for | Im pz | < πΩ and possesses the same asymptotic properties as x -> ± oo as does G(t + pz -x). Consequently, we can partition the curve C P into m arcs and proceed exactly as before. The last step, namely that (14) tends to (15) as p -> 1 -, is established by proving that
K-\ K(z)<φ(t), G(t + pz-
converges in ^C fd to φ(x) as p -> 1 -. To do this, we first prove three lemmas.
This simple proof of the next lemma was suggested to the authors by the referee. LEMMA 
Let K(z) and G(z) be defined as before, then
for all -co < x < oo. (Here, 1 represents the function that is identically equal to 1 on -oo < t < oo.)
Proof. By Cauchy's theorem and Lemma 1C
while it follows from (7) with s = 0 that 
