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In this paper, we exactly solve, within the grand canonical ensemble, a minimal spin model
with the hybrid phase transition. We call the model "diffusion-based" because its hamiltonian can
be recovered from a simple dynamic procedure, which can be seen as an equilibrium statistical
mechanics representation of a biased random walk. We outline the derivation of the phase diagram
of the model, in which the triple point has the hallmarks of the hybrid transition: discontinuity in
the average magnetization and algebraically diverging susceptibilities. At this point, two second-
order transition curves meet in equilibrium with the first-order curve, resulting in a prototypical
mixed-order behavior.
PACS numbers: 64.60.De, 05.40.Fb, 64.60.Bd
I. INTRODUCTION
Spin models are widespread in science and computing.
Since the beginning of the last century until the seventies
these models were primarily used to understand the phe-
nomenon of magnetism. Nowadays, they are also used in
quantum information theory, theoretical computer sci-
ence, and even computational sociology. Their remark-
able role also lies in the fact that, despite decades of
studies, the models are still a rewarding subject of re-
search which continuously, for many years, provides new
interesting results in the field of phase transitions.
Recently, for example, a new one-dimensional Ising
model with long range interactions has been introduced
and exactly solved, in which the so-called hybrid phase
transitions are observed [1, 2]. The new model is a trun-
cated version of the prominent, inverse distance squared
Ising (IDSI) model [3]. Recall that, in the original IDSI
model, ferromagnetic coupling between spins decays as
1/r2, where r is the distance between spins. The ex-
act solution of the original model is still not known, but
many of its thermodynamic features have been precisely
determined [4–6]. In particular, it was shown that there
is a nontrivial transition in the model which is character-
ized by a discontinuous (first-order-like) jump in magne-
tization accompanied by exponentially diverging (second-
order-like) correlation length. The coexistence of these,
at first sight, opposing features in the same model has
been called the "Thouless effect" [3]. At present, the ef-
fect is also referred to as "hybrid" or "mixed-order" tran-
sition (MOT) (see e.g. [7–14]). The naming convention
is relevant because it emphasizes that the celebrated di-
chotomy between first and second order transitions may
fail in some systems, with an indication of systems having
long-range interactions.
In Refs. [1, 2], the authors showed that, although the
exact solution of the original IDSI model is not known,
one can solve its truncated version which assumes that
long-range interactions only apply to spins that lie in the
same domain of either up or down spins. This assump-
tion proved to be extremely successful. The authors have
not only solved the model in a nonzero magnetic field,
but also showed that, there exists an abundance of phe-
nomena similar to the Thouless effect, in the truncated
model. Furthermore, they showed that, with the new as-
sumption, the spin model becomes completely equivalent
to the known Poland-Scheraga (PS) model of DNA de-
naturation. (To be precise, in the PS model [15–17], the
double-stranded DNAmolecule is represented as an alter-
nating chain of bound segments and denaturated loops,
with these latter playing the role of magnetic domains.)
The above mentioned equivalence consists in the fact that
hamiltonians of the two models are identical and they can
be written as a sum (over all domains) of local, domain-
related hamiltonians, which depend logarithmically on
the length of a domain.
A similar logarithmic dependence on the size of do-
mains, leading to a phenomenon resembling the extreme
Thouless effect has been recently demonstrated in yet
another spin model [13]. The model mentioned deserves
attention because of its extraordinary simplicity which
refers both to the very definition of the model as well
as the direct method of its complete analytical solu-
tion. We call the model "diffusion-based" because its
hamiltonian can be recovered from a simple dynamic
procedure, which can be seen as an equilibrium statis-
tical mechanics representation of a biased random walk.
The procedure is as follows: In the set of N distin-
guishable and non-interacting spins, si = ±1, in subse-
quent time steps, with probability q, a random positive
spin is changed to negative and, correspondingly, with
probability 1 − q, a random negative spin is changed
to positive. The relationship of the model and diffu-
sion becomes obvious when one considers the q−biased
one-dimensional discrete-space and -time random walker,
whose position N+(t) (which corresponds to the number
of positive spins) is confined by reflecting walls to the
region 0 ≤ N+ ≤ N . The q−bias means that N+ de-
creases by one with probability q and increases by one
with probability 1− q, in exactly the same way as in the
spin model.
In Ref. [13], the model described above was exactly
solved within the canonical ensemble treatment of equi-
librium statistical mechanics. It was shown that in the
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2thermodynamic limit, for N →∞, the model has a crit-
ical point at qc = 1/2. Below this point, for q < qc,
the average magnetization per spin (being the order pa-
rameter of the model) is 〈s〉ce = +1. (Throughout this
paper, the subscript ce indicates the averaging over the
canonical ensemble.) Above this point, for q > qc, one
has 〈s〉ce = −1, whereas for q = qc the average spin
is 〈s〉ce = 0. It was also shown that the discontinuity in
the order parameter is accompanied by the susceptibility,
which, in finite-size systems, has an algebraic divergence:
χ = ∂〈s〉ce/∂q ∼ |q − qc|−2/N . This unusual behavior of
the susceptibility, i.e. power-law, critical-like divergence,
on the one hand, and size-dependent damping, on the
other hand, makes the model an interesting subject for
further research.
In this paper, we analyze the diffusion-based spin
model in the grand canonical ensemble. This means
that we investigate systems which can exchange en-
ergy and spins (particles) with a reservoir at constant
(temperature-like) parameter q and constant chemical
potential µ. We show that the phase diagram (see Fig. 1)
of the model is divided into three regions (phases): two
of them corresponding to infinite systems with saturated
magnetization, 〈s〉 = ±1, and the third one representing
systems, whose average size is finite and 〈s〉 varies contin-
uously from −1 to +1. These three regions are separated
from each other by three lines indicating phase transi-
tions. The line between the two totally ordered phases
is the line of the first-order transition. The other two
lines, between the third phase and the rest of the phase
space, correspond to the second-order (critical) transi-
tions. The main result of this paper is that: The triple
point at which the first-order line meets two second-order
lines has a truly mixed-order nature. At this point, the
hybrid transition is observed, in which the discontinu-
ous change in the average magnetization occurs simulta-
neously with diverging susceptibilities, which, unlike in
Ref. [13], do not depend on the system size.
The paper is structured as follows. In Sec. II we briefly
summarize the already known results for the minimal,
diffusion based spin model that will be needed in the
rest of the paper. In Sec. III, the main result of this
paper is described, which consists in detailed discussion
of the phase diagram of the model in the grand canonical
ensemble. Concluding remarks are given in Sec. IV.
II. BACKGROUND ON THE DIFFUSION
BASED SPIN MODEL
In this section, we closely follow the original presen-
tation of the model given in Ref. [13]. We consider N
distinguishable and noninteracting spins, which can have
two states, si = ±1. With a probability q a random pos-
itive spin is chosen and flipped. Correspondingly, with a
probability 1− q the reverse action is performed: one of
negative spins is selected and turned into a positive.
The model is clearly ergodic, therefore the authors of
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FIG. 1: Phase diagram of the minimal, diffusion-based spin
model. The thick line separating the totally ordered phases
(I and II) is the first-order transition line. The thin curves
separating the third region from the rest of the phase space
are second-order curves. In the triple point, which is marked
as a solid dot, mixed-order transition is observed.
Ref. [13] concluded that there must exist its equilibrium
representation in the sense of the canonical ensemble.
Assuming that the probability of the system to be found
in a certain spin configuration, Ω, is given by the stan-
dard canonical distribution, P (Ω) ∼ e−H(Ω), they have
noticed that the hamiltonian of the model, H(Ω), can be
recursively recovered from the detailed balance condition.
The hamiltonian reconstruction procedure is as fol-
lows: First, given that Ω and Ω′ are two spin configu-
rations, which differ from each other by the state of only
one spin (let us say si, in such a way that si(Ω) = +1 and
si(Ω
′) = −1) the transition probabilities among these
configurations can be written as:
p(Ω→ Ω′) = q
N+(Ω)
, (1)
and
p(Ω′ → Ω) = 1− q
N−(Ω′)
, (2)
where N+(Ω) and N−(Ω′) stand for the number of pos-
itive and negative spins in the configurations specified,
and
N−(Ω′) = N −N+(Ω′) = N + 1−N+(Ω). (3)
Then, inserting Eqs. (1)−(3) into the well-known expres-
sion for the detailed balance condition,
p(Ω→ Ω′)
p(Ω′ → Ω) =
P (Ω′)
P (Ω)
= eH(Ω)−H(Ω
′), (4)
one gets the following recurrence relation for the hamil-
tonian of the model:
H(Ω) = H(Ω′) + ln
(
q
1− q
)
+ ln
(
N−(Ω) + 1
N+(Ω)
)
. (5)
3Eq. (5) can be solved using standard methods (see
[18]). It can also be solved step by step, by imagining
that we successively flip all the remaining positive spins.
The flipping ends when the system reaches the ground
state, Ω0, when all the spins are negative. The solution
of Eq. (5) is:
H(Ω) = H(Ω0)+N+(Ω) ln
(
q
1− q
)
+ln
(
N
N+(Ω)
)
, (6)
where H(Ω0) is a constant, which can be omitted.
With the hamiltonian given by Eq. (6), the canonical
partition function can be simply calculated:
Z(q,N) =
∑
Ω
e−H(Ω) (7)
=
∑
Ω
(
N
N+(Ω)
)−1(
1− q
q
)N+(Ω)
(8)
=
N∑
N+=0
aN+ =
1− aN+1
1− a , (9)
where
a =
1− q
q
. (10)
Then, thermodynamic properties of the model can be ob-
tained by successive differentiation of the partition func-
tion. In particular, one can show that the average mag-
netization per spin, which is given by
〈s〉ce = 1
N
〈
N∑
i=1
si
〉
ce
=
2〈N+〉ce
N
− 1, (11)
where
〈N+〉ce = a∂ lnZ
∂a
, (12)
shows a discontinuity in the thermodynamic limit, i.e.
lim
N→∞
〈s〉ce =
 +1 for q < qc0 for q = qc−1 for q > qc , (13)
where
qc =
1
2
. (14)
Furthermore, by differentiating 〈s〉ce, Eq. (11), with
respect to q, one can show that, in finite-size systems, the
magnetic susceptibility exhibits the mentioned intriguing
behavior:
χ =
∂〈s〉ce
∂q
∼ 1
N
|q − qc|−2 . (15)
FIG. 2: a) Graph of the average magnetization per spin, 〈s〉,
as given by Eq. (27). b) Relative differences between the
mean-field, 〈s∗〉, and the exact, 〈s〉, order parameter, which
are given by Eqs. (23) and (27), respectively.
III. GRAND CANONICAL ANALYSIS
A. Mean-field structure of the phase diagram
The grand canonical partition function of the model
can be determined using the canonical one, see Eq. (9),
Z(q, µ) =
∑
Ω
e−H(Ω)e−µN(Ω) (16)
=
∞∑
N=0
Z(q,N)bN (17)
= lim
L→∞
a
1−a
[
1−bL+1
a(1−b) −
1−(ab)L+1
1−ab
]
, (18)
where the fugacity,
b = e−µ, (19)
is introduced.
Given the grand partition function, Z, one can pro-
ceed to calculate the average system size, 〈N〉, and the
expected value of the number of positive spins, 〈N+〉.
The averages are simply given by the derivatives of Z:
〈N+〉 =
∞∑
N=0
N∑
N+=0
N+P (N+, N) = a
∂ lnZ
∂a
, (20)
4and
〈N〉 =
∞∑
N=0
N∑
N+=0
NP (N+, N) = b
∂ lnZ
∂b
, (21)
where
P (N+, N) =
aN+bN
Z (22)
is the probability that the system consists of N spins
among which N+ are positive, assuming that a and b are
fixed values.
Inserting the grand canonical partition function,
Eq. (18), into Eqs. (20) and (21), yields preliminary re-
sults which enable an immediate reconstruction of the
phase diagram. In particular, it is easy to show that the
(a, b) projection of the diagram displays three distinct re-
gions, see Fig. 1. The first region (I) is located at a < 1
and b > 1. In this region, the expected system size is in-
finite, 〈N〉 = +∞, while the average number of positive
spins is finite, 〈N+〉 = a/(1 − a). This makes that the
mean field prediction for the average magnetization per
spin,
〈s〉∗ = 〈
∑
i si〉
〈N〉 = 2
〈N+〉
〈N〉 − 1, (23)
gives the saturated, negative value,
〈s〉∗ = −1, (24)
for a< 1 ∧ b> 1. Accordingly, in the rest of the phase
space (i.e. in the second (II) and third (III) region, as
marked in Fig. 1) one gets: 〈N〉 = 〈N+〉 = +∞ for
a>1 ∧ b>1/a, and 〈N〉 = b(1+a−2ab)(1−b)(1−ab) , 〈N+〉 = ab1−ab for
a<1/b ∧ b<1. Correspondingly, the average spin is:
〈s〉∗ = +1, (25)
for a>1 ∧ b>1/a, and
〈s〉∗ = a− 1
a+ 1− 2ab , (26)
for a<1/b ∧ b<1.
The mean field description of the model, by using the
average magnetization per spin as defined by Eq. (23),
provides results which allow to reconstruct the phase di-
agram, but the results are not accurate enough to deter-
mine, what kind of phase transitions occur at the borders
of the specified regions. For example, at the border of the
third region, although the behavior of 〈s〉∗ resembles the
behavior of the order parameter in continuous phase tran-
sitions, the magnetic susceptibilities, χ∗a =
∂〈s〉∗
∂a |b and
χ∗b =
∂〈s〉∗
∂b |a, do not behave accordingly. Both suscep-
tibilities reach finite values at the border of this region,
with one exception, namely, for a → 1− ∧ b → 1− one
has χ∗b ∼ (1− b)−2.
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FIG. 3: Average magnetization per spin, 〈s〉, and the corre-
sponding susceptibilities, χa and χb, versus different settings
of the system parameters. Graphs in the same row refer to
the same testing conditions, which are specified on the left
plot. For example, the graphs a) and b) show variations of
〈s〉 and χa with a for two different values of the second pa-
rameter: b = 0.60 and b → 1−. In all the graphs shown
in this figure, the solid curves correspond to behavior of the
system in which the second-order transition is observed. Ac-
cordingly, the dashed curves correspond to the system which
passes close to the triple point a = b = 1, which is the mixed-
order transition point. In the graphs showing susceptibilities,
the vertical linear scales on the right side apply to solid curves
only, as opposed to the logarithmic scales on their left side,
which apply to dashed curves.
B. Exact analysis of the phase diagram
The coarse description of the model, as given by the
mean field order parameter 〈s〉∗, Eq. (23), can be refined
by more rigorous calculations of the average spin,
〈s〉 =
〈∑
i si
N
〉
= 2
〈
N+
N
〉
− 1. (27)
To avoid the division by N = 0 when calculating 〈N+N 〉,
we perform a kind of "conditional averaging" over the
whole state space with the exception of the inconvenient
5state N = N+ = 0. So we get:〈
N+
N
〉
=
∞∑
N=1
N∑
N+=0
N+
N
P ′(N+, N) (28)
=
∞∑
N=1
N∑
N+=0
N+
N
(
aN+bN∑∞
R=1 Z(q,R)b
R
)
(29)
=
1 +A
1 +B
, (30)
with
A = lim
L→∞
(1− ab)
ab(a− 1)(1− (ab)L) ln
[
1− ab
1− b
]
, (31)
and
B = lim
L→∞
(1− bL)(1− ab)
a2(b− 1)(1− (ab)L) . (32)
Let us emphasize that in Eq. (28), the conditional
probability distribution, P ′(N+, N), is used, which is de-
fined for N ≥ 1, instead of the distribution P (N+, N),
Eq. (22), which is given for N ≥ 0. Also, it is worth to
point out that, the used above conditional averaging is
justified in the sense that, in the vicinity of the phase
boundaries, where the mean-field approach seems to fail,
while the behavior of the system becomes the most in-
teresting, one has P (0, 0) = Z−1 ' 0.
The graph of the average magnetization per spin, 〈s〉,
as given by Eqs. (27)−(32), is shown in Fig. 2a. The be-
havior of 〈s〉 is roughly in line with the behavior of 〈s〉∗.
Therefore, the graph of 〈s〉 is consistent with the general
form of the phase-diagram, which has just been obtained
by the mean-field approach. There are, however, differ-
ences between 〈s〉∗ and 〈s〉 (see Fig. 2b) which make that
the former approach is inaccurate in more detailed anal-
ysis. As expected, the advantage of the rigorous over the
mean-filed calculations arises when examining the nature
of phase transitions.
In particular, in the third region (III), where
limL→∞ bL = 0 and limL→∞(ab)L = 0, by calculating
the derivatives of 〈s〉, one finds logarithmically diverging
susceptibilities, when the boundary between the consid-
ered phase (III) and the totally ordered phases (I or II)
is approached (see Fig. 3). Thus, one has
χa =
∂〈s〉
∂a
∣∣∣∣
b
=
2(1− b)
(
ab(1− a)(2ab− a− 3) + ((1 + a)(1− ab)2 + a2(2− b− ab)) ln [ 1−ab1−b ])
b(1− a)3(ab− a− 1)2 ∼ ln |a− ac| (33)
where
ac =
1
b
for b < 1 ∧ a→ a−c , (34)
and
χb =
∂〈s〉
∂b
∣∣∣∣
a
=
2a
(
b(1− a2) + (2ab− a− 1) ln
[
1−ab
1−b
])
b2(1− a)2(ab− a− 1)2 ∼ ln |b− bc|, (35)
where
bc =
1
a
for a > 1 ∧ b→ b−c , and bc = 1 for a < 1 ∧ b→ b−c . (36)
Summarizing: The curves separating the third region
(III) from the rest of the phase space, when they are
approached from the side of smaller values of a and b,
are clearly the curves of the second-order transition. In
the vicinity of these curves, excluding the triple point
a = b = 1, the order parameter, 〈s〉, changes continuously
to the saturated value (+1 or −1, depending on whether
a < 0 or a > 0), while its derivatives diverge logarithmi-
cally with the distance from these curves, cf. Eqs. (33)
and (35). On the other hand, the curve separating the
totally ordered phases (I and II) is the first-order tran-
sition curve, which is characterized by the discontinuous
jump in the order parameter and the complete lack of
fluctuations.
C. Mixed-order transition
In the phase diagram of the studied model, the triple
point represents the unique conditions under which two
kinds of phase transitions meet and exist together, in
equilibrium. Further in this paper, we strictly show that
this point has the characteristics of the hybrid (mixed-
order) phase transition, i.e. discontinuity in the order
6parameter and diverging susceptibilities.
Exactly at the triple point, a = b = 1, the average
magnetization per spin is
〈s〉 = 0. (37)
This result comes from elementary calculations by using
Eqs. (27)−(29):〈
N+
N
〉
=
∞∑
N=1
N∑
N+=0
N+
N
(
1N1N+∑∞
R=1
∑R
R+=0
1
)
=
1
2
, (38)
where the expression in brackets stands for the condi-
tional probability distribution P ′(N+, N). Therefore,
when this point is crossed and one goes from the third
region (with continuously varying magnetization) to the
first or second area (in which magnetization is saturated,
〈s〉 = ±1), then there is always a jump in magnetiza-
tion. Accordingly, in the vicinity of the triple point, the
both susceptibilities, χa and χb, diverge as power-laws
(see Fig. 3):
χa ∼ |a− ac|−2 (39)
and
χb ∼ |b− bc|−2, (40)
with
ac = bc = 1. (41)
The above scaling behavior can be deduced from
Eqs. (33) and (35) by taking the first two terms of the
following series expansion of the logarithmic function:
lnx = 2
[
x−1
x+1
+
1
3
(
x−1
x+1
)3
+
1
5
(
x−1
x+1
)5
+ · · ·
]
, (42)
where x > 0. In particular, for ab → 1− ∧ b → 1−,
Eq. (33) can be rewritten as:
χa '
2(1− b)
(
(a2−1) + a2(1−b)
(
1−ab
1−b +1
)
ln
[
1−ab
1−b
])
a(1−a)3
' 2(1−b)
a(1−a) +
4(1−b)
3(1−ab)2 ∼ (1− ab)
−2. (43)
Similarly, for a→ 1 ∧ b→ 1−, Eq. (35) can be rewritten
as:
χb '
2
(
(1− a2)− (1− b)
(
1−ab
1−b +1
)
ln
[
1−ab
1−b
])
(1−a)2
' −2− 4(1− a)
3(2− ab− b)2 ∼ |1− b|
−2. (44)
Note, that Eqs. (43) and (44) are consistent with
Eqs. (39)−(41).
IV. CONCLUDING REMARKS
To conclude, in this paper, we have exactly solved,
within the grand canonical ensemble, the minimal,
diffusion-based spin model. The model was first de-
scribed in Ref. [13], where the authors have shown (using
the canonical ensemble) that it exhibits an interesting
behavior, which bears the hallmarks of the hybrid tran-
sition, i.e. discontinuity in the average magnetization
which, in finite-size systems, is accompanied by the alge-
braically diverging susceptibility, see Eqs. (13) and (15).
The transition was tentatively named the extreme Thou-
less effect, but results of this paper suggest that the phe-
nomenon should rather be recognized as a discontinu-
ous transition, with disappearing, in the thermodynamic
limit, fluctuations. Clearly, in this case, the power-law
behavior of the susceptibility is not a sign of criticality.
In the phase diagram, which is shown in Fig. 1, a simi-
lar transition occurs on the line separating the first and
second region. Accordingly, the genuine mixed-order (or
hybrid) transition is encountered, when one crosses the
triple point and, for example, goes from the third region
to the first or second one.
In Ref. [13], the authors have argued that the consid-
ered minimal spin model can serve as a convenient testbed
for new theoretical and numerical approaches (. . . ) ded-
icated to the study of mixed-order transitions. Indeed,
with the rise in the number of papers referring to the
idea of hybrid transitions (see e.g. [7–14]), the problem
of how to recognize the kind of transition, becomes re-
ally urgent. Trying to justify the need for such research,
in Ref. [13] the controversial story of explosive percola-
tion [19–24, 24, 25] has been invoked, which at first was
hailed as a discontinuous transition with critical fluctua-
tions, but then turned out to be a continuous transition.
Another example, for which there is a chance that
it could have been made a similar mistake, is the is-
sue of the extreme Thouless effect in the minimal model
of a dynamic social network, which is discussed in
Refs. [9, 26, 27]. In the network model mentioned, nodes
are separated into two groups representing opposing in-
terests. Members of the first group (introverts) seek
to get rid of their connections, whereas these who be-
long to the second group (extroverts) want to accumulate
their highest possible number. It was suggested that the
model exhibits the extreme Thouless effect in which the
density of connections between introverts and extroverts
jumps from a value which is close to zero, to a value
close to unity, when the number of extroverts becomes
larger than the number of introverts. Results obtained
for the minimal spin model, which is as a highly simpli-
fied version of the dynamic social network, suggest that
the phenomenon observed in these networks can be dis-
continuous phase transition with power-law fluctuations,
which, however, disappear altogether in the thermody-
namic limit (i.e. for large networks).
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