Abstract-Network protocols in layered architectures have his-always be broken down into simpler modules, this theory will torically been obtained primarily on an ad-hoc basis. Recent re-allow us to systematically carry out this layering process and search has shown that network protocols may instead be holis-explicitly trade off design objectives, which will be particularly tically analyzed and systematically designed as distributed solu-. tions to some global optimization problems in the form of Net-useful The approach of 'protocol as a distributed solution' to some understanding on a systematic, rather than an ad hoc, process global optimization problem in the form of NUM has been of designing layered protocol stack for wired and wireless net-successfully tested in trials for Transmission Control Protocol works. One possible perspective to rigorously and holistically (TCP) [12]. The key innovation from this line of work [13] , understand layering is to integrate the various protocol layers [14] , [15], [20], [21] , [22], [27] is to view TCP/IP network as an into a single coherent theory, by regarding them as carrying out optimization solver and each variant of congestion control proan asynchronous distributed computation over the network to tocol as a distributed algorithm solving a specified NUM. Other implicitly solve a global optimization problem. Different lay-recent results also show how to reverse engineer contentioners iterate on different subsets of the decision variables using based Medium Access Control (MAC) protocols into gamelocal information to achieve individual optimality. Taken to-theoretic selfish utility maximization. gether, these local algorithms attempt to achieve a global obThese reverse engineering successes provide one of the justijective. Such a framework of 'layering as optimization decom-fications to employ generalized versions of NUM for systematic position' exposes the interconnection between protocol layers ayrdsg F h rs fn opc and can be used to study rigorously the performance tradeoff in anelsityotrfccnbthemdldtruggnrl protocol layering, as different ways to distribute a centralized utility functions. As optimization's objective, utility functions computation. Even though the design of a complex system will provide a metric to define optimality of resource allocation ef-M. Chiang is with Electrical Engineering Department, Princeton University, fiiny n ifrn hpsofuiiyfntosas edt chiangm@princeton.edu. S. H. Low is with Computer Science and Electri-different notions of fairness (e.g., a-fair utilities parameterized cal Engineering Departments, Caltech, slow@caltech.edu. A. R. Calderbank by ag > 0: U(x) =(1 -aE)1x1l [22]).
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utility maximization in the form of NUM (1) and its Lagrange As evidenced by the large and ever growing number of papers dual problem. Different TCP-AQM protocols solve for differon cross layer design over the last few years, we expect that ent utility functions using different link prices, which are imthere will be no shortage of cross layer ideas based on piece-plicitly feedback from links to sources. This model implies that meal approaches. What seems to be lacking is a level ground the equilibrium properties of a large network under TCP/AQM for fair comparison among the variety of cross layer designs, a control, such as throughput, delay, queue lengths, loss probaunified view on how to and how not to layer, basic principles bilities, and fairness, can be readily understood by studying the rigorously quantified, and fundamental limits on the impacts of underlying NUM. layer-crossing on network performance and robustness metrics. 'Layering as optimization decomposition' provides a candidate B. MAC contention resolution participates in a nonfor such a unified framework. What is unique about this frame-cooperative ame work is that it puts the end user application needs as the opti-C mization objective, provides the globally optimal performance y, benchmark (since the optimal solution of a generalized NUM the standardized MAC protocol in IEEE 802.11. However, problem is independent of how the problem is decomposed), it has been concluded by many researchers that DCF and its and leads to a systematic design of decomposed solution to at-Binary Exponential Backoff (BEB) mechanism for contention tam the benchmark. The power of this framework has been resolution can be inefficient and unfair in face of locationillustrated through many case studies (four of which are sum-dependent contentions. Various new algorithms have been demarized in Section IV) carried out by various groups in the last veloped to tackle these issues. To better understand the BEB couple of years (an incomplete list include [1] , [2] , [3] , [4] , [6] , protocol in wireless MAC, we pose the following question: are [7] [11] [16] [17, [18] [, [2 [0 [ tocol in fact implicitly maximizing some local utility functions?
[32]), generating considerable general insights in addition to the specific cross-layer designs.
It has been shown [17] , [28] that the contention resolution algorithm in backoff-based random-access protocols is implicitly participating in a non-cooperative game. Each link attempts III. REVERSE ENGINEERING LAYERS 2-4 PROTOCOLS to maximize a selfish local utility function, whose exact shape
Widely used network protocols, such as TCP, BGP, and IEEE is reverse engineered from the protocol description, through a 802.11 MAC, were designed based primarily on engineering stochastic subgradient method in which the link updates its perintuitions and ad hoc heuristics. Surprisingly, it has recently sistence probability based on its transmission success or failure. been shown that TCP congestion control protocols are in fact Existence of Nash equilibrium is guaranteed in general. The implicitly solving the basic NUM problem e.g., summarized in minimum amount of backoff aggressiveness needed for unique- [20] , [27] , BGP inter-domain routing is implicitly solving a Sta-ness of Nash equilibrium and convergence of the best response ble Path Problem [10] , and random access control protocols are strategy are established as a function of user density. Converimplicitly using stochastic subgradient to participate in a non-gence properties and connection with the best response strategy cooperative game [17] , [28] . These reverse engineering results are also known for variants of the stochastic-subgradient-based put network protocol for the first time on a rigorous and sys-dynamics of the game. tematic foundation, and also provide a strong evidence that the This motivates the need for forward engineering: what kind mathematics of distributed optimization has a relevant and im-of new distributed MAC algorithms will be provably converportant role to play in networking.
gent to the global optimum of total network utility? After formulating a probabilistic-modeled NUM problem for wireless A. TCP congestion control solves the basic NUM MAC, we develop optimal algorithms to solve the NUM problem, and these algorithms are then turned into random access First consider a wired communication network with L links, MAC protocols [17] . Through this design approach, optimality each with a fixed link capacity of cl bps, and S sources (i.e., end with respect to prescribed user utilities, which in turn determine users), each transmitting at a source rate of x5 bps. Each source protocol efficiency and fairness, is guaranteed. emits one flow, using a fixed set L(s) of links in its path, and has a utility function Us (x ) The basic NUM is the following I.FRADEGNEIG ORSMLSO problem formulated in the seminal work [13] 
works. Using a generalized NUM formulation, we can accomAfter formulating the above joint congestion control and modate multi-class services as well as exploit the tradeoff be-routing problem subject to schedulability constraint, we aptween efficiency and fairness of resource allocation by adjusting ply Lagrangian relaxation and dual decomposition and derive a the types of utility functions. distributed subgradient algorithm for joint congestion control,
We define L0tl (in) as a set of outgoing links from node in, routing and scheduling. This leads to a jointly optimal crossand N/0 (1) as the set of nodes whose transmission cause in-layer design where a source adjusts its sending rate based on terference to the receiver of link 1, excluding the transmitter the congestion prices generated locally at the node, the backnode of link 1. Each node decides to contend the medium with pressure from the differential price of neighboring nodes is used a persistence probability PTh, with each of its outgoing link's to perform optimal scheduling, and routing is automatically generated by the scheduling decision. We also prove that it con are then coordinated by a master problem by means of some verges arbitrarily close to the system optimum, and remain sta-kind of signalling. We now summarize an example of generalized NUM for the congestion-control algorithm affects the stability of the sys-wireless ad hoc networks [4] that includes earlier examples as tem, and how the timescale of each control loop and homo-special cases Notice again that the NUM problem formulation geneity of link capacities affect system stability and optimality. itself has no layering but it can be solved through a variety of In particular, the stringent conditions on capacity configuration layered algorithms through decompositions: for TCP/IP interaction to remain stable suggests that congestion maximize >3 Ui (xi, Pe,i ) + >3 Vj (wj) price, on its own, would be a poor layering price for TCP and subject to Rx -c(w, Pe), IP in practice.
x C Ci(Pe) XC2(F), Rc7, FcF, wCW.
V. ALTERNATIVE DECOMPOSITIONS
Here, x, denotes the rate for source i and wj denotes the physical layer resource at network element j. X~prices/resourcesT physical layer decoding reliability and upper layer error con-\ Ĩ~~~~~~~~Second Level trol mechanisms like ARQ in link layer. This constraint set is t s.,bprt,bl.n. 2 .lbpltlbl.m X ),denoted as Ci (Pe) . The issue of rate-reliability tradeoff and +~~~coding is captured in this constraint. The rates are further constrained by the medium access success probability, represented The issue of packet collision and medium access control is capThe basic idea of decomposition is to divide the original tured in this constraint. The sets of possible physical layer relarge problem into distributively solvable subproblems which source allocation schemes, of possible scheduling or contention
