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Abstract
Multiport interferometers are an inportant tool in the emerging
field of quantum information technologies. In theoretical work,
we investigate implementing Haar-random unitary
transformations in increasingly large interferometers with realistic
imperfections. We find that random matrices result in mostly low
values of interferometer beam splitter reflectivities. We model
production imperfections and we find that these severely limit the
implementation of random matrices. We show the effects of the
imperfection can be mitigated through optimisation of
interferometer degrees of freedom and by adding additional beam
splitters. In experimental work, we investigate the realisation of
reconfigurable multiport interferometers in silica-on-silicon
integrated photonics chips using a modular design. We show that
individual modules are fully reconfigurable. We give a
proof-of-principle of the design by connecting three modules for
the first time and measure ≈ 5% transmission.
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Chapter1
Introduction
This report describes research conducted in the Ultrafast Quantum Optics (UQO)
group at the University of Oxford between August and December 2016. The
UQO group is led by prof I.A. Walmsley. The local supervisor was dr W.S.
Kolthammer. Day-to-day supervision was provided by dr J.J. Renema and
W.R.Clements, who also deserve credit for the findings presented here.
Quantum technologies will be one of the major advances of science in
the 21st century. In the previous century, we discovered quantum physics
and found the laws that describe a quantum system. In the eighties, it
was suggested that we might use this knowledge to perform calculations
using quantum systems [1–3]. This idea sparked interest, leading to the
development of algorithms that could be performed using a quantum
system, now called a quantum computer. Two famous examples are
Shor’s algorithm for factoring numbers [4] and Grover’s algorithm for
searching databases [5]. The most interesting property of these quantum
algorithms is that they are expected to solve the problem in question
faster than a classical (i.e. non-quantum) algorithm. More precisely,
while the classical computation time for prime factorisation is strongly
believed to be exponential in the input size, the quantum computation
will scale polynomial with the input size. Thus, these algorithms show
that a quantum computer could outrun any classical computer if the input
size is large enough.
One of the fields of research is photonic quantum technologies, in
which the quantum states of photons are used to perform computations
or to communicate. Compared to other implementations, such as trapped
ions [6] and superconducting currents [7], photons have two advantages:
they suffer very little environmental decoherence and are the best way
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to send quantum states over long distance. Manipulation of photonic
quantum states will therefore always be needed to realise quantum com-
munication.
This work revolves around multiport interferometers. These devices
with multiple input ports (multiport), produced using integrated pho-
tonics, are one of the photonic quantum technologies currently under
development. The interferometers can be used to perform operations on
quantum states of light, which has numerous applications in quantum in-
formation science. They have been used to implement qubit operations [9],
with which one can perform a.o. quantum teleportation [8] or quantum
key distribution [10].
Here, we report experimental and theoretical work done on multiport
interferometers. Experimental work consists of characterising reconfig-
urable interferometers produced by the University of Southampton. These
interferometers are designed to be constructed from building blocks called
modules. We determine losses inside these modules and losses from cou-
pling light from fiber into the modules. We also test the reconfigurability
of the individual modules and show that a reconfigurability range can be
achieved that is large enough for all purposes.
Next, we connect three modules to produce several 3-mode reconfig-
urable interferometers. This is the first time the assembly of a modular in-
terferometer design was performed. The transmission through the assem-
bly is determined. We conclude that the modular design concept works.
Several challenges remain, however, the largest of which is decreasing the
losses in the interferometer.
This report is structured as follows. First, chapter 2 introduces mul-
tiport interferometers and the theoretical concepts needed to understand
this work. Next, chapter 3 is a self-contained report of theoretical work
on random transformations in multiport interferometers. Chapter 4 intro-
duces the platform on which the interferometer is constructed: silica-on-
silicon integrated photonics chips. After that, chapter 5 reports on mea-
surements performed on the photonics chips produced by the University
of Southampton.
8
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Chapter2
Optical interferometers
2.1 Reconfigurable multiport interferometers
A multiport interferometer interferes a number of spatially separated
input ports, which we call modes. The state of the system in the input
modes is changed to a different state at the output modes. An example
can be seen in figure 2.1. A light is sent into the input modes from the left.
Through beam splitters (see blue close-up in figure), the different
modes couple to each other and are allowed to interfere. At the other
end of the interferometer, the output light is detected. The idea of a
reconfigurable interferometer is that the reflectivities of the beam splitters
are adjustable. By tuning these values, the effect of the interferometer is
altered.
Additionally, the interferometer contains phase shifters (see φ in close-
up). These change the optical path length difference between two paths
through the interferometer to change interference and thus change the
interferometer effect. These phase shifters are also reconfigurable. A phase
shifter is placed on one of the arms in front of each beam splitter. This
combination of phase shifters and beam splitters gives enough reconfig-
urability to change any input distribution into any output distribution.
We will refer to the pair of a beam splitter and phase shifter as a node.
2.2 Interferometers with quantum light
These interferometers can also be used in the quantum regime, where
the input consists of non-classical states such as single photons. We
describe a quantum input of the interferometer in the occupation number
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Figure 2.1: A reconfigurable interferometer. An input distribution of light is
inserted into the left and the output distribution is measured at the right.
picture, ψin = |n1, ..., nk〉, where ni indicates the amount of photons in
mode i∗. Associated with this we then have a set of creation operators:
aˆ† = (aˆ†1, ..., aˆ
†
k).
The working of the interferometer can be described by a unitary matrix
U that relates the creation operators of the input modes to the output
modes in the following way:
aˆ†i 7→ ∑
j
Ui,j aˆ†j
We will demonstrate how this works when the input state has multiple
photons. It will become clear photon indistinguishability plays an impor-
tant role in determining the interferometer output.
We use the simplest example of an interferometer: a 50:50 beam splitter,
as displayed in figure 2.2. This beam splitter can be thought of as a 2× 2
interferometer described by the following unitary matrix:
U =
1√
2
(
1 1
1 −1
)
∗By describing the input like this, we have implicitly assumed that our single
photons are all indistinguishable: they arrive at the exact same time and have the same
wavelength-distribution and polarisation.
10
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input mode 1
input mode 2
output mode 2
output mode 1
Figure 2.2: Schematic of a beam splitter
What happens if two identical photons incident on the two input modes
at the same time? In other words, what is the output state for the input
aˆ†1 aˆ
†
2|vac〉? Let us calculate:
aˆ†1 aˆ
†
2|vac〉 7→ 1/2(aˆ†1 + aˆ†2)(aˆ†1 − aˆ†2)|vac〉 = 1/2(|2 0〉 − |0 2〉)
We see that the outcome is a superposition of both photons being in either
one of the modes. Unexpectedly, one will never measure just one foton in
one of the output modes. Because the two photons are indistinguishable,
the |1 1〉 terms cancelled out. This is called the Hong-Ou-Mandel effect
[11]. The operator formalism will take such indistinguishability effects
into account for arbitrary interferometer size.
2.3 Applications of photonic interferometers
There has been a lot of interest in these photonic interferometers in the
recent years, mostly for use in quantum information technologies [8, 9, 12–
14]. We will describe some important applications.
2.3.1 Operations on optical quantum bits
It is possible to encode a qubit using photons in the spatial modes of our
interferometers, sometimes referred to as dual-rail logic. Consider one
photon that can be in two spatial modes (1 and 2). The general state is
then:
α|0〉1|1〉2 + β|1〉1|0〉2
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Figure 2.3: Figure from reference [8] that describes the experimental setup for
quantum teleportation.
The information of one qubit can be incoded into parameters α and β.
One of the applications of a photonic interferometer is to perform
quantum teleportation on such a qubit. This has been done experimentally
by Metcalf et al. [8]. The experimental setup is displayed schemati-
cally in 2.3. Three single-photons are produced, inserted into a 6-mode
(non-universal) interferometer and detected at the output. This example
demonstrates that a three-qubit quantum information protocol can be
performed with only a small size reconfigurable interferometer and has,
in fact, already been realised.
2.3.2 Boson Sampling
Another quantum information application of interferometers is Boson
Sampling. It is a form of quantum computation, but does not make use
of qubits.
Although many types of quantum computation have been demon-
strated on small scale (e.g. Shor’s algorithm [15]), the speed-up of quan-
tum algorithms over their classical counterparts is yet to be demonstrated.
To bring us closer to such a demonstration, Aaronson and Arkhipov [16]
proposed the Boson Sampling problem. This problem was selected such
that it can be solved on an as simple as possible quantum machine, but is
still hard to solve classically.
We shall describe the Boson Sampling problem through the quantum
experiment it corresponds to. The experiment is depicted in figure 2.4. We
12
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Figure 2.4: The Boson Sampling experiment. For an input state |T〉 and
interferometer U, a measurement is performed, producing an output state |S〉.
need single photon sources, a interferometer, and single photon detectors.
We set out sources such that we produce a specific input state |T〉 =
|t1, ..., tk〉, where ti ∈ 0, 1. We then have an interferometer that performs a
known unitary transformation U. At the output, we measure which of our
detectors clicks, i.e. we project the output state on the occupation-number
basis and obtain a state |S〉.
This is where the sampling nature of Boson Sampling comes in. Each
measurement, we can find a different photon-number output |S〉, even
though the input state |T〉 is the same each time. We sample from the
probability distribution P over the possible photon-number output states,
that exists because the output quantum state is in a superposition of
different photon-number states. Performing the sampling experiment
repeatedly allows us to approximate the probability distribution P(S|T).
Knowing |T〉 and U also allows us to calculate P(S|T) classically. The
corresponding expression is:
P(S|T) = |Per(US,T)|
2
s1!...sk!t1!...tk!
,
where Per(A) is the permanent of matrix A and US,T is the matrix pro-
duced from U by taking si copies of the ith column and tj copies of the
jth row. Aaronson and Arkhipov showed that even approximating such a
probability is classically hard, i.e. computation time scales exponentially
with the amount of photons. In fact, classical computation is so hard, that
for a large number of photons, we expect it to be easier to simply do the
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experiment than to do the calculation.
The idea of Boson Sampling is thus the following. Improve current
technologies to make Boson Sampling with more photons possible. By
comparing experiment runtime to classical computation runtime while
increasing the amount of photons, show that quantum computation of
Boson Sampling scales better than classical computation. Boson Sampling
has been demonstrated with 3 photons by different research groups [8, 9,
13]. The expectation is that Boson Sampling will be able to demonstrate
quantum supremacy with less than 50 photons [16].
2.4 Programming a reconfigurable interferome-
ter
An interferometer is called universal if it is capable of implementing any
unitary operator by changing the parameters (beam splitter reflectivities
and phase shifts) of the interferometer. To be able to do this, the interfer-
ometer needs to have an appropriate shape and the right amount of beam
splitters. The interferometer in figure 2.1, for example, is universal and
can implement any 7× 7 unitary matrix.
Reck et al. first showed that any unitary transformation can be con-
structed using only variable beam splitters and phase shifters. They did so
by providing an algorithm to determine interferometer parameters from
the unitary matrix one wants to implement [17]. The algorithm rewrites
the unitary matrix as a product of matrices that each can be identified as
a beam splitter and phase shifter node. It decomposes the unitary matrix
into smaller pieces and is therefore called the Reck decomposition.
Figure 2.5: a) The design of the interferometer after Reck decomposition. b)
The design after Clements decomposition for the same amount of modes. Figure
adapted from [18].
Recently, a new decomposition algorithm was proposed by Clements
et al. [18]. Their method is similar to the Reck decomposition, but results
14
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in an interferometer with a different design. The difference between the
two types of interferometers is shown in figure 2.5. Here, a universal
interferometer with 9 modes is shown for both the Clements and the Reck
decomposition.
Both interferometers have the same (minimum) amount of nodes (one
beam splitter and one phase shifter): n(n − 1)/2, where n is the amount
of modes. The shape of the Clements interferometer, however, is square,
while for the Reck interferometer it is triangular. This means every path
through the Clements interferometer is of the same length, while for the
Reck interferometer, the path length depends greatly on the path chosen.
Suppose now that each beam splitter has a constant loss: a fixed
amount of light is lost when traversing a beam splitter. Most paths
through the Reck interferometer now have different loss, while for Clements
only the few paths that reach the top or bottom mode have a loss that
is slightly different from all the others. For the Reck interferometer, the
unbalanced loss affects the output distribution much stronger than for the
Clements interferometer, which is thus more reliable in the presence of
loss. This is the experimental advantage of using the Clements decompo-
sition over using the Reck decomposition.
2.4.1 The Clements decomposition
We shall now describe the algorithm of the Clements decomposition.
First, we introduce the matrix of a beam splitter with arbitrary reflec-
tivity r2: (
r t
t −r
)
where we have the constraint r2 + t2 = 1. A phase shift on one of the two
modes of a beam splitter can be desribed as:
(
eiφ 0
0 1
)
with φ the parameter that describes the size of the phase shift. Consider
now an interferometer with n modes. The matrix that describes a node
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between two neighbouring modes looks like:
Ta,a+1(θ, φ) =

1 . . . . . . 0
. . .
... eiφr eiφt
...
... t −r ...
. . .
0 . . . . . . 1

where a indicates the first of the modes that is affected. Note that we
always want operations between two physically neighbouring modes to
avoid the need for modes to cross-over.
Our goal is to write a unitary matrix U as a product of the above T-
matrices, for we can then interpret it as a series of physically realisable
nodes. Figure 2.6 depicts this process. We apply n(n− 1)/2 T-matrices and
inverse T-matrices to our unitary matrix by left and right multiplication,
respectively. This corresponds to steps 1-5 in the figure. We want each T-
matrix to set an element of the product matrix to zero. The values of r and
φ for the specific T-matrix are fixed by this constraint. The order in which
the T-matrices are applied makes sure that, once an element has been set
to zero, it will not be changed later on in the algorithm. In the figure, the
matrix depicted at each step shows which element is set to zero in which
step. The interferometers on the right side show what interferometer
node corresponds to the applied T-matrix. By applying T-matrices, we
diagonalise the product. A diagonal unitary matrix is physically realisable
by phase shifts on all modes. Thus we have related U to a product of
matrices that we can actually implement.
To arrive at our final result, we need to rewrite this equation. Besides
trivial algebraic operations, we will need to write T−1D as D′T′. This is
always possible. T′ can be determined from T−1 by changing φ and D′
from D by changing the involved diagonal elements. Repeatedly applying
this rewriting, we complete the decomposition and arrive at our final
equation (step 6 in the figure), that describes U as a interferometer of beam
splitters and phase shifters.
16
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Figure 2.6: The Clements decomposition algorithm for a 5 × 5 unitary. The
algorithm consists of six steps in this case. The middle column shows the matrix
multiplications and the elements of the product matrix that are zero. The right
column shows how the T-matrices correspond to interferometer nodes. Figure
from [18].
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Chapter3
Random unitary matrices in
realistic multiport interferometers
This chapter describes theoretical research into implementing Haar-random
unitary matrices in interferometers. We use the decompositions by Clements
et al. [18] and Reck et al. [17] to determine the reflectivities of beam
splitters and the phase shifts for these random unitaries. We examine how
the distributions of these values scale with the size of the interferometer.
After that, we introduce the unbalanced MZIs to see what the effect of
imperfections is on the implementation. Finally, we try to mitigate these
effects by several techniques.
This work has been written down in the form of a letter-type publica-
tion, which is to be sent for peer review shortly after the completion of
this thesis. The manuscript of the paper can be found in the next pages
and serves as the contents of this chapter.
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Scalability of implementing Haar-random unitary matrices in realistic large
multiport interferometers
Roel Burgwal,1 William R. Clements,1 Devin H. Smith,2 James C. Gates,2
W. Steven Kolthammer,1 Jelmer J. Renema,1 and Ian A. Walmsley1
1Clarendon Laboratory, Department of Physics,
University of Oxford, Oxford OX1 3PU, United Kingdom.
2Optoelectronics Research Centre, University of Southampton, Southampton SO17 1BJ, UK.
We investigate implementing Haar-random unitary transformations in multiport interferometers,
used in boson sampling. We implement matrices using both the new decomposition by Clements et
al. and the Reck decomposition. We find that, as the amount of modes increases, lower reflectivity
is needed for the beam splitters of the interferometer. A realistic implementation using Mach-
Zehnder interferometers is incapable of doing this perfectly and thus has limited fidelity. We show
that optimisation of parameters and adding extra beam splitters to the network can help to restore
fidelity.
Multiport interferometers are a crucial technology
for optical communication and information process-
ing, both in classical and in quantum optics. Classi-
cal applications include mode (de)multiplexers for
few-mode fibers [1, 2], self-aligning coupling into
fiber [3], and spatial-mode and polarisation convert-
ers [4]. On-chip multiport interferometers, consist-
ing of an array of reconfigurable beam splitters (BSs)
and phase shifters (PSs), are well suited for manip-
ulation of photonic quantum states in e.g. quan-
tum teleportation [5], quantum key distribution [6]
or photonic qubit gates [7], due to their inherent
phase stability, reconfigurability and ease of fabrica-
tion.
One particular quantum-optical task which mul-
tiport interferometers are well suited for is boson
sampling [8]. The boson sampling task consists of
sampling from the output photon number distri-
bution of a large interferometer, which is fed with
single-photon inputs. Since the first demonstrations
[7, 9–12], many advances have been made, by devis-
ing alternative sampling schemes that are easier to
implement [13, 14] and by improving the efficiency
of single-photon sources [15]. A direct implementa-
tion of this task in quantum hardware outperforms
simulations on a classical computer for a not un-
reasonable number of photons, making it a promis-
ing technique for an unambiguous demonstration of
quantum supremacy.
However, the boson sampling hardness proof both
requires that the unitary matrix that describes the
interferometer is randomly chosen according to the
Haar measure and that the number of modes is
much larger than the number of input photons. This
has created interest in implementing random unitary
matrices in multiport interferometers [16].
In this work, we study the implementation of Haar
random unitaries in multiport interferometers with
realistic fabrication tolerances. We use a recently
developed decomposition algorithm by Clements et
al.[17], that implements a unitary transformation in
a square array of BS-PS pairs. It can be shown that
this decomposition has superior loss tolerance to an
older decomposition by Reck et al.[18], which uses a
triangular arrangement.
FIG. 1. A unitary matrix can be implemented into a
multiport interferometer via a mathematical decomposi-
tion. The interferometer consists of pairs of beam split-
ters and phase shifters (see inset). The decomposition of
Clements et al. results in the structure of the interfer-
ometer shown.
First, we find that the an interferometer imple-
menting random unitary matrices has interesting
scaling properties. As the size of the interferom-
eter increases, the majority of the beam splitters
take on increasingly low reflectivities. Next, we find
that for moderate interferometer sizes (20 modes)
and realistic errors in fabrication, neither decompo-
sitions can implement any unitary transformation
faithfully. Moreover, our results show that the al-
lowable fabrication tolerances decrease with the size
of the interferometer, meaning that any level of fab-
rication tolerance sets a limit on the size of a recon-
figurable interferometer.
We also study techniques to mitigate this effect.
We find that the interferometer can be made func-
tional again by adding a small degree of redundancy
in the form of a few additional layers of BS-PS pairs.
Figure 1 shows the problem under study. We start
with a unitary transformation we need to implement.
The decomposition algorithms translate the unitary
matrix into a set of beam splitter (BS) reflectivities
(Rk) and phase shifts (φk). These can then be im-
plemented in a multiport interferometer, of which
each node is a beam splitter and phase shifter pair
(see inset).
Our first goal is to understand the what the im-
plementation of random unitary matrices looks like
in terms of reflectivities and phase shifts. To do this,
we performed the decomposition by Clements et al.
on random unitary matrices. We calculated the av-
erage reflectivity for every BS in an interferometer
of 20 modes, averaging over 5000 random unitary
matrices.
Figure 2 shows the spatial distribution of the av-
erage reflectivities, what distributions underly these
averages and how these scale with the interferometer
size.
Figure 2a shows the surprising spatial distribu-
tion of average reflectivity. Each grayscale square
in the figure represents a beam splitter at the same
location in the underlying interferometer, through
which light travels from left to right. The modes
are labeled along the y-axes and the depth along
the x -axes. The colour indicates the average reflec-
tivity, which ranges from 0 to 0.5. It is surprising
that the centre of the interferometer has low values
of reflectivity. In fact, the majority of beam splitters
have low reflectivity and the overall average is 0.18.
Note that low reflectivity means most light is trans-
mitted, and thus travels along diagonal lines across
the interferometer. Similar results can be found for
the Reck decomposition by using the expressions for
reflectivity distributions presented in [16].
For figure 2b, we have selected the three regions
FIG. 2. Interferometers implementing Haar-random uni-
tary matrices show a specific distribution of beam split-
ter reflectivities. a) shows the spatial distribution of the
average reflectivity in a size 20 interferometer. b) Shows
the underlying histograms for three regions in the in-
terferometer, the first column, top row and centre. c)
shows how the centre-of-interferometer histogram scales
with the size of the interferometer. Note the change of
scale in c).
from the interferometer which are marked in subfig-
ure a: the first column, top row and the interfer-
ometer centre, a square with sides of 20% the inter-
ferometer size. For each of these we show the dis-
tribution of reflectivity that underlies the average
of figure 2a, plotted in their corresponding colours.
Most interesting is the distribution for the centre,
which is peaked at low values and is zero beyond
0.4.
Figure 2c shows that this effect becomes more pro-
nounced as the size of the interferometer increases.
The figure shows how the distribution of the cen-
tre of the interferometer changes with interferometer
size. We have plotted the corresponding distribution
for sizes 20, 50 and 100. The distribution becomes
more sharply peaked at low values when increasing
size and the average reflectivity becomes lower. Re-
flectivities above a certain threshold are not found.
The distributions for the first column and top row
2
do not change with size, thus the overall average re-
flectivity becomes lower as the interferometer size
increases. From a similar analysis we found that the
Reck decomposition also has this scaling property.
These results can be explained through proper-
ties of a Haar-random unitary matrix. Given a ma-
trix U that describes a interferometer, the amount of
light that travels from input j to output i in a clas-
sical experiment is |Ui,j |2. For Haar-random uni-
taries, the mean L2-norm of every element is the
same, 〈|Ui,j |2〉 = 1/N . There is only one path, how-
ever, light can take from input 1 to output N , on
which light is transmitted at each BS (transmission
T = 1 − R): thus transmission has to be high and,
correspondingly, reflectivity has to be low.
To compare the reflectivity distribution of random
unitary matrices to those of other interesting inter-
ferometer applications, we have also performed the
new decomposition on the Fourier transform. The
Fourier transform is used in several quantum algo-
rithms, such as Shor’s algorithm [19], and is, like Bo-
son Sampling, well-defined for any number of input
modes. The resulting reflectivity distribution has
low reflectivity on diagonals and high values at the
edges. However, the overall average is close to 0.5
and does not strongly scale with size. Thus, the scal-
ing effect for Haar-random unitaries is not present
with the Fourier transform .
We now introduce the problem of interferometer
imperfections. In particular, we investigate one type
of imperfection that stands out when implementing
Haar-random unitary matrices. Most reconfigurable
realisations of multiport interferometers use Mach-
Zehnder interferometers (MZIs) to implement vari-
able beam splitters [7, 10]. These interferometers
contain two static 50:50 beam splitters. In practice,
these beam splitters are not exactly 50:50, which
means the MZI can generally not reflect or trans-
mit all light. As shown above, low reflectivities are
needed for the majority of MZIs in a large interfer-
ometer implementing random unitaries, thus this is
problematic.
We quantified the error resulting from this limita-
tion, using an adapted version of the decomposition.
First, we generated a random unitary and decom-
posed it assuming a perfect interferometer. Next,
we modeled the BS error: the reflectivities of the
static BSs were drawn from a normal distribution
with standard deviation σ and mean 0.5. We refer to
σ as the fabrication error. Using these reflectivities,
we calculated the minimum and maximum reflectiv-
FIG. 3. The effect of unbalanced MZIs on the fidelity of
the decompositions as a function of the size of the fabri-
cation error. The Reck decomposition and the decompo-
sition by Clements et al. are used for various interferom-
eter dimensions. a) shows us the fraction of the random
unitaries that are affected by imperfection. b) shows the
fidelity between the target and the effective unitary for
the affected matrices when using our adapted version of
the decompositions. The error bars show the standard
deviation of all data points used in the average.
ity of the corresponding MZI. We limited the values
determined by the decomposition to these bound-
aries and constructed the resulting effective unitary.
We calculate the fidelity between the effective uni-
tary and the target unitary (see supplementary in-
formation) as a measure of similarity.
Figure 3 shows us the effect of the imperfection
when using this adapted decomposition. We have
performed the adapted decomposition while varying
the fabrication error of static BSs, which is displayed
on the x -axis. This we have done for various inter-
ferometer sizes up to size 50 and for both decompo-
sitions.
In figure 3a, we show what fraction of the random
unitaries is affected by the error. We see that, for
larger interferometer sizes, unbalanced MZIs affect
3
fidelity for even small fabrication error This means
that as MZI multiport interferometers grow in size,
they are inevitably affected by the error at some
point. The ratio is the same for both decomposi-
tions.
Figure 3b shows the average fidelity for those ran-
dom unitary matrices that cannot be implemented
perfectly. The y-axis shows one minus the fidelity,
which means that a value of 0 implies the effective
unitary is equal to the target. With current state-of-
the-art fabrication tolerance (0.025,[20, 21]), we are
limited to 0.999 fidelity when building a 50-mode in-
terferometer. To relate this value to experiment, we
compare the results of single photon experiments of
the effective matrix to the target unitary. We define
P exp as the set of single-photon transition proba-
bilities of this implementation and P as the same
set for the target unitary. Then, for 0.999 fidelity,
〈|P expi − Pi|〉/〈Pi〉 = 0.02: probabilities are off by
2% on average, with maximum averaging 25%. The
Reck interferometer is slightly more robust to these
imperfections than the interferometer from the de-
composition by Clements et al..
Our adapted decomposition is a first attempt at
implementing in an imperfect interferometer, which
can be optimised further. To determine whether the
fidelity can be improved by fine-tuning the parame-
ters, we have performed numerical optimisation (see
supplementary information) with and without added
interferometer depth.
Adding depth means adding parameters, giving
the interferometer more degrees of freedom than nec-
essary. This extra freedom gives additional room to
minimise the effect of limited reflectivity. In our
case, we took the interferometer design by Clements
et al. and added depth by adding columns of nodes,
respecting the already present pattern. We used a
interferometer of 10 modes and changed depth from
10 to 12, which corresponds to adding 9 BS-PS pairs.
Next, we generated imperfections for these inter-
ferometers with a large (0.1) BS fabrication error.
We produced random initial configurations. Finally,
we generated Haar-random unitary matrices. We
then performed the optimisation of the fidelity on
the reflectivities and phase shifts of the interferom-
eter.
Figure 4 compares the distribution of 1-fidelity
found using the adapted decomposition (blue) to the
distribution found after optimisation (red) and after
optimisation with extra depth (yellow). Optimisa-
tion with normal interferometer depth clearly works
FIG. 4. Numerical optimisation and added depth in a 10-
mode interferometer to mitigate the effects of unbalanced
MZIs. Figure is a histogram of 1-fidelity for the adapted
decomposition (blue) and optimisation with (yellow) and
without (red) added depth. The BS fabrication error was
0.1.
to increase fidelity by 1 to 2 orders of magnitude with
respect to the adapted decomposition. Next, adding
a small amount of depth allows one to increase the
fidelity over many more orders of magnitude in all
cases. Two added columns already make it possible
to achieve near-perfect solutions.
Several other considerations of multiport interfer-
ometers with imperfect components can be found
in literature. Mower et al. [22] performed numeri-
cal optimisation of fidelity for interferometer-based
quantum gates that suffer from both unbalanced
MZIs and unbalanced BS loss. They also increased
the fidelity. Miller [23] proposed a scheme to circum-
vent the effect of unbalanced MZIs by using two im-
perfect MZIs to implement one perfect variable BS.
However, our optimisation results show that this ap-
proach is not always optimal, since we obtained near-
perfect implementation using depth 12 in a 10 mode
interferometer, corresponding to 1.2N depth, where
the solution by Miller has 2N . Finally, the scaling
of the requirements on interferometer fidelity as a
function of the number of photons has been studied
[24–26].
In conclusion, we showed that the reflectivities
in a multiport interferometer implementing Haar-
random unitary matrices are such that fidelities are
severely limited by unbalanced Mach-Zehnder Inter-
ferometers. We showed that, using optimisation of
the parameters, some fidelity can be regained. More
importantly, we found that slightly increasing the
depth of the interferometer can create near-perfect
solutions even in the presence of considerable er-
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ror. This approach may also prove useful to miti-
gate the effects of other types of production imper-
fections, such as unbalanced loss. The next step is to
find a closed-form or low overhead method of find-
ing these settings for a realistic interferometer with
added depth. With such a solution in hand, one can
greatly increase the fidelity of future large multiport
interferometers.
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Chapter4
Integrated photonics chips
We have described the theory of photonic interferometers, but have said
little on how to realise them. In this chapter, we introduce the platform
we use to construct interferometers: integrated photonics. The idea is
to integrate the waveguides, beam splitters and other optical elements
into a silicon chip with a size of the order of centimeters. This method
allows for a compact experiment, which in turn allows for good scalability
and mass production. Moreover, integrated photonics also provides sub-
wavelength stability of path length in the interferometer. This last feature
is important when one wants to have controlled interference.
In our experiments, we use integrated photonics chips that are pro-
duced by the Planar Optical Materials group from the University of
Southampton ∗. The group is led by prof Peter G.R. Smith.
4.1 Waveguides
The spatial modes of our interferometer are waveguides in the chip. These
small tunnels through the silica have a slightly higher refractive index than
the surroundings and in that way confine light within them. They have a
diameter of about 5 µm and are designed to be single mode at 780 nm.
We shall describe the production process, based on [19]. Fabrication
begins with a silicon (Si) waver. On this wafer, three layers of silica
(SiO2) are deposited with a thickness 16,5.6 and 17 µm from bottom to
top. The middle layer of silica is doped with germanium, which makes it
photosensitive, and with boron, for index matching. The waveguides are
∗Optoelectronics Research Centre, University of Southampton, Highfield, Southamp-
ton, SO17 1BJ. website: http://www.orc.soton.ac.uk/pom.html
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Figure 4.1: The production process of the integrated photonics chips. A
waveguide is written in the middle silica layer by a UV laser. Bragg gratings can
be produced through the interference pattern of two laser beams. Figure from
[19].
written in the middle layer using UV light. A 244 nm laser is focussed on
the middle silica layer, changing the refractive index permanently.
Figure 4.1 illustrates this process. One laser beam is split in a 50:50
beam splitter and both beams are focussed on the same spot. This small
focus area has an interference pattern. When scanning the laser across
the silica, the interference pattern is smeared out and the resulting index
change is uniform.
Using this interference pattern to do non-uniforn illumination, one can
create regions of alternating refractive index in the waveguides. These
patterns function as Bragg gratings: they reflect a narrow band of light
while having high transmission for all other wavelengths. The reflected
wavelength depends on the length of the alternating regions. These
gratings will prove useful in characterising the on-chip structures, as we
will discuss in chapter 5.
50:50 beam splitters can be produced by crossing waveguides at a 2.4◦
angle [20], which results in a < 5% error from 50% transmission. This
technique is called cross-coupling.
4.2 Mach-Zehnder interferometers as variable beam
splitters
To build a multiport interferometer using integrated photonics, we need
to construct an on-chip variable beam splitter. This can be done by using a
small Mach-Zender Interferometer (MZI) with a variable internal phase
28
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Figure 4.2: A schematic of a Mach-Zehnder interferometer. It consists of two 50:50
beam splitters and a variable phase shift between the interferometer arms.
shift, making phase shifters the only variable components we require.
A MZI is depicted in figure 4.2. The MZI consists of two fixed 50:50
symmetric beam splitters (cross-couplers), with a pair of phase shifters
in between. Because power is distributed between the two heaters, their
phase shifts are linked. We model this as phase shifts of φ for one and −φ
for the other heater†. This model assumes phase shift is linear in the time
voltage is applied. We justify this assumption in chapter 5.
We calculate the effect of the MZI from individual components. In
matrices:
1
2
(
1 i
i 1
)(
eiφ 0
0 e−iφ
)(
1 i
i 1
)
=
1
2
(
eiφ − e−iφ ieiφ + ie−iφ
ieiφ + ie−iφ −eiφ + e−iφ
)
= eipi/2
(
sin φ cos φ
cos φ − sin φ
)
We conclude that the MZI with varying phase shift is a variable beam
splitter.
4.3 Variable phase shifters
A local change of waveguide refractive index is used to create a phase
difference between two modes. Because photons travel faster through a
lower index waveguide, a smaller phase evolution is obtained than when
travelling the same distance through higher index material. The change in
index is achieved by heating the chip locally with small resistors on top of
the waveguides. The resistors are made from NiCr and are about 300 nm
†One could object by saying that there is likely to be an offset, leading to phases φ+ δ
and −φ+ γ, where δ,γ are constants. In the appendix, we show that these offsets do not
affect results presented here
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thick and 2 mm in length along the waveguides. The target resistance is
1.8kΩ. The wiring leading to the resistors is made of gold.
A heater is placed on both arms inside each MZI and on both arms
before each MZI to construct a variable beam splitter and phase shifter. A
custom made circuit board with field-programmable gate arrays (FPGAs)
is used to control the heaters. A voltage ranging between 15 and 20 V
is quickly alternated between the two resistors in a pair (one pair inside
the MZI, one in front). The distribution of voltage can be set in 256 steps,
where 1 means voltage is always applied to one resistor and 256 means
voltage is always applied to the other resistor.
Alternating between a pair of heaters has an important advantage over
variable voltage on a single heater. The total amount of heat dissipated in
each pair remains constant, whereas a single heater would have varying
heat production. When using pairs of heaters, the heat production on the
chip remains the same, regardless of phase shifter settings, allowing for
less cross-talk between different pairs of heaters and also reducing the time
the chip takes to thermalise after changing heater settings.
4.4 Modular chip architecture
The Southampton chip design has a unique feature: interferometers are
produced in segments, called modules. Figure 4.3a shows the schematic
single module. A module has a number of input (bottom) and output
(top) modes. The module contains one row of MZIs, in this case there are
only two. The MZIs couple modes pairwise. On both sides of the MZIs,
straight waveguides are added for testing purposes. As described earlier,
each MZI has two pairs of phase shifters. In the figure, the wiring and
heaters on top of the chip are depicted in gold. The tapered regions of the
wiring are the heaters. The wiring ends in contacts, that are wirebonded
to external electronics that supply and regulate the power.
Figure 4.3b shows a picture of actual modular chips. These chips have
24 modes. 4 modes are straight waveguides (two on each extreme of
the chip). The other 20 modes are coupled pairwise by 10 MZIs. The
silica-on-silicon chips are the dark grey squares in the centre. The blue
wings contain contacts that are on the one hand wirebonded to the on-
chip wiring whilst on the other hand can be connected to by ribbon cable.
The modular chips are connected together in the following way. Indi-
vidual modules are connected head-to-tail, by coupling the output modes
of one chip into the input modes of another. Each second chip is offset by
one mode. Figure 4.4 gives an example of this coupling for three chips.
30
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Figure 4.3: The Southampton modular chips. a) A schematic of the chip, with
straight waveguides and Mach-Zehnder interferometers with heaters on top
(gold). b) A picture of two actual modular chips. Gold wiring is visible on top,
waveguides are not visible. Red arrows indicate direction of light in both figures.
Wiring was left out for convenience. Offsetting by one mode allows one to
create an interferometer in which each input mode couples to each output
mode. In the resulting assembly, one can isolate an interferometer accord-
ing to the design by Clements et al. or Reck et al. For example, by setting
the bottom MZI of the middle chip in figure 4.4 to full reflectivity, the
top three input and output modes are connected by a universal multiport
interferometer that can implement any 3× 3 unitary transformation.
The modular structure was introduced by Southampton to optimise
the quality of the integrated photonics chips. Because of the way the pro-
duction process works, it is beneficial to produce interferometers in seg-
ments, called modules, that are each made in a separate silicon chip. There
are, however, other advantages to this design. The modular architecture
allows one to access and characterise the individual components (cross-
couplers, heaters), before assembling the interferometer. Malfunctioning
components can be excluded easily by replacing a module. Moreover,
interferometers of different depth and structure can be made using the
same components.
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Figure 4.4: An example of a three-chip assembly. This assembly contains several
universal 3-mode interferometers. Chip heaters were left out in this figure for
convenience.
32
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Chapter5
Modular chip experiments
In this chapter, we report experimental testing of Southampton integrated
photonics chips. First, we characterised several properties of the modular
chips. These include transmission, propagation loss, cross-coupler reflec-
tivity and MZI reflectivity tuning. Indications of the losses are important
because the efficiency of photon sources, and as a consequence, chip
losses, are the limiting factors for many-photon experiments. We describe
the set-up used to couple from fibre into chip and explain techniques used
to determine these characteristics. Second, we assembled three modular
chips into a larger interferometer. We describe the assembly and perform
overall transmission measurements.
5.1 Experimental Set-up
During both single-module and chip assembly experiments, we use the
set-up in figure 5.1. First, as a source of light, we use a super-luminescent
light emitting diode (SLED), that produces broadband light centred around
780 nm with 40 nm bandwidth. The output intensity is about 1 mW. A
broadband source is used to be able to measure reflection from Bragg
gratings with a different wavelength using the same light source. Light is
constrained to polarisation maintaining single-mode fibres in the set-up.
First, light travels through a 50:50 fiber beam splitter. One output is
terminated and back reflections are stopped. The other output is con-
nected to one of our switches. These are mechanical switches that allow
for fast, computer controlled switching of one input channel to 16 output
channels. These switches do have channel-dependent loss. We measured
these losses and corrected measurements accordingly.
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Figure 5.1: The set-up used to characterise individual chip modules.
The 16 outputs of this switch are connected to a v-groove array. This
device has 16 normal fibre inputs. It arranges the cores of these fibres in
a small block, in which they are evenly spaced, separated by 80 µm. The
waveguides on-chip are spaced in the exact same way. The v-groove array
can thus be used to couple the fibres into the chips waveguides. The array
is polarisation-preserving. To couple light into the chip, the v-groove face
and the chip face need to be aligned with micrometer precision. To this
end, we use a ThorLabs NanoMax 600 translation stage (purple in figure)
to hold the v-groove, while the chip rests on an independent support. The
stage has 6 degrees of freedom, allowing us to align the two faces in both
position and orientation. Coupling is optimised manually using feedback
from continuous transmission measurements. In optimal alignment, the
two faces almost touch. We apply an index-matching oil between the
faces to maximise coupling. Also, to control the chip, we are electronically
connected to the on-chip heaters.
Light couples out of the chip again, using another v-groove on an
identical translation stage. Using a second switch, we can couple any of
these 16 outputs into one output fibre. This light is used to perform power
measurements. Some light is reflected back by the Bragg gratings on-chip.
This light returns through the switch to the beam splitter. Here, part of it
is sent to the additional input mode. Here, we have connected an Optical
Spectrum Analyser (OSA), which we use to measure the spectrum of the
34
Version of March 12, 2017– Created March 12, 2017 - 20:35
5.2 Bragg grating-based measurement techniques 35
reflected light.
As mentioned in the previous section, we need to perform measure-
ments from both sides of the chip. To this end, we switch connections
between the beam splitter and the switches and the power meter and
switches (red,blue, dotted lines). By doing this, we reverse the direction of
light through the chip without decoupling.
5.2 Bragg grating-based measurement techniques
In this section, we describe two techniques that make use of the Bragg
gratings in waveguides to determine propagation loss and cross-coupler
reflectivity.
5.2.1 Propagation loss
An elegant technique to determine propagation loss in waveguides has
been invented by Southampton [21]. Our straight waveguides each con-
tain several Bragg gratings that are spread out over the length of the
waveguide. This is shown in figure 5.2a. These gratings have a detectable
reflection for only a narrow band of wavelengths. The different gratings
work at different wavelengths. We send broadband light into the wave-
guide and measure the spectrum of the back reflected light.
Measuring the reflection from both sides of the waveguide allows one
to find the loss. An example of the measured spectra is found in figure
5.2b. As is shown in [21], one can find the loss by performing a linear fit
to this data:
ln
(
R′i
R′′i
)
= C− 0.92γxi (5.1)
Where R′i is the power of the reflection from the Bragg grating at position
xi, R′′i is the power of the same reflection but now measured from the
other side of the waveguide, C is a constant and γ is the propagation loss
in dB/cm. A good property of this method is that it is insensitive to the
coupling loss at either side of the waveguide.
We perform reflection measurements and use the area of peaks in the
reflection spectrum as the power of reflections. We plot the log ratio of
equation 5.1 as a function or position in the waveguide. We apply a linear
fit to this data, an example of which can be seen in figure 5.2c, and extract
the propagation loss.
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Figure 5.2: a) Schematic of the measurement technique for propagation loss.
Figure adapted from [22]. b) An example of the spectrum of light reflected in
a straight waveguide. In this case, there were 13 Bragg gratings. c) The log ratio
(equation 5.1) as a function of position along the waveguide. Red line is a linear
fit from which we retrieve the propagation loss.
5.2.2 Cross-coupler reflectivity
Bragg gratings can also be exploited to determine the static reflectivity of
the MZI cross-couplers. The MZIs are produced with six Bragg gratings
each, as depicted in figure 5.3. The reflectivities of the gratings are labelled
ri and the reflectivities of the two beam splitters are labelled η. All gratings
again work at different wavelengths.
Let us consider the back reflection of light entering from input 1,
reflected off grating 2 and measured again at input 1. We call this quantity
R1,2. We set the input power to unity for simplicity. The power of the
reflection can then be expressed in the following way:
R1,2 = s1l21,2η
2
1r2
Where s1 is the combined in and out coupling loss at input 1 and l1,2 is the
transmission loss between input 1 and grating 2. Similarly, we have:
R1,5 = s1l21,5(1− η1)2r5, R2,2 = s2l22,2(1− η1)2r2, R2,5 = s2l22,5η21r5,
36
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Figure 5.3: A Mach-Zender interferometer with Bragg gratings as constructed in
our chips.
We can then produce the ratio:
R1,2R2,5
R1,5R2,2
=
l21,2l
2
2,5η
4
1
l21,5l
2
2,2(1− η1)4
We then assume losses are distributed symmetrically, i.e. l1,2 = l1,5 =
l2,2 = l2,5, and we find:
R =
R1,2R2,5
R1,5R2,2
=
η41
(1− η1)4
or
η1 =
1
R−1/4 + 1
Thus we can determine cross-coupler reflectivity independent of fibre-
chip coupling efficiency. The reflectivity of the second beam splitter can
be obtained in the same way using reflections from the other side.
5.3 Modular chip characterisation
The following section contains the results we obtained from three modular
chips using the set-up and techniques described in the previous two
sections.
5.3.1 Losses
We determined the amount of light that is transmitted in a chip exper-
iment. For straight waveguides, losses are caused by both propagation
loss inside the chip and coupling in and out of the chip. Transmissions for
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Figure 5.4: The MZI transmission when illuminating one input arm for five
neighbouring MZIs on one of the modular chips.
straight waveguides are in figure . The best figure we obtained is a 71%
transmission of power.
An example of typical transmissions for MZIs is displayed in figure 5.4.
Light was sent into either one of the inputs of a MZI. We then measured
the sum of the intensities at both outputs, from which we determine the
total transmission. MZI transmission is lower than straight waveguide
transmission, at an average of about 20%. We believe there are two reasons
for this: first, bent waveguides are more lossy than straight ones and
second, loss occurs at cross-couplers. Loss is not constant across different
MZIs. Unbalanced loss has been shown to be a source of error in photonic
networks [23]. Surprisingly, loss through both inputs of a MZI is also
not always the same. This points to either a large difference in coupling
efficiency at the two inputs, or asymmetric loss at the cross-couplers. A
next step in analysing the modular chips would thus be to determine
whether differences in transmission are due to coupling differences or
cross-coupler losses, as this indicates what aspect needs to be improved
the most.
We have determined propagation loss in the straight waveguides on
the modular chips. The reflections from the Bragg gratings have a low
intensity and can easily be distorted by other reflections in the system.
Therefore, we have only been able to measure reflection spectra of suffi-
cient quality for half the straight waveguides on the modular chips. The
results are in figure 5.5. The value in parentheses is the upper limit of the
95% confidence interval.
The propagation losses we found are similar to value of 0.23 dB/cm
found by collaborators in Southampton using the same writing and mea-
suring techniques, only at 1550 nm[21]. The differences in propagation
38
Version of March 12, 2017– Created March 12, 2017 - 20:35
5.3 Modular chip characterisation 39
Loss(dB/cm) Transmission(0-1)
0.24(0.44) 0.48
0.47(0.69) 0.29
0.39(0.74) 0.49
0.56(1.04) 0.48
0.27(0.47) 0.71
0.24(0.31) 0.52
Figure 5.5: Total transmission and propagation loss of six different straight
waveguides.
loss are not big enough to explain the difference in transmission. A
1 dB/cm propagation loss still means only 20% of power is lost in the
chip. Thus it is likely that differences in transmission are due to different
couplings.
Having measured the propagation loss and total loss independently,
we can estimate coupling loss. We remove the propagation loss over 1 cm
of chip from the total transmission. We find:√
0.71
10−0.27/10
= 0.87
in other words, we have an estimated most efficient coupling of 87% at the
chip to v-groove interface.
5.3.2 Reflectivities of beam splitters
For the three modular chips, we have collected data on the reflectivities
of cross-couplers. Out of 60 couplers (3× 10× 2), we have successfully
determined the reflectivity for 44. In other cases, other reflections in our
set-up made distinguishing the grating reflections impossible. The results
are presented in figure 5.6. The data of first (outside the MZI) and second
(inside the MZI) beam splitters are separated, because they appear to
follow different distributions.
First, the values of reflectivity are too high and range from 0.5 to 0.64.
The fact that no reflectivity values of under 0.5 are found suggests that
the main cause is not an uncertainty in the crossing angle: if that were the
case, you would also expect to find values below 0.5. The values we found
differ from those found by collaborators [20]. Their values also contain
ratios below 50% and are limited in error to ±5%. It is possible that we
have made wrong assumptions in our calculations. We have assumed
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Figure 5.6: Histogram of cross-coupler reflectivities from modular chips.
symmetry of the MZI in that losses in different paths are the same, which
could be false.
Second, the results for the first BS are generally higher than for the
second BS. Both of these findings are important feedback for the chip
production group.
5.3.3 Phase shifters
We tested all the MZIs on the modular chips to determine the function of
the phase shifters that are inside the MZIs. We illuminate one input port
of a MZI. By measuring the intensity at both outputs of the MZI while
scanning through the heater settings, we perform a characterisation.
Figure 5.7 shows an example of the measurement results for one MZI.
Intensity at output 1 and 2 is plotted against settings (red, blue, filled
markers). We have successfully fitted the data with a sin2 function,
indicating that phase shift is a linear function of the heater setting. In
contrast with what we expect, we do not reach full extinction in either of
the output arms. The lowest transmission we obtain can not be explained
by the measured values of cross-coupler reflectivity.
The green data in the figure is the sum of both output intensities for
the measurement with both phase shifters. Surprisingly, it is not constant.
The green line is the mean value and helps to illustrate this fact. The loss
in the MZI is thus dependent on the phase between the two arms. This
behaviour can be modelled by assuming the cross-coupler couples not
two, but three modes. The added mode is a loss mode. Such a model gives
exactly the phase-dependent loss we are seeing, thus suggesting there is a
third mode in which light can couple. This also helps explain the fact that
intensity in a single output does not reach 0 for any phase shift.
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Figure 5.7: The effect of phase shift on the transmission of a MZI. For illumination
of a single input, intensity at both arms (red, blue, markers) is measured while
varying heater settings. We use both the heater pairs (filled markers), as well as
single heaters (open markers). Green data (line is average of data) shows the total
transmission of intensity as a function of setting for the heater pair.
In figure 5.7, the empty red and blue markers show single phase shifter
data. To produce this data, we use only one phase shifter of each pair. As
a result, reflectivity changes more slowly when changing the settings.
The results we have presented here show what the chip design is
capable of. In practice, however, many phase shifters do not yet function
optimally. The reflectivity range is too limited for most phase shifters,
because heater resistance is often higher than intended.
5.3.4 Interferometer arm length difference
Transmission spectra from the MZIs can give information about the path
length difference between the two arms of the interferometer. Consider a
MZI of which the lengths of the arms differ by ∆L. Wavelength-dependent
transmission through the interferometer should then be ∝ cos2
(2pi∆L
λ
)
.
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We also model a wave-length independent loss by setting a transmission
factor α. Altogether:
T(λ) = α cos2
(2pi∆L
λ
)
I(λ),
where T is transmission and I is the input spectrum. We measured the
spectrum of SLED light after it travelled through a MZI of a chip module.
We calculated the ratio T/I, which we expect to follow the cos2 pattern if
path length difference is not very small. We find that the cos2 is not present
in the data. We estimate that the argument of the cos2 has to change less
than pi/4 for this effect to not be noticeable. This leads us to the conclusion
that the arm length difference is less than 2 µm.
5.4 Experiments with a three-module assembly
In this section, we describe how we coupled three modular chips together
and performed transmission measurements on this assembly.
5.4.1 The process of assembly
We will describe the process we used to assemble the chips. The starting
point is the setup described in chapter 5, with a single modular chip
coupled to both v-grooves.
First, we make sure the chip and v-grooves are aligned optimally.
Then, we remove the index-matching oil on one side of the chip and
replace it with UV-hardening optical glue. This glue does not harden
until illuminated by strong UV-light, allowing us to perform last-minute
optimisation of the alignment. Furthermore, the glue matches in index to
improve coupling efficiency. We attach one v-groove to the chip in this
way. The chip with attached v-groove is then placed on the translation
stage. A new chip can then be placed on the support between the transla-
tion stages and process is repeated, now gluing chip-to-chip. Finally, the
other v-groove is glued to the chip-assembly and the process is complete.
Using this process, we made an assembly of three modular chips that
is displayed in figure 5.8. Subfigure a is a picture of the actual chips,
connected to the v-grooves on both sides. Subfigure b shows a schematic
of the assembly, where again we have reduced the amount of MZIs from
10 to 4 for convenience.
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Figure 5.8: The chip assembly. a) Picture of the assembly in setup. b) A schematic
of the resulting network (depicted with a reduced amount of modes).
5.4.2 Transmission through the interferometer
We measured the transmission of this assembly. We corrected for losses
in our set-up and thus present here the transmission from fibre-to-fibre,
through the chip. The results are in figure 5.9. We inserted light into a
certain input and summed over the intensity at all outputs. We measured
two inputs that have a straight waveguide path to the output and 10 inputs
that travels through MZIs. We reach at most 39% transmission for straight
waveguides. Values are similar for both of these, even though they are
positioned at opposite sides of the chip. This seems to indicate alignment
between chips is good for all modes. Transmission for the MZIs paths is
lower, at on average 5%.
We compare this value to other experiments. One of the highest
transmissions is by Carolan et al., who report an average 58% transmission
fibre-to-fibre of their 6-mode Reck design interferometer [9]. Our assembly
is expected to have< 1% transmission for a 6-mode interferometer accord-
ing to the Clements et al. design. To match the state-of-the-art in terms
of transmission, the on-chip and coupling losses will have to be strongly
reduced.
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Figure 5.9: Transmission of power through the three-chip assembly. Data is
presented for two paths through straight waveguides and 10 paths that run
through MZIs.
5.4.3 The experimental challenge of assembly
Although the modular architecture makes for, among other benefits, higher
quality chips, it also has downsides. First, a chip-to-chip coupling ef-
ficiency of about 90% causes a rapid decrease of transmission with the
amount of modules. To create a universal interferometer, the amount of
modules has to be at least equal to the amount of modes and thus many
modules would have to be connected to build a large interferometer. To
make this possible, coupling efficiency will have to be increased. Second,
to ensure optimal coupling, sub-micrometer precision and stability is
needed. This is difficult to obtain with the manually operated translation
stage and for further optimisation it may be necessary to control transla-
tion using a piezo motor. Finally, gluing the components together makes
the assembly fragile, making the process of manually connecting many
modules challenging.
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Outlook
In this chapter, we first suggest several steps that can be taken in the next
few months to further the research. After that, we discuss changes that
can be made on a longer (1 year+) time-scale.
As we demonstrated in the previous chapter, losses are the most promi-
nent issue with the Southampton chips. To reduce loss, the working
of cross-couplers needs to be thoroughly understood. A starting point
would be to produce new chips with MZIs with varying parameters.
For example, changing the cross-coupler angle and measuring coupling
into the suspected third mode could provide clues to the nature of this
additional mode. The same could hold for varying waveguide diameter
or UV-writing beam intensity. Additionally, Kundys et al. [20] show that
cross-coupling at≈ 1◦ (instead of 2.4◦) also results in a 50:50 beam splitter,
which could have lower loss.
Regarding the heaters, there are some questions as to whether the
heater resistance changes over time when used frequently. The total heat
production of all resistors on a single module is considerable and this can
possibly result in structural changes to the resistors over time. Although
not properly documented, it has been observed that applying 30 V to the
resistors can change their resistance in a matter of seconds. Therefore,
we recommend resistance-versus-time measurements on modular chips.
Also, it is not clear how strongly adjacent MZIs influence each other.
Heaters from one MZI heat an adjacent MZI and therefore influence the
reflectivity. One idea would be to test MZI reflectivity while varying
neighbouring heater settings.
From the experiments presented in the previous chapter, we draw
several conclusions about the long term development of the integrated
photonics chips.
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In this report, we have demonstrated that the Southampton design for
phase shifters is capable of full tunability. However, only a small fraction
of heaters has the correct resistance and most of the time, the range is
limited. Thus, the challenge that remains is creating a production process
that creates a more consistent product.
We have also addressed the issues that arise from the assembly step.
Producing the interferometer in segments adds room for imperfections
because segments have to align and be stable with sub-micrometer preci-
sion. With the current chips and assembly technique, building a 20-mode
interferometer (the maximum number of modes with just one parallel
module) with low loss is not possible. Therefore, somewhere in the near
future, changing the chip writing process to produce monolithic chips
would solve a lot of problems.
If the cross-couplers cannot be improved, they can possibly be replaced
by evanescent couplers, that have also been demonstrated in integrated
photonics [13, 24].
Finally, on-chip photon sources [25] and detectors [26] are being devel-
oped. These make it possible to perform an entire experiment in integrated
photonics and would thus remove the necessity to couple in and out of the
chip, reducing losses.
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Conclusion
∗Multiport interferometers are a technology whose development is well
under way and that will serve in many different applications. Integrated
photonics will be the platform on which these interferometers are con-
structed.
We have measured the properties of a new concept for interferometer
chips, modular chips, produced by the University of Southampton. Of
greatest importance are the transmission and the reconfigurability. Light
is mainly lost at the chip-fibre interfaces and in the bent waveguides and
cross-couplers of the Mach-Zehnder interferometers. Low transmission is
the greatest drawback of the Southampton chip architecture and, for the
moment being, this hinders quantum experiments with multiple single
photons.
We have demonstrated that the current heater-MZI design gives the
full range of phase shift that is needed. We also found that we are not
capable of fully extinguishing light in one of two MZI output arms. The
likely explanation is that we are coupling into additional modes at the
cross-couplers. These modes are not bounded by the waveguides, causing
light to leak from the system.
The silica-on-silicon integrated photonics chips made in Southamp-
ton are a first step to the fabrication of large reconfigurable multiport
interferometers. The elegant and compact design of both optical and
electronic components can easily be extended to a larger amount of modes.
However, the weaknesses mentioned above and the difficulties introduced
by the assembly step in the modular architecture need to be addressed
before such a many-mode interferometer can be made functional.
∗The conclusion drawn from the theoretical results of chapter 3 is given at the end of
that chapter and is not discussed here.
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Chapter8
Appendix
8.1 A realistic interferometer with unbalanced
distances
Interferometers created in integrated photonics provide sub-wavelength
stability, but are not fabricated with this precision. Different paths through
the diagram have the same pathlength phase in the idealised picture
above, but in reality light may obtain a different phase in each mode.
Consider the case of a 4-mode interferometer displayed below:
Figure 8.1: A 4-mode interferometer of the design by Clements et al. [18] with
unbalanced distances.
We take the bottom path (blue) to be our phase reference line. Travel-
ling along the other paths, light acquires a relative phase indicated by the
Greek letters. To see how this affects the working of our interferometer,
we focus on the beam splitter in the red dotted box, taking phases β and γ
into account.
In our interferometers, we use pairs of heaters. Ideally the phases they
give are φ and 2pi − φ. However, inside the MZI we have introduced
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arbitrary path length difference by θ and ι. In front of the MZI we have
β and γ. This is depicted in figure 8.2a.
Figure 8.2: text
We control phases via the heater setting x that is related linearly to
phase, φ(x) = ax + b. The value of b is determined when characterising
the network, but we can fully control the phase shift no matter the value
of b. We can thus redefine φ to include the constants of unbalanced path
lengths. If we define φ′1 = φ1 − pi − γ/2 + β/2 and φ′2 = φ2 − ι/2 + θ/2,
we again have two perfect pairs of phase shifters and one global phase,
which can be moved to after the interferometer. This is depicted in figure
8.2b.
When we now return to the large picture, we can now simply redefine
δ and e and perform the same procedure on the other beam splitters. In
this way, we can actually rewrite the circuit with unbalanced distances
as a circuit with perfect distances. The extra phases are captured in the
offset of the phase shifters, but during characterisation we can measure
this redefined effective phase and determine the offset. We conclude that
the unbalanced circuit can function just like the balanced one after we have
characterised the phases.
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