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Abstract
The aim of this article is to show the existence, and also give an explicit
construction, of infinite sets of orthogonal exponentials for certain families of
convex polytopes which include simple-rational polytopes and also non sim-
ple polytopes which satisfy other nontrivial conditions. We also show that by
considering weight functions one can construct infinite sets of orthogonal expo-
nentials with a positive density by considering orthogonal projections of affine
transformations of hypercubes (i.e., zonotopes).
1 Introduction and Mathematical Background
Let d ≥ 1 be a positive integer and D be a bounded measurable set in Rd with a posi-
tive Lebesgue measure. For a countable subset Λ ⊂ Rd, the family E(Λ) = {ei〈λ,·〉}λ∈Λ,
where 〈, 〉 denotes the scalar product in Rd, is said to be a set of orthogonal ex-
ponentials for D if the following condition∫
D
ei〈λ,x〉ei〈λ′,x〉dx =
∫
D
ei〈λ−λ
′,x〉dx = 0, ∀λ, λ′ ∈ Λ, λ 6= λ′ (1.1)
is satisfied.
The problem of existence and construction of sets E(Λ) of orthogonal exponentials
for various prescribed sets D was investigated by many authors where most research
and results are dedicated for characterizing the family of sets D which have orthogonal
sets of exponentials E(Λ) and for which Λ is also a spectrum set for D. That is, E(Λ)
is a set of orthogonal exponentials for D which is also a basis for L2(D). For a small
sample of some classical results see [1, 2, 4–8].
The results in the references mentioned above imply some nontrivial necessary
conditions on the family of sets D which have spectrum sets Λ. For example, in [6]
it is proved that if D is convex and has a spectrum set then it is centrally symmetric
and in [4] it is shown that any convex body D with a smooth boundary does not
have spectrum sets. In [1] Fuglede made the conjecture that D has a spectrum set
if and only if it tiles the space Rd by translations. Considering Fuglede’s conjecture
and the results mentioned above it follows that only certain families of bounded mea-
surable sets D have spectrum sets and (aside from the trivial cases where D is an
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affine transformation of a hypercube) the construction of such sets will be quite com-
plicated. Hence, the more general question arises on the existence and construction
of nontrivial orthogonal sets E(Λ) of exponentials for a given set D in case where the
condition that E(Λ) is a basis for L2(D) is relaxed. In particular, one can ask which
measurable sets D have infinite sets of orthogonal exponentials? This leads us to the
main problem of this paper.
Main Problem: Let D be a bounded measurable set with a positive
Lebesgue measure, then, does D have an infinite set of orthogonal expo-
nentials E(Λ) and if so then how the set Λ can be constructed?
In this paper we deal with the above main problem for the case where D is assumed
to be a convex polytope P . In Theorem 2.1 we show that every convex, simple and
rational polytope has an infinite set of orthogonal exponentials and show how to
construct such a set. In Theorem 2.2 we show a similar result for polytopes which
are not necessarily simple but which satisfy the condition that their edges are not
contained in a certain family of parallel hyperplanes (see Theorem 2.2 for the exact
formulation). In Theorem 2.4 we obtain for a given simple, convex polytope P a
partial characterization of its infinite orthogonal sets E(Λ) of exponentials where Λ
is a lattice and show that Λ must be contained on certain hyperplanes determined by
P .
The constructions described in Theorems 2.1-2.2 will unfortunately all ways pro-
duce orthogonal sets E(Λ) of exponentials for which Λ has a zero density. The exact
definition of a density D(Λ) of a subset Λ ⊆ Rd will be given rigourously later in
this chapter. The concept of a density D(Λ) of a subset Λ ⊆ Rd is important since
in some sense it measures how much the orthogonal set E(Λ) of exponentials, for a
domain D, is ”far away” from being a basis for L2(D). Indeed, this is a conclusion
from a result obtained by Landau in [9] which implies in particular that if E(Λ) is
an orthogonal set of exponentials (with a uniform normalizing factor) for a bounded
measurable set D such that E(Λ) is also a basis for L2(D) then D(Λ) ≥ |D|/(2pi)d.
This implies in particular that the above constructions cannot provide orthogonal
bases of exponentials for a given convex polytope P .
This leads us to the final result of this paper, obtained in Theorem 2.5, where we
show how to obtain infinite sets of orthogonal exponentials E(Λ) where Λ will have
a positive density. The construction will be given for a subset of polytopes which are
obtained by orthogonal projections of affine transformations of hypercubes, i.e., zono-
topes, but also the obtained set E(Λ) will be orthogonal with respect to a positive
weight function which results from the projections described above. It can be easily
proved that Landau’s necessary condition that D(Λ) ≥ |D|/(2pi)d also holds in case
where one considers orthogonal exponentials with respect to some weight function.
For this we give an explicit lower bound for the density D(Λ) of Λ, which depends on
each given zonotope P , where in case that this lower bound is greater than |P |/(2pi)d
then one would hope that the above construction will provide an orthogonal basis
E(Λ) of exponentials for L2(P ). However, the possibility of the existence of such a
construction, which will provide a basis, is not going to be addressed in this paper.
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Before formulating the main results we give basic definitions and notations that
will be used later on in the text.
Denote by Rd the d dimensional Euclidean space, by ei, 1 ≤ i ≤ d, the standard
coordinate unit vectors and by Cd = [−1, 1]d the unit cube in Rd. For a subset Λ ⊂ Rd
denote by E(Λ) = {ei〈λ,·〉 : λ ∈ Λ} its corresponding set of exponentials. The set Λ is
called a (full rank) lattice if it has the form
Λ =MZd = {(Me1)n1 + ... + (Med)nd : ni ∈ Z, 1 ≤ i ≤ d}
for some non degenerate matrix M ∈ Rd×d. The set Λ is said to be a lattice of rank
m, 1 ≤ m ≤ d, if it is contained in a subspace of Rd of dimension m and is a lattice
with respect to this subspace.
For the set Λ define the following quantities
D+(Λ) = lim
ρ→∞
sup
x∈Rd
|Λ ∩ (x+ Sρ)|
ρd
, D−(Λ) = lim
ρ→∞
inf
x∈Rd
|Λ ∩ (x+ Sρ)|
ρd
(1.2)
where Sρ = [0, ρ)
d. Then, if both D±(Λ) exist (i.e., the corresponding limits exist)
and D+(Λ) = D−(Λ) then the density of Λ is defined to be equal to D+(Λ) (or
D−(Λ)) and is denoted by D(Λ). In case where Λ is a lattice determined by the
matrix M then it can be easily proved that D(Λ) = 1/| detM |.
A convex polytope in Rd is defined to be the convex hull P of a finite set of
points in Rd such that P has a positive Lebesgue measure. A convex polytope P ⊂ Rd
is called simple if each of its vertices is connected to exactly d other vertices and is
called rational if each of its vertices has only rational components.
A convex polytope P ⊂ Rm is called a zonotope of dimension m ≥ 1 if it is the
orthogonal projection of a set of the form MCd on R
m where d − 1 ≥ m and where
M is a non degenerate d× d matrix.
For a convex polytope P we denote by FP the Fourier transform of the indicator
function of P , i.e.,
FP (ω) =
∫
P
e−i〈x,ω〉dx, ω ∈ Rd,
and denote by Z(FP ) the set of zeros of FP .
As was mentioned above, the set E(Λ) is a set of orthogonal exponentials for the
convex polytope P if condition (1.1) is satisfied for D = P . Observe that condition
(1.1) is satisfied for E(Λ) if and only if it is satisfied for E(Λ− λ) for any arbitrary λ
in Rd that we choose. Hence, we will all ways assume, without loss of generality, that
0¯ ∈ Λ. In terms of the Fourier transform observe that E(Λ) is a set of orthogonal
exponentials for P if and only if the following condition
Λ− Λ ⊆ Z(FP ) ∪ {0¯}
is satisfied. This condition will be used during the proofs of the main results. If Λ is
a lattice then Λ = Λ− Λ and hence this last condition reduces to the condition that
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Λ ⊆ Z(FP ) ∪ {0¯}.
For a convex polytope P in Rd and a subset Λ ⊂ Rd the set E(Λ) is said to be an
orthogonal set of exponentials for the polytope P with respect to a weight
function W if∫
P
ei〈λ,x〉ei〈λ′,x〉W (x)dx =
∫
P
ei〈λ−λ
′,x〉W (x)dx = 0, ∀λ, λ′ ∈ Λ, λ 6= λ′.
Before formulating and proving the main results we would like to add one last remark
which will be used during the text. If P and P ′ are two affinely equivalent convex
polytopes in Rd, i.e., there exist a non degenerate matrix M ∈ Rd×d and a vector
v ∈ Rd such that P ′ =MP + v, then P has an infinite set of orthogonal exponentials
if and only if the same is true for P ′. This can be easily observed from equation (1.1)
by making the change of variables x = M−1(y − v).
2 The Main Results
Theorems 2.1, 2.2 and 2.4 deal with the existence and construction of infinite sets of
orthogonal exponentials for convex polytopes without considering weight functions.
The first main result of this paper, Theorem 2.1, guarantees the existence of infinite
sets of orthogonal exponentials for simple, convex polytopes which are also rational:
Theorem 2.1. Every simple, convex and rational polytope P has an infinite set of
orthogonal exponentials.
In the proof of Theorem 2.1 we also give an explicit construction of the set Λ for
which E(Λ) is an infinite set of orthogonal exponentials for P .
The second main result of this paper, Theorem 2.2, guarantees the existence of an
infinite set of orthogonal exponentials for polytopes which are not necessarily simple
and with the requirement that only one component in the vertices of each polytope
P in consideration will be rational. However, this also comes with the additional
requirement that the edges of P must be ”in general position” in some sense that will
be rigourously defined below. The exact formulation of Theorem 2.2 is as follows.
Theorem 2.2. Let P be a convex polytope and assume that for some k, 1 ≤ k ≤ d,
the kth component in each vertex of P is rational and that non of the edges of P are
contained in a hyperplane of the form xk = c where c ∈ R. Then, P has an infinite
set of orthogonal exponentials.
Theorem 2.2 will be proved by showing that the Fourier transform FP , of the
indicator function of P , vanishes on Λ \ {0¯} where Λ is a lattice of rank one which
is contained on the kth axis. Then, as was explained in the introduction, this will
immediately imply that E(Λ) forms an infinite set of orthogonal exponentials for P .
Remark 2.3. As was explained in the introduction, if P and P ′ are two affinely equiv-
alent convex polytopes then P has an infinite set of orthogonal exponentials if and
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only if the same is true for P ′. Hence, Theorems 2.1 and 2.2 are actually true for a
broader family of convex polytopes which are affinely equivalent to the ones which
appear in their formulations. For example, every simple, convex polytope P whose
vertices lie on a full rank lattice Λ has an infinite set of orthogonal exponentials. In-
deed, obviously there exists an affine transformation which maps Λ to Zd and thus it
will map P to a polytope P ′ whose vertices lie on Zd. Since any linear transformation
preserves the convexity and simplicity properties of polytopes it follows that P ′ is
simple, convex and rational and thus has an infinite set of orthogonal exponentials
which implies that the same is true for P .
Theorem 2.2 guarantees that every polytope P , satisfying the conditions described
in the theorem, has an infinite set E(Λ) of orthogonal exponentials where Λ is a lattice.
In general, one would like to characterize the set of convex polytopes which have
infinite sets E(Λ) of orthogonal exponentials for some lattice Λ. While a complete
characterization of such polytopes is not obtained in this paper, we give a necessary
condition for the above property to hold for simple polytopes. The exact formulation
is given in Theorem 2.4 below.
Theorem 2.4. Let P be a simple, convex polytope with an infinite set E(Λ) of orthog-
onal exponentials and assume that Λ is a (not necessarily a full rank) lattice. Then,
for every ω0 in Λ \ {0¯} there exist two distinct vertices v and v′ of P and an integer
m such that 〈ω0, v − v′〉 = 2pim.
Geometrically, Theorem 2.4 implies that each point in Λ \ {0¯} must be contained
on a prescribed set of hyperplanes determined by the vertices of P . The necessary
condition in Theorem 2.4 does not take the rank of the lattice Λ into consideration
which suggests that this condition might not be sharp (i.e., not a sufficient condition).
It will be interesting to obtain a stronger version of Theorem 2.4 which involves the
rank of Λ as well (i.e., the higher the rank of Λ the more conditions are imposed in
the necessary condition).
Theorems 2.1 and 2.2 guarantee the existence of an infinite set of orthogonal
exponentials E(Λ) under some conditions on the polytopes in consideration. However,
if one also considers the density of Λ then unfortunately the constructions given in
these theorems all ways produce sets Λ of zero density. Indeed, in the proof of
Theorem 2.2 the set Λ being constructed is a lattice of rank one which obviously
has a zero density. The proof that the general construction presented in the proof of
Theorem 2.1 also produces sets Λ of zero density is more complicated and is given in
Proposition 4.1 in the Appendix.
Hence, our next aim is to try to find families Ω of polytopes for which one can
construct an infinite set of orthogonal exponentials E(Λ) where Λ has a positive
density and to try to estimate the density D(Λ) of Λ. In this paper we show how
to obtain such sets Λ for zonotopes where the set E(Λ) will be orthogonal with
respect to a weight function which depends on each zonotope in consideration. As
was mentioned in the introduction, for a positive integerm, a zonotope P of dimension
m is an orthogonal projection of a set of the form MCd on R
m where d− 1 ≥ m and
where M is a non degenerate d × d matrix. In order to guarantee the construction
of the set E(Λ) of orthogonal exponentials one has to assume non trivial conditions
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on the matrix M and hence the family Ω of polytopes, for which the construction of
the set E(Λ) of orthogonal exponentials can be applied, is strictly contained in the
set Ω′ of all zonotopes. However, since the construction can be applied whenever M
is rational and non degenerate it follows that Ω is dense in Ω′.
The exact formulation of the main result mentioned above is given in Theorem 2.5
below. Before formulating Theorem 2.5 we use the notation Hx1,...,xm, 1 ≤ m ≤ d− 1
for the d−m dimensional plane in Rd given as
Hx1,...,xm = {u ∈ Rd : u1 = x1, ..., um = xm}.
Theorem 2.5. Let d and m be positive integers such that m ≤ d− 1 and let M be a
nondegenerate matrix in Rd×d which satisfies the condition that there exist m linearly
independent vectors k¯1, ..., k¯m ∈ Zd \ {0¯} such that
〈k¯j,M−1ei〉 = 0, i = m+ 1, m+ 2, ..., d, j = 1, ..., m. (2.1)
Then, the orthogonal projection of MCd to R
m has an infinite set of orthogonal ex-
ponentials E(Λ), with respect to a weight function WM,m, where Λ is given by
Λ =
{
pi
(〈k¯,M−1e1〉, ..., 〈k¯,M−1em〉) : k¯ ∈ Zd, 〈k¯,M−1ei〉 = 0, i = m+ 1, m+ 2, ..., d}
and satisfies D(Λ) ≥ pi−d| detM |/| detU | where
U =


K
em+1M
...
edM

 and where K =

 k¯1...
k¯m

 ∈ Zm×d.
The weight function WM,m is given by
WM,m(x1, ..., xm) =
∫
MCd∩Hx1,...,xm
dxm+1dxm+2...dxd.
In Lemma 4.2 in the Appendix we give necessary and sufficient conditions on the
matrix M so that condition (2.1) is satisfied. In particular, Lemma 4.2 guarantees
that condition (2.1) is satisfied if M is rational and for the case where m = d − 1
then condition (2.1) is satisfied if and only if the last column of M−1 is proportional
to an integer vector.
3 The Proofs of the Main Results and Related Ex-
amples
The proofs of Theorems 2.1 and 2.4 are based on the following explicit formula (3.3)
which expresses the Fourier transform of the indicator function of a simple convex
polytope P via its vertices. Formula (3.3) is obtained by considering the result ob-
tained in [3, 10] for the calculation of the moments of a simple polytope P in Rd:∫
P
〈x, ω〉jdx = j!(−1)
d
(j + d)!
∑
v∈Vert(P )
〈v, ω〉j+dDv(z), j ∈ N ∪ {0}, (3.1)
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where
Dv(ω) =
| det(ξ1(v), ..., ξd(v))|
〈ξ1(v), ω〉...〈ξd(v), ω〉
and where ξ1(v), ..., ξd(v) are the edge vectors emanating from the vertex v (i.e., if
v1, ..., vd are the adjacent vertices to v then one can choose ξi(v) = vi−v, i = 1, ..., d).
Formula (3.1) is true for every ω in Rd for which the denominator of the function Dv,
for each vertex v, does not vanish. Hence, using formula (3.1), the Taylor expansion
of the exponential function x 7→ exp(x) for the function ω 7→ exp(−i〈·, ω〉) and using
also the following companion identities∑
v∈Vert(P )
〈v, ω〉jDv(ω) = 0, 0 ≤ j ≤ d− 1 (3.2)
(see [3, Eq. 3]) we have the following corollary.
Corollary 3.1. Let P be a simple convex polytope in Rd and let FP be the Fourier
transform of the indicator function of P . Then, for every point ω which is not or-
thogonal to any of the edges of P we have that
FP (ω) = i
−d ∑
v∈Vert(P )
Dv(ω)e
−i〈v,ω〉. (3.3)
Proof of Theorem 2.1: Let FP be the Fourier transform of the indicator function
of P . Using formula (3.3), for every point ω which is not orthogonal to any of the
edges of P we have
FP (ω) = i
−d ∑
v∈Vert(P )
Dv(ω)e
−i〈v,ω〉.
Since P is rational it follows that there exists a positive integer n such that every
vertex v in Vert(P ) can be written as
v =
(
mv1
n
, ...,
mvd
n
)
where mvi ∈ Z, 1 ≤ i ≤ d.
Hence, for every point ω of the form ω = 2pin(k1, ..., kd), where ki ∈ Z, 1 ≤ i ≤ d,
such that ω is not orthogonal to any of the edges of P , we have
FP (2pink1, ..., 2pinkd) = i
−d ∑
v∈Vert(P )
Dv(2pink1, ..., 2pinkd)e
−2pii(k1mv1+...+kdmvd)
= i−d
∑
v∈Vert(P )
Dv(2pink1, ..., 2pinkd) = 0 (3.4)
where in the last passage we used identity (3.2) for j = 0. Let us denote by H1, ..., HN
the set of hyperplanes, which pass through the origin in Rd, on which the denominators
of the functions Dv = Dv(ω) (v ∈ Vert(P )) vanish and let us define the following
lattice
L = {(2pink1, ..., 2pinkd) : ki ∈ Z, 1 ≤ i ≤ d} = 2pin · Zd.
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Figure 1: An illustration of the construction of the set Λ for the convex polygon in
the plane with vertices (±1, 0), (±2, 1). In this case the lattice L consists of the blue
points, N = 3 and the lines H1, H2 and H3 are given respectively by ω1 = 0, ω1−ω2 =
0, ω1 + ω2 = 0. Observe that each time we choose a point p from L we have to omit
all the points in L which are contained on the lines which are parallel to H1, H2 and
H3 and pass through p (except of course the point p).
Then, from equation (3.4) it follows that
L \ (H1 ∪ ... ∪HN) ⊆ Z(Fp). (3.5)
Now, let us construct the set E(Λ) of orthogonal exponentials for P . Let us assume,
without loss of generality, that 0¯ ∈ Λ. Then, from equation (3.5) it follows that if we
can find an infinite subset Λ such that 0¯ ∈ Λ and Λ satisfies the condition that
Λ− Λ ⊂ [L \ (H1 ∪ ... ∪HN)] ∪ {0¯} ⊆ Z(Fp) ∪ {0¯} (3.6)
then E(Λ) will be an infinite set of orthogonal exponentials for P . Let us write
Λ = {0¯, x1, x2, ...} where our aim is to construct the points xi ∈ Λ, i ≥ 1 such that
condition (3.6) is satisfied. Since 0¯ ∈ Λ the point x1 must be chosen from the set
Λ1 = L \ (H1 ∪ ... ∪HN).
Observe that the set Λ1 must be infinite since L is a lattice and then we omit only a
finite set of hyperplanes. Hence, there exists a point x1 ∈ Λ1. Next, since 0¯ and x1
are in L then in order for condition (3.6) to be satisfied the point x2 must be chosen
from the set
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Λ2 = Λ1 \ ((x1 +H1) ∪ ... ∪ (x1 +HN))
= L \ (H1 ∪ ... ∪HN ∪ (x1 +H1) ∪ ... ∪ (x1 +HN)).
Again, since we omit only a finite set of hyperplanes from L it follows that Λ2 must
be infinite and thus there exists a point x2 ∈ Λ2. Continuing in this way we can
construct the whole set Λ. This proves Theorem 2.1.
Proof of Theorem 2.2: Before proving Theorem 2.2 let us introduce some
notation. For a d dimensional polytope P we denote by Face(P ) the set of all
its facets (i.e., the faces of P of dimension d − 1). For 1 ≤ k ≤ d denote by x⊥k the
complementary space to the space spanned by ek and denote by Projk the orthogonal
projection on the kth axis, i.e., Projk(x1, ..., xd) = xk. For a set of k indices 1 ≤ i1 <
... < ik ≤ d denote by Proj⊥i1,...,ik the orthogonal projection to the complementary
space X⊥ of X where X is the linear space spanned by ei1 , ..., eik , i.e.,
Proj⊥i1,...,ik(x1, ..., xd) = (x1, ..., xi1−1, xi1+1, ..., xi2−1, xi2+1, ......., xik+1, ..., xd).
Define dxˆi1,...,ik to be the infinitesimal volume measure obtained from dxi, 1 ≤ i ≤ d,
where the terms dxi1 , ..., dxik are omitted, i.e.,
dxˆi1,...,ik = dx1...dxi1−1dxi1+1...dxi2−1dxi2+1......dxik+1...dxd.
Lastly, observe that there exists a unique exterior unit normal nˆ for each point p which
is contained in the relative interior of a facet F of a convex polytope P . This normal
nˆ does not change if one varies the point p in the relative interior of F and hence nˆ
depends only on F and thus we can denote it by ν(F). We denote by ν1(F),...,νd(F)
its components. With this notation we are ready to prove Theorem 2.2.
Let us assume, without loss of generality, that k = 1. We can further assume
that the first component of each vertex of P is an integer. Indeed, if N is a common
denominator of all the rational first components in all the vertices of P then the affine
transformation ϕ : x 7→ Nx will map the convex polytope P to a convex polytope P ′
whose vertices have the property that their first component is an integer. Now, we
can use the fact that the property of having an infinite set of orthogonal exponentials
is invariant with respect to affine transformations and that the property that non of
the edges of P are contained in a hyperplane of the form x1 = c is preserved under
the map ϕ. Also, observe that the assumption on the edges of P is equivalent to the
assumption that non of the faces of P of dimension greater or equal to 1 are contained
in a hyperplane of the form x1 = c.
From the divergence formula we have, for ω1 6= 0, that∫
P
e−i〈ω,x〉dx = − 1
iω1
∑
F∈Face(P )
ν1(F)
∫
F
e−i〈ω,x〉dF(x) (3.7)
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where dF is the standard infinitesimal volume measure on F. Let FP denote the
Fourier transform of the indicator function of P . Then, assuming that ω2 = ... =
ωd = 0 and using formula (3.7) we have
FP (ω1, 0..., 0) =
∫
P
e−ix1ω1dx = − 1
iω1
∑
F∈Face(P )
ν1(F)
∫
F
e−ix1ω1dF(x). (3.8)
Since, by assumption, non of the facets of P are contained in a hyperplane of the form
x1 = c it follows that for each facet F there exists an integer k = kF, 2 ≤ k ≤ d, such
that νkF(F) 6= 0. Hence, F can be parameterized by x1, ..., xkF−1, xkF+1, ..., xd and
the infinitesimal volume measure dF of F is given in these coordinates by dF(x) =
dxˆkF/|νkF(F)|. Thus, from equation (3.8) we have
FP (ω1, 0..., 0) = − 1
iω1
∑
F∈Face(P )
ν1(F)
|νkF(F)|
∫
Proj⊥k
F
(F)
e−ix1ω1dxˆkF. (3.9)
Using the divergence formula again on the right hand side of equation (3.9) we have
FP (ω1, 0..., 0) =
(
− 1
iω1
)2 ∑
F∈Face(P )
∑
F′∈Face(Proj⊥k
F
(F))
ν1(F)ν1(F
′)
|νkF(F)|
∫
F′
e−ix1ω1dF′(x).
(3.10)
Now, observe that by our main assumption it follows that none of the subfaces, of
each face F, are contained in a hyperplane of the form x1 = c and thus the same is
true for its projection on the subspace x⊥kF. That is, non of the subfaces F
′ of the
projection of F to x⊥kF are contained in a hyperplane of the form Π : x1 = c where now
we think of Π as a hyperplane in the subspace x⊥kF. Hence, for each such subface F
′,
which is also a facet of the projection of F, there exists an integer kF′ , 2 ≤ kF′ ≤ d,
such that νk
F′
(F′) 6= 0 (where now we think of ν(F′) as the normal of the projection
of F at F′ in the subspace x⊥kF). Hence, exactly as was explained before we obtain
from equation (3.10) that
FP (ω1, 0..., 0) =
(
− 1
iω1
)2 ∑
F∈Face(P )
∑
F′∈Face(Proj⊥k
F
(F))
ν1(F)ν1(F
′)
|νkF(F)||νkF′ (F′)|
×
∫
Proj⊥k
F
,k
F′
(F′)
e−ix1ω1dxˆkF,kF′ .
Continuing in this way we can obtain that
FP (ω1, 0..., 0)
=
(
− 1
iω1
)d−1 ∑
F∈Face(P )
∑
F′∈Face(Proj⊥k
F
(F))
......
∑
F(d−2)∈Face(Proj⊥k
F
,k
F′
,...,k
F
(d−3)
(F(d−3)))
ν1(F)ν1(F
′)...ν1(F(d−2))
|νkF(F)||νkF′ (F′)|...|νkF(d−2) (F(d−2))|
∫
Proj⊥k
F
,k
F′
,...,k
F
(d−2)
(F(d−2))
e−ix1ω1dxˆkF,kF′ ,...,kF(d−2) .
(3.11)
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Observe that for each chain of subfaces F(d−2) ⊂ F(d−3) ⊂ ... ⊂ F′ ⊂ F we have
that all the indices kF, ..., kF(d−2) are different (since each time we choose a different
projection). Hence, it follows that dxˆkF,kF′ ,...,kF(d−2) = dx1 and that the function
x 7→ Proj⊥kF,kF′ ,...,kF(d−2)(x), x ∈ R
d
coincides with the orthogonal projection on the x1 axis. Since a projection of a
connected set is connected it follows that the integration in the right hand side of
equation (3.11) must be on a segment on the x1 axis with, say, left endpoint xF(d−2)
and right endpoint yF(d−2) which depend on each face F
(d−2). Also, these end points
must be different since otherwise it would have followed that F(d−2) is contained in a
hyperplane of the form x1 = c. However, this is impossible since by our construction
non of the faces which appear in the index set of the sums in the right hand side of
equation (3.11) are contained on such a plane. Hence, we obtain that each integral
in the right hand side of equation (3.11) is given by∫
Proj⊥k
F
,k
F′
,...,k
F
(d−2)
(Fd−2)
e−ix1ω1dxˆkF,kF′ ,...,kF(d−2) =
∫
Proj1(F
(d−2))
e−x1ω1dx1
=
∫ y
F
(d−2)
x
F
(d−2)
e−ix1ω1dx1 =
e−iω1yF(d−2) − e−iω1xF(d−2)
−iω1 .
Observe that the end points xF(d−2) and yF(d−2) must be integers from our assumption
that the first component of each vertex of P is an integer and the fact that the set of
vertices of an orthogonal projection of a polytope is contained in the set of projections
of the vertices of this polytope. Hence, it follows that FP (2pik, 0, ..., 0) = 0 for every
k ∈ Z \ {0} which implies that Z(FP ) ∪ {0¯} contains a lattice of rank one. Thus, P
has an infinite set of orthogonal exponentials.
Proof of Theorem 2.4: First, observe that for a given lattice Λ the fact that
the simple, convex polytope P has the infinite set E(Λ) of orthogonal exponentials is
equivalent to the fact that the Fourier transform FP , of the indicator function of P ,
vanishes on Λ \ {0¯}. Now, for a given point ω0 in Λ \ {0¯} let us distinguish between
the following two cases.
If ω0 is orthogonal to one of the edges of P , or equivalently the denominator in
one of the functions Dv, v ∈ Vert(P ) vanishes, then there exist two different vertices
v, v′ of P such that 〈v − v′, ω0〉 = 0 and hence Theorem 2.4 follows for m = 0.
Hence, let us assume that ω0 is not orthogonal to any of the edges of P . Observe
that if ω0 ∈ Λ\{0} then rω0 ∈ Λ\{0} for every r ∈ Z\{0}. Hence, since FP vanishes
on Λ \ {0} it follows that it vanishes on rω0, r ∈ Z \ {0}. Also, the function Dv is
homogenous of degree −d. Thus, from equation (3.3) it follows that∑
v∈Vert(P )
Dv(ω0)e
−ir〈v,ω0〉 = 0, r ∈ Z \ {0}. (3.12)
Observe that by using identity (3.2) for j = 0 it follows that equation (3.12) is also
true for r = 0. Hence, if v1, ..., vn are the vertices of P then using equation (3.12) for
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r = 0, ..., n− 1 we obtain the following Vandermonde’s type system of equations

1 1 ... 1
e−i〈v1,ω0〉 e−i〈v2,ω0〉 ... e−i〈vn,ω0〉
...............
e−i(n−1)〈v1,ω0〉 e−i(n−1)〈v2,ω0〉 ... e−i(n−1)〈vn ,ω0〉




Dv1(ω0)
Dv2(ω0)
...
Dvn(ω0)

 =


0
0
...
0

 .
(3.13)
Observe that non of the terms Dvi(ω0), 1 ≤ i ≤ n can vanish. Indeed, otherwise we
would have that det(u1−vi, ..., ud−vi) = 0 where v is adjacent to the vertices u1, ..., ud
which would imply that v is contained in the hyperplane spanned by u1, ..., ud and
hence it cannot be a vertex of P . Hence the determinant of the matrix in the left
hand side of equation (3.13) must vanish, i.e., there exist integers k, k′ which satisfy
1 ≤ k, k′ ≤ n, k 6= k′ such that exp(−i〈ω0, vk〉) = exp(−i〈ω0, vk′〉). This is equivalent
to the condition that 〈ω0, vk − vk′〉 = 2pim for some integer m. This proves Theorem
2.4.
Proof of Theorem 2.5: During the proof we will use the notation ProjRm to
denote the orthogonal projection from Rd to Rm.
Observe that S = {eipi〈·,k¯〉 : k ∈ Zd} is a set of orthogonal exponentials for the unit
cube Cd. Hence, for every non degenerate matrix M ∈ Rd×d and a point k¯ ∈ Zd \ {0¯}
we have
0 =
∫
Cd
eipi〈x,k¯〉dx =
1
| detM |
∫
MCd
eipi〈M
−1x,k¯〉dx =
1
| detM |
∫
MCd
eipi〈x,(M
−1)T k¯〉dx.
(3.14)
Let m be an integer satisfying 1 ≤ m ≤ d − 1 and let us define the following subset
Γ = Γ(M,m) of Zd \ {0¯}:
Γ(M,m) = {k¯ ∈ Zd \ {0¯} : 〈(M−1)T k¯, ei〉 = 0, i = m+ 1, m+ 2, ..., d}.
Hence, from equation (3.14) we obtain that for every k¯ in Γ(M,m) we have
0 =
∫
MCd
eipi[〈(M
−1)T k¯,e1〉x1+...+〈(M−1)T k¯,em〉xm]dx
=
∫
ProjRm(MCd)
eipi[〈(M
−1)T k¯,e1〉x1+...+〈(M−1)T k¯,em〉xm]
×
[∫
MCd∩Hx1,...,xm
dxm+1dxm+2...dxd
]
dx1...dxm.
Hence, if we define the weight function
WM,m(x1, ..., xm) =
∫
MCd∩Hx1,...,xm
dxm+1dxm+2...dxd
then ∫
ProjRm (MCd)
eipi[〈(M
−1)T k¯,e1〉x1+...+〈(M−1)T k¯,em〉xm] (3.15)
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×WM,m(x1, ..., xm)dx1...dxm = 0, k¯ ∈ Γ(M,m).
Now, let us define the set Λ as follows
Λ = {0¯} ∪ {pi (〈k¯,M−1e1〉, ..., 〈k¯,M−1em〉) : k¯ ∈ Γ(M,m)}
=
{
pi
(〈k¯,M−1e1〉, ..., 〈k¯,M−1em〉) : k¯ ∈ Zd, 〈k¯,M−1ei〉 = 0, i = m+ 1, m+ 2, ..., d} .
Then, from equation (3.15) it follows that∫
ProjRm(MCd)
ei〈λ,x
∗〉WM,m(x∗)dx∗ = 0, x∗ = (x1, ..., xm)
for every λ ∈ Λ\{0¯}. Also, it can be easily observed that Λ = Λ−Λ. Thus, it follows
that E(Λ) is a set of orthogonal exponentials for the orthogonal projection of MCd
on Rm with respect to the positive weight function WM,m. It is only left to show that
the density of Λ is greater than or equal to pi−d| detM |/| detU |. By our assumption
we can find m linearly independent vectors k¯1, ..., k¯m in Z
d \ {0¯} such that
〈k¯j,M−1ei〉 = 0, i = m+ 1, m+ 2, ..., d, j = 1, ..., m. (3.16)
Observe also that each linear combination of k¯1, ..., k¯m in Z will produce a vector in
Zd which satisfy the last system. Hence, we have that piΛ′ ⊂ Λ where
Λ′ =
{
α1
(〈k¯1,M−1e1〉, ..., 〈k¯1,M−1em〉)
+...+ αm
(〈k¯m,M−1e1〉, ..., 〈k¯m,M−1em〉) : α1, ..., αm ∈ Z} .
Now, the vectors
σi =
(〈k¯i,M−1e1〉, ..., 〈k¯i,M−1em〉) , i = 1, ..., m
are linearly independent. Indeed, otherwise there exist m real numbers β1, ..., βm, not
all zero, such that
0¯ = β1σ1 + ...+ βmσm
= β1
(〈k¯1,M−1e1〉, ..., 〈k¯1,M−1em〉)+ ...+ βm (〈k¯m,M−1e1〉, ..., 〈k¯m,M−1em〉)
=
(〈β1k¯1 + ... + βmk¯m,M−1e1〉, ..., 〈β1k¯1 + ... + βmk¯m,M−1em〉) .
Since the vectors k¯i, i = 1, ..., m satisfy the system (3.16) it follows that the vector
k¯0 = β1k¯1 + ... + βmk¯m will satisfy the system 〈k¯0,M−1ei〉, i = 1, ..., d. But, since
M is nondegenerate it follows that k¯0 = 0 which implies that k¯1, ..., k¯m are linearly
dependent which is a contradiction. Hence, Λ′ is a full rank lattice and thus has a
positive density which is given by D(Λ′) = 1/| detA| where
A =


〈k¯1,M−1e1〉 〈k¯1,M−1e2〉 ... 〈k¯1,M−1em〉
〈k¯2,M−1e1〉 〈k¯2,M−1e2〉 ... 〈k¯2,M−1em〉
..........
〈k¯m,M−1e1〉 〈k¯m,M−1e2〉 ... 〈k¯m,M−1em〉

 .
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In order to calculate the determinant of A observe that
(
A 0¯m,d−m
0¯d−m,m Id−m,d−m
)
=


K
em+1M
...
edM

M−1 = UM−1
and thus detA = detU/ detM . Hence, since piΛ′ ⊆ Λ the theorem follows. 
In general, an explicit computation of the weight function WM,m is nontrivial.
However, in case where M is orthogonal and m = 1 or m = d− 1 then WM,m can be
computed as follows. For m = 1, WM,m can be rewritten as
WM,m(x1) = |MCd ∩Hx1| = |Cd ∩MTHx1| =
∫
Cd∩MTHx1
dSx
where dSx is the standard infinitesimal volume measure on the hyperplane H
x1
M :=
MTHx1. For H
x1
M we have the following
Hx1M =
{
u ∈ Rd :
〈
u,
MT e1
|MT e1|
〉
=
x1
|MT e1|
}
=
{
u ∈ Rd : 〈u,MT e1〉 = x1}
algebraic presentation where in the last passage we used the fact thatM is orthogonal
and hence |MT e1| = 1. Thus, we can write
WM,m(x1) = (Rf)
(
MT e1, x1
)
where f is the characteristic function of the unit cube Cd and (Rf)(ω, t) =
∫
〈ω,x〉=t f(x)dSx
is the Radon transform of f ((ω, t) ∈ Sd−1×R). Hence, using the Fourier-slice theorem
F [f ](u) = Ft [(Rf) (u/|u|, ·)] (|u|),
where F [f ] is the Fourier transform of f and Ft is the Fourier transform, with re-
spect to the last variable t, of Rf , and using the well known formula for the Fourier
transform of the unit cube we obtain that
W (x1) =
∫ ∞
−∞
(
d∏
k=1
sin
(
2piλ〈MT e1, ek〉
)
piλ〈MT e1, ek〉
)
e2piiλx1dλ.
In case where m = d − 1 then again by using the assumption that M is orthogonal
we have
WM,m(x1, ..., xd−1) =
∫
Cd∩MTHx1,...,xd−1
dl
where dl is the infinitesimal length measure of the line
l = MTHx1,...,xd−1 = {u+ vt : t ∈ R}, where u =MT


x1
...
xd−1
0

 , v = MT ed.
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For the computation ofWM,m first observe that we can assume that non of the compo-
nents of the direction vector v are equal to zero since otherwise let us assume, without
loss of generality, that vm, vm+1, ..., vd = 0, 2 ≤ m ≤ d. Then, our problem is reduced
to finding the volume of the intersection of the line l with the unit cube Cm−1 where
we think of both l and Cm−1 as subsets of the plane H = Rm−1×{(um, um+1, ..., ud)}
and where now non of the components of the direction vector of l in H are equal to
zero.
Assuming that the intersection of the line l with the interior of Cd is nonempty it
follows that there exists a real number s such that u + sv is in the interior of Cd. A
number s which satisfies the last condition can be found by solving the inequalities
ui+svi > −1, ui+svi < 1, i = 1, ..., d. Hence, since the line l can be also parameterized
by u+sv+tv, t ∈ R we can assume, without loss of generality, that u is in the interior
of Cd. Also, since M is orthogonal it follows that |v| = 1.
Since non of the components of the direction vector v of l are equal to zero it
follows that l intersects the boundary of Cd at exactly two points P1 and P2 which
are obtained as the images l(t′) and l(t′′) of some two values t′ and t′′ of t. Hence,
the length of the segment Cd ∩ l is equal to
|P1 − P2| = |l(t′)− l(t′′)| = |(u+ t′v)− (u+ t′′)v| = |(t′ − t′′)v| = |t′ − t′′|.
Hence, all is left is to find the corresponding values t′ and t′′ of t. First, observe that t′
and t′′ must have opposite signs since u is strictly inside Cd and thus we can assume,
without loss of generality, that t′ is positive and t′′ is negative. Observe also that if
l intersects the boundary of Cd then it must intersect at least two of the following
hyperplanes xi = ±1, 1 ≤ i ≤ d. The intersections of l with these hyperplanes occur
respectively when t receives the values
t = (1− ui)/vi, t = −(1 + ui)/vi, 1 ≤ i ≤ d.
Hence, the value of t′ will be the smallest value of the positive terms from these values
of t. Indeed, for values of t in (0, t′) the segment l(t), 0 ≤ t < t′ does not intersect
any of the hyperplanes xi = ±1, 1 ≤ i ≤ d and hence it is inside Cd. Thus, at t = t′
it must be still inside Cd but also on some of the above hyperplanes and thus on the
boundary of Cd. In the same way we can prove that t
′′ is the greatest value of the
negative terms of these values. Explicitly, t′ and t′′ are given by
t′ = 1/max
{
vi
1− ui ,−
vi
1 + ui
, 1 ≤ i ≤ d
}
, t′′ = 1/min
{
vi
1− ui ,−
vi
1 + ui
, 1 ≤ i ≤ d
}
.
Example 3.2. Let us choose d = 3, m = 2 and the following orthogonal matrix
M =
1√
q2 + 2p2

 q/
√
2 q/
√
2
√
2p
−
√
q2 + 2p2/
√
2
√
q2 + 2p2/
√
2 0
−p −p q


where p and q are co-prime positive integers. Since the first column of M−1 = MT
is proportional to an integer vector it follows from Lemma 4.2 that there exist two
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linearly independent integer vectors k¯1, k¯2 satisfying 〈k¯i,M−1e3〉 = 0, i = 1, 2. Hence,
the set E(Λ) of orthogonal exponentials (with respect to a weight function W to be
computed) for the orthogonal projection of MC3 on R
2, which was constructed in
Theorem 2.5, will have a positive density. In this particular example we can calculate
the set Λ explicitly
Λ =
{
pi
(〈k¯,M−1e1〉, 〈k¯,M−1e2〉) : k¯ ∈ Z3, 〈k¯,M−1e3〉 = 0}
=
{
pi
(
(k1 + k2)q + 2k3p√
2
√
q2 + 2p2
,− 1√
2
(k1 − k2)
)
: k¯ ∈ Z3, (k1 + k2)p− k3q = 0
}
=
{
pi
(√
q2 + 2p2m√
2
,− 1√
2
(2n−mq)
)
: (n,m) ∈ Z2
}
and obtain that, since Λ is a lattice, its density is given by D(Λ) = pi−2/
√
q2 + 2p2.
The orthogonal projection of MC3 on R
2 can be easily verified to be equal to P ′p,q =√
2Pp,q where Pp,q is the following hexagon
Pp,q = Conv
{
±
(
p+ q√
q2 + 2p2
, 0
)
,±
(
p√
q2 + 2p2
, 1
)
,±
(
p√
q2 + 2p2
,−1
)}
.
For the computation of the weight function W we need to compute the length of the
intersection of the line
MTHx1,x2 =
1√
2
√
q2 + 2p2

 qx1 −
√
q2 + 2p2x2
qx1 +
√
q2 + 2p2x2
2px1


︸ ︷︷ ︸
u
+
1√
q2 + 2p2

 −p−p
q


︸ ︷︷ ︸
v
t, t ∈ R.
(3.17)
with C3. We need to find a real number s = s(x1, x2) such that |ui+svi| < 1, i = 1, 2, 3.
Then, as was explained above, W is given by
W (x1, x2) = |t′(x1, x2)− t′′(x1, x2)|
where
t′(x1, x2) =
1
max
{
v1
1−u1−sv1 ,
v2
1−u2−sv2 ,
v3
1−u3−sv3 ,− v11+u1+sv1 ,− v21+u2+sv2 ,− v31+u3+sv3
} ,
t′′(x1, x2) =
1
min
{
v1
1−u1−sv1 ,
v2
1−u2−sv2 ,
v3
1−u3−sv3 ,− v11+u1+sv1 ,− v21+u2+sv2 ,− v31+u3+sv3
} ,
and where
u1 =
qx1 −
√
q2 + 2p2x2√
2
√
q2 + 2p2
, u2 =
qx1 +
√
q2 + 2p2x2√
2
√
q2 + 2p2
, u3 =
2px1√
2
√
q2 + 2p2
,
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v1 = v2 = − p√
q2 + 2p2
, v3 =
q√
q2 + 2p2
.
The computation of s(x1, x2) is straightforward but rather technical. Without going
into details one can choose s(x1, x2) as follows: if we denote for abbreviation ∆ =√
q2 + 2p2 then
s(x1, x2) =


qx1√
2p
, if ± (2p2−q2)x1√
2△ +
q|x2|√
2
≥ q − p,
√
2px1
q
, if ± (2p2−q2)x1√
2△ −
q|x2|√
2
≥ p− q,
△
2p
− △
2q
− △|x2|
2
√
2p
+ △
2x1
2
√
2pq
, if (2p
2−q2)x1√
2△ ±
q|x2|√
2
≥ ±(q − p),
−△
2p
+ △
2q
+ △|x2|
2
√
2p
+ △
2x1
2
√
2pq
, if (q
2−2p2)x1√
2△ ±
q|x2|√
2
≥ ±(q − p).
Example 3.3. For a more general example in higher dimensions let d,m, 1 ≤ m ≤
d − 1, be two positive integers, let x1, ..., xd be d distinct real numbers such that
xm+1, xm+2, ..., xd are rational and let M be the d×d matrix such that (M−1)T is the
following Vandermonde’s type matrix
(M−1)T =

 1 x1 ... xd−11......
1 xd ... x
d−1
d

 .
In order to use Theorem 2.5 for the matrixM we need to find m linearly independent
integer vectors k¯i, i = 1, ..., m such that 〈(M−1)T k¯i, ej〉 = 0, 1 ≤ i ≤ m,m+1 ≤ j ≤ d,
or more explicitly the following matrix equation

1 x1 ... x
d−1
1
......
1 xm ... x
d−1
m
1 xm+1 ... x
d−1
m+1
......
1 xd ... x
d−1
d




ki,1
...
ki,m
ki,m+1
...
ki,d


︸ ︷︷ ︸
k¯i
=


∗
...
∗
0
...
0

 (3.18)
should be satisfied for i = 1, ..., m. Let
p(x) = (x− xm+1)(x− xm+2)...(x− xd) = xd−m + cd−m−1xd−m−1 + ... + c0
be the unique monic polynomial with the roots xm+1, xm+2, ..., xd. Observe that since
xm+1, xm+2, ..., xd are rational then all the coefficients c0, ..., cd−m−1 of p are also ra-
tional. From the definition of the polynomial p it is clear that if we choose
k¯i =

 0, ..., 0︸ ︷︷ ︸
i−1 times
, c0, ..., cd−m−1, 1, 0, ..., 0︸ ︷︷ ︸
m−i times

T
then the system (3.18) will be satisfied. It can be easily seen that with this choice
the vectors k¯i, 1 ≤ i ≤ m are linearly independent and while they will be rational
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we can just multiply each of them by the common denominator of all their rational
components in order to convert them to integer vectors. Finally, we can use k¯i, 1 ≤
i ≤ m to build an infinite set of orthogonal exponentials with a positive density since,
as was shown in the proof of Theorem 2.5, the set
piΛ′ =
{
α1pi
(〈k¯1,M−1e1〉, ..., 〈k¯1,M−1em〉)
+...+ αmpi
(〈k¯m,M−1e1〉, ..., 〈k¯m,M−1em〉) : α1, ..., αm ∈ Z}
will have a positive density and E(piΛ′) will be a set of orthogonal exponentials for
the orthogonal projection of MCd on R
m.
For example, let us choose d = 5, m = 3, x1 = 0, x2 = 1, x3 = −1, x4 = 2, x5 = −2
and the matrix M such that
(M−1)T =


1 0 0 0 0
1 1 1 1 1
1 −1 1 −1 1
1 2 4 8 16
1 −2 4 −8 16

 .
The polynomial p in this case is given by p(x) = (x − 2)(x + 2) = x2 − 4 which
produces the following vectors
k¯1 =


−4
0
1
0
0

 , k¯2 =


0
−4
0
1
0

 , k¯3 =


0
0
−4
0
1

 .
Hence, E(piΛ′) will be a set of orthogonal exponentials for the orthogonal projection
of MC5 on R
3 where
Λ′ = {α1(4, 3, 3) + α2(0, 3,−3) + α3(0, 3, 3) : α1, α2, α3 ∈ Z}.
Now, we are left with computing the orthogonal projection of MC5 on R
3. By a
direct compuation we have that
M =


1 0 −5/4 0 1/4
0 2/3 2/3 −1/6 −1/6
0 −2/3 2/3 1/6 −1/6
0 −1/12 −1/24 1/12 1/24
0 1/12 −1/24 −1/12 1/24

 .
Hence, using the factorization C5 = [−e1, e1] + ... + [−e5, e5] of the unit cube we
have that
P = ProjR3(MC5) = ProjR3(M([−e1, e1] + ... + [−e5, e5]))
= ProjR3([−Me1,Me1] + ... + [−Me5,Me5])
= ProjR3([−Me1,Me1]) + ...+ProjR3([−Me5,Me5])
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Figure 2
0
00
X
Y
= [−ProjR3(Me1),ProjR3(Me1)] + ... + [−ProjR3(Me5),ProjR3(Me5)]
= [−(1, 0, 0), (1, 0, 0)] + [− (0, 2/3,−2/3) , (0, 2/3,−2/3)]
+ [− (−5/4, 2/3, 2/3) , (−5/4, 2/3, 2/3)] + [− (0,−1/6, 1/6) , (0,−1/6, 1/6)]
+ [− (1/4,−1/6,−1/6) , (1/4,−1/6,−1/6)]
= Conv
{
±
(
1
2
,−5
3
, 0
)
,±
(
−5
2
, 0,
5
3
)
,±
(
−2,−1
3
,
4
3
)
,
±
(
1
2
, 0,−5
3
)
,±
(
−5
2
,
5
3
, 0
)
,±
(
−2, 4
3
,−1
3
)}
(see Figure 2 for the polytope P ).
4 Appendix
Proposition 4.1. Let P be a simple, convex and rational polytope. Let E(Λ) be any
infinite set of orthogonal exponentials produced by the construction used in the proof
of Theorem 2.1. Then, if the density of Λ exists then it must be zero.
Proof. In order to make the proof more transparent we will assume for simplicity
that d = 2. The proof in higher dimensions is similar. Also, observe that from the
construction of the set Λ, given in the proof of Theorem 2.1, it all ways follows that
Λ ⊆ 2piZ2. The reader should take note that we will implicitly be using this fact
during the proof of Proposition 4.1.
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Observe that we can assume that all the vertices of P belong to Z2. Indeed, if N
is a common denominator for all the rational components in all the vertices of P then
the affine transformation x 7→ Nx will map P to a polytope P ′ whose vertices are all
in Z2. Hence, if Λ is the set constructed for the polytope P , by using the method in
the proof of Theorem 2.1, and Λ′ is the corresponding set constructed for P ′, using
the exact same construction, then D(Λ′) = N2D(Λ). Hence, the density of Λ is zero
if and only if the same is true for Λ′.
Thus, we can assume that the lattice L, given as in the proof of Theorem 2.1, is
equal to 2piZ2.
Now, assume by contradiction that Λ has a positive density. Then, by the defini-
tion of the density D(Λ) we have in particular that
D(Λ) = lim
ρ→∞
inf
x∈R2
|Λ ∩ (x+ Sρ)|
ρ2
= C > 0
where Sρ = [0, ρ) × [0, ρ). Hence, there exists a positive real number ρ0 such that
for every ρ ≥ ρ0 and x ∈ R2 we have |Λ ∩ (x + Sρ)| > 0. Let N be an integer
which is greater or equal to ρ0. Then, it follows that for every x in R
2 the set
Λ ∩ (x + S2piN) is nonempty. In particular, for every (n,m) ∈ Z2 the set Bn,m =
Λ∩((2pinN, 2pimN)+S2piN ) is nonempty. Hence, there exists a point pn,m ∈ Bn,m and
from the definition of Bn,m the point pn,m has the form pn,m = (2pinN, 2pimN) + vn,m
where vn,m ∈ S2piN ∩ 2piZ2. Since Bn,m ⊂ Λ it follows that pn,m ∈ Λ for every
(n,m) ∈ Z2.
Now, let us recall that in the construction of Λ, which was used in the proof of
Theorem 2.1, for each point p we chose in 2piZ2 we had to omit (except for p) all the
points in 2piZ2 which are on the lines which are orthogonal to any of the edges of the
polytope P and which pass through p. Observe that since all of the vertices of P
have integer components then it follows that each line l, which is orthogonal to one
of the edges of P and which passes through p, has a parametrization of the form
l = p+ (2piu, 2piv)t, t ∈ R
where u and v are integers. Let us take some integers u and v such that the vector
(u, v) is orthogonal to one of the edges of P and observe that since (u, v) 6= (0, 0) we
can assume, without loss of generality, that v 6= 0.
Hence, it follows that for each point pn,m, as was constructed above, we have to
omit the line ln,m := pn,m + (2piu, 2piv)t, t ∈ R from 2piZ2 (except for the point pn,m).
Our aim now is to use this fact in order to obtain a contradiction, i.e, we will show
that it cannot be that all the points pn,m, (n,m) ∈ Z2 are in Λ if for each point pn,m
we omit the line ln,m (except for the point pn,m) from 2piZ
2.
For this, let us fix an integer m and let us consider the set Ωm ⊆ 2piZ2 which is
omitted after choosing the points pn,m, n ∈ Z and then omitting the corresponding
lines ln,m, n ∈ Z from 2piZ2 (except for the points pn,m). We claim that Ωm has a
positive density. Indeed, by the construction of the points pn,m it follows that Ωm is
given by
Ωm = {pn,m + k(2piu, 2piv) : n ∈ Z, k ∈ Z \ {0}}
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= {(2pinN, 2pimN) + k(2piu, 2piv) + vn,m : n ∈ Z, k ∈ Z \ {0}}. (4.1)
First, observe that in the set which defines Ωm, in the right hand side of equation
(4.1), there are no repeated points. That is, if (n, k), (n′, k′) ∈ Z × (Z \ {0}) and
(n, k) 6= (n′, k′) then
(2pinN, 2pimN)+ k(2piu, 2piv)+ vn,m 6= (2pin′N, 2pimN)+ k′(2piu, 2piv)+ vn′,m. (4.2)
Indeed, first observe that for every two different points (a, b), (a′, b′) ∈ Z2, (a, b) 6=
(a′, b′) we have that pa,b 6= pa′,b′ since otherwise we will have
(2piaN, 2pibN) + va,b = (2pia
′N, 2pib′N) + va′,b′ .
But, since va,b, va′,b′ ∈ 2piZ2 ∩ S2piN , we will have that
(2pi(a−a′)N, 2pi(b−b′)N) = va′,b′−va,b ∈ S2piN−S2piN ⊆ (−2piN, 2piN)×(−2piN, 2piN)
which will imply that a = a′, b = b′ in contrast to our assumption. Hence, if there is
equality in equation (4.2) then if k = k′ then we will have that pn,m = pn′,m which, as
was explained above, will imply that n = n′ and thus (n, k) = (n′, k′) in contrast to our
assumption. If k 6= k′ then we will have the equality pn′,m = pn,m+(k−k′)(2piu, 2piv)
which will imply that pn′,m is a point that must be omitted after choosing the point
pn,m which is a contradiction to the assumption that pn′,m ∈ Λ.
Thus, since there are no repeated points in the set in the right hand side of
equation (4.1) which defines Ωm and since the points vn,m are bounded, i.e., belong
to S2piN ∩ 2piZ2, it easily follows that Ωm has the same density as the set
Ω′ = {(2pinN, 2pimN) + k(2piu, 2piv) : n ∈ Z, k ∈ Z}
= {(0, 2pimN)}+ {(2piN, 0)n+ (2piu, 2piv)k : n ∈ Z, k ∈ Z}︸ ︷︷ ︸
Ω′′
.
Since v 6= 0 then Ω′′ is a full rank lattice whose density is positive and is given
explicitly by 1/(4pi2vN) and obviously Ω′ and Ω′′ have the same density. Hence, Ωm
has a positive density which is equal to 1/(4pi2vN) and does not depend on m.
Next, observe that all the sets Ωm, m ∈ Z are disjoint. Indeed, otherwise there
exist two different integers m and m′ such that
pn,m + k(2piu, 2piv) = pn′,m′ + k
′(2piu, 2piv)
for some n, n′ ∈ Z, k, k′ ∈ Z \ {0}. If k = k′ then pn,m = pn′,m′ which will imply that
m = m′ in contrast to our assumption. If k 6= k′ then pn′,m′ = pn,m+(k−k′)(2piu, 2piv)
which will imply that pn′,m′ is a point that must be omitted after choosing the point
pn,m which is a contradiction to the assumption that it belongs to Λ.
Now, we easily obtain a contradiction since all the sets Ωm ⊆ 2piZ2, m ∈ Z are
disjoint and have the same positive density but this will imply that D(2piZ2) = ∞
which is not true.
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Before proving Lemma 4.2 we make the following notation. If M is an n × m
matrix whose rows are given by the vectors v¯1, .., v¯n then we denote by v¯
(1), ..., v¯(m)
the column vectors of M , i.e., v¯(k) =Mek, 1 ≤ k ≤ m.
Lemma 4.2. Let v¯i, i = 1, ..., d
′, 1 ≤ d′ ≤ d − 1, be linearly independent vectors in
Rd. Then, the following two conditions are equivalent:
• There exist d−d′ linearly independent (with respect to R) integer vectors k¯i, i =
1, ..., d− d′, which are orthogonal to each one of the vectors v¯1, ..., v¯d′.
• There exists a subset S = {i1, ..., id−d′} ⊂ {1, ..., d}, with the complement
{1, ..., d} \ S = {j1, ..., jd′}, such that the column vectors v¯(j1), ..., v¯(jd′) are linearly
independent and such that the d′ × (d − d′) matrix (v¯(j1), ..., v¯(jd′))−1(v¯(i1), ..., v¯(id−d′))
is rational.
Proof. Let us prove the first direction. That is, we assume that there exist d − d′
linearly independent (with respect to R) integer vectors k¯i, i = 1, ..., d− d′, which are
orthogonal to each one of the vectors v¯1, ..., v¯d′ and our aim is to show the existence
of the set S as described in the formulation of Lemma 4.2.
Observe that since rank{k¯1, ..., k¯d−d′} = d − d′ then there must be d − d′ column
vectors k¯(im), m = 1, ..., d − d′ which are linearly independent. Then, we choose S =
{i1, ..., id−d′}. Now, we claim that the column vectors v¯(jm), m = 1, ..., d′ are linearly
independent. Indeed, the condition that k¯1, ..., k¯d−d′ are orthogonal to v¯1, ..., v¯d′ can
explicitly be written by
k1,i1 v¯
(i1) + ... + k1,id−d′ v¯
i(d−d′) = −k1,j1 v¯(j1) − ...− k1,jd′ v¯(jd′),
....................... (4.3)
kd−d′,i1 v¯
(i1) + ... + kd−d′,id−d′ v¯
i(d−d′) = −kd−d′,j1 v¯(j1) − ...− kd−d′,jd′ v¯(jd′ ).
Since k¯(i1), ..., k¯(id−d′ ) are linearly independent it follows that the coefficients (d −
d′)× (d− d′) matrix {ki,j}i=1,...,d−d′,j=i1,...,id−d′ , in the left hand side of the last system
of equations, is nondegenerate. Hence, v¯(i1), ..., v¯(id−d′) can be expressed in terms of
v¯(j1), ..., v¯(jd′) and thus these vectors must be linearly independent (since rank{v¯(1), ..., v¯(d)} =
d′). The system of equations (4.3) has the following matrix form
 v1,j1 ... v1,jd′........
vd′,j1 ... vd′,jd′


︸ ︷︷ ︸
A

 k1,j1 ... kd−d′,j1........
k1,jd′ ... kd−d′,jd′


= −

 v1,i1 ... v1,id−d′........
vd′,i1 ... vd′,id−d′



 k1,i1 ... kd−d′,i1........
k1,id−d′ ... kd−d′,id−d′


︸ ︷︷ ︸
B
,
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where the matrices A and B are invertible. Hence, we obtained that
 v1,j1 ... v1,jd′........
vd′,j1 ... vd′,jd′

−1

 v1,i1 ... v1,id−d′........
vd′,i1 ... vd′,id−d′


=

 k1,j1 ... kd−d′,j1........
k1,jd′ ... kd−d′,jd′



 k1,i1 ... kd−d′,i1........
k1,id−d′ ... kd−d′,id−d′

−1 ∈ Qd′×(d−d′).
On the other hand, suppose that there exists a subset S = {i1, ..., id−d′} ⊂ {1, ..., d}
such that {1, ..., d} \ S = {j1, ..., jd′} and such that the column vectors v¯(j1), ..., v¯(jd′)
are linearly independent and suppose that there exists a d′× (d− d′) rational matrix
K = {ki,j}i=1,...,d′,j=1,...,d−d′ such that
 v1,j1 ... v1,jd′........
vd′,j1 ... vd′,jd′

−1

 v1,i1 ... v1,id−d′........
vd′,i1 ... vd′,id−d′

 =

 k1,1 ... k1,d−d′.......
kd′,1 ... kd′,d−d′

 .
Our aim is to show that there exist linearly independent integer vectors k¯1, ..., k¯d−d′
which are orthogonal to v¯1, ..., v¯d′ . For this, observe that if we can find rational
matrices K ′ = {k′i,j}i=1,...,d−d′,j=1,..,d′ and K ′′ = {k′′i,j}i=1,...,d−d′,j=1,...,d−d′ such that K ′′
is invertible and such that
 k′1,1 ... k′d−d′,1........
k′1,d′ ... k
′
d−d′,d′



 k′′1,1 ... k′′d−d′,1........
k′′1,d−d′ ... k
′′
d−d′,d−d′

−1 =

 k1,1 ... k1,d−d′.......
kd′,1 ... kd′,d−d′

 ,
then we can just reverse our argument in the proof of the first direction in order to
show the existence of the integer vectors k¯1, ..., k¯d−d′ as described above. Indeed, by
reversing our argument we will obtain rational vectors k¯1, ..., k¯d−d′ such that the sys-
tem (4.3) is satisfied which is equivalent to the fact that these vectors are orthogonal
to v¯1, ..., v¯d′ . In order to obtain integer vectors we can just multiply each such rational
vector k¯i, 1 ≤ i ≤ d− d′, by the common denominator of all the rational components
of these vectors. The fact that these integer vectors are linearly independent follows
easily from the fact that K ′′ in invertible.
As for the matrices K ′ and K ′′ we can choose K ′′ to be the identity matrix and
choose k′i,j := kj,i for i = 1, ..., d− d′, j = 1, ..., d′.
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