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CAPÍTULO 1 
INTRODU CÃO 
Um dos problemas que surge com grande frequência em 
Es:t.at.í s:t.ica é aquele de comparar duas: populações: binomiais: com 
probabilidades: de sucesso desconhecidas O ::5 ps. ::5 1 e O ::5 p2 ::5 1. Uma 
das: medidas: ut.ilizadas: para realizar t.ais: comparações: é o 
relat.ivo, definido por 
risco 
</J = p2. 
pt 
O risco relat.ivo é uma medida de int.eres:se em vários 
est..udos, especialment..e em Biomet..ria. Por exemplo: 
• em ensaios cli nicos, na comparação de dois t..rat.ament..os aplicados a 
dois ,;rupos de pacient.es; 
e em est..udos de cohort..e, na comparação de incidências cumulat..ivas de 
det.erminada doença em dois subcohort.es diferenciados por níveis de 
exposição a det.erminado fat..or de risco. 
binomiais 
Out..ra medida mui t..o ut..iüzada 
é a Modds rat.ioM Yl • pz<t-p .. ) (t-pz)p._· 
na comparação de populações 
Embora t.est.es de hip6t.eses sobre ast.as medidas possam ser 
apropriados, muit.as vezes, o objet..ivo é fornecer uma est.imat..iva, ou 
seja, const.ruir um int.ervalo de confiança para o parâmet.ro de 
int.eresse. A const.rução de int.ervalos de confiança para as medidas 
acima t.orna-se difícil pela presença do parâmet.ro de pert.urbação, ps., 
e pelo fat.o da dist..ribuição de probabilidades ser discret.a. Para a 
"odds: rat.io", exist.e uma est.at..í st.ica ancilar nat.ural e um int.arvalo 
de confiança "exat.o" pode ser const.ru.í do usando a dis:t.ribuição 
condicional. Para o risco relat.ivo, int.ervalos de confiança "exat.os" 
1 
não são disponi veis. No ent.ant.o, muit.os int.e:rvalos aproximados, 
fundament.ados em Teoria Assint.ót.ica, são p:ropost.os na li t.e:rat.u:ra. Gart. 
e Nam<t988) ap:resent.am wna :revisão dest.es mét.odos e comparam-nos 
quant.o aos coef"icient.es de confiança e probabilidades nas caudas pelo 
cálculo das probabilidades de t.odos os possi veis result.ados pa:ra 
vários valores de 4> e pt, o parâmet.:ro de pe:rt.u:rbação. Dos mét.odos 
comparados por Ga:rt. e Nam, os que ap:resent.a:ram melhores :result.ados 
foram aqueles baseados di:ret.ament.e na :razão de verossimilhanças, 
part.icularment.e o mét.odo baseado na est.at.i st.ica de di ve:r@;ência e 
pot.ência de C:ressie e Read(1984) para Ã.•t/3, e o mét.odo do escore, 
baseado no t.est.e de Rao. O primeiro ap:resent.a-se superior 
quant.o à dist.ribuição das probabilidades nas caudas. O 
ao se@;undo 
mét.odo do 
escore mui t.as vezes dist.ribui as probabilidades nas caudas de !'o r ma 
assimét.rica. Correção para assimet.ria pode ser derivada ut.ilizando-se 
os result.ados de Bart.let.t.(1953a,1953b,1955). Tais correções !'oram 
derivadas por Gart. e Nam<1988). O mét.odo corri@;ido para assimet.ria 
apresent.ou-se t.ão bom · quant.o aquele baseado na est.at.i st.ica de Cressie 
e Read, o que pode ser verit'icado nos result.ados das comparações 
realizadas por Gart.<1988). No ent.ant.o, o mét.odo que t.em sido mais 
ut.ilizado na const.rucão de int.ervalos de conflanca para a razão de 
proporções binomiais é o mét.odo do locarit.imo, baseado no t.est.e de 
Waldpara 




Ho:ln<ct>> • ln<~> x Ht:ln<ct>> i!l ln<~>, 
valor conhecido. A sua 
seus cálculos. Porém, 
maior ut.ilização 








Muit.as vezes, ao se comparar duas proporções binomiais 
que possam est.ar f'az-se necessário considerar out.ras variáveis 
int.erf'erindo na relação, por exemplo de exposição ao fat.or de risco e 
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ocoJ>J>ência de doença. O cont.J>ole de t.ais var-iáveis pode sei' ef"et.uado 
na f"ase de planejarnent.o do est.udo, pelo empal'elhament.o; ou na f"ase de 
análise, pela est.J>at.if"icação. 
Na análise de est.udos onde a est.J>at.if"icação est.á pJ>esent.e, 
um dos objet.ivos é foJ>neceJ> uma est.imat.iva do J>isco J>elat.ivo comum, o 
que ~eJ>alment.e é J>ealizado sob a suposição de que o mesmo é const.ant.e 
em t.odos os est.J>at.os. 
Na p!'esenca de est.J>at.it:icacão, quando se t.J>abalha com 
J>esult.ados assint.6t.icos, dois casos devem se!' consideJ>ados: 
1) númeJ>o de est.J>at.os f"ixo e t.amanhos de amost.J>as dent.J>o dos 
est,rat,os grandes; 
2) número de est.rat.os ~!'ande e t.amanhos de amost.J>as f"ixos. 
Dos váJ>ios ést.imadoJ>es paJ>a o J>isco relat.ivo comum, os mais 
usados são: o est.imador de máxima veJ>ossimilhanca, o est.imador de 
m1 nimos quadl'ados pondeJ>ados e o est.imadoJ> de "Mant.el-Haenzel". 
O est.imadol' de máxima veJ>ossimilhança 16 consist.ent.e apenas 
no caso assint.6t.ico 1. Int.ervalos de conf'ianca a ele associados podem 
se!' const.J>uí dos como ext.ensão do caso de um único est.J>at.o. O mét.odo do 
escore • assim como a correção para assimet.ria, Coram cenerallzados 
por GaJ>t.(1985> e GaJ>t. e Nam<1988> paJ>a o caso est.rat.it'icado. O mét.odo 
baseado na est.at.! st.ica de Cressie e Read ainda não :foi generalizado 
O mét.odo do local'! t.imo apaJ>ece com maior :fJ>equência em aplicacões. 
int.erv alos 
binomiais 
Os objet.ivos dest.e t.rab~o compreendem 
de conf'ianca apJ>oximados paJ>a a razão 





• revisão dos pl'incipais mét.odos de const.rução de int.eJ>valos de 
3 
confiança para a J'azão de pl'opo!'ções binomiais 
único est.J'at.o e discussão das v ant.ar;ens e 
para o caso de um 
desvant.ar;ens dos 
est..imado!'es do l'isco !'elat.ivo comum cit.ados acima em ambos os casos 
assint.ót.icos; 
e 'apl'esent.ar de 1'o!'ma ela!'& os J'esult.ados de Bart.let.t. para cor•!'eção 























do escore, co!'reção para 
assimet.ria e genel'allzação pa!'a o caso est.I'at.i.f'icado; 
e avaliar numericament.e, at.ravés de est.udos de Mont.ecarlo, o mét.odo do 




O RISCO RELATIVO 
2.1 - Int.roducão 
mét-odos 
Nest-e cap.í t-ulo ~ realizada 







relat-ivo, para o caso 
máxima verossimilhança. 
de um único est-rat-o, baseados no est-imador de 
Para o caso est-rat-if"icado, sào considerados os 
Quadrados Ponderados, de Mant-el Haenzel e de 
e alguns int-ervalos de conf"iança a eles 
est-imadores de Mí nimos 
Máxima Verossimilhança, 
associados. 
2.2 - O Caso de um Est.rat.o 
<Xt, Xz) 
(ps,pz). 
Considere um par 
com denominadores 








112) e probabilidades 
independent-es 
de sucesso 
arranjados em uma t-abela 2x2 da 
Sucesso 









A razão ~ = pz/pt é chamada de risco relat.ivo. Para f"azer 
inf'erências sobre ~. o modelo probabillst.ico considerado é o produt.o 
de binomiais. 
Por exemplo. em um est.udo de cohort.e. nos grupos t.emos os 
expost-os e não expost-os e sucesso equivale à ocorrência de doença. Os 
5 
t.amanhos de amost.:ras. ru. e n.z, são det.e:rminados no planejament.o do 
est.udo. onde nz á o t.amanho da amost.ra ret.irada do subcohort.e de 
~xpost.os e ru. do subcohort.e de não expost.os. Assunúndo que os cohort.es 
são índependent.es e que as amost.ras !"oram ret.iradas de f"orma 
_,tàat.6ria, sejam os event.os: 
Xz = < xz expost.os f"iquem doent.es) 
X1 = < K1 não expost.os f"iquem doent.es). 
Assumindo que cada individuo expost.o possui probabilidade pz e cada 
indivíduo não expost.o probabilidade p1 de se t.o:rna:r um caso, a 
probabilidade de que xz expost.os e X1 não expost.os f"iquem doent.es é 
por independência: 
fru.) (n.z) pzxz < 1 -pz> nz- x z lxt KZ Xt p1 <1-pt) ru.-xt <Z,t>, 
a verossimilhança para wn único est.rat.o. Fazendo pz=<<P x pt), pode-se 
escrever <Z. t> como 
X1+XZ pt nz-xz ru.-xt (1 - <Ppt) (1-pt.) 
que depende dos parârnet.ros <P e pt. onde pt é chamado parâmet.ro de 
pert.urbação. 
Os est.imadores de máxima verossimilhança de pt e pz são 
respect.ivament.e pz 
-








1/J - Kt./ru.. 
6 
e o est.imador de máxima 
2.2.1 - lnt.ervalos de Conf'"ianca 
relaUvo 
t.ainb~m 
A const.l'ução de int.el'valos 
é diCicult.ada pela pl'esenca de 




par-a o r-isco 
per-t.lll'bacão e 
ser- discJ-et.a. 
Mét.odos par-a const.l'uir- int.el'valos exat.os não são disponi veis mas 
mui t.os m~t.odos apl'oximados são pl'opost.os na li t.el'at.ura. Thomas e 
Gar-t.(1977> e Sant.ner- e Snell(1980) pr-opuseram mét.odos baseados nos 
int.er-valos condicionais "exat.os" const.ruidos par-a a odds rat.io. Muit.os 
mét.odos baseados em l'esult.ados assint.6t.icos pal'a dist.:r-ibuicão nã.o 
condicional t.ambém t'o:r-am p:r-opost.os. Gar-t. e Nam <1988) apl'esent.am uma 
:r-evisão e avaliação dos p:r-incipais dest.es mét.odos, os quais 
classit'icar-am segundo o modo de del'i vacão em t.l'ês classes: 
M~t.odos que usam variâncias est.imadas por expansão em slrl'ie de 
Taylo:r- ; 
- Mét.odos baseados no·Teol'ema de Fiellel'; 
- Mét.odos baseados na vel"ossimilhanca. 
2.2.1.1 - Mét.odos que Usam Val'iãnclas Est.lmadas por Expansão em Série 
de Taylor 
Nest.a classe, encont.l"am-se o mét,ocio Iz de Noet.hel'(1957> e o 
Jrh§ot.odo dos log-limttAs de Kat.z et. a1(1978). O mét.odo lz de Noet.hel' é 
baseado na nol'rnalidade assint.6t.ica do est.imado!' de máxima 
A 
ve!'ossimilhanca t:P , cuja var-iãncia est.imada pol' expansão em sél'ie de 













e qs = 1-pt e qz=1-pz. 
O int.ervalo de confiança para ~ :result.a em: 
onde z 
ovz 
é o percent.il de ordem da 
>, 
dist.ribuiç ão 
Est.es limit.es não são de:Cinidos quando XI ou xz é zero. 
Normal Padrão. 
Os log-llmi t.es de Kat.z et. a1 são baseados na normalidade 
assint.ót.ica da ln<~>, cuja esperança assint.ót.ica é ln<~> e cuja 
variância est.imada é u{p2,pt). Quando XI e ou xz são iguais a zero 
" " ln{~) e u(p2,pt) são indefinidos. Walt.er{1975) SUf:eriu ent.ão um 
est.imador assint.ot.icament.e não viciado para ln<cp>, que é: 
ln{; )aln ( X2 + 1/2) -ln ( Xt + 1/2) 
t/2 nz + 1/2 ru + 1/2 · 
Walt.er<1976) propôs est.imar sua variância por 
" " nz- X2 nt - XI V ar {ln cpS/2 ) + 
-n2<xz + 1) nt{XS + 15 ' w 
que é assint.ot.icament.e não viciado para Var<ln<cp>>. Pet.t.icrey et. a1 
<1976> moat.:raram que 
o 1 1 + 1 1 
- 1/2 172 1/2 172 S/2 X2 + nz + XI + ru + 
t.ambém é assint.ot.icament.e não viciado e possui na maioria das vezes 
vi cio in:Cerior ao est.imador propost.o por Walt.er. 
Os limit.es de confiança para cp são dados por 
8 
A. exp{ 
.,...t./2 ± z 01/2 
/~-) 
t./2 
Est.es int.ervalos sempre exist.em , mas são det;enerados em <1,1) quando 
x1 = nt. e X2 = n2. 
2.2.1.2 - Int.ervalos Baseados no Teorema de Fieller 
O Teorema de Fieller proporciona um mét.odo para const.rução 
de int.ervalos de confiança para a razão de médias de duas: variáveis 
aleat.órias com Dist.ribuição Normal Bivariada <Apêndice 1). 
Kat.z et. a1 {1978), ut.ilizando o Teorema de Fieller, 
A 
propuseram um int.ervalo baseado na est.at.í st.ica T == <pz 4> ps), que 
possui as:sint.ot.icament.e dist.ribuição Normal com esperança zero e 
variância est.imada, 
A A A 2~ A 
Var<T>== pz<1-p2) + 4> pt. <1-pt.) 
nz nt. 
Os limi t.es de confiança são dados pelas raizes da equação quadrá t.ica 
2 z ,.. 
em fj>, T • 2 Va%-CT>. 
«1/2 
Bailey<1987) propôs uma modiCicação no int.ervalo de de Kat.z 
et. al. 
,.. l l ,.. l 
Ele ut.ilizou a est.at.í st.ica (3 • Cp2 - 4> pt ) , que por expansão 
em série de Taylor de primeira ordem, possui as:sint.ot.icament.e, para t. 
const.ant.e, dist.ribuição Normal com média zero e variância 
2 Var<(3> = t. ( 
2l- to A.2l Zl-t. ( ) pz <1-pz) + .,... p s 1-p•> 
nz nt. 
Lot;o, a !"unção pivot.al Z =(3 • { vâr<(3> }-:t./2 é as:sint.ot.icament.e 
9 
N<0,1>. Est.a classe t;ei-al de variáveis Z, indexadas poi- t., cont.êm 
aquela considei-ada pol' Kat.z et. al para t.•1 e aquela dos lor;-limi t.es 
pai'& t. .. O. Como Z & assumido Noi-mal, uma escolha convenient.e para t. é 
aquela que minimiza a assimet.I-ia de Z. O t.ei-mo de pi-imeii-a oi-dem do 
t.ei-ceii-o moment.o cent.I-al de Z é zei-o quando 
t. - [ 
2 2 2 2 1 + 2 n2 p2 ps<1-pt) - ru ps p2(1-p2)] 
a- a- 2 2 2 22 2 
n2 pz <1-ps) - ru p1 <1-pz) 
É possi vel est.imar t. subst.it.uindo pt e pz pol' seus est.imadoi-es. Po:r-ém, 
ser;undo Bailey, avaliações numé:r-icas most.:r-am que o uso de t.• 1/3 é 
r;eralment.e bom. Resolvendo a equação quadrát.ica Z • ±z em <Pt para 
<X/2 
~ 1/9 t.• 1/3, t.em-se os limit.es de conf"iança para <P , que elevados ao cubo 
produzem os limit.es de conf'iança p&l"a <'P· 
Noet.hei-{1957), ut.ilizando o Teorema de Gea!"y <Apêndice 1) e 
,., ,., 
considei-ando que assi.nt.ot.icament.e pz 
noi-mais com pal'ãmet.I-os (pz pz<1-pz) ) 
' nz 
ser;uint.e t'unção pi vot.al 
A 
z • 




(/Jpt • subst.i t.uindo ~ ,., 















Koopman<1984) e Miet.t.inen e NUI'minen<t985) pr-opuser-am 
mét.odos baseados na vei-ossimilhança que usam o est.imador de máxima 
ver-ossimilhança do par-âmet.r-o de pe:r-t.UI'bação p& par-a dado valor- de 4>. 
10 
Na ausência de um t.est.e unif'ormement.e mais poderoso para 
t.est.a:r Ho: 4> = 4> x 
o 
Ht: f/> ;,t f/> , Koopmam(1984) propôs o t.est.e do 
o 
Qui-Quadrado, cuja est.at..í st.ica é 
U f/> <xz,xt) 
o 
- 2 - 2 = <xt - ntpt) + <xz -nzpz) 
nt pt<t-j:'u) nzpz<1-pz) 
onde pt e p2 , os est.imadores de máxima verossimilhança para um dado 
valor de l/J'=f/>o, são: 
-pt = 
onde: a = <ru + nz)fj>, 
- b - < b 2 - 4ac)-t/Z 
2a 
b • - < f/>Cru + x:z> + x:t + nz >, 
c • (xt + x:z). 
-e pz = 
Sob Ho, U t:/10 (Xf.,xz) possui, assint.ot.icament.e, 
Qui-Quadrado com 1 ~:rau de liberdade. Um int.ervalo 
aproximado para 4> é dado ent.ão por <4it-,f/>e> t.al que, 
dist.ribuic;ão 
de corúlanca 
Como U t/10 (Xf.,xz) reduz à est,at,i st.ica do Qui-Quadrado de Pea:rson quando 
f/> • 1, ast.a int.arvalo sempre concorda com o t.est,e do Qui-Quadrado para 
f/> • 1. As raizes das equações acima são encont,radas por mét.odos 
numéricos. 
Miet.t.inen e Nu:rminen <1986) propuseram const.ruir int.ervalos 
de coruianc;a p~a o risco relat,ivo f/>, baseados na est.at..í st.ica do 
como f'unc;ão de fj>, 
A A 2 
2 = <pz - f/>pt > 
"H.f/> ... - -






-[ n1 + nz ni+n2- 1 . 
Como no mét-odo de Fieller, eles part-iram da est.at-1 st.ica <pz - rp p1>, 
mas est-imar-am sua Val"iância de t:o!'ma dif:el'ent.e. 
Gar-t. e Nam (1988) most.l'al'am que a menos da cOJ'I'ecã.o par-a 
2 2 
variância em ~rp , ~rp • U <Po (X1,xz), o que implica que os limit-es de 
Koopman e Miet.t.inen são prat-icament-e idênt-icos. 
Ga!'t-<1985) del"i vou os int.el"valos acima, ut-ilizando a Teol"ia 
dos Escol"es Et:icient.es, e pi"opôs uma col"l"ecão para vi cio e assimet.l"ia a 
par-t.il" dos l"esult.ados de 8al"t.let.t.(1953o.,1953t:.,1955). 
Bedl"ick(1987> obt.eve int.el"Valos de coruianca pal"a rp a 
part.ir da est.at.! st.ica de diver~ência e pot.ência de Cressie e 
Read<1984) 
2 ' E 
\=o • X<X + 15 
... 
onde p\. são os est.im.adoi"es de máxima veJ"ossimilança de p\. paJ"a dado 
valo!" de (/1. Pal"a >.. • O., IX equivale à est.at.íst.ica da I"azão de 
vel"osaimilhança; >.. • 1 ~ est.at..í at.ica do Qui-Quadl"ado de PeaJ"son e >.. • 
0.5 à est.at.íst.ica de F:r-eeman-Tukey. Rudas<t986) comparou as 
est.at.ist.icas de Pear-son , Razão de VeJ"ossimilhancas e CI"essie e 
Read<>-.•0.67) par-a pequenas amost.l"as at.:r-avés de est.udos de Mont.e Carlo, 
concluindo que o uso da est.at.i st.ica de Pea:r-son é mui t.o mais api"op:r-iado 
que o da est.at.i st.ica da l"azão de ve:r-ossimilhancas em pequenas 
amost.:r-as, e que a pe:r-f"ol"mance da est.at.i st.ica de CI'essie e Read é 
muit.o similar àquela da est.at.i st.ica de Pea:r-son. 
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À Cada I <~ ) possui dist.ribuição limit.e Qui-quadrado com 1 
o 
r;rau de liberdade sob H o, t.al que 
det'ine um int.eJ"valo de cont'ianca de 100<1-a)% . As equações acima são 
resolvidas por mét.odos numéricos. 
Result.ados numéricos levaram Bed:rick a concluir que o 
melhoi" int.ei"valo baseado na est.at.i st.ica de divergência e pot.ência é 
aquele cujo À é t.al que 0,67 :s; À :s; 1.25. Porém Bed:rick recomenda o uso 
de À • 0,67. 
ObseJ"ve que pal'a À • 1 est.e int.ei"valo é exat.ament.e igual 
À 
aquele de Koopman, pois I <r/>
0
> • U~ <x,y). 
2.2.1.4 - Propriedades dos mét.odos 
Segundo GaJ"t.(1985), são pi"Opi"iedades desejáveis dos int.ervalos de 
conf'iança p&I"a o J"isco l"elat.i v o: 
• Consist-ência com o t.est.e do Qui-Quadl"ado de Pe&J"son - Pal"a um t.est.e 
unilat.eral de Ho:c;6-1., se P., nivel de signiCtcância do t.est.e., Cor 
menor que ClVZ o int.el"valo de coeficient.e de confiança 1-a deve incluii" 
4-1. Se P Coi" maior que a/2 o tnt.ervalo deve excluir c;6-1; 
• InvaJ"iãncia - o int.ervalo de conf'ianca pal'a 1/f'/> obt.ido como os 
J"eci pi"ocos dos limit.es do tnt.ei"valo para r/> deve ser- idênt.ico àquele 
obt.ido invei"t.endo a oJ"dem dos subsci"i t.os O e 1 no mét.odo Ol"iginal; 
• Ausência de casos abel"rant.es e incalculáveis. 
Est.as propriedades, pal'a os mét.odos aproximados descrit.os acima, 
encont.I"am-se sumal'izadas a seguii"., como em Gal"t. e Nam<1988). 
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Consis:Lência 
MéLodo Les:Le ~ 2 
Iz NoeLher Não 

















2.3 - O Caso Est.rat.iCicado 
Casos aberranLes 
e incalculáveis 
Falha. p/ xt ou x2=0; 
pod• produzir li!l'lil!"• 







Fa.l ha. •• x2 ou x t=o; Sim 
po=pi,deg•n•ra.do; 
pode produ z i r l i m i l es; 
n e g a.l i vos; • i n f i n i l os; e 
diajunloa. 
Fa.l ha. a e Xt ou xz=o Sim 
e pode produzir limi-
l es; nega.l i v os; 
Nenhum Não 
Ap6SI a est,:r-aLif'icac.ã.o~ OSI dados do k-éS~imo est,:r-at,o podem &:~e:r­













Cada Xik é assumido como sendo binomial com parâmet.:r-os pik e nik~ i= 
1,2 e k 
binomiais. 
-
1,2, .... ,k, 
lmplicit.a 
e independenLe 
na suposição de 






S~upoS~ic;:ão de homogeneidade e independência dent.:r-o do&:l est.rat,oQ. Dent.:r-o 
de cada est.rat.o as mesmas p:r-obabilidades de sucesso são assumidas 
dent.ro de cada r:rupo. 
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O l'isco l'elat.ivo no k-ésimo est.l'at.o é 
p2k 
---ptk .. onde O < t:/>k < co. 
Assumindo t:/>k const.ant.& par-a t.odo k,. i.é 
deseja-se est.imat' (/>, o l'isco l'elat..ivo comum. 
A vel'ossinrl~ça pal'a o 
p2k • (/> ptk , pode sei' &SCl'it.a como 
k-ésimo est..l'at.o, ~azendo 
<2. 2> 
Lo,;o, p&la indep&nd.§.ncia dos k pal'&S d& obs&l'vacõ&s,. a V&l'ossinrllhanca 
t..ot..al é 
k 
_e(t:/>,.P!}c) • kºt .e<(/>,p1lc:). (2. 3> 
Ao t'azel' int'el'ências sobl'e (/>, dois casos assint.6t..icos devem 
sei' considel'ados: 
1> númel'O de est.J'at.os t'ixo; 
2> númel'O de est.I'at.os CI'escent.e. 
No caso assint.6t.1co 1,. o númel'o de est.I'at.os é t'ixo e os t.amanhos de 
amost.ras dent.ro de cada est.rat.o são ~:randes. O número de est.rat.os pode 
ser pequeno,. sendo o caso de um est.I'at.o um caso especial. No caso 
assint.6t.ico 2,. os t.amanhos de amost.ras dent.I'o dos est.rat.os são t'ixos, 
mas o númel'o de est.I'at.os é ~!'ande. O caso assint.6t..ico 2 é 
cal'act.erist.ico de est.udos onde um element.o de cada grupo é empal'e~do 
a um ou mais element.os do out.I'o gl'upo, segundo uma Val'iâvel de 
confundiment.o ou pel't.UI'bação.. ou onde amost.I'as são espal'sament.e 
est.rat.it'icadas segundo est.as Val'iáveis. 
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Segundo Greeland e Robins <1985) a maioria dos dados de 
est.udos de cohort.e encont.rados na lit.erat.ura apresent.am-se no f"ormat.o 
ao qual se aplicam os mét.odos do caso assint.ót.ico 1. Porém , ist.o 
ocorre em decorrência da ausência de procediment-os para t.rat.ar dados 
esparsos quando o risco relat.ivo é o par.âmet.ro de int.eresse; o que t.em 
levado ao agrupament-o de pequenos est.rat.os em grandes est.rat.os ant.es 
da análise dos dados. Ist.o é f"eit.o geralment-e limit.ando o número de 
variáveis est.rat.if"icadoras, o que não é sat.isf"at.ório, pois, muit.as 
vezes, o número de variáveis de 
variáveis est.rat.if"icadoras que 
conf'undiment.o é superior 
podem ser consideradas 





Ent.re Ol!iil principais est.imadores do risco relat.i v o comum 
est.ão: 
est.imador de máxima verossimilhança; 
- est.imador de núnimos.quadrados ponderados; 
- est.imador de "Mant.el-Haenzel"; 
os quais serão descrit.os e discut.idos abaixo quant.o às suas 
propriedades em ambos casos assint.ót.icos. 
2.3.1 - O Est.imador de Máxima Yerossilllilhança 
O est.imador de máxima verossimilhança do risco relat.ivo 
comum. tjJ. é det.erminado maximizando a verossimilhança simult.aneament.e 
em relação aos Ck + 1) parâmet.ros 
Considere a verossimilhança c2. 2> do k-ésimo est.rat.o. O 




ou seja, de 
""2 "" a pslc + b pslc + c =O, 
onde: 
a = <nsk + nzk)~, 
b = -[(xsk + nzk)~ + xzk + nslc l, 
C c Xi k + X2k. 
O es:t.imador de máxima veros:s:imilhanca de ~ é a solução apropriada da 
equação 
que é obt.ida por mét.odos: numéricos:. 
Sob o c as: o as:s:int.ót.ico 1, consis:t.ent.e 
A ~2 
asa;int.ot.icament.a Normal com v.ariância as:sint.ót.ioa V.ar<~> = ~, 
lc 
onde 
• ru.k nzk psk pzk 
ru.k psk qzk + nzk pzk qsk ' 
e assint.ot.icament.e ef'icient.e. 
Greeland • Robins <1985) observaram, at.ravés de avaliaç5as: 
numéricas para o cas:o as:sint.ót.ico 2, part.icularment.e para nz•ru.•1, que 
A 
~ é viciado para fi>, sendo que o vi cio é maior para valores pequenos: de 
p1 e para valores de 4> próximos de 1. O mesmo f"at.o verifica-se para 
nz, ru. 2!: 2. 
" A incons:is:t.ência de ~ no caso as:s:int.ót.ico 2. ocorre porque 
a Teoria Ass:int.6t.ica de es:t.imação por máxima verossimilhança exige que 
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a dimensão do espaço par-amét.J'ico pel'maneça const.ant.e, quando o númel'o 
t,ot,al de obsel'vacões t,ol'na-se t;l'ande. Nest,e caso, ist.o não ocol'J'e, 
pois o númel'o de par-ãmet,:r-os de pel't.u:r-bação aument.a. <Cox e Hinkley, 
1974, pá~ 298). 
No caso "odds rat,io", um esUmadol' de máxima 
vel'ossimilhanca consist,ent,e é obt,ido t,J'abalhando com a verossimilhança 
condicional, o que não é possi vel par-a o :r-isco relat.ivo, devido a 
ausência de uma est,at,i st,ica ancilar para ,P. 
lnt,e:r-valos de conf"iança para tP baseados no est.imadol' de 
máxima verossimilhança podem ser const,rui dos como ext,ensão do mét,odo 
dos lo~-limit,es de Kat,z et, al, da t'orma: 
onde 
exp[ 1n ~ + z /v~<ln ~ ) J .. 
mv a/2 mv C2 • .&> 
"" "" var-<ln 4> > • 
mv 
1 
e v -k 
"" -n s.x nzlc tP pt 
mv 
Est,es tnt,ez-valos sl.o obt,idos a paz-t,tz- do t,est.e de Wald paz-a t,est,ar- as 
htp6t,eses 
X Ht:ln<.:/>>~ln<.:/>2>. 
Int,e:r-valos ap:r-oximados t,ambém podem se:r- const,:r-ui dos baseados no t,est,e 
da :r-azã.o de ve:r-ossimilança e no t,est.e dos esco:r-es de Rao. Est.e últ.imo 
t'oi t;ene:r-alizado po:r- Gart, e Nam<1988> par-a o caso est.:r-at.it'icado, como 
se:r-á vist.o no capi t.ulo 4. 
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2.3.2 - O Est.tmador de Mi rumos Quadrados Ponderados 
O est.im&do!' de mínimos quadr-ados pondeJ-ados é det'inido po!' 
onde os pesos 
• exp [ 
- [ 1 X2)c 1 ll2)c + 1 ~)c 
A 
são o inveJ-so da vax-iãncia est.imada de ln<«Plc>. 
A maio!' desvant.agem de est.imadoi-es dest.a t'oi-ma é que , como 
os pesos pax-a cada est.J-at.o são calculados como os J-eci pi-ocos das 
Val'iãncias dos et'eit.os est.imados em cada est.I-at.o; para est.r-at.os com 
t'r-equências pequenas as est.imat.ivas das val'iâncias e consequent.ement.e 
os pesos, podem ser- alt.ament.e impr-ecisos. Além disso, est.r-at.os com 
valor-es zei-o t.em peso zei-o. <Rot.hrnan, 1986, pág 191). Os pesos zer-o 
podem ser- e vi t.ados somando urna const.ant,e a cada 1'r-equãncia obsei-vada 
ou subst.it.uindo os zeros por- urna pequena const.ant.e quando eles 
ocor-r-em. Apesar- dest.e pr-ocediment.o solucionar- par-cta.bnent,e o pr-oblema, 
evit.ando pesos zero, o problema da impr-ecisão da varii.ncia est.imada 
nl.o é solucionado. 
No caso assint.6t.ico 1, o est.imador- de mi nimos quac:b:-ados 
pondeJ-ados é consist.ent.e e assint.ot.icament.e Nor-mal com variância 
A 




possuindo a mesma dist.I'ibuição assint.6t.ica do est.irnadol' de máxima 
vel:'ossirnilhanca e assint.ot.icarnent.e ef"icient.e. No caso 
assint.6t.ico 2, o est.imadol' de rni nirnos quadl:'ados pondel:'ados não é nem 
mesmo consist.ent.e. 
;.. ;.. 
Greenland e Robins (1985) avaliaram o v! cio de f'P., e f'P vo' 
onde o últ.irno é da f'ol:'ma acima, poi'érn seus pesos ,invel:'so da val'iância 
;.. 




n2k ru k (X2 k + xt k > 
n2k + rn2k <n2k + ruk - X2k + xtk) 
f'P.,
0 
é chamado est.imador de minirnos quadrados "nulo ponderado". Para 
est.es dois est.irnadores f'oi somada a cada casela urna const.ant.e c 
dif'er-ent.e de zer-o. Ambos apr-esent.ar-arn vicio& r-elat.ivarnent.e .:r-andes, 
A 
at.é mesmo para ru e nz moderados; porém, f'P quase sempre f'oi melhor. 
wo 
,._ 




const.rui dos como em <2.4>, onde subst.it.ui mos f'P 
mv 
por f'P.... e onde v Jc • w k. 
2.3.3 - O Est.imador de "Mant.el-Haenzel" 
Seja Rk • (Nk f'\ZJc)/NJc e Sk • (nak J«k)/Nk, onde Nk • 
N.Jc+n2k. O est.imador de Mant.el-Haenzel do risco relat.ivo comum é: 
ERk 
E Sk 
Est.e est.irnadol" f' oi independent.ernent.e pl"opost.o pol" Tar-one(1981>, 
Nurrninern<1981) e Kleibaurn et. a1<1982). Ele pode sei" obt.ido corno a 
it.el"açl.o na det.el"rninação do est.irnadol" de máxima 












et.. al., 1983). 
e 
Sob 
o caso assint.6't.ico 2 ele é consist.en't.e, ao cont.r-ár-io dos es't.imador-es 
de máxima ver-ossimlhança e rni nimos quadrados ponder-ados que são 




que é consis't.ent.e para Var<t/> ) em ambos casos assint.6t.icos <Greeland MH 
e Robins, 1985). 
lnt.er-valos de cont"ianca para 4> podem en't.ão ser- const.r-ui dos 
da f"or-ma 
exp [ ln ~MH ± /v~<ln ~ >]. MH 
Sat,o <1990) propôs um in't.ervalo onde os limitAs são calculados como 
r-aizes da equaç~o quadr-á 't.ica 
onde 
e c • <1 + t/>)/4. 










j '" I . ::;:·.··:--I 
Est.es limit.es f"oram derivados baseados na dist.ribuicão assint.6t.ica do 
est.imador de "Mant.el Haenzel", e não na de seu logari t.imo como é 
usual. Experiment-os de Mont.e Carlo most.ram 
para a "odds rat.io" é t.ão bom quant.o 
Robins(1985), mas pal'a o l'isco !'elat.ivo 
realizada. 
;... 
que o int.ervalo de Sat.o 
aquele de Greeland e 
nenhuma avaliação f" oi 
Como ~ é apenas um est.imador consist.ent.e no caso MH 
assint.6t.ico 2, sua ineficiência para grandes est.rat.os sugere que seu 
uso seja limit.ado a est.e caso e que est.imadores mais ef"icient.es devem 












inef"icent.es no caso assint.6t.ico 2, onde o único est.imador consist.ent.e 
é o de "Mant.el-Haenzel". 
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CAPÍTULO 3 
UM POUCO DE TEORIA ASSINTÓTICA 
3.1·- Int.ervalos de Con:Cianca Asslnt.ót.lcos 
Sejam Xi., X2, ..... ,Xn variáveis 
ident,icament,e dist,ribui das com f'unção densidade f'<x,e>, 
independent,es, 
e e e c Rq. 
Int.e:rvalos de confiança para e podem se:r obt,idos di:ret,ament,e de t,est,es 
assint,ot.icament.e ef'icient.es. 
Conside:re o p:roblema de t.est.a:r a hipót,ese 
Ho:e•<et, ez, .... ,eq>•eo E O , 
onde eo é um valo:r flxado, cont.:ra a alt.ernat.iva 
HA:8 E O. • O - <eo>. 
As t.rês as est.at.i st.icas mais usadas pa:ra t.est.a:r Ho são: 
1 > A est.at.i st.ica de \tlald 
A I A A A 
Qv • <e-e> 1<8> <e-e>, onde e é o est.imador de mãxima verossimilhança 
Â Â 
de e, onde 1<8> é a mat.riz de lnformacão de Fisher no pont.o e; 
2> A est.at.i st.ica de \tlilks ou da razão de verossimilhanças 
Qv • -2lo,;An • 2<log~<B>-lo,;~<8o)),onde An • ~<eo) é a sup~<e> 18 E O. 
razão de verossimilhanças; 
S> A est,at,i st,ica de Rao ou dos escor-es ef'icient,es 
, ~ 8 
Qr • U<x,eo> I<8o> U<x,eo>, onde U<x,eo> • E 88 log f<x,e> le•eo· 
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Assint.ot.icament.e as t.:rês est.at.i st.icas acima possuem dist.:ribuicão 
Qui-Quadx-ado com q c;:raus de liber-dade. A demonst.:racão dest.e :result.ado 
pode ser- vist.a em Leit.e 8: Singe:r(1990,pãg 123). Embor-a est.as 
t.:rês est.at.i st.icas sejam assh'lt.ot.icament.e equivalent.es, elas ap:resent.am 
vant.ac;ens e desvant.ar;ens quando compar-adas ent.:re si. A menos da 
est.at.i st.ica de Wald elas são inva:riant.es à t.:ransf'o:rmacões nos 
pa:rãmet.:ros. Além disso, na est.at.i st.ica de Rao o est.imado:r de mãxima 
ve:rossimilhanca não pr-ecisa ser- calculado. 
Consider-e o pr-oblema de t.est.a:r a hip6t.ese nula compost.a 
Ho: e E 0o c o 
cont.:ra a alt.e:rnat.iva 
onde Oo é um subconjunt.o de O e e é expresso como uma f'uncão de um 
vet.or de pa:rãmet.ros de menor dimensão (1, ist.o é, para e E Oo 
j•t , ... ,q;q'<q, 
ou alt.ernat.ivament.e seja 9j sujeit.o a k•q-q' :rest.r-iç&es 
Rj<9> • O J-1, .... ,k , 
onde Cj e Rj são f'unções cont.inuas admit.indo derivadas parciais 
A 
cont.i nuas de primeira ordem. Seja e o est.imador de máxima 
• verossimilhanca não r-est.rit.o e e o est.imador de máxima verossimilhança 
rest.rit.o de e. Em t.ermos do est.imador de máxima verossimilhanca de (1, 
A • A A (1, ej • c;j<(1s., ... ,(1q'). As est.at.f st.icas de t.est.e mais usadas para 
t.est.a:r as hip6t.eses acima são 
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DA est.at.í st.ica de Wald 
Qv • E r;>-.. ij<ê>Rj<ê>, onde À ij é a invePsa da mat.Piz de covapiâncias 
A 
ass1nt.6ticas de Ri(8); 
2) A est.at.i st.ica da razão de verossimilhanças 
Qv A • ;.. A ;... • -2(l(G) - l<G )) • 2(l(G) -1((1)), onde 1<(1> é calculado com o lo~ 
..... 
da f'unção de vepossimilhanças como f'unção de (1; 
3) A est.at.íst.ica de Rao 
Assint.ot.icamen't.e as 't.:rês est.at.i st.i cas acima possuem 
dist.ribuição Qui-Quadrado com q-q.. ~raus de liberdade(Rao, 1968 pá~ 
351>. 
Considere a~ora a sit.uacão em que G•(tp_.À) e Oo • <G:tp • tpO} 
't.al que À é um ve't.or de parâmet.ros de per't.urbação. Seja e um ve't.or 1xr 




covariãncia aproximada de 

















<Ilp'Y' )_,, melhor que I . Por out.ro lado, a derivada com respeit.o a lp 
V'YJ 





pal'amét.rica pode ser expressa na f'orma 
possui !'unção densidade de probabilidade 
f'<y;tp,X.) e considere o t.est.e de 
Ho: Y' •lpO 
" 
onde lJ'O ~ um valor conhecido para Y'· 
Sob Ho, X. é est.imado por máxima verossimilhança com ~Y'O 
;... 
t'ixo e é denot.ado por X.o. As est.at.í st.icas pal'a t.est.aJ' Ho são 
1) A est.at.íst.ica da razão de verossinúlhanç:as 
;... ;... .... 
Qv • 2(L{tp,À,X) - L<lJIO,Ào,X>; 
2> A est.at.i st.ica de Wald 
A A. A A 
Qv • (yrtpO)I{tp:À){tp-lpO); 
3> A est.at.ist.ica de Rao 
As est.at.i st.icas acima possuem dist.ribuiçAo Qui-Quad.roado com p craus de 
liberdade. 
Para p•1, o t.est.e de Rao é assint.ot.icament.e localment.e mais 
poderoso.{Cox e Hinkley, 1974, pág 113). 
Um dos procediment-os mais usados para const.ruir int.ervalos 
de cont'ianç:a assint.6t.icos para um único parâmet.ro 8 consist.e em 
f'ornecer o est.imador de máxima verossinúlhança mais ou menos um 
múlt.iplo de 
;... 
8 ou da 
seu erro 
mat.riz 
padrão derivado da mat.riz de int'ormaç:ão no pont.o 
de derivadas segundas observadas do log da 
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verossimilhança. A normalidade assint.6t.ica do est.imador de máxima 
verossimilhança leva ao seguint-e int-ervalo de coef"icient.e de conf"iança 
(1-a). 
A 
r e - z 
01/2 
<3. i) 
onde z é o percent.il de ordem 01/2 da dist.ribuiç~o Normal padr-ão. Em 
01/2 
t.ermos da est.at.ist.ica do t.est.e ist.o é equdvalent.e a 
A 2 A 2 
< e:Qv • <e-e> He> ~ z > . 
01/2 
Segundo Cox a Hinkley<1974,- pág 342) t.rês são as razões para 
considerar procediment-os dif"erent.es de <3. u: 
1> O t.est.e de Wald ~o é invariant-e à t.ransf"ormac~o do parã.met.ro; 
2> Pode ser necessário ut.Uizar result.ados dist.ribucionais mais 
refinados do que aproximac~o Normal para o est.imador de máxima 
verossimilhança; 
3) Por últ.imo, <9. t> pode ser muit.o inef"icient.e se a sit.uaç~o exige 
int.ervalos assimét.ricos ou int.ervalos disjunt.os. 
Embora, no limi t.e, est.as si t.uaç&es ocorram com probabilidades mui t.o 
pequenas e possam at.é mesmo ser ignoradas, espera-se que out.ros 
mét.odos, especialment.e aqueles baseados mais diret.ament.e na razão de 
verossimi.lhancas, sejam mais sensi veis que cs. t>. 
Int.ervalos baseados na est.at.i st.ica da raz~o de 
verosimilhanca s~o t.ais que 
2 
<e:-21o,; An < z ) 
01/2 
e aqueles baseados na est.at.ist.ica de Rao 
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<e: u<e> :s z 
CV2 
}. 
Às vezes n~o é suf''icient,e assumi~ que Qv e Qr possuem 
dist,ribuição Qui-Quadrado para o t,amanho de amost,ra em quest.ão. As 
dist,ribuições de Qv e Qr dependem de uma variável n de t,al modo que, 
quando n t,ende a iruinit,o, est,as dist.ributções t,endam à dist,ributção 
Qut-Qua~ado. Para n g~ande, muit,as vezes á stúicient,e assumir 
dist.ribuição Qui-Quadrado, mas para n pequeno ou moderado, ist.o não é 
necessariament.e s:wicient,e. No ent,ant.o, melhores aproximações podem 
ser obt.idas para as dist.ribuições das est.at.í st.icas dos t.est.es e 
t.ambém novas est.at,ist,icas cujas dist,~ibuições est.ejam mais p~óxima.s da 
Qui-quadrado. Melho~es aproximações são mais facUment.e derivadas 
quando se t.~abalha com o t,est.e do e&Jco~e de Rao e uma ap~oximação 
Normal limit.e é considerada em vez de aproximação Qui-Quadrado. 
Secundo Kendall e St.uart.<1967, pá c 114-115 ,vol.2> os 
int.e~valos baseado&J nos escores af"icient.es são a.ssint.ot.icament.e m.ai&J 
A 
curt.os na média, que aqueles baseados diret.ament.e em 8. 
Secundo Bart.let.t. <1953a>, o uso de U<8> t.em a vant.a,;em de 
que SJUa média • v~ii.ncia são conhecidas exat.ament.e como sendo O • I • 
2 Á 
E {U<G> h em cont.rast.e com as propriedades assint.6t.icas de 8, t.a1 que 
a única aproximação int.r-oduzida quant.o a diat.ribuição amo&Jt.:r-al da 
U<8>, é com respeit.o à sua normalidade.Isw sut;el'e que o uso de U<G> 
na con&Jt.:r-UÇão de int.eJ-valoSJ de conf"iança, deve ae:r- válido aob 
condições bast.ant.e amplas. Com J-espeitA> à normalidade, melhores 
apJ-oximaçõas podem ser obt.idas par-a dist.:ribuição de U<B> invest.igando 
os moment.os de maio:r o:rdem de 0(8). Uma nova est.at.! st.ica T<8> 
consist.indo de uma t.:ransf"o:rmação polinomial<Kendall e St.uart. ,1977, 




onde os b's são de ordem n ou menor e são escolhidos de modo que a 
dist.I"ibuição de T<e> est.eja muit.o mais pl"6xima da Nol"malidade que 
aquela de U. Est.a t.ransf'ormação pode ser escolhida de f'orma a 
minimizar assimet.ria, kUI"t.osis ou qualquer cumulant.e de maiol" OI"dem. 
Intervalos melhol"ados podem ser obt.idos a part.ir de T<e>. Se T<e> é 
escolhida de f'ol"ma a minimizar a assimet.I"ia , diz-se que os int.el"valos 
são corl"ir;idos para assimet.l"ia. 
Uma condição adicional para que int.el"valos possam sei" 
obt.idos a part.il" da quant-idade aleat.6I"ia T<e> é que T<e> possua uma 
J"elação mon6t.ona 
admissivel valol" 
em 6 pal"a t.odas as amost.l"as, pr-oduzindo um único e 
eo para cada valol" CI"Í t.ico T<eo>, de modo que 
desigualdades em T<e> possam sei" t.J"ansf'oJ"madas em desigualdades em e. 
Ser;undo 88l"t.let.t.<1953~), espel"a-se que os t.ermos de COJ"I"ecão t.enham um 
ef'eit.o J"elat.ivament.e pequeno, não pel't.UI"bando a I"elacão de T<e> com e 
na vizinhança dos ValOJ'eS CI"Ít.icos de e. 
881"t.let.t.(1953a, 1953b, 1955) at.J'avés dos moment-os de maiol" 
OI"dem e da expansão de Col'nish-Fishel' obt.eve t.ais t.I"ansf'ol"mações T<e> 
de modo a minimizai" a assimet.I"ia p8l"a o caso de um único p8l"âmet.ro 
desconhecido e mais de um pai"ãmet.I"o desconhecido, inclusive · o caso 
onde pal'ãmet.I"os de pel't.UI"bação est.ão pl'esent.es. SeJ'ão apl'esent.ados 
aqui , det.alhadament.e, os I"esult.ados de 88I"t.let.t., com int.el'esse 
especial no caso onde pal'ãmet.I"os de pei"t.UI"bação esUo pl'esent.es, pois 
est.e é o caso do I"isco I"&lat.ivo. Pal'a melhol' ent.endiment.o dos 
I"esult.ados de Bal't.let.t., a.J.cuns I"esult.ados sobre expansão assint.6t.ica 
p8l"a somas de VaJ"iâveis aleat.6I"ias independent.es, sel'ão 
revisados<Barnof'f"-Nielsen e Cox, 1979). 
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3.2 - ALGUNS RESULTADOS SOBRE EXPANSÕES ASSINTÓTICAS PARA VARIÁVEIS 
ALEATÓRIAS INDEPENDENTES 
3.2.1 - Moment.os e Cumulant.es de uma Soma de Variáveis Aleat.órias 
Sejam variáveis: aleat.órias: independent-es e 
ident.icament.e dist.ribui das. Assumindo que os moment.os: de t.oda ordem 
exis:t.am, em part.icular que E<Y>=~-J e , considere Sr. • 
2 Yt.+Yz+ .. +Yn. Lo@;O E<Sn) = n#-J , Var<Sn) • na , e a variável padronizada 
Sn*• (Sn-n~-J) é t.al que ECSn*> = 
afri * 
O e VarCSn ) = 1. 
Sejam M'r = E<Yr> e Mr • E<Y-1-J)r, r•1,2, ... , os moment.os de 
Y em t.orno da ori~:em e da média 1-J res:peot.ivament.a. A Cunção r;eradora 
da moment.os de Y é def'inida por 
lY M<t.> • E<e >, t. e IR. 
Assumindo que M<t.> é conver@;ent.e em um int.ervalo da valores reais de t. 
oont.ando t,-0, poda-ae aacravar 
~ ~r 
• e- 1-l M<Y,~> • 1 +E ;;r Mr 
r. 
, •• 2) 
(8. 9) 
Os momen~os s:ão um conjunt.o de cons~ant.as: des:crit.ivas: de 
uma dist.ribuição, ú~eis: para represen~ar s:uas propriedades a at.é mesmo 
aspacif'ioá-las. Out.ro oonjunt.o da cons~ant.as que poliõlliõiU&m ast.a m&liõlrna 
Cunção e possuem propriedades mais at.rat.ivas são os cumulant.es. Seja 
K<Y,t.> • log 
cumulant.e, Kr, 
Taylor, 
M<Y,t.> a Cunção @;eradora de cumulan~es de 
t. r 
é def'inido como o coef'icient.e de r! na 
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Y. O r-ésimo 
eMpansão de 




Como pode-se ve:r em c:a. 5>, pa:ra :r)1 os cumulant.es são inva:riant.es à 
soma de uma const.ant.e à va:riável aleat.ó:ria Y. Os cumulant.es, Kr, são 
Cunções dos moment.os soment.e at.é a o:rdem :r e po:rt.ant.o podem se:r 
def"inidos independent.ement.e da conve:rgência dos moment.os de o:rdem 

















Às vezes é 
pad:ronizada. Sejam pr 
-
e 
út.il escrever os 
2 
J.J4 - ko& - 3b 
J.J5 - k5 + 10k3b 
et.c. 
cwnulant.es numa f"orma 
r h/a , :r•3,4,... os cumulant.es pad:ronizados. 
Pa:rt.icul.a:rment.e p3• b/cr9 e p4 • ko&/cr4 , são chamados :respect.ivament.e 
de coef"icient.es de .assimet.:ria e Kurt.osis, e são usados como medidas de 
assimet.ria e achat.ament.o do t.opo da dist.:ribuição. Em dist.:ribuições 
simét.ricas pg•O. Os cumulant.es pad:ronizados su:rgem nat.u:ralment.e em 
expansões assint.ót.icas pa:ra soma de va:riáveis aleat.órias 
independent.es. 
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Volt.ando à soma de vax-iáveis aleat.6rias independent.es e 
ident.icarnent.e dist.ribui das~ t.em-se: 
e 
n K<Sn~t.> • lot;<M<Y~t.)} • nlot;M<Y~t.> • nK<Y~t.>, 
t.al que 
ia'{Sn) • nKr<Y>~ r•1,2 ..... 
Como os cumulant.es são invar-iant.es à t.ranst'ormacões linear-es~ t.em-se 
que 




r (i/2>r CYn 
kr{Sn), 
kr<Sn) 
r < t/2>r 
un -
nh<Y> 
(t/2 >r r • pr-<Y> • pr-<Sn>. ·Ct/2r>-t 
n CY n 
-(i./2) -t 
ps(Sn) • n ps(Y) e p.&(Sn) • n p.&(Y). 
ps<Sn) • O<n-t/2 ) 
p-&(Sn) • O(n-t) 
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3.2.2 - A Expansão de Edgewort.h 
Sejam Yt, ... ,Yn 
ident.icament.e dist.l'ibui das com 
var-iãveis aleat.6l'ias independent.esJ 
curnulant.es kr. A 
função ~el'adol'a de cumulant.es de Sn* é 
* * J((Sn ,t.> • Log MCSn ,t.> • -
-t/2 
+ log E<e (n Sn)/0') • 
i/2 t. -f. /2t. 
n /-J + nK<Y, n ) <9. cs> 
O' C1 
Considel'e o seguint.e Teorema. 
Teorema: A função gel'adol'a de moment.os det.el'mina unicament.e a função 
dist.l'ibuição, e se ela exist.e é única.<Rohat.gi,1976, pãg 95). 
A derivação. do Teol'ema do Limit.e Cent.l'al é f'eit.a via 
• avaliação de M<Sn ,t.> no limit.e, quando n -+ co. As f'unções ,;eradoras de 
moment.os e cumulant.es da dist.l'ibuição Nol'mal padl'ão são 
:respect.i vament.e 
e K<X,t.> • i t.z. 
* 1 2 * D Se no limit.e M<Sn ,t.) • exp<2' t. >, ent.ão Sn ----+ N<0,1>. 
De ca. d, t.em-se que 
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que levado em <9. CS> produz 
• K<Sn ,t.> • -
9 " 
• .!. t. 2 + p9 t. + p.- t. + O<n -9/2) 
2 6-{i) 24n 
• Tomando-se a exponencial de K<Sn ,t.>, t.em-se: 
9 " 
M<Sn*,t.> • exp(.!. t.2 + p 9 t. + p.-t. + O<n-9 / 2)) 




" + O<n -a/2) ) p8t. p.-t. 
-
exp<2t. ) + 24n -ÓYn 
exp(~) (t + pst.9 " P92t.cs + O<n-9/2)) + p.-t + 6-ln 24n 72n <8. 86) 
que deve se:r invert.ido para obt.er a 1'uncã.o densidade de probabilidade 
de Sn*. 
Consddaz-.a o z-.aault.ado: 
I 
2 tx r t. 
e ~x>H r <x>dx • t. exp ( 2 ) (9. 8) 
onde H <x> é o polinômio de Hermi t.e de ,;rau r < uma classe especial 
r 
dos polinômios ort.o,;onais) de:finido pela ident.idade 
-
é a :função 
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densidade de pl"'obabilidade de uma Yal"'iável alea~61"'ia com dis~l"'ibuição 
N<0,1>. 
























} -a/2 • 
-- H
3 
<x> + 24n H" (x) + 72n H 6 <x> + O<n >dx • M<Sn .~> 6-ln 
Loco: 
exp (~2) 
f'<Sn * ,t..> • ~x) (t + pa H <x> + ~ H <x> + pa• H_...<x>} + OCn -a/Z) ÓYn a .-..n " 72n -
que quando int..egl"'ado produz 
F<Sn * ,x> • §<x> - </>(x>fe3 H <x> + P• H <x> + pa2 H_ <x>} + O<n_8 ,.2 >• 4rn 2 24n a 72n ... 
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+ 
As equações c9. P> e C9. to> I'epl'esent.am a expansão de Ed~ewol't.h pax-a 
Sn-. O númel'o de t.el'mos a sei' considel'ado nas equações acima é 
t.i ··•-- da C id t. d o'"""dem O<n-•,.,2 ) pai' c~· a ca caso. ons el'ax- apenas o el'mo e ... ~ 
most.I'a-se muit.o út.il quando a não nol'malidade t.em como causa pi'incipal 
a as:s:imet.I'ia. 
3.2.3 - A Inversão de Cornish-Fisher 
Seja C$ uma vax-iável Nol'mal. Deseja-se det.el'minax- C$ em 
t.el'mos de x t.al que 
C9. tU 
Usando o Teo!'ema de Taylol' pode-se escl'eVel' ~{C$) como: 
~<'I> -= § ( x + <'I - x>) 






subst.it.uindo ca. sz> a ca. so> em ca. su t.em-sa: 
• F<Sn ,x> • §(x ) - 3 ] 
p <Sn><x - 3x) 
4 24 + . . . . . • 
<x
9
-3x> + ... -] 
que ap6s ~pulação algéb~ica pi'oduz 
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1 '4 2 7 ) 2<S ) + O<n-9/2) 36' X- X p
9 
n (3.13) 
e a expansão inve~sa de Co~nish-Fishe~ de x em runcão de ~ é dada po~: 
1 <2~2 ~~) 2<S ) + O<n-9/2> 36 e -..,e p9 n 
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(9. 14> 
3.3 - RESULTADOS DE BARTLETT 
3.3:t - O Caso de um Parâmetro Desconhecido 
Serão apresent..ados: nes:t..a seção os result..ados de Bart..let..t.. 
sobre correção para as:s:imet..ria para o caso de um único parâmet..:ro 
desconhecido. 
3.3.t.t - Os Momentos de U<e> 
Considere a notação: 
E(~;) = L2 
Ls 
s 





L ) __ 
ae2 <Ls,L2) et.c. 
Pode-se obt..er iruini'Las relacões en'Lre os momen'Los de IIL/88. Seja 
J' p<e> uma not.acão Cormal para a in'Ler;ral de S'Lielt.z sobre t.odas as 
amost.ras possíveis. 
Têm-se que: 
1 • J p<e + r> • J exp<ln p<e + r>> C3. S!S) 
Escrevendo ln p<e + r> em séi:-ie de pot.ências de r, tem-se: 
I [ a r 2 a2 ] <t> • exp ln p<B> + r """B ln p(B) + - ln p(B) + ...... • u 2! aez 
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+ ooooo ] • J p<e> exp<B> 
Agora, escrevendo exp<B> em série de pot.ências t.em-se: 




= 1 + r Lt. + ~<Lz + Lt. ' 2 >) + ãr<La + 3<Lt. Lz> + Lt. 'a> > + 
(2) (2) ,.) 3 Lz + 4CLt. La> + 6( Lt. Lz> + Lt. ) + o o o o o o o o 
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+ 
I~ualando os coeficient-es, t.em-se: 
1 • 1 
L~ = o 
Lz + Li 
( 2) 
= o 
L :a + 3(Li L2> + L~ ( 3) o == 








Diferenciando as relações acima obt.ém-se um número ilimit.ado 
relações adicionais. Diferenciando <3. ~csb> <3. use> t.em-s.e: 
(3. ~7<1> 
{L~<.&> + 3<L~ cz> Lz>} = O (3. ~7b> 
Diferenciando <3. ~cScU t.em-se: 
2 
La + & Ls ' 3 > + 2 & <Ls La> • 
2 
L2 + { Ls c.&> + 3 <Ls ' 2> La>} + 2{ <L& ' 2> 
Lz) + Lz'2 > + <L1 L3)} = O (3. 18) 
de 
Fazendo U • , das relações ent.re moment.os e oumulant.es da seção 
ant.e:rio:r t.em-&e que: 
K~<U> = O 
Kz<U> • I<B> 
k.3CU> = E<U>3 
k..&CU> = E<U> 4 - 312 
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De C :I. J.cScU e C :I. SCSc> t,em-se: 
r· + 3<Ls Lz> + Ls (3) o = Lz + 2<L• L2> + L• <:a> a o • 
Logo K3(j) = 3 :! + 2 E(~) 
ae3 
De ca. tB> e ca. t7b> t,em-se: 
{ Ls'•> + L2 + 5<Ls'2 > Lz> + 2 Lz'2 > 2 Ls'•> + 6<Ls12> Lz> + 3 Lz'2 > 
De c:a. •c:scb ca. •7b> t,em-&~e: 
L C3) t<Z = 3 Lt12) + 2 L3 
• 
+ 2<Ls La) 
+ 3<Ls L3) + 
= o 
L3 = O 
• 
<L• La> • L:a - L• 
t 
e de c:a. 20> e ca. 2u1 





Dependendo da Corma da Cunção de verossimilhança Z<X,B> ca. Sp) • 
ca. zz> podem &~ar muit.o uWis. 
3.3.1.2 - Obt.endo uma correcão aproximada para assimet.ria de U<e> 
Usando os moment.os de rnaio:r o:rdem de U<e> e a expansão de 
Co:rnis:h-Fis:he:r, uma cor:recão aproximada pa:ra as:s:imet,:ria de U<B> é 
facilment.e obt.ida. 
Sejam Ys., Y2, ... Yr. va:riá veis: aleat,6 :rias: independent-es: e 
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ident.icament.e dist.ribu.í das com função densidade de probabilidade 
f<y,e>. Ent.ão u<e> é t.al que 
n iJ IJ n 1J U<B> • iJB<ln :e<Y,e> • iJB Eln f(yi,8) •E- 1n f<yi,e> • E u. <yi,e> . iJB \. 
i=:l L=:l 
é uma soma de variáveis aleat.6rias independent-es 
dist.ribu.í das com 
e 
Var (u:l CY:t,8)) • I (8). :l 
ident.icament.e 
• Logo Sn • 0(8) e Sn • • onde I<B> • nl <e> é t.al que E<Sn>•O e 
:l 
Na secão 3.1 foi i • s! v s"'o que .. possui dist.ribuicão N<0,1> para ordem 
0<1), que t.al aproximacão pode ser melhorada adicionando t.ermos de 
maior ordem; e que part.icul.arment.e se o principal Cat.or de não 
normalidade é a assimet.ria, a inclusão do t.ermo de ordem O<n- S/Z) é 
bast.ant.e sat.ls:f'at.6ria. EnUo para est.a ordem de aproximacl.o 
• :f'(Sn,x) { 
P <Sn) } 
• ~x> 1 + 9 6 H9 <x> + O<n-:l) 
e da expansão de Cornish-Fisher para est.a mesma ordem de aproximacão 
t.emos 
1 2 -:l ~ -= x - 6 <x -1)p9 <Sn> + O(n ). 
Considere ent.ão a t.rans:f'ormação polinomial de U<B> da :f'orma acima 
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T<B> = 1 
-rr [ õL ~ 
Para est.a ordem de aproximação a variável aleat.ória T<B> possui: 
-1 
E<T<B>> = O + O<n >, 
1 _ 1 2 (õL) + 1 2(õL) (k (õL) + 21 2) = 1 + O<n-1> 3 P 3 ae 
361
2 P 3 ae .. ae ' 
-. -· O<n ) • O + O<n ) 
Port.ant.o a assimet.ria de T<B> -1/2 á zero para O<n ). 
1nt.ervalos de coruiança para 8 corrir;idos para assimet.ria 
podem ser ancont.rados como as soluções das equações em 8 
T<B> • + a0/2. 
Est.as equações podem ser simplificadas Uliilando ca. 14>, t.al que TC8) é 
equivalent.e para est.a ordem de aproximação a 
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3.3.1 - O Caso de mais de um Parâmet..ro Desconhecido 
Sejam 
ident.icament.e 
Ys., Yz, ........ ,Yn variáveis: aleat.6rias:: 
densidade 
independent-es: 
e dis::t.ribui das: com !"unção onde 
e = <es.,ez, ...... eq). Re~iões:: de con:fiança aproximadas para e podem 
ser const.ruídas at.ravés de t.est.es ass:int.ot.icament.e eficient.es:. 
Part.icularment.e, a re~ião de con:fiança derivada do t.es::t.e dos: escores: 
e:ficient.es cons::is::t.e dos: valores: de <es.,e2, .... ,eq) para os: quais: 
onde U<e> = (
õL õL 
õéJs. õéJ2 ······~q)' I< e> é 
2 
X q,a 
t.al que I <e> 






)C é o percent.il superior de 
2 ,s.-a 
ordem <t-a) da dist.ribuiç ão 
Qui-Quadrado com q ~raus: de liberdade. 
Para o casb de dois 
Ba:rt.let.t..<1955), considerando que 
pa:râmet..ros desconhecidos:, e. 
assint.ot.icament..e (õL õL ) 
aes. 'õez 




covariâncias I<e> = [! ~: ! ::] , propôs const..ruir uma re~ião de 
conf'iança a pa:rt..ir da est,at.í st.ica 
-/lu+---~--/ (8L )z (8L 1 8L )2 ( õet. éléJz lu élet. ltz2 ) Izz - lu • Zt. + Zz (3. 23) 
Assint..ot.icament..e (3. 23> possui dist..ribuição Qui-quadrado com 2 ~raus: 
de liberdade, como demonst.rado a se~uir. 
Demonst.racão: 
a L Pelo Teorema 3.2.3 <Mardia et..al.,1979, pá~ 63>, se ae • ("L aL) aes.'aez "" 
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Is.z aL 
lu aez são 
independent-es: e possuem respect-ivament-e as: s:e~uint.es: dist-ribuições 
N<O.Iu> e 
onde bz. t = 12l Ent.ão pelo Corolário 2 do Teorema 32 de 




) 122 - --lu 
possui as:sint.ot.icament.e dist.ribuição de Qui-Quadrado com 2 graus de 
liberdade. • 
Valores: de Bt e B2 para os: quais: a expressão acima é menor 
2 que x def'inem uma região de coruiança aproximada. Aqui, do 
2 1t-OI./2 
mesmo modo que na seção ant.erior, a correção para assimet.ria pode ser 
derivada. Est.a correção é derivada obt.endo variáveis mais próximas da 
normalidade do que Zt. ·e Z2 , t.al que os cumulant.es de t.erceira ordem 
• - -f./2 
sejam zero para ordem de aproXlmaçao O<n ). 
Ant.es de t.ais correções serem apresent.adas, serão 
considerados alguns result.ados sobre as: relações ent.re os moment.os 
conjunt.os. 
3.3.1.1 - Momant.oa Conjunt.olli'l 
aL O mét.odo para obt.er relações ent.re os moment.os aB , 
' 
et.c. é nat.uralment.e ext.endido ao caso de vários p.arâmet.ros 
desconhecidos. Seja 
-
<Bt., ez, ea, ... Bk). Como no caso de um 
parâmet.ro desconhecido, sob suposição de dif'erenciação com respeit.o a 
Bi. comut.ando com a int.egral, pode-se escrever: 
1 • I p<~ , r) • I exp<ln p<e,r>> = I exp<ln p<e,<rt,rz, ,rk)) = 
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Procedendo de f"orma análoga ao caso de um único parâmet-ro, t.em-se: 
E (aL àL ) = E (- a
2 
L ) ae~ aej ae~ aej 
(3. 25> 
iJ (82 L ) 
ae'- E ae j aet = -
iJ (iJL iJL) 
aeL E ae j aet iJL) iJeL iJL) iJGj 
(3. 26) 
De <3. 2~> e <3. zes> t.em-se: 
E(iJL 8L 8L ) ( a
3
L ) iJ ljl + iJ li.L + iJ li.J ' • 2 E 8Bi. 88 j iJGL + iiBi. 8Bj 8BL iJBi. 86j 8Bt 
onde I i j • E ( - 8
2 L ) iiBi.IJej 
As f"6rmulas envolvendo menos de t.rês parâmet.:l'os podem se:!' obt.idas 
Cazendo dois Bi 's idênt.icos. 
3.3.1.2 - De ri v ando a Correção para Assimet.ria 
Considere as variá v eis t.ransf"ormadas incluindo t.ermos de 
-:1./2 
ordem n na expansão de Cornish-Fisher 
1 [8L 1 1 T:~.<G> = -- ãBi- 6 
YIU -fiU ((
iJL ) 2 ) 8L ] -:1. ãei - lu p
3
(ãei.) + O<n ) = 
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1 e~L + Àt ( (:~1) 2- lu)] + O<n-1) 
-ffU ôfJ1 
T2<8> 1 [( ôL l12 ôL) 1 [ (aL2 ) = ôfJ2 lu ôfJ1 - It2 2) 1/2 ôfJ2 (122 - 1122) 1/2 6 (1z2 lu lu 
li2 ôL ôL li2 2 (ôL )
2 
_ 













112 ~) - 1 [( (!:;.)'- 122] 111 iJ81 
(122 - 1122)1/2 6 111 
I s.z [(ôL ôL ) I ]] (éJL 111 ôfJ1 ÕéJ2 - 12 p3 ôéJ2 -
Deve-se achar os cumulant.es de Ts. e T2 e f"azâ-los Íf:uai&: a 
zaz-o paz-a oz-dam da apz-oximação da f"oz-ma a 
vaz-iáveis: aleat.6z-ias: Z1 e Zz em ca. za) poz- out.z-as mais pz-6xim.as da 
noz-malidade. Das z-elações: ent.z-e moment.os e cumulant.as <Kendal e 
St.uart., pá@; 86) t.em-se: 
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K3o<:T> = IJ3o<:T>, 
K21<T> = 1-121<T>, 
K12<T> = IJ12(T), 
Kce<T> = IJ3o<:T>. 
Nas: expressões: abaixo os: cumulant..es: ki.J referem-se à ( ôL ôL) ô81ô82 · 
1 [ k~o + 6À1Iu 2 ] + O<n- 1 ). 





lu 122 lu 
2À I ôL + O<n- 1 >][~~2 - I 12 ôL + À2o(ôL ) 2 - À2oi11 + À11 ôL ôL i iiôG1 Uf:' 111 ae~. aes. ões. ô8z 
( ôL )
2 
Àitiiz + Àoz 882 - Àoz Izz ]} = E{(ôL )
2 














À2o -- - À2ois.i -- + Às.s. -- --- À.s.s.ls.2 -- + À02 -- -- -ões. ões. ões. ô82 ões. ôe2 ões. 
(aL )2 (ôL )aôL (aL )41t.2 aL ôL (8L ) 2 Ãozlzz -- +2Às. -- --- 2Ãs. -- -- -2Ãs.ls.s. .A.Oz .::11.0 .. +2Ãslsz ~.. + 88 s. 88 s. 88 2 88 s. I s. s. Uf:' Uf:'.. uco ... 
O<n-i)} O(n-1 ) {Kz1 
Is.z Kao + Àzo(K4o + 3lu z lu2 ) + = lu 
+)..u(Kas. + 3hzlu Is2lu> + Àoz(Kzz + lul22 + 2Is.z 2 - l22lu) 











lu 122 lu 




K12CT> = 1 [ ("'· -2 l12 l12
2 
) lu Kz1 + - 2K.3o + 2Ã.u(lulz2 -lu 1/2 ( l1z2 ) 1 / 2 lu Izz - lu 
Q(n -1) 







h 1 Izz -
111 
As últ.imas t.rês equacões devem ser resolvidas 
szuoesz&~ivamant.e de baixo p~a cima. P~a o caso em que ls.2•0 t.&m-se: 
Kzs. + 2X.2ols.s.2 -= O, 
K12 + 2X.u lulzz =- o .• 
Koa + 6X.azi 222 = O. 
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3.3.3 -O caso do parâmetro de perturbação 
Considere o caso de dois parâmet.ros 81 e ez, onde ez é o 
quant.idade envolvendo 8L 8L ãlfi a &h parârnQt.:ro da pa:rt.u:rbação. A que 
proporciona uma alt.ernat.iva ao es:t.imador de máxima verossimilhança 81 
que possui esperança ze:ro e variâ.ncia lu .. 2 • lu - 1&22 /lu. 
Assint.ot.icament.e (8. 27) possui dist.ribuic ão 







Em .:randas amost..ras, quando 
Normais não correlacionadas 
<2. 27> são variáveis 
aleat.6rias eat..at..í at.ica 
suCicient..a para 92, a variável padronizada 
( 81.. lu m...), ~ T • CJãi' - lu "'ei /-1 lu .z aa. a•> 
é complet..ament..e insensível à. aubst..i t..uiç&o de 9a por seu est..imado:r de 
máxima verossimilhança. Em amost..:ras menores est..a subst..it.uiçã.o pode 
at"et.ar a diat..:ribuição de T. A princípio est.e ef'eit..o pode 
sucessi vament..e eliminado. 
" Subst..it.uindo ez po:r- ez em T, t..em-se 
" 8L " ( " ) i/2 T<B&,Sz> • iiiif-8•,8a>/ lu.2{8&,8a > , (8. 2P> 
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que pode ser usado para const.ruir int.ervalos de coníiança para 82. 
A subst.i t.uiç ão de 8z pelo est.imador de máxima 
verossimilhança de 82 dado 81 aíet.a a dist.ribuição da est.at.i st.ica T 
apénas para ordem de . - -1/2 aprox1.maçao O<n >, onde n indica o t.amanho da 
amost.ra. O est.imador de máxima verossimilhança de 82 dado 81 pode ser 
esc ri t.o como 
ez 
1 aL -1 
= Bz + l22 éJB2 + Op(n ), 
Demons:t..ração de 3. ao 
Pelo Teorema A.2.4, 
<:3. 30> 
Bz> D -1 N<O,nlzz >. 
~ ~ 
pelo Teorema A.2.3 fn<Bz - Bz> == Op<t> e por cons:e@:uint.e (8z 
LO@:O 
Bz> = 
aL " Expandindo-se · aez <Bz> em série de Taylor<Teorema A.2.1> em 
t.orno do verdadeiro valor do parâmet.ro ez, t.em-s:e: 
O == iJL. I" • aL + <êz - 82)a
2
L + Op(n-1 ) 
il82 L8z- - iJBz iJBz z 
" i12 L -& 
.. 
8L 
89z • -<ez-82>-- + Op<n > (3. 3U 
882
2 
-~ (i.) Dividindo ambos os: lados de (3. lU.) por -.. n lzz , onde 
1 a L 














1 aL " [ 




I U.> 22 





2 ô lo; f(x",et,8z) 
aez 2 
aleat.órias independent.es: e ident.icament.e dis:t.ribuí das: com 
(3. 3Z> 
são variáveis: 





1 8 2 L cu 
• - Izz + 0p(1> 
n iJezz 
Levando c3. 33> em c3. 32>, t.em-se: 
1 aL 
Yn 122 (f.) ãl!i2 = 






y-n <Bz-82) + Op(n- 1 / 2 ) 




-1 Op<n ) = 1 cJL -1 lzz cJBz + Op(n )o 
1 cJL -1 
= 122 ae2 + Op(n ). • 
,.... 
Expandindo T<B2,B1) em série de Taylor em t.orno de 82, t.em-s:e: 
,.... 
Te -= T<e2,es> 
,.... c1T -1 
= T + ce2-B2>-- + Op<n ) aez 
Levando <3. 30> em <30 34>, t.em-s:e 
1 8L 8T -s 
T + lz2 882 882 + Op(n ), 
(30 34) 
C3o 35) 
d B •1 • •(1955) o ' o d ordem O<n-1 / 2)0 Como Te e' que s:e~un o ar\~ e\1\1 pos:s:Ul. v~ c1o e 
o i d d O<n-1 / 2), v1c a o para or em uma alt.ernat.iva é considerar um t.ermo a 
~s: na expansão de Te em t.orno de 82 
" 8T 1 ,.. 2 T. • T + <e2-82) 882 + 2 <e2-82) UI. acs> 
Levando n•. BO) em n1. am t.em-se: 
[8L -s ] 8T 1 [(~2)2 I lz2 2 2 (ôL I T. - T + 882 I 122 + Op<n ) ae2 + 2 + 882 
122 )op<n- 1 > + Op<n-2 )] ô
2 T 
+ Op<n-3/2> = 
éiB2 2 
T + 1 [iJL 8T] + 1 [r~• (8L r (h J] + Op{n-3/2) 122 él82 aez 2 aez aezz C3o 3?> 
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que é equívalent..e, segundo Bart..let..t..{1955), a 
T + 1 [DL :2] + 1 [1: .. (iJL fE(~l] bz aez 2 aez 882 z 
T + 1 iJL[ â 2 L + b â 2 L + âL âa + âL a Izz aez .a âB1 DB1âB2 
aez
2 aez aez 
3 




3 aez aez 
onde 1 e b = ltz a = 
e fazendo uso de relações t..ais como 
âlu 
, t..em-se: aez 
-1 
+ Op{n ) cg_ 3B>. 
~] + 1 [~.f[ aez 2122 2 
-S. 
+ Op<n ). 
3 • 
ECTe> • - a [Ef!!_ L } + 2 âlu] - b [Ef~Lz .. } + 2 ~!zzz] + 
2Iii lae 1 aezz 882 2hz lae "' uo 
C3. 3P> 
Seja T! • Te-E<Te). Logo ECTe *> -s. -= OCn >, o que · li T.* e· 1mp ca que 
não viciado para ordem de aproximação O(n -t./2 >. Ent..ão pode-se 
most..rar que a variável Te* possui secundo a t..erceiro moment..os ir;uais 
àqueles de T para Q(n-t./2 ). Uma nova variável corrir;ida pela 
assimet..ria é dada por 
* 1 2 + O<n-1> Te - Ó <Te -1>p
3 
<T> 
ou pela expressão equivalent..e para est..a ordem de aproximação 
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As t;eneralizações de <3. 3D> e <3. 3P> para o caso de vários: 
parâme~ros de per~urbação são 
éJL [ {3 } {3 } éJA éJBJ ] gh a L + a L - 2lik - 21Jk ae9 I AE õ8tô8kéJ8h BjE õ8JéJBkéJBh Õ8k õ8h (3. 40> 
onde T A a L + Bj a L = ai!ú ôBj 
e E<T6>) =- ~ A[E { 3 } ôlilc ] -E ô L 11ch + 2 E I'"lc 1 E iJe1ôBkôBh ôBi 2 
(3. 4t> 
onde Iij é a inve:rsa d& lij e onde E indica soma em ~odos os i ndices. 
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CAPÍTULO 4 
RESULTADOS DE GART 
4.1 - Int.l'odução 
Ga:rt.(19B5) e Ga:rt. e Nam(19BB), ut.iliz.ando a Teo:ria dos 
Escores: Ef"icient.es: ~ derivaram os: int.e:rv alas: de confiança de 
Koopman(19B4) e Miet.t.inen e Nu:rmínen(19B5) pa:ra o :risco :rel.at.ivo e 
cor:rigi:ram-nos para a.ssimet.:ria ut.ilizando-se dos :result.ados de 
Bart.let.t. ap:resent.ados no cap.í t.ulo ant.e:rio:r. Nest.e capi t.ulo é 
apresent.ada uma b:reve :revisão dos result.ados de Ga:rt.. 
4.2 - Test.es de Hipót.eses 
Do capi t.ulo 2 t.êm-se que a verossimilhança para o k-ésimo 
es:t.rat.o é 
a que :a verossimilhança t.ot.al é 
:e <~,p~k) k 
- Tl L•• 
onde p~k, k• 1, .... ,k, são os parâmet.ros de pert.urbação. 
Para t.est.ar as hipót.eses: 
onde ,po é um valor conhecido, uma das t.rês est.at.! st.icas assint.ót.icas 
clássicas mencionadas no capi t.ulo 3, seção 3.1, podem ser const.rui das. 
Porém, como observado, o t.est.e do escore de Rao apresent.a vant.agens no 
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que diz respeit.o à derivação da correção para as::;;imet.ria. Além disso, 
como observado no capi t.ulo 2, seção 2.2.1.3, result.ados de simulação 
de Mont.ecarlo de Rudas<1984) indicam que o t.est.e do Qui-Quadrado de 
Pearson, exat.ament.e o t.es-t.e do escore de Rao para o caso de um único 
est.rat.o, apresen-t-a melhor perf"ormance para t.amanhos de amost.ras 
pequenos. 
A es-t.at.is-t.ica de Rao para t.est.ar a hipót.ese acima é 
Qr 




= U <4> sk) = <xzk -: nzkr/>psk) + <xsk - nskpsk) 
psk ,p psk<t-rt>psk) pü{1-ps.k) 
A rnat.riz de iruorrnacão de Fisher 
é -t.al que: 
nzkp~.k 
I 4>4> - E 4><1-tj:Jps.k) , 
I = rpupu 
psps O .I 
"' ps.kps.K 
o l onde -
I 44 f/>ps ~ I ] - p S. ti> Ips. ps. 
I ptkptk = 
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nzktj> + ns.k 
ps.k{1-r/>ptk) -p-.. ~k~{~1---p-.. ~k~) 
A variáncia ass:int..ót..ica es:t..imada de U 4>. <cPc>.ps.k) é 
- 2 
{
(I lf!pü <lj>o,pt:>) } = 
I (A-,ptk) 
pt kptk <+-. 
nt k nzkcp ptk 





as:sint.ot.icament.e dist.ribuição Qui-Quadrado com 1 grau de liberdade, e 
onde os p~k's são os est.imadores de máxima verossimilhança para dado 
valor de q:,. Est.es 
apropriadas das equacões 
est.imadores são encont.rados 
u <tj>,ptk)= o, k=1, .. ,k, 
ptk 
ou seja, de k &quaçÕ&s quadrá.t.icas: da f"orma 
- 2 .. 
ale ptk + blc ptlc + Ck = 0, 
onde ale • <nzk + ntlc)cp, 
bk= -<<xtk+nzk)cp + :KZk+ruk}, 
Ck = X2k + xtk, 
.. 
e cuja solução apropriada é ptk = -bk - {bk
2
-4akck>1 / 2 
2ak 
como soluções 
Como a correção para assimet.ria é derivada para uma 
variável Normal, considere a est.at.i st.ica assint.ot.icament.e Normal, 
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E vk<q>,ptk} ( ~ )l/2 
Em um gl'ande númei'O de aplicações as hip6t.eses de int.e!'esse são 
Pal'a 4-1, ps.k • pzk • 
apropriada é 
Ho:~ • 1 x 
X2k + Xik 
rulc:: + rulc:: -
Ht:~ ~ 1. 
pie:: e a est.at.ist.ica do t.est.e 
Para k•1, Z<1)2 é exat.ament.e a est.at.i st.ica do Qui-Quadl'ado de Pearson 
para uma t-abela de cont.igência 2x2. 
Em est.udos de cohor-t.e, t.est.ar 4-1 equivale a t.est.ar 
exist-ência de associação ent.r-e exposição e doença. Muit.as vezes, mais 
int.er-essant.e do que r-ealizar um t.est.e de hip6t.eses é const.r-uir- um 
int.er-valo de conf"iança. Por- exemplo., em est.udos de cohor-t.es, mais 
int.eressant.e que t.est.ar- a exist.ência de associação é quant.iCicar- t.al 
associação. Int.er-valos de con1'1ança se Cazem ent.ão muit.o pr-eciosos. 
4.3 - Int.ervalos de ConCiança 
A 
O est.imador- de máxima ver-ossimilhança de ~, q>, é obt.ido 
como solução de 
(4.1> 
- -Observe que U~. não é deflnida para pzk • ~ e ps.k• 1. Nest.e caso, o 
est.imador de máxima ver-ossimilhança pode ser- obt.ido maximizando a 
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vel:'ossimHhança .t'<!/>,ptk), onde a l"~pal'ame~:r·ização usada é ptk•!/>/p2k. 
ou invel'Lendo a Ol'dem dos suhscl'iLos O e 1 em <4. t>. 
~ 
Pal'a k>1, a obLenção da solução ~ l'equel' um méLodo 
i~el'aUvo. 
Um in~el:'valo apl'oximado de coef'icien~e de conf'iança 1-()( 
pal'a !/> é cons~l'ui do de~el'minando !/>i. e </>a, os limi ~es inf'el'io:r· 




Z<cPi> • 3 OV'2 
e 3 são 
t -OV'2 
Nol'mal Padrão. 
e 2(</>s) - 3 , t-()(/2 
os pel'cen~is de Ol'dem ()(V2 
A ob~enção de ~ais soluções 
da 
l'equel' um 
mé~odo i~el'a~ivo. Pal'a achai' ~ais soluções, Gal'~ su,;el'iu o mé~odo da 
secan~e<Ruggiel'o 8:: Lopes, 1988, pág.65-68). 
Na de~el'minação des~es lirni~es de coruiança, alt;uns casos 
especiais devem sei' considel:'ados: 
1) ~odos os X21c's são iguais a zel'o e pelo menos um x1Jc é di.t'el:'en~e de 
zel'o. Nest,e caso, o es~imadol' de máxima vel:'ossirnilhança de f'/J é 
iguaJ a zel'o e apenas o llmd~e supel'iol' pode sei' calculado; 
2) ~odos os ~k's são iguais a zel'o e pelo menos um xzk é di.t'el:'en~e de 
zel'o. Nest,e caso o est,imadol' de máxima vel'ossimdlhança é 
indet,el'minado , e apenas um llmit,e iruel'iol' pode sei' calculado; 
3) t,odos o xzk's e t,odos o ~k's são iguais a zel'o. Nest,e caso não é 
possf vel de~el'lninal' um in~el'valo de coruiança; 
4) X2k•n2Jc e ~k•ruJc ,Jc•1, ... ,k. Nes~e caso f'/J •1. ConseqUen~emen~e, o 
llmi~e iruel'iOI' é menol' que 1 e o llrni~e supel'iol' é maio!' que 1. 
Se c:p ~ 1, pzk • c:p e piJc•1, e se c:p ~ 1, pzk • 1 e ptk •1/~ Pal'a 
p2Jc - 1, uf'/J.<cp,ptJc) é indefinida. En~ão o llmi~e supel'ÍOI' deve 
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ser calculado a part.ir de Z<<f>,pak) • 
urf>. <<t>,pi~c> 
onde U ( - ) i1 ln Z.<<f>,pi:'k> tP. 4>.p i. Jc - -::;:iJ-:4> __ __;:....::.,:. __ 
Logo os linút..es irúerior e superior são dados respect..ivament..e por 
J( 
onde ru. • E ruk e n.z. 
k=s 
J( 







5) Pelo menos um xzk igual a nak e pelo menos um xzk igual a n.zk. 
Nest..e caso, não é possi vel det..ernúna%' os limit..es de corúiança, pois 
~ 
t..em-se um pak=1 e um p~k•t, de modo que ambas as est..at...íst..icas 
Z<4>,psJc> e Z<4>,pzk> são inderinidas. Porém, como os int..ervalos de 
corúiança são const..:rui dos sob a suposição de que o risco :relat..ivo é 
const.ant..e at.ravés dos e&Jt.:rat.os, o f"at.o do cálculo dos lirni t.es de 
corúiança não ser possível nest..e caso, não che,;a a se:r uma 
desvant.a,:em. 
É int.eres:sant.e obse:rva:r que int.e:rvalos obt.idos da Co:rma 
acima são inva:riant..es e consist..ent.es com o Test-e de , Z<t>. E 
t.ambém que para k-1 , os int.e:rvalos acima são exat.ament.e aqueles de 
Koopmam. 
Os int.ervalos e t.est.es apresent-ados acima f"o:ram derivados 





Tarone{1988) para o 
de homo,;eneidade, um t.est.e de homogeneidade 
ut.ilizando a generalização p:ropost.a pol" 
Test.e de homogeneidade de Mat.ne:r quando 
parâmet.:ros de pe:rt.urbação são p:resent.es. Tal t.est.e ut.iliza a Teoria 
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dos esco!'es et'icient.es. A est.at.i st.ica do t.est.e pal'a t.est.a!' 
Ho: tt>k •4> , k•1, .. ,k x H1 • Pelo menos um 4>õJ! 4> 
que assint.ot.icament.e 
possui dist.l'ibuição Qui-Quadl'ado com k-1 t;!'aus de libe!'dade. 
4.4 - A Correção par-a Assimet-ria 
4.4.1 - O Caso de um Est.l"at.o 
Conside!'e a est.at..í. st.ica assint.ot.icament.e Nol'mal 
Z<tt>> • 
- - 1/2 <1-tt>ptt )[ v<tt>,pu)l 
Deseja-se obt.er uma nova est.at.ist.ica corrigida para assimet.ria. De 
s.se, t.em-se que: 
-a 
• 2 X pu. pu. ] -
b1 ~I ] pu pu. 
~u 
-1 -1 
+ O<nu , n21 ) , 2 I pu pu 
i/2 
onde a • 1 / n<tt>:pu)l e 
C E{ ~9Lt } 2nt ttt> 2 ~1 tt>pu orno • - • - e 2 2 8pt 1 84> ~u <t-tt>pt t) 
a ~u 
} . 2rut<1-2pu) 2 <puqtt) 
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ent.ão E<z<cp,pt1)) -1 -1 • O<nu ,n.21 ) , o que implica que para ordem 
O( -1/2 -1/2) nu ,nz1 o vicio é zero. Como Z<cp,ptt) é não viciado para 
est.a ordem de aproximação os seus se~undo e t.erceiro moment.os são 
i~uais àqueles de 
_ cppu p upu / J(A..· )Jt/2 I <cp.pu) U (cp,pu)] I (A. tt) .,.pu • pttptt .,,p 
( ..~.. )1/2 [<x2t-nztp2t) <xu.-nupu) ] • v1 .,,pu -
nz1p21 n11p11 
t.al que 
Var<z<cp,ptt)) • Var<z<cp,pu)) • 1 
9 




O int.ervalo corrir;ido para assimet.ria é baseado na est.at.! st.ica 
corrit;ida 
onde p <Z<cp,pu) 
8 
é p <Z<<P,pu)) 
9 
com pu e p2t subst.i t.ui dos pelos 
Os limi t.es corri~idos para assimet.ria são obt.idos como 
soluções das equações 
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z (~) - z 
e Ol/2 
e Z <tf>s) • z 
e t.-Ol/2 
4.3.2 - O Caso Est.rat.if'icado 
No caso est.r-at.if1cado os limit.es 
baseados na est.at.i st.ica .assint.ot..icament.e Nor-mal 
- t/2 <E vk<4>,ptk)) - t/2 <E vk<4>,ptk)) 
não cor-r·igidos 
,• ~_no os k est.rat.os são independent-es, t.emos que <9. 99> reduz a 
[ ! J~9 } } iHptkptk] E<Te) ~ - ~ A E lE~cPL 8p1k2 lptkptk + 2 E lptkptk âptk -
são 
Dos result.ados da seção 4.3.1, t.em-se que Z<4>,p;k) possui vi cio zero 
para ordem de aproximação O(n\.( 1/ 2 >, i•0,1 e j•O, ... ,k. Como para o 
caso de um único est.rat.o, a assimet-ria de Z<4>,p;k) é a mesma de 
Z<cfJ,ptk) para est.a ordem de aproximação. 
s Loco E<z.<cfJ,ptk)) • 
[ r-cfJptk <ct>,ptk) upllc <4>,ptk)]]s E u Ã-,<4>,ptk) - E I <ct> tk) I V' ptkptk 'p 
-
3/2 . (E vk<4>,ptk)) 
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Os limi t.es corrigidos para assimet.ria são obUdos como as raizes 
apropriadas das equaçães 





com ptk e p2k subst.i t.ui dos poi' ptk e p2k. 
Aqui, os casos pal't.iculal'es t.ambém devem sei' conside:t'ados. 
Nos casos 1,2,3 e 6 deve-se pi'ocedei' de 1'oi'ma equivalent-e ao caso não 
COI'I'igido par-a assimet.I'ia. No caso 4, os limit.es de coruiança 
COI'I'igidos devem sei' obt.idos como soluções das equações 
z .• <4>. ,pik> • z \. Ol/2 e z.s<4> ,pzk> • z • t-Ol/2 
Como obser-vado ant.ei'ior-ment.e, Gar-t. avaliou o mét.odo do 
eSCOI'e quant.o aos coe1'icient.es de coruiança e dist.:r-ibuiç ão das 
pr-obabilidades nas caudas par-a o caso de um único est.r-at.o. No capi t.ulo 
seguint.e ser-ão apr-esent.adas avaliações numéi'icas par-a o caso 
est.r-at.i1'icado e compar-ações com o mét.odo baseado na dist.r-ibuição 
Nor-mal assint.6t.ica p81'"a o locar-i t.imo do est.imadol"' de máxima 
vel"'ossimilhança, ou seja com os int.el"'valos const.l"'ui dos a p81'"t.il"' do 
t.est.e de Wald p81'"a 
X Ht :ln<~>~ ln<<Po), 
onde 4>o é um valor- conhecido de 4>. 
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CAPíTULO 5 
AVAUACÕES NUM~RICAS DOS INTERVALOS DE CONFIANÇA PARA O CASO 
ESTRATIFICADO 
5.1 lntr·odução 
Gart.. e Nam <1988) compal'aram ,para o caso de um único 
est..rat..o, os Mét..odos de Noet..her, de Fieller, do loc;ari t..imo e o mét..odo 
do escore at..ravés da avaliação 
das caudas 
eKat..a dos coef'icient..es de conf'iança e 
das probabilidades dos int-ervalos 





calculadas para uma variedade de valores de nt,ru,pt,pz, e o•0.05 e 
0.10. Dest..es mét..odos, o mét.odo do logar-i t..imo e do escore foram os que 
ap~esent.aram melho~es ~esult..ados, p~oduzindo coeflcient..es de confiança 
mais próximos do válor nominal. Poi-ém, o mét.odo do escore 
ap~esent.ou-se ~azoavelment..e melho~. Quant.o à dist..I-ibuição das 
probabilidades nas caudas, o mét.odo do logar-i t.imo dist..ribui as 
p~obabilldades nas caudas de foi-ma muit..o assimét.~ica, com maior 
concent..ração na cauda superior quando 4> é maior que 1. Poi-t..ant..o, o 
int..ei-valo é deslocado par-a a esquei-da, at..é mesmo quando o coef'icient..e 
de confiança é muit..o pi-6ximo do valor nominal. Quando ti> é menol' que 1, 
o int..ei-valo é deslocado para a direit.a. Est,e result.ado se,;ue da 
pi-opriedade de invariância. O mét..odo do escore dist..ribui as 
p~obabilldades nas caudas de 1'orma mais simét.rica, mas para valo~es de 
ti> muit..o a1'ast.ados de 1, pode dist..I-ibui~ t.ais pi-obabilldades de fo~ma 
t..ot..alment.e assimét..~ica. 
Comparação do mét..odo do escore cor~igido pal"a assimet..I-ia 
com os mét.odos de Bedl'ick<1987) e Bailey<1987) indicam que os dois 
p~imei~os p~oduzem I-esult..ados similai"es quant.o aos coeficient-es de 
confiança e dist.ribuição das pi-obabilidades nas caudas, e são 
supe~io~es ao int.ei-valo de Bailey. O mét..odo do esco~e co~~igido p~oduz 
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probabilidades nas caudas mais próximas do valor nominal, mas os 
coeficient-es de confiança podem ser maiol'·es do que no mét.odo não 
corrigido, principalment-e se o valor 
menor que 1. 
mínimo esperado, mínimo de 
Como observado por Gart. e ntqt, nzpz, nzqz), é 




assimet-ria, mas primeiro deve-se corrigir os limi t.es para dependência 
da va:r-iáncia em .p. Oart. e Thomas<19Q2) explox•aram est.a cor-:r-eção para o 
caso da t.:r-anst'o:r-mação logit.o par-a a "odds :r-at.io". Por-ém, eles 
conclui ram que o mét.odo do logit.o cor-rigido é iruerior àqueles 
baseados diret.ament.e nas variáveis binomiais. 
Para o caso est.rat.it'icado, Gart. e Nam<1999) não realizaram 
nenhuma comparação dos int-ervalos de cont'iança. Nest.e capi t.ulo são 
apresent.ados result-ados de avaliações numéricas de alguns mét.odos para 
o caso est.rat.it'icado , a saber: 
I - O mét.odo do logari t.fmo; 
11 - O mét.odo do escore; 
111 - O mét.odo do escore corrigido para assimet.ria. 
O mét.odo do locar! t.imo consist.e em const.l'uir int.el'valos de cont'iança 
baseados na est.at.!st.ica de Wald para t.est.ar 
Ht: ln((/>)jjll!ln(cflo>, 
onde cflo é um valo!' conhecido de (/>, dada pol': 
w-
<ln(~)-ln((/>))2 
1 [ ,.. ,.. ] -l ~2 1<</>:pt) 
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5.2 - Met.odologia 
Como a avaliação exat-a dos coei'icient-es de coni'iança e das 
probabilidades das caudas no caso est-rat-if'icado demandaria mui t-o t-empo 
comput-acional, em conseqUência do 
possíveis, decidiu-se por avaliar os 
de expe.r-iment.os de Mont.ecarlo, cada 
amost.ras. 
gr-ande númer-o de I"esult-ados 
int-ervalos de conf"ianca at.ravés 
exper-iment-o consist.indo de 1000 
Pal"a cada t.abela de cont.igência 2x2, duas seqUências de 
vaJ"iáveis aleat-6rias binomiais independent-es i'oram geradas, de modo 
que para cada experiment.o, consist.indo de k est.rat-os, 2xk sequências 
:foram geradas. Pai"a cada sequência sement-es di:ferent-es :foram adot-adas 
de i'orma a t;ai"ant.ir a independência das sequências. As Vai"iáveis 
binomiais :foram r;eradas at-ravés da subrot-ina RANBIN do SAS. O mét-odo 
de geração utilizado nest.a subrot.ina é o mét.odo da inversão 
numérica<Dagpunar 1999, "pág 124-126). Os programas :foram desenvolvidos 
ut.Uizando o módulo IML do SAS<Syst.em Analysis St.at.ist.ics)<SAS 
Inst-it-ut.e Icc.,1999), e :foram execut-ados em um IBM 3090. O pror;rama 
ut.illzado nas simulações é apresent-ado no apêndice 4. 
Os seguint.es cri t.érios 
int.ervalos: 
f" oram usados para compai"ar 
- comparação dos coef"icient.es de conf'iança est.imados; 
- comparação das est.imat.ivas das pi"'babilldades das caudas; 
- compai"ação dos compriment.os médios dos int.ervalos. 
os 
Para cada uma das est.imat.ivas, int.ervalos de coe:ficient.e de 
con:fiança de 95% :foram const.rui dos. Seja M • número de amost.ras do 
experiment.o de Mont.ecai"lo e 
A 1 M 
C • R E Y(m), 
m=1 
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o coef"icient.e de conf"iança est.imado, onde 
{
1 se </> e [Li(m),Le (m)J 
Y(m) • O 
c.c. 
e L~.(m) e Le<m> são l'espect.ivament.e os limit.es inf"el'iOl' e super•iol' de 
conf"iança pal'a a est.imat.iva de tf> na m-ésima amost.l'a. 
Um int.el'valo de conf"iança pal'a c é dado pol' 
A A i/2 






2 E (Y{m)-c) 
m=1 
A 
Da mesma f'orma , int.ervalos de coruiança f'oram const.rui dos pal'a c~. e 
A 
ce, as probabilidades est.imadas das caudas iruerior e superior, onde 
as Val'iáveis indicado:l'as Y(m) são def'inidas respect.ivament.e como 
{
1 se</>< Li(m) Y(m)• 0 e c.c. {




Int.ervalos de conf'iança t.amb4om f' oram const.rui dos para os 
compriment.os médios dos int.e:rvalos. Seja d(m) • Le<m>-Li(m), o 
compriment-o do int.e:rvalo para a m-ésima amost.ra e 
1 d • M E d{m), 
o compriment.o médio do int.e:l'valo. Um int.e:rvalo de coruiança para d f'oi 
const.rui do da f'orma 






var<(b 1 - 2 • M<M-1) L (d(m)-d) . 
Como o da máxima 
verossimilhança de <P é consist.ent.e apenas no caso assint.ót.ico 1, onde 
o núme:r-"o de est.:r-at.os é t'i:Mo e os t.amanhos de amost.:r-as dent.I·o de cada 
est.:r-at.o são c;:r-andes. O int.e:r-esse, aqui, est.á cent.:r-ado em t.amanhos de 
amost.:r-as moderados. Ent.ão, 
consist.ência do est.imado:r- de 
considerou-se apropriado 






int.e:r-valos de cont'iança f' oram const.:r-uf dos para o valor esperado de 4>. 
As est.imat.ivas de má:Mima verossimilhança do r-isco :r-elat.ivo 
e seus int.e:r-valos de cont'iança pelos mét.odos II e III foram obt.idos 
at.:r-avés do mét.odo da secant.e. A est.imat.iva de "Mant.el Haenzel" t'oi 
usada como valol" inicial na det.el"minação da est.imat.iva de máxima 
verossimilhança e os int.el"valos calculados pelo mét.odo do logal"i t.imo 






sua vez t'ol"am 
limit.es pelo 
ut.ilizados como valores iniciais na 
mét.odo do escol"e pa:r-a 
5.2.1 - Delineament.oa doa Expel"lmaent.oa de Mont.ecal"'lo 
Abai:Mo é apl"esent.ada uma bl"eve descrição do delineament.o 
dos e:Mperiment.os de Mont.ecarlo. 
5.2.2.1 - Número de Amostras 
Foram consideradas 1000 amost.ras em cada e:Mperiment.o de 
Mont.ecax-lo. 
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5.2.2.2 - Número de Est.rat.os 
Os númel'os de est.l'at.os considel'ados :fol'am 2 , pol' sei' o 
caso mais simples de est.rat.i:ficação e 5, pai' a se t.el' uma idéia de como 
os· int.el'valos se compol't.am quando o núme1•o de est.l'at.os cx·esce. 
5.2.2.9 - Os Parâmet-ros da Dist-ribuição Binomial 
Na g-el'ação de uma t.abela 2x2, os t.amanhos de amost.l'as dos 
g-l'upos compal'ados, nt e nO, e os pal'àmet.l'os (/J e pt são rixados a 
pl'iol'i. Os t.amanhos de amost.l'as considel'ados :fol'am 20,30 e 50. Pal'a o 
caso de 2 est.l'at.os :fol'am considerados as seguint.es sit.uações: 




t.amanho com t.amanhos de amost.l'as ig-uais: 
Est.rat.os de igual t.arnanho com t.amanhos de amost.ras di:ferent.es: 
rut•nu•20 e nzt•nz2•SO, 
rus•rus•20 e nzt.•nz2•50, 
rut•rus•SO • nzt•n22•50; 
Est.rat.os de t.amanhos dif'erent.es com t.amanhos de amost.ras i~uais: 
nu•nzt•20 e ru2•nz2•SO, 
nu•nzt•20 e ru2•nz2•60, 
nu•nzt•SO e ru2•nz2•60; 
Pa:ra o caso de 5 est.rat.os f'oram considerados apenas os 
casos de est.rat.os de igual t.amanho com t.amanhos de amost.ras i~uais. 
Os valores de <J1 considel'ados :foram 0.5, 1, 2, e 4. Est.es 
valol'es :foram considerados porque abrangem grande pa:rt.e dos casos que 
podem ocorrer na prát.ica. Os valores de p2 dependem dos valores de (/J. 
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Eles são def'inidos de modo que O < pt < 1 e O < p2 < 1/cp. Os valol'es 
de p1 conside!'ados encont.I>am-se I'elacionados abaixo, se~undo o númel'o 
de est.I>at.os e os valoi>es de cp. Pai>a c:p • 1, nos casos onde os t.amanhos 
de amost.I'as dent.I'o dos est.I>at.os são i~uais, o mét.odo III não f'oi 
conside!'ado, pois nest.es casos o coef'icient.e de assimet.I>ia p <Z<cp))•O. 
3 
Tabela 1: Valoi>es de pt considel'ados no caso de 2 










plt pt2 ptt pt2 ptl pt2 ptl pt2 
0.25 0.50 0.25 0.50 o .125 0.250 o .10 0.15 
0.25 0.75 0.25 0.75 0.125 0.375 0.10 0.20 
0.50 0.75 0.50 0.75 0.250 0.375 0.15 0.20 
Tabela 2:Valoi>es de pt considei>ados no 
caso de 5 est.I>at.os, segundo vai OI'es de~ 
cp ptt pt2 pta pt4 pus 
0.5 0.20 0.35 0.50 0.65 0.80 
1 0.20 0.35 0.50 0.65 o.ao 
2 0.10 o .175 0.25 0.375 0.40 
5.2.2.4 - Nivel de Sisin1Cicãncia 
o n!vel de si,;nit"icância adot.ado const.l"uçã.o 
int.el"valos de con1"1ança f'oi de a • 0.05. 
5.3 -Reault.adoa 
dos 
São apl"esent.ados a segui!' os I>esult.ados das simulações 
I>ealizadas para comparar os mét.odos de const.I>ução de int.el"valos de 
coruiança pal"a a l"azão de duas pl"OpOl"ÇÕes binomiais. 
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5.3.1 - Compar-ação das Est.im.at.ivas dos Coef"icient.es de Coruiança e 
das Pr-obabilidades das Caudas 
Nas 
as est.imat.ivas 
t.abelas A317 ... ,A310 
dos coef"icient.es de 
do apêndice 3, 
confiança e das 
são apresent-adas 
probabilidades das 
caudas e seus respectivos int-ervalos de conCiança para os casos 
est.udados. 
Para melhor 
mét.odos7 alguns crit.érios 
primeiro crit.ério: 
ent.endiment.o das discrepâncias ent..re 
de comparação Coram considerados. Seja 
os 
o 
1) Proporção de 
est.-imat ... ivas dos 






confiança para as 
probabilidades das 
caudQS inclui xoam x-eepeat..ivanl<ant,o o aoet'iai.-n~ d.Q. aord"i.GarwQoGo r..c-.nir.-1 
<1-0t) e o valor nominal das probabilidades das caudas Ot/2. 
Para avaliação quant.o a est.e 
est.rat.os, os result.ados das t.abela A31, .. , 
seguint.e t.abela. 
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CI"i t.ério, no caso de dois 
A39 Coram sint.et.izados na 
Tabela 3: Proporção de int-ervalos de conf"iança de 95% para as 
est.imat.ivas dos coet'icient.es de conf"iança(c) e das probabilidades das 
A 
'· 
caudas(ci. e cs), const.ru.í dos pelos mét.odos do logar.í t.imo<D, do 
escor-e<ID e do escor·e corri~ido para assimet.r-ia<III), que cont-iveram 
os valores nominais para os di versos delineament-os no caso de dois 
est.r-at.os. 
A A ,, 
rp Me todo C\. c cs 
I 77.78 88.89 1•.81 
0.5 II 96.90 92.59 88.89 
III 100.00 100.00 s>ó. 30 
I 88.89 92.59 85.19 
1.0 li 96.30 100.00 100.00 
III 100.00 100.00 100.00<• 
I 51.85 92.59 77.78 
2.0 II 100.00 100.00 92.59 
III 96.30 100.00 s>ó.90 
I 22.22 85.19 d6.67 
4.0 IX 81.•8 96.80 88.89 
I II 96.30 96.90 S>2. 59 
< • > F o r a.m cone\. de r adoa apen<1e o a c<1eoa em 
que oe tamanho& de amoetrae dentro doe 
estratos são diferentes, po\.s para 
tamanhos de amoelrae \.guai.e a correção 
para aaai.metri.o. não ee juati.fi.ca. 
No caso de dois es"t.rat.os, como pode ser observado na t.abela 
acima, o mé"t.odo do locar! t.imo apresent-a-se int'erior aos demais. Para f/1 
< 1 <4'-1/2) , a proporção de vezes em que os in"t.ervalos 
est.imat.iva da p!'obabilidade da cauda supel'iol' incluem o valo!' 
é mui"t.o pequena e mui"t.o int'e!'iol' à pl'opol'cão de vezes em 





valor. Para f/1 > 1 es"t.e compor"t.amen"t.o se inver"t.e. A proporção de 
int.e!'valos de cont'iança que incluem o valor nominal é menor para a 
cauda inf'erior, f'a"t.o est.e esperado devido ao mé"t.odo do lo,; ai" i t.imo 
sat.isf'azer a propriedade de inva:I'iância. lst.o ocorre porque o mét.odo 
do loga:I'.í t.imo dist.ribui as probabilidades nas caudas de f'orma 
t.ot.alment.e assimét-rica, com maior concent.racão na cauda superior para 
valores de 4> menores que 1, e maior concent.racã.o na cauda int'erior 
para valores de f/> maiores que 1, indicando que pa.I"a f/> < 1 os 
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int.ervalos são deslocados para a direit.a e que para 4> > 1, os 
int.ervalos são deslocados para a esquerda.<Veja t.abelas: A31, .. ,A39}. 
Considere o se~uint.e exemplo: 
Est.rat.o I Est.rat.o I I 
Sucesso Sucesso 
Sim Não Tot.al Sim Não Tot.al 
Grupos 1 3 47 50 1 08 42 50 
2 10 10 20 
Tot.al 18 52 70 
" Para o exemplo acima, ~ • 3.78, e os int.ervalos de confiança 
const.ruidos respect.ivament.e pelos mét.odos I, II e III são: 
I - U.97, 7.251 
II - [1.96, 7.281 
111 - [1.98, 7.571 
Observe que o int.ervalo produzido pelo mét.odo do logari t.imo é 
deslocado para a direit.a em relação ao int.ervalo produzido pelo mét.odo 
do escore, que por sua vez t.ambém é deslocado para a direi t.a em 
relação ao mét.odo do escore corrir;ido para assimet.ria. 
Quant.o ao cri t.ério 1 ,há indi cios de llillupariorid.ade do mét.odo 
corrir;ido para assimet.ria no caso de dois est.rat.os. No caso de cinco 
est.rat.os t.odos os int.ervalos de conf'iança cont.ivaram os valores 
nominais, não sur;erindo superioridade de nenhum dos mét.odos quant.o a 
est.e aspect.o. 
Porém, apenas o crit.ério 1 não é suf'icient.e para def'inir 
um mét.odo como superior. Espera-se t.ambém que o mét.odo superior 
dist.ribua as probabilidades nas caudas de forma simét.rica e cujos 
valores são os mais pr6:ximos de oc/2. Ent.ão, :foram de:finidos out.ros 
dois crit.érios: 
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" " 2> dist.âncias ent.res as: probabilidadel!il est.imadas I Cl!il - oi I 
3) dist.âncias: ent.re as: probabilidades est.imadas: e 
" " I ai -aa I+ I cs-aa I· 
A dist.ância ent.re as: est.imat.ivas: das: probabilidades das: 
caudas é út.il na discriminação do mét.odo que dist.ribui est.as 
probabilidadel!il de f"orma mais simét.rica, sendo que quant.o menor a 
" " dist.ância I ci-cs I, melhor é o mét.odo nest.e aspect.o. A soma das 
" " dist.âncias I ci-a/2 I+ I cs:-01/21 é út.il na discriminação do mét.odo que 
produz est.imat.ivas: mais próximas do valor nominal. 
Calculadas est.as dis:t.âncias, os t.rês: mét.odos f' oram 
ordenados na ordem cres:cent.e das mesmas:, recebendo menor pos:t.o o 
mét.odo com menor dis:t.ância. No caso de empat.e em um dos cri t.érios:, o 
mét.odo que recebeu menor pos:t.o 
cri t.ério. No caso de empat.e nos 
f" oi aquele com 
dois crit.érios 




Abaixo são menor pos:t.o C oi aquele comput.acionalment.e 
classincaçães: dos: mét.odos: 
mais 
apres:ent.adas: as quant.o a es:t.es: crit.érios 




Clas&lif"icação do& mét.odo& do lor;arit.imo<I>, 
corrir;ido para as:s:imet.ria<III> quant.o às 
dali probabilidade& daa caudas ao valo:r-
do e&core<II> e 
dist.i.ncias: das: 
nominal e à. 






Menor dist.ância ao valor nominal 
I II III Tot.al 
I o o o o 
11 o 10 1 11 
III o 1 15 16 
Tot.al o 11 16 27 
O mét.odo corrir;ido para as:s:imet.ria mos:t.rou-s:e superior em 
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15 casos, considerando como superior o mét.odo que possui as menores 
dist.âncias. Porém em 2 dos 10 casos em que o mét.odo do escore foi 
superior, ele f'oi equivalent.e ao mét.odo corri~ido para assimet.ria. 
Lo~o, em 17 casos, o mét.odo corri~ido para assimet.ria apresent.ou-se 
melhor ou i~ual aos out.ros dois. 
Para fjY=1, quando nok=nzk, a correção para assimet.ria não se 
just.ínca pois p:J<z<f/>»=0. Como na maioria dos casos ast.udados 
ruk ... nzk, na t.abela abaixo considerou-se apenas os mét.odos: I e 11. 
Tabela 5: Classificação dos mét.odos do lo~arít.imo<D e do escore <II>, 
quant.o às dis:t.âncias: das es:t.imat.ivas das: probabilidades: das: caudas: ao 
valor nominal e à dis:t.ância ent.re as mesmas:, para fjY=1, no caso de dois 
est.rat.os. 

















Nos casos est.udados, para p1, o mét.odo do escore apresent.ou melhores 
result.ados um número maio:r da vezes. Poda-se observar nas t.abelas 
A31, ... ,A39, que para t.amanhos de amost.ras di f' erent.es dent.ro dos 
est.rat.os, o mét.odo do escore f'oi sempre melhor, apresent.ando-se 
bast.ant.e superior. 
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Tabela 6: Classif1caç.ão dos mét.odos do logarit.imo<I>, do escore <ID e 
do escore corrigido para assimet.ria <III>, quant.o às dis:t.âncias ent.re 
as est.imat.ivas das probabilidades das caudas ao valor nominal e à 






Menor dist.ância ao vai or nominal 
I 11 111 Tot.al 
I 1 1 o 2 
li 1 9 o 10 
111 o 1 14 15 
Tot.al 2 11 14 27 
Tabela 7: C.lassi:f'icaç.ão dos: mét.odos do lor;arit.imo<D, do escore<ID e 
do escore corrigido para assimet.ria<III>, quant.o à.s dist.âncias das 
es:t.imat.i v as das prob~Uidades das caudas ao valor nominal e à 
dis:t.ância ent.re as mesmas, para fi> • 4, no caso de dois est.rat.os. 
Menor dis:t.ância 
ent.re as 
est.imat.i vas das 
probabilidades 
das caudas 
Menor dist.ância ao valor nominal 
I 11 111 Tot.al 
I 1 o o 1 
li 1 7 2 10 
111 o o 16 16 
Tot.al 2 7 18 27 
Nos: casos de tj;a2 e tfl-4, o mét.odo corrigido apresent.ou melhores 
:r-esult.ados na maioria das vezes, produzindo int.ervalos mais simét.ricos 
e com probabilidades est.imadas mais próximas de ot/2. Resumindo, no 
caso de dois est.rat.os, com respeit.o à dist.ribuiçã.o das probabilidades 
nas caudas, o mét.odo do escore, no caso de 4-1, e o mét.odo do escore 
corrigido para as:simet.ria, para valores de ~1, apresent.aram-se 
superiores ao mét.odo do logar.í t.imo na maioria dos casos est.udados. 
Para valores de ~1, a menos dos casos em que o mét.odo do logar.í t.imo 
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Para valores de ~1, a menos dos casos em que o mét.odo do lot'ari t.imo 
f'oi supel'ior aos demais, ele f'oi sempre inf'erior ao mét.odo do escore e 




result.ados mui t.o 
deles<Tabela A310). 
est.1 ... at.os, nos casos est.udados, a correção par-a 
melhorou os int-ervalos ,produzindo, at.é mesmo, 
Os mét.odos do logar-1 t.imo e do escore produziram 
próximos, não indicando superioridade de nenhum 
5.3.2 - Comparação dos Compriment-os Médios dos Int-ervalos 
Um aspect-o import.ant.e, que deve ser observado ao compar-ar 
os mét.odos, são os compriment-os médios dos int.er-valos por eles 
produzidos. Idealment-e, o melhor mét.odo deve t.er o menor compriment-o 
médio esperado. O int.ei-esse aqui é 11 especialment-e, observar o que 
acont.ece com os compriment-os médios quando a correção para assimet-ria 
é ef"et.uada. Abaixo são ap!"esent.ados os compriment-os médios esperados e 
a variância dos compriment-os dos int-ervalos produzidos pelos t.rês 
mét.odos . 
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Tabela 8 Compriment-os médios esperados dos int-ervalos de conf"iança, 
const-rui dos pelos mét.odos do logarít.imo<D, do escore<ID e do escore 
corrigido para assimet.ria<IID para a razão de proporções binomiais 
e .variâncias dos compriment-os para os diversos delineament-os para 
rp=o.5, no caso de dois est.rat.os. 
t. a.ma.nhoe 
Net.odo X Nelodo XX Nelodo I XX 
- - - -
a.moet. ra.\.e pu p12 D Va.r< D> D Va.r< D> D Va.r< D> 
0.25 0.50 o. 8409 
n11=n21=20 
O. C802 o. 8087 o. ce28 o. 8287 O.CP55 
o. 25 o. 75 o. 5905 o. 0156 o. 5791 o. 0189 o. 5889 o. 0196 
n12=n22=20 
0.50 o. 75 o. 5308 o. 0102 o. 5184 0.0121 O. 52CSO o. 0125 
0.25 0.50 o. cscse3 o. C857 
n11=n21=30 
O. 64CS4 o. oacs8 O. 6582 0.0604 
o. 25 0.75 o. 4819 O.OO<S4 
n12=n22=ao 
o. 4702 o. 00?8 O. 4?CSS 0.00?6 
0.50 0.75 o. 4265 0.0037 o. 4188 o. 0042 o. 4244 0.0045 
o. 25 0.50 o. 45)23 o. 005)3 
n11=n21=50 
o. 4884 o. 005)6 o. 4925 o. 0102 
0.25 o. ?5 o. 3CScSCS 0.0020 o. 3CSOZ o. 0022 o. 3684 0.0024 
n12=nZ2=50 
0.50 o. 75 o. 3261 0.0013 o. 3226 o. 0014 o. 3251 o. 0016 
0.25 0.50 o. 701$) 0.0620 o. CS808 0.0635 o. CS940 o. 0688 
n11a:nZ:l=20 
0,25 0.75 O. 5006 o. 0077 o. 4870 0.0088 0.45)40 0.005)1 
n12=nZ2=3o 0.50 0.75 o . .f.5:la o. ()050 o • .f..f.17 0,0057 O • .f..f.7CS o. coeso 
0.25 0.50 o. 5.f.50 O. 012CS o. 5338 o. 0130 O. !ill.f.2!ill o. 0186 
n11=nZ1=20 
0.25 o. ?5 o. 3878 0.0023 o. 3804 0.0025 o. 38.f.7 o. 0028 
n12=nZ2=50 
0.50 0.75 o. 3CS7.f. o.oozo o. 3617 0.0022 o. 3651 o.oo23 
o. 25 0.50 o. 530. o. 012.f. o. 5206 0.0127 O. 52PO 0.0133 
n11=n21=30 
0.25 o. 75 o. 3817 0.0022 o. 37.f.CS 0.0025 o. 3787 o. 0027 
n12=n2Z=50 
0.50 0.75 o. 3509 0.0016 o. 3459 0.0018 o. 3487 0.0015) 
0.25 0.50 o. 7872 o. oc.cscs o. 7.f.30 o.ot.83 o. 7582 O.CD37 
n11•n12•20 
0.25 0.75 o. 57~ o.oo8o o. 5880 0.()05)4 o. 5481 0.005)9 
nzt=n2z=3o 
0.50 0.75 o. 50tS7 O.(l0152 o • .f.84.f. o. (l015p O • .f.PSB o. OOCS2 
O.Z5 o. 50 o. 7285 o. 0187 O. CS751 0.015)7 o. csaao O.CRSZ 
nstz:n12=20 
O.Z5 o. 75 O. 55S4 0.0041 o. 5U.Z 0.0047 O. 5ZZ1 o. (l0150 
nZI=nZZ=50 
o. 150 0.75 o. 4895 O. OOZ4 o. 4001 O.OOZ7 o. 4680 o.oozP 
o.zs o.so O, CS185 o. 0154 O. 5PIIP o. 0158 o. 5PP8 o.ooscs 
ns 1=n12=ao 
o.zs o. 75 o. 45CJB o.ooz7 o. 43<JZ o. coao o. 4482 0.0031 
n2 1 =nZ2=::SO 
0.50 0.75 o. 4058 o. 0021 O. 3PZ3 0.0022 o. 35)65 o.0023 
Para ,P:0.6., o mét.odo do escore é o que produz int-ervalos com 
menor compriment.o médio. Com a correção para assimet-ria est.es 
compriment.os médios crescem., mas, ainda assim, apresent.am-se 
irueriores àqueles observados para o mét.odo do logarí t.imo. Porém., o 
mét.odo do logarí t.imo é o que apresent-a menores variâncias para os 
compriment-os médios., apesar de nos t.rês mét.odos est.as variâncias serem 
muit.o próximas. Observa-se ainda que, os compriment-os médios diminuem 
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quando os t.amanhos de amost.ras crescem, são menores quando os 
t.amanhos de amost.ras dent.ro dos est.rat.os são ig~s e decrescem quando 
o valor núnimo esperado cresce. Para 4-1, o comport.ament.o é similar, 
como pode ser observado na t.abela abaixo. 
Tabela 9: Compriment.os médios esperados dos int.ervalos de coruiança, 
const.rui dos pelos mát.odos do logarlt.imo(l), do escore(II) e do eSJcore 
corrigido para assimet.ria<III), para a razão de proporções binomiais e 
variâncias: dos compriment.os para os diversos delineament.os para 4> • 1, 
no caso de dois est.rat.os 
.W•todo 
t. cr.ma.nho• 
:r W•todo :11 .W•todo 1:11 
- - -
a.mo•t. ra.i.• P~• p~2 I> Va.r ( D> D Vcr.r (I>> I> Va.rCD> 
o. 125 0.250 s. 2502 0.2904 1. 2712 0.2.:>72 - X -
nS S•n2S=20 








o. 125 0.250 o. .:>952 O. CR17 o. 9464 o. 0141 - X -
n& &•n21•80 








o. 125 0.250 o. 710P o.azoa o. 7t.Ci8 0.021CS - X -
ns s=n2t=!SO 








O. 125 0.250 1. 0077 O.OP72 1. 0220 o.101cs - X -
na a=nas=20 
o. 125 0.975 o. 57~ o. 0185 o. cu.~ O.Qt~7 
-
X -


























n& 2=n22•150 0.875 o. 250 o.··~ 0.0044 o. 4875 o. 0046 - X -
0.125 0.250 i. 0592 O. OBZ9 i. 049CS O.OB7t S. 0757 O.CPcS9 
n& S•n&Z•ZO 
. o. &25 0.875 O. 68CU o. 0168 o. 6780 o. 0176 o. 6746 0.0&82 
n2&•n22•90 
o. 250 0.975 o. 571~ o.~ O. 60125 0.0107 o. 6088 0.0&0~ 
O. 1Z5 O.Z!SO o. 9474 0.0920 o. 9245 o. 0949 o. .:>408 o.mcs5 
ns sc:n&z=zo 
o. &25 0.875 o. 57&~ o.oocso o. 5849 0.0064 o. 58S)8 0.0065 
n2t=n22=50 
o. 250 0.975 O. 5SPZ 0,0042 o. 5910 0.0042 o. 5944 o.~ ... 
O. S25 0.250 o. 8940 o. az88 o. 8194 o.oao9 o. 8928 o.mso 
n1 t=n12=ao 
O. 125 0.975 o. 5006 o. 004~ o. !Si~ 0.00151 0.5S~ 0.00151 
nzs=n22=50 0.8?5 o. 250 O. 4-5cSa o.oo8s o. " c:sc;lo8 o.oo87 o. 47&4 o. 00911 
81 
Tabela 10: Compriment-os m~dio&J esperado&J do&J lnt.ervalos de cora1"'iança, 
const.rui dos pelos mét.odos do logarít.imo(l), do escore<ll) e do escore 
corrigidoa para assimet.ria(III), para a razão de proporçÕ&Iiõl binomiai&J 
variâncias: dos compriment-os para os diversos delineament-os para 4> • 2, 
no caso de dois est.rat.os. 
Nelodo J: Nelodo 
lCLmGnhoa 
J:J: Nelodo J: J: :r 
- - -
o.mo•t.ro.l.• pu. Pf.2 D Vo.r < D> D Vo.r < D> D Va.rCD) 
o. f.215 0.2150 4. 6640 4P. 06152 4. 152Pa 86.641.15 15. 8f.f.a a4P.4Paa 
nf.f.:anaf.=aO 
o. f.215 0.8715 2. 8f.f.2 a.86P6 a. 89!58 a.at6o a. taP4 a.26aP 
nt2=n22=20 
0.2150 o.a715 a. 4267 f..l5f.06 a. 4876 1..15076 a. cSal5a f. • P7 f.l5 
o. &al5 0.2150 a. P8715 a. f.862 2. P842 a.P42a a.20cSP 4.2606 
nf.f.=naf.=30 
o. sas o.a715 a. f.8af. 0.87815 a. aa62 0.87150 a. aaP? &.0670 
nt2=n22=80 
o. 250 0.875 t. 880& 0.48a4 
'· 8628 0.4af.4 f.. P2aP 0.4P78 
o. f.25 0.2150 2. ta5a o. 6P44 2. f.9Pt 0.6884 2. 2f.P8 0.7P78 
nf.t=nzt=50 
O. t2!S 0.97!S f... !Sd!S!S 0.24.79 '. !S877 o. 24.92 '. 624.0 0.2789 
n12=n22=!SO 
O. 2!SO o.a7!S f.. a507 O. f.2f.2 f.. 8689 O. f.226 
•· 8POG O.f.8f.5 
o. f.215 0.2!SO a. ac:590 5.cSaot.a a. a550 5. f.270 a. CS?P2 8.70154. 
nf.f.=n2&=20 
O. f.215 0.8715 2. 25aa 
'. CSI5215 2. aoa6 & • csoao 2. 4Z8a 2.2272 
nsz=nzz:so 
0.2150 0.875 2 .. 02154. 0.?074 2. 0708 o.709t 2. f.l585 0.84aot. 
O. f.215 0.2150 4.. '648 &O. 82156 4. 089t P.81564. 4. 15682 f.8.88f.l5 
n&&an2f.=ao 
o. f.2!S o.8?!S f.. 64.f.6 0.2790 f.. 6740 0.28f.9 f..?f.CSCS 0.8f. ?O 
nsz=nzz=5o 
O. 2!SO o.a?!S •• 5620 0.247f. &. 58PO O.a46P f.. 6254 0.2?48 
O. f.215 0.2!SO 2. a079 0.9684 2. af.&O o. P48f. 2. 4f.d8 &.&8f.? 
nf.&=n2f.==80 
o. f.25 o.8?!S f.. cU.88 0.2Pf.5 t. 648P 0.2920 f.. 68150 0.8822 
nf.2=nz2=!SO 
0.87!S O. Z!SO f..47f.!S O. t79P &.4~ O. f.7Pt &. 5287 O.&P!SB 
o. &al5 o.a5o •• &858 8.8964 8. f.OQJ& 8.6228 8. 8acscs !5.4888 
nf.&•n&a•ao 
O. f.a5 0.8?5 a. aoaa 0.87P8 a. a.a4 0.87515 2. 84815 &.06152 
n21=n2Z:SO 
o. 250 0.87!5 &. PCRP 0.46?1> f.. P442 0.4667 a. OOOIS6 0.!5848 
o. sas 0.250 a. 15467 0.96 .... a. 15f.8a 0.1>4154 a. cSOe4 ..... ocn 
n&&=nt2=20 
O. t2!S 0.975 ... 7CS08 0.2866 ... 7866 0.28PO t.827CS 0.82&& 
n2J=n22=50 
o. 250 0.875 &.!SZPCS o. &4P? ... 5520 o. &41>1> &. 5770 0.&68& 
o. •as 0.250 2. 882!S 0.81587 a. 8288 0.84&2 •• 4008 O.P784 
nf.f.=n&z=ao 
o. &25 0.8?5 f.. 64?6 0.2486 ... 6744 0.2456 f.. 70915 0.2780 
n21=n22=50 
0.2150 0.875 ... 42!Sa o. f.86!S f..444P 0.&874. ... 46CSI5 O.f.4PB 
PaJ:""a tf>-2, o&J compriment-os mlrdios dos int.ervalo&J obt.ido&J pelo mát.odo do 
lo,;ar.í t.imo a do escora são muit.o próximos. Com a correção para 
asssimat.ria ocorre um aumant.o nos compriment.os médios dos int.ervalos:, 
sendo que est.e aument.o diminue com o aument.o dos t.amanhos das amo&t.ras 
e com o aument.o do valor nú nimo esperado. 
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Tabela 11: Compl"iment.os médios esperados dos Int.el"valos de corúianca, 
const.l"U.Í dos pelos mét.odos do lo,;al"ft.imo{l), do escoJ"e{Il) e do esco:re 
col"l"igido pai' assimet.J"ia<III), pal"a a razão de pl"opol"cões binomiais e 
Val"iâncias dos compl"iment.os pal"a os diveJ"sos delineament.os pal"a 4> • 4, 
no caso de doia est.J"at.os. 
tamanho• 
N•lodo ~ N•lodo I~ N•lodo I~~ 
- - -cunoelro.i.e pOl po2 I) Vo.rCI>> I) Var C I>> I) Vo.rcn> 
o. 10 o. Hlõ - X - - X - - X -
nt.t.=n2t=20 
o. 10 0.20 1 t. 8P88 887. BPtO 
nt2=n22•20 
t.0.7Pt.8 224. 8t57 tCS.t244 t.8Pt.t8tt 
o .• 15 o. ao P-.81>68 .&PP. a•a• P. OQP? ••a. 8?67 .&a. a8•• •o••· •P•P 
O. tO o. t5 P. t.POP t5. d0s:>5 8.755CS ••• 840t tt.284t csa. oa57 
ntt=n2t=BO 
o. •o 0.20 7.t445 80.7668 7. 098P 5P.P857 8.B8BP 884.7242 
nll2=n22=BO 
o. t5 0.20 5. 7?!U S7.7B~ 5.?545 S5.Pt.BO CS.Bt47 28.4802 
o. 10 o. 1!!:5 !!:5.3i>24 i>. i>CSOCS !!:5.3!!:528 i). 3040 !!:5.7478 t3.t8!!:57 
ntt=n2t=~o 
o. so 0.20 ". 548t 5. 6504 ". 55t8 5.4684 4.8SI55 ?. OtBB 
ns2=n22=50 
O. S5 0.20 ". OP94 2.~5CS ". t044 2. CS4CS9 4.80S5 a.s286 
0.10 0.1!!5 1 o. !!5!!54 1 2 1)0. 1281 10. 011)3 1 1)4 o 1 1 1 7 14.2141) 1 !!51)7 o i>021 
n11=n21=20 
O. tO 0.20 8.~. P2.d000 7. PfP7 ?t.0400 P.CS1CS5 87t.8017 
nt2=n22•80 
o. t5 0.20 ?.S88t S50. 4887 7. 0404 S02.2225 8.71526 854.Pat0 
o. so o. 1!!5 7. CYI76 1)2.2271 6. 1)266 6!!5.!!508!!5 8. ti>i>CS 424.2!!540 
ntt=n2t=20 
O. tO 0.20 5.~787 P. t!S54 5.27SCS 8.72S4 5.CS7PC> tt.82S4 
ns2=n22=50 
O. S5 o. 20 4. PB82 P. 85CS8 4.P4t4 8.8252 5.2P04 S2.6828 
0.10 o. 1!!:5 CS.436!!5 20.PP2i> 6.9660 ti>. 2348 7.011)7 30.9287 
nst .. n2t=80 
o. ao 0.20 5. oeste 8. SCS72 5. OfSP8 ?.7862 5 ...... tO.!SOdO 
na2=n22=50 
O. S5 0.20 ". 5888 4.6646 4.5P24 4.5278 ••• 588 5.csa5? 
o. so o. 15 1).866? 116. !!:5833 P. 0807 11CS.CS!!592 t 1. !!:5584 896.4081 
nt.a•nt2 .. 20 
o. ao o. ao ?. 0646 88.&>200 · cs. ~acs 84.2800 ?.&>8&>? cscs. 8800 
n2.&•naa•80 
o. 15 0.20 5.855CS &8.2P87 5.88CSP SCS.8785 CS.8P7t 2P. CSBP? 
0.10 o. &5 CS.CXS14 1!5.5195 !S. P780 14.2674 CS.42CS3 21.C51!50P 
nat=nt2=20 
o. ao o. 20 •·••csa IJ.4728 •·•••o IJ. acsaa IJ. t05t IS.dii8CS n21=n22=!SO 
o. 15 0.20 4.80PP 8.51170 ••• t48 8.41J7P 4.1JSOIJ •• t!S48 
0.10 0.15 5.886$) 15.0026 5.8800 1S.S>251 cs. 2863 20.4~S> 
nii=niZ=ao 
o. ao 0.20 4.7071J 4.P72P •• 708t •• 7P87 •• P?O. 5.PCS?t 
n2t=n22•50 O. S5 o. 20 4.t78CS 8.2885 4. t8CICS 8.22157 ". 8778 ••• 75& 
• Pa.ro. ••l• ca.eo, a.lguma.e v•z•• Lodoe oe x&k'e foro.m ••ro, de modo qu• oe 
li.mi.t.•• pa.ra. o método :reão IO,OOl • pa.ra. oemelodoe :r:r • :r:r:r a.peno.e um 
li.m\.le \.nf•ri.or pode ••r ca.lcula.do. 
Pal"a <J1-4, em 18 dos 25 casos, o mét.odo do escol"& apl"esent.ou 
compl"iment.os médios menores e t.ambém Val"iâncias: menol"es. Com a 
corl"ec;:ão pal"a assimet.ria, as Val"iâncias: sof'l"eram um acJ"éscimo muit.o 
grande em alguns casos , como pode ser vist.o na t.abela acima. 
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Tabela 12: Comp:riment.os médios esperados dos int.e:rvalos de confiança. 
const.:ruí dos pelos mét.odos do loga:rit.imo(l), do esco:re(II) e do esco:re 
co:r:rigido para assimet.:ria<III>, para a :razão de p:ropo:rc;õea binomiais 
para os: di ve:rs:os: delineaJnent.os:, no caso de cinco es:t.:rat.os:. 
lo.manhoe d• N•lodo J Y•lodo IJ Y•lodo J JI 
cP o.mo•t. rae - - -
n:t k=n2k D Var<D> D Va.r < D> D Vo.r<D> 
20 o. 9723 o. 0021 o. 3091 0.002CS o. 3727 0.0028 
0.5 ao o. 90.0 o.ooso o. 902!5 o. ooss o. aa.2 O.OOS2 
!50 o. 299:t o.ooo9 o. 2996 0.0004 o. 2827 0.000. 
20 o. 4437 0.0061 O. 481P O.OOCS2 - X -
1.0 ao o. acSa9 0.0026 o. a850 0.0028 - )( -




20 1.5706 0.2477 S. CS002 0.24P2 1. CS3P7 0.2815 
2.0 ao :t. 2552 o. OP44 s. 2796 0.010>5!5 s. 2P03 O.:t055 
50 o. 10>452 o. 0278 O. P598 o.az?P o. P684 0.0287 
Para o caso de cinco est.rat.os, em t.odos os casos, os t.rês mát.odos 
apresent.aJn compriment.oç médios e variâ.ncias dos compriment.os muit.o 
próximos, não indicando superioridade de nenhum dos mét.odoa. Obaerve 
que os compriment.os médios decrescem com aument.o do t.amanho das: 
amost.ras dent.ro dos est.rat.os. 
5.9.9 - A ConaiaUncia do Eat,inaaclor da MáxiJDa VaroaaiRdlhança da f> 
Como observado no inicio dast.a capS. t,ulo, avaliou-~~a a 
consist-ência do máxima V&:I'Oiillilimilhança nos 
est.udados. Abaixo são apresent.ados os valores médios esperados da f> e 
seus respect.ivos int.ervalos de conflança. 
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Tabela 13: Valores esperados dos est.imadores de maxima verossimilhanca 
de ljJ, para </1=0.5 e lP=1 ,para os di versos delineament-os considerados 
no caso de dois est.rat.os. 
lP ... 0.5 lP .. 1 l o.mo.nhoe p~~ p~2 
o.moet.ra\.e ~i. ~ ?>e 4>i 4> (pe 
0.2~0 0.~00 o. 4980 0.~104 o. 5228 1. 0472 1. 0685 1. 098 
n~1=n21=20 
0.2~0 0.750 o. 45>99 o. 50!P2 o. 5~85 1. ooa6 ~. o~ 4!P ~- 0262 
n~2=n22=20 
o.~oo 0.7~0 o. 4980 o. ~068 o. ~146 1.0041 1. 041? 1. 02~4 
o.z~o o.~oo o. ~027 0.~184 o. ~241 1.0~ 1. 0216 1. 0366 
n11=n21=80 
o.2~0 0.?~0 o. 4944 0.~018 o. ~OPa 1. 0001 1. OO!PZ 1. 019a 
n12=n22=ao 
o.~oo 0.7~0 o. 45>99 o. ~064 o. ~12!P 1. 00.8 1. 0184 1. 021P 
o.z~o o.~oo o. ~004 o. ~081 o. ~1~8 1. OOP4 1. 0202 1.0826 
n11=n21=~0 
0.2~0 0.?~0 o. 4981 o.~oa!P O. ~OP7 1. 001P 1. oo88 1. 01~7 
n12=n22==~0 
o. !500 0.7!50 o. 4954 o. ~004 o. !5054 1. 000!5 1. 0070 1. 0134 
0.250 0.!500 o. 4986 0.50P5 o. 5144 ~. 0255 1. 041!P 1. 0582 
n11=nZ1=ZO 
0.250 0.750 o. 4986 o. 5068 o. 518!P o. !P971 1. 0066 1. 0162 
n12=n22==80 
o. !500 0.750 o. 4915 o. 4988 o. 5060 1. 0041 ~. 012!P 1.0217 
0.250 0.500 o. 49?9 o. 5061 o. ~119 1. 0180 1. 02!5!5 1. 0880 
n1t=n21=20 
0.21:50 0.71:50 o. 1:5000 0.1:5060 o. I:S~t!P &. 00211. ... 0094 ... 0167 
nf.Z•n22•1:SO 
o.soo 0.71:50 o. 1:5021:5 o. 1:5082 o. 1:5140 o. 9971:5 1. 004t. t..01~ 
0.250 0.500 o. 5088 0.5116 o. !5800 1. OCXS6 1. 01?8 1. 0801 
n11=n21=80 
o. 2!50 0.?!50 o. 49?4 o. 5081 o. 5088 o. 991:5? ... 002? ... 001>6 
n12•rt22=1:50 
0.500 0.7!50 o. 4981 0.~086 o. !50P1 O. PP!54 1. 0021 1. 0089 
0.250 0.~00 o. 5004 0.5126 O. 524P 1. oocsa 1. 0282 1.0400 
n11=rt12=20 
0.250 0.500 o. 45>41 o. 1:5081 o. !5121 1. 0016 1. 0112 1. 0218 
n21•n22=80 
o.~ 0.750 o. 4991 o.~040 o. 5148 1. 0019 1. 0112 1. ozcxs 
0.250 o.~oo o. 4881 o. 4989 o. !50P7 1. 00?4 1. 0222 1. 0871 
n11=n12=20 
o. 21:50 o. 71:50 o. 4!PZ? 0.1:5018 o. 1:5084 o. 9951 ~- 0044 1. 0188 
n2.t.=n22==50 
o.~oo 0.7~ o. 4988 0.~011 o. !5C84 1. 0281 1. 0186 1. 0401 
0.250 0.500 o. 5100 0.5195 o. ~291 1. 0046 1. 0181 1. 0817 
n11=n12=80 
0.250 0.750 o. 497G o.G048 o. 5112 &. 0021 & • 0101 &.0&90 
n2S•n22•SO 
0.500 0.7!50 o. 4984 o. 4997 O. GOISO o. 9988 1. 0005 •• 0078 
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Tabela 14: Valores esperados dos est..imadores de máxima verossimilhança 
de t;>, para t/>=2 e t/>=4 para os diversos delineament-os considerados, 
para o caso de dois est..rat..os. 
ti> ... 2 ti> == 4 l amanhoe p11 p12 p.t1 p12 
amos l rai.s ~i. ~ ~ ~i. ~ 4>s 
0.125 0.250 2. 2850 2. a 171 2.8999 0.10 o. 15 
n12=n22=20 
0.125 0.875 2. 11.51 z. 1578 2. 2005 0.10 0.20 4. 6842 4. 8687 5. 0584 
n12=n22=20 
0.250 0.875 2. 0955 2. 1351 2. 1747 0.15 0.20 4. 5684 4. 7340 4. 8996 
0.125 0.250 2. 1082 2. 1571 2.2060 0.10 0.15 4. 5466 4. 7062 4. 8659 
nt 1 =n21=80 
o. 1.25 0.875 2. 1010 2. 1856 2. 1702 0.10 
n:l2=n22=80 
0.20 4. 4:1.56 4. 5410 4. 6675 
0.250 0.875 2.0414 2. 0707 2. 1649 0.15 0.20 4. 2240 4. 8202 4. 4 16!:> 
0.125 0.250 2. 0611 2. 0958 2. :l805 o. 10 o. 15 4. 2018 4. 2904 4. 8794 
n1 1 =n21=50 
o.125 0.875 2.0456 2.0712 2. 0967 O. :lO 0.20 4. 1557 4. 28aa 4. 3109 
nt2=n22=50 
0.250 0.875 2.0:1.40 2.0358 2.0566 0.15 0.20 4. .t714 4. 2852 4. 2989 
0.125 0.250 2. 1780 2.2884 2.2888 0.10 0.15 
n11=n2t.=20 
O.:l25 0.375 2.0858 2. 1243 z. 1634 o. 1.0 0.20 4. 5205 4. 658!11> 4. 7!11>78 
nt2=n22=80 
0.250 0.875 2.0811 2. 1142 2.1473 0.15 0.20 4. 3765 4.51PO 4. CSCS1CS 
0.125 0.250 2. 1878 2.252P 2.818CS 0.10 0.15 4. 8564 4.4884 4. CS205 
n1 1 =n21=20 
0.125 0.375 2. 0302 2. 0558 2.0814 o. 1.0 0.20 4.2350 4.8238 4. 4:l1P 
n:l2=n2Z=50 
0.250 0.875 2. 0418 2. ocscs3 2.P140 0.15 0.20 4. tP78 4.2781 4. 3644 
0.125 0.250 2. OOCS? 2. 1041 2.1416 0.10 0.15 4.8740 4.4885 4. 5P27 
n:l1=n21=80 
0.125 0.375 2.0317 2. 0578 2.0840 0.10 0.20 4. 2420 4. a 2cs2 4. 4105 
n12=n22=50 
0.250 0.875 2. 0264 2.04P6 2.0728 0.15 0.20 4. 1841 4.2582 4. 8824 
o.t25 0.250 2. OcSPZ 2. 1218 2.1748 0.10 0.15 4. 5707 4. 7281 4.8856 
n1t=n12=20 
o. 1.25 0.375 2.048P 2.0845 2. 1.201 o. 1.0 0.20 4. 8620 4. 4862 4. 6104 
n2:l=n22=30 
0.250 0.875 2.0421 2.0730 2. 1040 0.15 0.20 4. 2088 4. 8005 4. 8P23 
o.t25 0.250 2.0882 2. t25t 2. t670 o. to o.t5 4 .• 2CS98 4. 872P 4.47cScS 
nt t =n12=20 
o. 1.25 0.875 2.0888 2. 0622 2. OP:lt o. to 0.20 4. 201.5 4.281.0 4. acsoo 
n2t•n22=50 
0.250 0.875 2. OOCJP 2. 0802 2.0545 O.t5 0.20 4. td!50 4.2870 4. 808!11> 
o.t25 0.250 2.078CS 2. t t 78 2. t5CI& o. to o.t5 4. 81.11 4.4t45 4. 51.80 
ntt=nt2=80 
o.t.z5 0.875 z.o8tcs 2. 0588 2. 0850 o.t.o o. ao 4. t.P40 4.2707 4. 8478 
n2f.•n22•SO 
0.250 0.875 2. 0085 2.02CSCS a. 04PB o.t5 o.zo 4. U'85 4.2282 4. 2P2t 
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Tabela 151 Valores esperados do est.imadore de máxima 
verossimilhançaca de tP~ para os diversos delineament.os considerados no 
caso de cinco est.rat.os. 
t.amanhoe de 
rp amost.ras ~ ~ ~. 
nt.k=n2k 
\. 
20 O. 495CS o. 5ot.a 0.50CS9 
0.5 ao o. 5020 o. 50CS9 O. 5t.t.B 
50 o. 4Pó4 o. 5002 o. 5040 
20 O.PPaP t.. 00t.4 t.. 008P 
1.0 ao o. 9932 o. pppa t.. 0054 
50 O. 9P?B t.. 0023 t.. OOCS8 
20 2.0359 z. ocst.a z. 08?t. 
2.0 ao 2.0173 2.0382 2. 0090 
50 t.. PP>CS1 2.010P z. 02:57 
Para rji=0.5, no caso de dois est.rat.os, o est.imador de máxima 
verossimilhança most.rou-se consist.ent,e na maioria das vezes, sendo que 
em 21 dos 27 casos es;t.udados o int.ervalo de confiança para o valor 
esperado de rjl incluiu o verdadeiro valor do parâmet.ro. Para cf-1,2 e 4, 
não se pode Calar o mesmo. Em alguns poucos casos, os int.ervalos de 
" oonf"iança para o valor esperado de ~ incluiu o verdadeiro valor do 
parâmet.ro para f/1=1. Para cf- 2 e 4, nenhum dos int.ervalos incluiu o 
verdadeiro valor do parâmet.ro. Verif'ica-se uma t.endência em 
superest.imar o verdadeiro valor do parâmet.ro. Para t/J • 1, o vi cio f' oi 
sempre inferior a 6.25". Para ft-2, o v.í cio variou de 1.33" a 15.86" e 
para tJI-4 de 5.71" a 21.72%. Est.e vício t.ende a diminuir à medida que 
os t.amanhos de amost.ras crescem, e é maior nos casos em que os 
t.amanhos de amost.ras dent.ro dos est.rat.os são icuais e menor nos casos 
em que os est.rat.os são de mesmo t.amanho. No caso de cinco est.rat.os , 
devido ao pequeno número de casos considerados nas simulações, pouco 
pode-se dizer, a não ser que quando o in~rvalo de oonf"iança para ~ 
não cont.eve o verdadeiro valor do parâmet.ro, o vi cio f'oi muit.o pequeno 
e sempre posit.ivo. 
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5.4 - Conclusões 
Os result.ados obt.idos dos est.udos de simulação são 
resunúdos abaixo. 
Para o caso de dois est.rat.os, com exceção para ~1, onde o 
mét.odo do escore e do logari t.imo produziram result.ado:s: muit.o próximos, 
o mét.odo do escore produziu result.ados melhores no que diz respeit.o à 
dist.ribuição das probabilidades nas caudas. Nos casos onde a correção 
para assimet.ria foi apropriada<~1), ela melhorou :s:ignificat.ivament.e 
os int.ervalos nest.e aspect.o. Para o caso de cinco est.rat.os, os 
result.ados das simulaçÕes não indicam superioridade ent.re os mét.odos 
do escore e do logari t.imo, e a correção para assimet.ria poucas vezes 
produziu int.ervalos melhores quant.o à dist-ribuição das probabilidades 
nas caudas. Porém, como foram poucos os casos est.udados para cinco 
est.rat.os, não se pode a"cirmar que não exist.e um mét.odo superior e que 
a correção para assimet.ria não é eficaz. 
Com relação aos compriment-os médios dos int.ervalos, para 
cp=o.5, o mét.odo do escore produziu int.ervalos mais curt.os na média que 
o mét.odo do logar.í t.imo. Com a correção para assimet.ria, os 
compriment.o& médios soCrem um pequeno acréscimo, mas ainda a&lliilim 
permanecem inf"eriores àqueles produzidos pelo mét.odo do locarí t.imo. 
Para fl-1, os compriment.os médio& dos mét.odo& do logar.í t.imo e do escore 
são muit.o próximos e a correção para assimet.ria produz pequenos 
acréscimos. Para f/1=2, comport.ament.o similar é observado. Para (/1=4, o 
mát.odo do escore apresent-ou menores compriment-os médios na maioria dos 
casos. A correção para assimet-ria produziu acréscimos nos 
compriment-os médios. 
verificou-se t.ambém 
Nos casos onde est.es acréscimos foram maiores 
a ocorrência 
nas variâncias, sendo que nest.es 
sempre menor ou igual a 3. 
de acréscimos 
casos o valor 
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relat.ivament.e grandes 
mi nimo esperado foi 
Com relação consist,~nci-. do m.ixima 
verossimilhança de rp, para rp=0.5, os int-ervalos de coruiança de 95% 
para a est,imat,iva do risco relat,ivo sempre inclui ram o verdadeiro 
valor do parâmet-ro. Para </>=1,2 e 4 as simulações f"ornecem ind.í cios de 
t,endência do est,imador em superest,imar o verdadeiro valor do 
parâmet.ro; porém 
diminuir quando os 
Est,a t,endância é 
est.e vi cio é razoalvelment,e 
t.amanhos de amost.ras dent.ro 







verossimilhança ser consist.ent.e apenas no caso assint.ót.ico 1, onde os 
t.amanhos de amost.ras dent.ro dos est.rat.os são grandes, e aqui Coram 
considerados apenas t-amanhos de amost.ras moderados. 
Os result.ados obt.idos para o caso de dois est.rat.os 
concordam com os result.ados de Gart. e Nam<1988) para o caso de um 
est.rat.o, indicando a superioridade do mét.odo do escore sobre o mét.odo 
do logar.í t.imo e a ef"icá~ia da correção para assimet.ria. Para o caso de 
mais de dois est.rat.os, f"az-se necesssário a realização de mais 
simulacões. 
Para t-rabalhos f"ut.uros, f"ica a sugest-ão de novas sim~ções 
para o caliillo de mailil de doilil elilt.rat.olil e ext.en~~ão dos mét.odos de Bailey 
(1987) e Bedrick<1987) para o caso est.rat.if'icado. 
Para cálculo dos intervalos pelos mét.odos do lor;arít.imo, do 
escore e do escore corricido para assimet.ria., o procrama apresen~do 
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int.erpret.at.ion oC 





1 > - Teorema de Fieller 
Sejam x e y as est.imat.ivas observadas das m~dias 1-1 e 
X 
f..1 • de uma dist.ribuiçã.o 
y 




s ~ s 
YY xy 
e covariâncias são .as est.imat.ivas das variâ.ncias de x e y 
respect.ivament.e, ent.ã.o a quant.idade pi vot.al 
T = X r Y 
( s -XX 2 s xy 
result.a em uma dist.ribuição t de St.udent. com número de graus de 
liberdade apropriado. Se o percent.il de ordem 1 -Q da di:st.ribuir;:;:ão t 
d~ st.udent. $ denot.ado por t, ent.ão os limit.es de 100(1-Q)% de 
confiança para r são dados por; 
·± [ 
[ -z 
.v - ta S ] yy 




Se x/y é uma est.imat.iva de r~ uma expressão mais nat.ural para <t> é 
s 
c r±! ( sxx 
yy 
z 





- 2 " s 
- xy y 
Veja Read,1983, pác 86-89. 
-z 
+ " s 
-a YY y 
96 
s 
(s _ xy )z 
- )' XX s:--
yy 
2 > Teorema de Geary 
Se x e y são va:r-iávei&t aleat.6:r-ias: independent-es com 
2 2 dist-ribuições Normais com parâ.met.ros (1-l ,0' ) e (J..l ,0' ), ent.ão )( )( y y 
< 1-l - J..l v> )( y X 
y , & dist.:r-ibui do N<0,1). 
Veja Kendal e St.uart.,1967, pág 288. 
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APÊNDICE 2 
Alguns Resu!~ados de Teoria Aaain~~lca 
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TeoreJRa A.2.t 
Sejam <Xn) uma sequ~ncia de variáveis aleat,órias, 
<a1"!>~1 uma sequG.ncia de números reais posi t,i vos com an --+ O quando 
n ---+ oo. e f" urna !"unção real de variável real derivável at,~ a ordem k 
em um int,ervalo que cot,ém um pont,o a. Se Xn - a = Op<an), ent,ão 
k r<j> (a) 
•E -J-:-:;,~­
j=o 
. )c k r<j> (a) . k+.t 
<Xn-a)1 + op<an) • E jl <Xn-a)1 + Op(an) . 
j=o 
Demonst-ração: Leit,e e Singer, 1990, pág 44. 
Teorema A.2.2 
Se uma sequ~ncia de variáveis aleat,órias <Xn>~1 converge 
em probabilidade para WRa variável aleat,ória X, ent,ão Xn-X = op<1>. 
Teorema A.2.3 
Se uma aequência de variáveia aleat,órias <X~1 oonverce 
em dist,ribuição para uma variável aleat..6ria X, ent,ão Xn • Op<t>. 
Demonst,ração: Leit,e e Sincer, 1990, pác 68. 
Teorema .A.2.4 
Sejam X.t,Xz, ... ,Xn variáveis aleat,órias independent,es 
ident,icament,e dist,ribui das com !"unção densidade f"(x,G>,G E a c IR, 
sat,isf"azendo as seguint,es condições 
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a a 2 1) ae f"{x,8) e f"{x,8) exist,em em quase t,oda pal:'t,e e são t,ais que 
ae 2 
Ht <x> e Hz <x > , onde f H . <x>dx < oo ,j•1 ,2 j(R J 
a b 2 11) ,...., log f"<x,e> e log f"<x,8) exist,em em quase t,oda pax-t,e e são 
uoo aez 
t,ais que: 
b) EJ sup I 82 log f"(xt,8+h) - # lo,; f"<x•,G> I} ·Y-'6---+ O, quando 6 -+0 l ae2 • ae2 
Ent.ão o esUmador de máxima verossimilhança de e, e, é t.al que 
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Tabela A31s Est.imat.ivas dos coef'icient.es de conf'iança Cc) e das 
probabilidades das caudasCci. e ce). e seus respect.ivos int.ervalos d€' 
conf'iança para os mét.odos do logari t.imoCI). mét.odo do escoreCII) E* 
mét.odo do escore corrigido para assimet.riaCIII) para os diverso~ 
-delineament-os considerados. para t.amanhos de amost.ras 
not=noz=nu=ntz=ê:O. 
~ po Es:t.. Mét..odo I Mét..odo li Mét..odo III 
,.. 
0.25 c1 1.53 2.!50 3.46 _!;~~-~.:..~~~-=!. 1.13 2.00 2.87 ,.. ··----------------·-·· ------------
0.50 c 9!5.82 96.90 97.97 ~~:>-~.:.;-~-~- 97.04 94.33 95.60 96.87 ,.. ··-····---··-···--·-·-··· ·--
cs 0.12 o .60 1.08 1.05 1 .90 2.75 -~-=~~--~..:..'!~-~__-:!~ 
--- -... ---- ---···-··---·-····-··----.. -------·-···-·····--
0.25 cl 2.36 3.50 4.64 1.78 2.80 3.82 _1.78_~.:..80 3:~ -~- -----··------·-· --------
0.5 0.75 c 94.55 95.80 97.04 ~~-~~..:..~~.! .. 93.87 95.20 96.52 ,.. 
---------- ---------




0.!50 c1 2.87 4.10 !5.33 t-~=~~--.?..:..~~~~- 2.19 3.80 4.•U -.;.:- ·-••-•••••-··---··---u••-
------··------
0.75 -~- 93.20 !-"----- 94.60 96.00 92.64_~~..:_!_0 95!!~ 92.64 94.10~~ 
cs 0.60 1.30 2.00 1.4!5 2.40 3.35 1.61 2.60 3.59 
,.. 
0.25 ~!.._ 2.44 3.60 4.75 2.70 3.90 !5.10 2.70 3.90 !5.10 
-Ã 
0.50 c 92.30 93.80 95.29 91.75 93.30 94.85 91.75 93.30 95.91 A 
cs 1.61 2.60 3.59 1.78 2.80 3.82 1.78 2.80 3.82 
--
,. 
0.25 _s;1 0.97 1.80 2.62 1.53 2.50 3.47 1.53 2.50 3.47 ,.. 
1.0 0.75 c 95.01 96.20 97.38 93.76 95.10 96.44 93.76 95.10 96.4-4 ,.. 
cs 1.13 2.00 2.87 1.-45 2 . .f0 3.35 1.-45 2 . .f0 3.35 
-- ~ 
0.!50 c1 1.69 2.70 3.70 1.9 .. 3.00 3.82 1.94 3.00 .f.06 A 
0.75 c 93.08 9.f.!50 95.91 92.75 9.f.20 95.65 92.75 94.20 95.65 A 
cs 1.78 2.80 3.82 1.78 2.80 3.82 1.78 2.80 3.82 
,.. 
o. 12!5 cl 0.38 1.00 1.62 1.29 2.20 3.11 1.78 2.80 3.82 ~ 
0.2!50 c 9.f.21 9!5 .50 96.78 92.86 94 .30 9!5.7 .. 92.7!5 94.20 95.6!5 
cs 2.36 3.50 4.6.f 2.36 3.!50 .f.6.f 1.9 .. 3.00 4.06 
--
,.. 
0.125 ~!_ 0.12 f-·-· 0-60 1.08 1.05 1.90 2.7 .. 1.t3 2.00 2.87 
2.0 0.375 c 94.21 95.50 96.78 93.65 95.00 96.35 9-4.21 95.50 96.78 
-;:-
cs: 2.70 3.90 5.10 2.02 3.10 ... 17 1.53 2.50 3.<47 
A 
0.250 c i 0.59 1.30 2.00 1.<45. 2.<40 9.35 1.61 2.60 9.58 --;;..;..__ ~-----·-·-·----· --
0.375 c 93.31 94.70 96.09 92.97 9.f.<40 95.82 92.86 94.30 95.73 -;.:··- ---· 
cs 2.78 .f.OO 5.21 2.11 3.20 <4.30 2.02 3.10 <4.17 
,.. 
0.10 ~-!.... 0.00 0.00 0.00 0.<4!1 1.10 1.75 1.<45 2.40 3.3!1 ··-··-··--------
0.15 f--~- 96.89 97.80 98.74 !-'---·----··- 96.06 97.10 98.15 9!5.01 96 . 20 97.39 
-~~-- 1.29 2. 40 3.11 0.98 1.80 2.62 0.67 1 . .f0 2.13 
-- -·······------··· 
0.10 c1 0.00 o .10 0.30 0.90 1.70 2.50 1.21 3.20 2.99 ,.. ------·-··--· 
4.0 0.20 c 94.78 96.00 97.21 93.76 95.10 96.<44 94.33 95.60 96.87 ~--·-·· ··---
cs 2.70 3.90 5.10 2.11 3.20 4.30 1.37 2.30 3.23 _Ã ____ 
---·---·-·-
0.15 ,__~1 0.12 0.60 1.07 1.37 2.30 3.23 2.28 3.40 4.52 
0.20 c 93.76 95.10 96 ..... 92.53 9.f.OO 95.47 92.75 9<4.20 95.65 ··Ã-
cs 3.04 4.30 5.56 2.53 3.70 ... 87 1.4!5 2.40 3.35 
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Tabela A32a Es~ima~ivas dos coaricien~es de conriança Cc) e das 
A A 
probabilidades das caudas(ci. e ca), e seus respac~ivos in~ervalos dE-
conriança para os mé~odos do logari~imoCI), mé~odo do ascoreCil) c 
~é~odo do escore corrigido para assime~ria(lll) para os diver~os 
delineamen~os considerados. para t.amanhos de amost.ras 
not=noz=nu=ntz=30. 
4> pC Es:t.. Mét.odo I Mét.odo IJ Mét.odo III_ 
~ 
0.25 cl 1.96 2.90 3.94 1.78 2.80 3.82 1.61 2.60 . 3.56 -~- --------------------···-··· :--··---·-··---·--·-····-·-· ·----------- -··-
0.50 c ~:.:'!~~..:..'?.~--~~~.!. 92.97 94.40 95.83 92.75 94.20'~.65 A ---------·---·· -'-'-'-Jr---·-·---





0.25 -~!.. 2.02 3. to 4.17 1.69 2.70 3.70 1.69 2.70 3-.70 '--··-------- ------·-- ----
0.5 0.70 c 94.56 95.80 97.04 94.56 95.80 97.04 94.10 95.40 96.70 -:a;·-
-· 
.. 
CISI -~=-~~-.!.:..~.~.:75 ~~_!..:..~-~.:.~~- 1 .05 1.90 2.75 
--- ~x·-·· --------·----
0.50 cl ~--~:.!!...._~~-'!-. 4.2! 1.69 2.70 3.7'0 1.45 2.40 3.35 -.a;·O- r--
0.7!5 c 94.10 95.40 96.70 93.65 99.00 96.35 93.76 95.10 96.44 
-.....--
CC 0.67' 1.40 2.13 1.37 2.30 3.23 1.53 2.50 3.47 
A 
0.25 c i 1.69 2.70 3.70 1.86 2.90 3.94 1.86 2.90 3.94 A 
0.50 .c 93.54 94.90 96.26 93.20 94.60 96.00 93.20 94.60 96.00 A 
c a: 1.45 2.40 3.35 1.53 2.50 3.47 1.53 2.50 3.47 
-- A 
0.25 ·~ 0.82 1.60 2.38 1.21 2.10 2.99 1.05 1.90 2.7'9 
t.O 0.75 c 94.21 95.50 96.78 93.09 94.50 95.91 93.31 94.70 96.09 ,.. 
CC 1.86 2.90 3.94 2.28 3.40 4.52 2.28 3.40 4.52 
-- :a: ···-
0.50 cl 1.53 2.50 3.47' 1.86 2.90 3.94 1.69 2.70 3.7'0 A 
0.7'5 c 93.76 9!5.10 96.44 92.86 9 ... 30 95.73 93.09 94.50 95.91 A 
c a: 1.4!5 2.40 3.35 ·t.78 2.80 3.82 1.78 2.80 3.82 
A 
0.125 cl 1.13 2.00 2.87 1.415 2.40 3.315 1.69 2.70 3.70 
-:a:--
0.25 c 94.33 9!5 .60 96.87' 93.87' 95.20 96.53 93.7'6.9!5.10 96.44 
-..-
cs 1.4!5 2.40 3.3!5 1.45 2.40 3.35 1.29 2.~_!.:.!!. 
-- -:a: ----
0.125 cl ~ 0.60 1.30 2.00 1.61 2.60 
3.59 1.86 2.90 3.94 
2.0 0.375 c 94.33 95.60 96.87 93.31 94.70 96.09 93.20 94.60 96.00 
-:a:--
CC 2.02 3.10 4.17 1.69 2.70 3.70 1.53 2.!50 3.47 
-- A 
0.25 c i 0.67 1.40 2.13 1.29 2.20 3.11 1.37 2:..:'!_0 3~~ A 
0.375 c 93.31 94.70 96.09 93.31 94.70 96.09 93.31 94.70 96.09 A 
CC 2.69 3.90 5.10 2.02 3.10 4.17 "1.94 3.00 4.06 
A 
0.10 .~ 0.18 .... . _ .. __ 0.70 1.22 1.37' 2.30 3.23 t. 7'8 2.80 3.82 
0.15 c 95.82 96 . 90 97' .97 94.21 95.50 96.78 93.87 95.20 96.52 A 
c a: -~-45 2.40 3.35 1.29 2.20 3.11 1.13 2.00 2.87' x-
0.10 cl 0.25 0.80 1.35 0.82 1.60 2.38 1.53 2.50 3.47 A 
4.0 0.15 c 95.01 96.20 97.38 94.78 96.00 97.21 94.33 95.60 96.87 A 
cs: 1.94 3.00 4.06 1.4!5 2.40 3.35 1.05 1.90 2.75 
-..--
0.15 cl 0.52 1.20 1.87 0.82 1.60 2.38 1.29 2.20 3.11 A 
0.20 c 94.56 95.80 97.04 r-:..- !-------·---· 94.67 95.90 97.13 94.44 95.70 96.96 
CC 1.94 3.00 4.06 1.53 2.50 3.47 1.21 2.10 2.99 
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Tabela A33a Es~ima~ivas dos coericien~es de conriança Cc) e das 
probabilidades das caudas(c\. e ce), e seus respec~ivos in~arvalos do 
conriança para os má~odos do logari~imoCI), má~odo do ascoreCIJ) e 
mé~odo do escore corrigido para a~sime~riaCIII) para os diverso~ 
delineament-os considerados, para t.amanhos de amost.ras 
not=noz=nu.=ntz=50. 
~ po Est.. Mét.odo I Mét.odo II Mét.odo III 
,.. 
0.25 c1 1.86 2.90 3.9<4 1.78 2.80 3.82 1.61 2.60 3.59 ,.. ·----··------------------- ··----·····-------·-··· ----------------------·· 
o 50 c 9<4.10 95.40 96.70 93.42 94.80 96.18 93.31 94.70 96.09 
-
t--··-----·······-····----······ ----··---•--••ouoo ·-----------
cs: 0.90 1.70 2.50 1.<45 2.40 3.35 1.69 2.70 3.70 
--
-;o:--
----------····------·--· ------····-···------- ··-····-·------·-· 
0.29 ct 2 ....... 3.60 <4.75 1.70 2.70 3.70 1.69 2.70 3.70 ~- --------------· ----------------····· ------·-----·· 
0.5 0.75 c 93.42 94.80 96.18 ~1 9~.70 96.0_~- 93.31 94.70 96.09 
-;,;; 
~~~- 0.82 1 .60 2.38 1.61 2.60 3.59 1 .61 2.60 3!19 
-- ----------·-···----··----- -------·-····---·····-··· ----·-·------····· 
0.50 c1 1.37 2.30 3.23 --~-=-~L-~:..!.~.! t .oB t .9o 2.n1 -..;;·-
·-·-····--·--·------ ··---·····------·--
0.75 c 95.13 96.30 97.47 9<4.67 9!5. 90 97.13 9<4.90 96.10 97.30 
-CC 0.67 1.<40 2.13 1.13 2.00 2.87 1.13 2.00 2.87 
.... 
0.25 ct 1.45 2.40 3.35 1.61 2.60 3.59 1.53 2.!50 3.<47 
-;,;; 
0.50 c 93.99 95.30 96.61 93.65 95.00 96.35 93.76 95.10 96.4<4 
-•cs 1.S7 2.30 3.23 1.45 2.<40 3.34 1.45 2.<40 3.35 
-- A 
0.25 ~· 1.29 2.20 3.11 1.61 2.60 3.59 1.53 2.50 3.<47 t.O 0.75 c 9<4.56 95.80 97.0<4 93.65 95.00 96.35 93.76 95.10 96.<4<4 ,.. 
c• 1.13 2.00 2.87 1.<45 2.40 3.35 1.45 2.40 3.35 
-- ~~ 0.50 1.78 2.80 3.82 1.9<4 3.00 4.06 1.86 2.90 3.94 A 
0.75 c 93.65 9!5 .00 96.35 93.42 94.80 96.18 93.!54 94.90 96.26 
CC 1.29 2.20 3.11 1.29 2.20 3.11 1.29 2.20 3.11 
0.125 ~~ 0.82 1.60 2.37 . 1.29 2.20 3.11 1.37 2.30 3.23 
0.2!10 c 94.!16 95.80 97.04 94.10 95.40 96.70 94.21 95.50 96.'18 
cs 1.61 2.60 3.59 1.4!5 2.40 3.35 1.29 2.20 3.11 
A 
0.125 çt 0.90 1.'10 2.5&- _!.3!_.~ .30 _3.2~ 1.69 2.70 3.70 
-2.0 93.54 94.90 96.26 93.31 94.70 96.09 93.09 94.50 95.91 0.375 c ,.. 
··-
cs 2.28 3.40 <4.52 1.9<4 3.00 4.06 1.78 2.80 3.82 
---· -;;;· 
:~ 0.90 1 . 70 2.50 1.29 2.20 S.tt 1.29 2.20 3.1l 0.250 ---------- r----·-· 
0.375 c 93.65 95.00 96.35 93.65 95.00 96.35 93.76 95.10 96.<46 ... 
cs 2.19 3.30 <4.41 1.78 2.80 3.82 1.69 2.70 3.70 
A 
3.35 0.10 ct •0.67 1.40 2.13 0.89 1.70 2.50 1.45 2.40 A 
0.15 c 93.20 94.60 96.00 93.<42 94.80 96.10 93.42 94.80 96.18 ~ 
cs 2.78 <4.00 5.21 2.36 3.50 4.6<4 1.78 2.80 3.82 
... - r-- ---
0.10 ct --~.:.~__!_:_40 2:!! ~9 r;;- 2.20 3.11 1.69 2.70 3.70 
4.0 0.20 ~ 94.50 95.80 97.04 93.99 95.30 96.61 93.99 95.30 96.61 
CC 1.78 2.80 3.82 ~~-50 3.47 1.13 2.00 2.87 
··- --·------
0.15 ct 0.45 1.10 1.75 0.67 1.40 2.13 0.97 1.80 2.62 
-
0.20 c 94.90 96.10 97.30 94.67 95.90 97.13 94.<44 9!5 . 70 96.98 
-cs: 1.75 2.80 3.82 1.69 2.70 3.70 1.53 2.50 3.47 
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" Tabela A34s Es~ima~ivas dos coericien~es de conriança Cc) e das 
pr obabi 1 i dadas das caudas( c\. e c a) • e seus r ospec ~i vos i n~er va1 os de 
conriança para os mé~odos do logar1 ~imo(!). mó~odo do escoreCll) e 
mé~odo do escore corrigido para assime~riaClll) para os diversos 
delineamen~os considerados. para ~amanhos de 
not=nu.=20 e noz=nt.z=30. 
P0 Est ~todo I ~todo II 1-Ptodo III 
0 . 25 -··S-~- ._.? ..... ~.?.-·····ª .... J.L ... 1.:..!.7.. _ .. L.?.1 ..... -ª . .:.-~~--.1-'-~.9. __ .L_l>_L ... s.,.é.~----~-:..~7 
0 . 5 "' -··~·-· .. ?..;L.é.~ .... ?..§ .. ,.~_L?.é..,.;'!.~ .. ~?'"'·º.9. ... ?..1 . .:..~.~ .. -?..§_,.?..1. J..?: .. ,Z-~.-~1.,.?_~ 95..J.>.;? 
---~-~- .. -L ... ~.~----L .. ?.L._s.,.?..r!. __ LA.? __ .?..:.Z.~----!!.2"~. _S.:..!.L . ..!!.,.?.~---"-'-g~ 
0. 2s --f!. __ fh!.L._.~ .. ,.?.L.~-:..?J. ... -!.~~L ___ ?-'.~-~---~-:...~2 ... -.L1.§. __ _? · 40_~-'~-;:; 
0 . 5 0 . 75 -~-~J}.L~§_J~..?..L.~.~ 2.:L1JL2.§..:.Z0 9~.J_6 ~-.56 95 . 80 97 . 04 
···~-~- ·--~-.:.J.!L ... ~ .. .z.~.-.... L.!?J --~-· .. ?..~ ..... -LZ~.--J: .. ,.;:;_~. _iL?..9 .. _.L.~-~---~A?. 
0 . 50 --~-! _.L..!:}_§ ____ .Ç...:..?..~---;L?.-1 f--!J.'Y __ .s..:.gL_~..:...U. --L~~ ...L?..~--LZ~ 
0 _75 -~- 2.~_.2.§~-~~ ?..~~.L2.i.2".~_2.L!?. J3.:.42 9L~L~ 
cs 0.90 1.70 2.50 2.02 3.10 4.17 2.19 3.30 4.41 
0 . 25 ~ i.f-. .LM'._?_. 7~·-ª-'-?.:..~ _LJ._1.._-ªJ...!_:L~6 1 . 94 3. 00 4 . 04 
0 . 5~ -~r2-s.J-L. 94. ~~;!.d~_:'!.Y-!..:..2.?'--2.;3. 5~~ª-,?J...:.2l-2L50 9~~ 
~ s ~-~--l!..-1.,.!Z. ~A.__.ª-.:._~----L§.4 2 . 36 3 . 50 4 . 6-4 
0.25 -~i~_.53 2.50 3.47 1.94 3.00 4.06 1.94 3.00 4.06 
1 . 0 0. 75 --?-,.1.iL.1.S...?.i.:...º-~-ª-r-2.2. 4~ 93. 90 95. 38 92. 42 93.90 95. 38 
cs 1.69 2.70 3.70 2.02 3.10 
..,..-
4.17 2.02 3.10 4.17 
0. 50 _p 1 . 94 L~~-{,t--L-!L-~~-~0~0~:.-..::..::..."-"<-t-...:..;..:...:.-...::;..:..=..::-.-'~ 
0 . 75 ~- t-2.2 . 9Z. . .2.1 . .:. 40 __ 2.§..:...º-;3 ?.~...Ê.!._9:_4.:..:... ~6:.0_:.=-'.;;.;;1-"..;....;~-....-----"=-'"--"-""'"'""' 
4.06 1.94 3.00 4 0  
96.00 92.30 94.60 96.0~ 
cs 1.61 2.60 3.59 1.45 2.40 3.35 1.4~ 2.40 3.35 
3.59 2.02 3.10 4.17 0.125 ~- 0.98 1.90 2.62 1.6~1--=2~-~6~0--~~;-~-----=~~~~~ 
0.25 c 94.33 95.h0 96.87 93.65 95.00 96.3~ 93.65 95.00 96.3~ 
~s 1. 6!. 2. 60 3. 59 1. 4~ 2. 40 3. 35 1. 05 1. 90 2. 75 
0 . 125 --~-~.;L ___ L~-~-.s.,.s.!l -!~~~-Ls!! 1 . 45 2. 4~~ 
2. 0 0 . 375 ~- 2..~U.é. 40 .2.L 5!l 94. 9~-2.é-.~~0 94.90 96. !0 97. 3~ 
---+-c·?A =-s _L!;.L.J~..:..~JL.-E..:..~.~ ~~E-L..é~ 2. 38 0 . 75 1 . 50 2 . ~;? 
ci 0.98 1.00 2.62 1.53 2.50 3.23 1.61 2.60 3.59 0. 25 --:::"' -·-.. - ..... - ... --.. ·--.. -·-· -·-.. -: .. ·--·-·-----·---·--"· ___ .. ____________ _ 
0. 375 -4-· 2.;!.:....~~-.2.1..:..~~~5. '?J ?.~-:~.LJ..1.:.Z&_.J..!>-:~? ?,~-· 42 94.80 96. 1Jl 
cs 2.53 3.70 ·4.87 1.78 2.80 3.82 1.61 2.60 3.59 
0 . 10 ~.!. --~~~ ...... ?.!_..!..:...1Z. __ !..::2!l ___ L,_~_,_§_g r-.L.;;i_~_g_,_;;;_~_-ª-'-i?' 
0.15 -~ 95.13 96.~.!...2.Z._,_~·~ • .]6 _ _!.§..10 96.44 93.76 95.10 96 4-4: 
..__---+~ ,_?...:...~.§_.~!._L~4· ~~..:...tL...i.,_~Z.r--L-~5 2. 40 3 -~ 
0 . 10 -~i e. 1.!L-~2.L..L.S~ r-L.37 2. 30 3. 23 2 ._.,_4 3. 60 4. 76 
4 . 0 0 . 20 c 94 . 21 95.~-'Zll.r-2-ª-:.?..~ . ...?.1..:..~!.-J~ ,_?.ª-'-!2..-!L.ZLJ.'_~ 
1----+-P _e-.AL....Lfi.~?Y. _!:..._~_g __ U.L..1..-..!Z ~~9 2 70 3. ~.! 
0.15 ci 0.18 0.70 1~s?~~0 1.70 2.50 1.96 2.90 3.94 
0 . 20 H-- 2.!_. 44 9~_2.L_~~ r?;L.~1-?..."LJ_~-2~.:..s~ 2.? . 53 94. 00 95 . 47 
cs 2.44 3.60 4.7r. 2.20 3.40 4.52 2.03 3.10 4.17 
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" Tabula A35& Es~ima~ivas dos coe~icien~es de con~iança (c) ~ das 
,., ,., 
probabilidades das caudasCc\. e ca). e seus respec~ivos int..ervalos do 
con~ i ança par a os mé~odos do 1 ogar i ~i mo( I) , mé>~odo do escor oC J I) e 
m{,~odo do escore cor r i gi do par a as si me~ r 1 a( I I I) par a os di ver· sos 
delineamen~os considerados. para t..amanhos de 




pO Est. 11ét ode I 1"16todo II Hétodo III 
0.25 --~-L ....... L§~---.?.-'--~-~----~..: .. ~!.. ___ L..?.'L ... ?...: .. ?..~----~.: .. H. __ .L .. ~-~---J..:..!.~_LL;! 
0.50 --~----· .'?..~,--~-~---?.-~.:.-º~--.2? .. .:..~.1 ... ? .. ;L!..~ .... ?..~.: .. t~ .... '!.~.: .. ~1 .. J..ª_J!?_.?..~..:..?.~-.?..~..:..~.;3 
---~-~--- ..... ~..: .. ?..~-... J . .:.Z.~ ... 3..: .. ~-~- ..... L..~.?.-.... ?..:.!..~-----~-:.?..~ . . .J---º§. .. _?._._?..~L~..;.2.1 
0.25 -·~-L .... .?..: .. ~.J. .... -ª . .:.-ª-~----1..: .. 1.! ..... L.~J ____ .?.:.§..~---·ª·:..§.'1. . .J.:_1§. ___ g~-~-L;3~ 
0.75 -~-- .'l.ª_._?.2...J .. :::!.:.~-~--?..~...:..-~X .?.~.c..Y.L'!.;;..:..ª.L?..~-'-§..!. J..W.t..J..Y. 4.~~. 7'! 
·--~-~-- ··---~-~2.._L_1.~---?..:.J.ª ... L..?..L .. .?.:.J.~ ....... ?..:..'!..?.. _L.?..?..__ÇL.?..L.}_._U 
0 . :o.e ---~L ... ?..: .. ~.;'! ....... ~..:.l-~ ....... 1.: .. ~.?. .. L!..~ ...... ?..: .. ~-~-~-=-º·?.. _J..: .. ~.?.-.-~ ..... z.~_L!..~ 
0 . 7 5 --~-- ?~_..Z.~..-?..~_,_~_2_~!..1 ~.1-:..t~. 95 . .1~~-.Lt ~ 0 95. 4~...2.LZ.!. 
cs 0.52 1.20 1.87 0.98 1.80 2.62 1.05 1.90 2.75 
0 . 25 ~ ___ s.,__~-~ª.:..!.~----1..:..!? 2 . 44 3. 6.~---.1- 7 6. 2. 53 3. 70 4 . 8~ 
0 . 50 ~ .'!.ª-d!....'!.U0 96. 09 92. 5?....J_..,.: . .!.!~_...1Z 92. 42 93. 90 95. 38 





-~-i- .... ?. . .:..!.1 __ ~;..:· 2:;.;0::_ ... 4:..:·.::.2:.:.9 ... L!.'L...L.~-.. ~4~-..:!4~1:.1-..'!2:..·:..:1~9~~3~. 3~0::...,....:!4-"-. .:;:4~1 
~ -~~~-70 96.~'!.~?.86 94.30 95.7~ 92.86 94.3~ 95.74 
~ _1.21 2.10 2.99 1.45 2.40 3.ª-~- 1.45 2.4.0 3.35 




c 94.21 95. ~-~...J-~_...r..t '?..?..,.J!t>~Jl 9s. ?'..1 ~""""s~s0 96.79 
cs 1.2~ 2.20 3.11 1.~5 ~.40 3.35 1.21 2.10 2.99 
ci 0.52 1.20 1.87 1.29 2.20 3.11 1.37 2.30 3.23 
c 95.01 96.ee 97.38~ 95.te 96.44 94.te 95.40 96.70 
~...!.. t.61 2.60 3.5't 1.69 e.?e 3.7e t.37. 2.30 3.23 
2.80 3.82 
2. 0 e. 375 -~ ._ll: .. ;i..!>....J...§..:.!!~ 97. 0.~ 
_.!.:..~.....Z.t .. ...-ª.:.Z1.1-L..?'8 
93...2~~~ 96.44 93.76 95.10 96.44 
4."0 
c s 1 . B.~--U~~-.:..'f.1 _1.:.29 -~~-?..!--~.:..·1~1!~-~1~.6~1~2~.6~0~~3~.5~9~~ 
0. es0 5-L ... LJ.L ... s:_~jL__~.:.-ª? ... L.~.'f.-3 .. 2~-ª-:.!J. 1. 86 2. 90 3. 94 
0. 3751~ 93..:1!1._'LU.!~.6. ~2. 93_,1!.L 94.70 ..JJ>....:..!J.. ~S:..?Jl 94. ~-~....J..6..:...!.! 






H.L ....!.d~. 1 . 00 t.:l& JJ.L.L..?0 2 . 87 1 . 29 2. 20 3. 11 
c 92. ?.1_?.~~:.:..~~ '?..? ....... ~.3..ª-.:..'l.t~~ ~~-~~ 95. e~ 
C!i 3.30 ~.60 5.9~ ·2.87 4.10 5.34 2.36 3.5.0 4.64 
c i 0. 75 1 . 5~-~..:.E.§ _!_...?.2..._?..:..?..!.__~ . 11 1 . 94 3. ·-~ 4 . 06 
c 93.09 94.50 95.91 JJL~~~~g_ 93.53 94.90 96.26 
.----+-..;c~s'-+ ... ?..2_~___.1~_!-;:; . 2.! 2 . 28 3 . 40 4 . 52 1 . 2_! __ s:.J.L3 .. : . 2! 
0.15. c i . -~..:..§.?_.!..:.~_2. t~ _.!.:..!§._..!. 90 2. 75 1 ,_§_~0 3. 47 
0.20 c ?.!!.J3.! _ _?._;L.?Jl_J..~.:.-~-~ 93.76 95. 10 96.-44 93. '!?....J...1 .. J~0 96. ~Jl 




Tabela A36J Est..imat..ivas dos coef'icient..es de conf'iança Cc) e da~ 
..... ..... 
probabilidades das caudas(cl e ce). e seus respoct..i vos int..E:'rvalos de 
conf'iança para os mét..odos do logarit..imoCI). mét..odo do oscoreCJl) o 
mélodo do escore corrigido para assimet..riaCIII) para os diversos 
del.i neamenlos considerados. para tamanhos de amo~t.ras 
no1=nu=30 e noz=n1z=SO. 
ti> po Est.. Mét.odo I Mét.odo Il Mét.odo II I 
"' 
0.25 c i 2.02 3.10 4.17 1.78 2.80 3.82 1-1.~~ 2. 70 3.70 
"' 
··--·-·-·--·--·-··-··-······ ··-
0.50 c 94.10 95.40 96.70 93.31 94.70 96.09 93.31 94.70 96.09 
"' 
------···-------···-····· ·--·---------- ··-----------------
cs: 0.75 1 .50 2.25 1.93 2.50 3.47 1.61 2.60 3.99 
----
------· r---------------- !------=·-------····· ------------
0.25 cl 2.03 3.10 4.17 1.37 2.30 3.23 1.37 2.30 3.23 ~ ---------···------- ------------- ----···-·-··--
0.!5 0.75 c 95.13 96.30 94.47 95.13 96.30 97.47 94.90 96.10 97.30 
----
-------------· -----------·-··· ---
-~~- 0.12 o .60 1.08 0.67 1.40 2.13 0.82 1 .60 2.38 --· r-------------·· -------------·· 
0.50 c i 2.28 3.40 4.52 1.86 2.90 3.94 1.78 2.80 3.82 
... --------":;.. 
0.75 c 93.5-4 94.90 96.26 93.09 94.50 95.91 ~~~~~ -:.;;-
----------·-- ---------------
c• 0.90 1.70 2.50 1.61 2.60 3.59 1.78 2.80 3.82 
0.29 I~ 1.93 2.!50 3.<47 .... 1.53 2.!50 3.47 1.53 2.!50 3.47 ---------
0.50 c 93.87 9!5 .20 96.53 93.87 95.20 96.53 93.87 9!5 .20 96.!53 
... --
CC 1.37 2.30 3.23 1.37 2.30 3.23 1.37 2.30 3.23 
-- ... 
0.25 cl" 1.53 2.50 3.47 1.69 2.70 3.70 1.69 2.70 3.70 _., 
... 
1 .o 0.'15 c 93.65 95.00 96.35 93.09 9<4.50 95.91 93.09 94 .!50 95.91 
--:.:-
CC 1.53 2.!50 3.47 1.78 2.80 3.82 1.78 2.80 3.82 
... 
0.50 cl 1.13 2.00 2.87 1.<45 2.<40 3.3!5 1.-t!S 2.<40 3.3!5 
... 
0.7!5 c 93.87 9!5 .20 96.!53 93.31 94.70 96.09 93.31 94.70 96.09 ... 
CC 1.78 2.80 3.82 1.86 .2.90 3.94 1.86 2.90 3.9<4 
0.125 ~~ 0.60 1.30 2.00 1.29 2.20 3.11 1.9<4 3.00 <4.06 ... _ .. _ 
0.25 c 94.33 95.60 96.87 93.65 9!5 . 00 96.35 92.86 v ... so 95.7<4 ... 
c• 2.0!5 3.10 <4.17 1.78 2.80 3.82 1.69 2.70 3.71 
--
o. 12!5 -~ -~ 0.90 S.?'O 2.50 1.61 2.60 3.!!9 1.61. 2.60 3.!58 
2.0 0.3'75 c 93.76 95.10 96.4~ 93.31 9<4.70 96.01 93.<42 94.80 96.18 
--:.:-
CC 2.11 3.20 <C.29 1.69 2.70 3.70 1.61 2.60 3.59 
0.25 ~. 
... 
0.75 1.!50 2.2_!!._ 1-!:45 2.-co 3.3!5 1.53 2.50 3.47 




CE 2.78 4.00 5.21 2.19 3.30 4.41 1.78 2.80 3.82 
"' 
0.10 c i 0.90 1.70 2.50 1.69 2.70 3.70 2.02 3.10 ... 17 r-.--- ---·· 
0.15 c r!~-87 95 .2~~-~.1. 93.42 94.80 96.18 93.6<4 95.00 96.35 1-:;:---
cs 2.02 3.1Ó . 4.17 1.53 2.50 3.47' 1.05 1.90 2.75 
À-· 
0.10 cl r-.-·-·· 0.98 1.80 --~=-~- 2.11 3.20 4.29 2.<44 3.60 4.75 
4.0 0.20 c 94.78 96 .00 97.21 93.87 95.20 96.53 93.76 9!5 .10 96 ... 4 ~ ·----·---··--·--·-
cs: ~~~'!...._~!!- 0.82 1.60 2.38 0.60 1.30 2.00 
A 
0.15 cl 0.67 1.40 2.13 1.05 t.90 2.75 1.53 2.50 3.47 -......;,;-
------------· 
o·.zo ~---~--- 93.76 99.10 96 .. 44 93.31 94.70 96.09 93.09 94.50 9!5.91 
CE 2.36 3.50 4.64 2.28 3.<40 4.!52 1.9 .. 3.00 4.06 
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" Tabela A37z Es~ima~ivas dos coericien~es de confiança Cc) e das 
A A 
probabilidades das caudasCct. e ca). e seus respec~i vos in~orvalo!> de 
conr i ança par a os mé~odos do 1 ogar i t,i moC I) • mó~odo do escor eC I I) e 
mé~odo do escore corrigido para assime~riaCIII) para os diversos 



















0 0. 75 
0.50 
0.75 
[st Hclodo I Het odo I I ~dodo III 
c; i ..... ?._,_m~:-.-~ .. ,J.~---~-'-;;1.;1 ..... ?. .. -.?.~---ª..:..?..~---···§..:..!~. ·--~-32 3 . 10 _·LE 
---~--···· .. ?..~_,.:?L.Z-1.2.~--?.2.:..~-?. .?..?.. ... ~-~_?..~..:.-º-~---?..~&~ . .?.? .. :..n.-~~~..?..5 . 8.? 
-.. S.!!-.. --~-:.f!g ___ ! . .:..?..~---.! . .:.º.7.. __ L.~.?: .. _J~ ..... ~-~---·?.-:..?.~ .. -L~;L_Ih.~! __ ;L.~?. 
~-L ·--~-'-ê2 5 _,g_'L .. .§ . .J?J!r--ª-·'-t!._.?...:.Ê~--~-.:..?.2'. r--L!.~ ..... JU!!L_ª_,_~ç 
--~----~.?. .. :.!.?.....?..i!.2_U.§. .. .?i~W?.-2'~_,_~~-..?5. 47. ~ª 94.00 9:>. 4?. 
··-~-~--- ---~--'-~-~-----LJ.~ .. -.L!.~ ... LZ.!L_ . .?...,.º.~----~-J~g- _JL . U~.J~~&'? 
····'ii·L. __ g_,_~-~--~--,g~----~-... ~.!! _g __ , .. ,.t~L.~ .... ~-L-~-~J. -~-.. !L-~ .. J-~-~-.. E 
--~-- 2.?. 97 9'!..~~...2.!?..:..!'!?.. ~!3..U.L~.U..!L.Z_..,_ 93. 09 94. se 95. 91 
·cs 0.b7 1.40 2.13 1.45 2.40 3.35 1.45 2.40 3.35 
cí 1.86 2.90 3.94 1.69 2.10 3.70 1.69 2.10 3.Z~ 
~ 93.87 95.20 96.5~~~6 94.30 95.74 92.75 94.30 95.65 
-~!_~5 1.90 2.75 1.94 3.00 4.:..!§ 2.02 3.10 4.17 
-iL- 1.45 2.40 3.35 1.?1 2.10 2.99 1.29 2.20 3.11 





1.94 3.00 4.06 1.29 2.20 3.11 1.29 2.20 3.11 
2.36 3.50 4.64 1.94 3.00 4.06 1.94 3.00 4.06 
93.31 94.70 96.0,9~~9~2-~9~6~9~4~-~3~0~9~5~-~7~4~9~3~-~·~9~9~4~-~5~0~9~5~9~1 
0.98 1.80 2.62 1.69 2.70 3.70 1.53 2.50 3.47 
0 . 125 _..c<-"i'-t·--"0:..:-..:6:-.:.7_...::1:..:-...;4~0'---=2:..:·...::1.,3'+-..:0:..:··-=9'-'-7-...:1:..:·..:9..:0:.-..:2 .... :..:6:.:2"-t. __,1 .... ~1~3,.__..:2"".'-'0'"'0..__-=2-... 9""-17 
e.c:se ~ 94.21 95.5~ 96.79 93.42 94.90 96...19 93.48 94,_@_0 96.19 
cs 2.02 3.1~ 4.17 2.29 3.40 4.52 2.l1 3.20 4.29 
---· -...... 
0 _125 _ci 0.60 1.30 2-!~~t-21 2.10 2.99 1.94 3.00 1.94 
2.0 0 _ 375 -~- 93 ~..!. 94.10 96.09 92.75 94 .1?0 95 -~~- 92. sª 94 .ee 95.47 
--- ,.....~.!....,..-?. 70 _..,..:..!.!._...§.. 21 2. 53 3. 70 4. 87 1. 94 3.00 4. 06 
0 . L!!:.~ _..c.i.L __ L, .. t;?. ... _.?._,_~-~--..?_J~.z _L?..i.-~ ... ~-· - ·4 ._f!É. 2 . _u.__u~ . .._g~ 
0.375 c 93.31 94.70 96,~ ~2.53 94.00 95.47 92.53 94.00 95.47 
cs 2.19 3.30 4.41 1.94 3.00 4.06 1.78 2.80 3.82 
0.1QI ~--~i 0.18• ~.70 1.22 1.13 2.00 2.87 1.61 2.60 3.50 
0.15 c 94.10 95.40 96.70 92.7~ 94.20 95.65 92.75 94.20 95.65 








~Tc~i-+~•~--=5~2~~1 ... -.::2,0=-~1 .... .::9~7+-~1-'.~9~4~~-00 4.06 2.19 3.30 4.4~ 
~ ..!!L§5 95 ~~.§. 92 . .,.::2'--'9~3'-'.'"'9'"'0"--9'-'5:;..o.. 3;:;.8;;.t _ _..9""2'"" ..;:5"'3'--'9_4'""' __ 0._0.__..,._5"'""-. 4.-.7.; 
c s 2_~1_U_~_L2.?. 1-· 2 . 02 3 . 10 4 . 17 1 . 69 2 . 7..;0:...-..:3:::..·:...:7..;0, 
ci 0.25 0.80 1.35 0.75 1.50 2.25 0.98 1.80 2.62 
c 
cs 
93.65 95.00 96.35 93.76 95.10 96.44 94.33 95.60 96.87 
2.96 4 .. 20 5 44 2.28 3.40 4.52 1.61 2.60 3.59 
107 
amost.ras 
"' Tabela A38a Es~ima~ivas dos coericien~es de con~iança (c) e das 
"' ,.. pr obabi 1 idades das caudas( c i. e c e) • e seus r espec~i vos i n~er valos de 
con~iança para os mét..odos do logari ~imo(!). mét..odo do escoreCII) e 
mé~odo do escore corrigido para assime~riaCIII) para os djversos 
pelineamen~os considerados. parM 
not.=not-=20. e ntt.=nt.z=50. 
P0 [st. ~todo I ~todo Ir ~todo III 
" 
0.2::1 ci 2.02 3.10 4.17 1.69 2.70 3.70 1.45 2.40 3.35 --;;;····-· ·--·············-----.. ··-·------·-··· -·········-····------------------······ ---------------------·-
--~ ....... -~-·L.~.~--?..~ .... '?..~ . .YL._t~ ... '?..ª . .:..é~--'?.~-~~-2.é ..... ~.~- .?.-ª .. · ..E,~ .... ?.Lé.~-?.é...:...~.~ 





-~J .... __ ?_"'";3-~-----ª..:..~!.~---·LP-~. __ L.?..? ___ JL.?.'L_;L"J. --L~_;'!_J._,.?.~-.SL~ 
c 93.99 95.30 96.61 94.10 95.40 96.70 93.76 95.10 96.44 





-~-~- ~.§.?. ___ !..J~.~-L!'JZ .. J. .. '-"!.?. ___ ?...:..~-'-ª-~- J .. ~L.L.~ .. 'L-~é 
-~-L . ..?.-.?.!L ... ;! .... ~-~---·:LP.J' ... LJ:~ ___ ? ..... ~!L .. .?.-'-º.?.'. _!t,.~z._L!I.!-~? 
---~- ?~-2-~ ..... ~.Z...:...?.! !.:?..,.!.L~é . .:..?..~..J'..?'~ .. !."L 90 96. 10 97. 3~ 
C5 0.12 0.60 1.00 0.97 1.00 2.62 1.21 2.10 2.99 
-?L _s_?e 3 . 40 4 . :?.s ...!..:.Z!L_U..!..._ª-.-_8..?.. 1 . 7e 2 . 80 3 . 8? 
~ 93.31 94.70 96.0?.. 92.86 94.20 95.74 92.86 94.20 95.74 




0 0. 75 
ci a.30 ___ "L_6e 5.90 1.21 U.!_L99t--~-JP 2.s0 3.47 









~-!L ..... U.~~.!-L.:t~ ~L;?.;t_U0 3. 4?.'. ... .J. . 21 2. 10 
--?!-- ... ~ .... "-Z._~...._!!!._L~ -"---~.! __ ?. 30 3. 23 1. 61 2. 60 
c ~L~9 93.70 95.2~ ~ .. 99 95.30 96.61 93.76 95.10 
cs 0.75 1.50 2.25 1.43 2.40 3.35 1.37 2.30 






c 92.97 94.40 95.82 92. 1.9 93.70 95.21 92.19 93.70 9S 21 
cs 1.21 2.10 2.99 1.78 2.80 3.82 1.61 2.60 3.59 
c i 3.20 4:29 
-





0 . 10 r--~.L. _u_s--;.1 . 8!__2...:.2.? .... .L.~5 1 . 90 2 . 75 1 . 45 2 . 40 3 . 35 
0.15 -~-~-.Z.é__95.10 96.44 93.ey_1_2.4.90 96.26 93.42 9-4.80 96.18 
____ «.: s ...lh..~.! 3 . 10 4 . 17 2 . u._~-.?..!.......i.J!.2. _ 1 . 78 2 . 80 3 . 82 
0 . 10 --~-L .. .!..,~.g __ 1_._!!.!......Ê..:-ª.Z _1...:.J-ª·-- 2 . 00 ? . 89 1 . 53 2. s0 3 . -47 
4. 0 0 . 20 -~ 94. ~U~.~80 97. ~- .. ~ ..... g.!...2.§..:...~e 96. 7E!r!-1..:...~1 95. se 96.78 
···-- -f.!- .. J .. .:..~.L-~.:.-~.!-~_,§.? ..... L.P. .. ~ ___ g ..... §.L..!3...:..~Z rJ-_,_!.!3 2 . 00 2 . B7 
0 . 15 r-~.L. f-·L 29 2 . 20 3 . 11 .L§.L . .Ê..L.~~-,Z.! ...?....:...tL...Lª-.L~ 
0 . 20 ~~- E..:..é.§._~..:..!.!-?.é."'";:rr; ?.;3...:..~.~~!.:~~.......![.:.2..1 ~-,J~9 94. se 95.91 
c~ 1.78 2.80 3.82 1.78 2.80 3.83 1.29 2.20 3.11 
108 
"' Tabela A39J Es~ima~ivas dos coeficien~es de confiança (c) e das 
" " probabilidades das caudasCc\. e cs), c seus respect.i vo~ intervalos de 
confiança para os má~odos do logari~imoCI). má~odo do escoreCII) e 
má~odo do escore corrigido para assimeLriaCIIJ) para os djversos 
delineamen~os considerados, para ~amanhos de amos~ra::. 
"' 
pO Es:t.. Mét.odo J Mét.odo IJ Mét.odo l_lr 
... 
0.25 c1 2.87 4.10 5.33 2.36 3.50 4.64 1.69 2.70 3.70 
... ··- ·-·----~-----···-· -----·-······-·---------- -----------------·-
0.50 c 93.42 94.80 96.18 93.54 94.90 96.26 94.10 95.40 96.70 
-Ã-
------------------····--···· -----------------··- -·---·--·-----








0.5 0.75 c 93.87 95.20 96.53 93.20 94.60 96.00 93.09 94.50 95.91 ... -··--·-- -------
CE 0.52 1.20 1.87 1.45 2.40 3.35 1.53 2.50 3.47 
-·-- ~-- ------····--·-··· ----------- --
0.150 c i ~.:.~~-.!.:..~.~--~-!!. 1.61 2.60 3.!!19 1.61 2.60 3.59 -;a;·-
·--· ·-·--------··-
0.75 c 93.'76 915.10 96.44 
... 
93.31 94.70 96.09 ~.09 94 .!30 95.91 
cs: 0.98 1.80 2.62 1.69 2.70 3.70 1.86 2.90 3.94 
... 
0.25 I~ 2.19 3.30 4.40 2.11 3.20 .. .29 1.94 3.00 ...06 
0.50 c 92.97 94.40 95.82 92.08 93.60 9!5.12 92.19 93.70 95.21 ... 
CE 1.37 2.30 3.23 2.11 3.20 .. .29 2.19 3.30 ... 41 
-- .... 
0.25 _g!_ ... 2.28 3 ... 0 .. .52 1.37 2.30 3.23 1 ... !5 2 ... 0 3.35 
1.0 0.75 c 93.87 9!5 .20 96.52 94 ... 2 95.70 96.96 9 .. .56 99.80 97.04 ~ 
c a 0.67 t.•o 2.13 1.13 2.00 2.87 0.97 1.80 2.62 
-- X" 
0.50 cl 2.11 3.20 .. .29 1!13 2.!50 3.47 1.61 2.60 3.59 ... 
0.'7!1 c 93.!5 .. 9 ... 90 96.26 93.99 95.30 96.61 93.87 9!5.20 96.53 
CC 1.05 t.90 2.7!5 1.29 2.20 3.11 1.29 2.20 3.11 
0.12!1 ~~ 1.!53 2.!50 3 ... 7 1.78 2.80 3.82 1.86 2.90 3.9 .. 
-
0.2!1 c 93.99 95.30 96.61 93..5 .. 9 ... 90 96.26 93.6!5 95.00 96.3!5 
a. 1.29 2.20 3.U t..87' 2.SO S.2S t.2t 2.t0 2.99 
--
0.12!1 st 1.61 2.60 3.!!19 t.9 .. 3.00 .. .06 2.19. 3.30 ...41 
... 
2.0 0.375 a ~~~~o 9!5.6!5 92.42 93.90 93.38 92.08 Sf3 .60 95.12 --:~~:-
CC 2.1 I 3.20 .. .29 2.02 3.10 ... 17 2.02. 3.10 ... 17 
.... 
0.25 ~.!.. 1 ... 5 2 ... 0 3.35 1.69 2.70 3.70 1.69 2.70 3.70 
-x- ---· -· 
0.375 c 93.09 9 .. . 50 95 . .!!_ 92.75 9 .. . 20 95.65 93.20 9 ... 60 96.00 -~ --· 
cs 2.02 3.10 ... 17 2.02 3.10 ... 17 1.69 2.70 3.70 
... 
0.10 ai .,.1.37 2.30 3.23 1.9 .. 3.00 .. .06 2.78 ... 00 9.21 ... 
0.1!5 c 93.53 94.90 96.26 92.6 .. 9 .. • 10 95.56 92.08 93.60 95.12 
... 
CC 1.78 2.80 3.82 1.86 2.90 3.9 .. 1 ... 5 2 ... 0 3.35 
. 
... 
0.10 cl 0.7!5 1.50 2.2!5 1.37 2.30 3.23 1.86 2.90 3.94 
-4.0 0.20 c 9 .. .67 9!5. 90 97.13 94 ... 4 95.70 96.96 94.10 95 ... 0 96.70 
... 
cs 1.61 2.60 3.59 ~· 2.00 2.87 0.90 1.70 2.50 
0.1!5 ai 1.21 2.10 2.99 1.37 2.30 3.23 1.69 2.70 3.70 
--
0.20 c 93.20 9 ... 60 96.00 93.09 9•.5o 95.91 92.97 ·94 ... 0 95.83 
CE 2.19 3.30 ... 41 . 2.11 3.20 4.29 1.86 2.90 3.9 .. 
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,.. 
Tabela A310: EstAmat.ivas dos coef"icient.es de coruianca<c> e das 
;. ;.. 
probabilidades das caudas<c~. e cs) e seus respect-ivos int-ervalos de 
coruianca para os mét.odos do logar.í t, imo<I>. mét.odo do escore<II> e 
mét-odo do escore corri~ido para assimet.ría<IID para os di versos 
delineament-os considerados no caso de 5 est.rat.os. 
nok= 
nik Est. Mét-odo I Mét-odo 11 Mét-odo 11 I 
C1. 1.53 2.50 3.47 1.13 2.00 2.87 0.98 1.80 2.62 
···-;:.···· ···-·-··················-····-···-·········· ----···'"'·····-··········-····------------·- ···--·---·····-··········-····-···-········· 
o. 5 c 94.56 95.80 97.04 94.78 96.00 97.21 94.67 95.90 97. 
···A···· ···-···-···········-··-·-····-···-·········· ···-····················-····-···-········- ···-··· ............................. - ..... - ..... _ .......... . 
cs 0.90 1.70 2.50 1.13 2.00 2.87 1.37 2.30 3.23 
····;::.···· ··----·-·············----····-···-·········· ···-···-····-···········-····-···--·······- ···-·····-········-·····-··-·-···-········· 
ci 1.53 2.50 3.46 1.13 2.00 2.87 1.13 2.00 2.87 
·--~---- ···-········-···········-····-···-·········· ·-·-····················-····-···--··-····- ···-···-·········· .. ·····-····-···-········· 
20 1.0 c 92.41 93.90 96.38 93.42 94.80 96.16 93.42 94.80 96.18 
•••••••••• •••-••••••••••••••••oa•••-••••-•••-•••••••••• •••-•••••••••••••••••.,••-••••-•••-••••••••- ""'"-"""'"'"""""'"'"'"""""""""'-""'""'-""'"'-"'""'"'"'"""'" ,.. 
cs 2.44 3.60 4.75 2.11 3.20 4.29 1.13 3.20 4.29 
·····-····-·· ~··:;;:···· ···-····················-····-···-········· ·-····················-····-···-········- ···-····················-····-···-········· 
ci 1.45 2.40 3.35 1.78 2.80 3.82 1.78 2.80 3.82 
····;;:.··· ~·-····················-····-···-········· ~·-····················-····-···-········- ···-····················-····-···-········· 
2.0 c 93.42 94.80 96.18 93.53 94.90 96.26 93.76 95.10 96.44 
···:;;:··· ~·-··············-····-····-···-········· r·-····················-····-···-········- ···-·············-·····-····-···-········· 
cs 1.78 2.80 3.82 1.37 2.30 3.23 1.21 2.10 2.99 
,.. 
ci 2.36 3.50 4.64 2.19 3.30 4.41 2.19 3.30 4.41 
··-·;:..···· ···-·········-··········-····-···-···----··· --·-··--·····-··········-····-···-······-- ···-···-·····-··········-···--···-···---··· 
o. 5 c 93.20 94.60 96.00 92.97 94.40 95.83 92.97 94.40 95.83 
.................. ···-···-··-··-··········-····-···-···-··-··· ···-·········-··········-····-···-···-····- ···-·········-··········-····-···-···-----· 
"" 
cs 1.05 1 . 90 2.75 1.37 2. 30 3.23 1.37 2. 30 3.23 
·-··;:.···· -··-··· ... ·····-~·-·-····-····-···-·····-···· ··--·················-··-····-···-----····- ···----·-······-······-····-···-···-····· 
ci 2.02 3.10 4.17 1.94 3.00 4.06 2.02 3.10 4.17 
.... ::: ....... ···-····················-··-·-·--···-······ ···-···-····-... ··-·······-····-···--·-····- --·-···-················-····-···-········· ,.. 
30 1.0 c 92.55 94.00 95.47 92.97 94.40 95.83 92.86 94.30 95.74 
-·-x···· ···-····················-····-··-·········· ··-····················-····-···-········- ···-····················-····-···-········· 
0&1 1.86 2.90 3.94 1.61 2.60 3.59 1.61 2.60 3.59 
-;..-··· ··-··········-········-····--·-········· ·-····················-····-··-····-·- --··-····-·····----··-···-········· 
ci 1.78 2.80 3.82 2.19 3.30 4.41 2.21 3.40 4.52 
--x··· ~---······---··--··--·-········~ ~--·-··········--··-·--··-·--1-·-·-···-··-···---···-···-···-
2.0 c 93.42 94.80 96.18 93.20 94.60 96.00 93.31 94.70 96.09 
-....... - ~---············-····-·-·-·······-· :--····-·-·-·-·---·-···-·----~---·---·-··---··-· 
cs 1.45 2.40 3.35 1.21 2.10 2.99 1.05 1 .90 2.75 
.,... 
ci 1.69 2.70 3.70 1.45 2.40 3.35 1.29 2.20 3.11 
···:;.::···· ···-··-·····-····-·····-····-···-·········· ···-···-················-····---····-·- ···-···-·-·-···--·-···-···-·-····· 
0.5 c 93.20 94.60 96.00 93.42 94.80 96.18 93.42 94.80 96.18 
···:,;,:···· ···-···-····-··········-····-···-·--······ ···-·--·····-··········-···--···-········- ···-···-·····-··········-.. ···-···-··--····· 
cs 1.69 2. 70 3.70 1.78 2.80 3.82 1.94 3.00 4.06 
·····-····-·· ................ ···-·············-······--···-···-···-······ ···-···-················-····-···-······-- ···--·-···············-···--···-·-······· ,  
ci 1.78 2.80 3.82 1.69 2.70 3.70 1.78 2.80 3.82 
---~--- ----·-·····-········-·-··--·---·-····· ··-···················----·-···-···--··- ··-········--··-·····-·-·-··-···-···-····· 
50 1 . o c 93.31 94.70 96.09 93.42 94.80 96.18 93.31 94.70 96.09 
.................. ···-···-·-··············-····--··-···-······ ···-···-·····-··········-·-·-···-···-····- ··-···-····--··········-····-···-········· ,._ 
cs 1.53 2.50 3.47 1.53 2.50 3.47 1.53 2.50 3.47 
........... _ ........ _ .... ····-;:···· ···-·········-··········-··-·-···-········· 
ci 0.75 1 .50 2.26 0.82 1 .60 2.38 0.90 1. 70 2.60 
···:;;:··· t-·-····················-····-···-········· 
2.0 c 93.87 95 .20 96.53 94.44 95.70 96.96 94.44 95.70 96.96 
···:;;:··· ~·-····················-····-···-········· ·-····················-····-···-········- ···-···-················-····-···-.. ··•····· 





E;:;:t.w .;.f>~J-.dic.;.. cont.fám o programa ut-ilizado nas: simulações e 
t.ambém o programa para cálculo dos int-ervalos: de con:fianca para um 
dado conjunt-o de dados:. Para .as s:imulacões: despreze .as 





/* NUMERO DE SI MULACOES*/; 
NS=tOOO; 
RETA IN SEED1 79133; 
RETA IN SEED:Z 16570; 
RETA IN SEED3 91548; 
RETA IN SEED4 32577; 
/* BINOMIAL COM PARAMETROS 
/* BINOMIAL COM PARAMETROS 
/* BINOMIAL COM PARAMETROS 
/* BINOMIAL COM PARAMETROS 
DO M=t TO NS; 
CALL RANBIN<SEED1,20, 0.40,X1); 
CALL RANBIN<SEED2,20, 0.10,X2>; 
CALL RANBIN<SEED3,3q, 0.60,X3>; 
CALL RANBIN<SEED4,30,0.15,X4>; 
OUTPUT; 
KEEP X1 X2 X3 X4; 
end; 
PROC IML ; 
PRINT ,SEMENTE1 79133,; 
PRINT 'SEMENTE2 16570,; 
PRINT ,SEMENTE3 91548,; 




PO=<O .10 ,O .15>; 
N0=<20,30>; 
RR=4. O; PRINT RR N1 P1 NO PO; 
113 
N11=20 E P11=0.40•/; 
N01=20 E P01=0.10•/; 
N12=30 E P12=0.60•/; 
N02=30 E P02=0.15*/; 
I
USE ARQ1; 
READ ALL INTO MA; 
_NV=0.025; 
/. Ent.rada de dados•/ 
/. Ent.re com a m.at.riz de 
x=<x11 n11 x21 n21 ,x12 
dados 
n12 





x22 n22, ....... ' x1k n1k x2k n2k}; 
dlõiSIIõl jado 9 a, 101nt.r'"' com nv=ot/2. ./ 
/* SUBROTINA AUXILIAR PARA MÉTODO DA SECANTE•/; 
START EST<X .R6 ,H ,IND1 ,PO ,QO ,P1 ,Q1 ,F>; 
R7=REPEAT<1 ,1 ,NCOL<R6» i 
RBcREPEAT<1 ,NROW<X> ,1 >; 









IF IND1=1 THEN DO; 
SS1=Z1<l+,1D; SS2=Z2<l+,D; 
Z3=SS1#CSS2##{ -O.B>>; 






SS1=Z1<1+,1D; SS2=Z2<1+,D; SS3=Z3<1+_.D; 
?4=SS1#CSS2##(-0.6)}-<<<H<11,1D##2}-1)#CSS3#CSS2##(-3/2})}}#(1/6}; 
F=Z4-H; FREE Zt Z2 Z3 Z4 A B C R7 R6 ; 
END_; 
FINISH; 











IF <<ABS<G<l1,2D>><E> THEN DO; 
SOL=R4<11,2D; 






IF R8<=0 THEN R8=0.001i 
RUN EST<X,R8 ,H <11 ,1D ,IND1,PO ,QO ,Pt ,Q1,F>; 
G1=F; MAXITER=160; 
/* CRITERIO DE PARADA•/; 
DO NIT=t TO MAXITER \o/HILE<ABS<G1»E>; 
R8=R4<11,2D -<<R4<11,2D-R4<11,1]))/(G(]1,2D-G<l1,1D>>#G<l1,2D; 
116 
THEN RB=0.001; H' <RB<•O> 
RUN EST<X ~R8 ~H <11, 11 > ,IND1 ~PO ~QO ~P1 ,Q1 ,F>; 
G1=F; 
R4 01, 1DaR4 <11 ~2D; 
R4 01 ,2D=R8; 
G<J1, 1D=G<11 ,2D; 
G<l1,2l>=G1;NIT=NIT+1; 
END; 
lF <NIT>MAXITER> THEN DO; 
PRINT 'NUMERO MA XI MO DE ITERACOES A TINGIDO'; 
PRINT X; 
END; 




/* SUBROTINA PARA CALCULO DA ESTIMATIVA DO RISCO 
RELATIVO E CONSTRUCAO DE INTERVALOS DE CONFIANCA 
PELOS METODOS I E II•/; 
START INTER3<X,NV1,IND,SOL1,SOL,SOL2,LI,LS>; 




/•CALCULO DO EMV•/ 
R3=t.t•R; 
R4=RllR3; FREE R Rt R2 R3; 
RB=REPEA T<t ,NROW<X> ,1>; 





/• CALCULO DO INTERVALO DE CONFIANCA PELO METODO DO LOG •/; 
A=X< I ,4, )#X( I ,21 }#P1; 
B=X< I ,2, }#QO#<SOL#R5)+X< I ,4 I }#Q1; 
C;=A#<B##<-D>; 
V=SUM<C>; 
VAR=t/V; FREE A B C V; 
LI=EXP<LOG<SOL>+NVt•<SQRT<VAR> »; 
LS=EXP<LOG<SOL>- NV1•<SQRT<VAR> > >; 
L1=1.1•LI; 
L2=1.t•LS ; 
/•LIMITE INFERIOR PELO METODO DO ESCORE•/; 
R4=LI IIL1; 
R6=R5•R4; 
H=<-NV1> li <-NV1>; 
RUN ESTCX,R6,H,1,PO,QO,P1,Q1,F>; 
G=F; 
RUN RAIZCG ,R4 ,H ,X,1 ,P1 ,Qt ,QO ,SOL1>; 
/•LIMITE SUPERIOR PELO METODO DO ESCORE•/; 
R4•LS IIL2; 
R6•R5•R4; 
H•NV1 I I NV1; 
RUN ESTCX,R6,H,t,PO,QO,P1,Q1,F>; 
G-F; 
RUN RAIZCG ,R4 ,H,X,1,P1,Q1,QO,SOL2>; 
U.SOL1;U1•LI; 
/•LIMITES DE CONFIANCA PARA O CASO DE XIK•N1K, k•1,.,.~/; 










/• SUBROTINA PARA DETERMINACAO DOS LIMITES DE CONFIANCA 
CORRIGIDOS PARA ASSIMETRIA •/; 
INTER3C<X,NVi,IND,SOLi,SOL2.SOL1C,SOL2C>; 
R5=REPEAT<t,NROW<X>,D; 
/•LIMITE INFERIOR CORRIGIDO PARA ASSIMETRIA•/; 
SOL3=1.t•SOL1; 
SOL4=1.1•SOL2; 
R4=SOL1 I I SOL3; 
R6=R5•R4; 
H=<-NV1> li <-NVD; 
RUN EST<X,R6,H,O,PO,QO,Pi,Q1,F); 
G=F; 
RUN RAIZ<G ,R4 ,H,X,O ,Pt ,Qt ,QO ,SOLtC>; 
/•LIMITE SUPERIOR CORRIGIDO PARA ASSIMETIRA•/; 







/* LIMITES CORRIGIDOS PARA ASSIMETRIA PARA O CASO DE 
X1k•N1k,k•1 .. k*/; 





/•SUBROTINA PARA CALCULODOS LIMITES PARA METODO DO 




/* VALORES INICIAIS PARA LIMITES PELO METODO DO ESCORE•/; 
"X=X-+-0.5; 
Rt=<Y< I ,11 )#Y( I ,41 ))#((Y( I ,2, )#Y( I ,31 ))##(-1)); 




R=SUM<R2>/W1; FREE Y Rt W LR R2; 
VAR=t/Wt;PRINT R VAR; 
LL=EXP<R+NV1•<SQRT<VAR))>;PRINT LL; 
LU=EXP<R-NV1•<SQRT<VAR))>;PRINT LU; 






























DO L=1 TO NS; 
X=<MA< 
!1 do 1=1 t.o 1; 11 
S1=X< j+,11 >; 
S2•X< I +,21 >; 
S3=X< I +,3j >; 
S4•X< I +,4j >; 
/•CASO PARTICULAR 3 */; 
IF<<S1•0>&<S3•0>> THEN DO; 









/* CASO PARTICULAR 4•/; 
ELSE IF <<S2=S1>lHS3=S4>> THEN DO; 
120 
30); 








/*CASO PARTICULAR 5•/; 
ELSE IF <MIN<X< I ,2, >-X< I ,11 )))=0 & <MIN<X< I ,4, >-X< I ,31 )))=0 THEN DO; 
PRINT 'CASO PARTICULAR 5 - FUNCAO INDEFINIDA'; PRINT X; 
SOLt=O; SOL=-1; SOL2=1000; LI=O; LS=tOOO; 
SOL1C=O; SOL2C=1000; 
END; 
/*CASO DE X1K=N1K<k=1, ... k)*/; 
ELSE IF <<MIN<X< I ,21 >-X< I ,1 I >»=O> THEN DO; 
X=X< I ,31) li X< I ,41) li X~ I ,11) li XC I ,2, >; 
IND=O ;PRINT IND; 
RUN INTER3<X,NV1,IND,SOL1,SOL,SOL2,LI,LS>; 
RUN INTER3C<X,NV1 ,IND ,SOL1 ,SOL2 ,SOL1C ,SOL2C); 
END; 
/*CASOS PARTICULARES 1 E 2 */; 
ELSE IF CCS1=0> I CS3=0>> THEN DO; 
RUN INTER5CX,St,S3,NV1,SOL1,SOL,SOL2,LI,LS>; 
/•LIMITE SUPERIOR CORRIGIDO PARA ASSIMETRIA•/; 
IFCS1•0) THEN DO; 
SOL1C=O; 
SOL4•1.1•SOL2; 








/•LIMITE INFERIOR CORRIGIDO PARA ASSIMETRIA•/; 
IF<S3=0> THEN DO; 
SOL2C=1000; 
SOL3=1.1•SOL1; 
R4=SOLtj I SOL3; 
R6=R6•R4; 









RUN INTER3C<X,NV1,IND ,SOL1,SOL2,SOL1C,SOL2C>; 
END; 
ljend;ll, 
/* sol1= Hmit.e imerior pelo met.odo do escore 
liiiO.l2D limit.a superior pelo met.odo do eliiOore 
solte• Hmit.e inferior corri~:ido para assimet.ria 
saol.2oa limi t.e liluperior corrigido para as;simat.ria 
sol= est.imat.iva de maxima verossimilhança 
li• Hmit.e imerior pelo met.odo do logarit.imo 
ls= limit.e superior pelo met.odo do logarit.imo•/; 
122 
f[RESF=SOL11 jSOLj jSOL21 ILII ILSI ISOL1CI ISOL2C; l prin~ resf; 
RESF<jL,j)-SOL11 ISOLI !SOL21 ILI I ILSj jSOL1Cj jSOL2C; 
IF <LS<RR> THEN CS1=CS1+1; 
IF <SOL2<RR) THEN CS2=CS2+1; 
IF <SOL2C<RR> THEN CS3=CS3+1; 
IF <LI>RR> THEN CI1=CI1+1; 
IF <SOL1>RR> THEN CI2=CI2+1; 
IF <SOL1C>RR> THEN CI3=CI3+1; 
END; 
/$ CALCULO DOS INTERVALOS DE CONFIANCA PARA ESTIMATIVAS DOS 
COEFICIENTES DE CONFIANCA E DAS PROBABILIDADES DAS CAUDAS 
CC1 = COEFICIENTE DE CONFIANCA ESTIMADO PELO METODO I 
CC2 = COEFICIENTE DE CONFIANCA ESTIMADO PELO METODO II 








/* LC1 E LC2 - LIMITES INFERIORES E SUPERIORES DE CONFIANCA 
PARA COEF. DE CONFIANCA E PROBABILIDADES DAS CAUDAS •/; 
LC1=<CC/NS>+NV1#CVC##0.5>; 
LC2=<CC/NS>-NV1#CVC##O.B>; PRINT LC1 LC2; 
/•CALCULO DOS COMPRIMENTOS MEDIOS ESPERADOS DOS INTERVALOS DE 
CONFIANCA E DE SUAS VARIANCIAS 
MEDA1 - COMPRIMENTO MEDIO DOS INTERVALOS OBTIDOS PELO METODO I 
MEDA2 - COMPRIMENTO MEDIO DOS INTERVALOS OBTIDOS PELO METODO li 
MEDA3 - COMPRIMENTO MEDIO DOS INTERVALOS OBTIDOS PELO METODO III 
VARA1 - VARIANCIA DE MEDA1 
VARA2 - VARIANCIA DE MEDA2 
VARA3 - VARIANCIA DE MEDA3 •/; 
A1=RESF<I ,51>-RESF<I ,41>; 
123 
A2=RESF<I ,31>-RESF<I ,11>~ 
A3=RESF<I ,71>-RESF<I ,61>; 
MEDA1=A1( I: I)~ 
ME~A2=A2( I : I); 







/* CALCULO DO VALOR ESPERADO DDO ESTIMADOR DO RRE DE Sua 
VARIANCIA 
SOLMED - RISCO RELATIVO ESPERADO 
VSOL - VARIANCIA DO RISCO RELaTIVO ESTIMADO•/; 










PRINT MEDA1 MEDA2 MEDA3 SOLMED ; 
PRINT VARA1 VARA2 VARA3 VSOL ; 
CREATE ARQSOL FROM RESF; 




LIBNAME INSAS 'K'; 
DATA INSAS.S20301D; 
SET 
ARQSOL; 
124 
run; 
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