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DISCRIMINANTS OF BRAUER ALGEBRAS
HEBING RUI AND MEI SI
Abstract. In this paper, we compute Gram determinants associated
to all cell modules of Brauer algebras Bn(δ). Theoretically, we know
when a cell module of Bn(δ) is equal to its simple head. This gives a
solution of this long standing problem.
On the occasion of Professor Gus Lehrer’s 60th birthday
1. Introduction
In [Bra37], Richard Brauer introduced a class of finite dimensional al-
gebras Bn(δ) in order to study the n-th tensor power of the defining rep-
resentations of orthogonal groups and symplectic groups. Such algebras,
which are known as Brauer algebras or Brauer centraliser algebras, have
been studied by many authors; see for example [BW89, Bro56, DWH99,
Eny04, Eny05, FG95, HR95, HW89a, HW89b, Jon94, LR97, Naz96, Ram95,
Rui05,RS06a,Ter01,Wen88,Wey97], etc.
In [GL96], Graham and Lehrer introduced the notion of cellular algebra
which is defined over a poset Λ. Such an algebra has a nice basis, called a
cellular basis. For each λ ∈ Λ, there is a module ∆(λ) called a cell module.
Graham and Lehrer showed that there is a symmetric, associative bilinear
form φλ defined on ∆(λ). It has been proved in [GL96, 3.8] that a cellular
algebra is (split) semisimple if and only if φλ is non-degenerate for any λ ∈ Λ.
Graham and Lehrer proved that Bn(δ) over a commutative ring is a
cellular algebra over the poset Λ which consists of all pairs (f, λ), with
0 ≤ f ≤ ⌊n/2⌋ and λ being a partition of n−2f . Here ⌊n/2⌋ is the maximal
integer with ⌊n/2⌋ ≤ n/2. Therefore, Bn(δ) is (split) semisimple over a field
if and only if φf,λ are non-degenerate for all (f, λ) ∈ Λ.
In [Rui05], the first author proved that Bn(δ) with δ 6= 0 is semisimple if
and only if (a) the group algebra of the symmetric group Sn is semisimple,
(b) φ1,λ are non-degenerate for all partitions λ of k − 2 and 2 ≤ k ≤ n.
By [DWH99, 3.3-3.4], he gave an algorithm to determine whether φ1,λ is
non-degenerate or not. When δ = 0, the semisimplicity of Bn(δ) can be de-
termined by direct computation [Rui05]. In [RS06a], we used such an algo-
rithm to verify Enyang’s conjecture in [Eny05], which is about the semisim-
plicity of Brauer algebras. This gives a complete solution of the problem
of semisimplicity of Bn(δ) over an arbitrary field. In other words we have
The first author is supported in part by NSFC and NCET.
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found all δ such that no Gram determinant associated to a cell module is
equal to zero.
A further question is when the Gram determinant for a fixed cell module
is not equal to zero. This is equivalent to finding a necessary and sufficient
condition for a cell module of Bn(δ) being equal to its simple head.
The main purpose of this paper is to solve the above problem. In [Eny05],
Enyang constructed the Jucys-Murphy basis of each cell module for Bn(δ).
In this paper, we will use his result to construct the Jucys-Murphy basis for
Bn(δ) over a commutative ring. Since the Jucys-Murphy elements of Bn(δ),
which were defined by Nazarov in [Naz96], act on the Jucys-Murphy basis
of Bn(δ) via upper triangular matrices, we can and do use some arguments
in [JM00] or [Mat04] to construct an orthogonal basis of Bn(δ) under the
assumption 3.1. We show that the Gram determinants associated to each cell
module, which are defined via the Jucys-Murphy basis and this orthogonal
basis, are same. Using classical branching rule for Bn(δ), we will compute
each diagonal entry of the Gram matrix defined via this orthogonal basis.
This gives a recursive formula for each Gram determinant. We remark that
such recursive formulae shed some light on possible composition factors of
cell modules when they are not simple. Also, we will use such recursive
formulae to describe (up to a sign) the actions of generators of Bn(δ) on
each orthogonal basis element. As an application, we construct explicitly
primitive idempotents and central primitive idempotents of Bn(δ). This
gives the Wedderburn-Artin decomposition of Brauer algebras Bn(δ) under
the assumption 3.1.
Finally, we remark that the method in this paper will be used to deal with
Birman-Murakami-Wenzl algebras [BW89] and cyclotomic Nazarov-Wenzl
algebras [AMR06]. Details will appear elsewhere.
Acknowledgement: The first author thanks Prof. A. Mathas for invit-
ing him to the University of Sydney in January 2005, and Prof. G. Lehrer
for suggesting to investigate discriminants for Brauer algebras. We thank
A. Mathas for his comments on the paper. Finally, both of us thank the
referee for their valuable comments.
2. Brauer algebras
Throughout, let R be a commutative ring which contains the identity 1
and δ. The Brauer algebra Bn(δ) is a unital associative R-algebra generated
by si, ei, 1 ≤ i ≤ n− 1, subject to the following relations:
s2i = 1, e
2
i = δei, siei = eisi = ei,
sisj = sjsi, siej = ejsi, eiej = ejei,
sksk+1sk = sk+1sksk+1, ekek+1ek = ek, ek+1ekek+1 = ek+1,
skek+1ek = sk+1ek, ek+1eksk+1 = ek+1sk,
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where 1 ≤ i, j < n, with |i− j| > 1, and 1 ≤ k < n− 1.
Let Sym(T ) be the symmetric group on the set T . If T = {1, 2, · · · , n},
we denote Sym(T ) by Sn. The group algebra RSn can be considered as a
subalgebra of Bn(δ) if we identify si with the basic transposition (i, i+ 1).
We are going to construct the Jucys-Murphy basis of Bn(δ). We start by
recalling some combinatorics.
Recall that a partition of n is a weakly decreasing sequence of non–
negative integers λ = (λ1, λ2, . . . ) such that |λ| := λ1+λ2+ · · · = n. In this
situation, we write λ ⊢ n. Let Λ+(n) be the set of all partitions of n. It
is well known that Λ+(n) is a poset with dominance order E as the partial
order on it. Given λ, µ ∈ Λ+(n), λ E µ if
∑i
j=1 λj ≤
∑i
j=1 µj for all possible
i. Write λ ⊳ µ if λ E µ and λ 6= µ.
Suppose that λ and µ are two partitions. We say that µ is obtained from
λ by adding a box if there exists an i such that µi = λi + 1 and µj = λj
for all j 6= i. In this situation we will also say that λ is obtained from µ
by removing a box and we write λ → µ and µ \ λ = (i, µi). We will also
say that the pair (i, µi) is an addable node of λ and a removable node of µ.
Note that |µ| = |λ|+ 1.
The Young diagram Y (λ) for a partition λ = (λ1, λ2, · · · ) is a collection
of boxes arranged in left-justified rows with λi boxes in the i-th row of
Y (λ). A λ-tableau s is obtained by inserting i, 1 ≤ i ≤ n into Y (λ) without
repetition. Sn acts on s by permuting its entries. Let t
λ be the λ-tableau
obtained from Y (λ) by adding 1, 2, · · · , n from left to right along the rows
of Y (λ). If tλw = s, write w = d(s). Note that d(s) is uniquely determined
by s.
A λ-tableau s is standard if the entries in s increase both from left to
right in each row and from top to bottom in each column. Let T stdn (λ) be
the set of all standard λ-tableaux.
Given an s ∈ T stdn (λ), let s↓i be obtained from s by removing all boxes
containing the entries j in s with j > i. Let si denote the partition of i such
that s↓i is an si-tableau. Then s = (s0, s1, · · · , sn) is a sequence of partitions
such that si → si+1. Conversely, if we insert i into si \ si−1, we will obtain
an s ∈ T stdn (λ). Therefore, there is a bijection between T
std
n (λ) and the set
of all (s0, s1, · · · , sn) with s0 = ∅, sn = λ and si → si+1, 0 ≤ i ≤ n− 1.
Assume that 0 ≤ f ≤ ⌊n2 ⌋. Let Sn−2f be the symmetric group on {2f +
1, 2f+2, · · · , n}. Following [Eny05], letBf be the subgroup of Sn generated
by s˜i, s˜0, where s˜i = s2is2i−1s2i+1s2i, 1 ≤ i ≤ f−1, and s˜0 = s1. In [Eny05],
Enyang proved that Df,n is a complete set of right coset representatives of
Bf ×Sn−2f in Sn, where
Df,n =
{
w ∈ Sn
∣∣∣ (2i + 1)w < (2j + 1)w, (2i+ 1)w < (2i + 2)w for all
0 ≤ i < j < f , and (k)w < (k + 1)w for 2f < k < n
}
.
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For λ ⊢ n − 2f , let Sλ be the Young subgroup of Sn−2f generated by sj,
2f + 1 ≤ j ≤ n − 1 and j 6= 2f +
∑i
k=1 λk for all possible i. A standard λ-
tableau sˆ is obtained by using 2f + i, 1 ≤ i ≤ n−2f instead of i in the usual
standard λ-tableau s. Define d(sˆ) ∈ Sn−2f by declaring that sˆ = tˆ
λd(sˆ). If
there is no confusion, we will use s instead of sˆ.
In [GL96], Graham and Lehrer proved that Bn(δ) is a cellular algebra over
a commutative ring R. In the current paper, we are going to recall Enyang’s
cellular basis for Bn(δ). We start by recalling the notion of cellular algebra.
Definition 2.1 ( [GL96]). Let R be a commutative ring and A an R–
algebra. Fix a partially ordered set Λ = (Λ,D) and for each λ ∈ Λ let T (λ)
be a finite set. Finally, fix Cλst ∈ A for all λ ∈ Λ and s, t ∈ T (λ).
Then the triple (Λ, T, C) is a cell datum for A if:
a) {Cλst | λ ∈ Λ and s, t ∈ T (λ) } is an R–basis for A;
b) the R–linear map ∗ :A−→A determined by (Cλst)
∗ = Cλts, for all λ ∈ Λ
and all s, t ∈ T (λ) is an anti–isomorphism of A;
c) for all λ ∈ Λ, s ∈ T (λ) and a ∈ A there exist scalars rsu(a) ∈ R,
which are independent of t, such that
aCλst =
∑
u∈T (λ)
rsu(a)C
λ
ut (mod A
⊲λ),
where A⊲λ = R–span {Cµuv | µ⊲ λ and u, v ∈ T (µ) }.
An algebra A is a cellular algebra if it has a cell datum and in this case
we call {Cλst | s, t ∈ T (λ), λ ∈ Λ } a cellular basis of A. By (c), A
⊲λ is a
two-sided ideal of A.
Let Λn = { (f, λ) | λ ⊢ n− 2f, 0 ≤ f ≤ ⌊
n
2 ⌋ }. Given (k, λ), (f, µ) ∈ Λn,
define (k, λ) E (f, µ) if either k < f or k = f and λ E µ. Write (k, λ)⊳(f, µ),
if (k, λ) E (f, µ) and (k, λ) 6= (f, µ).
Let I(f, λ) = T stdn (λ)×Df,n. Write mλ = e
fxλ, where e
f = e1e3 · · · e2f−1
and xλ =
∑
w∈Sλ
w. Denote by
C
(f,λ)
(s,u)(t,v) = u
−1d(s)−1mλd(t)v, for all (s, u), (t, v) ∈ I(f, λ).
Theorem 2.2. [Eny04] Let Bn(δ) be a Brauer algebra over a commutative
ring R. Let σ : Bn(δ) → Bn(δ) be the R-linear involution which fixes si, ej
for all 1 ≤ i, j ≤ n− 1. Then
a) Cn = {C
(f,λ)
(s,u)(t,v) | (s, u), (t, v) ∈ I(f, λ), λ ⊢ n− 2f, 0 ≤ f ≤ ⌊
n
2 ⌋} is a
free R–basis of Bn(δ).
b) σ(C
(f,λ)
(s,u)(t,v)) = C
(f,λ)
(t,v)(s,u) for all (s, u), (t, v) ∈ I(f, λ) and all (f, λ) ∈
Λn.
c) For all h ∈ Bn(δ), and all (s, u), (t, v) ∈ I(f, λ) with (f, λ) ∈ Λn,
C
(f,λ)
(s,u)(t,v)h ≡
∑
(u,w)∈I(f,λ)
au,wC
(f,λ)
(s,u)(u,w) (mod Bn(δ)
⊲(f,λ)),
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where Bn(δ)
⊲(f,λ) is the free R-submodule generated by C
(k,µ)
(s˜,u˜)(t˜,v˜)
with
(k, µ) ⊲ (f, λ) and (s˜, u˜), (t˜, v˜) ∈ I(k, µ). Moreover, each coefficient
au,w is independent of (s, u).
From here on, all modules considered in this paper are right modules.
For each λ ⊢ n− 2f , Enyang considered the right module
Sλ = R–span {mλd(t)v (mod Bn(δ)
⊲(f,λ)) | (t, v) ∈ I(f, λ) }
By the definition of a cell module in [GL96], Sλ is isomorphic to the cell
module ∆(f, λ) with respect to the cellular basis Cn, provided by Theo-
rem 2.2. We will identify ∆(f, λ) with Sλ. We remark that the action of
Bn(δ) on ∆(f, λ) is given by Theorem 2.2(c).
Suppose that (f, λ) ∈ Λn. An n–updown λ–tableau, or more simply an
updown λ–tableau, is a sequence t = (t0, t1, t2, . . . , tn) of partitions, where
tn = λ, t0 = ∅, and the partition ti is obtained from ti−1 by either adding
or removing a box, for i = 1, . . . , n. Let T udn (λ) be the set of all n-updown
λ–tableaux. If λ ⊢ n, an n-updown tableau becomes an n-up (i.e. there are
no downs) tableau. In this case, there is a bijection between T udn (λ) and
T stdn (λ).
For any 1 ≤ i, j ≤ n, let
si,j =


sisi+1 · · · sj−1, if j > i,
si−1si−2 · · · sj, if j < i,
1, if i = j.
Definition 2.3. Given t ∈ T udn (λ) with (f, λ) ∈ Λn, define fj ∈ N by
declaring that tj ⊢ j−2fj . Let µ
(j) = tj . Following [Eny05], define mt = mtn
inductively by declaring that
(1) mt1 = 1,
(2) mti =
∑ak
j=ak−1+1
sj,imti−1 if ti = ti−1 ∪ p with p = (k, µ
(i)
k ), and
al = 2fi +
∑l
j=1 µ
(i)
j
(3) mti = e2fi−1s2fi,is2fi−1,bkmti−1 if ti−1 = ti∪p with p = (k, µ
(i−1)
k ), and
bk = 2(fi − 1) +
∑k
j=1 µ
(i−1)
j .
In [Eny05], Enyang showed that mt = mλbt for some bt ∈ RSn. The
following recursive formulae describe explicitly bt. Note that bt = btn and
tn−1 = µ.
(2.4) btn =
{
sak,nbtn−1 , if tn = tn−1 ∪ {(k, λk)}
s2f,n
∑bk
j=bk−1+1
s2f−1,jbtn−1 , if tn−1 = tn ∪ {(k, µk)}.
For any (f, λ) ∈ Λn, define
• t2i−1 = (1) and t2i = ∅ for 1 ≤ i ≤ f ,
• ti is obtained from tˆ
λ by removing the entries j with j > i under the
assumption 2f + 1 ≤ i ≤ n.
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Then t = (t0, t1, · · · , tn) ∈ T
ud
n (λ). In this case, we denote t by t
λ. By
definition, mt = mλ = e
fxλ. We remark that we use t (resp. t) to denote
an updown (resp. a standard) tableau.
Following [Eny05], let (ki, µ
(i)) ∈ Λn−1, 1 ≤ i ≤ m be such that
a) µ(i) → λ if ki = f ,
b) λ→ µ(i) if ki = f − 1,
c) (k1, µ
(1)) ⊲ (k2, µ
(2)) ⊲ · · · ⊲ (km, µ
(m)).
Given s ∈ T udn (λ), we identify si with (fi, µ
(i)) if si = µ
(i) ⊢ i − 2fi.
Define the partial order E on T udn (λ) by declaring that s E t if si E ti for
all 1 ≤ i ≤ n. Write s ⊳ t if s E t and s 6= t.
Define
NDµ
(i)
= R–span{mt (mod Bn(δ)
⊲(f,λ)) | t ∈ T udn (λ), tn−1 D µ
(i)},
N⊲µ
(i)
= R–span{mt (mod Bn(δ)
⊲(f,λ)) | t ∈ T udn (λ), tn−1 ⊲ µ
(i)}.
Under the previous identification, that tn−1 D µ
(i) is equivalent to either
|tn−1| < |µ
(i)| or |tn−1| = |µ
(i)| and tn−1 D µ
(i) under the usual dominance
order.
It is well known that Bn(δ) can be defined via Brauer diagrams. In
[MW00], Morton and Wassermann proved that a Brauer algebra defined by
Brauer diagrams is isomorphic to Bn(δ) defined in section 2. Therefore,
the subalgebra of Bn(δ) generated by si, ei, 1 ≤ i ≤ n− 2, is isomorphic to
Bn−1(δ).
Theorem 2.5. [Eny05] Let Bn(δ) be a Brauer algebra over a commutative
ring R. Assume that (f, λ) ∈ Λn.
a) {mt (mod Bn(δ)
⊲(f,λ)) | t ∈ T udn (λ)} is an R-basis of ∆(f, λ).
b) Both NDµ
(i)
and N⊲µ
(i)
are Bn−1(δ)-submodules of ∆(f, λ).
c) The R-linear map φ : NDµ
(i)
/N⊲µ
(i)
→ ∆(ki, µ
(i)) sending mt
(mod N⊲µ
(i)
) to mtn−1 (mod Bn−1(δ)
⊲(ki,µ(i))) is an isomorphism of
Bn−1(δ)-modules.
Definition 2.6. Given s, t ∈ T udn (λ), define ms,t = σ(bs)mλbt, where
σ : Bn(δ) → Bn(δ) is the R-linear anti-involution on Bn(δ) given in Theo-
rem 2.2.
Theorem 2.7. Let Bn(δ) be a Brauer algebra over a commutative ring R.
Then
a) Mn = {ms,t | s, t ∈ T
ud
n (λ), λ ⊢ n−2f, 0 ≤ f ≤ ⌊
n
2 ⌋} is a free R–basis
of Bn(δ).
b) σ(ms,t) = mt,s for all s, t ∈ T
ud
n (λ) and all (f, λ) ∈ Λn.
c) Let B˜n(δ)
⊲(f,λ)
be the free R-submodule of Bn(δ) generated by ms˜,˜t
with s˜, t˜ ∈ T udn (µ) and (
n−|µ|
2 , µ) ⊲ (f, λ). Then B˜n(δ)
⊲(f,λ)
=
Bn(δ)
⊲(f,λ).
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d) For all s, t ∈ T udn (λ) with (f, λ) ∈ Λn, and all h ∈ Bn(δ), there exist
scalars au ∈ R which are independent of s, such that
ms,th ≡
∑
u
aums,u (mod Bn(δ)
⊲(f,λ)).
Proof. If (f, λ) ∈ Λn is maximal, then (c) holds since both Bn(δ)
⊲(f,λ) and
B˜n(δ)
⊲(f,λ)
are equal to zero. In general, take a minimal element (k, µ) ∈ Λn
such that (k, µ) ⊲ (f, λ). By the induction assumption, B˜n(δ)
⊲(k,µ)
=
Bn(δ)
⊲(k,µ). By Theorem 2.5(a) and hmµ = σ(mµσ(h)), C
(k,µ)
(s,u)(t,v) can be
expressed as a linear combination of mst with s, t ∈ T
ud
n (µ) module the
two-sided ideal Bn(δ)
⊲(k,µ). Therefore, B˜n(δ)
D(k,µ)
⊇ Bn(δ)
D(k,µ), and
B˜n(δ)
⊲(f,λ)
⊇ Bn(δ)
⊲(f,λ). By the similar arguments, we can verify the
inverse inclusion. This proves (c). (d) follows from Theorem 2.5(a).
Let N be the R-module generated by Mn. By (c) and Theorem 2.5(a),
msth = σ(bs)(mλbth) ∈ N for any h ∈ Bn(δ). Therefore, N is a right Bn(δ)-
module. Since 1 = xλ ∈ N for λ = (1, 1, · · · , 1) ⊢ n, N = Bn(δ). Notice
that #Mn =
∑
(f,λ)∈Λn
#T udn (λ)
2 = rankBn(δ), Mn has to be an R-basis
of Bn(δ). Finally, (b) follows from the equality σ(mλ) = mλ. 
We call Mn the Jucys-Murphy basis of Bn(δ). It is a cellular basis of
Bn(δ) over R. In order to simplify the notation, we use mt instead of mt
(mod Bn(δ)
⊲(f,λ)) if there is no confusion.
In [GL96], Graham and Lehrer proved that there is a symmetric invariant
bilinear form 〈 , 〉 : ∆(f, λ) × ∆(f, λ) → R. In our case, we use Mn to
define such a bilinear form on ∆(f, λ). More explicitly, 〈ms,mt〉 ∈ R is
determined by
ms˜smt˜t ≡ 〈ms,mt〉ms˜˜t (mod Bn(δ)
⊲(f,λ)), for some s˜, t˜ ∈ T udn (λ).
By Theorem 2.7(d), the above symmetric invariant bilinear form is indepen-
dent of s˜, t˜ ∈ T udn (λ). The Gram matrix Gf,λ associated to ∆(f, λ) is the
k × k matrix with k = rank∆(f, λ) such that the (t, s)-entry is 〈mt,ms〉.
For any partition λ = (λ1, λ2, · · · , ), let λ
′ = (λ′1, λ
′
2, · · · , ) be its dual
partition. Then
rank∆(f, λ) =
n!(2f − 1)!!
(2f)!
∏
(i,j)∈λ h
λ
i,j
,
where hλi,j = λi + λ
′
j − i − j + 1. In general, rank∆(f, λ) is a very large
integer. Therefore, it is very difficult to compute the Gram matrix Gf,λ
directly.
In [GL96], Graham and Lehrer proved that a cellular algebra is (split)
semisimple if and only if the Gram determinant associated to each cell mod-
ule is not equal to zero. Via it, we proved the following theorem.
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Theorem 2.8. [Rui05,RS06a] Let Bn(δ) be a Brauer algebra over an ar-
bitrary field F . Define e = +∞ (resp. p) if the characteristic of F is zero
(resp. p > 0).
a) Suppose δ 6= 0. Then Bn(δ) is semisimple if and only if
δ 6∈ {i,−2i | 1 ≤ i ≤ n− 2, i ∈ Z} ∪ {j ∈ Z | 4− n ≤ j ≤ −1} and e ∤ n!.
b) Bn(0) is semisimple if and only if n ∈ {1, 3, 5} and e ∤ n!.
We remark that Theorem 2.8 has been generalised to cyclotomic Brauer
algebras in [RY04,RX05].
For any t ∈ T udn (λ) with (f, λ) ∈ Λn, define the residue of k in t to be
the scalar ct(k) ∈ R such that
ct(k) =
{
δ−1
2 + j − i, if tk = tk−1 ∪ { (i, j) } ,
− δ−12 + i− j, if tk−1 = tk ∪ { (i, j) } .
We also define
cλ(p) =
{
δ−1
2 + j − i, if p = (i, j) is an addable node of λ,
− δ−12 − j + i, if p = (i, j) is a removable node of λ.
In [Naz96], Nazarov defined the Jucys-Murphy elements xi of Bn(δ) by
declaring that
xi =
{
δ−1
2 , if i = 1,
δ−1
2 +
∑i−1
k=1(sk,isi−1,k − sk,i−2si−1,kei−1sk,i−1si−2,k), if 2 ≤ i ≤ n.
Remark 2.9. In the definitions of ct(k) and xk, we assume
1
2 ∈ R. In fact,
we do not need this assumption since xk can be defined by using 0 instead
of δ−12 . In this situation, we have to define ct(k) = j− i if tk = tk−1∪{(i, j)}
and ct(k) = 1− δ − j + i if tk−1 = tk ∪ {(i, j)}.
Nazarov proved the following Lemma for Bn(δ) over C. It holds in general
[AMR06].
Lemma 2.10. [Naz96, §4]
a) eixj = xjei, j 6= i, i+ 1,
b) sixj = xjsi, j 6= i, i+ 1,
c) sixi − xi+1si = ei− 1, 1 ≤ i < n,
d) xisi− sixi+1 = ei− 1, 1 ≤ i < n,
e) ei(xi + xi+1) = 0, 1 ≤ i < n,
f ) (xi + xi+1)ei = 0, 1 ≤ i < n,
g) xixj = xjxi, 1 ≤ i, j ≤ n.
Theorem 2.11. [Eny05, 10.7] Given s, t ∈ T udn (λ), with (f, λ) ∈ Λn, let
mst ∈ Bn(δ) be defined in Definition 2.6. Then
mstxk ≡ ct(k)mst+
∑
u∈T udn (λ)
u⊲t
aumsu (mod Bn(δ)
⊲(f,λ)).
Theorem 2.11 was proved in [Eny05, 10.7] under the assumption s = tλ.
In general, it follows from this special case since multiplying an element
on the left side of mt (mod Bn(δ)
⊲(f,λ)) gives a homomorphism of right
Bn(δ)-module.
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3. Orthogonal representations for Bn(δ)
We always assume that F is a field which satisfies the assumptions 3.1 in
this section. The main purpose of this section is to construct an orthogonal
basis. We remark that many results in this section are motivated by [Mat04].
Assumption 3.1. Suppose that F is a field of characteristic p where either
p = 0 or p > 2n. Suppose δ ∈ F such that |c| ≥ 2n+1 whenever δ−c·1F = 0
for some c ∈ Z.
For example, C(δ) satisfies assumption 3.1, where δ is an indeterminate.
Definition 3.2. Suppose 1 ≤ k ≤ n− 1 and (f, λ) ∈ Λn. Define an equiv-
alence relation
k
∼ on T udn (λ) by declaring that t
k
∼ s if tj = sj whenever
1 ≤ j ≤ n and j 6= k, for s, t ∈ T udn (λ).
The following result is a special case of [AMR06, 4.2].
Lemma 3.3. Suppose s ∈ T udn (λ) with sk−1 = sk+1. Then there is a
bijection between the set of all addable and removable nodes of sk+1 and the
set { t ∈ T udn (λ) | t
k
∼ s }.
Suppose λ and µ are partitions. We write λ⊖ µ = α if either λ ⊃ µ and
λ \ µ = α or λ ⊂ µ and µ \ λ = α.
Lemma 3.4. Suppose that F is a field which satisfies the assumption 3.1.
Assume that s, t ∈ T udn (λ) with (f, λ) ∈ Λn.
a) s = t if and only if cs(k) = ct(k) for 1 ≤ k ≤ n.
b) If tk−1 6= tk+1, then ct(k)± ct(k + 1) 6= 0.
c) If tk−1 = tk+1, then ct(k)± cs(k) 6= 0 whenever s
k
∼ t and s 6= t.
d) If tk−1 = tk+1, then 2ct(k) + 1 6= 0.
Proof. The “only if ” part of (a) is trivial. We prove the “if ” part of (a) as
follows. (b)-(d) can be proved similarly. We leave the details to the reader.
By the definition of the n-updown tableau, t1 = (1) for any t ∈ T
ud
n (λ).
Assume tk−1 = sk−1 and tk⊖tk−1 = (i, j) and sk⊖sk−1 = (i
′, j′).
If the sign of δ in cs(k) and ct(k) are different, then, n ≥ 3 and (i, j) 6=
(i′, j′) since one node of a Young diagram can not be an addable and a
removable node simultaneously. We write ct(k) =
δ−1
2 + j − i and cs(k) =
− δ−12 + i
′ − j′ without loss of generality. In this situation, λ ⊢ n − 2f
and f > 0. The maximal (resp. minimal) value of (i − j) + (i′ − j′) is
2n − 5 (resp. 5 − 2n). In the first case, λ = (1, 1, · · · , 1) ⊢ n − 2 and
{(i, j), (i′ , j′)} = {(n−1, 1), (n−2, 1)}. In the second case, λ = (n−2) ⊢ n−2
and {(i, j), (i′ , j′)} = {(1, n−1), (1, n−2)}. In any case, δ = 1+ i′−j′+ i−j
if cs(k) = ct(k). We have |1 + (i
′ − j′ + i − j)| ≤ 2n − 4, which contradicts
the assumption 3.1.
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Suppose that the sign of δ in cs(k) and ct(k) are the same. Then both
(i, j) and (i′, j′) are either addable nodes or removable nodes of tk−1 = sk−1.
If sk 6= tk, then (i, j) 6= (i
′, j′). In this situation, such two nodes can not
be in the same diagonal of the partition which is obtained from tk−1 by
adding (if tk ⊃ tk−1) or removing (if tk ⊂ tk−1) (i, j) and (i
′, j′). Therefore,
i− j 6= i′ − j′ and cs(k) 6= ct(k), a contradiction.

Following [Mur83], we make the following definition.
Definition 3.5. Let Bn(δ) be a Brauer algebra over a field F . Define
a) R(k) = { ct(k) | t ∈ T
ud
n (λ), (f, λ) ∈ Λn } for any k ∈ Z, 1 ≤ k ≤ n.
b) Ft =
∏n
k=1
∏
r∈R(k)
ct(k)6=r
xk−r
ct(k)−r
c) fst = FsmstFt,
d) fs = msFs,
where s, t ∈ T udn (λ) and (f, λ) ∈ Λn.
In (d), we use ms instead of ms (mod Bn(δ)
⊲(f,λ)). Therefore, (d) should
be read as fs ≡ msFs (mod Bn(δ)
⊲(f,λ)). In what follows, we will omit
(mod Bn(δ)
⊲(f,λ)) for the simplification in exposition and notation.
Lemma 3.6. Let Bn(δ) be a Brauer algebra over a field F . Suppose that
t ∈ T udn (λ) with (f, λ) ∈ Λn.
a) ft = mt+
∑
s∈T udn (λ)
asms, and s ⊲ t if as 6= 0.
b) mt = ft+
∑
s∈T udn (λ)
bsfs, and s ⊲ t if bs 6= 0.
c) ftxk = ct(k)ft, for any integer k, 1 ≤ k ≤ n.
d) ftFs = δstft for all s ∈ T
ud
n (µ) with (
n−|µ|
2 , µ) ∈ Λn.
Proof. (a) follows from Theorem 2.11. Since the transition matrix from
{fs | s ∈ T
ud
n (λ)} to {ms | s ∈ T
ud
n (λ)} is upper uni-triangular, so is its
inverse. This prove (b). (c) can be proved by the arguments in [Mat99, 3.35].
The only difference is that we need use #T udn (λ) instead of #T
std
n (λ) in
the proof of [Mat99, 3.35]. (d) follows from (c). 
By Lemma 3.6(a), { ft | t ∈ T
ud
n (λ) } is an F -basis for ∆(f, λ). Such a
basis will be called an orthogonal basis of ∆(f, λ).
The following two results follow from Lemma 3.6.
Corollary 3.7. Let Bn(δ) be a Brauer algebra over a field F . Let Gf,λ
(resp. G˜f,λ) be the Gram matrix associated to the cell module ∆(f, λ) with
(f, λ) ∈ Λn, which is defined via its Jucys-Murphy (resp. orthogonal) basis.
Then detGf,λ = det G˜f,λ.
Corollary 3.8. Let Bn(δ) be a Brauer algebra over a field F . Keep the
setup in Theorem 2.5.
a) {ft | t ∈ T
ud
n (λ), tn−1 D µ
(i)} is an F -basis of NDµ
(i)
.
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b) {ft | t ∈ T
ud
n (λ), tn−1 ⊲ µ
(i)} is an F -basis of N⊲µ
(i)
.
c) The F -linear map φ : NDµ
(i)
/N⊲µ
(i)
→ ∆(ki, µ
(i)) sending ft+N
⊲µ(i)
to ftn−1 is an isomorphism of Bn−1(δ)-modules.
The following result can be proved by using the arguments in [Mat04].
Lemma 3.9. Let Bn(δ) be a Brauer algebra over a field F .
a) { fst | s, t ∈ T
ud
n (λ), (f, λ) ∈ Λn } is a basis of Bn(δ) over F .
b) fstxk = ct(k)fst for any s, t ∈ T
ud
n (λ) with (
n−|λ|
2 , λ) ∈ Λn.
c) fstFu = δtufst for any s, t ∈ T
ud
n (λ) with (
n−|λ|
2 , λ) ∈ Λn and any
u ∈ T udn (µ) with (
n−|µ|
2 , µ) ∈ Λn.
d) Suppose s, t ∈ T udn (λ) with (
n−|λ|
2 , λ) ∈ Λn and u, v ∈ T
ud
n (µ) with
(n−|µ|2 , µ) ∈ Λn. Then fstfuv = δtu〈ft, ft〉fsv for some scalar 〈ft, ft〉 ∈
F .
Under the assumption 3.1, Bn(δ) is semisimple over F (see Theorem 2.8).
Therefore, detGf,λ 6= 0 for all (f, λ) ∈ Λn. By Corollary 3.7,
(3.10) 〈ft, ft〉 6= 0, for all t ∈ T
ud
n (λ).
Lemma 3.11. Let Bn(δ) be a Brauer algebra over a field F . Suppose t ∈
T udn (λ) and 1 ≤ k ≤ n− 1.
a) Let ftsk =
∑
s∈T udn (λ)
sts(k)fs. If sts(k) 6= 0, then s
k
∼ t.
b) Let ftek =
∑
s∈T udn (λ)
ets(k)fs. If ets(k) 6= 0, then s
k
∼ t.
Proof. By Lemma 2.10(a)-(b), cs(j) = ct(j) for j 6= k, k+1 if either sts(k) 6=
0 or ets(k) 6= 0. Notice that s0 = t0 = ∅ and sn = tn = λ. Applying
Lemma 3.4(a) to the sequences (s0, s1, · · · , sk−1) and (sk+1, · · · , sn), we have
s
k
∼ t, as required. 
Lemma 3.12. Let Bn(δ) be a Brauer algebra over a field F . Suppose t ∈
T udn (λ). If tk−1 6= tk+1, then ftek = 0.
Proof. By Lemma 2.10(f), ft(xk + xk+1)ek = (ct(k) + ct(k + 1))ftek = 0. If
ftek 6= 0, then ct(k) + ct(k + 1) = 0, which contradicts Lemma 3.4(b). 
The following result can be proved easily.
Lemma 3.13. Suppose t ∈ T udn (λ) with tk−1 6= tk+1.
a) If tk⊖ tk−1 and tk+1⊖ tk are neither in the same row nor in the same
column, then there is a unique up-down tableau in T udn (λ), denoted by
tsk, such that tsk
k
∼ t and ct(k) = ctsk(k + 1) and ct(k + 1) = ctsk(k).
b) If tk ⊖ tk−1 and tk+1 ⊖ tk are either in the same row or in the same
column, then s
k
∼ t if and only if s = t.
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Lemma 3.14. Let Bn(δ) be a Brauer algebra over a field F . Suppose t ∈
T udn (λ) with tk−1 6= tk+1. If tsk exists, then
ftsk =
1
ct(k + 1)− ct(k)
ft+ st,tsk(k)ftsk ,
where
st,tsk(k) =
{
1, if tsk ⊳ t,
1− 1
(ct(k+1)−ct(k))2
, if tsk ⊲ t.
Proof. Write ftsk =
∑
s∈T udn (λ)
sts(k)fs. Since skxk = xk+1sk + ek − 1 and
ftek = 0 (see Lemma 3.12), ftskxk = ct(k + 1)ftsk − ft. By Lemma 3.11,
s
k
∼ t if sts(k) 6= 0. Comparing the coefficient of ft in ftskxk, we obtain
stt(k) =
1
ct(k + 1)− ct(k)
.
The previous formula makes sense by Lemma 3.4b. Suppose s 6= t. Com-
paring the coefficient of fs in ftskxk, we have sts(k)cs(k) = sts(k)ct(k + 1)
forcing cs(k) = ct(k + 1). If we compare the coefficient of fs in ftxksk, we
obtain cs(k + 1) = ct(k). In other words, s = tsk if sts(k) 6= 0 with s 6= t.
We claim that
a) mtsk = mtsk ,
b) ftsk does not appear in the expression of fusk with u ⊲ t.
By Lemma 3.6(a)-(b), and the above claims, we have sts(k) = 1 for s =
tsk ⊳ t.
First, we prove (b). By Lemma 3.11(a), fusk =
∑
v∈T udn (λ)
suv(k)fv, and
v
k
∼ u if suv(k) 6= 0. If v = tsk, then u
k
∼ t, forcing uk−1 6= uk+1. Therefore,
u ∈ {t, tsk} which contradicts the assumption u ⊲ t ⊲ tsk.
Now we prove (a). Note that mtsk = mtsk if and only if mt = mtsksk.
Therefore, (a) holds although tsk ⊲ t.
By Theorem 2.5(c), the coefficient of mtsk in mtsk is completely deter-
mined by mtk+1sk. So, we can assume k = n − 1 without loss of generality
when we prove (a).
There are four cases we have to discuss. In any case, tn ⊖ tn−1 and
tn−1 ⊖ tn−2 are neither in the same row nor in the same column of tn−1.
Otherwise, tsn−1 does not exist. Suppose tn = λ and tn−1 = µ.
Case 1. tn ⊃ tn−1 ⊃ tn−2:
There are some k, l ∈ N such that tn \ tn−1 = (k, λk) and tn−1 \ tn−2 =
(l, µl). If we write a = 2f +
∑k
j=1 λj and b = 2f +
∑l
j=1 µj , then
mtn = mλsa,nsb,n−1btn−2 . Note that btn−2 ∈ Sn−2 (see (2.4)), btn−2sn−1 =
sn−1btn−2 . Therefore,
mtsn−1 = mλsa,nsb,n−1sn−1btn−2 = mλsb,nsa−1,n−1btn−2 = mtsn−1
if a > b. The result for a < b is still true since we can switch t to tsn−1 in
the above argument. We remark that a > b if tsn−1 ⊳ t.
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Case 2. tn ⊂ tn−1 ⊃ tn−2:
Then tn−1 \ tn = (k, µk) and tn−1 \ tn−2 = (l, µl). Write ai = 2(f − 1) +∑i
j=1 µj. If l > k, then al > ak > ak−1. Therefore,
mtnsn−1 = mλs2f,n
ak∑
j=ak−1+1
s2f−1,jsal,nbtn−2
= mλsal+1,ns2f,n−1
ak∑
j=ak−1+1
s2f−1,jbtn−2 = mtsn−1 .
If l < k, then al ≤ ak−1 < ak. By braid relation,
mtnsn−1 = mλs2f,n
ak∑
j=ak−1+1
s2f−1,jsal,n−1sn−1btn−2
= mλs2f,nsal+1,n
ak∑
j=ak−1+1
s2f−1,j−1btn−2
= mλsal+2,ns2f,n−1
ak−1∑
j=ak−1
s2f−1,jbtn−2 = mtsn−1 .
Finally, we remark that tsn−1 ⊳ t is not compatible with tn ⊂ tn−1 ⊃ tn−2.
Case 3. tn ⊃ tn−1 ⊂ tn−2:
The result follows from case 2 if we switch tsn−1 to t in case 2.
Case 4. tn ⊂ tn−1 ⊂ tn−2:
Suppose tn−1 = tn∪(l, νl) and tn−2 = tn−1∪(k, νk) and tn−2 = ν. If tsn−1 ⊳ t,
then k > l. Let b = 2(f − 1) +
∑l
j=1 νj and a = 2(f − 2) +
∑k
j=1 νj . Then
a+ 1 ≥ b. In this situation,
mt = e2f−1s2f,ns2f−1,be2f−3s2f−2,n−1s2f−3,amtn−2 ,
mtsn−1 = e2f−1s2f,ns2f−1,a+1e2f−3s2f−2,n−1s2f−3,b−2mtn−2 .
On the other hand, by direct computation (in fact, one can verify the fol-
lowing equalities easily if one uses Brauer diagrams in, e.g. [Wen88]),
e2f−1e2f−3s2f,ns2f−1,bs2f−2,n−1s2f−3,asn−1
=e2f−1e2f−3s2f−1,ns2f−2,n−1s2f−2,as2f−3,b−2
=e2f−1s2f,ns2f−1,a+1e2f−3s2f−2,n−1s2f−3,b−2.
Therefore, mtsn−1 = mtsn−1 . This completes the proof of (a).
By considering fts
2
k = ft for tsk ⊳ t, we obtain the result for tsk ⊲ t. 
Lemma 3.15. Let Bn(δ) be a Brauer algebra over a field F . Suppose t ∈
T udn (λ) with tk−1 6= tk+1.
(a) If tk ⊖ tk−1 and tk ⊖ tk+1 are in the same row, then ftsk = ft.
(b) If tk ⊖ tk−1 and tk ⊖ tk+1 are in the same column, then ftsk = −ft.
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Proof. Write ftsk =
∑
s∈T udn (λ)
sts(k)fs. By Lemma 3.11, s
k
∼ t if sts(k) 6= 0.
Under the assumption, s
k
∼ t if and only if s = t. Therefore, ftsk = stt(k)ft,
and ft = stt(k)ftsk. We have stt(k) ∈ {−1, 1}. Since ftxk+1 = ftskxksk +
ftsk, stt(k) = 1 (resp. stt(k) = −1) if tk ⊖ tk−1 and tk ⊖ tk+1 are in the same
row (resp. column). 
Lemma 3.16. Let Bn(δ) be a Brauer algebra over F such that [AMR06,
4.12] for Bn(δ) holds. Suppose that t ∈ T
ud
n (λ) and tk−1 = tk+1. Then
a) ett(k) =
(
2ct(k) + 1
)∏
s
k
∼t
s6=t
ct(k)+cs(k)
ct(k)−cs(k)
6= 0.
b) ets(k)euu(k) = etu(k)eus(k) for any s, u ∈ T
ud
n (λ) with t
k
∼ s
k
∼ u.
Proof. Given (f, λ) ∈ Λn. We claim ett(k) 6= 0 for any t ∈ T
ud
n (λ) with
tk−1 = tk+1.
In [AMR06, §4], Ariki, Mathas and the first author constructed the semi-
normal representations for cyclotomic Nazarov-Wenzl algebras Wr,n under
the assumption [AMR06, 4.3] and [AMR06, 4.12], the latter is called the root
conditions. In particular, W1,n is Bn(δ). In this case, [AMR06, 4.3] is our
assumption 3.1. Therefore, the seminormal representations S(l,µ) (denoted
by ∆(µ) in [AMR06]) for Bn(δ) were constructed for all (l, µ) ∈ Λn. More
explicitly, each S(l,µ) has a basis {vt | t ∈ T
ud
n (µ)} such that
(1) vtxk = ct(k)vt.
(2) vtek =
∑
s
k
∼t
e˜ts(k)vs with e˜tt(k) 6= 0.
Since we are assuming that F satisfies the assumption 3.1, Bn(δ) is semisim-
ple. We have Fvt = ∩
n
k=1S
(l,µ)
ct(k)
, where S
(l,µ)
ct(k)
is the eigenspace of S(l,µ) with
respect to eigenvalue ct(k) of xk. Since {S
(l,µ) | (l, µ) ∈ Λn} consists of all
pair-wise non-isomorphic irreducible Bn(δ)-modules when Bn(δ) is semisim-
ple, ∆(f, λ) ∼= S(l,µ) for some (l, µ) ∈ Λn. Let φ be the corresponding iso-
morphism. Then φ(ft) ∈ ∩
n
k=1S
(l,µ)
ct(k)
for some (l, µ) ∈ Λn. Therefore, φ(ft)
is equal to vs ∈ S
(l,µ) for some s ∈ T udn (µ) up to a non-zero scalar. This
implies that ett(k) 6= 0.
Suppose k ≥ 1 and that a ≥ 0. Let Z
(
Bk−1(δ)
)
be the center of Bk−1(δ).
It is proved in [AMR06, 4.15] that there exist elements δ
(a)
k in Z
(
Bk−1(δ)
)
∩
F [x1, . . . , xk−1] such that ekx
a
kek = δ
(a)
k ek. Moreover, the generating series
Wk(y) =
∑
a≥0 δ
(a)
k y
−a satisfies
Wk+1(y) + y −
1
2
=
(
Wk(y) + y −
1
2
)(y + xk)2 − 1
(y − xk)2 − 1
·
(y − xk)
2
(y + xk)2
.
Comparing the coefficient of fs on both sides of the identity ftekWk(y) =
ftek
y
y−xk
ek, we have
Wk(y, s)y
−1ets(k) =
∑
s
k
∼t
k
∼u
etu(k)eus(k)
y − cu(k)
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Therefore,
ets(k) ·Resy=cu(k)Wk(y, s)y
−1 = eus(k)etu(k).
Since ett(k) 6= 0, ett(k) = Resy=ct(k)Wk(y, t)y
−1 by assuming that t = s = u.
If s
k
∼ u, then cs(j) = cu(j) for j ≤ k − 1. Note that Wk(y) ∈
F [x1, x2, · · · , xk−1], Wk(y, s) = Wk(y, u). Therefore, ets(k)euu(k) =
eus(k)etu(k). In order to prove (a), we need to prove
Resy=ct(k)Wk(y, t)/y =
(
2ct(k) + 1
)∏
s
k
∼t
s6=t
ct(k) + cs(k)
ct(k) − cs(k)
,
which is [AMR06, 4.8] for r = 1. 
It is proved in [AMR06, 5.4] that the real field R satisfies the assump-
tion 3.1 and [AMR06, 4.12]. If we do not use Lemma 3.16(a), we can remove
the assumption [AMR06, 4.12].
Lemma 3.17. Let Bn(δ) be a Brauer algebra over a field F . Suppose t ∈
T udn (λ) with tk−1 = tk+1.
a) ftek =
∑
s
k
∼t
ets(k)fs. Furthermore, 〈fs, fs〉ets(k) = 〈ft, ft〉est(k).
b) ftsk =
∑
s
k
∼t
sts(k)fs. Furthermore, sts(k) =
ets(k)−δts
ct(k)+cs(k)
.
Proof. (a) follows from 〈ftek, fs〉 = 〈ft, fsek〉, and 〈fs, ft〉 = δst〈ft, ft〉. (b)
follows from (a) and Lemma 2.10(d). 
We organise the above results as follows. Such a result can be considered
as a generalisation of Dipper-James theorem for Hecke algebras of type A
[DJ86].
Theorem 3.18. Let Bn(δ) be a Brauer algebra over a field F . Assume that
t ∈ T udn (λ).
a) Suppose tk−1 6= tk+1. Then
ftsk =


ft, if tk ⊖ tk−1 and tk ⊖ tk+1 are in the same row of tk,
−ft, if tk ⊖ tk−1 and tk ⊖ tk+1 are in the same column of tk,
1
ct(k+1)−ct(k)
ft + ftsk , if tsk ∈ T
ud
n (λ) and tsk ⊳ t,
1
ct(k+1)−ct(k)
ft + cftsk , if tsk ∈ T
ud
n (λ) and tsk ⊲ t,
where c = (ct(k+1)−ct(k)+1)(ct(k+1)−ct(k)−1)
(ct(k+1)−ct(k))2
.
b) Suppose tk−1 6= tk+1. Then ftek = 0.
c) Suppose tk−1 = tk+1. Then ftek =
∑
s
k
∼t
ets(k)fs with
〈fs, fs〉ets(k) = 〈ft, ft〉est(k).
d) Suppose tk−1 = tk+1. Then ftsk =
∑
s
k
∼t
sts(k)fs with
sts(k) =
ets(k)− δts
ct(k) + cs(k)
.
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The following result gives an explicit construction on primitive idem-
potents and central primitive idempotents for Bn(δ). This gives the
Wedderburn-Artin decomposition for Brauer algebras Bn(δ). Such results
can be proved by the arguments in [Mat04]. In [Mat06, 3.16], Mathas proved
this result for a class of cellular algebras satisfying a “separated condition”,
which is analogue to the assumption 3.1. In our case, such idempotents can
be computed explicitly since, in the next section, we give recursive formulae
for 〈ft, ft〉 for all t ∈ T
ud
n (λ) and all (f, λ) ∈ Λn.
Proposition 3.19. Let Bn(δ) be a Brauer algebra over a field F .
a) Suppose t ∈ T udn (λ). Then
1
〈ft ,ft〉
ftt is a primitive idempotent of
Bn(δ) with respect to the cell module ∆(f, λ).
b)
∑
t∈T udn (λ)
1
〈ft ,ft〉
ftt is a central primitive idempotent. Furthermore,∑
(
n−|λ|
2
,λ)∈Λn
∑
t∈T udn (λ)
1
〈ft, ft〉
ftt = 1.
4. Discriminants of Gram matrices
In this section, we compute Gram determinants associated to all cell
modules of Bn(δ). Unless otherwise stated, we assume that F is a field
which satisfies the assumption 3.1. When we use Lemma 3.16(a) in Propo-
sition 4.8–4.9, we have to assume that [AMR06, 4.12] for Bn(δ) holds.
Gram determinants for all cell modules for Hecke algebras of type A were
computed by Dipper and James in [DJ86]. When q = 1, they are the
formulae for symmetric groups Sn. Therefore, our formulae for detG0,λ are
special cases of those formulae.
Definition 4.1. Given s ∈ T udn (λ) with sn−1 = µ, define
a) sˆ ∈ T udn−1(µ), such that sˆj = sj , for all 1 ≤ j ≤ n− 1,
b) s˜ ∈ T udn (λ) such that s˜i = t
µ
i , 1 ≤ i ≤ n− 1 and s˜n = λ.
For any partition λ = (λ1, λ2, · · · , ), let λ! =
∏
i λi! ∈ N. For any t ∈
T udn (λ), define
Ft,k =
∏
r∈R(k)
r 6=ct(k)
xk − r
ct(k)− r
, 1 ≤ k ≤ n.
Proposition 4.2. Assume that t ∈ T udn (λ) with (f, λ) ∈ Λn. If tn−1 = µ
with (l, µ) ∈ Λn−1, then 〈ft, ft〉 =
1
δlµ!
〈f
tˆ
, f
tˆ
〉〈f
t˜
, f
t˜
〉.
Proof. By the definition of Ft, we have Ft = FtˆFt,n. Using the definition of
mt, we have
ftλt = Ftλhmtµ ,ˆtFtˆFt,n
for some h ∈ Bn(δ). Note that
m
tµ ,ˆtFtˆFtˆmtˆ,tµ ≡ 〈ftˆ, ftˆ〉mtµ,tµ (mod Bn−1(δ)
⊲(l,µ)).
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By Theorem 2.5(c) and Theorem 2.11 and Corollary 3.8,
ftλtfttλ ≡FtλmtFtˆFtˆmtˆ,tµF
2
t,nσ(h)Ftλ (mod Bn(δ)
⊲(f,λ))
≡〈f
tˆ
, f
tˆ
〉Ftλmtλ ,˜tF
2
t,nσ(h)Ftλ (mod Bn(δ)
⊲(f,λ))
≡
〈f
tˆ
, f
tˆ
〉
δlµ!
FtλhFt,nmµFtµFtµmµFt,nσ(h)Ftλ (mod Bn(δ)
⊲(f,λ))
≡
〈f
tˆ
, f
tˆ
〉
δlµ!
f
tλt˜
f
t˜tλ
(mod Bn(δ)
⊲(f,λ))
≡
〈f
tˆ
, f
tˆ
〉〈f
t˜
, f
t˜
〉
δlµ!
ftλtλ (mod Bn(δ)
⊲(f,λ)).
Consequently, we have the formula for 〈ft, ft〉, as required. 
Lemma 4.3. Assume t ∈ T udn (λ) with (f, λ) ∈ Λn. If tsk ∈ T
ud
n (λ) with
tsk ⊳ t, then 〈ftsk , ftsk〉 = (1− (ct(k + 1)− ct(k))
−2)〈ft, ft〉.
Proof. The result follows from Lemma 3.14 and 〈ft, ft〉 = 〈ftsk, ftsk〉. 
Definition 4.4. For any λ ⊢ n−2f , let A (λ) (resp. R(λ)) be the set of all
addable (resp. removable) nodes of λ. Given a removable (resp. an addable)
node p = (k, λk) (resp. (k, λk + 1)) of λ, define
a) R(λ)<p = {(l, λl) ∈ R(λ) | l > k},
b) A (λ)<p = {(l, λl + 1) ∈ A (λ) | l > k},
c) A R(λ)≥p = {(l, λl) ∈ R(λ) | l ≤ k} ∪ {(l, λl + 1) ∈ A (λ) | l ≤ k}.
Proposition 4.5. Suppose t ∈ T udn (λ) with λ ⊢ n − 2f . If tˆ = t
µ and
tn = tn−1 ∪ {p} with p = (k, λk), then
(4.6) 〈ft, ft〉 = −δ
fµ!
∏
q∈A (λ)<p(cλ(p) + cλ(q))∏
r∈R(λ)<p(cλ(p)− cλ(r))
.
Proof. By assumption, t = tλsak ,n, where ak = 2f +
∑k
i=1 λi. Using
Lemma 4.3 repeatedly for the pairs {ftλsak,j
, ftλsak,j+1
} with ak ≤ j ≤ n− 1,
and noting that t⊳ tsn−1 · · ·⊳ tsn,ak = t
λ, we have
〈ft, ft〉 = 〈ftλ , ftλ〉
n−1∏
j=ak
(1− (ct(n)− ct(j))
−2).
Since ftλ ≡ mλ (mod Bn(δ)
⊲(f,λ)), 〈ftλ , ftλ〉 = δ
fλ!. If a, b ∈ Z with
b > a, then
(4.7)
b∏
i=a
(q − i)2 − 1
(q − i)2
=
q − a+ 1
q − a
q − b− 1
q − b
We compute
∏n−1
j=ak
(1 − (ct(n) − ct(j))
−2) along each row of tλ first. Via
(4.7), we need only consider the first and the last nodes in each row. Note
that cλ(p) = −ct(n). By (4.7) again, we have
n−1∏
j=ak
(1− (ct(n)− ct(j))
−2) = −
1
λk
∏
q∈A (λ)<p(cλ(p) + cλ(q))∏
r∈R(λ)<p(cλ(p)− cλ(r))
,
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proving (4.6). 
Proposition 4.8. Suppose t ∈ T udn (λ) with λ = (λ1, . . . , λk) ⊢ n − 2f . If
t
µ = tˆ and tn−1 = tn ∪ p with p = (k, µk), then
〈ft, ft〉 = A · δ
f−1µ! · (δ + 2µk − 2k)
∏
q 6=p
q∈A R(λ)≥p
cλ(p) + cλ(q)
cλ(p)− cλ(q)
where A = 1 if λk = 0 and A = δ + λk − 2k if λk > 0.
Proof. Let a = 2(f − 1) +
∑k−1
j=1 µj + 1. Write m˜λ = mtλ for t
λ ∈ T udn−2(λ).
We have
ften−1 ≡ e2f−1s2f,ns2f−1,n−1m˜λ
n−1∑
j=a
sn−1,jFten−1 (mod Bn(δ)
⊲(f,λ))
≡ e2f−1s2f,ns2f−1,n−1m˜λ
n−1∑
j=a
sn−1,jFt,n−1Ft,nen−1
n−2∏
k=1
Ft,k (mod Bn(δ)
⊲(f,λ))
Since en−1x
k
n−1en−1 = δ
(k)
n−1 for some δ
(k)
n−1 ∈ F [x1, x2, · · · , xn−2] ∩
Z(Bn−2(δ)),
en−1Ft,n−1Ft,nen−1 = Φt(x1, · · · , xn−2)en−1,
for some Φt(x1, · · · , xn−2) ∈ F [x1, x2, · · · , xn−2] ∩ Z(Bn−2(δ)). In [Naz96,
2.4], Nazarov proved that
xiksk = skx
i
k+1 +
i∑
j=1
xi−jk (ek − 1)x
j−1
k+1
for Bn(δ) over C. In fact, it holds for Bn(δ) over F [AMR06, 2.3]. Therefore,
using the above equality for k = n− 2, we have
en−1sn−2Ft,n−1Ft,nen−1 = Ψt(x1, · · · , xn−2)en−1
for some Ψt(x1, · · · , xn−2) ∈ F [x1, x2, · · · , xn−2]. In order to simplify the
notation, we use Φt and Ψt instead of Φt(x1, · · · , xn−2) and Ψt(x1, · · · , xn−2)
respectively. Let Φt,λ (resp. Ψt,λ) be obtained by using ctλ(k) instead of xk
in Φt (resp.Ψt). Then
e2f−1 · · · en−2m˜λΦten−1 ≡ Φt,λmu+
∑
v∈T udn (λ)
vn−1=un−1
vn−2⊲un−2
bvmv (mod Bn(δ)
⊲(f,λ))
e2f−1 · · · en−2m˜λΨten−1
n−2∑
j=a
sn−2,j ≡ (µk − 1)Ψt,λmu
+
∑
v∈T udn (λ)
vn−1=un−1
vn−2⊲un−2
avmv (mod Bn(δ)
⊲(f,λ)),
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where u
n−1
∼ t with
un−1 =
{
tn−2 ∪ {(k + 1, 1)}, if µk > 1,
tn−1, if µk = 1.
We remark that mu = e2f−1 · · · en−2en−1m˜λ and u ⊳ v for any v ∈ T
ud
n (λ)
with v
n−1
∼ t. Therefore,
ften−1 ≡ (Φt,λ+(µk−1)Ψt,λ)mu+
∑
v∈T udn (λ)
vn−1=un−1
vn−2⊲un−2
(av+bv)mv
n−2∏
k=1
Ft,k (mod Bn(δ)
⊲(f,λ)).
In particular, etu(n− 1) = Φt,λ + (µk − 1)Ψt,λ. On the other hand, we have
Φt,λften−1 ≡ften−1Ft,n−1Ft,nen−1 (mod Bn(δ)
⊲(f,λ))
≡
∑
v
n−1
∼ t
etv(n − 1)fvFt,n−1Ft,nen−1 (mod Bn(δ)
⊲(f,λ))
≡ett(n− 1)ften−1 (mod Bn(δ)
⊲(f,λ)).
Since we are assuming that [AMR06, 4.12] holds, ett(n−1) 6= 0. So ften−1 6=
0 and ett(n − 1) = Φt,λ. If µk = 1, then (µk − 1)Ψt,λ = 0. Suppose
µk > 1. Then sn−2 ∈ Sµ. If we use Ψt,λ instead of Φt,λ above, we obtain
ett(n − 1) = Ψt,λ. In this case, ftsn−2 = ft since both tn−1 ⊖ tn−2 and
tn−2 ⊖ tn−3 are in the same row. Therefore,
µkett(n− 1) = Φt,λ + (µk − 1)Ψt,λ = etu(n− 1).
Now, we compute 〈fu, fu〉. By the similar argument as above, we have
ftλufutλ
≡Ftλe2f−1s2f,ns2f−1,n−1m˜λFu,n−1Fu,nm˜λsn−1,2f−1sn,2fe2f−1Ftλ (mod Bn(δ)
⊲(f,λ))
≡Ftλe2f−1 · · · en−2m˜λen−1Fu,n−1Fu,nen−1m˜λen−2 · · · e2f−1Ftλ (mod Bn(δ)
⊲(f,λ))
≡Ftλe2f−1 · · · en−2m˜λen−1Φum˜λen−2 · · · e2f−1Ftλ (mod Bn(δ)
⊲(f,λ))
≡δf−1λ!Ftλe2f−1 · · · en−2en−1m˜λΦuen−2 · · · e2f−1Ftλ (mod Bn(δ)
⊲(f,λ))
Note that Φu ∈ F [x1, · · · , xn−2]. By Lemma 3.6 and Corollary 3.8,
Ftλe2f−1 · · · en−2en−1m˜λΦu
≡Φu,λFtλe2f−1 · · · en−2en−1m˜λ +
∑
v∈T udn (λ)
vn−1=un−1
vn−2⊲un−2
avFtλfv (mod Bn(δ)
⊲(f,λ))
By Lemma 3.11, fven−2 · · · e2f−1 (mod Bn(δ)
⊲(f,λ)) can be written as a
linear combination of fswith sn−1 = vn−1 which is not equal to (t
λ)n−1 under
the assumption tn−2 = λ 6= ∅. If tn−2 = ∅, then there is no v ∈ T udn (λ)
such that vn−2 ⊲ un−2. In any case, for v ∈ T
ud
n (λ), vn−1 = un−1 and
vn−2 ⊲ un−2, we have, by Lemma 3.9, that
fven−2 · · · e2f−1Ftλ ≡ 0 (mod Bn(δ)
⊲(f,λ)).
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Therefore,
ftλufutλ ≡ Φu,λδ
f−1λ!Ftλe2f−1 · · · en−1m˜λen−2 · · · e2f−1Ftλ (mod Bn(δ)
⊲(f,λ))
≡ Φu,λδ
f−1λ!ftλtλ (mod Bn(δ)
⊲(f,λ)),
forcing 〈fu, fu〉 = euu(n− 1)δ
f−1λ!. By Theorem 3.18(c)
〈ft, ft〉
δf−1µ!
=
1
δf−1µ!
µ2kett(n− 1)
euu(n− 1)
euu(n− 1)δ
f−1λ! = µkett(n− 1).
Finally, we rewrite ett(n− 1) via Lemma 3.16a to obtain the formulae, as
required. 
Proposition 4.9. Suppose t ∈ T udn (λ) with (f, λ) ∈ Λn, and l(λ) = l. If
tˆ = tµ, and tn−1 = tn ∪ p with p = (k, µk) k < l, define u = tsn,a+1 with
a = 2(f − 1) +
∑k
j=1 µj and v = (u1, · · · , ua+1). Define
A = −δf−1µ!(δ+2µk−2k)
∏
q 6=p
q∈A R(λ)≥p
cλ(p) + cλ(q)
cλ(p)− cλ(q)
∏
q∈A (µ)<p(cµ(p)− cµ(q))∏
r∈R(µ)<p(cµ(p) + cµ(r))
Then
〈ft, ft〉 =
{
A, if (k, λk) ∈ R(λ)
A
δ−2+2µk−2k
, if (k, λk) 6∈ R(λ)
Proof. By Proposition 4.2, Lemma 4.3, Proposition 4.8 and (4.6), we have
〈ft, ft〉 = −〈fu, fu〉
1
δ + λk − 2k
∏
q∈A (µ)<p(cµ(p)− cµ(q))∏
r∈R(µ)<p(cµ(p) + cµ(r))
〈fu, fu〉 = 〈fv, fv〉λk+1! · · · λl!,
〈fv, fv〉 = δ
f−1λ1! · · ·λk!µ
2
kevv(a).
Combining Lemma 3.16 and the above equalities, we obtain Proposition 4.9.
Note that µk > 1 in this case. 
By the classical branching rule for Bn(δ) (see [Wen88]),
∆(f, λ) ↓∼=
⊕
µ→λ
∆(f, µ)
⊕⊕
λ→ν
∆(f − 1, ν),
where ∆(f, λ) ↓ is the restriction of ∆(f, λ) to Bn−1(δ). We write (l, µ) →
(f, λ) if ∆(l, µ) appears in ∆(f, λ) ↓. Let Gl,µ be the Gram matrix associated
to the cell module ∆(l, µ) which is defined by its Jucys-Murphy basis. Let
detGl,µ be the determinant of Gl,µ.
Definition 4.10. Suppose (f, λ) ∈ Λn and (l, µ) ∈ Λn−1 such that (l, µ)→
(f, λ). For any t ∈ T udn (λ) with tˆ = t
µ ∈ T udn−1(µ), define γλ/µ ∈ F to be
the scalar by declaring that
γλ/µ =
〈ft, ft〉
δlµ!
.
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Theorem 4.11 provides detGf,λ only recursively. F. Lu¨beck wrote a GAP
program for this recursive formula. It takes us about two hours to compute
detGf,λ for all (f, λ) ∈ Λn with n ≤ 35 using a personal computer.
Theorem 4.11. Let Bn(δ) be a Brauer algebra over Z[δ]. Let detGf,λ be
the Gram determinant associated to the cell module ∆(f, λ) of Bn(δ). Then
detGf,λ =
∏
(l,µ)→(f,λ)
detGl,µ · γ
dim∆(l,µ)
λ/µ ∈ Z[δ].
Furthermore, each scalar γλ/µ can be computed explicitly by Proposi-
tion 4.5, 4.8 and 4.9.
Proof. We first consider Brauer algebras over C(δ), where δ is an indeter-
minate. Obviously, C(δ) satisfies the assumption 3.1. In order to use the
seminormal representation constructed in [AMR06], we consider Bn(δ) over
the complex field. Note that R ⊂ C. By [AMR06, 5.4a], Lemma 3.16(a)
holds for Bn(δ) over C for infinite many δ. Using the fundamental theo-
rem of algebra, we obtain the result over C(δ) where δ is an indeterminate.
Therefore, we can use previous results in this section. Note that the Gram
matrix G˜f,λ which is defined via orthogonal basis of ∆(f, λ) is a diago-
nal matrix. Each diagonal is of the form 〈ft, ft〉, t ∈ T
ud
n (λ). Therefore,
det G˜f,λ =
∏
t∈T udn (λ)
〈ft, ft〉. By Proposition 4.2 and Corollary 3.7,
detGf,λ = det G˜f,λ =
∏
(l,µ)→(f,λ)
detGl,µ · γ
dim∆(l,µ)
λ/µ .
Since the Jucys-Murphy basis of ∆(f, λ) is defined over Z[δ], the Gram
matrices associated to ∆(f, λ) which are defined over Z[δ] and C(δ) are
same. We have detGf,λ ∈ Z[δ] as required. 
The Gram determinant given in Theorem 4.11 is in Z[δ]. Note that
the Brauer algebra Bn(δ)F over an arbitrary field F is isomorphic to
Bn(δ)Z[δ] ⊗Z[δ] F . Therefore, one can get the formula for the Gram de-
terminant over an arbitrary field F by specialisation.
We can give a second proof of Theorem 2.8 via Theorem 4.11. We will not
give the details here. Instead, we will prove a result for Birman-Murakami-
Wenzl algebra in [RS06b], which is similar to Theorem 4.11. Via such a
formula, we give a necessary and sufficient condition for Birman-Murakami-
Wenzl algebras being semisimple over an arbitrary field. Certain sufficient
conditions for the semisimplicity of Birman-Murakami-Wenzl algebras over
complex field were obtained by Wenzl in [Wen90].
Example 4.12. The Gram determinant associated to the cell module
∆(1, λ) for B4(δ) with λ = (2) ⊢ 2.
There are six elements in T ud4 (λ) as follows.
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❤
❤
❤
❤
❤
❤
✐
t1
t2
t3
t4
t5
t6
(
(
(
(
(
(
)
)
)
)
)
)
〈ft1 , ft1〉 = 〈ftˆ1 , ftˆ1〉2
〈ft2 , ft2〉 = 〈ftˆ2 , ftˆ2〉2
〈ft3 , ft3〉 = 〈ftˆ3 , ftˆ3〉2
〈ft4 , ft4〉 = 〈ftˆ4 , ftˆ4〉3et4t4(3)
〈ft5 , ft5〉 = 〈ftˆ5 , ftˆ5〉et5t5(3)
〈ft6 , ft6〉 = 〈ftˆ6 , ftˆ6〉et5t5(3)
Define mt1 = e1(1 + s3), mt2 = e1(1 + s3)s2(1 + s1), mt3 = e1(1 + s3)s2s1,
mt4 = e1(1 + s3)s2s3s1s2(1+ s2+ s2s1), mt5 = e1(1 + s3)s2s3s1s2 and mt6 =
e1(1 + s3)s2s3s1. Then {mti (mod B4(δ)
⊲λ) | 1 ≤ i ≤ 6} is the Jucys-
Murphy base of ∆(1, (2)). The corresponding Gram matrix G1,(2) is given
as follows:
G1,(2) =


2δ 4 2 4 0 2
4 4δ + 4 2δ + 2 8 4 2
2 2δ + 2 2δ 4 2 2
4 8 4 6δ + 12 2δ + 4 2δ + 4
0 4 2 2δ + 4 2δ 2
2 2 2 2δ + 4 2 2δ


Therefore, detG1,(2) = 64δ
3(δ − 2)2(δ + 4). On the other hand, by the
formulae on γλ/µ, we obtain et4t4(3) =
δ(δ+4)
3(δ+2) and et5t5(3) =
2δ(δ−2)
3(δ−1) . By
Theorem 4.11 again, we recover the formula for detG1,(2).
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