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Abstract. This paper considers a class of stochastic optimal parameter selection prob-
lems described by linear Ito stochastic differential equations with state jumps subject to
probabilistic constraints on the state, where the times at which the jumps occurred as well
as their heights are decision variables. We show that this constrained stochastic impulsive
optimal parameter selection problem is equivalent to a deterministic impulsive optimal
parameter selection problem subject to continuous state inequality constraints, where the
times at which the jumps occurred as well as their heights remain as decision variables.
Then, by introducing a time scaling transform, we show that this constrained determin-
istic impulsive optimal parameter selection problem is transformed into an equivalent
constrained deterministic impulsive optimal parameter selection problem with fixed jump
times. A constraint transcription technique is then used to approximate the continuous
state inequality constraints by a sequence of canonical inequality constraints. This leads
to a sequence of approximate deterministic impulsive optimal parameter selection prob-
lems subject to canonical inequality constraints. For each of these approximate problems,
we derive the gradient formulas of the cost function and the constraint functions. On
this basis, an efficient computational method is developed.
Keywords: Stochastic impulsive optimal parameter selection problem, Deterministic
impulsive optimal parameter selection problem, Probabilistic constraints, Time scal-
ing transformation, Constraint transcription technique, Canonical inequality constraints,
Gradient based optimization technique
1. Introduction. Basic theory of Ito stochastic differential equations driven by Wiener
processes and counting processes (for example Poisson processes) and their many impor-
tant applications can be found in [2], [5] and [14]. In [16], a class of optimal control
problems described by linear Ito stochastic differential equations driven by counting pro-
cesses is considered and studied. In [19], a class of stochastic optimal control problems is
considered, where the dynamical system is described by Ito stochastic differential equa-
tions driven by Wiener processes. It is shown that this class of stochastic optimal control
problems is equivalent to a class of optimal control problems involving linear parabolic
partial differential equations. However, numerical solution methods available in the lit-
erature (see, for example, [10] and [23]) for solving such deterministic optimal control
problems with dynamics being described by partial differential equations are only appli-
cable for small dimensional problems.
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The optimal parameter selection problems occur in many dynamic optimization models
where the controls are restricted to be constant functions of time. Examples of these can
be found in a number of parameter identification problems, controller parameter design
problems, as well as economic and industrial management type problems. Furthermore, it
plays a fundamental role in the numerical computation of optimal control problems. To be
more specific, after the control parameterization (see [22]), all optimal control problems
essentially reduced to optimal parameter selection problems. Thus, the solvability of
optimal parameter selection problem is crucial for generating numerical solution methods
to many complex optimal control problems. In [1] and [19], respective necessary conditions
for optimality are derived for deterministic and stochastic optimal parameter selection
problems. Computational methods for solving deterministic optimal parameter selection
problems are reported in [4], [15] and [21], where the system dynamic is described by
ordinary differential equations in [4] and [21], while the system dynamic is described by
parabolic partial differential equation in [15].
Optimal filtering problems and optimal fusion problems can be formulated as specific
stochastic optimal control problems. These problems have been extensively studied in the
literature, see for example, [3], [6], [17] and [18]. In particular, an optimal fusion problem
is considered in [6], where the measurement data are obtained from multiple sensors. It
is shown that this optimal fusion problem is equivalent to a deterministic optimal control
problem. Optimal filtering problems with multiple sensors are also considered in [7] and
[8].
In [9], a class of optimal parameter selection problems governed by a linear Ito stochas-
tic differential equation is considered. The aim is to minimize the expected value of the
cost function subject to some probabilistic constraints on the state. It is first shown that
this problem is equivalent to a deterministic optimal parameter selection problem subject
to continuous state inequality constraints. The continuous state inequality constraints
are then transformed into equivalent equality constraints using a constraint transcription
given in [20]. However, as pointed out in Remark 6.6.5 of [22], the equality constraints
obtained by this constraint transcription fail to satisfy any constraint qualification. Thus,
constraint violation cannot be avoided in numerical computation if this constraint tran-
scription is used.
In this paper, we consider a general class of stochastic optimal control problems, where
the system dynamics are described by linear Ito stochastic differential equations with
state jumps occurring at various time points. Many natural and man-made systems do
exhibit the phenomenon of jumps occurring at various time points along their trajecto-
ries. Examples include drug administration in cancer chemotherapy, insulin injection, and
native forest ecosystems management, just to name a few. This problem covers the one
considered in [9] as a very special case for which no state jumps are allowed.
The rest of the paper is organized as follows. In Section 2, we formulate the stochastic
impulsive optimal parameter selection problem subject to probabilistic constraints. In
Section 3, we show that this problem with probabilistic constraints is equivalent to a
deterministic impulsive optimal parameter selection problem subject to continuous state
inequality constraints. In Section 4, a time scaling transform (see [13]) is applied to map
the variable jump times into pre-fixed jump times in a new time scale. A constraint
transcription technique reported in [22] is used in Section 5 to approximate the contin-
uous state inequality constraints as a sequence of inequality constraints. This leads to
a sequence of approximate deterministic impulsive optimal parameter selection problems
subject to inequality constraints. For each of these approximate problems, we derive the
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gradient formulas of the cost function and the constraint functions. On this basis, an effi-
cient computational method is developed for solving each of these approximate problems.
For illustration, an example is solved using the proposed method in Section 6.
2. Problem Statement. Consider an impulsive dynamical system described by linear
Ito stochastic differential equations defined on a fixed time interval (0, T ].
dξ(t) = A(t, δ)ξ(t)dt+B(t, δ)dt+D(t, δ)dw(t) (2.1.a)
ξ(0) = ξ0 (2.1.b)
ξ(τ+i ) = J
iξ(τ−i ) +∆i + γ
i, i = 1, . . . ,m. (2.1.c)
Here, ξ(t) = [ξ1(t), . . . , ξn(t)]
| ∈ Rn is the state vector; δ = [δ1, . . . , δr]| ∈ Rr is the
system parameter vector; ξ0 = [ξ01 , . . . , ξ
0
n]
| ∈ Rn is the initial state vector which is
Gaussian with mean μ0 and covariance matrix Ψ0; and w(t) = [w1(t), . . . , wd(t)]
| ∈ Rd





where E{·} denotes the mathematical expectation and I is the identity matrix. Equations
(2.1.c) are conditions on the state jumps, where J i ∈ Rn×n, i = 1, . . . ,m, are given
coefficient matrices, τ1, . . . , τm, are the time points at which the state jumps are occurred,
∆i, i = 1, . . . ,m, are Gaussian vectors with mean 0 and covariance matrices K
i, i =
1, . . . ,m, and γi = [γi1, . . . , γ
i
n]
|, i = 1, . . . ,m, are the magnitude vectors of the jumps.
Let τ = [τ1, . . . , τm]
|.
We assume that the following conditions are satisfied.
(i). A(t, δ) ∈ Rn×n, B(t, δ) ∈ Rn and D(t, δ) ∈ Rn×d are continuously differentiable
with respect to all their arguments.
(ii). The Wiener process w(t) and the random vectors ξ0, ∆i, i = 1, . . . ,m, are mutually
independent.
The probabilistic state constraints given below arise naturally when the state is required
to stay within a given acceptable region with a given degree of confidence for all t ∈ [0, T ].
Prob{ak ≤ (ck)|ξ(t) ≤ bk} > αk, ∀t ∈ [0, T ], k = 1, . . . , N, (2.2)
where ck, k = 1, . . . , N , are n−vectors, and ak, bk, αk, k = 1, . . . , N , are real constants.
Define
Ω = {δ ∈ Rr : hj(δ) ≤ 0, j = 1, . . . ,M}, (2.3)
where hj, j = 1, . . . ,M , are continuously differentiable functions of the parameter δ. Let
h = [h1, . . . , hM ]
|.
For the jump time vector τ = [τ1, ..., τm]
|, it is assumed, without loss of generality, that
0 < τ1 < · · · < τm < T. (2.4)
Let T be the set of all those τ = [τ1, . . . , τm]| which satisfy (2.4). For brevity in notation,
we denote τ0 = 0 and τm+1 = T .
Let Γ be the set of all those magnitude vectors γ = [(γ1)|, . . . , (γm)|]| such that
γi
j
≤ γij ≤ γij, i = 1, . . . ,m; j = 1, . . . , n. (2.5)
An element (δ, τ ,γ) ∈ Ω×T ×Γ is said to be a feasible parameter vector if it satisfies
the probabilistic state constraints (2.2). Let D be the class of all such feasible parameter
vectors. We may now state our problem formally as follows.
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Problem (P1). Given the dynamical system (2.1), find a feasible parameter vector (δ, τ ,γ)
∈ D, such that the cost function






[(ξ(t))|Q2(t, δ)ξ(t) + (Q1(t, δ)
|ξ(t) +Q0(t, δ)]dt} (2.6)
is minimized, where ϕ(γ) is a penalty term to prevent high jumps, and S2(δ) ∈ Rn×n and
Q2(t, δ) ∈ Rn×n are positive semi-definite matrices which are continuously differentiable
with respect to their respective arguments, while S1(δ) and Q1(t, δ) (respectively, S0(δ)
and Q0(t, δ)) are n−vector valued functions (respectively, real-valued functions) which are
also continuously differentiable with respect to their respective arguments.
Problem (P1) is a stochastic impulsive optimal parameter selection problem with prob-
abilistic constraints. We shall show that it is equivalent to a deterministic optimal pa-
rameter selection problem subject to continuous state inequality constraints. A numerical
computational method will be developed for solving this equivalent constrained determin-
istic optimal parameter selection problem. This is to be done in several stages as detailed
below.
3. Deterministic Transformation. In this section, we shall show that the stochastic
impulsive optimal parameter selection problem (P1) can be transformed into a determin-
istic impulsive optimal parameter selection problem.
For each δ, it is clear from (2.1) that the solution of system (2.1), for t ∈ (τi−1, τi) with
i = 1, . . . ,m, is given by
ξ(t | δ) = Φ(t, τi−1 | δ)ξ(τ+i−1) +
Z t
τi−1




Φ(t, s | δ)D(s, δ)dw(s), (3.1)
where Φ(t, s | δ) ∈ Rn×n is the principal solution matrix of the homogeneous system:
∂Φ(t, s)
∂t
= A(t, δ)Φ(t, s), t > s (3.2a)
Φ(s, s) = I . (3.2b)
Theorem 3.1. The process {ξ(t) : t ≥ 0} is a Gaussian process with mean and covariance
matrix given, for t ∈ (τi−1, τi) with i = 1, ..., m, by
μ(t | δ) = E{ξ(t)}
= Φ(t, τi−1 | δ)μ(τ+i−1) +
Z t
τi−1
Φ(t, s | δ)B(s, δ)ds, (3.3)
and




Φ(t, s | δ)D(τ, δ)(D(s, δ))|(Φ(t, s | δ))|ds, (3.4)
respectively. Here, at t = τi with i = 1, ...,m, the mean and the covariance matrix of
ξ(τ+i ) are
μ(τ+i ) = J
iμ(τ−i ) + γ
i, (3.5)
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and
Ψ(τ+i ) = J
iΨ(τ−i )(J
i)| +K i, (3.6)
respectively.
Proof: Since ξ0 is a Gaussian vector and the linear transformation of a Gaussian is
Gaussian, it follows from (3.1) with i = 1 that {ξ(t) : 0 ≤ t ≤ τ1} is a Gaussian process.
Its mean and covariance matrix are given, for t ∈ (0, τ1), by
μ(t | δ) = E{ξ(t)} = Φ(t, 0 | δ)E{ξ0}+
Z t
0
Φ(t, s | δ)B(s, δ)ds
= Φ(t, 0 | δ)μ0 +
Z t
0
Φ(t, s | δ)B(s, δ)ds (3.7)
and




Φ(t, s | δ)D(τ, δ)(D(s, δ))|(Φ(t, s | δ))|ds, (3.8)
respectively.
Note that ξ(τ−1 ) is a Gaussian vector. Since the linear transformation of Gaussian is
Gaussian, it follows from (2.1c) with i = 1 that ξ(τ+1 ) is Gaussian with the mean and
covariance matrix given by
μ(τ+1 ) = E{ξ(τ+1 )} = E{J1ξ(τ−1 )}+ γ1 = J1μ(τ−1 ) + γ1, (3.9)
and
Ψ(τ+1 ) = E{[ξ(τ+1 )− μ(τ+1 )][ξ(τ+1 )− μ(τ+1 )]|}
= E{[J1ξ(τ−1 )− J1μ(τ−1 ) +∆1][J1ξ(τ−1 )− J1μ(t−1 ) +∆1]|}
= E{[J1ξ(τ−1 )− J1μ(τ−1 )][J1ξ(τ−1 )− J1μ(τ−1 )]|}+ E{∆1∆|1}




By the same token, we can show that for i = 2, the process {ξ(t) : t ∈ [τ1, τ2]} is a
Gaussian process with the mean and covariance matrix given, for t ∈ (τ1, τ2), by
μ(t | δ) = Φ(t, τ1 | δ)μ(τ+1 ) +
Z t
τ1
Φ(t, s | δ)B(s, δ)ds (3.11)
and




Φ(t, s | δ)D(τ, δ)(D(s, δ))|(Φ(t, s | δ))|ds, (3.12)
respectively.
At t = τ2, it follows from (2.1c) with i = 2 that the mean and the covariance matrix of
ξ(τ+2 ) are
μ(τ+2 ) = E{ξ(τ+2 )} = J2μ(τ−2 ) + γ2, (3.13)
and
Ψ(τ+2 ) = E{[ξ(τ+2 )− μ(τ+2 )][ξ(τ+2 )− μ(τ+2 )]|}
= J2Ψ(τ−2 )(J
2)| +K2, (3.14)
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respectively.
The process can be repeated for i = 3, ..,m. This completes the proof.
From (3.7), it follows that, for t ∈ (τi−1, τi) with i = 1, 2, ...,m, μ(t) is the solution of
the following system of differential equations:
dμ(t)/dt = A(t, δ)μ(t) +B(t, δ) (3.15a)
with initial condition
μ(0) = μ0, (3.15b)
and jump conditions
μ(τ+i ) = J
iμ(τ−i ) + γ
i. (3.15c)
Similarly, it follows from (3.8) that, for t ∈ (τi−1, τi) with i = 1, 2, ...,m, Ψ(t | δ) is the
solution of the following matrix differential equation:
dΨ(t)/dt = A(t, δ)Ψ(t) +Ψ|(t)A(t, δ) +D(t, δ)(D(t, δ))| (3.16a)
with initial condition
Ψ(0) = Ψ0, (3.16b)
and jump conditions
Ψ(τ+i ) = J
iΨ(τ−i )(J
i)| +Ki. (3.16c)
Consider the cost function (2.6). Since E{ξ(t)ξ|(t)} = Ψ(t) + μ(t)(μ(t))|, it follows
that






{trace[Q2(t, δ)(Ψ(t | δ) + μ(t, δ)(μ(t, δ))|)]
+Q1(t, δ)
|μ(t | δ) +Q0(t, δ)}dt. (3.17)
We now consider the probabilistic state constraint (2.2). Since ξ(t) is Gaussian with
mean μ(t) and covariance Ψ(t), it is clear that for each k = 1, . . . , N , the scalar product
(ck)|ξ(t) is Gaussian with the mean (ck)|μ(t) and covariance (ck)|Ψ(t)ck. Thus, for each
k = 1, . . . , N , (2.2) is equivalent to





(2π(ck)|Ψ(t | δ)ck)1/2 exp{
−(y − (ck)|μ(t | δ))2
2(ck)|Ψ(t | δ)ck }dy ≤ 0, (3.18)
for all t ∈ [0, T ]. These constraints are continuous state inequality constraints.
Now, we have transformed the stochastic optimal parameter selection problem into a
deterministic optimal parameter selection problem defined as follows.
Problem (P2). Given the dynamical system (3.15a)-(3.15c) and (3.16a)-(3.16c), and
the continuous state inequality constraints (3.18), find a feasible parameter (δ, τ ,γ) ∈
Ω× T × Γ, such that the cost function (3.17) is minimized.
We now summarize the results obtained so far below as a theorem.
Theorem 3.2. Problem (P1) is equivalent to Problem (P2).
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4. Time Scaling Transformation. Problem (P2) is a deterministic impulsive optimal
parameter selection problem subject to continuous state inequality constraints, where
the jump times are decision variables to be determined optimally. This will encounter
difficulty in numerical calculation when solving the impulsive dynamical system with
varying jump times. In this section, we will use a time scaling transform reported in [13]
to map these variable jump times into fixed knots in a new time scale.
We consider a new time variable s which varies from 0 to m+ 1. We re-scale t ∈ [0, T ]
into s ∈ [0,m + 1]. The transformation from t ∈ [0, T ] to s ∈ [0, m + 1] is defined by the
differential equation




t(0) = 0, (4.1b)
where υi = τi − τi−1. Let Υ be the set of all those υ = [υ1, . . . , υm+1]| ∈ Rm+1 such that
υi ≥ 0, i = 1, . . . ,m+ 1. (4.2)
Obviously, the following constraint must also be satisfied.
m+1X
i=1
υi = T. (4.3)
Denote μ̂(s) = μ(t(s)), and Ψ̂(s) = Ψ(t(s)). Then, (3.15) and (3.16) are transformed
into
dμ̂(s)/ds = υ(s)[A(t(s), δ)μ̂(s) +B(t(s), δ)] (4.4a)
μ̂(0) = μ0 (4.4b)
μ̂(i+) = J iμ̂(i−) + γi, i = 1, . . . ,m, (4.4c)
and
dΨ̂(s)/ds = υ(s)[A(t(s), δ)Ψ̂(s) + Ψ̂
|
(s)A(t(s), δ) +D(t(s), δ)(D(t(s), δ))|] (4.5a)
Ψ̂(0) = Ψ0. (4.5b)
Ψ̂(i+) = J iΨ̂(i−)(J i)| +Ki, i = 1, . . . ,m. (4.5c)
The cost function (3.17) is transformed into
ĝ0(δ,υ,γ)





L̂0(t(s), μ̂(s), Ψ̂(s), δ,v,γ), (4.6)
where
Φ̂0(μ̂(m+ 1), Ψ̂(m+ 1), δ,γ) = ϕ(γ) + S
|
1(δ)μ̂(m+ 1) + S0(δ)
+ trace{S2(δ)[Ψ̂(m+ 1 | δ) + μ̂(m+ 1|δ)(μ̂(m+ 1 | δ))|]}
and
L̂0(t(s), μ̂(s), Ψ̂(s), δ,v,γ) = υi{trace[Q2(t(s), δ)(Ψ̂(s | δ) + μ̂(s, δ)(μ̂(s, δ))|)]
+Q1(t(s), δ)
|μ̂(s|δ) +Q0(t(s), δ)}.
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For the continuous state inequality constraints (3.18), they are transformed into





(2π(ck)|Ψ̂(s | δ)ck)1/2 exp{
−(y − (ck)|μ̂(s | δ))2
2(ck)|Ψ̂(s | δ)ck }dy ≤ 0, (4.7)
for all s ∈ [0,m+ 1], where k = 1, ..., N .
Then, after this time scaling transformation, Problem (P2) is equivalent to
Problem (P3). Given the dynamical system (4.1), (4.4) and (4.5), find a feasible param-
eter from (δ,υ,γ) ∈ Ω×Υ× Γ such that the cost function (4.6) is minimized subject to
the constraints (4.3) and the continuous state inequality constraints (4.7).
5. Constraint Transcription. From the continuous state inequality constraints (4.7),
we see that these inequality constraints are to be satisfied for all s ∈ [0,m+ 1]. They are
extremely difficult to deal with directly. We shall use a constraint transcription technique
introduced in [12] to approximate these continuous state inequality constraints.






max{q̂k(s, μ̂(s | δ), Ψ̂(s | δ)), 0}ds = 0. (5.1)
Then, Problem (P3) is equivalent to
Problem (P4). Problem (P3) with the continuous state inequality constraints (4.7) re-
placed by their respective equality constraints (5.1).
However, the equality constraints (5.1) are non-differentiable. We shall use the con-
straint transcription method to construct, for each k = 1, ..., N , a smoothing function





0 if q̂k(s, μ̂(s), Ψ̂(s)) < −ε
(q̂k(s, μ̂(s), Ψ̂(s)) + ε)
2/4ε if − ε ≤ q̂k(s, μ̂(s), Ψ̂(s)) ≤ ε
q̂k(s, μ̂(s), Ψ̂(s)) if q̂k(s, μ̂(s), Ψ̂(s)) > ε
. (5.2)
For any ε > 0, L̂k,ε(s, μ̂(s), Ψ̂(s)), k = 1, . . . , N , are continuously differentiable and
they do not always fail to satisfy the constraint qualifications (see Chapter 3 of [22]).







L̂k,ε(s, μ̂(s | δ), Ψ̂(s | δ))ds ≤ 0, k = 1, . . . , N, (5.3)
where β > 0 is the parameter to adjust the feasibility of the solution, while ε > 0 is the
parameter to adjust the accuracy of the solution.
Problem (P4) with (5.1) replaced by (5.3) is denoted as Problem (P4(ε, β)).
For each ε > 0 and β > 0, Problem (P4(ε,β)) is an optimal parameter selection problem
subject to canonical inequality constraints, where Ψ̂(s) is determined by a system of
differential equations in matrix form. We shall re-define the variables of the systems of
differential equations (2.1.a) and (2.1.c) and rewrite these systems together as a system
of standard ordinary differential equations in vector form.
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Let x(s) be the vector formed by t(s), μ̂(s) and the independent components of the
matrix Ψ̂(s), i.e.,
x(s) = [t(s), μ̂|(s), ψ̂11(s), . . . , ψ̂1n(s), ψ̂22(s), . . . , ψ̂2n(s), . . . , ψ̂nn(s)]
|. (5.4)
Let σ = (δ,υ,γ) and let f be the corresponding vector obtained from the right hand
sides of (4.1a), (4.4a) and (4.5a). Furthermore, let Φ0, L0 and Li,ε, i = 1, ...N , be obtained
from Φ̂0, L̂0 and L̂k,ε, k = 1, ...N , respectively, with t(s), μ̂(s) and Ψ̂(s) appropriately
replaced by x(s).
Then, for each ε and β, Problem (P4(ε, β)) is equivalent to
Problem (P5(ε,β)). Given the dynamical system
dx(s)/ds = f(s,x(s),σ) (5.5a)
x(0) = x0 (5.5b)
x(i+) = ψi(x(i−),σ), i = 1, . . . ,m, (5.5c)
where x0 and ψi are obtained from (4.1b), (4.4b), (4.5b) and (4.4c), (4.5c), respectively,
find a feasible parameter σ ∈ Ω×Υ× Γ, such that the cost function





L0(s,x(s | σ),σ)ds, (5.6)
is minimized subject to the constraints (4.3) and





Lk,ε(s,x(s | σ),σ)ds ≤ 0, k = 1, . . . , N. (5.7)
To solve Problem (P5(ε, β)) as a mathematical programming problem, we need the
gradients of cost function and constraint functions. They can be obtained by using similar
idea as that given for Theorem 5.2.1 of [22]. Details of these gradients are presented below
in the following two theorems.
Theorem 5.1. The gradient of the cost function (5.5) with respect to σ are given by

















where the Hamiltonian H0 is defined by
H0(s,x,λ,σ) = L0(s,x(s),σ) + (λ(s))|f(s,x(s),σ), (5.9)
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We can also obtain the gradient of constraint functions in the same way.
Theorem 5.2. For each k = 1, ..., N , the gradient of the constraint function (5.7) with
















where the Hamiltonian Hk is defined by
Hk(s,x,λ,σ) = Lk,ε(s,x(s),σ) + (λ(s))|f(s,x(s),σ), (5.12)


















6. Numerical Example. In this section, we solve an example using our proposed meth-








































, ∀i = 1, 2.



































, a = −3, b = 3, α = 0.9.
We apply the solution procedure presented in previous sections to solve this exam-
ple, where the corresponding version of the Problem (P5(ε, β)) is solved using the op-
timal control software package MISER3.3 (see [11]). The optimal parameter obtained
is δ∗ = −0.692009. The first jump appears at time τ ∗1 = 0.28796 with the correspond-
ing magnitude vector γ1,∗ = (−1.01096, 1.40555)| and the second jump appear at time
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τ ∗2 = 0.69132 with the corresponding magnitude vector γ
2,∗ = [−1.43826, 0.756040]|. The
optimal cost function value obtained is g∗0 = 11.2821699.
For the simulation of ξ(t), we have obtained 500 samples in Matlab. The results are
given in Figure 1.
Figure 1. * line: μ1(t) and μ2(t); dotted line: 500 samples of ξ1(t) and ξ2(t).
7. Conclusion. In this paper, a class of stochastic optimal parameter selection problems
involving an impulsive dynamical system subject to probabilistic constraints on the state
is considered. This problem contains the one considered in [9] as a special case for which
no state jumps are allowed. This problem can also be considered as the stochastic version
of the optimal parameter selection problem governed by impulsive dynamic systems. We
have shown that this stochastic optimal impulsive parameter selection problem with prob-
abilistic constraints is equivalent to a deterministic impulsive optimal parameter selection
problem with continuous state inequality constraints. A numerical method was developed
for solving this equivalent constrained deterministic impulsive optimal parameter selec-
tion problem. From the numerical study through solving a numerical example, we see
that the solution method is effective.
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