In practice, scheduling systems are subject to considerable uncertainty in highly dynamic operating environments. The ability to cope with uncertainty in the scheduling process is becoming an increasingly important issue. This paper takes a proactive scheduling approach to study scheduling problems with two sources of uncertainty: processing time variability and machine breakdowns. Two robustness (expected total flow time and expected total tardiness) and three stability (the sum of the squared and absolute differences of the job completion times and the sum of the variances of the realized completion times) measures are defined. Special cases for which the measures can be easily optimized are identified. A dominance rule and two lower bounds for one of the robustness measures are developed and subseqently used in a branch-and-bound algorithm to solve the problem exactly. A beam search heuristic is also proposed to solve large problems for all five measures. The computational results show that the beam search heuristic is capable of generating robust schedules with little average deviation from the optimal objective function value (obtained via the branch-and-bound algorithm) and it performs significantly better than a number of heuristics available in the literature for all five measures.
Introduction
Scheduling is a decision-making process that is concerned with the allocation of limited resources (machines, material-handling equipment, operators, tools, fixtures, etc.) to competing tasks (operations of jobs) over time, with the goal of optimizing one or more objectives. The output of this decision process is time/machine/operation assignments. In the scheduling literature, the objective is generally to minimize functions such as makespan, tardiness, flow time, etc.
In practice, scheduling systems operate in dynamic and uncertain environments in which random interruptions prevent the execution of a schedule exactly as it is developed. Examples of such disruptions are machine breakdowns, rush orders, order cancellations, due date changes, etc. Variation in processing times and other stochastic events further increase the variability in the system, which in turn deteriorate the scheduling performance.
Even though actual scheduling problems in real life are dynamic and stochastic, most of the existing literature addresses static and deterministic versions. However, even * Corresponding author these simplified problems (with deterministic and static assumptions) are NP-hard or analytically intractable.
The uncertainties and dynamic nature of the real-world scheduling process can be seen as the major source of the gap between scheduling theory and practice. In the literature, several studies have been conducted to close this gap. In the early works, researchers employ a rolling-horizon scheme to cope with the dynamic nature of scheduling environments, where the problem is successively solved using static algorithms for different time windows (Nelson et al., 1977) . The stochastic nature of scheduling has also been investigated in the literature. In these studies, uncertainty in job processing times, release times, or due dates is modeled by probability distribution functions and formal probability theory is used to make inferences (Pinedo, 2002, Chapters 9-13) . In the last two decades researchers have also proposed approaches including online scheduling, dynamic scheduling, and real-time scheduling. Recently, two approaches to coping with uncertainty in the scheduling process have gained significant research interest: reactive and proactive scheduling. The objective in reactive scheduling is to revise schedules as unexpected events (disruptions) occur. On the other hand, proactive scheduling takes future disruptions into account while generating schedules.
The challenge of addressing the dynamic and stochastic nature of the scheduling process also affects the 204 Goren and Sabuncuoglu performance measure of choice. Although performance measures such as makespan, flow time, or tardiness have often been preferred in practice, in the recent literature two new measures are brought to the attention of practitioners: robustness and stability. These measures are particularly used in environments where uncertainty is a major issue.
Uncertainty has two kinds of major negative impacts on initial schedules. First, it degrades schedule performance. This effect is the topic of robustness. A schedule whose performance does not deteriorate in the face of disruptions is called robust. In other words, the performance of a robust schedule is expected to be insensitive to disruptions. In general, the performance of the realized schedule is the main concern of practitioners rather than the planned or estimated performance of the initial schedule. Hence, optimizing the former may be more appropriate than optimizing the latter and robustness is a practical performance measure. Second, unforeseen disruptions cause variability. This effect is the topic of stability. A schedule whose realization does not deviate from the original schedule in the face of disruptions is called stable. A schedule serves as a master plan for other shop floor activities in addition to production, such as determining delivery dates, release times, and planning requirements for secondary resources such as tools, fixtures, etc. Any deviation from the production schedule can disrupt these secondary activities and increase system nervousness. Thus, stability is also an important measure in practice.
Robustness and stability can be illustrated with the help of Fig. 1 . The top Gantt chart in the figure depicts a possible initial schedule for a job shop environment with three jobs and three machines subject to random breakdowns. The bottom Gantt chart shows a possible realization of the initial schedule. The shaded area on the realized schedule of machine 2 between times 7 and 9 represents a breakdown. Assume that the performance measure of interest is the maximum completion time (C max ). From the robustness viewpoint, the scheduler should be concerned with the performance of the realized schedule (C max = 13 in the example) rather than the performance of the initial schedule (C max = 10 in the example). Hence, he/she optimizes a measure (robustness measure) that is defined on the realized schedule. Another way to look at this is to minimize the performance deviation between the initial and the realized schedules ( C max = 13 − 10 = 3 in the example). Observe that the operation of job 1 on machine 2 completes later than planned. Similarly, while the operation of job 2 on that machine is planned to be processed between times 8 and 10, it is actually processed between times 11 and 13 because of the breakdown. From the stability viewpoint, such deviations from the initial schedule (i.e., the master plan) should be minimized. Hence, the scheduler optimizes a measure (stability measure) defined in terms of the deviations between the initial and the realized schedules.
The reactive and proactive scheduling approaches and these two new performance measures (robustness and stability) are discussed in more detail in Sabuncuoglu and Goren (2009) .
In this study, we consider the single-machine scheduling problem with random processing times and machine breakdowns. When a breakdown occurs, the machine is unavailable until it is repaired. The times for repair are also random and independent of each other and of the breakdown process. A job preempted due to a breakdown is processed for its remaining processing time (i.e., preempt-resume policy is assumed). No other preemptions are allowed. As stated before, we take a proactive point of view and define several robustness and stability measures.
Although there are some studies which measure robustness as a minimax regret (e.g., Daniels and Kouvelis (1995) , the majority of recent studies on robustness involve expected realized performance. The expected realized performance can be the robustness measure by itself (e.g., Wu et al. (1999) or can be a part of it (e.g., Leon et al. (1994) ). In this study, we use the expected realized performance measure as the robustness measure. We consider two performance measures: expected total flow time (RM1) and expected total tardiness (RM2).
The most frequent way to measure the deviation between the initial and the realized schedules (stability) is to compare their job completion times (Wu et al., 1993; Mehta and Uzsoy, 1998) . We use two stability measures based on this comparison: the sum of the squared differences (SM1) and the sum of the absolute differences (SM3). We also use the sum of the variances of the realized completion times as another stability measure (SM2). The rationale behind this and how it corresponds to the difference between the initial and the realized schedules is explained in Section 3.4.1. Note that all these stability measures can be trivially minimized by inserting large blocks of idle times between jobs in the initial schedule. In this study, however, we confine ourselves to the class of non-delay schedules.
We also derive optimality conditions and propose a proactive branch-and-bound algorithm, which uses a stochastic dominance rule, for minimizing the expected total tardiness (RM2). We consider a single-machine environment because of its simplicity and the possible extendibility of its results to more realistic multi-machine environments.
The rest of this paper is organized as follows. In Section 2, we review the existing proactive studies in the literature. In Section 3, we approach the proactive scheduling problem in a single-machine environment using probability theory. In Section 4, we present a branch-and-bound algorithm that utilizes insights gained in Section 3 to minimize the expected total tardiness in a single-machine environment with variable processing times. We present a beam search algorithm that can handle other performance measures and machine breakdowns in Section 5. In Section 6, we assess the performance of the proposed algorithms with computational experiments. Finally, we make concluding remarks and discuss future research directions in Section 7.
Literature review
Although this study is on schedule robustness and stability, the literature on scheduling with unreliable machines is relevant. We first review a few studies in this area. Adiri et al. (1989) consider the problem of minimizing total flow time in a single-machine environment subject to random breakdowns. In contrast with our study, only one machine breakdown occurs and a preempt-repeat policy is assumed. The authors show that if the distribution function of the time to breakdown is concave, then the Shortest Processing Time (SPT) first rule stochastically minimizes the flow time. For the case of multiple breakdowns, it is proven that SPT minimizes the expected flow time when the times to breakdown are exponentially distributed. The authors show that the problem is NP-hard even when the time for the single breakdown is known in advance and the processing times of the jobs are deterministic.
In a later study, Adiri et al. (1991) consider the singlemachine scheduling problem with deterministic processing times and due dates subject to a single random breakdown. The authors develop policies to minimize the number of tardy jobs stochastically, working under certain assumptions for both preempt-resume and preempt-repeat policies.
Similar to our study, Li and Glazebrook (1998) consider the single-machine scheduling problem with random processing times and multiple machine breakdowns with a preempt-resume policy. The objective is to minimize a weighted sum of an increasing function of the completion times in expectation. The authors develop a dominance rule based on pairwise interchanges of adjacent jobs. The rule is also relaxed to allow uptimes to be distributed as a mixture of exponentials and according to a gamma distribution. The dominance rule, however, cannot be applied to due-date-related measures, which are not functions of completion times only. We develop a similar dominance rule based on pairwise interchanges of jobs (not necessarily adjacent) for the total tardiness measure for the case of no machine breakdowns. consider the same problem under Erlang uptime distribution. All jobs are assumed to have a common exponentially distributed due date (compared with deterministic but different due dates in our study). The authors develop dominance rules based on pairwise interchanges of adjacent jobs in order to minimize the weighted number of tardy jobs, weighted flow times and weighted sum of job delays. Leung and Pinedo (2004) study the preemptive parallelmachine scheduling problem with random breakdowns and deterministic processing times and due dates. The authors develop conditions on the number of available machines m(t) that minimize total completion time, makespan or maximum lateness. The authors also analyze cases with deadlines and precedence constraints.
We refer interested readers to Pinedo (2002) to see a concise summary of stochastic scheduling results. Next, we review the studies in the literature that explicitly address robustness or stability of schedules. These studies can be divided into two parts-those that model uncertainty by probability density functions and those that hedge against the worst contingency that may arise without considering any specific probability distribution. The latter is known as the robustness approach in the literature. In both approaches, the source of uncertainty is either the variability of task processing times or machine availability (the machines are subject to a breakdown/repair process). Leon et al. (1994) is an example of the first approach. They consider the job shop scheduling problem with machine breakdowns. The objective is to construct a robust initial schedule. The robustness measure for a schedule is calculated as a convex combination of the expected makespan of the realized schedule and the expected deviation from the initial deterministic makespan. In a job shop environment with multiple machine failures, however, calculating this measure analytically is intractable. They develop a surrogate measure and minimize that measure instead. The results indicate that the proposed algorithm outperforms the classical algorithms that focus on minimizing makespan only. Wu et al. (1999) propose a graph-theoretic decomposition for the job shop scheduling problem to achieve schedule robustness. Expected average weighted tardiness is used as the robustness measure. The authors use a graph representation of this problem, in which conjunctive arcs represent precedence constraints and disjunctive arcs join operations competing for the same resource. They propose a branch-and-bound algorithm that processes disjunctive arcs and changes some of them into conjunctive arcs. This effectively fixes some of the scheduling decisions. The remaining scheduling decisions are made dynamically by applying the Apparent Tardiness Cost (ATC) heuristic (Vepsalainen and Morton, 1987) . Their computational experiments indicate that this scheme displays better robustness performance under a wide range of disturbance levels (various levels of processing time variability) compared to traditional offline and online methods.
There are also studies that model uncertainty with probability density functions with the aim of generating stable schedules. For example, Wu et al. (1993) study the singlemachine rescheduling problem under machine disruptions. They reschedule the jobs in response to each machine failure so that a minimum makespan is obtained with high schedule stability (the measure they use is similar to SM3). Since the problem is NP-hard even without stability considerations, they use a pairwise swapping heuristic and a genetic algorithm to generate a list of non-dominated schedules. Their computational results show that the stability of the schedules could be improved significantly with little sacrifice in makespan. Uzsoy (1998, 1999) generate initial stable schedules under random machine breakdowns. Their objective is to generate an initial schedule with minimal deviation (i.e., SM3) while keeping shop floor performance degradation at an acceptable level. The specific problem they study in the first paper is the single-machine scheduling problem where jobs have unequal ready times and random machine breakdowns are present. In the second paper, they study the job shop scheduling problem with random machine breakdowns. In both studies, they use maximum lateness as the shop floor performance measure. Unlike Wu et al. (1993) , they consider the minimization of the deviation between the initial and the realized schedule while generating an initial schedule, not when rescheduling after a breakdown. The authors offer a two-stage approach. In the first stage, a job sequence that will minimize the maximum lateness is determined. In the second stage, they insert idle times into the sequence. Their computational results indicate that stability can be easily improved while slightly increasing maximum lateness.
O 'Donovan et al. (1999) combine the reactive and the proactive approaches and examine the scheduling/rescheduling policy using stability and efficiency measures in a single-machine environment. Schedule efficiency is measured by total tardiness (RM2). Stability is measured by absolute completion time deviations from the initial schedule (SM3). The system under study has non-zero job ready times and random machine breakdowns. This study is similar to the one by Mehta and Uzsoy (1999) except that total tardiness is used instead of maximum lateness. They consider pure ATC and ATC with inserted idle times for initial schedule generation. Rescheduling alternatives are ATC, a modified ATC (which calculates the slack of a job based on its predicted completion time, taking inserted idle times into account), and right-shift scheduling. Their results indicate that ATC with inserted idle times for an initial schedule and the modified ATC for rescheduling are the best for stability.
For the robustness approach, we refer the reader to Kouvelis and Yu (1996) , who apply this method to various problems such as linear programming, assignment problem, shortest path problem, etc., as well as scheduling. An example of such an approach in the machine scheduling context is the study of Daniels and Kouvelis (1995) . They generate initial robust schedules to hedge against processing time variability in a single-machine environment. The authors propose a scenario-based representation and analysis of uncertainty rather than using stochastic models. They use a policy that finds the schedule whose performance degradation in its worst-case scenario is the least among all feasible schedules (i.e., minimax regret strategy in decision theory). The authors study a single-machine problem where the performance measure is total flow time, and the source of uncertainty is processing time variability. The authors prove that a properly selected finite set of scenarios is enough to determine the worst-case absolute deviation of a given sequence and construct a procedure that calculates the worst-case evaluation in polynomial time. They develop a branch-and-bound algorithm and two O(n log n) surrogate relaxation heuristics that utilize this procedure to generate robust schedules. The authors compare their solutions to the SEPT (Shortest Expected Processing Time) solution, which is used in practice to generate an optimal sequence of jobs. They observe that SEPT performs poorly in terms of robustness.
Such a minimax regret approach to robustness may be more appropriate than the more frequently used expected performance measure approach if the distributions that capture the uncertainty are unknown or imprecise. Additionally, in many cases a stochastic approach that models the uncertainty with probability density functions assumes distributional independence to improve analytical tractability. If such an assumption is invalid (i.e., strong correlations exist among the probability distributions), a minimax regret approach may be more suitable to employ. Finally, if the scheduling decisions are evaluated ex post (as if all the relevant information had been known in advance of scheduling), a decision maker may be inclined to reduce the difference between the realized performance and the optimal performance that could have been achieved (i.e., minimize regret), rather than the average performance (Daniels and Kouvelis, 1995) . Sotskov et al. (1997) introduce another viewpoint for stability. They handle the uncertainty in a job shop environment by an a posteriori analysis, in which an optimal schedule has already been constructed and the challenge is to determine the maximum variation in the processing time of the operations such that the optimal schedule at hand still remains optimal. Such a maximum variation is called the stability radius of the schedule. This notion of stability, obtained by sensitivity analysis, can be considered as a measure of solution robustness as per Herroelen and Leus (2005) . Although this type of post-optimality analysis may provide some valuable insights about the impacts of uncertainty, it is also associated with some problems. If the stability radius of the optimal schedule is large enough to accommodate all possible changes in the processing times, the optimal schedule at hand can safely be used, but if it is not that large, the question of what course of action to take remains to be answered. Hence, in this paper, we take a proactive stance and incorporate uncertainty into the scheduling processes. We concentrate on optimizing the quality robustness rather than the solution robustness.
In this paper, we consider the single-machine scheduling problem with random processing times and machine breakdowns. We define two robustness (RM1 and RM2) and three stability measures (SM1, SM2, and SM3). In general, calculating actual robustness and stability measures analytically is very difficult. For that reason, in the previous studies researchers employ surrogate measures to indirectly calculate the robustness or stability of a schedule. The surrogate measures used in the existing studies, however, are simple in the sense that they do not adequately incorporate the known information about the uncertainty, as also stated in Mehta and Uzsoy (1998) . In this paper, we use the formal probability theory to derive inferences about minimizing robustness or stability measures. Specifically, we solve the problem for a number of special cases. For intractable cases, instead of employing surrogate measures, we use a beam search (BS) algorithm developed in this study that employs simulation to calculate robustness or stability measures. Thus, we use the available information about the uncertainty better than does the indirect approach of employing surrogate measures. Moreover, in the previous studies, makespan or maximum lateness is used as the performance measure for the sake of simplicity. In our study, however, we consider flow time and tardiness criteria, as they are used more often in practice.
Proposed probabilistic approach

Notation
We consider the single-machine scheduling problem with random processing times and machine breakdowns. The uptimes have independent and identical general distribution G 1 (t). Similarly, the downtimes (i.e., the times that the machine is not in operation due to breakdown) are independent and identically distributed (i.i.d.) according to a general distribution G 2 (t). The processing times of the jobs are all random variables with known general distribution functions that may differ from job to job. Let H j (t) be the processing time distribution of job j . Let C j denote the completion time of job j in the initial schedule and C r j denote the completion time of job j in the realized schedule. Let X j denote the processing time of job j . We assume that all n jobs are released at time t = 0. Let U 1 , U 2 . . . be the sequence of uptimes and D 1 , D 2 . . . be the sequence of downtimes. That is, the machine is operational from time 0 until U 1 , when the first breakdown occurs. The machine then takes time D 1 to be repaired and is again available for processing from time U 1 + D 1 until time U 1 + D 1 + U 2 , and so on. We denote this stochastic single-machine scheduling problem as 1
β | γ where 1 |β|γ denotes the deterministic version. Here, β is the set of scheduling attributes, such as release dates, presence of sequence-dependent setup times, preemptions, precedence constraints, etc., and γ is the objective function. If breakdowns were not present, the notation would be 1
is the number of machine breakdowns that occur up to total busy time t. Note that N(t) is increasing in t. Here, we consider the case where the machine can be down more than once during the processing of a job and the job is processed for its remaining processing time after each breakdown (i.e., the work done on a job is not lost).
Y j denotes the time that job j occupies the machine, including the processing time of the job and all the repair times during which the job stays on the machine. Let R jk denote the kth repair time during the processing of job j .
2 dG 2 (t). Let B j denote the number of machine failures during the processing of job j . Then,
We first begin by a definition and several propositions, which will be used in the treatment of the robustness and stability measures in Sections 3.3 and 3.4, respectively.
Preliminaries
Definition 1 (Ross, 1983) . A random variable V is said to be stochastically larger than a random variable W, written V
We refer the reader to Example 8.2(a) and Question 8.1 in Ross (1983) for the proofs of these two propositions. Both proofs involve the coupling method, which is explained in Ross's Chapter 8. 
Proposition 3. If uptimes are exponentially distributed with the rate λ, then:
E[B j ] = λE[X j ], E B 2 j = λE[X j ] + λ 2 E X 2 j , Var[B j ] = λE[X j ] + λ 2 Var[X j ].E[Y j ] = (1 + λr )E[X j ], Var[Y j ] = λ(v + r 2 )E[X j ] + (1 + λ 2 r 2 )Var[X j ].
Robustness
Although there are some studies which measure robustness as a minimax regret (e.g., Daniels and Kouvelis (1995) ), the majority of the recent studies on robustness involve expected realized performance. This expected realized performance can be the robustness measure by itself (e.g., Wu et al. (1999) ) or can be a part of it (e.g., Leon et al. (1994) ).
In this study, we use the expected realized performance measure as the robustness measure. We begin with the flow time case.
Total flow time
Recall that RM1 is the expected realized total flow time.
. Minimizing expected total weighted flow time in a single-machine environment subject to random machine breakdowns is known to be NP-hard (Adiri et al., 1989) . Even though the status of the unweighted case is unknown, it can be said that the problem is analytically intractable, for it is difficult even to calculate the objective function value of a given solution. We present an optimality condition that holds in a special case here.
Proof. Consider an optimal sequence S. Assume that there exists a pair of adjacent jobs i and j such that X j ≤ st X i and job j succeeds job i in S. Because if such a pair does not exist, either S is already the sequence {1, . . . , n} or it can be put into that form by simply swapping the labels of the jobs whose processing times have the same distribution. Therefore, without loss of generality we assume that there exists such a pair. Now consider a sequence S , obtained from S by swapping the positions of jobs i and j . We compare RM1(S) and RM1(S ). We may ignore the jobs other than i and j in this comparison, since nothing changes for them. Let their contribution to the objective function be c. Let T denote the sum of the processing times of the jobs that precede i in S. We have:
D k , and therefore RM1(S) -RM1(S ) ≥ 0. This means that S is also an optimal solution. If we continue interchanging positions of adjacent jobs in this manner until no pair of adjacent jobs i and j such that X j ≤ st X i and job j succeeds job i exists, we obtain a series of optimal solutions. The last solution we obtain is either already the sequence {1, . . . , n} or it can be put into that form by simply swapping the labels of the jobs whose processing times have the same distribution.
Corollary 1. SEPT order gives an optimal solution for
1 | X j ∼ exponential(λ j ); brkdwn: U ∼ G 1 (t), D ∼ G 2 (t) | RM1.
Corollary 2. SEPT order gives an optimal solution for
Corollaries 1 and 2 are known results in the literature. See Pinedo (2002, Chapter 10) . Theorem 1 can also be deducted from the dominance rule developed by Li and Glazebrook (1998) .
3.3.2. Total tardiness RM2 is the expected realized total tardiness. That is,
Begin with a 1| | j T j instance. Take all repair times as zero. Do not change processing times, i.e, H j (t) and G 2 (t) are degenerate distributions. Take G 1 (t) as any arbitrary distribution. Due dates also do not change. An optimal solution to this newly con-
instance is also an optimal solution to the original 1| | j T j instance. 1| | j T j is known to be NP-hard (Du and Leung, 1990 ) and the result follows. Proof. Can be proven with an interchange argument similar to the proof of Theorem 1. Detailed proof makes use of Propositions 1 and 2 for the jobs in between and compares the expected tardiness values of jobs i and j 
Corollary 4. SEPT order gives an optimal solution for
Note that if the processing times are exponentially distributed, Theorem 3 can be extended to include arbitrary machine breakdowns. As a result, Corollaries 3 and 4 are also still valid in the presence of machine breakdowns. For the proofs of the last two corollaries and the inclusion of the breakdown process, we refer the reader to Pinedo (2002) , Section 10.4.
Stability
Recall that a stable schedule is one that should not deviate much from the initial schedule. The deviation is generally measured in terms of the differences between the job completion times in the initial and realized schedules. Hence, a typical stability measure is a non-decreasing function of the deviation of job completion times. We use three stability measures called SM1, SM2, and SM3. SM3 was already available in the literature. SM1 and SM2 are proposed for the first time in our study.
3.4.1. Stability measure 1 (SM1) and stability measure 2 (SM2) Recall that SM1 is the expected sum of squares of job completion time differences between the initial and realized schedules. That is,
. A scheduler who is aware of the fact that initial schedules will inevitably deviate due to random disruptions can prepare his/her secondary plans according to expected completion times rather than deterministic completion times. In this case, a reasonable stability measure can be Proof. The proof is by contradiction. Let S be an optimal sequence but assume that there exists a pair of adjacent jobs i and j such that Var[X i ] > Var[X j ] and job j succeeds job i in S. Now consider a sequence S , obtained from S by swapping the positions of jobs i and j . We compare SM1(S) and SM1(S ). We may ignore the jobs other than i and j in this comparison, since nothing changes for them. Let their contribution to the objective function be c. Let T denote the sum of the processing times of the jobs that precede i in S. We have:
Hence,
That is, there is a strict improvement in the objective function after the interchange. This contradicts the fact that S is an optimal solution. The proof for the SM2 performance measure can be done similarly.
Corollary 5. SEPT solves
Proof. See Appendix.
Corollary 6. SEPT solves:
is analytically intractable in the general case.
Stability measure 3 (SM3)
SM3 is the expected absolute job completion time differences between the initial and realized schedules:
This kind of measuring of the deviation between two schedules was first proposed by Wu et al. (1993) .
Theorem 6 (SPT Optimality). SPT solves: 
EDD if EDD and SEPT sequences are the same Proof. Can easily be proven with an interchange argument.
1
The results are summarized in Tables 1 and 2 .
A branch-and-bound algorithm for 1 | X j ∼ H j (t) | RM2
In this section, we first focus on the 1| X j ∼ H j (t) | RM2 problem because of two reasons: first, the total tardiness performance measure is popular and frequently used in practice. Second, we have a dominance rule (Theorem 3) that can be effectively used in a branch-and-bound (B&B) algorithm to keep the size of the search tree manageable. 
The algorithm developed in this section is for the problems where the processing time distributions of any two jobs are stochastically comparable. Typical examples are normal distribution with a common coefficient of variation (c v ), gamma distribution with the same scale parameter, and Poisson distribution. For all these distributions, ordering in the expected value corresponds to ordering in the stochastic sense. Moreover, the job completion times in any sequence also have the same type of distributions as the processing time distributions; i.e., they belong to the same family. We should be very careful when processing time distributions are normal with a common coefficient of variation because stochastic comparability is only valid for the nonnegative part of the distributions. Thus, the probability of having negative processing times should be negligibly small (c v < 1/3) for a satisfactory performance of the algorithm.
In the proposed B&B algorithm, we develop the schedules progressively in the forward direction. At level k of the B&B tree, jobs in the first k positions are specified. We use the dominance rule in Theorem 3 during the branching process. The initial upper bound is taken as the minimum expected total tardiness value of the SPT, EDD, and ATC solutions. The upper bound of each node is taken as the expected total tardiness of the EDD completion of that node. If the global upper bound is greater than the upper bound of a node, it is updated. There are two lower bounds considered: a loose one and a tight one. These are explained in the next two theorems. If the lower bound of a node is greater than the global upper bound, it is pruned. We use a most-promising-node-first exploration strategy; that is, the node with the lowest upper bound value is branched first.
Theorem 7 (Lower Bound 1). Consider the problem 1 | X j ∼ H j (t) | RM2. Arrange the due dates in non-decreasing order and assign them to the jobs arranged in a stochastic non-decreasing order of processing times (assuming all jobs can be ordered stochastically). The optimal expected total tardiness value of this new problem P1 is a lower bound on the optimal objective value of the original problem
Proof. The proof is by an interchange argument. The optimal solution to P1 is an EDD sequence by Theorem 3. We now show that its objective function value is a lower bound on the optimal objective function value of the original problem. We begin by an optimal solution S * of the original problem and convert it to an optimal solution of P1. The procedure is as follows:
Step 1. Consider every adjacent job pair. If a job with a greater due date precedes a job with a smaller due date, swap their due dates but not their positions; just assign the due date of the former job to the latter job and vice versa. Continue in this fashion until all due dates are in non-decreasing order. Each swap of the due dates results in a possible decrease in the expected total tardiness of the schedule but never an increase.
Step 2. Take the resultant schedule of Step 1 as the input and process it in the same way as in Step 1. The only difference is, instead of due dates, compare and exchange the processing times of the adjacent job pairs if necessary.
The resulting schedule is optimal for P1 and its objective function value is a lower bound on that of the original problem. The deterministic version of this lower bound is developed by Chu (1992) . Della Croce et al. (1998) propose another lower bound for the deterministic problem. In this study, we extend this lower bound to the stochastic problem as follows:
Theorem 8 (Lower Bound 2). Consider the 1 | X j ∼ H j (t) | RM2 problem. Relabel the jobs according to the non-decreasing stochastic order of their processing times (assuming all jobs can be ordered stochastically). That is, the job with the SSPT is job 1, and with the stochastically largest processing time is job n. Split the job set J into two subsets J
1 = 1, . . . , l and J 2 = l + 1, .
. . , n, where l = n/2 . For each subset, separately arrange the due dates in nondecreasing order and assign them to the jobs arranged in a stochastic non-decreasing order of processing times. The optimal expected total tardiness value of this new problem P2 is a lower bound on that of the original problem
The proof of the theorem basically involves the same interchange argument as in the proof of Theorem 7. The only difference is that we apply Steps 1 and 2 separately to the jobs in subsets J 1 and J 2 . That is, at each pass of Step 1 or
Step 2, we examine successive jobs (not necessarily adjacent) that belong to the same subset. At the end, we obtain a feasible schedule to P2, whose expected total tardiness is no greater than the optimal objective value of the original problem. The expected total tardiness value of an optimal solution to P2 is possibly even less, so it is a lower bound for the original problem. The optimal solution to P2 can be found in polynomial time. For two solution procedures, each with O(n 2 ) time complexity, the reader can refer to Della Croce et al. (1998) .
A BS algorithm for other intractable problems
The proposed B&B algorithm relies on Theorem 3 as a dominance rule and Theorems 9 and 10 as lower bounds. These theorems are valid under the assumption that for any two jobs, their processing times are stochastically comparable. Also, machine breakdowns are not considered. In this section, we develop a BS algorithm that can be used with any processing time distribution and any objective function (RM1, RM2, SM1, SM2, or SM3) and that can also handle a general machine breakdown/repair process.
BS is an approximate B&B method which operates on a search tree. BS has been used to solve combinatorial optimization problems for the last two decades. There are several successful applications to job shop scheduling and flexible manufacturing systems scheduling problems with static and deterministic assumptions (Sabuncuoglu and Karabuk, 1998; Sabuncuoglu and Bayiz, 1999) . Generally speaking, BS is similar to a breadth-first search as since it progresses level by level without backtracking. However, unlike breadth first, only the best β (beam width) promising nodes are kept for further branching at any level. The potential promise of each node is determined by a global evaluation function, which typically estimates the minimum total cost of the best solution obtained from the partial schedule represented by the node.
In a BS implementation, the beams may progress independently (i.e., at all levels other than level 1, each of β promising nodes has a different ancestor), but in our implementation, we use dependent beams (i.e., at each level, all the descendants are evaluated and the best β of them are chosen without paying attention to their ancestors). Specifically, we first complete the partial schedule that the node represents according to the objective function in use. If the objective function is RM1, the schedule is completed according to the SEPT rule. Similarly, ATC is used for RM2, and SVPT is used for SM1, SM2, or SM3. We then simulate the resulting schedule ten times. The average of these objective function values is taken as the global evaluation function value. The simulations are done with the help of a simple discrete-event simulation model coded in C++ language. First, the processing times of the jobs are generated according to their respective probability distributions. After that, the machine uptimes and downtimes are generated and inserted into their proper positions in the schedule. Finally, the realized job completion times are obtained and used for the performance measure calculations.
Computational experiments
The performance of the proposed algorithms was measured on a non-dedicated Linux box with dual AMD Opteron 2.6 GHz CPUs and 2 GBs of physical memory. The codes were written in C++ language. The data generation scheme, initially proposed by Fisher (1976) , is explained in the next section.
Test problems and BS parameters
The problem instances of varying degrees of difficulty are generated by means of two factors: tardiness factor (TF) and range of due dates (DR). For each problem, first the processing time means are generated from a uniform distribution with parameters (1, 100). Then the due dates are generated from a uniform distribution, which depends on the sum of the processing time mean (P) and on R and T. The due date distribution is uniform over [P(1 -TF -DR/2), P(1 -TF + DR/2)]. The values of TF and DR are selected from {0.2, 0.4, 0.6, 0.8} and {0.2, 0.4, 0.6, 0.8, 1.0}, respectively. This yields 20 combinations of TF, DR for each problem size. The number of jobs n is selected from the set {10, 20, 30, 40, 50, 75, 100}. Ten different instances were solved for each setting of n, TF, DR, which gives 200 instances for each choice of n. For the B&B algorithm, problems up to the size of ten (n = 10) were solved. For the BS algorithm, all problem sizes were solved for each objective function (RM1, RM2, SM1, SM2, and SM3). Table 3 summarizes the experimental settings.
We call each combination of n, TF, and DR a problem class. We also assign each problem class a code name: probxyz. Here x, y, z are the levels of the n, TF, and DR factors, respectively. For example, prob231 is the problem class in which n = 20, TF = 0.6, and DR = 0.2.
The beam width was taken as four. Recall that the proposed BS algorithm employs simulation as the global evaluation function. During simulation runs, we used a gamma distribution as a busy-time distribution with a shape parameter of 0.7 and a scale parameter to be specified. We used a gamma distribution with a shape parameter of 1.4 for the downtime distribution, as recommended by Law and Kelton (2000) . The scale parameter of the busy-time distribution was arranged so that the mean was 300. Simi- larly, the scale parameter of the downtime distribution was arranged so that the mean was 50.
Evaluation of the algorithms for 1 | X j ∼ H j (t) | RM2
Recall that the B&B algorithm was developed for the 1 | X j ∼ H j (t) | RM2 problem (i.e., there are no machine breakdowns) and the processing time distributions of any two jobs can be stochastically compared. We took the processing time distribution of each job as a gamma distribution, with a scale parameter of two. The shape parameters were arranged such that the mean processing times equaled the previously generated values (see Section 6.1). Only 200 tenjob problems were solved because of the computational time limitations. Each problem instance was solved two times, once using Lower Bound 1 (loose) and once using Lower Bound 2 (tight). Table 4 presents the results. In Table 4 , a better CPU time is marked with an asterix (*) for each problem class. We observe two things: (i) Generally, as TF and DR increase, the problems get easier and require less computational time to solve (i.e., the problems with loose due dates are harder to solve); and (ii) the extra computational time required for calculating a tight lower bound pays off for hard problem classes, but this is not worth the effort for easy problem classes. Tables 5 and 6 present the average number of pruned nodes due to the dominance rule for loose and tight lower bounds, respectively. We can observe that the dominance rule works quite effectively.
For example, on average, 7.1 nodes are pruned due to the dominance rule among the ten nodes in level 1. Among (10 − 7.1) × 9 = 26.1 nodes in level 2, the dominance rule prunes 15.1 and 13.7 for the algorithms with loose and tight lower bounds, respectively.
We also observe that the dominance rule prunes fewer nodes in each level for the algorithm with the tight lower bound, but this is expected because for this case, more nodes are pruned due to their upper and lower bound comparisons. The same 200 problems were also solved by the proposed BS algorithm for comparison. The solutions obtained from the BS were evaluated by the exact objective function, which is also used in the B&B algorithm (i.e., the reported results are not simulation values). Table 7 summarizes the results. Optimal objective function values and minimum CPU times obtained from the B&B algorithm are also included in Table 7 . The results indicate that the BS algorithm finds the optimal solution for 51 of the 200 problem instances. The deviation from the optimal values is under 2% for most of the problem classes. A paired t-test with α = 0.05 indicated that the differences in objective function are statistically significant for only the problem classes prob122 and prob132. We can conclude that the proposed BS algorithm performs quite satisfactorily for the 1 | X j ∼ H j (t) | RM2 problem and, if computational time is an issue, it can be safely used to generate schedules instead of the exact algorithm.
We also compared the performances of the BS algorithm and the ATC dispatching rule. Table 8 presents a summary of the results. The objective function values reported in this table are the averages of the simulated total tardiness values of the schedules generated by the algorithms. We observe that the BS algorithm performs better and all the differences are found to be significant by a paired t-test with α = 0.05. 
Evaluation of proposed BS algorithm for other intractable problems with machine breakdowns
The performance of the proposed BS algorithm was evaluated by solving numerous problem instances for each objective function. Since RM1, SM1, SM2, and SM3 are not due-date-related performance measures, ten instances from probx11 (x = 1, . . . , 7) classes were used during the experiments, giving rise to 70 problem instances for each objective function. In other words, tardiness factor (TF) and range of due dates (DR) do not vary among test problems because they are irrelevant. For RM2, ten instances from probxyz (x = 1, . . . , 7, y = 1, . . . , 4, z = 1, . . . , 5) classes were used, yielding a total of 1400 problem instances. All problems include machine breakdown/repair. Since these problems are analytically intractable we do not know their optimal solutions. Thus, we compared the performance of the proposed BS algorithm to a priority dispatching rule for each objective function. The dispatching rule that was used depended on the objective function. For example, if the objective function is RM1, SEPT is used. Similarly, SVPT is used for the stability measures (SM1, SM2, or SM3). Note that SEPT is optimal for RM1 and SVPT is optimal for SM1, SM2, or SM3 under special conditions (see Theorem 1 and Theorems 4 to 8). However, we expect these dispatching rules to also perform well under more general conditions (even if the stated optimality conditions in Theorems 1 and 4 to 8 do not hold). For RM2, three dispatching rules and three versions of the BS algorithm were considered. The first dispatching rule was ATC: at every time point t the machine becomes free, a priority index is calculated for each unscheduled job j , and the job with the highest priority is scheduled next. Note that the priority indices were calculated only at the deterministic completion times of the jobs. Additionally, two proactive versions of ATC, namely ProATC1 and ProATC2, were developed to incorporate the machine breakdown and repair information. In ProATC1, a job's processing time is inflated by the expected repair duration during the processing of that job. Specifically, the processing time for job j was taken as
The priorities of the jobs were calculated using these new processing time values. In ProATC2, the time points where the priority indices were calculated were adjusted to include machine breakdowns. tree, partial schedules in the nodes are completed by the ATC rule, and β nodes with the smallest total tardiness values are retained while the others are pruned permanently. Note that classical BS does not consider breakdowns or processing time variability. Simulation-based BS is like classical BS, except that it employs simulation as the global evaluation function; therefore, processing time variability and machine breakdowns are considered. In proactive BS, similar to simulation-based BS, the global evaluation function is based on simulation. The only difference is that in simulation-based BS, the partial schedules in the nodes are completed by the ATC rule before global evaluation, whereas in proactive BS they are completed by ProATC2.
To observe the effect of using simulation instead of surrogate measures, the same problem instances were also solved with a variant of the proposed BS algorithm (BS-M1) for each objective function. The most frequently used surrogate measure in the literature is the average slack method developed by Leon et al. (1994) . This measure was developed for a job shop environment with the makespan measure. The measure depends on job slacks, which is defined as the amount of time that a job's processing can be delayed without increasing the makespan of the schedule. Since in this study we operate in a single-machine environment with all jobs present at time t = 0, slacks for all jobs are zero and a slack-based measure cannot be applied. There are other surrogate measures that require inserting idle times, as in Mehta and Uzsoy (1998) . Since our solution space is the class of non-delay schedules, these types of surrogate measures are not quite applicable. BS-M1 uses the Method 1 surrogate measure in Goren and Sabuncuoglu (2008) to globally evaluate the nodes instead of simulation. Method 1 assumes that the machine fails after every constant busy-time period of length λL + (1 − λ)U, where λ is a real number between zero and one, and L and U are the 25th and 975th 1000-tiles of the busy-time distribution G 1 (t). It was also assumed that all repair activities last for a time period of length r, the expectation of the repair time distribution G 2 (t). Method 1 was developed for an environment where the job processing times are deterministic. To use it as a global evaluator, we further assumed that the job processing times are deterministic and their values are equal to the expectations of the respective processing (2008) indicate that λ = 0.6 performs well. Since the same up-and downtime distributions are used in this study, the same λ value is also used. To observe the impact of different repair time distributions on the performance of the proposed BS algorithm, the experiments were also conducted with an exponential repair time distribution (with the same mean) instead of gamma.
During our tests, we took the processing time distributions as exponential except for RM1. We used a normal distribution for RM1 because the SEPT schedule would be already optimal if the processing times were exponentially distributed (see Theorem 1). For RM1, variances of the processing times were generated as uniformly distributed over [1, 100] . If a negative processing time value was generated during the simulations, it was simply ignored and generated again.
The simulations (both as a global evaluator in the BS algorithms and as an estimator of the resulting objective function value for all algorithms) during the experiments performed in this section were replicated 100 times instead of ten.
A summary of the results is given in Tables 9 and 10 ; the best objective function values are marked with an asterix (*) whereas the worst ones are marked with a "+" sign.
As can be seen in Tables 9 and 10 , for the RM1 performance measure the proposed BS and BS-M1 are competitive. For the case with gamma repair time distribution, the proposed BS generally performs better, whereas BS-M1 performs the best for the case with an exponential repair time distribution.
For all three stability measures, the proposed BS algorithm is significantly better than the corresponding dispatching rule or BS-M1. We observe that BS-M1 gets better with increasing problem sizes. Regardless of the repair time distribution, dispatching rules perform better than BS-M1 for small problems while BS-M1 performs better for larger problems.
We also observe that the differences between the performances of the alternative algorithms for RM1 are relatively small compared to the other measures. The reason for such a good performance of SEPT for RM1 is that the optimality conditions stated in Theorem 1 are mostly satisfied for RM1 (except for stochastic comparability), whereas these conditions are not satisfied due to machine breakdown/repair for other measures and their respective theorems. This indicates that relaxing the stochastic comparability constraint is not as serious as relaxing the constraints on the machine breakdown/repair process. The summary of the results for RM2 is given in Tables 11  to 14. We make three main observations. First, the proactive approach does not always improve the performance of dispatching rules (in particular, ATC in our case) if it is not appropriately used. This is attested to by the better performance of traditional ATC over ProATC1. Our further investigation of this result indicates that how total repair time is distributed is important for the proactive use of dispatching rules. Recall that ProATC1 inserts the repair times for all jobs in proportion to their processing times. ProATC2, however, inserts the repair times by estimating the locations of the machine breakdowns in the sequence. Our results indicate that the latter method (ProATC2) performs significantly better than the former approach (ProATC1) and classical ATC. Our second main observation is that classical ATC is better than the classical BS for ten-, 20-, 30-and 40-job problems. BS yields better performance than ATC only for large problems. On the other hand, however, simulationbased BS is better than all ATC versions for all problem sizes. This indicates that using simulation as a global evaluation function improves the proposed BS significantly. Nevertheless, we should also note that using simulation as a global evaluation function increases the CPU times exponentially with increasing problem sizes.
In the final observation, we note that the advantage of using the proactive approach becomes more significant for large problem sizes. For example, simulation-based BS yields better results for ten-job problems whereas proactive BS is better for 20 or more job problems. Also, ProATC2 displays a progressively better performance than ATC when the problem size increases. Similarly, we observe that BS-M1 gets better with increasing problem sizes.
In summary, we can conclude that the proposed BS algorithm is quite promising for generating robust or stable schedules. It can also handle computationally intractable cases such as problems with a general machine breakdown/repair process. 
Concluding remarks and future research directions
In this paper, we study proactive scheduling in a singlemachine environment with random processing times and random machine breakdowns. We use an expected performance measure as the robustness criterion. We also consider three stability measures. Formal probability theory is used to analyze these measures and some optimality conditions are developed. In this study, we develop an exact algorithm for single-machine scheduling problems with processing time uncertainties. We also develop a BS algorithm as a heuristic to handle cases with machine breakdown/repair. Minimizing expected total weighted flow time in a singlemachine environment subject to random machine breakdowns is known to be NP-hard. Even though the status of the unweighted case (minimizing RM1) is unknown, it can be said that the problem is analytically intractable, for it is difficult even to calculate the objective function value of a given solution. For the special case where job processing times are stochastically orderable, Theorem 1 gives the optimal solution.
As for RM2, Theorem 3 gives a dominance rule for the case where no breakdowns are present and job processing times are stochastically orderable. Consideration of breakdowns or relaxing the stochastically orderable assumption quickly renders the problem analytically intractable, for it is known that the problem is NP-hard, as stated in Theorem 2.
SM1 and SM2 are closely related, thus we summarize them together. Sequencing the jobs according to a nondecreasing order of job processing time variances (SVPT) is optimal if no machine breakdowns are present (Theorem 4). If machine breakdowns are included, the SVPT rule is still optimal when the uptimes are exponential and the SVPT sequence coincides with the SEPT sequence (Theorem 5). Relaxing either of these assumptions, i.e., exponential uptimes or coincidence of SEPT and SVPT, the problem becomes analytically intractable. Just as in the case of minimizing RM1, even the objective function of a given feasible solution cannot be calculated analytically.
If the processing times are not random variables and the machine uptimes are exponentially distributed, SPT is optimal for minimizing SM3 (Theorem 6). Relaxation of either of these assumptions again renders the problem analytically intractable.
To sum up, in this study, we model uncertainty regarding job processing times and machine reliability with known probability distributions. We define several robustness and stability measures. This study contributes to the existing proactive scheduling literature in two ways: first, we identify the analytically tractable cases and we develop an exact algorithm to solve the common problem of minimizing the expected total tardiness using the insights gained while studying these cases. Second, for intractable cases, rather than taking an indirect approach by employing surrogate measures, we estimate the actual measures directly using simulation. The use of simulation in the existing studies may have been avoided because of its anticipated high computational burden. Our computational results, however, indicate that a BS algorithm that employs simulation as a global evaluation function is quite promising and requires reasonable computational times.
We can identify several further research directions. First, the proposed BS algorithm can be extended to more general multi-machine environments. Additionally, the job population in this study is fixed and all jobs are available at time 0. Inclusion of non-zero ready times and dynamic job arrivals will make the approach more applicable to real-life problems.
Second, both robustness and stability are important performance measures for the practitioners. A bicriteria algorithm that can handle both measures is of practical importance. The relationship and the trade-off between robustness and stability can also be analyzed.
Finally, robustness can be measured from a different point of view. For example, the notion of a β-robust schedule is used for the total flow time measure in the literature. A β-robust schedule maximizes the probability of achieving a system performance less than or equal to a given level T (Daniels and Carillo, 1997) . The same concept can be used when the performance measure is total tardiness. Along the same lines, new, easy-to-calculate robustness or stability measures can be developed. The insight gained from this study suggests that it is hard to find an exact method even when we slightly relax the optimality conditions in the theorems developed in Section 3 of this paper. In fact, there are other approaches in the literature that are used when dealing with uncertainty, including scenario planning and modeling with fuzzy numbers. We believe that such approaches could help alleviate the problems encountered in an analytical approach, such as the one taken in this study.
