Combining information from multiple sources is a fundamental operation performed by networks of neurons in the brain, whose general principles are still largely unknown. Experimental evidence suggests that combination of inputs in cortex relies on nonlinear summation. Such nonlinearities are thought to be fundamental to perform complex computations. However, these non-linearities contradict the balancedstate model, one of the most popular models of cortical dynamics, which predicts networks have a linear response. This linearity is obtained in the limit of very large recurrent coupling strength. We investigate the stationary response of networks of spiking neurons as a function of coupling strength. We show that, while a linear transfer function emerges at strong coupling, nonlinearities are prominent at finite coupling, both at response onset and close to saturation. We derive a general framework to classify nonlinear responses in these networks and discuss which of them can be captured by rate models. This framework could help to understand the observed diversity of non-linearities observed in cortical networks.
INTRODUCTION
The ability of the brain to perform complex functions relies on circuits combining inputs from several sources to make decisions and drive behavior. The principles governing how different inputs are combined in neuronal circuits have yet to be uncovered. One of the leading theoretical models for cortical dynamics and its dependence on inputs is the balanced network model [1; 2] . In this model, a 'balanced state' in which excitation and inhibition approximately cancel each other emerges dynamically, without fine tuning, in the strong coupling limit. This model captures in a parsimonious fashion multiple aspects of cortex dynamics. In particular, it leads to irregular firing [1; 2; 3; 4] , wide firing rate distributions [1; 2; 3; 5] , and weak correlations [6] (but see [7; 8; 9] ). These properties match experimental observations [6; 10; 11; 12; 13; 14; 15] and seem to be universal features of strongly coupled units, as they emerge in strongly coupled networks of binary units [1; 2] , current-based spiking neurons [4; 5] , and conductance-based spiking neurons [16] ; although the underlying operation mechanism might differ [16] . Another feature of strongly coupled neural networks is their linear input output relationship, or network transfer function [1; 2; 4; 16] . This property, however, is problematic for different reasons. First, it limits the possible computations implementable by such networks, as nonlinearities are fundamental to perform computations, and layers of networks with linear transfer functions can only perform linear computations. Second, it implies that different inputs should be summed linearly; a prediction which is contradicted by experimental evidence in cortex. In fact, multiple studies have found that neural responses to preferred stimuli are suppressed by contextual stimuli at high contrast and enhanced at low contrast (e.g. [17; 18; 19; 20] ). Third, linear combination of inputs fails to predict responses to natural images starting from those measured with elementary stimuli [21] .
Different mechanisms have been proposed to explain how nonlinearities can be produced in networks of neurons. One possibility is that nonlinear network response are generated by short-term plasticity [22] . However, the degree to which synapses are facilitated or depressed in vivo is not known. Moreover, it would be informative to understand whether nonlinear computations can be produced in networks with linear synapses. It has been pointed out that nonlinearities can be produced in rate models featuring a power-law transfer function [23; 24] . In particular, it has been shown that these models can produce saturated response while preserving contrast invariant tuning [23] , and that these features are reproducible in simulations of conductance-based neurons [23] . In the stabilized supralinear network model (or SSN [24] ), power-law transfer functions have been used to explain a variety of nonlinearities observed in cortex [25] . While these papers have been successful in explaining experimental data, their relationship to more realistic networks of spiking neurons is not fully understood. More generally, a theory of nonlinearities in networks of spiking neurons, explaining under what conditions they can be generated and what are the underlying mechanisms, is missing.
In this paper, we investigate analytically and numerically the response of networks of current-based integrate-and-fire neurons as a function of coupling strength. We show that, while a linear transfer function is obtained in the strong coupling limit, nonlinearities at response-onset and at saturation appear as the coupling is decreased. We systematically characterize how they are shaped by single neuron properties and network connectivity, and compare them to nonlinearities observed in rate models with power-law transfer function. A preliminary version of these results has been presented as abstract in [26] .
MATERIALS AND METHODS

Networks of spiking neurons
We study a randomly connected network of excitatory and inhibitory leaky integrate-and-fire neurons, using a theoretical framework that was developed in [3] and [4] . The network is composed of N leaky integrate-and-fire (LIF) neurons, out of which N E are excitatory (E) and the remaining N I = N − N E are inhibitory (I). The dynamics of the membrane potential of neuron i (i = 1, . . . , N ) obeys
where τ i , R and I i are the membrane time constant, the membrane resistance and the input current of the neuron. The input current is generated by the sum of incoming spikes generated by pre-synaptic neurons, which could be within or outside the network (external inputs); this input is written as
where t k j is the k-th spike generated by pre-synaptic neuron j at time t − D, D is a synaptic delay, and J ij is the synaptic efficacy from neuron j to neuron i. Every time the membrane potential V i reaches the firing threshold θ, neuron i emits a spike, its membrane potential is set to a reset V r , and stays at that value for a refractory period τ rp ; after this time the dynamics continues as before. Assuming that connectivity is sparse, that a neuron receives a large fixed number of presynaptic inputs from each presynaptic population, that each presynaptic spike causes a small change in membrane potential (J ij /θ 1), that temporal correlations in synaptic inputs can be neglected, that all neurons in a given population are described by the same single cell parameters, and that the network is in an asynchronous state in which all neurons fire at a constant firing rate, the firing rate of neurons in population A (A = E, I) is given by [4] 
where u max,A and u min,A are the distance form threshold and reset of the mean input µ A measured in units of noise σ A , i.e.
where means and variances are given by
Here ν AX are the average firing rates of neurons from outside the network providing inputs to population A, while K AB and J AB are the number of connections and the synaptic efficacy from population B (B = E, I and X for external) to population A. The right side of Eq. (3) is sometimes referred to as the Ricciardi transfer function, or nonlinearity [27] . It relates the presynaptic input mean µ and noise σ of a neuron to its firing rate. Firing variability is quantified with the coefficient of variation (CV) of inter-spike intervals (ISI), given by [4] 
The network activity is found self-consistently from Eqs. ((3)- (5) . As in [4] we investigated two models: model A, in which all neurons have the same biophysical and input connectivity properties, and model B, in which the excitatory and the inhibitory populations have different properties.
Through the paper, we use the following parametrizations:
• In model A, we use J EE = J IE = J, J EX = J IX = g X J, J EI = J II = gJ, K EX = K EE = K IX = K IE = K and K EI = K II = γK, so that the equations for means and variances become (note that in this model the excitatory and inhibitory rates are equal,
where, without loss of generality, we have absorbed a factor g X in the external drive ν X .
• In model B, we use
In this case, the equations for means and variances in both populations (A = E, I) read
where we have again absorbed g AX in the external drive ν AX . Moreover, we take inputs of the form ν AX = α A ν X , where α E,I are fixed parameters while ν X represents the intensity of the input.
Throughout the paper, we use θ = 20mV, V r = 10mV, τ E = τ I = 20ms, τ rp = 2ms, and γ = 0.25. Note that the equations for the firing rates are independent on the synaptic delays D and the total number of neurons N . We specify the values of these parameters for Fig. 8 where our analytical results are compared with numerical simulations.
FIG. 1
Network transfer function in the strong and weak coupling limits Network response in strongly coupled networks (left) features linear regions separated by abrupt transitions (red circles). In the weak coupling limit, the network transfer function becomes identical to the single cell transfer function. It is supralinear at low inputs, but then becomes sublinear at high inputs.
Rate models
In the last part of the results section, we analyzed which of the nonlinearities observed in spiking networks emerge in rate models. We study this question using two specific rate models:
Ricciardi rate model: : It is defined here using the single neuron transfer function of Eq. (3), assuming the noise amplitude is fixed. The f − µ curve of the A population is then defined as
where σ A is a fixed parameters. Once the f − µ curve has been fixed, rates in the network are computed as above, i.e. a self-consistency condition is imposed which gives the mean input currents µ A s as a function of the external drive and recurrent interactions.
Supralinear Stabilized Network (SSN) rate model: : In the SSN model, the f − µ curve is given by a power-law
Rates are computed as for the Ricciardi rate model.
RESULTS
Two nonlinear regions in network response at finite coupling
The main goal of this paper is to characterize systematically the network transfer function, that describes how the average E and I firing rates depend on external inputs to the network, and in particular how this transfer function depends on network parameters. This transfer function is well understood in two opposite limits (see Fig. 1 for an illustration of these two limits):
1. In the strong coupling limit, excitatory and inhibitory mean inputs need to 'balance' in both E and I neurons, for total inputs to remain finite, leading to a linear relationship between output and input rates [1; 2] . This linear relationship can only hold provided specific conditions on network parameters are satisfied (see below). Furthermore, this linear relationship only holds in a limited range of inputs, since output firing rates must be bounded between zero and a maximal value imposed by the refractory period. Therefore, the network transfer function is piecewise linear, as shown in Fig. 1A. 2. In the opposite weak coupling limit, the recurrent inputs become negligible compared to external inputs. Therefore, the network transfer function becomes in this limit identical to the single neuron transfer function, Eq. (3). In the presence of fluctuations in external inputs, this transfer function is expected to be generically sigmoidal (see Fig. 1B ), with a supralinear region at low rates, in the socalled subthreshold, or fluctuation-driven regime, while it is expected to become sublinear at higher rates, because of the refractory period (e.g. [28] ).
Intuitively, we therefore expect that recurrent connections should lead to an interpolation between these two extremes. In particular, we expect two non-linear regions, one at low rates, one at high rates (shown as red circles in Fig.1A ), whose size should decrease as coupling strength increases, separated by a linear region, whose size should increase as coupling strength increases. Furthermore, we would expect naively that the low rate region is supralinear, while the high rate region is sublinear. In the following, we show that these naive expectations are not necessarily true, since other behaviors are possible.
To get more insight into what controls reponse non-linearities, we need to analyze the equations that give the average population firing rates as a function of network parameters, Eqs. (3) (4) (5) . Here, we start by considering model A, in which E and I neurons have identical parameters, leading to a single equation describing the firing rates of both populations. The solutions of this equation depend on the single neuron transfer function, Eq. (3). In particular, Eq. (3) tells us that the mean firing rate is given as a function of two variables, u max = (θ − µ)/σ and u min = (V r − µ)/σ, that describe the distance of the mean inputs to neurons from threshold and reset, respectively, in units of input noise σ.
The high input/high rate regime
When the mean inputs are far above threshold (u max −1), neural firing is dominated by deterministic drift in the neuron membrane potential, and noise has only a weak effect on firing. In this regime, we use the first order term in the expansion
valid for large and negative u, to obtain a simplified expression of Eq. (3),
Eq. (12), is the transfer function of a single neuron receiving deterministic input, as expected from the fact that the mean input is far above threshold in units of the input noise. Higher order terms in expansion (11) provide corrections due to membrane fluctuations. Eq. (12) shows that the relation between ν and ν X in this regime is nonlinear. With the additional assumption |(u max − u min )/u max | 1 (which is equivalent to θ − V r µ − θ, a condition satisfied for µ sufficiently above threshold θ), we can expand Eq. (12) and obtain a direct relation between ν and ν X
where = Θ−Vr KJ is the fraction of recurrent excitatory inputs that are needed to fire simultaneously to drive the membrane from reset to threshold, and ν th = θ/KJτ is the external input needed to generate spikes in In all panels, dotted green lines correspond to the values at which u max = 1 and u max = −1, i.e. they indicate the separation between the different operating regimes mentioned in the main text. Firing nonlinearities at response onset and saturation are captured by approximated forms (black dashed lines) obtained for u max −1 (Eq. (15)) and u max 1 (Eq. (13)), respectively. For u max ∼ 0, the transfer function approaches the balanced-state solution (gray dashed lines, Eq. (17)); in the region −1 < u max < 1, the first order corrections are of order 1/ √ K and become negligible as K increases. In the suprathreshold regime (u max −1), the CV approaches zero, i.e. firing becomes regular, with a decay with input strength captured by Eq. 14 (dashed line). Parameters: J=0.2 mV, g=5.0, g X =1.
the absence of noise, respectively. Eq. (13) shows explicitly that the nonlinearity in this regime is generated by the presence of the refractory period τ rp , while the parameter controls the deviation from the linear prediction.
In Fig. 2 first row, we compare the prediction of Eq. (13) with the numerically computed solutions of Eqs. (3)-(5) for various values of K = 1000, 10, 000, 100, 000, J = 0.2mV, g = 5. Numerical solutions of the mean-field equations show that our approximation gives a good description of the transfer function, capturing the nonlinearity observed close to saturation. As expected from Eq. (13), the width of the nonlinear region close to saturation expands as increases. For instance, for K = 1, 000, we have = 0.05, and the deviations from linear behavior are already significant when the firing rate is less than half its maximal value. On the other extreme, for the unrealistically high value K = 100, 000, = 0.0005 and the non-linear region becomes extremely small.
Consistent with the idea that, for u max −1, firing is driven by deterministic drift, the CV of the ISI is found to be smaller than one in the high input regime (see Fig. 2 second row); with a value that becomes smaller and smaller as ν X increases. Using Eq. (11), we derive a simplified expression for the CV starting from Eq. (6) given by
This expression captures the decay of the CV observed in Fig. 2 , and shows that, as the neural firing rate ν approaches its maximum value, the CV goes to zero as 1 − τ rp ν.
Low input/low rate regime
For membrane potential far below threshold (u max 1), firing is driven by large stochastic fluctuations, so that noise can no longer be neglected. In this regime, in the simplified framework of model A, Eq. (3) is well approximated by [4] 
The transfer function obtained solving Eq. (15) is nonlinear and provides a good description of the response for small rates. Specifically, the response shows threshold like nonlinearities, with threshold close to ν th ; we will characterize this in more detail in the following sections. Consistent with the fact that firing is produced by large fluctuations, the response is highly irregular (CV of order one or above) (see Fig. 2 second and fourth row). Note that the CV depends non-monotonically on input rate, as shown in [29] .
Intermediate linear region
Up to now, we have shown that network response is expected to be nonlinear in the regions of rates corresponding to u max −1 and u max 1; we will now show that in the region between these two regimes the response is expected to be approximately linear. For fixed values of ν X and ν, we can write u max = ω with ω constant of order one. In this regime, neural firing is driven by input fluctuations if ω > 0, or a combination of deterministic drift and fluctuations if ω < 0. The transfer function can be found iteratively for every value of ν and ν X as
Eq. (16) shows that, for ω = 0, the transfer function always matches the balanced-state solution [1; 4] 
For ω of order one, deviation from this solution are expected to be of order 1/ √ K. To test this, we plot in Fig. 2 first row the balanced-state solution (gray dashed-lines): network responses are found to be close to this solution, with a distance that decreases as K increases. The balanced-state model [1] is characterized by a linear transfer function (given by Eq. (17) with our notation). Consistent with the fact that this model has been derived in the strong coupling limit, we find that as K increases the network response converges to the balanced-state solution.
The above argument can be generalized for the more general case of model B. Using the approximations derived above, we can deduce that nonlinearities in the network response will appear any time that one or both populations have mean inputs far below threshold or above threshold. Moreover, an approximately linear solution appears when both mean inputs are close to threshold, with a scaling close to the one predicted by the balanced-state model up to corrections of order 1/ √ K. In the following sections we systematically classify these nonlinearities as a function of the network parameters.
Saturation nonlinearities
In this section, we use a perturbative approach to characterize saturation nonlinearities, first in model A and then in model B. We find that a key role is played by linear solutions obtained in the strong coupling limit, i.e. balanced-solutions, which serves as a starting point for the perturbative expansion, and by the coupling strength, which determines the amplitude of the deviation from linear response.
Model A
We start our analysis of saturation nonlinearities by computing numerically responses in the mean field theory, i.e. solving Eq. (3)-(5), for different parameter values. The network response, for mean input µ above threshold, depends on g, K, and J; it depends only weakly on g X since, in this regime, responses depend weakly on noise amplitude. Results of the numerical analysis are shown in Fig. 3 . Note that in this figure input firing rates are rescaled so that the balanced limit is the same regardless of the parameters. The transfer function shows a sublinear scaling as the network rate approaches saturation ( Fig. 3 A-C), but nonlinear effects are seen at low rates, especially for small K; the CV decreases monotonically for sufficiently large inputs ( Fig. 3 D-E). To understand the generality of these results, we turn to the approximated expressions of Eqs. (13) and (14) .
As shown in Fig. 3 A-C, solutions of Eq. (13) capture the observed nonlinearities across input strength and parameter values. Surprisingly, they provide a good approximation of the network transfer function also for u max ≈ 1, i.e. beyond the range of validity of Eq. (13). These results suggest that Eq. (13) can be used to understand nonlinearities in the whole range of activity levels above response onset.
To classify possible nonlinear responses, we solve Eq. (13) using a perturbative expansion in ,
The zeroth order solutions are found taking = 0 (strong coupling limit) in Eq. (13); there are two such solutions:
The first solution corresponds to the balanced-state solution of Eq. (17) while the second solution corresponds to saturated activity, with firing at maximum rate. 12) and (14) . This validation of the approximated rate equation motivates the perturbative approach used in the main text and allows to classify nonlinearities in a general way. Simulation parameters: J=0.2 mV, K = 10 3 in (A,D); g=5.0, J = 0.1mV in (B,E); g=5.0, K = 10 3 in (C,F); in all plots g X =1, τ =20ms.
Using the balanced-state solution in the expansion, we get
In the inhibition dominated regime (gγ > 1), which is thought to underlie cortical dynamics [4] , the first order correction is always negative and its absolute value becomes larger as the rate increases; this shows that the output rate increases sublinearly with input rate, regardless of the choice of parameters. Eq. (20) also shows that the deviations from linear response increase with . At finite coupling ( > 0), the first order correction is linear if τ rp ν 0 1; nonlinear corrections become large when ≈ (γg − 1)(1 − τ rp ν 0 ). Using the saturation solution in the expansion, we get
.
This equation shows that the rate approaches saturation as 1/ν X for all connectivity parameters. Note that, in the inhibition dominated regime, corrections with τ rp (ν X − ν th ) < (γg − 1) produce rates above saturation, which are not realizable. It follows that the saturation solution appears only when the balancedsolution is larger than 1/τ rp , i.e. the two solutions found at = 0 are mutually exclusive at finite coupling; this will not be true in model B.
As in the previous section, the approximate CV expression of Eq. (14) captures the decay as activity approaches saturation, ensuring that the suppression of irregular firing is expected for all parameter values. However, unlike what happens for the rates, the approximated expression departs from the mean field value as soon as u max ≈ −1 (see Fig. 3 second row).
Model B
In this section, we characterize saturation nonlinearities in model B. Using the perturbative method introduced for model A, we show that the network transfer function, at a fixed external drive, has in some cases multiple solutions. In cases in which there is a unique rate value, depending on the connectivity matrix and coupling strength, the response can be a sub-linear, linear or supra-linear function of the input.
As discussed in the methods section, model B features one excitatory and one inhibitory population with rates ν E,I and external drive ν EX , ν IX = α E,I ν X . The transfer function of the network is obtained solving Eq. (3)-(5) which, in the limit in which the inputs to inhibitory neurons are much larger than threshold, is approximated by
where = Θ−Vr K EE J EE is the fraction of recurrent excitatory inputs that are needed to fire simultaneously to drive the membrane of an excitatory neuron from reset to threshold, β = K EE J EE K IE J IE is a parameter measuring the ratio of total recurrent excitatory synaptic strength onto excitatory and inhibitory neurons, ν th,A = θ K AE J AE τ A is the external firing rate needed to bring population A at firing threshold, in the absence of recurrent inputs.
Admissible solutions of Eq. (22), i.e. with rates in the range [0, 1/τ rp ], provide a good approximation of the network transfer function. The advantage of using Eq. (22) is that it is polynomial in the rates and can be easily solved with an expansion of the form
Moreover, as discussed above, ν 0 E,I solutions describe, up to corrections of order 1/ √ K, the network response for |u max | ∼ 1.
We now investigate the structure of the network transfer function using the expansion. To simplify expressions, in what follow we omit contributions coming from ν th,A . For = 0, there are two solutions of Eq. (22) in which both populations are not saturated. The first of these solutions, which will be called s1 or regular, has the first two terms of the expansion given by
This solution corresponds to the classic 'balanced' solution [1; 2] . In the strong coupling limit, regular solutions feature excitatory and inhibitory rate increasing linearly with input strength. For finite coupling, the network transfer function deviates from this linear scaling. In particular, the response of one population 26) and (27) in the strong coupling limit (dotted lines). In each panel, the first (second) row shows the excitatory (inhibitory) firing rate as a function of ν X . (A,B) Nonlinear solutions obtained at finite coupling starting from solution s1 and s2 for different β values. (C-F) All admissible cases of coexistence of multiple solutions at low ν X ; note that, as expected from our analysis, the number of solution changes as ν X increases. Simulation parameters are:
is supralinear (sublinear) if the first order correction is positive (negative). For instance, the excitatory rate is a supralinear function of inputs if
sublinear scaling appears if the above inequality is not satisfied. Analogous conditions holds for the inhibitory population. In agreement with this result, we find numerically that solutions of Eq. (3)-(5) which approach s1 solutions for = 0 transition from sublinear to supralinear as β increases (Fig. 4A ).
The second unsaturated solution of Eq. (22) obtained for = 0 will be called s2 or supersaturated and is given by
In the strong coupling limit, the inhibitory rate increases linearly with the external drive while the excitatory population remains silent due to overwhelming inhibition. Applying the same approach as the one used for s1 solutions, we find that s2 solutions at finite coupling admit only sublinear scaling (Fig. 4B ). Supersaturating solutions have been recently proposed to underlie nonlinear summation in cortex [23; 24] . We will discuss them in more detail in the following sections.
Up to now, we have assumed that only one of the two solution types appears for any given value of ν X . In what follows we discuss under what conditions the assumption is valid and what happens if these conditions are not met. In this analysis, a key role is played by saturated solutions of Eq. (22) which are of three types
In the strong coupling limit, in s3 solutions, both populations are saturated; in s4 and s5 solutions, only one population is saturated while the other changes linearly with inputs.
To analyze solution admissibility, for any given value of ν X , we compute the rates predicted by the expansion up to first order and investigate for what parameters each solution is within the [0, 1/τ rp ] range. Conditions obtained for general values of ν X are given in SI. . For simplicity, here we analyze results obtained for ν X = 0; because of response continuity, these results are valid also in a range of sufficiently small external inputs. In this range of inputs, we find that there are seven possible scenarios, 3 with a single admissible solution (s1, s2 and s3), and 4 with three admissible solutions ({s1, s2, s3}, {s1, s2, s5}, {s1, s3, s4}, {s2-s3-s4}). When there are three solutions, we expect at least one of these solutions to be unstable; we will come back to this point during the analysis of network simulations and in the discussion.
We find that s1 solutions are the only one admissible if
analogously, s2 solutions are the only one that appear if
Note that the conditions in Eq. (29) are analogous to those for supersaturating solutions in the SSN [24] . The first two inequalities ensure suppression of excitatory rate with increasing input strength; reabsorbing J EA into α A , they correspond to the conditions Ω E < 0 and det J > 0 found in [24] . The last two inequalities prevent the existence of saturated solutions. Because of the presence of the refractory period in our model, the mathematical expressions are different in the SSN -the analogous condition in [24] being α 2 E Ω E < Ω I α 2 I . Any time Eqs. (28) or (29) are violated, multiple solutions appear. All the above-mentioned combinations of coexisting multiple solutions for ν X ∼ 0 are shown explicitly in Fig. 4C -F. Note that the admissibility conditions derived in SI depends on the value of ν X . Therefore, as ν X increases, the number and the identity of solutions is expected to change; examples of this phenomena are given in Fig. 4 , where s1-s5 ( Fig. 4D ) or s1-s4 ( Fig. 4E ) solutions merge for ν X τ rp ∼ 0.05 leaving only one admissible solution for larger inputs. Using the relations derived in SI, we also derive relations between solutions that must be satisfied for arbitrary values of ν X . First, we find that solutions s3 and s5 are mutually exclusive and can never appear at the same time. Second, any time that solution s1 and s2 are admissible at the same time, s4 solutions are not admissible. These two results imply that, for any value of ν X at most three saturation-generated solutions can coexist. Finally, for large ν X , only s3 solutions are admissible, i.e. as the input intensity increases, both populations eventually saturate.
To summarize, we have shown that in model B at finite coupling, the network response can have one or multiple solutions. We have provided a general framework which, given the network parameters, predicts the expected number of solutions and their nonlinearities at finite coupling.
Response-onset nonlinearities
In this Section, we characterize nonlinearities generated at response onset, first in model A and then in model B. In both models we show that, at response onset, one or multiple firing rates can coexist while, at larger input stimuli, response approaches the balanced-solutions described in the previous section.
Model A
To understand the possible nonlinearities appearing at response onset in model A, we rely on Eq. (15), whose solution provide a good approximation of the network response for u max 1. In this regime, we were not able to find a useful perturbative expansion and hence we will use a different approach, analyzing how the response evolves as a function of input strength ν X .
For small enough ν X , effects of recurrent interactions in the network are negligible, feedforward inputs dominate over recurrent inputs, and the transfer function is given by
As shown in Fig. 5A , Eq. (30) captures the response for small rates: response rises exponentially as ν X approaches ν th .
As ν X increases, the network rate increases and recurrent inputs become relevant. In particular, recurrent inputs impacts network response as soon as their contributions to current mean or noise are of the same order as feedforward input. Specifically, using Eq. (15) we find that this happens as soon as ν approaches the minimum between (ν X − ν th )/(1 − gγ) and ν X g X /(1 + g 2 γ). At this point, the transfer function is found solving the implicit Eq. ((3)-(5)) (or its simplified form Eq. (15)). We find numerically (see Fig. 5B -D) that, up to the point at which the membrane potential is close to threshold (u max ∼ 1), there is either a single solution, or three solutions to the equations for the population firing rate. When a unique solution is present, firing increases supralinearly with inputs. For larger input values, the transfer function is determined by the linear response of the balanced-state regime.
As pointed out in [30; 31] , multiple solutions emerge because of the positive feedback induced by the variance of the fluctuations in recurrent synaptic inputs and can be understood as follows. Let's consider 5)) (red). Response at low rates is determined only by feedforward inputs (black, Eq. (30)); effects of recurrent noise (blue) and mean (green) become relevant at higher rates, with opposite effects on the number of solutions. (C-F) Effects of different parameters on the number of solutions in network response Simulation parameters, unless otherwise specified in legend, are K = 10 3 , J=0.5 mV, g=5.0, g X =1, τ =20ms. the fictitious dynamics given by [31] 
The fixed points of the above equation gives the network response at fixed input, i.e. the network transfer function; when multiple solutions are present, one solution must be unstable. This means there must be a solution for which the linearized dynamics
has λ > 0, with
Since the above equation is valid for u max 1, multiple solutions can be generated only if the derivative of u max with respect to ν is sufficiently large and negative. This derivative is given by
The above equation shows that, in an inhibition dominated network (gγ > 1), recurrent input mean and fluctuation have opposite effects; while the mean inputs provide negative feedback and hence cannot generate more than one solution, fluctuations provide positive feedback and therefore can potentially lead to multiple solutions. This is verified in Fig. 5A , where we compare network response computed from Eq. ((3)-(5)) with and without either recurrent input mean (µ rc = ν(1 − gγ)) or noise (σ 2 rc = ν(1 + g 2 γ)); it show that noise is the key factor to produce multiple solutions.
We characterize the number of solutions numerically, since the nonlinearities make an analytic approach unfeasible. First we note that, out of the 5 model parameters in Eq. (15) (τ , K, g X , J, and g) only 4 are relevant in determining the response structure, since τ fixes the overall scale of the rates. Results of the numerical investigation are shown in Fig. 5B -E. For all parameters, the low rate response rises exponentially up to the point at which recurrent inputs are no longer negligible. After this point, the network shows either supralinear increases or multiple solutions. Increasing J and K ( Fig. 5B-C) decreases the response onset point, as expected by the definition of ν th , and lead to multiple solutions. Changing g (Fig. 5D ) has little effect on response onset but it affects the slope of the balanced-solution. Finally, increasing g X (Fig. 5E ) reduces the likelihood of having multiple solutions; this is due to the fact that recurrent input noise becomes negligible compared to the feedforward input noise.
Model B
In this section we analyze the behavior of model B at response onset. As discussed above, at low input rates, responses are determined by feedforward inputs, and the contribution of recurrent interactions are negligible. At larger input rates, when at least one of the two population has u max of order one, recurrent interactions are relevant, the network response is approximately linear and approaches one of the solutions derived in the previous section (e.g., when only one solution is present, regular or supersaturated). The response region connecting these two regimes is expected to be nonlinear; characterizing possible nonlinearities is the goal of this section. Unlike the case of model A, however, the large number of parameters makes an extensive exploration of possible behaviors unfeasible. Therefore, we focus our investigation on the role of coupling strength, which in model A was found to have a major role in determining the type of response nonlinearity.
Examples of excitatory and inhibitory activity for regular and supersaturated solutions are shown in Fig. 6 . We find that, in the region of inputs connecting response onset to the balanced solution, rates can either have a unique or multiple solutions. When only a unique solutions is present, response increases supralinearly in the regular case ( Fig. 6A ) and has a supralinear increase which eventually becomes sublinear in the supersaturated case (Fig. 6B) . In model B, there are two independent ways in which coupling strength can be modified to affect these responses: uniform change (e.g. increase K EE with K EE = K IE ) and relative change (e.g. fix K EE and change K IE ).
In regular solutions, a uniform increase in coupling strength reduces the region of nonlinear response, promoting a more sudden transition to linear scaling (Fig. 6A, first vs second columns) . The same modification in supersaturated solutions reduces the peak response of excitatory cells and increases the likelihood of having multiple solutions (Fig. 6A, first vs second columns) .
The main effect of changing the relative coupling is to move the relative onset point of the two populations, since it controls the ratio of ν th,E and ν th I . For instance, increasing K EE at fixed K IE makes the excitatory 5) for regular (A) and supersaturated (B) solutions at different coupling strengths and for different β = K EE J EE /K IE J IE . The size of the nonlinear region decreases as the coupling strength increases and as the inhibitory activation threshold decreases. In B, the lack of purple curve in the first row means that the firing rates are very close to zero in the whole range of inputs. In the plots, response onset emerges around 0.1 ν th because of the value g EX = g IX = 10 used in simulations. As showed in Fig. 5F , this choice enhances the amplitude of the nonlinear region by decreasing the likelihood of having multiple solutions. Other simulation parameters are: , J EE = J IE = 0.1mV, g I =3.9,
population respond at lower input rates than the inhibitory population. For small modifications, this leads to a larger region of supralinear response (e.g. first column of Fig. 6B light blue vs yellow lines). For larger modifications, it produces multiple solutions, since the excitatory population is unstable on its own (e.g. first column of Fig. 6B red line) . Finally, we note that similar effects could be produced modifying the relative onset point of the two populations through changes in other parameters, such as J EE of J IE .
In model B, there are two independent sources of positive feedback which can generate multiple solutions: noise and excitatory-to-excitatory connectivity. Which of these sources generates the observed multiple responses? We already know that, when network structure reduces model B to model A, i.e. when excitatory and inhibitory populations have the same properties, multiple solutions are generated by noise feedback. Are noise-generated multiple solutions limited to this specific case or a more general feature of model B? To answer this question, inspired by model A, we computed numerically the network response with and without recurrent noise, for different values of network parameters; results are shown in Fig. 7 . At all coupling values, results along the line g E = g I are analogous to model A, as expected. At strong coupling, for a significant fraction of parameter space, the presence of multiple solutions is generated by noise, as they disappear when noise is removed. Interestingly, at weak coupling, noise seems to stabilize activity in a finite fraction of the parameter space; this phenomenon could be due to the larger increase in inhibitory response produce by its positive feedback coming from recurrent noise of inhibitory population.
These results show that, in model B, response onset is nonlinear and that a full characterization of response nonlinearities requires recurrent noise to be included in the model. This represents a qualitative difference with respect to rate models, where recurrent noise is not taken into account. In the next section we show how the results obtained so far compare with rate models.
Comparison with network simulations and rate models
Results on response nonlinearities described up to this point have been obtained using a mean field analysis of networks of spiking neurons. In this section, we compare these results to other two approaches widely used in the study of neural networks: network simulations and rate models.
Network simulations
We perform numerical simulation in networks with either uniform or Erdös-Rényi connectivity. In the uniform case, all neurons receive exactly the same numbers of external, recurrent excitatory and recurrent inhibitory connections, i.e. there is a fixed in-degree for all types of connections. In the Erdös-Rényi (ER) case, the adjacency matrix specifying the existence of a synapse from any presynaptic to any (distinct) post-synaptic neuron is composed of i.i.d. Bernoulli variables, with connection probability given by ratio between mean number of connections and number of neurons in the presynaptic population. This leads to fluctuations in numbers of in-degrees between neurons which generates, in the balanced limit, a wide distribution of firing rates [1; 2; 3; 5]. The mean-field theory we have used so far assumes a fixed in-degree.
FIG. 8
Spiking-networks nonlinearities in network simulations and rate models. Comparison of responses computed with: mean field theory of spiking networks (first column); network simulation with uniform (second column) and random (third column) connectivity; rate models (Ricciardi model, fourth column, and the SSN, fifth column). Different rows correspond to different values of α E,I and g E,I . Prediction of the mean field theory match numerical simulations, with the only exception of the lack of supersaturation in networks with random connectivity. Spiking networks present nonlinearities at saturation and at response-onset. Saturation nonlinearities are generated by the refractory period and hence are captured only by the Ricciardi model and not by the SSN, which lack this ingredient. These nonlinearities have effects also at low rate and constraints the parameter space over which the response is unique. Response-onset nonlinearities have similar structure in the three models but in spiking network are smaller in size and feature multiple solutions generated by noise feedback. Network structure (from top): g E = 8, g I = 7, α E = 4, α I = 2 ; g E = 2.08, g I = 1.67, α E = α I = 1; g E = 4.5, g I = 2.9, α E = α I = 1; g E = 4.1, g I = 2.46, α E = 1, α I = 0.2; g E = 7, g I = 6, α E = 1, α I = 0.7. In all simulations, for spikingnetworks mean field, simulations and Ricciardi model: J EE = J IE = J; K EX = K EE = K IE = K; g EX = g IX = 1. (except second row, where J EE = J IE 2.5/2.4 = J, and fourth row, where K EX = K EE = 2K IE = 2K); values are for 400 K and 0.2mV for J in all simulations except for noise driven bistability where J = 0.5mV. In Ricciardi model, σ E = σ I = σ; σ matches noise at threshold in spiking neurons and is (from the top): 25mV, 10mV, 3mV, 5mV, 7mV. In the SSN, k = 0.04, n = 2, W EE = W IE = 1, W AI = γg A except in second row, where W IE = 2.4/2.5 and W EI = γg I 2.4/2.5, and fourth row where W EE = 2 and W EI = 2γg E . Simulations of networks with uniform connectivity are useful to check that MF results are accurate, in spite of all the involved approximations (see Materials and Methods); simulations of ER networks allow us to assess the robustness of our results to heterogeneities.
Network simulations were performed with the simulator BRIAN2 [32] using networks of N E = 11 K EE excitatory and N I = 11 K EI inhibitory neurons, receiving excitatory inputs from ensembles of N EX,IX = 11 K EX,IX independent Poisson units firing at rates ν EX,EI , respectively. We used uniformly distributed delays of excitatory and inhibitory synapses. Delays were drawn randomly and independently at each existing synapse from uniform distributions in the range [0, 100]ms (E synapses) and [0, 1]ms (I synapses) [31] . These extreme values ensure no synchronized oscillations are present (see Discussion). For fixed network parameters, rates were computed starting from a given initial condition and gradually increasing the external drive. We explored different initial conditions to check for multiple solutions. Stationary responses obtained for different representative parameter sets are shown in Fig. 8 . For connectivity parameters leading to saturation nonlinearity, results of the network simulations closely match predictions of the mean field theory. In the case in which multiple solutions are expected from the mean field theory, either generated at saturation or at response-onset, simulations capture the upper and lower branches of the response; the absence of the middle branch suggests that it corresponds to unstable fixed points of the dynamics. Simulations obtained for parameters generating supersaturation in the mean field model are found to depend on the connectivity structure. For uniform connectivity, simulation follows the same trend of the mean field prediction, with inhibitory rate increasing monotonically while excitatory rate show an increase with inputs at low intensity and suppression at larger inputs. We note that, although this mean response follows the trend of the mean field prediction, the network showed oscillatory activity in the region of maximum excitatory response despite the broad distribution of synaptic delays. In the case of random connectivity, on the other hand, we found that the suppression of excitatory response is not present. This lack of supersaturation at the population level is generated by an heterogeneity in responses of excitatory cells, with 66% of cells which are silent while the remaining 33% show a weak increase in rate with the external drive. Despite this difference, a common features of supersaturating solutions in networks of spiking neurons, observed both in the mean filed theory and in simulations, is that the peak response of excitatory cells is small. The intuitive reason why firing rates of excitatory neurons are generically small in this scenario is that rates go to zero in the strong coupling limit.
These numerical results validate the analysis derived above as a good description of the response in spiking networks, with the only exception given by the lack of supersaturation in networks with random connectivity. In what follows we compare how rate models compare to results obtained in spiking networks.
Rate models
Rate models are characterized by a fixed relation between input current µ and firing rate response (here referred to as f − µ curve); this is not the case in spiking networks, where the firing rate also depends on the noise level which, in turns, depends on the input rate. Here we focus on two specific models: a 'Ricciardi' model, in which the single unit transfer function is given by the Ricciardi nonlinearity at fixed noise value, and the SSN [24] , where the single unit transfer function is a power law with an exponent that is larger than one; a mathematical definition of these models is given in the Methods section. The comparison between different models is performed computing responses in networks of given input structure α E,I and of recurrent inhibition g E,I ; this choice ensures the same balanced-solutions in all models and limits differences to the nonlinear response regions. In the Ricciardi-model, parameters are as in spiking network, the only exception is the noise level, which must be specified. We fix this to be approximately the value observed in the spiking-network model at threshold. In the SSN, we fix parameters as in [24] , i.e. we assume a powerlaw nonlinearity with exponent n = 2 and proportionality constant k = 0.04.
For networks producing saturation nonlinearities ( Fig. 8 first and second rows) , the Ricciardi-model recapitulates quantitatively responses observed in spiking networks. As mentioned during our analysis of saturation nonlinearities, this is due to the fact that in spiking network the response in the balanced-regime and for larger rates depends weakly on the noise level. It follows that the agreement between spiking networks and the Ricciardi model is valid for all saturation nonlinearities discussed in model A and B. The SSN, on the the hand, shows substantial discrepancies. In particular, for network structure generating sublinear response in spiking network ( Fig. 8 first row) , the SSN responds linearly; in the parameter conditions in which spiking network shows multiple solutions at zero inputs and maximum firing at large inputs ( Fig. 8 second row) , the SSN shows supersaturation. These discrepancies are expected, since the SSN does not include a refractory period, i.e. the ingredient needed to generate saturation nonlinearity. While these nonlinearities can be captured by adding a refractory period to the model, our results show that consequences of the refractory period appear at rates that are much lower than 1/τ rp . First, for moderate coupling, response is nonlinear for rates that are far from the maximum firing rate. Second, saturation nonlinearities limit the parameter space in which the network has a unique solution. In particular, the network structure used in Fig. 8 second row is the one used in [24; 25] , where a large region of nonlinear responses has been used to explain nonlinearities observed in input summations in the cortex. Our results show that these parameters produce multiple solutions (specifically having g E < 1/γ generates the coexistence of s2, s3 and s4) and saturation when the refractory period is taken into account. This saturation of the two population in s2 solutions comes from the fact that, at large inputs, the inhibitory population saturates while the external input to excitatory cells (α E ν X ) keeps increasing. As showed during the analysis of saturation nonlinearities in model B, supersaturation without additional solutions can be generated imposing g E > 1/γ, i.e. with larger recurrent inhibition to excitatory cells. Note that, at a given value of inhibitory rates, this constraint limits the peak amplitude that the excitatory population can reach in supersaturating solutions.
We next focus on response-onset nonlinearities. In spiking networks, rates at responses onset can either increase supralinearly or go through a region with multiple solutions; for larger inputs, rates approach the balanced solutions. Example of these transitions are shown in the last three rows of Fig. 8 . For network structure leading to supersaturating solution in spiking networks, the same qualitative behavior is observed in rate models but quantitative differences are observed. First, because of feedback coming from recurrent noise, the supralinear region at response onset is stiffer in spiking network. Indeed, the response in the Ricciardi-model, where the noise amplitude is fixed and there is no positive feedback coming from noise, is much less steep. A second major quantitative difference is that the peak excitatory rate is smaller in spiking network and Ricciardi model with respect to the SSN; we will come back to this point at the end of this section. For network structures leading to multiple solutions at response-onset, we should distinguish two cases: mean and noise generated multiple solutions. For some parameters, positive feedback due to mean recurrent input generates multiple solutions; this mechanism is also present in the Ricciardi model, and also in the SSN (Fig. 8, fourth row) . On the other hand, when multiple solutions are generated by noise feedback in spiking networks, there are no multiple solutions in rate models ( Fig. 8, fifth row) ; this is expected because in rate models there is no positive feedback generated by recurrent noise.
Effects of coupling strength in the supersaturating scenario
We have shown that, in spiking networks, supersaturating solutions tend to have a lower peak response than in the SSN (Fig. 8, third row) . Here we investigate how this result changes as a function of coupling strength We perform our investigation using the Ricciardi model, which can be more easily compared with the SSN, since they both have a fixed f − µ curve; similar results were found in the LIF network (data not shown).
The SSN [24] is characterized by a supralinear f − µ curve (specifically, a power-law), which generates an effective coupling strength between neurons that increases monotonically with rates. Writing the stationary condition for the two populations (E, I) as the effective weight from population B to population A is given by
Therefore, as ν X increases, no matter how small the W s are, there is always be a value at which the effective coupling becomes strong enough to trigger an instability of the excitatory network, which is eventually stabilized by inhibition. As shown in [24] , the excitatory response is suppressed at larger ν X , i.e. supersaturation appears, if the connectivity connectivity is such that
In the Ricciardi model, the f − µ features an expansive nonlinearity, with an exponent larger than two, at low µ, and becomes linear as µ increases (Fig. 9B ). Applying Eq. (35) locally, around a given value of µ, shows that effective coupling strength increases with activity only up to the linear region of the f − µ curves, and saturates in that linear region. Note that in this figure we use τ rp = 0. In the presence of a refractory period τ rp > 0, the effective coupling strength reaches a maximum and then gradually decreases as the neuron gets closer to saturation. Therefore, in the Ricciardi model, the excitatory instability can be generated only if the effective weights become large enough before the point at which the f − µ curve becomes linear. On the other hand, if the effective weights are not large enough to destabilize excitation when the f − µ curve enters the linear region, excitatory instability, and hence supersaturation, will not appear even for larger current values. In agreement with this argument we find that, while a moderate reduction in coupling strength increases the peak excitatory rate, supersaturation eventually disappears as coupling strength decreases (Fig. 9A) . At the same time, the instability point of the excitatory subnetwork, defined as the point at which nk 1 n ν n−1 n E W EE > 1, approaches the linear part of the f − µ (Fig. 9B) . Interestingly, supersaturation disappears for strengths which still generate excitatory instability, consistent with the fact that instability is a necessary but not sufficient condition for supersaturation [24] .
To summarize, in the Ricciardi model, the peak excitatory response of supersaturating solutions increases for a moderate decrease in coupling strength; a more significant reduction leads to the disappearance of supersaturation.
DISCUSSION
In this work, we have investigated nonlinearities emerging in networks of spiking neurons at finite coupling, showing that these are of two types: response-onset and saturation. The network response transitions between these two nonlinearities as feedforward input increases; for intermediate inputs, the response matches that of the balanced-state model up to corrections of order 1/ √ K. Importantly, the influence of saturation emerges already at rates that are much lower than the single neuron maximum response, producing sublinear or supralinear response and affecting the number of solutions at low inputs. Therefore, both types of nonlinearities can be relevant at activity levels observed in the brain. Our results have been obtained using a mean-field analysis, but are also confirmed in numerical simulations of large networks. Finally, we have analyzed which of the features of the response of spiking networks can be recapitulated by rate models.
Nonlinear operations are thought to underlie contrast dependent input summations observed in cortex, e.g. in surround suppression [17; 18] and normalization [19; 20] . These phenomena have been recently explained by the SSN model, using parameters of network connectivity that lead to supersaturating responses [25] . Supersaturating solutions show linear/supralinear response at low inputs and sublinear response at intermediate inputs; i.e. nonlinearities analogous to those observed in cortex for low and high inputs, respectively [17; 18; 19; 20] . In this work, we have shown that all the nonlinearities generated in the SSN are present in spiking networks, but substantial differences exist between the two models. In particular, in spiking networks, supersaturating solutions with nonzero excitatory rates exist only for intermediate coupling strength and exhibit much smaller firing rates than in the SSN. This result seems to question the applicability of supersaturation to explain some nonlinearities observed in the cortex, since they emerge over rate changes up to tens of spk/s [19] . Note however that we cannot exclude having missed small regions in parameter space for which more robust supersaturation could occur. Also, one cannot exclude that this issue might be alleviated by the use of more detailed spiking neuron models. Moreover, as showed in Fig. 9 , although there is no supersaturation in spiking networks at weak coupling, there still can be linear/supralinear summation at low inputs and sublinear summation at larger inputs, i.e. the key ingredients used by the SSN to explain cortex phenomenology. Finally, the presence or absence of supersaturation discussed here refers to cases in which the strength of a single stimulus is varied. However, nonlinearities modeled by the SSN primarily involve summation of responses to two different stimuli (e.g. two stimuli in the receptive field or stimuli in center and surround). All of these nonlinear phenomena arise in the SSN when structured connectivity is considered, both in regimes featuring non-supersaturating and supersaturating responses [24; 25; 33] (Ken Miller, private communication). This suggests that structured connectivity can yield nonlinear behaviors not captured by the analysis discussed here and which need further investigation.
Our analysis suggests a different explanation of nonlinear summation in cortex. We found that, for finite coupling, saturation nonlinearities generate an activity dependent summation: at low intensity, inputs are summed linearly; summation becomes increasingly sublinear as the intensity increases. This nonlinearity emerges at relatively low rates and evolves gradually over activity levels which span few hundreds spk/s, a feature which compares favorably with some experimental results [19] . Moreover, unlike the SSN, this model does not require supralinear input summation at low activity level, a feature which has (to our knowledge) not been widely reported so far. Further experimental studies are needed to understand which mechanism underlies nonlinear input summation in cortex.
We have found that, in networks of spiking neurons, firing irregularity, i.e. the CV of the ISI, decreases monotonically in regular solutions for sufficiently large inputs. This effect is consistent with the stimulusdriven suppression of variability that has been reported in various experiments [34; 35; 36; 37; 38] . In our model, regardless of the specific parameters used, variability suppression emerges as the mean input approaches firing threshold, a robust prediction which is consistent with results from intracellular recordings [34; 35; 37; 39] . This mechanism differs qualitatively from alternative scenarios that have been proposed [33; 40] . Additional experimental and theoretical investigations are needed to understand which of these possibilities underlies the stimulus-driven suppression of variability observed in the brain.
Our analysis revealed that multiple solutions can appear at response-onset, produced by noise-driven or mean-driven positive feedback, and at larger rate values, generated by saturation of one population. In both cases, neural response can assume one of three possible values; combining these mechanisms, we find that, in spiking networks, there can be up to five coexisting solutions for every fixed value of the external drive. Even though the stability of these solutions has not been investigated here, network simulations suggests that in the case three solutions coexist, up to two of them can be stable (the one with lowest and highest rates), while the intermediate solution is unstable. In the case of 5 coexisting solutions, up to three of them can be stable (the ones with lowest, 3rd highest and highest rates) while intermediate solutions are again unstable. A recent work [41] analyzed the number of coexisting solutions in the SSN, showing that the model can support up to four fixed points at fixed external drive, with only two being stable. The larger number of solutions found in spiking networks is generated by single neuron saturation.
Multiple studies have found that fixed points can also become unstable due to oscillatory instabilities, depending for instance on the distribution of synaptic delays [4; 42] , and these oscillations can destroy bistability [4; 31] . For instance, it has been shown that, for certain parameters, the asynchronous state is stable only for intermediate values of the external drive, while synchronous states exist both for low external drive [4; 31] , and high external drive [4; 43; 44] . This pattern bears similarities with experimental data obtained in primary visual cortex, both in monkeys [39] and mice [45] . In addition, synchronous oscillations at low inputs can generate an effective supralinear transfer function in a region with multiple (unstable) fixed points coexist, through time average of network activity. In this context, our classification of multiple solutions could be used as a starting point to systematically classify the possible oscillatory regions that can emerge in a network.
We developed a new approach to study network response at finite coupling strength, allowing us to classify all possible deviations from linear response. Although this framework has been derived in the case of one excitatory and one inhibitory population, it can be readily generalized to study models with multiple interacting populations. An important application concerns the case of networks with one excitatory and multiple inhibitory populations, e.g. SOM, PV and VIP cells. The interaction between these neuron types has been recently implicated, among other phenomena, in the top-down modulation of activity during locomotion [46; 47; 48; 49; 50] . In particular, the observed change of modulation with context (dark vs visual stimuli) has been explained with a rate model with supralinear f − µ curve, assuming a change in baseline activity (low vs high) [51] . As we have shown in the present work, other scenarios exist close to response onset in networks of spiking neurons, which might lead to alternative explanations of the observed phenomena. Understanding the role of nonlinearities in this and other phenomena will require additional theoretical and experimental work.
Nonlinearities studied in this contribution are generated uniquely from the interplay between single neuron properties and network connectivity, using synapses with fixed efficacy. Synapses in the brain exhibit changes at multiple time scales, which could affect qualitatively the picture derived here. Further theoretical and experimental investigations are needed to understand how the interplay between these mechanisms shapes response properties of networks in the brain.
To conclude, we have shown that a simple network of interacting excitatory and inhibitory spiking neurons shows a rich repertoire of nonlinearities. Most neural systems receive information from multiple inputs. This is true not only in sensory systems, where most of the currently available data come from, but also in associative areas, where information coming from different sensory systems is combined with an animal cognitive state to make decisions and drive behavior. The general rules with which different inputs are combined for these and other computations are still the subject of debate; our work provides the basis to systematically study the biophysical constraints on these operations.
Solutions of s5 type appear only if
Combining the above inequalities we find the following relations between the different solutions
• Conditions on s3 and s5 solutions are mutually exclusive, which implies that only one of the two solutions type can appear at any given value of ν X .
• When solutions s1 and s2 coexists, s4 solutions are excluded.
Combining these two results we find that for any value of ν X there can be at most three acceptable solutions.
