We consider the following inverse eigenvalue problem: to construct a symmetrical tridiagonal matrix from the minimal and maximal eigenvalues of all its leading principal submatrices. We give a necessary and sufficient condition for the existence of such a matrix and for the existence of a nonnegative symmetrical tridiagonal matrix. Our results are constructive, in the sense that they generate an algorithmic procedure to construct the matrix.
Introduction
In this paper we discuss the inverse eigenvalue problem for real symmetrical tridiagonal matrices of the form 
with b i = 0, i = 1, 2, . . . , n − 1, from a particular spectral information: the minimal and maximal eigenvalues of each one of the leading principal submatrices of A. Our main result gives a necessary and sufficient condition for the existence of a such matrix. The proof is constructive and it generates an algorithmic procedure to construct the matrix. The problem of constructing a symmetrical tridiagonal matrix from certain spectral information is important in many applications, such as vibration theory, structural design, control theory, and it has attracted the attention of many authors [1] [2] [3] [4] [5] [6] [7] . For this problem, the given spectral data are varied. However, as far as we know, the problem of constructing a symmetrical tridiagonal matrix A, from the minimal and maximal eigenvalues λ ( j) 1 and λ ( j) j of its leading principal submatrices A j , j = 1, 2, . . . , n, has not been considered.
Let A be an n × n matrix of the form (1) . We denote by A j , j = 1, 2, . . . , n, the j × j leading principal submatrix of A, with eigenvalues λ ( j)
j . Let P j (λ) denote the characteristic polynomial of A j , that is, P j (λ) = det(λI j − A j ), where I j is the identity matrix of order j. In particular we have
In our way of handling the inverse eigenvalue problem for matrices of the form (1), we focus our attention on the minimal and maximal eigenvalues of all leading principal submatrices of A. Thus, the inverse eigenvalue problem that we consider is: given the real numbers
find necessary and sufficient conditions for the existence of an n × n symmetrical tridiagonal matrix A of the form (1), such that λ ( j)
1 and λ ( j) j are, respectively, the minimal and the maximal eigenvalues of the leading principal submatrix
The paper is organized as follows: in Section 2 we present the main result, which gives a necessary and sufficient condition for the existence of a symmetrical tridiagonal matrix A, such that its leading principal submatrices A j , j = 1, 2, . . . , n, have prescribed minimal and maximal eigenvalues λ ( j) 1 and λ ( j) j , respectively. In Section 3 we discuss the nonnegative case and give necessary and sufficient conditions in order that the symmetrical tridiagonal matrix of Section 2 be nonnegative. In Section 4 we consider the reconstruction of symmetrical tridiagonal matrices with constant main diagonal and Section 5 is devoted to discuss what happens if some of the numbers in (2) are equal. Finally, in Section 6 we show some examples to illustrate the results.
Symmetrical tridiagonal matrices from special spectral data
In this section we construct a symmetrical tridiagonal matrix A, from the minimal and maximal eigenvalues λ
j of all its leading principal submatrices A j , j = 1, 2, . . . , n. We start with the following well known result: Lemma 1. Let A be a symmetrical tridiagonal matrix of the form (1). Let A j be the j × j leading principal submatrix of A, with characteristic polynomial P j (λ) , j = 1, 2, . . . , n. Then the sequence {P j (λ)} n j=1 satisfies the recurrence relation:
where P 0 (λ) = 1 and b 0 = 0.
We also need the following lemma:
Lemma 2. Let A be an n × n matrix of the form (1) and let A j be the j × j leading principal submatrix of A, with characteristic polynomial P j (λ) , j = 1, 2, . . . , n. If λ ( j)
1 and λ ( j) j are, respectively, the minimal and the maximal eigenvalues of A j , then
1 , then P j (µ) > 0 for even j and P j (µ) < 0 for odd j. Thus, (−1)
j , then P j (µ) > 0 whatever j be, even or odd.
Next we have the main result of this section. The proof is constructive and it generates an algorithmic procedure to compute the required matrix. Theorem 1. A necessary and sufficient condition for the existence of an n × n symmetrical tridiagonal matrix A of the form (1), such that λ ( j) 1 and λ ( j) j are, respectively, the minimal and the maximal eigenvalues of the leading principal submatrix A j of A, j = 1, 2, . . . , n, is
Proof. Suppose the numbers λ ( j)
1 and λ ( j) j , j = 1, 2, . . . , n satisfy (4). To prove the statement is equivalent to show that the solutions of the system of equations
are the a j and the b 2 j−1 with b j−1 = 0, j = 2, . . . , n. Then it is enough to show that the determinant
of the coefficients matrix of the system (5) is nonzero. In fact, let
From (4) and Lemma 2 we have
Then h j > 0 and h j = 0. Moreover, the solutions a j and b 2 j−1 can be explicitly computed from the formulae
Again, from (4) and Lemma 2 we have
and therefore
That is, b j−1 = 0, j = 2, . . . , n. Note that the matrix A is unique, except by the choice of signs for b j−1 . Now suppose there exists an n × n symmetrical tridiagonal matrix A of the form (1), with its leading principal submatrix A j having λ ( j) 1 and λ ( j) j as its minimal and maximal eigenvalues, respectively, j = 1, 2, . . . , n. Then from the Cauchy Interlacing Theorem we have
Since the entries b i of A are nonzero, A is irreducible and therefore the inequalities (8) must be strict. The proof is complete.
Nonnegative symmetrical tridiagonal matrices
In this section our goal is to reconstruct a nonnegative symmetrical tridiagonal matrix A, from the minimal and maximal eigenvalues of all its j × j leading principal submatrices A j , j = 1, . . . , n.
1 and λ ( j) j , j = 1, . . . , n, be 2n − 1 given real numbers. Then, there exists an n × n nonnegative symmetrical tridiagonal matrix A of the form (1), such that λ ( j) 1 and λ ( j) j are, respectively, the minimal and the maximal eigenvalues of the leading principal submatrix A j , j = 1, . . . , n, of A if and only if
Proof. To prove the sufficiency we observe that condition (9) and Theorem 1 guarantee the existence of a matrix A of the form (1), whose codiagonal elements can be chosen as positive. Then, it remains to prove that the diagonal elements are nonnegative. From condition (10), a 1 = λ
1 ≥ 0. Moreover, from condition (11) we have
Since 0 ≤ λ (1)
or equivalently
Therefore, from Theorem 1 we obtain
Now, suppose there exists an n × n nonnegative symmetrical tridiagonal matrix A of the form (1) such that λ ( j) 1 and λ ( j) j are, respectively, the minimal and the maximal eigenvalues of the leading principal submatrix A j , j = 1, . . . , n, of A. Then, the Cauchy interlacing property for irreducible symmetrical tridiagonal matrices guarantees that condition (9) holds. Moreover, from Theorem 1, the diagonal elements of A are of the form
with h j > 0. Then
This completes the proof.
Symmetrical tridiagonal matrices with constant diagonal
In this section we reconstruct, from the same spectral data as in Section 2, a particular n ×n symmetrical tridiagonal matrix of the form (1): one with constant diagonal, a i = a, i = 1, . . . , n. We start with the following result, which gives certain properties of the characteristic polynomials P j (λ) of the leading principal submatrices A j of A with constant diagonal.
with b i = 0, i = 1, . . . , n. Let Q j (λ) the characteristic polynomial of the j × j leading principal submatrix B j of B, j = 1, . . . , n. Then, if j is even, Q j (λ) is an even polynomial, while if j is odd, Q j (λ) is an odd polynomial.
Proof. If a j = 0, j = 1, . . . , n, then the recurrence relation (3) becomes
where Q 0 (λ) = 1 and b 0 = 0. Clearly, the polynomial Q 1 (λ) = λ is odd and the polynomial Q 2 (λ) = λ 2 − b 2 1 is even. Now suppose that Q j (λ) is even or odd depending if j is even or odd, respectively. Let j + 1 even. Then j is odd with Q j (λ) odd and j − 1 is even with Q j−1 (λ) even and from (13) we have
Hence Q j+1 (λ) is an even polynomial. In the same way, If j + 1 is odd, then Q j (λ) is even, Q j−1 (λ) is odd and Q j+1 (−λ) = −Q j+1 (λ). Definition 1. We shall say that Γ = {λ 1 , λ 2 , . . . , λ n } is a balanced set if λ i = −λ n−i+1 with λ n+1 2 = 0 for odd n.
Then the set of minimal and maximal eigenvalues of all leading principal submatrices B j of B satisfying
is a balanced set if λ = 0 and λ
Since (2) holds, we know from Theorem 1 that there exists a symmetrical tridiagonal matrix A of the form (1) with the required properties. It remains to prove that a j = 0, j = 1, . . . , n.
Clearly a 1 = λ
(1)
. . , j; j ≤ n. Let k + 1 even. Then from Lemma 3, the polynomials P k (λ) and P k−1 (λ) are odd and even, respectively and from (7) we have that the numerator of a k+1 is
Similarly, if k + 1 is odd, then P k (λ) and P k−1 (λ) are even and odd polynomials, respectively and a k+1 = 0. Now, let A be an n ×n symmetrical tridiagonal matrix of the form (1) with constant diagonal a j = a, j = 1, . . . , n, such that λ ( j) 1 and λ ( j) j are, respectively, the minimal and the maximal eigenvalues of the j × j leading principal submatrix A j of A, j = 1, . . . , n. Then A = B + a I , with a = λ (1) 1 and B of the form (12) having leading principal submatrices B j with characteristic polynomials P j (λ), j = 1, . . . , n. Since P j (λ) is even or odd then P j (λ) = 0 implies P j (−λ) = 0 and the eigenvalues µ ( j) 
The proof is complete.
Equality of some given eigenvalues
In this section we consider a real symmetrical tridiagonal matrix A of the form
Let P j (λ) = det λI j − A j , j = 1, 2, . . . , n. We shall need the following lemmas:
Lemma 4. If A is a matrix of the form (14), then
Proof. From Lemma 2 we have
Lemma 5. Let A be a matrix of the form (14). Then
if and only if at least one of the following conditions is satisfied:
and λ
2 ≤ j ≤ n, where the terms λ Proof. Observe that
2 .
Then h 2 = 0 if and only if at least one of the statements in (17) is satisfied. Therefore the lemma is true for j = 2. For j ≥ 3 we have from Lemma 4 that h j = 0 is equivalent to h j > 0, which, from (16), implies some of the following cases:
and (17), (i) is satisfied.
and (17), (ii) is satisfied.
and (17), (iii) is satisfied.
The converse is immediate by replacing in (16) any of the statements in (17).
Theorem 2. Let λ ( j)
1 and λ ( j) j , j = 1, . . . , n, be 2n − 1 given real numbers. Then, there exists an n × n symmetrical tridiagonal matrix A of the form (14), such that λ ( j) 1 and λ ( j) j are, respectively, the minimal and the maximal eigenvalues of the leading principal submatrix A j , j = 1, . . . , n, of A if and only if
Proof. Suppose (18) holds. We consider the following system of equations:
1 − a j P j−1 λ 
It is well known that these numbers are the minimal and maximal eigenvalues of the j × j leading principal submatrix A j of the matrix 
