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FINE PROPERTIES OF Lp-COCYCLES WHICH ALLOW ABUNDANCE OF
SIMPLE AND TRIVIAL SPECTRUM
MÁRIO BESSA AND HELDER VILARINHO
Abstract. In this paper we generalize [3] and prove that the class of accessible and saddle-con-
servative cocycles (a wide class which includes cocycles evolving in GLpd,Rq, SLpd,Rq and
Sppd,Rq) Lp-densely have a simple spectrum. We also generalize [3, 1] and prove that for an
Lp-residual subset of accessible cocycles we have a one-point spectrum, by using a different
approach of the one given in [3]. Finally, we show that the linear differential system versions of
previous results also hold and give some applications.
MSC 2010: primary 34D08, 37H15; secondary 34A30, 37A20.
keywords: Linear cocycles; Linear differential systems; multiplicative ergodic theorem; Lya-
punov exponents.
1. Motivations and overview
The question on knowing the asymptotic growth of the norm of the powers of a given matrix
is a well-known exercise of linear algebra. Its Lyapunov spectrum, in terms of limit exponential
behavior, which is defined by the Lyapunov exponents (i.e. logarithms of the eigenvalues) and
eigendirections, are completely determined by using standard linear algebraic computations.
Besides, the stability demeanor, when allowing perturbations, is a fairly understood subject
(see e.g. [22]). However, another question which is substantially harder, intends to understand
the spectral properties of a given product of a collection (finite or infinite) of matrices and its
stability. It is easy to see that even if we have only two matrices the spectrum can change
drastically by a small change on the initial elements. We can think for instance, in combining
a 2 ˆ 2 diagonal matrix different from the identity and also the identity matrix. The problem is
reduced to the one described above, yet a small perturbation on the identity causes a substantial
change in the final result, depending if we choose to keep it as a diagonal matrix or else we
decide to input some rotational behavior.
In very general terms, there are mostly two ways of contextualize products of matrices: within
the random framework or else within the deterministic one. In this paper we follow the deter-
ministic viewpoint on which the deterministic behavior is established once we fix a map T in
a closed manifold X, an “automatic generator matrices” defined by a map A from X into a Lie
subgroup of GLpd,Rq and a mode of relating T with A (see §2.1.1 for full details). These ob-
jects are part of the language of the so-called linear cocycles (see [5, §2 and §3]). The existence
of the previous mentioned objects like eigendirections and Lyapunov exponents are guaranteed
once we have a T -invariant measure on X and an integrability condition on A (cf. [33]).
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Choosing the accuracy on which we measure the size of a perturbation of the initial sys-
tem will be crucial to answer the question of knowing the changes produced in the Lyapunov
spectrum.
The goal of finding non-zero Lyapunov exponents is an old quest dating back to early 1980’s
and the work of Cornelis and Wojtkowski [15]. About twenty years ago Knill [24] proved that
non-zero Lyapunov exponents are a C0-dense phenomena within bounded SLp2,Rq cocycles. A
much sharper update was developed by Bochi [12] taking into account the pioneering ideas of
Mañé [28, 29] on rotation solutions (see also [32]). Bochi observed that, from the more accurate
C0-generic point of view, we have the coexistence of strata on the manifold displaying positive
Lyapunov exponents and hyperbolic behavior with other strata where zero Lyapunov exponents
appeared (see also [13] for generalizations). Observe that Cong [14] improved the previous
result for bounded cocycles obtaining that a generic bounded SLp2,Rq-cocycle is uniformly
hyperbolic, i.e., has a fibered exponential separateness. As far as we know, the best result on the
abundance of simple spectrum (i.e. all Lyapunov exponents are different), on a quite large scope
of topologies and on the two dimensional case, is given by a recent result of Avila (see [4]).
From the continuous-time viewpoint we have the linear differential systems or skew-product
flows which are, in general, morphisms of vector bundles covering a flow. As a quintessential
example, we consider a dynamics given by a smooth flow, and in this case the morphism cor-
responds to the action of the tangent flow in the tangent bundle. These systems are the flow
counterpart of the discrete cocycles, i.e., the d-dimensional (d ě 2) linear differential systems
over continuous µ-invariant flows in compact Hausdorff spaces X, where µ is a Borel regular
measure. Linear differential systems are equipped with a dynamics in the base X given by a
continuous flow ϕt : X Ñ X, a dynamics in the d-dimensional tangent bundle, given by a linear
cocycle Φt : X Ñ GLpd,Rq with time t evolving on R, and a certain relation between them
(see §3.1.1 for more details). This continuous-time case is somehow different from its discrete
counterpart. For the Lp-denseness results we recall the statement in [3] “...the results of this
paper (with some appropriate changes) can be applied to the continuous-time case as well”. In
§3 we expose in detail those “appropriate changes” pointed by Arnold and Cong. Moreover,
we give the continuous-time version for our strategy in order to obtain the Lp-residuality of the
one-point spectrum. We stress that any perturbation must be performed upon a given differential
equation.
With respect to the continuous-time versions, in [6, 7], it was proved the Mañé-Bochi-Viana
theorem for linear differential systems. We notice out that several particular examples of gener-
icity of hyperbolicity (exponential dichotomy) in C0-topology on the torus were already ex-
plored by Fabbri [16] and by Fabbri and Johnson [18]. Some approaches have been proposed for
determining the positivity of Lyapunov exponents for linear differential systems (see [17, 19]).
This last result follows from the paper of Kotani [23]. We suggest [20] for a quite complete
survey about these issues.
It is pretty clear that, for both discrete and continuous-time case, there exists lots of subtleties
on this subject: the choice on the topology, the choice of A being bounded or continuous, the
choice of whether we take the dense or the generic viewpoint. The strengthening of this thesis
can be pushed forward by recalling that, by one hand, Arnold-Cong [3] and Arbieto-Bochi [1]
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proved that, for feeble topologies like the Lp-topology (see §2.1.2), generic cocycles have zero
Lyapunov exponents. On the other hand, Viana [38] proved that for stronger topologies the
positive Lyapunov exponents are prevalent (see also [4]). In between we have the Bochi-Mañé
dichotomy.
If we scrutinize carefully the Arnold and Cong strategy carried out in [3] to obtain sim-
ple spectrum we observe that, besides the idiosyncrasy of the Lp-topology which allows large
uniform-norm perturbations by making small Lp-perturbations, they used strongly two proper-
ties of the group of matrices, one from a topological and the other from a geometric nature:
(1) Topological Condition: first they needed to commingle any different directions in the
fiber space which they called “the turning solution method of Millionshchikov” (see
[30]), and;
(2) Geometric Condition: second, they input a small expansion in the predefined direction
on which the Lyapunov exponent should grow combined with a balanced contraction to
give a volume invariance.
In the present paper we considered two abstract properties of subgroups of matrices which
reflect (1) and (2) above and following the insight from the Lp-topology. In brief terms, the
property (1) is called accessibility and was already considered in [13] (see also a related defi-
nition in [31]) and the property (2) is called saddle-conservativeness. Once we formulate the
results taking into account these two properties we derive easily that the theorems in the vein of
those in [3, 1] hold for the most important families of matrices, like, e.g., GLpd,Rq, SLpd,Rq
and Spp2d,Rq. This was the strongest motivation for having opted for this abstract approach.
Another aspect that may raise some doubts to the reader and we intend to clarify at once
was our choice not to follow the strategy of Arnold and Cong [3] when we try to achieve the
Lp-denseness of the one-point spectrum. In fact, we opt to develop the argument first used
in [13] allowing us to waive the ergodic hypothesis and deal with dynamical cocycles, and also
allowing the approach to the infinite dimensional case. As an application, in §4.1 we apply our
results to the dynamical cocycle given by the derivative of an area-preserving diffeomorphism
and endowed with the Lp-norm. In §4.2, we point out that for discrete Lp cocycles evolving on
compact operators of infinite dimension (cf. [8]) the one-point spectrum is prevalent.
In the following table we consider an abbreviated summary of the prevalence of the differ-
ent spectrums with respect to both discrete and continuous-time systems and also considering
different type of topologies.
Lp-topology C0-topology Cr`α-topology (r ě 0, α ą 0)
maps o.p.s. ([3, 1]; Theorems 1, 2, 5 and 6) o.p.s. vs hyperbolicity ([12, 13]) hyperbolicity ([38, 4, 11])
flows o.p.s. (Theorems 3 and 4) o.p.s. vs hyperbolicity ([19, 6, 7]) hyperbolicity ([11])
This paper is organized as follows: in §2 we concern to discrete-time cocycles, where we es-
tablish the existence of an Lp-residual subset of the accessible cocycles with one-point spectrum
(Theorem 1) and the Lp-denseness of saddle-conservative accessible cocycles having simple
spectrum (Theorem 2). In §3 we treat with the continuous-time results. We state the existence
of an Lp-residual subset of the accessible linear differential systems with one-point spectrum
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(Theorem 3) and the Lp-denseness of saddle-conservative accessible linear differential systems
having simple spectrum (Theorem 4). Finally, in §4 we apply our results to the dynamical
cocycles given by the derivative of area-preserving diffeomorphims, and to discrete cocycles
evolving on compact operators of infinite dimension.
2. The discrete-time case
2.1. Definitions and statement of the results.
2.1.1. Cocycles and Lyapunov exponents. Let X be a compact Hausdorff space, µ a Borel regu-
lar non-atomic probability measure and T : X Ñ X be an automorphism preserving µ. Consider
the set G of the (µ mod 0 equivalence classes of) measurable maps A : X Ñ GLpd,Rq, d ě 2,
endowed with its Borel σ-algebra. The Euclidean space Rd is endowed with the canonic inner
product. Each map A generates a linear cocycle
FA : X ˆ Rd ÝÑ X ˆ Rd
px, vq ÞÝÑ pT pxq, Apxqvq,
over the dynamical system T : X Ñ X. We set
Anpxq :“ ApT n´1pxqq ¨ ¨ ¨Apxq
for the composition of the maps ApT n´1pxqq up to Apxq and, if T is invertible,
A´n :“ A´1pT´npxqq ¨ ¨ ¨A´1pT´1pxqq.
As usual, we consider A0 :“ Id where Id stands for the d ˆ d identity matrix. By an abuse of
language we will often identify FA and A. Let } ¨ } be an operator norm on the set dˆd matrices
with real entries. Consider the subset GIC of G of all maps A P G satisfying the following
integrability condition: ż
X
log` }A˘1pxq} dµ ă 8,
where log`pyq “ max t0, logpyqu. The multiplicative ergodic theorem of Oseledets [33] ensures
that the Lyapunov exponents λ1pA, xq ě . . . ě λdpA, xq of the integrable cocycle A P GIC are
defined for almost every point x. If T is ergodic, these functions are constant almost everywhere,
as the possible values for the limits
lim
nÑ˘8
1
n
log }Anpxqv},
for µ almost every (µ-a.e.) x P X and all v P Rdzt0u. We say that A P GIC has one-point
(Lyapunov) spectrum if all Lyapunov exponents are equal. If, in addition, we include that the
cocycle A takes values in SLpd,Rq then A has one-point spectrum if and only if all Lyapunov
exponents are zero. On the other hand, we say that A P GIC has simple (Lyapunov) spectrum if
all Lyapunov exponents are different.
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2.1.2. A topology on cocycles. Let us endow G with an Lp-like topology as in [3]. For A, B P G
and 1 ď p ď 8 set
}A}p :“
$&
%
´ż
X
}Apxq}p dµ
¯1{p
, if 1 ď p ă 8
ess supxPX }Apxq}, if p “ 8
,
and
∆ppA, Bq :“ }A ´ B}p ` }A´1 ´ B´1}p.
We define now
dppA, Bq :“
∆ppA, Bq
1 ` ∆ppA, Bq
,
where dppA, Bq “ 1 if ∆ppA, Bq “ 8. According [3], pG, dpq, and hence pGIC , dpq is a complete
metric space.
Remark 2.1. It follows from the definition of the metric and from Hölder inequality (see e.g.
[37]) that, for all A, B P G and 1 ď p ď q ď 8, we have dppA, Bq ď dqpA, Bq.
2.1.3. Families of cocycles. We are interested in classes of maps A taking values in specific
subgroups of GLpd,Rq. In the greater generality we consider subgroups that satisfy an access-
ability type condition.
Definition 2.1. We call S Ď GLpd,Rq accessible if it is a non-empty closed subgroup of
GLpd,Rq which acts transitively in the projective space RPd´1, that is, given u, v P RPd´1,
there is R P S such that R u “ v.
Example 1: The subgroups GLpd,Rq, SLpd,Rq, Spp2q,Rq, as well GLpd,Cq and SLpd,Cq, are
accessible.
Remark 2.2. In [13, Definition 1.2] the authors introduced a slightly different notion of access-
ability. See [13, Lemma 5.12] for a relation between those concepts.
Next result shows that accessibility allows us to reach anywhere within the projective space
and acting on elements of the group.
Lemma 2.1. Let S be an accessible subgroup of GLpd,Rq. There exists K ą 0 such that, for
all u, v P RPd´1, there is Ru,v P S, with }R˘1u,v } ď K, such that Ru,vu “ v.
Proof. Fix some ǫ ą 0 and let 0 ă δ ă ǫ be such that if R1,R2 P Uδ :“ tR P S : }R} ă δu,
then R2R´11 P Uǫ . The hypothesis over S imply that for any w P RP
d´1
, the evaluation map
w : S Ñ RPd´1 given by A ÞÑ Apwq is open, so that Uδpwq :“ tRw : R P Uδu is an open subset
of RPd´1. Due to the compactness of the projective space one can write
RPd´1 “ Uδpw1q Y ¨ ¨ ¨ Y Uδpwmq,
for some m ě 1. Let u, v P RPd´1 be given with u P Uδpwiq and v P Uδpw jq for some
i, j P t1, . . . ,mu. Let Ru,Rv P Uδ be such that Ruwi “ u,Rvw j “ v. There exist 1 ď k ď m
and tRiuiďk, with }Ri} ă ǫ, such that Rk ¨ ¨ ¨R1wi “ w j. Then Ru,vu :“ RvRk ¨ ¨ ¨R1R´1u u “ v and
}Ru,v} ď pm ` 2qǫ. We just have to consider K “ pm ` 2qǫ. 
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The next definition stresses the possibility of implementing some expansion in a given di-
rection and simultaneously compensate with a contraction so that, ultimately, it preserves the
volume. We note that the expansion will be used in the sequel when we want to enlarge a certain
Lyapunov exponent under a small perturbation.
Definition 2.2. Let S be a closed subgroup of GLpd,Rq. We call S saddle-conservative if given
any direction e P Rd and δ ą 0 there exists Aδ P S such that:
(1) Aδ P SLpd,Rq and
(2) Aδe “ p1 ` δqe.
Example 2: The groups GLpd,Rq, SLpd,Rq, Spp2q,Rq, as well as GLpd,Cq and SLpd,Cq,
display the saddle-conservative property. The special orthogonal group SOpd,Rq is not saddle-
conservative because, despite the fact that displays condition (1) it fails condition (2).
2.1.4. Statement of the results. Denote by TIC an accessible subgroup of GIC and by SIC a saddle-
conservative closed subgroup of TIC . We present now our first result:
Theorem 1. There exists an Lp-residual subset R P TIC , 1 ď p ă 8, such that any B P R has
one-point spectrum.
Once we obtain an Lp-residual where one-point spectrum prevails we ask if it is possible to
find Lp-open subsets where all Lyapunov exponents are equal. Clearly, this question is interest-
ing if we exclude certain contexts where the problem becomes easy to solve. That is the case
when we deal with cocycles evolving on isometry subgroups (like SOpd,Rq) or with cocycles
evolving on compact subgroups, where we surely have one-point spectrum.
In order to reach simple spectrum similarly to [3, Theorem 4.4] we need to deal with sub-
groups displaying additional features. We this in mind we obtain:
Theorem 2. Let T : X Ñ X be ergodic. For any A P SIC , 1 ď p ă 8, and ǫ ą 0 there exists
B P SIC , with dppA, Bq ă ǫ and B has simple Lyapunov spectrum.
Theorems 1 and 2 are respectively proved in §2.2 and §2.3.
2.2. One-point spectrum is Lp-residual. The core argument in order to obtain a residual sub-
set is by proving that a certain function related with the Lyapunov exponents of the cocycles is
upper semicontinuous and that the continuity points are those with one-point spectrum. Once
we have this proved we use the fact that the set of points of continuity of an upper semicontin-
uous function is always a residual subset (see e.g. [25]). It was this idea that led Arbieto and
Bochi [1] to improve the Lp-denseness result of Arnold and Cong [3] for one-point spectrum
cocycles to an Lp-residual grade. In [3, Theorem 4.5] the one-point spectrum Lp-prevalence
among cocycles evolving on GLpd,Rq is proved. Notwithstanding we believe that the proof
of Arnold and Cong can be readapted to accessible cocycles, here we obtain the proof of this
result following a different approach by reformulating the arguments developed in [13], where
it was presented a strategy for equalizing the Lyapunov exponents with small perturbations in
the delicate C0 topology, and for a quite general classe of cocycles. One of the main purpose
is to avoid the ergodicity condition on the dynamics over the base T : X Ñ X, which will be
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useful in some applications of our main results for discrete-time cocycles to dynamical cocycles
(see §4.1).
In this section we start by recalling the Lp-upper semicontinuity of the entropy function from
Arbieto and Bochi [1], and some elementary facts on exterior power and their relation to Lya-
punov exponents. We revisit then the strategy of Bochi and Viana [13] and give the (simplified)
versions of some results adapted to our Lp setting. We finish the section with the proof of
Theorem 1. We inform the reader that our notation differs slightly from that of [13].
2.2.1. The upper semicontinuity of the entropy function. For k “ 1, . . . , d and A P GIC let
ˆλkpA, xq :“ λ1pA, xq ` . . .` λkpA, xq and ΛkpAq :“
ż
X
ˆλkpA, xq dµ.
It was proved in [1] that A ÞÑ ΛkpAq is upper semicontinuous for all k “ 1, . . . , d, with
respect to the Lp-like topology, that is, for every 1 ď p ď 8, A P GIC and ε ą 0 there exists
0 ă δ ă 1 such that, if dppA, Bq ă δ then ΛkpBq ď ΛkpAq ` ε. Moreover, Λd is continuous on
GIC . In particular, those results hold on the restriction of Λk to the subsets SIC and TIC of GIC .
2.2.2. Exterior powers. The language of multilinear algebra is much appropriate when we want
deal with several Lyapunov exponents (say k) for a cocycle A by considering consider the dual
problem of studying the upper Lyapunov exponent of the kth exterior product of A. Let us
recall now some basic definitions. For details on multilinear algebra of operators see Arnold’s
book [2].
The kth exterior power of Rd, denoted by ^kpRdq, is also a vector space which satisfies
dimp^kpRdqq “ pdkq. Given an orthonormal basis te judj“1 of Rd, the family of exterior prod-
ucts e j1 ^ e j2 ^ . . . ^ e jn for j1 ă . . . ă jk, with jα P t1, . . . , du, constitutes an orthonormal
basis of ^kpRdq. Given a linear operator A : Rd Ñ Rd we define the operator ^kpAq, acting on
the k-vector u1 ^ . . .^ uk, by
^kpAq : ^kpRdq ÝÑ ^kpRdq
u1 ^ . . .^ uk ÞÝÑ Apu1q ^ . . .^ Apukq.
As we already said, this operator will be very useful to prove our results since we can recover
the spectrum and splitting information of the dynamics of ^kpAnq from the one obtained by
applying Oseledets’ theorem to An. This information will be for the same full measure set and
with this approach we deduce our results. Next, we present the multiplicative ergodic theorem
for exterior power (for a proof see [2, Theorem 5.3.1]).
Lemma 2.2. The Lyapunov exponents λ^ki pxq for i P
 
1, . . . ,
`d
k
˘(
, repeated with multiplicity,
of the kth exterior product operator ^kpAq at x are the following numbers given by the sums of
the Lyapunov exponents of A at x:
kÿ
j“1
λi jpxq, where 1 ď i1 ă . . . ă ik ď d.
This nondecreasing sequence starts with λ^k1 pxq “ λ1pxq ` λ2pxq ` . . . ` λkpxq and ends with
λ^kqpkqpxq “ λd`1´kpxq ` λd`2´kpxq ` . . . ` λdpxq. Moreover, the splitting of ^kpRdxpiqq for 0 ď
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i ď qpkq (of ^kpAq) associated to λ^ki pxq can be obtained from the splitting Rdxpiq (of A) as
follows; take an Oseledets basis te1pxq, . . . , edpxqu of Rdx such that eipxq P Eℓp for dimpE1xq `
. . .` dimpEℓ´1x q ă i ď dimpE1xq` . . .` dimpEℓxq. Then, the Oseledets space is generated by the
k-vectors:
ei1 ^ . . .^ eik such that 1 ď i1 ă . . . ă ik ď d and
kÿ
j“1
λi jpxq “ λ
^k
i pxq.
2.2.3. Bochi-Viana’s strategy revisited. The following result is the Lp version of [13, Proposi-
tion 7.1] which can be very simplified in the weak topologies that we are using. For the reader
who is familiar with [13], we substantially simplify their proof because the third case in the
proof of [13, Proposition 7.1], which deals with the concatenation of a large amount of small
C0-perturbations in the absent of a certain type of non-dominance, can be solved with a small
sole Lp-perturbation. We can summarize by saying that the dominated splitting ceases to be an
impediment of interchanging Oseledets directions by small Lp-perturbations.
Lemma 2.3. Let be given A P TIC , 1 ď p ă 8, ǫ ą 0, y P X a nonperiodic point and a
nontrivial splitting Rd “ E ‘ F over y. Then, there exists B P TIC , with dppA, Bq ă ǫ, such that
Bpyqu “ v for some nonzero vectors u P E and v P ApyqF.
Proof. By Lemma 2.1 there exists K ą 0 such that for uˆ, vˆ P RPd´1 with u “ αuˆ P E and vˆ P F,
there is Ruˆ,vˆ P S , with }R˘1uˆ,vˆ } ď K such that Ruˆ,vˆuˆ “ vˆ. Let Vǫ be a small neighborhood of y and
we define the following perturbation of A:
Bpxq “
"
Apxq, if x R Vǫ
1
}u}
ApxqRuˆ,vˆ, if x P Vǫ ,
It is clear that dppA, Bq ă ǫ if Vǫ is sufficiently small. Moreover, Bpyqu P ApyqF. 
The following proposition if the adapted version of [13, Proposition 7.2]. Bearing in mind
the aims we want to achieve we enumerate the main differences between them:
(1) First of all we are using the Lp-like topology instead of the much more exigent C0
topology. As a consequence, interchanging Oseledets’ directions if a more simple task
(compare Lemma 2.3 with [13, Proposition 7.1]);
(2) We observe that in [13, Proposition 7.2] is considered the subset Γ˚ppA,mq of points
without an m-dominated splitting of index k. In our setting the dominated splitting is no
more an obstruction to cause a decay on the Lyapunov exponents. For this reason we
perform the perturbations in a full measure subset of X;
(3) In [13, Proposition 7.2] the change of Oseledets directions are performed using several
perturbations. On the contrary, due to Lemma 2.3, in the present paper we only need
one single perturbation which is done, more or less, on a half time iterate:
Proposition 2.4. Consider A P TIC , ǫ ą 0, δ ą 0 and k P t1, . . . , d ´ 1u. There exists a
measurable function N : X Ñ N such that for µ-a.e. x P X and every n ě Npxq there exists a
linear map BpT n2 pxqq (or BpT n`12 pxqq if n is odd) such that:
1
n
log } ^k pA n2´1pT n2`1pxqq ¨ BpT n2 pxqq ¨ A n2 pxqq} ď δ`
ˆλk´1pA, xq ` ˆλk`1pA, xq
2
.
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We notice that }BpT n2 pxqq ´ ApT n2 pxqq} can be, in general, very large. However, this is not a
problem because the whole cocycle B will be equal to A outside a small neighborhood, thence
dppA, Bq will be arbitrarily small for 1 ď p ă 8. Moreover, let us note that the function N
above depends only on the a.e. asymptotic estimates given by Oseledets’ theorem.
The following proposition is the adapted version of [13, Proposition 7.3 and Lemma 7.4]
which fulfills the global picture of Proposition 2.4. We observe that its proof follows the same
steps traversed in [13].
Proposition 2.5. Let be given A P TIC , 1 ď p ă 8, ǫ ą 0, δ ą 0 and k P t1, . . . , d ´ 1u. There
exists B P TIC , with dppA, Bq ă ǫ, such that
ΛkpBq ă δ`
Λk´1pAq ` Λk`1pAq
2
.
The end of the proof of Theorem 1 is now a direct consequence of the arguments described
in [13, §4.3] and [1] and the results proved above. We will present them now for the sake of
completeness.
For each k “ 1, . . . , d ´ 1 we define the discontinuity jump by:
JkpAq “
ż
X
λkpA, xq ´ λk`1pA, xq
2
dµ.
The following result is Proposition 2.5 rewritten.
Proposition 2.6. Given A P TIC , 1 ď p ă 8, ǫ ą 0, δ ą 0 and k P t1, . . . , d ´ 1u, there exists
B P TIC , with dppA, Bq ă ǫ, such that
ΛkpBq ă δ´ JkpAq ` ΛkpAq.
We are now in conditions to finish the proof of Theorem 1:
Proof. (of Theorem 1) Let A P TIC be a continuity point of the functions Λk for all k. Then
JkpAq “ 0 for all k, i.e., λkpA, xq “ λk`1pA, xq for all k and µ-a.e. x P X. Thence, the cocycle
A has one-point spectrum for µ-a.e. x P X. Finally, we recall that the set of continuity points of
an upper semicontinuous function (cf. §2.2.1) is a residual subset. 
2.3. Simple spectrum is dense. In this section we prove Theorem 2 by borrowing the simple
spectrum part of [3, §4]. We start by establishing in Lemma 2.7 the adaptation of [3, Lemma
4.1] with some adjustments that reflect our assumptions for the cocycle. This result allows us to
split a one-point Lyapunov spectrum by an Lp-small perturbation of the cocycle. The remaining
part of the proof of Theorem 2 follows ipsis verbis [3]. Throughout this section we will assume
that T : X Ñ X is ergodic.
Lemma 2.7. Assume that A P SIC Ă GLpd,Rq, with d ě 2, has one-point spectrum. Then, for
any small ǫ ą 0 and 1 ď p ă 8, there exists B P SIC, with dppA, Bq ă ǫ, such that B has at
least two different Lyapunov exponents.
Proof. Consider M ą 1 and a Borel subset V Ă X, such that µpVq ą 0, V X T pVq “ H, and
sup
xPVYTpVq
}A˘1pxq} ď M,
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and let
kpxq :“ mintn ě 1 : T´npxq P T pVqu.
Fix a unitary vector e P RPd´1 and define the following vector which is a normalized image
under the cocycle A of the vector e, in the fiber corresponding to x P X:
vpxq :“
#
e, if x P T pVq
AkpxqpT´kpxqpxqqe
}AkpxqpT´kpxqpxqqe} , otherwise
,
and set Epxq “ spantvpxqu. For each u P RPd´1 fix some Ru :“ Ru,e given by Lemma 2.1, with
}R˘1u } ď C1 and such that Ruu “ e. For x P V define qpxq P RPd´1 given by
qpxq “
Apxqvpxq
}Apxqvpxq}
.
Define now the following perturbation of A in V:
C1pxq “
"
Apxq, if x R V or qpxq “ e
RqpxqApxq, if x P V and qpxq ‰ e
Since for x R V , C1pxq “ Apxq and for x P V we have
}C˘11 pxq ´ A
˘1pxq} ď }A˘1pxq} ¨ }R˘1qpxq ´ Id},
it follows that dppA,C1q ď ∆ppA,C1q ď 2MKµpVq1{p, which can be smaller than any small
ǫ ą 0 just considering V small enough µ-measure. If C1 has two or more distinct Lyapunov
exponents we take B “ C1 and we are done.
Let us consider now that C1 has only one Lyapunov exponent λC1 . Then it must be equal to
the unique Lyapunov exponent λA for A (and both have multiplicity d). Indeed, since
det Apxq “ det C1pxq
for all x P X, by the multiplicative ergodic theorem we have
d.λC1 “
ż
log | det C1pxq| dµ “
ż
log | det Apxq| dµ “ d.λA.
Now, let δ P p0, 1q. Since our group has the saddle-conservative property, we can find Aδ P
SLpd,Rq such that Aδe “ p1 ` δqe. We define now:
C2pxq “
"
Id if x R T pVq
Aδpxq if x P T pVq
.
Finally, set
Dpxq “ C2pxqC1pxq.
Since, for all x P X
DpxqEpxq “ C1pxqEpxq “ EpT pxqq,
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by Birkhoff’s ergodic theorem we have for any δ ą 0
λpD, x, vpxqq :“ lim
nÑ8
1
n
log }Dnpxqvpxq}
“ lim
nÑ8
1
n
log }p1 ` δq
řn´1
j“0 lVpT
jpxqqCn1pxqvpxq}
“ λpC1, x, vpxqq ` logp1 ` δqµpVq. (1)
Let λD,1 ą λD,2 ą . . . ą λD,rδ be the distinct Lyapunov exponents for D, with the corresponding
multiplicities m1, . . . ,mrδ . Since for all x P X,
det Dpxq “ det C1pxq “ det Apxq,
by the multiplicative ergodic theorem we also have
rδÿ
i“1
λD,i.mi “ d.λA.
By (1), for any δ ą 0 the cocycle D has a Lyapunov exponent equal to λA ` logp1` δqµpVq, so
we must have rδ ě 2. Moreover, for all δ ą 0
}D˘1pxq ´ A˘1pxq} ď }C˘12 pxq ´ Id} ¨ }A
˘1pxq}
ď 2M for x P T pVq,
}D˘1pxq ´ A˘1pxq} ď }C˘11 pxq ´ A
˘1pxq}
ď MK for x P V,
Dpxq “ Apxq for x R V Y T pVq,
which implies
dppA, Dq ď ∆ppA, Dq ď 2p2 ` KqMµpVq1{p.
For any given ǫ ą 0 we can consider V such that 2p2 ` KqMµpVq1{p ă ǫ and we just have to
consider B “ D.

In the next lemma [3, Lemma 4.3] we see that, under a small perturbation, we can change
slighly the Lyapunov spectrum:
Lemma 2.8. Assume that A P SIC has Lyapunov exponents λA,1 ą . . . ą λA,r with multiplicities
m1, . . . ,mr. Then, for any ǫ, δ P p0, 1q and Borel U Ă X with µpUq ą 0, there exist ǫ1 P p0, 1q
and B P SIC , with dppA, Bq ă ǫ, 1 ď p ď 8, such that Bpxq “ Apxq, for x P XzU, and B
has Lyapunov exponents λA,1 ` ǫ1 logp1 ` δq ą . . . ą λAr ` ǫ1 logp1 ` δq, with multiplicities
m1, . . . ,mr.
We are now in a position to argue for the proof of Theorem 2:
Proof. (of Theorem 2) Let tE1pxq, . . . , Erpxqu be the Oseledets splitting of Rd generated by
A P SIC and let tA1pxq, . . . , Arpxqu be the corresponding decomposition of Apxq “
Àr
i“1 Aipxq.
The idea is to apply Lemma 2.7 and Lemma 2.8 (if necessary) on the sub-bundles Ei. We
stress that the proofs of Lemmas 2.7 and 2.8 allow us to perturb the original cocycle on a set
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of small µ-measure of our choice, and can be taken to each of the blocks Ai separately, without
influencing the other blocks. The procedure is to look if dimpE1pxqq ě 2 and, in this case, apply
Lemma 2.7 to split this sub-bundle by a perturbation B11 of A1 with at least to different Lyapunov
exponents and, if necessary, combine it with Lemma 2.8 to get B1 P SIC , with dppA, B1q ă ǫ{d
with at least r` 1 distinct Lyapunov exponents in its spectrum. We continue this procedure and
after at most d ´ 1 steps we obtain B P SIC with dppA, Bq ă ǫ and with simple spectrum. 
3. The continuous-time case
3.1. Definitions and statement of the results.
3.1.1. Linear differential systems and Lyapunov exponents. Let X be a compact Hausdorff
space, µ a Borel regular measure and ϕt : X Ñ X a one-parameter family of continuous maps
for which µ is ϕt-invariant. A cocycle based on ϕt is defined by a flowΦtpxq differentiable on the
time parameter t P R, measurable on space-parameter x P X, and acting on GLpd,Rq. Together
they form the linear skew-product flow:
Υt : X ˆ Rd ÝÑ X ˆ Rd
px, vq ÞÝÑ pϕtpxq,Φtpxqvq
The flow Φt satisfies the so-called cocycle identity: Φt`spxq “ ΦspϕtpxqqΦtpxq, for all t, s P R
and x P X. If we define a map A : X Ñ glpd,Rq in a point x P X by:
Apxq “
d
dsΦ
spxq|s“0
and along the orbit ϕtpxq by:
Apϕtpxqq “
d
dsΦ
spxq|s“trΦ
tpxqs´1, (2)
then Φtpxq will be the solution of the linear variational equation (or equation of first variations):
d
dsupx, sq|s“t “ Apϕ
tpxqqupx, tq, (3)
and Φtpxq is also called the fundamental matrix or the matriciant of the system (3). Given a
cocycle Φt we can induce the associated infinitesimal generator A by using (2) and given A we
can recover the cocycle by solving the linear variational equation (3), from which we get ΦtA. In
view of this, sometimes we refer for A as a linear differential system. Moreover, if in addition,
A is continuous with respect to the space variable x, we call A a continuous linear differential
system.
Several type of linear differential system are of interest, the ones with invertible matriciants,
for all x P X and t P R, denoted by glpd,Rq, the traceless ones with volume-preserving matri-
ciant, for all x P X and t P R, which we denote by slpd,Rq, and also the systems with matriciant
evolving in the symplectic group Spp2d,Rq, denoted by spp2d,Rq.
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Example 3: An illustrative example is the linear differential system associated to flows Xt with
}Xpxq} ­“ 0, where Xpxq “ ddt X
tpxq|t“0 and x P X. In this case we have Φtpxq P GLpd,Rq,
and so the infinitesimal generator, given by relation (2), belongs to glpd,Rq. Another example
is the linear differential system associated to incompressible flows Xt where }Xpxq} “ 1 for any
x P X. In this case we have Φtpxq P SLpd,Rq, and so the infinitesimal generator belongs to
slpd,Rq.
Consider the subset GIC of maps A : X Ñ glpd,Rq belonging to L1pµq that is:ż
X
}Apxq} dµ ă 8.
For such infinitesimal generators there is a unique, up to indistinguishability, linear differential
system ΦtA satisfying, for µ-a.e. x,
ΦtApxq “ Id `
ż t
0
ApϕspxqqΦsApxq ds. (4)
In this conditions, the time-one solution satisfies the integrability conditionż
X
log` }Φ˘1A pxq} dµ ă 8,
and, consequently, Oseledets’ theorem guarantees that for µ-a.e. x P X, there exists a ΦtA-
invariant splitting called Oseledets’ splitting of the fiber Rdx “ E1pxq ‘ . . . ‘ Ekpxqpxq and real
numbers called Lyapunov exponents ˜λ1pxq ą . . . ą ˜λkpxqpxq, with kpxq ď d, such that:
lim
tÑ˘8
1
t
log }ΦtApxqvi} “ ˜λipxq,
for any vi P Eipxqzt~0u and i “ 1, . . . , kpxq. If we do not count the multiplicities, then we have
λ1pxq ě λ2pxq ě . . . ě λdpxq. Moreover, given any of these subspaces Ei and E j, the angle
between them along the orbit has subexponential growth, meaning that
lim
tÑ˘8
1
t
log sinp>pEipϕtpxqq, E jpϕtpxqqqq “ 0.
If the flow ϕt is ergodic, then the Lyapunov exponents and the dimensions of the associated sub-
bundles are µ-a.e. constant. For this results on linear differential systems see [2] (in particular,
Example 3.4.15). See also [21].
As before, we say that A P GIC has one-point (Lyapunov) spectrum if all Lyapunov exponents
are equal. If, moreover, the linear differential system A takes values in slpd,Rq, then A has
one-point spectrum if and only if all Lyapunov exponents are zero. On the other hand, we say
that A P GIC has simple (Lyapunov) spectrum if all Lyapunov exponents are different.
3.1.2. Topologies on linear differential systems. Consider the set G of the measurable maps
A : X Ñ glpd,Rq, d ě 2, endowed with its Borel σ-algebra. For A, B P G and 1 ď p ď 8 set
}A}p :“
$&
%
´ż
X
}Apxq}pdµ
¯1{p
, if 1 ď p ă 8
ess supxPX }Apxq}, if p “ 8
.
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and
dppA, Bq “
}A ´ B}p
1 ` }A ´ B}p
, (5)
where dppA, Bq “ 1 if }A ´ B}p “ 8. Note that Apxq P glpd,Rq do not need to be invertible.
As in the discrete-time setting, the equality (5) defines a metric on the space of infinitesimal
generators, which is complete with respect to this metric. We refer for the metric/norm/topology
induced by (5) has the Lp infinitesimal generator metric/norm/topology.
Remark 3.1. It follows from the definition of the metric and from Hölder inequality that, for all
A, B P G and 1 ď p ď q ď 8, we have dppA, Bq ď dqpA, Bq.
Remark 3.2. If A P GIC and B P G with dppA, Bq ă 1, 1 ď p ď 8, then B P GIC; see [3].
3.1.3. Families of linear differential systems. Like we did in the discrete case we are interested
in elements A taking values in specific subgroups of glpd,Rq. In the greater generality we
consider subgroups that satisfy an accessibility condition:
Definition 3.1. We call a non-empty closed subalgebra T Ă glpd,Rq accessible if its associated
Lie subgroup acts transitively in the projective space RPd´1.
Example 4: The subalgebras glpd,Rq, slpd,Rq, spp2d,Rq are accessible.
Lemma 3.1. Let T be an accessible subalgebra of glpd,Rq. Then, there exists K ą 0 such that
for all u, v P RPd´1 there is tRu,vptqutPr0,1s P T , with }Ru,vptq} ď K such that Φ1Ru,vu “ v, where
Φt
Ru,v
is the solution of the linear variational equation 9uptq “ Ru,vptq ¨ uptq.
Proof. The proof is analog to the one in Lemma 2.1. In order to comply the continuous-time
formalization we just have to consider a smooth isotopy on T from the identity to the rotation
Ru,v (which sends the direction u into the direction v) given by ζptq, with ζptq “ Id for t ď 0 and
ζptq “ Ru,v for t ě 1. We consider the linear variational equation
9uptq “
„
d
dtζptq ¨ ζptq
´1

¨ uptq
with initial condition up0q “ Id and unique solution equal to ζptq. Define Ru,vptq “ ddtζptq ¨
ζptq´1. Clearly, Ru,vptq is bounded. Moreover, the solution of 9uptq “ Ru,vptq ¨ uptq defined by
Φt
Ru,v
is, such that,
Φ1Ru,vu “ ζp1qu “ v.

Definition 3.2. We say that a closed Lie subalgebra S Ď glpd,Rq is saddle-conservative if its
associated Lie subgroup is saddle-conservative in the sense of Definition 2.2.
Example 5: Analogous to the discrete-time case we have that the Lie algebras glpd,Rq, slpd,Rq,
spp2q,Rq display the saddle-conservative property. The orthogonal Lie algebra and the special
orthogonal Lie algebra do not display the saddle-conservative property.
Denote by TIC Ă GIC the maps A : X Ñ T Ă glpd,Rq where T is an accessible subalgebra.
Denote by SIC Ă TIC the maps A : X Ñ S Ă T where S is a saddle-conservative accessible
subalgebra.
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3.1.4. Conservative perturbations. Considering the same notation as before we recall the Os-
trogradsky-Jacobi-Liouville formula:
exp
ˆż t
0
Tr Apϕspxqq ds
˙
“ detΦtApxq, (6)
where TrpAq denotes the trace of the matrix A.
Therefore, we may speak about conservative perturbations of systems A evolving in glpd,Rq
along the orbit ϕtpxq as A` H where Hpϕtpxqq P slpd,Rq. Denote by ΦtA the solution of (3) and
by ΦtA`H the solution of the perturbed system:
d
dsupx, sq|s“t “ rApϕ
tpxqq ` Hpϕtpxqs ¨ upx, tq,
By a direct application of formula (6) we obtain
detpΦtA`Hpxqq “ exp
ˆż t
0
TrApϕspxqq ` TrHpϕspxqq ds
˙
“ exp
ˆż t
0
TrApϕspxqq ds
˙
“ detpΦtApxqq,
which allows us to conclude that the perturbation leaves the volume form invariant.
3.1.5. Statement of the results. We intend to obtain the continuous-time version of the discrete
results treated in the first part of this paper. We start by establishing the existence of a Lp-
residual of the accessible linear differential systems with one-point spectrum:
Theorem 3. There exists an Lp-residual subset R P TIC , 1 ď p ă 8 such that, for any B P R
we have that B has one-point spectrum.
However, there are no Lp-open subsets of the saddle-conservative accessible linear differen-
tial systems, since the simple spectrum is a dense property:
Theorem 4. For any A P SIC , 1 ď p ă 8 over an ergodic flow and ǫ ą 0, there exists B P SIC ,
with dppA, Bq ă ǫ and B has simple Lyapunov spectrum.
3.2. The Arbieto and Bochi theorem for linear differential systems. Let us consider the
following function where L is one of the subsets of linear differential systems TIC , SIC or GIC:
Λk : L ÝÑ r0,8q
A ÞÝÑ
ş
X λ1p^
kpAq, xq dµ.
With this function we compute the integrated largest Lyapunov exponent of the kth exterior
power operator. Let us denote ˆλkpA, xq “ λ1pA, xq ` . . . ` λkpA, xq. By using Lemma 2.2 we
conclude that for k “ 1, . . . , d ´ 1 we have ˆλkpA, xq “ λ1p^kpAq, xq and therefore we obtain
ΛkpAq “ Λ1p^kpAqq.
In order to prove that Λk is an upper semicontinuous function if we endow L with the Lp
infinitesimal generator topology (Proposition 3.3), we give a preliminary result which allows
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us to control different solutions taking into account the closeness of the respective infinitesimal
generators.
In what follows we use the same notation for the L1-norm of the infinitesimal generators in-
troduced in §3.1.2 and for the usual L1-norm } f }1 of functions f : X Ñ R, given by
ş
X | f pxq| dµ.
Lemma 3.2. For A, B P GIC we have››log` }ΦtApxq} ´ log` }ΦtBpxq}››1 ď t}A ´ B}1, for all t P R`.
Proof. From (4), Gronwall’s lemma (see, e.g., [2]) implies that, with C “ A, B, for µ-a.e. x P X
and for all t P R` we have
log` }ΦtCpxq} ď
ż t
0
}Cpϕspxqq} ds,
and, consequently,ˇˇ
log` }ΦtApxq} ´ log` }ΦtBpxq}
ˇˇ
ď
ˇˇˇ
ˇ
ż t
0
}Apϕspxqq} ´ }Bpϕspxqq} ds
ˇˇˇ
ˇ
ď
ż t
0
}Apϕspxqq ´ Bpϕspxqq} ds “: αtpxq.
By [2, Lemma 2.2.5] αtpxq P L1pXq, and by Tonelli-Fubini’s theorem, the change of variables
theorem and the ϕs-invariance of µ, we have for all t P R`››log` }ΦtApxq} ´ log` }ΦtBpxq}››1 ď
ż
X
ż t
0
}Apϕspxqq ´ Bpϕspxqq} ds dµ
ď
ż t
0
}A ´ B}1 ds
“ t}A ´ B}1.

Recall that, for any A P GIC we have
ΛkpAq “ lim
tÑ˘8
1
t
ż
X
log } ^k pΦtApxqq} dµ “ inf
nPN
1
n
ż
X
log } ^k pΦnApxqq} dµ. (7)
Proposition 3.3. For each k “ 1, . . . , d, the function Λk is upper semicontinuous when we en-
dow L with the Lp infinitesimal generator topology, 1 ď p ď 8. Moreover, in these conditions
Λd is a continuous function.
Proof. Let A P GIC , k P t1, . . . , du and ǫ ą 0 be given. We start by assuming that
ˆλkpA, xq ě 0, for µ-a.e. x P X. (8)
By (7), (8) and the subbaditive ergodic theorem, it is possible to find N P N large enough in
order to have
1
N
ż
X
log` } ^k pΦNA pxqq} dµ ă ΛkpAq `
ǫ
2
. (9)
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We will see that we can find δ ą 0 such that for any B satisfying dppA, Bq ă δ we have
that B P GIC (this follows from Remarks 3.1 and 3.2) and ΛkpBq ă ΛkpAq ` ǫ. Indeed, since
} ^k ΦNA,Bpxq} ď }Φ
N
A,Bpxq}
k
, from (7), (9) and Lemma 3.2 we get
ΛkpBq ď
1
N
ż
X
log` } ^k pΦNB pxqq} dµ
ď
1
N
ż
X
log` } ^k pΦNA pxqq} dµ`
1
N
ż
X
ˇˇ
log` } ^k pΦNB pxqq} ´ log` } ^k pΦNB pxqq}
ˇˇ
dµ
ď ΛkpAq `
ǫ
2
`
k
N
N}A ´ B}1.
If δ ă ǫ{p2k ` ǫq then dppA, Bq ă δ implies }A ´ B}1 ď }A ´ B}p ă ǫ{p2kq, and the result
follows.
Let us prove now the general case. Again, let A P GIC, k P t1, . . . , du and ǫ ą 0 be given. For
α ą 0 we define the ϕt-invariant set Lα “ tx P X : ˆλkpA, xq ă ´αu. Consider α large enough
such that
k
ż
Lα
log` }Φ1Apxq} dµ ă
ǫ
8
and
ż
Lα
ˆλkpA, xq dµ ą ´
ǫ
8
. (10)
Set β ě α ą 0, denote by Id the identity d ˆ d matrix and define ˜Apxq “ Apxq ` β.Id,
˜Bpxq “ Bpxq ` β.Id. Then ˆλkp ˜A, xq “ ˆλkpA, xq ` β, which is greater or equal than zero for
x P LCα . Moreover, if dppA, Bq is sufficiently small then also is dpp ˜A, ˜Bq, and by the previous
case we have ż
LCα
ˆλp ˜B, xq dµ ď
ż
LCα
ˆλp ˜A, xq dµ` ǫ
2
,
which implies ż
LCα
ˆλpB, xq dµ ď
ż
LCα
ˆλpA, xq dµ` ǫ
2
. (11)
From Lemma 3.2, if dppA, Bq is sufficiently small then››log` }Φ1Apxq} ´ log` }Φ1Bpxq}››1 ď ǫ4k ,
which, with (10) impliesż
La
ˆλpB, xq dµ “ inf
n
1
n
ż
La
log` } ^k ΦnBpxq} dµ
ď k
ż
La
log` }Φ1Bpxq} dµ
ď k
ż
La
log` }Φ1Apxq} dµ` k
ż
La
ˇˇ
log` }Φ1Apxq} ´ log` }Φ1Bpxq}
ˇˇ
dµ
ď
ż
La
ˆλkpA, xq dµ`
ǫ
2
. (12)
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The proof for this general case follows now from (11) and (12). Finally, in order to prove the
continuity of Λd we just have to note that
A ÞÑ ˜ΛkpAq :“
ż
X
λd´k`1pA, xq ` ¨ ¨ ¨ ` λdpA, xq dµ “ ´Λkp´Aq
is lower semicontinuous for each k “ 1, . . . , d, so that Λd “ ˜Λd is continuous. 
3.3. One-point spectrum is residual. The proof of Theorem 3 is a straightforward application
of the scheme described in §2.2.3 to prove Theorem 1. The only novelty is the perturbation
toolbox which we will develop in the sequel (Lemma 3.4). We consider the perturbations within
the continuous linear differential systems because the estimates are more easily established.
Once we have a perturbation framework developed the proof of Theorem 3 will have a further
simple additional step.
Proof. (of Theorem 3) Let A P TIC be a continuity point of the functions Λk, for all k “ 1, ..., d,
defined in Proposition 3.3, and with respect to the Lp-topology.
Case 1: A is a continuous linear differential system. We proceed as in the proof of Theorem 1
and use the perturbation Lemma 3.4 to mix Oseledets direction and so cause a decay of
the Lyapunov exponents and finally we use Proposition 3.3 to complete the argument.
Case 2: A is not a continuous linear differential system. It follows from Lusin’s theorem (see
e.g. [37, §2 and §3]) that the continuous linear differential systems over flows on com-
pact spaces X and on manifolds like the Lie subgroups we are considering, are Lp-dense
in the Lp ones.
Now, we take a sequence of continuous linear differential systems An P TIC converging to A in
the Lp-sense. Since A is a continuity point we must have lim
nÑ8
ΛkpAnq “ ΛkpAq. Like we did in
Proposition 2.6, but this time in the flow setting, given ǫn Ñ 0 and δ ą 0, there exists Bn P TIC ,
with dppAn, Bnq ă ǫn, such that
ΛkpBnq ă δ´ JkpAnq ` ΛkpAnq,
where the jump is defined like we did in the discrete case by
JkpAnq “
ż
X
λkpAn, xq ´ λk`1pAn, xq
2
dµ.
Considering limits we get:
lim
nÑ8
ΛkpBnq ă δ´ lim
nÑ8
JkpAnq ` ΛkpAq.
Since A is a continuity point of Λk we obtain that JkpAnq “ 0 for all k and all n sufficiently
large, i.e., λkpAn, xq “ λk`1pAn, xq for all k and µ-a.e. x P X. Therefore, the linear differential
system An must have one-point spectrum for µ-a.e. x P X and the same holds for A because
lim
nÑ8
ΛkpAnq “ ΛkpAq. Once again we finalize the proof recalling that the set of continuity points
of an upper semicontinuous function is a residual subset. 
The next result is the basic perturbation tool which allows us to interchange Oseledets direc-
tions.
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Lemma 3.4. Let be given a continuous linear differential system A evolving in a closed acces-
sible Lie subalgebra T Ď glpd,Rq and over a flow ϕt : X Ñ X, ǫ ą 0, 1 ď p ă 8 and a
non-periodic x P X (or periodic with period larger than 1). There exists r ą 0 (depending on ǫ)
such that for all σ P p0, 1q, all y P Bpx, σrq (the ball transversal to ϕt at x) and any continuous
choice of a pair of vectors uy and vy in Rdyzt~0u:
(1) there exists a continuous linear differential system B P T , with dppA, Bq ă ǫ such that
Φ1Bpyquy “ Φ
1
ApyqRvy, where Rvy stands for the direction of the vector vy; Moreover,
(2) there exists a traceles system H, supported in the flowbox F :“ tϕtpyq : t P r0, 1s, y P
Bpx, rqu, such that }H}p ă ǫ, Bpyq “ Apyq`Hpyq for all y P Bpx, σrq, and Bpzq “ Apzq
if z R F .
Proof. We begin by taking K :“ maxzPX }pΦtApzqq˘1} for t P r0, 1s. For a given small r ą 0 we
take the closed ball centered in x and with radius r transversal to the flow direction and denoted
by Bpx, rq. We fix σ P p0, 1q. Let η : R Ñ r0, 1s be a C8 function such that ηptq “ 0 for t ď 0
and ηptq “ 1 for t ě 1. Let also ρ : R Ñ r0, 1s be a C8 function such that ρptq “ 0 for t ď σ
and ρptq “ 1 for t ě 1. In what follow, for y P Bpx, rq we are going to define the 1-parameter
family of linear maps Ψtpyq : Rdy Ñ Rdy for t P r0, 1s.
For t P r0, 1s we let uty “ p1 ´ ηptqquy ` ηptqvy and, by the transitive property, we choose a
smooth family tRtyutPr0,1s such that Rty P T and Rty uy “ uty. Let L ą 0 be sufficiently large in
order to get } 9RtypRtyq´1} ă L for all t P r0, 1s and y P Bpx, rq. Finally, we normalize the volume
by taking Rty “ ζpt, yqRty such that detpRtyq “ 1 for all t P r0, 1s and y P Bpx, rq. Now, we take
κ ą 0 such that ζpt, yq ą κ and 9ζpt, yq “ dζpt,yqdt ă κ
´1 for all t P r0, 1s and y P Bpx, rq.
Then, we consider the 1-parameter family of linear maps Ψtpyq : Rdy Ñ Rdϕtpyq where Ψ
tpyq “
ΦtApyqR
t
y. In order to simplify the heavy notation we consider Rt “ Rty, Rt “ Rty, ΦtA “ ΦtApyq,
ζ “ ζpt, yq and 9ζ “ dζpt,yqdt . We take time derivatives and we obtain:
9Ψtpyq “ 9ΦtAR
t ` ΦtA 9R
t “ ApϕtpyqqΦtARt ` ΦtA 9ζRt ` ΦtAζ 9Rt “
“ ApϕtpyqqΨtpyq ` rΦtA 9ζζ
´1pΦtAq
´1 ` ΦtAζ
9RtpΨtpyqq´1sΨtpyq
“ rApϕtpyqq ` Hpϕtpyqqs ¨Ψtpyq.
Hence, we define, for all y P Bpx, rq and t P r0, 1s, the perturbation H in the flowbox coordinates
pt, yq by
Hpϕtpyqq “ ΦtA 9ζζ
´1pΦtAq
´1 ` ΦtAζ 9R
tpΨtpyqq´1
“
9ζ
ζ
Id ` ΦtAζ 9RtpΦtARtq´1
“
9ζ
ζ
Id ` ΦtA 9RtpRtq´1pΦtAq´1
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By Jacobi’s formula on the derivative of the determinant we have
dpdetpζRtqq
dt “ Tr
ˆ
adjpζRtqdpζR
tq
dt
˙
“ Tr
ˆ
detpζRtqpζRtq´1 dpζR
tq
dt
˙
“ Trpζ´1pRtq´1p 9ζRt ` ζ 9Rtqq “ Tr
˜
9ζ
ζ
Id ` pRtq´1 9Rt
¸
“ Tr
˜
9ζ
ζ
Id
¸
` TrrpRtq´1 9Rts.
But we also have, for all t P r0, 1s and y P Bpx, rq, detpζRtq “ 1 and so
Tr
˜
9ζ
ζ
Id ` pRtq´1 9Rt
¸
“ Tr
˜
9ζ
ζ
Id ` 9RtpRtq´1
¸
“ 0.
Since the trace is invariant by any change of coordinates we obtain TrpHpϕtpyqqq “ 0.
At this time, we consider the flowbox F :“ tϕtpyq : t P r0, 1s, y P Bpx, rqu and we are able to
define the linear continuous differential system
Bpzq “
#
Apzq, if z R F
Apzq `
´
1 ´ ρ
´
}x´y}
r
¯¯
Hpzq, if z “ ϕtpyq P F . (13)
In order to estimate dppA, Bq it suffices to compute the Lp infinitesimal generator norm of H.
For that we consider Rokhlin’s theorem (see [35]) on disintegration of the measure µ into a
measure µˆ in the transversal section and the length in the flow direction, say µ “ µˆ ˆ dt. Go
back into the beginning of the proof and pick r ą 0 such that
µˆpBpx, rqq ă
ˆ
ǫ
κ´2 ` K2L
˙p
.
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We have then
}H}p “
ˆż
F
}Hpzq}pdµpzq
˙1{p
“
ˆż 1
0
ż
Bpx,rq
}Hpϕtpyqq}pdµˆpyqdt
˙1{p
“
˜ż 1
0
ż
Bpx,rq
›››››
9ζpt, yq
ζpt, yq
Id ` ΦtApyq 9RtpRtq´1pΦtApyqq´1
›››››
p
dµˆpyqdt
¸1{p
Minkowski
ď
˜ż 1
0
ż
Bpx,rq
›››››
9ζpt, yq
ζpt, yq
Id
›››››
p¸1{p
`
ˆż 1
0
ż
Bpx,rq
›››ΦtApyq 9RtpRtq´1pΦtApyqq´1›››p dµˆpyqdt
˙1{p
ď pκ´2 ` K2LqµˆpBpx, rqq1{p ă ǫ.
Note that the perturbed system B generates the linear flow ΦtA`Hpyq which is the same as Ψt
by unicity of solutions with the same initial conditions, hence given uy P Rdy we have
ΦtBpyquy “ Ψ
tpyquy “ ΦtApyqR
t
y uy “ ζpt, yqΦ
t
ApyqR
t
y uy “ ζpt, yqΦ
t
Apyqu
t
y.
To finish the proof, we take t “ 1 and obtain
Φ1Bpyquy “ ζp1, yqΦ1Apyqu1y “ Φ1Apyqrζp1, yq vys.

Remark 3.3. Using Lemma 3.4 we can also “view” the exchange of directions in Rd
ϕ1pyq instead
of in Rdy . Hence, for any two vectors u1y and v1y in Rdϕ1pyqzt~0u and defining u0y :“ Φ´1A pϕ1pyqqu1y ,
v0y :“ Φ
´1
A pϕ
1pyqqv1y , we get Φ1A`Hpyqu
0
y “ Φ
1
ApyqRv
0
y , where Rv0y stands for the direction of the
vector v0y . Moreover, if the choice of a pair of vectors uy and vy in Rdyzt~0u is only measurable,
then the linear differential system B P T satisfying (1) and (2) of Lemma 3.4 do not need to be
continuous.
3.4. Simple spectrum is dense. In this section we will obtain the continuous-time counterpart
of section §2.3. For that we must develop a perturbation implement in the language of dif-
ferential equations which plays the role of the cocycle C2 in the proof of Lemma 2.7. This is
precisely what next result assures.
Lemma 3.5. Let be given a continuous linear differential system A evolving in a closed Lie
accessible subalgebra S Ď glpd,Rq which displays the saddle-conservative property and over
a flow ϕt : X Ñ X, ǫ ą 0, 1 ď p ă 8 and a non-periodic x P X (or periodic with period larger
than 1). There exists r ą 0, such that for all σ P p0, 1q, all y P Bpx, σrq, any δ ą 0 and any
continuous choice of directions ey P Rdy
22 M. BESSA AND H. VILARINHO
(1) there exists a continuous linear differential system B P S , with dppA, Bq ă ǫ such that
Φ1Bpyq ey “ p1 ` δqΦ1Apyq ey; Moreover,
(2) there exists a traceless system H, supported in the flowbox F :“ tϕtpyq : t P r0, 1s, y P
Bpx, rqu, such that }H}p ă ǫ, Bpyq “ Apyq`Hpyq for all y P Bpx, σrq, and Bpzq “ Apzq
if z R F .
Proof. We will perform the continuous perturbations along a time-one segments of time-one
orbits of y P Bpx, rq for some sufficiently thin flowbox. The construction is similar to the one
we did in the proof of Lemma 3.4. Take K :“ maxzPX }pΦtApzqq˘1} for t P r0, 1s.
Let S Ď GLpd,Rq be the saddle-conservative Lie subgroup associated to S , y P Bpx, rq and
ey P R
d
y varying continuously with y. Fix δ ą 0 and let η : R Ñ r0, 1s be any C8 function such
that ηptq “ 0 for t ď 0 and ηptq “ δ for t ě 1. Take a smooth family tE tyutą0 Ă S such that:
(i) E ty P SLpd,Rq and
(ii) E ty ey “ p1 ` ηptqqey.
Consider the 1-parameter family of linear maps Ψtpyq : Rdy Ñ Rdϕtpyq where Ψ
tpyq “ ΦtApyqE
t
y.
We take time derivatives and we obtain:
9Ψtpyq “ 9ΦtApyqE
t
y ` Φ
t
Apyq 9E
t
y “ ApϕtpyqqΦtApyqE ty ` ΦtApyq 9E ty
“ ApϕtpyqqΦtApyqE ty ` ΦtApyq 9E typE tyq´1pΦtApyqq´1ΦtApyqE ty
“ rApϕtpyqq ` ΦtApyq 9E typE tq´1y pΦtApyqq´1sΨtpyq.
The perturbation is then defined by:
Hpϕtpyqq “ ΦtApyq 9E
t
ypE
t
yq
´1pΦtApyqq
´1.
We can define now the continuous linear differential system B as in (13). Now it is time to
choose the thickness r ą 0. Let L ą 0 be such that } 9E typE tyq´1}p ď L, for all y P Bpx, rq and
t P r0, 1s. Finally, take r ą 0 such that:
µˆpBpx, rqq ă
´ ǫ
LK2
¯p
.
To estimate dppA, Bq ď }H}p, we have
}H}p “
ˆż
F
}Hpzq}pdµpzq
˙1{p
“
ˆż 1
0
ż
Bpx,rq
}Hpϕtpyqq}pdµˆpyqdt
˙1{p
“
ˆż 1
0
ż
Bpx,rq
›››ΦtApyq 9E typE tyq´1pΦtApyqq´1›››p dµˆpyqdt
˙1{p
ď LK2µˆpBpx, rqq1{p ă ǫ.
Finally, we observe that
Φ1Bpyq ey “ Ψ
1pyq ey “ Φ1ApyqE
1
y ey “ Φ
1
Apyqp1 ` ηp1qq ey “ p1 ` δqΦ1Apyqey.
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
The proof of Theorem 4, which asserts the density of cocycles with simple spectrum in
continuous-time cocycles, follows by similar arguments as the proof of Theorem 2. Since
Lemma 2.8 [3, Lemma 4.3] holds trivially for continuous-time cocycles, we only need the
flow version of Lemma 2.7, which we write down for completeness:
Lemma 3.6. Assume that A P SIC over a flow ϕt : X Ñ X has one-point spectrum and d ě 2.
Then, for any small ǫ ą 0 and 1 ď p ă 8, there exists B P SIC, with }A ´ B}p ă ǫ, such that B
has at least two different Lyapunov exponents.
Proof. We will consider A to be continuous because we can always approximate, in the Lp-
sense, the linear differential system A by another one which is continuous. Consider a transver-
sal section to the flow Σ Ă X, such that the time-one flowbox V :“ ϕr0,1spΣq is such that µpVq ą
0, V X ϕ1pVq “ ϕ1pΣq. Let LA :“ maxxPX }Apxq} and kpxq :“ mintt ą 0 : ϕ´tpxq P ϕ1pΣqu.
For the sake of simplicity of presentation we assume that Σ is a transversal closed ball Bpp, rq.
Fix a unitary vector e P RPd´1 and define the following vector field which is a normalized
image under the cocycle associated to A of the direction associated to the vector e, in the fiber
corresponding to each x P X:
vpxq :“
#
e, if x P ϕ1pΣq
Φ
kpxq
A pϕ
´kpxqpxqqe
}Φ
kpxq
A pϕ
´kpxqpxqqe}
, otherwise ,
and set Epxq “ spantvpxqu. For x P Σ define qpxq P RPd´1 “ Rdx given by
qpxq “
Φ1Apxqvpxq
}Φ1Apxqvpxq}
.
Let Hqp¨q : X Ñ slpd,Rq be a linear differential system, supported in V and constructed fol-
lowing the steps of Lemma 3.4 and Remark 3.3, such that, if x P Σ and e R xqpxqy we have:
Φ1A`Hqpxqpxqvpxq “ Φ
1
ApxqRwpxq,
where wpxq :“ rΦ1Apϕ1pxqqs´1e. Clearly, dppA, A ` Hqq can be smaller than any small ǫ ą 0just considering V with small enough µ-measure. If A ` Hq has two or more distinct Lyapunov
exponents we take B “ A ` Hq and we are done.
Let us consider now that A ` Hq has only one Lyapunov exponent λA`Hq. Then, it must be
equal to the unique Lyapunov exponent λA for Φ1A (and both have multiplicity d). Indeed, by
Ostrogradsky-Jacobi-Liouville formula in (6) we get
detΦtApxq “ detΦtA`Hqpxqpxq
for all x P X, and by the multiplicative ergodic theorem we have
d.λA`Hq “
ż
log | detΦ1A`Hqpxqpxq| dµ “
ż
log | detΦ1Apxq| dµ “ d.λA.
24 M. BESSA AND H. VILARINHO
Fix δ P p0, 1q. Since our algebra has the saddle-conservative property, we let J : X Ñ slpd,Rq
be a linear differential system, supported in ϕ1pVq and constructed following the steps of Lemma
3.5, such that, for x P ϕ1pΣq, we have
Φ1A`Jpxqe “ p1 ` δqΦ1Apxqe.
Finally, define the continuous linear differential system, supported in ϕr0,2spVq, by
Dpxq “ Apxq ` Hqpxqpxq ` Jpxq.
Since, for all x P X
Φ1DpxqEpxq “ Φ
1
A`HqpxqpxqEpxq “ Epϕ
1pxqq
by Birkhoff’s ergodic theorem we have:
λpD, x, vpxqq :“ lim
tÑ8
1
t
log }ΦtDpxqvpxq}
“ lim
nÑ8
1
n
log }ΦnDpxqvpxq}
“ lim
nÑ8
1
n
log }p1 ` δq
řn´1
j“0 lV pϕ
jpxqq
ΦnA`Hqpxqpxqvpxq}
“ λpA ` Hqpxq, x, vpxqq ` logp1 ` δqµpVq. (14)
Let λD,1 ě λD,2 ě . . . ě λD,rδ be the distinct Lyapunov exponents for D, with the corresponding
multiplicities m1, . . . ,mrδ . Since for all x P X,
detΦ1Dpxq “ detΦ1A`Hqpxqpxq “ detΦ
1
Apxq,
by the multiplicative ergodic theorem we also have
rδÿ
i“1
λD,i ¨ mi “ d.λA.
By (14), for any δ ą 0 the linear differential system D has a Lyapunov exponent equal to
λA ` logp1 ` δqµpVq, so we must have rδ ě 2. Moreover, for all δ ą 0, we have
‚ J is supported in ϕ1pVq and is bounded;
‚ Hq is supported in V and is bounded and so,
‚ Dpxq “ Apxq in x R V Y ϕ1pVq and D is bounded.
which implies that dppA, Dq can be made as small as we want by decreasing r ą 0. We just
have now to consider B “ D. 
4. Applications to discrete systems
4.1. Dynamical cocycles. We would like to present now an application to the so-called dy-
namical cocycle. In this case we consider that the base dynamics and the fiber dynamics are
related. In fact, the fibered action is given by the tangent map on the tangent bundle of the
action defined in the base. Of course that these systems are much more delicate than the ones
studied along this paper since the perturbations in the fiber have to be obtained by the effect of
a perturbation in the base. Let us present briefly the setting we are interested in. From know on
FINE PROPERTIES OF Lp-COCYCLES 25
we let M be a closed Riemannian surface and µ the Lebesgue measure arising from the area-
form in M. Let HomµpMq stands for the set of homeomorphisms in M which keep the Lebesgue
measure invariant and Diff1µpMq the set of diffeomorphisms of class C1 supported on M. Finally,
we let HompµpMq denote the set of elements f P HomµpMq such that for µ-a.e. x P M the map
f has well defined derivative D f pxq and it is Lp-integrable, i.e,ˆż
M
}D f pxq}p dµ
˙1{p
ă 8.
Moreover, we topologize HompµpMq with the topology (denominated by Lp-topology) defined
by the maximum of the C0-topology (cf. [10]) and the one analog to the one constructed in
§2.1.2. Then, we take the Lp-completement of HompµpMq which we still denote by HompµpMq.
By Baire’s category theorem HompµpMq is a Baire space.
Each map f P Diff1µpMq generates a linear (dynamical) cocycle F f : T M Ñ T M generated
by:
F f px, vq “ p f pxq, D f pxqvq,
and the same holds for f P HompµpMq at least for a full measure subset ˆM Ď M. Since these
maps preserve the Lebesgue measure D f pxq P SLp2,Rq.
From now on we endow HomµpMq with the C0-topology, HompµpMq with the Lp-topology
and Diff1µpMq with the C1-Whitney topology.
In [10] it was proved that C0-densely elements in HomµpMq have one-point spectrum. On
the other hand, in [12], it was proved that C1-generic elements in Diff1µpMq are Anosov or else
have one-point spectrum. Here, we describe what behavior occurs in the middle:
Theorem 5. There exists an Lp-residual subset R of HompµpMq, 1 ď p ă 8 such that, for any
f P R we have that µ-a.e. x P M has all Lyapunov exponents equal to zero.
Let us now see the highlights of the proof of previous theorem.
(i) On the entropy function:
Given a set of measurable and Lebesgue invariant maps T endowed with a certain topology
τ we consider the function that associated to each f P T the integral over M of its upper
Lyapunov exponent with respect to the Lebesgue measure:
Λ : pT , τq ÝÑ r0,8r
f ÞÝÑ şM λ1p f , xq dµ,
It was proved in [10, §4] that when T “ HomµpMq and τ the C0-topology, then Λ cannot
be upper semicontinuous. Moreover, in [12, Proposition 2.1] is was proved that when T “
Diff1µpMq and τ the C1-topology, then Λ is upper semicontinuous. When T “ HompµpMq and τ
the Lp-topology, thenΛ is upper semicontinuous by using the arguments described in [1] which,
we recall, do not require f to be ergodic.
(ii) On the perturbations:
In [12, §3.1] it was developed the concept of realizable sequences (in the C1-sense) and
in [10, §2.4] the the concept of topological realizable sequences (in the C0-sense). Here, we
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need an Lp-version of it. Then, since we can rotate any angle we like, on the action of D f , by
making an arbitrarily small Lp-perturbation the uniform hyperbolicity cannot be an obstacle in
order to decay the Lyapunov exponent as it is in Bochi’s setting. Therefore, we can proceed
like in [10] and obtain a map with arbitrarily small Lyapunov exponent near any map (even an
Anosov one). Recall the points (1), (2) and (3) in §2.2.3. Once again we emphasize that the use
of Bochi’s strategy is crucial because Arnold and Cong’s arguments assume the ergodicity of the
base map and in our dynamical cocycle context the base dynamics change and may eventually
be non ergodic1.
(iii) End of the proof:
We pick a point of continuity f of the function Λ : pHompµpMq, Lpq Ñ r0,8r. We claim that
Λp f q “ 0 otherwise, if Λp f q “ α ą 0, then, by (ii) we consider g P HompµpMq arbitrarily
Lp-close to f and such that Λpgq “ 0 which contradicts the fact that f is a continuity point
of Λ. Finally, we use (i), and the fact that the points of continuity of an upper semicontinuous
function if a residual subset.
(iv) A final remark:
Other strategy which simplify considerably the previous argument needs to assume that
Diff1µpMq is Lp-dense in HompµpMq. First, we approximate by a C1-diffeomorphism f , and
then reasoning in the following way using Bochi’s theorem: if f has all its Lyapunov exponent
equal to zero we are over arguing like we did before using (i). Otherwise, f is Anosov (or in the
C1-boundary of it), and a small Lp-perturbation send us to the interior of the non-Anosov ones
(Anosov is no longer open w.r.t. the Lp-topology).
4.2. Infinite dimensional discrete cocycles. We denote by H an infinite dimensional separa-
ble Hilbert space and by CpH q the set of linear compact operators acting in H endowed with
the uniform operators norm. We fix a map T : X Ñ X as before and µ an f -invariant Borel
regular measure that is positive on non-empty open subsets. Given a family pAxqxPX of operators
in CpH q and a continuous vector bundle π : X ˆH Ñ X, we define the cocycle by
FA : X ˆH ÝÑ X ˆH
px, vq ÞÝÑ pT pxq, Apxqvq.
It holds π ˝ F “ f ˝ π and, for all x P X, FApx, ¨q : Hx Ñ H f pxq is a linear operator. We let
C0I pX, CpH qq stand for the continuous integrable cocycles evolving in CpH q and endowed with
the C0-topology. Let also LpI pX, CpH qq stand for the continuous integrable cocycles evolving
in CpH q and endowed with the Lp-topology.
These infinite dimensional cocycles display some properties similar to the ones in finite di-
mension. For instance, the existence of an asymptotic spectral decomposition with asymptotic
uniform rates like the ones given in Oseledets theorem also holds by an outstanding result
by Ruelle (see [37]). Moreover, in [8] was obtained the Mañé-Bochi-Viana dichotomy for
C0I pX, CpH qq equipped with the C0-topology. Here, we intend to get the Lp-version of [8] for
1 We observe that, despite the fact that Oxtoby and Ulam theorem ([34]) assures that C0-generic volume-
preserving maps are ergodic, the set of C0-stably ergodic (and also Lp-stably ergodic) ones is empty.
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LpI pX, CpH qq cocycles with the Lp topology. We point out that such infinite dimensional sys-
tems have been the focus of attention (cf. [8, 9, 26, 27]) not only because of its intrinsic interest
but also due to its potential applications to partial differential equations (see [26, §1.3 and §2]).
As is expected we do drop the dichotomy in [8, Theorem 1.1] and reach the one-point spec-
trum statement.
Theorem 6. There exists a Lp-residual subset R of the set of integrable compact cocycles
LpI pX, CpH qq such that, for A P R and µ-almost every x P X
lim
nÑ8
pApxq˚nApxqnq
1
2n “ r0s,
where r0s stands for the null operator.
The strategy to obtain the proof of Theorem 6 is much like to the one described §4.1 which
follows the three steps (i), (ii) and (iii). Once again we are free to input rotations on the fiber
HX by small Lp-perturbation highlighting the key point for this kind of systems. It is interesting
to observe that the strategy of Arnold and Cong cannot be adapted directly to this setting.
Actually, their argument is based on a finite circular permutation on the fiber directions which
have already simple spectrum (see [3, Theorem 4.5]) which we can not see how to implement
to the infinite dimensional context. Once again our choice of using Bochi and Viana strategy is
crucial to obtain our results.
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