Context. Thanks to recent and ongoing large scale surveys, hundreds of brown dwarfs have been discovered in the last decade. The Canada-France Brown Dwarf Survey is a wide-field survey for cool brown dwarfs conducted with the MegaCam camera on the Canada-France-Hawaii Telescope telescope. Aims. Our objectives are to find ultracool brown dwarfs and to constrain the field brown-dwarf luminosity function and the mass function from a large and homogeneous sample of L and T dwarfs. Methods. We identify candidates in CFHT/MegaCam i ′ and z ′ images and follow them up with pointed near infrared (NIR) imaging on several telescopes. Halfway through our survey we found ∼50 T dwarfs and ∼170 L or ultra cool M dwarfs drawn from a larger sample of 1400 candidates with typical ultracool dwarfs i ′ − z ′ colours, found in 780 square degrees. Results. We have currently completed the NIR follow-up on a large part of the survey for all candidates from mid-L dwarfs down to the latest T dwarfs known with utracool dwarfs' colours. This allows us to draw on a complete and well defined sample of 102 ultracool dwarfs to investigate the luminosity function and space density of field dwarfs. Conclusions. We found the density of late L5 to T0 dwarfs to be 2.0 +0.8 −0.7 × 10 −3 objects pc −3 , the density of T0.5 to T5.5 dwarfs to be 1.4
Introduction
Brown dwarfs are very low-luminosity objects. Even at their flux maximum in the near and mid-infrared, brown dwarfs are more than ten magnitudes fainter than solar-type stars. That explains the very low number of detected substellar objects compared to that of known stars, although they probably represent a sizeable fraction of the stellar population in our Galaxy.
The first discoveries of brown dwarfs were made by Nakajima et al. (1995) around the nearby star Gliese 229 and by Stauffer et al. (1994) and Rebolo et al. (1995) in the Pleiades. Delfosse et al. (1997) ; Ruiz et al. (1997) and Kirkpatrick et al. (1997) found the first field brown dwarfs. Since then, several hundreds of field brown dwarfs have been identified, most of them thanks to large-scale optical and near-infrared imaging surveys because they can be identified by their red optical minus near-infrared colours. Most of them have been found in the Two-Micron All-Sky Survey (2MASS, Skrutskie et al. 2006) and in the Sloan Digital Sky Survey (SDSS, York et al. 2000) . See Kirkpatrick (2005) for a review on brown dwarf discoveries.
The new generation of large-area surveys uses deeper images. As a consequence, the number of known brown dwarfs increases and new types of rarer and fainter brown dwarfs are detected (Delorme et al. 2008a; Burningham et al. 2008) . Such surveys are the UKIRT Infrared Deep Sky Survey (UKIDSS, Lawrence et al. 2007 ) and the one we undertook, the CanadaFrance-Brown-Dwarf Survey (CFBDS, Delorme et al. 2008b ). The Canada-France-Brown-Dwarf Survey is based on deep multi-colour MegaCam optical imaging obtained at the CanadaFrance-Hawaii Telescope (CFHT). We expect that complete characterisation of all our candidates will yield about 100 T dwarfs and over 400 L or very late-M dwarfs, which will approximately double the number of known brown dwarfs with a single, well-characterised survey.
With that large number of identified brown dwarfs, it becomes possible to define uniform and well-characterised samples of substellar objects to investigate their mass and luminosity functions. The knowledge of these functions is essential in several studies. In terms of Galactic studies, it gives clues on the baryonic content of the Galaxy and contributes to determine the evolution of the Galaxy mass. In terms of stellar physics studies, it gives constraints on stellar and substellar formation theories.
It has been shown that a single log-normal function could fit the mass function from field stars to brown dwarfs (see Chabrier 2003) ). (see also Luhman et al. 2007) ). Our Galaxy probably counts several 10 10 of brown dwarfs, hundreds of them in the Solar neighbourhood! To validate these assumptions, which are mainly based on the study of brown dwarfs in stars clusters, it is necessary to first refine the field brown dwarf luminosity-function. An initial estimate of the local space density of late T dwarfs have been made by 1 , from a sample of 14 T-dwarfs. Allen et al. (2005) used these results combined with data compiled from a volume-limited sample of late M and L dwarfs (Cruz et al. 2003) to compute a luminosity function. Recently, a detailed investigation on a volume-limited sample of field late-M and L dwarfs has been performed by Cruz et al. (2007) . A similar empirical investigation of field T-dwarfs have been presented by Metchev et al. (2008) . Still the number of objects in their sample is relatively small (46 L-dwarfs and 15 T-dwarfs, respectively) and the field brown dwarf luminosity-function remains poorly constrained. Thus further efforts are needed to measure the space density of brown dwarfs.
At mid-course of the CFBDS survey, we are able to define an homogeneous sample of 102 brown dwarfs redder than i ′ − z ′ = 2, from the mid-L dwarfs to the far end of the brown dwarfs observed sequence at the T/Y transition, and to derive a luminosity function. These objects are drawn from a 444 square degree area (57% of the total area) where all candidates with i ′ − z ′ > 2.0 have been followed-up with near-infrared photometry and, for the reddest of them, with spectroscopy. They represent a sub-sample in colour (i ′ − z ′ < 2.0) and in magnitude (z ′ < 22.5) of the hundreds of brown dwarfs found with i ′ − z ′ > 1.7 on the entire survey. Sect. 2 briefly describes the CFBDS and the related observations. The construction of a complete and clean sample of L5 and cooler dwarfs is ex-1 http://web.mit.edu/ ajb/www/thesis plained in Sect. 3.2. In Sect. 5, we compare our results with prior studies and link them to the mass function of brown dwarfs. Sect. 4 presents the luminosity function derived from this sample. Conclusions are given in Sect. 6.
Observations
The brown dwarf sample is drawn from the CFBDS. The survey is fully described in Delorme et al. (2008b) . The CFBDS is a survey in the i ′ and z ′ filters conducted with MegaCam (Boulade et al. 2003) at the CFHT. It is based on two existing surveys, the CFHT Legacy Survey (CFHTLS 2 , Cuillandre & Bertin 2006 ) and the Red-sequence Cluster Survey (RCS-2, Yee et al. 2007) , complemented with significant Principal Investigator data at CFHT. The survey is also extremely effective at finding high-redshift quasars. The parallel programme is called the Canada-France High-z Quasar Survey, and results are presented in Willott et al. (2007 Willott et al. ( , 2009 .
The i ′ and z ′ imaging part of the 780 deg 2 CFBDS is nearing completion to typical limit of z ′ = 22.5, probing the brown dwarf content of the Galaxy as far as 215 pc for the mid-L dwarfs, 180 pc for the early-type T dwarfs and 50 pc for the late-type T dwarfs.
The reddest sources are then followed-up with pointed Jband imaging to distinguish brown dwarfs from other astronomical sources, and spectra are obtained for the latest type dwarfs.
Throughout this paper, we use Vega magnitudes for the Jband and AB magnitudes for the i ′ and z ′ optical bands.
Optical imaging
We only briefly describe the processing and photometry of the imaging observations in this paper. A full description can be found in Delorme et al. (2008b) . Pre-processing of the MegaCam images is carried out at CFHT using the ELIXIR pipeline. This removes the instrumental effects from the images. We then run our own algorithms to improve the astrometry and check the photometry. Finally, we stack the images (if there is more than one exposure at a given position) and register the images in the four different filters. Photometry is carried out with an adaptation of SExtractor (Bertin & Arnouts 1996) , which uses dual-image multiple pointspread function fitting to optimise the signal-to-noise ratio (S/N) of point sources.
Candidate brown dwarfs and quasars are initially identified on the optical images as objects which have very high i ′ − z ′ colours. A 10 σ detection in z ′ is required but no constraint is set on i ′ : in several cases, the targets are i ′ -dropouts and only i ′ − z ′ lower limits can be determined. As shown in Willott et al. (2005) , photometric noise causes many M dwarfs with intrinsic colours of 0.5 < i ′ − z ′ < 1.5 to be scattered into the region of the diagram at i ′ − z ′ > 1.5 where we would expect to find only L or T dwarfs and quasars. The huge number of these M stars would require a lot of telescope time for complete follow-up. Therefore, we limit our survey to objects observed to be redder than i ′ − z ′ > 1.7. Changing this criterion reduces the number of M dwarf contaminants by ∼ 95%.
Near-infrared imaging
As shown by Fan et al. (2001) , brown dwarfs and quasars (and artefacts) can be separated with NIR J-band imaging. Willott et al. (2005) described in detail the method for identifying high-redshift quasars and brown dwarfs using MegaCam optical plus near-IR imaging. The very red i ′ − z ′ of high-redshift quasars is caused by deep Lyman-α absorption on a relatively flat intrinsic spectrum, and they appear significantly bluer than brown dwarfs in z ′ − J. On the contrary the spectral distribution of brown dwarfs keeps rising into the J band. We therefore carried out NIR imaging at several observatories: La Silla (New Technology Telescope, 3.6m), McDonald (2.7m), Kitt Peak (2.1m), La Palma (Nordic Optical Telescope, 2.5m). We obtained the J magnitude for all candidates, dwarfs or quasars. For dwarfs, the signal-to-noise ratio is 10 to 50 σ.
Besides pinpointing the few high-redshift quasars that contain important clues on the reionization of the Universe (Willott et al. 2005 (Willott et al. , 2007 (Willott et al. , 2009 , the J-band photometry very effectively rejects any remaining observational artefacts, as well as the more numerous M stars scattered into the brown dwarf/quasar box by large noise excursions.
Spectroscopy
Follow-up spectroscopy of the T dwarf candidates with the reddest z ′ − J colour was then carried out at Gemini. Before the GNIRS incident at Gemini-South on April 2007 (see Gemini  Observatory call for proposal archive, semester 2007B 3 ), it was used in its cross-dispersed mode to obtain a 0.9-2.4 micron coverage. Then NIRI at Gemini-North was used in a two-step approach: 1) H-band spectra were obtained to determine spectral types and 2) T6 and cooler objects were targeted for additional coverage in the J band and occasionally in the K band.
To date we obtained spectroscopic follow-up for 40 Tdwarfs. Four more T-dwarf candidates have been followed-up by Knapp et al. (2004) ; Chiu et al. (2006) ; Warren et al. (2007) . Spectral types range between T0 and the T/Y transition with 6 dwarfs being of type T7 or later. Four of these have already been presented in (Delorme et al. 2008a,b) . Spectral indices of the others are given in Table 1 and are fully described in a forthcoming paper (see also Albert et al. 2009 ). For all of them we use an absolute magnitude versus spectral type relation instead of the absolute magnitude versus colour used for the other objects. (see Sect. 4.1).
Defining a homogeneous, complete, and clean sample

Photometric classification
One square-degree MegaCam image contains several hundred thousand objects, of which at most a few are brown dwarfs. We thus need to strike a careful balance between sample completeness and contamination. To tune this compromise we need a precise knowledge of the colours of brown dwarfs for the exact instruments and filters used in our survey. The spectral energy distribution obtained from several photometric bands is characteristic of the spectrum of one object. In order to get information on the spectral type of the CFBDS candidates based on its photometry, we determined the colours in the photometric system used by CFBDS of brown dwarfs with known spectral type.
We used publicly available spectra from the L and T dwarf data archive 4 , (Martín et al. 1999; Kirkpatrick et al. 2000; Geballe et al. 2001; Leggett et al. 2002; Burgasser et al. 2003; Knapp et al. 2004; Golimowski et al. 2004; Chiu et al. 2006 ) of 45 brown dwarfs with spectral types L1 to T8. Spectral types for L and T dwarfs are given according to the infrared classification scheme described in Geballe et al. (2002) and Burgasser et al. (2006) , respectively.
Thus synthetic colours in the MegaCam filters are computed in the AB system (Fukugita et al. 1996) using detector quantum efficiency and transmission curves for the atmosphere, telescope, camera optics, and filters. We similarly synthesised J-band photometry for each of the instruments and J filters used in the Jband follow up. These instruments have significantly different response curves, which must be taken into account to obtain homogeneous selection criteria.
Synthetic colours are given in Table 2 . Figure 1 displays the resulting colour-colour diagram. The synthetic colours of each brown dwarf are represented by filled squares. The dashed line shows the resulting colour-colour relation. Spectral types are given along this track, indicating the averaged colour of brown dwarfs at a given spectral type. Crosses with error bars show the T dwarfs for which we obtained spectroscopic observations. An arrow indicates no detection in the i ′ -band, meaning that the i ′ − z ′ colour is a lower limit.
Owing to the high dispersion of brown dwarf colours, the classification of one candidate based on its photometry is not reliable. However, the colours can be used to classify the object within a large category such as early L or late L, the overall classification of the objects being statistically significant. Table 3 Table 1 . Spectral indices for the the unified scheme of Burgasser et al. (2006) and spectrophotometric distances. Each index translates to a spectral type (between brackets) through linear interpolation using Burgasser et al.'s gives the locus of the spectral classes in the colour-colour diagram.
In the L-dwarf domain, bright L dwarfs discovered in SDSS or 2MASS and with known spectral type that are also identified on the CFBDS images allow us to validate the colour-based classification. In the T-dwarf domain, we compared the synthetic colours as a function of spectral type with the real colours of T-dwarf candidates that we followed-up spectroscopically. Their locus in the colour-colour diagram is shown by crosses with error bars in Fig. 1 . While the agreement is good for early T-dwarfs, it is poor for the late T-dwarfs where the observed z ′ − J colours are bluer than the synthetic ones. In particular, some of the coldest known object are located in the same region of the colour-colour diagram as mid-T dwarfs.
Several reasons can be invoked to explain the discrepancy between observed and synthetic colours of late-T. First, the number of available spectra of late T-dwarfs is very small (only five with spectral type later than T6). Because the colour dispersion is quite high for a given spectral type, the mean synthetic colour can be biased by one peculiar object. Next, the synthetic colours of late T-dwarfs may be uncertain, because for these extreme objects with very narrow flux peaks a small error in the optical transmission can lead to large colour uncertainties. However, as we performed spectroscopic follow-up for all candidates with late-T colours, we used their spectral type for classification instead of colours.
The sample
The CFBDS is composed of several patches -contiguous areas on the sky -with sizes ranging from 9 to 79 deg 2 . The galactic latitude over a patch is nearly constant, as well as the stellar density and the interstellar reddening. The reddening is low for all patches (∼ 0.011 ± 0.009 for RCS2 patches and ∼ 0.020 ± 0.009 for CFHTLS patches). Therefore each patch constitutes a sample of homogenous data.
Because the priority was given for the reddest candidates (i ′ − z ′ = 2 or redder) for J-band follow-up, we can now build a complete sample of late L and T dwarf candidates over 16 patches with a total effective area of 444 deg 2 (Table 4) . The sample contains all candidates with z ′ < 22.5 and i ′ − z ′ > 2.0 detected in this area.
This sample contains 249 objects that are candidates cooler than L5 on the basis of their i ′ − z ′ colour. However, due to the photometric errors, many contaminants with true colour i ′ − z ′ < 2.0 enter this sample, such as the more numerous M and early L dwarfs. A classification of the candidates is made on the basis of their position in the Fig. 2 and explained in Sect. 3.1 (see Table 3 for a summary). Based upon this classification, 102 of the 249 objects remain L5 and later dwarf candidates (Table 3) , the others are dwarfs earlier than M8, artefacts, or quasars. Dwarfs of spectral type > M8 to L5 are theoritically not retained by the i ′ − z ′ > 2.0 criteria. But they could statistically contaminate our >L5 sample if their i ′ − z ′ colour is reddened by photometric errors; then the z ′ − J criteria will not reject them because they have similar colours as the >L5 dwarfs in this wavelength bandpass. This contamination has to be carefully estimated (Sect. 3.4). The distribution of objects within the spectral classes is given in Table 6 . Table 2 . Synthetic colours computed on publicly available spectra. Table 3 . Definition of spectral classes from the i ′ − z ′ and z ′ − J colours.
Completeness
Owing to photometric errors, some objects with true colours within our selection criteria are spread out of our selection box and are not identified. Given the depth of CFBDS, one cannot estimate the completeness with a reference sample of objects detected in the images with previously known magnitude and colours. To obtain a reference sample we built a point Table 3 . Note that to build the T dwarfs luminosity-function we did not use this colour-based classification but used the spectral type obtained with spectroscopic follow-up whenever available.
spread function (PSF) model for each science image using PSfex (E. Bertin, private communication) and created fake stars with 1.2 < i ′ − z ′ < 4 and 20 < z ′ < 23.5 with Skymaker (Bertin 2009 ). These artificial stars are thus a PSF model scaled to the desired magnitude, affected with a realistic photon noise. This model is oversampled so that it handles correctly the randomised non-integer pixel position of the fake stars. We then added these stars to the science images from which the PSF model was derived, which means that any analysis of these fake stars is affected by the same background noise, bad pixels, saturated stars, and cosmic ray distribution as the actual stars are.
To avoid any significant increase of the image crowding caused by this addition, we injected a number of artificial stars that is lower than 5% of the number of astrophysical sources on the images. This left us with a statistically comfortable sample of 1 500 000 artificial ultracool dwarfs. Drawing upon this sample we were able to derive CFBDS's completeness.
The resulting images, containing both astrophysical sources and fake stars, went through the same analysis and selection pipelines used to select true candidates. The injection of fake objects in the science images allows us to take into account all effects such as cosmic rays, bad pixels, resampling noise, and possible selection biases when going through the selection pipeline. The effect of faint sources being lost due to the presence of a nearby bright star is also perfectly taken into account without the use of the somewhat arbitrary masking of a given area around saturated stars: their recovery rate directly depends on their magnitude and separation to the saturated stars actually present in the science images. The injection of stars into the actual science images is a direct and extremely robust measure of completeness regardless of what actually causes the loss of completeness.
Thus we can count the number of detected objects as a function of magnitude on the detection image (z ′ -band) and colour. This is done separately for each patch of the CFBDS. The completeness is given by the fraction of recovered fake objects at the end of the analysis process. Note that the measured colours and magnitudes of fake objects are different from the injected colours because of noise and measurement errors. Figure 3 shows the completeness averaged over the patches of the RCS-2 survey as a function of "true" (that is before going through the analysis process) magnitude and colour. We note c i j the completeness in each bin (i, j) of 0.1 mag in magnitude and colour. Note that this completeness does not merely reflect the number of objects detected, but the number of detected objects which went through our whole pipeline and were selected as ultracool dwarfs candidates with a star-like shape, a signal-to-noise ratio over 10, a measured i ′ − z ′ colour over our selection criterion (i ′ − z ′ > 2.0 for the sub-sample studied here), and a measured z ′ magnitude below 22.5.
Moreover, the measured magnitudes are compared with the "true" ones to derive an error probability distribution (Fig.4) . It gives the probability for one object in a given patch to have a different measured photometry by a given number of σ from its The colour bar ranges from 0% (blue, all objects went out of the selection limits) to 100% (red, all objects detected). The volume-weighted average completeness over our selection criterion (black rectangle, i ′ − z ′ > 2.0 and z ′ < 22.5) is 73%. This plot also highlights the contamination of our sample by objects whose actual colours and magnitudes lay outside our selection box but are scattered inside by photometric errors. true photometry. The result is very close to a Gaussian distribution, the only difference is found in the wings at more than 5 σ, where the number of deviations stands at 1-2%, several orders of magnitude above a Gaussian distribution. This is due to blended objects with galaxies, bad pixels, etc. This distribution, which also takes into account the correlation between pixels caused when resampling any images, will be used when computing the contamination of the sample (Sect. 3.4). 
Contaminants
Reddened stars are not possible contaminants because the CFBDS fields are in a low galactic extinction area (i ′ − z ′ galactic reddening < 0.02 mag). Giant stars are not expected in our sample because with the apparent magnitude of our sample (z ′ between 18.5 and 22.5) they would be located at 100 kpc to 1 Mpc, well outside of the Milky Way. Actually, we noticed a contamination by giant stars for fields close to Messier galaxies that we had to eliminate from the survey.
Extremely reddened galaxies could potentially have i ′ − z ′ and z ′ − J colours the same as those of brown dwarfs. These galaxies would have to be at a fairly high redshift (z > 1) for two reasons: (i) higher redshift means shorter rest-frame wavelengths and therefore a lower A V to give the red observed colours; (ii) the CFBDS objects are unresolved in good seeing (typically 0.6 − 0.8") and lower redshift galaxies would be easily resolved. However, the high redshift necessary, coupled with the fairly bright J magnitudes of the CFBDS objects and the fact that the red z ′ − J indicates significant extinction still at J (e.g. about 3 magnitudes of extinction for rest-frame E(B − V) = 1), means these galaxies would need to have extremely high intrinsic absolute magnitudes and stellar masses (> 2 × 10 12 M ⊙ ). Galaxies of this mass are extremely rare at redshift z ∼ 1 (Drory et al. 2009) , and are composed of evolved stellar populations rather than dusty starbursts (Taylor et al. 2009 ). These massive galaxies would likely be resolved by ground-based seeing out to redshift z ∼ 2 (Mancini et al. 2010 ). In conclusion, we find that high-redshift unresolved galaxies cannot appear as red as the L and T dwarfs and do not cause a significant contaminant.
As already mentioned, high-redshift quasars have the same i ′ − z ′ colour as brown dwarfs but are easily removed form the sample through their bluer z ′ − J colour by about one magnitude. Moreover, they are rare objects, so their contamination is indeed negligible.
As shown in the colour-colour graph in Fig. 1 our sample selects L5 and cooler dwarfs. However, each Megacam field shows on average 50000 sources, of which about one is selected as a brown dwarf candidate, meaning that non-brown dwarf sources outnumber brown dwarfs by more than a factor 10000, making 3 or 4 σ photometric noise scattering a probable source of contamination, particularly in the i ′ band where brown dwarfs are faint and observed at low signal-to-noise ratio and a fraction of earlier type dwarfs with true colour i ′ − z ′ < 2.0 are sent within the i ′ − z ′ > 2.0 sample (see Fig. 3 ). This contamination has to be estimated carefully because earlier dwarfs are much more numerous in a limited-magnitude sample than the later ones.
There is only a small probability for a given object to have large photometric deviations in two independent filters. Therefore the J-band observations at a good S/N ratio are useful to identify a significant fraction of the contaminants. All objects with z ′ − J < 2.5 are removed from the sample. This selection rejects (1) artefacts with obviously no J-band detection, (2) quasars, and (3) dwarfs with true i ′ − z ′ colour lower than 1.3, corresponding to spectral type earlier than M8, and reddening by photometric noise.
The contamination in z ′ − J does exist but has a much lower impact on our study for several reasons: (i) we only obtain J magnitudes for the selected candidates, 249 objects, which make several sigma noise excursions non-significant. This is especially true because the signal-to-noise ratio in J is much better than in i ′ , leading to much smaller photometric errors, typically in the 0.02-0.1 magnitude range. (ii) Because the colour spectral type relation is very steep at the M7-M8.5 transition, going from z ′ − J=2.3 to z ′ − J=2.9, we are confident that possible contamination from earlier than M8 dwarfs part of our 249-strong brown dwarf candidates sample into our z ′ − J confirmed brown dwarf sample trough 4 to 8 σ noise excursion is marginal. (iii) Our sample is z ′ selected, so the flux limit bias or Eddington bias that occurs due to a scattering of sources fainter than our z ′ magnitude limit into the sample will act to increase the number of high i ′ − z ′ objects, but decrease the number of high z ′ − J ′ objects. In practice this bias is very small in both directions because we have a 10 σ z ′ limit. (iv) The main reason the scattering from low i ′ − z ′ to high i ′ − z ′ is so bad is because the number density of objects with true low i ′ − z ′ is so much higher than those with true high i ′ −z ′ . The opposite is actually true for the L and T dwarfs: in our i ′ − z ′ selected sample, there are more objects with true high z ′ − J (L and T dwarfs) than low z ′ − J (z∼6 quasars). The z ′ − J cut cannot distinguish ultracool dwarfs with true colour 1.3 < i ′ −z ′ < 2.0 because they have the same z ′ −J colour as late L and early T dwarfs. We therefore need to evaluate the number of potential contaminants that populate this colour range and can leak into our selection through photometric errors. The estimate of the number of contaminants with true colour 1.7 < i ′ − z ′ < 2.0 is done in two steps as explained below and is done separately for each patch.
1. Six patches of the CFBDS have J-band follow-up for all the candidates with measured colour i ′ − z ′ > 1.7. These patches contain 228 candidates over a total area of 199 deg 2 . The z ′ − J diagnostic shows that 35% of these objects have indeed spectral type later than M8; the 65% another objects are <M8, artefacts or quasars. We assume that this value of 35% is representative of the fraction of >M8 in the 1.7 < i ′ − z ′ < 2.0 sample for all the patches. These >M8 dwarfs are the main sources of contaminations in our >L5 stellar count 2. Thus we compute the probability to get a M8 to L4.5 dwarf with true colour 1.7 < i ′ − z ′ < 2.0 but resulting colour i ′ − z ′ > 2.0. We draw a photometric error in the i ′ and z ′ bands for 35% of the objects with 1.7 < i ′ − z ′ < 2.0. Objects with resulting i ′ −z ′ > 2.0 and z ′ < 22.5 are the contaminants. In practical, we added a photometric error to all objects with 1.7 < i ′ − z ′ < 2.0, and each object that enters our selection box will count for only 0.35 contaminant, which provides a smoother contaminant distribution. This analysis underestimates the number of contaminants because we do not consider direct contamination from the 1.3 < i ′ − z ′ < 1.7 colour range to i ′ − z ′ > 2.0, but also overestimates the number of contaminants because some objects within our 1.7 < ′ i − z ′ < 2.0 contaminants sample are themselves contaminants with bluer true colours. However these effects are not a significant problem, especially because they tend to compensate each other: from a statistical analysis of 300 000 fake objects, Delorme (2008) 5 derived the contamination percentage from a colour bin to another and showed that the overall probability for any of the objects in the 1.3 < i ′ − z ′ < 1.7 colour range to be falsely taken into account in our contamination calculation as a potential contaminant is 0.35%.
The number of contaminants in our 444 deg 2 sample is obtained in z ′ magnitude bins of 0.1 mag and i ′ − z ′ colour bins of 0.1 mag. The number of objects in these small bins is usually smaller than 1. This number represents the probability of contamination within one bin. The total number of contaminants is 30, among which 23 have a resulting colour i ′ − z ′ < 2.2. 
The brown dwarf space-density
The CFBDS patches contain a sufficient number of images and candidates to provide significant statistics. Completeness and contamination are thus handled separately in each patch before combining all data to derive the brown dwarf space-density. In order to take into account the photometric errors, each object is spread over a colour range following the probability error distribution already used for contaminants (Fig.4) . In this process, we take into account that the true colour of the object is more likely to be bluer than redder, considering the density gradient as a function of i ′ − z ′ colour: the probability shown in Fig.4 is weighted by the ratio of densities at the new colour and the observed colour, where densities as a function of colour are derived from our sample. Resulting objects with new i ′ − z ′ colours and new z ′ magnitudes beyond our selection limits are removed. Each object is thus split into several objects (about one hundred) whose weight is smaller than one, representing the actual likelihood that the object belongs to a given colour bin for a given observed colour. The final weight w is obtained by dividing by c i j , the completeness in the colour-magnitude bin (i, j). The contaminants are assigned a negative weight.
We determine the luminosity function of ultracool field dwarfs with the generalised form of the V max classical technique (Schmidt 1968) , which allows to consider density gradients in the Galactic disc. We compute the maximum volume probed by our magnitude-limited survey at a given colour (that is at a given absolute magnitude). This geometric volume is corrected to take into account the decrease of the stellar density with increasing distance above the Galactic plane (Felten 1976; Stobie et al. 1989; Tinney et al. 1993) :
where Ω is the area of the survey, b is the Galactic latitude of the field, h is the thin disc scale height (h ∼ 250pc from Robin et al. 2003) , and ξ = d sin |b| h with d the maximum distance of detection. For each object d is estimated. Thus the object is counted as the inverse of the maximum volume V Gen in which it is observed. The luminosity function is the sum over all objects within an absolute magnitude bin:
where w is the weight assigned to each object in this colour bin, taking into account the photometric errors and the completeness, as explained above.
The parallax is obtained from absolute magnitude -colour relations as described below.
Absolute magnitude versus colours and spectral type relations
Among the publicly available spectra found in the L and T dwarf data archive that are used to derive synthetic colours (Sect. 3.1), 32 also have measured parallax. They allow us to derive an absolute magnitude colour relation. The absolute magnitudecolour diagrams are shown in Figs. 5 and 6. The symbols indicate the different spectral classes: open circle for a M7 dwarf, open squares for M8 to L4.5 dwarfs, filled circles for L5 to L9.5 dwarfs, open triangles for T0 to T4.5 dwarfs and filled triangles for T5 and later dwarfs. The dotted line shows the derived absolute magnitude -colour relation. The scatter around the relations ranges from 0.2 to 0.8 mag with a mean value of 0.5 mag.
As one can see in the upper panels of Fig. 5 , the i ′ − z ′ colour is a good luminosity estimator for late M and L dwarfs, as shown before in the SDSS photometric system (West et al. 2005) . In the T dwarf domain, the i ′ − z ′ colour is a poor luminosity estimator. Moreover many T dwarfs are not detected in the i ′ band. Thus we use the z ′ − J colour as a proxy. However the absolute z ′ and J band magnitudes of early T dwarfs are nearly constant. This translates into a flux increase in the z ′ and J bands from L8 to T4 spectral types (known as J-band bump, Dahn et al. 2002; Tinney & Burgasser 2003; Vrba et al. 2004 ), contrarily to the classical decrease of luminosity with increasing spectral type. This behaviour at the L-T transition might be caused by the clearing of dust clouds in the atmosphere that reveals a deeper and higher temperature region of the atmosphere Knapp et al. 2004 ).
Of our candidates, 32 were found to be T dwarfs from their spectroscopic follow-up. They are plotted in Fig. 6 (circled symbol) with their observed z ′ − J colour and with M J and M ′ z determined from brown dwarfs with known parallax that have the same spectral type. Whereas the agreement is good for early T dwarfs (open triangles), the synthetic colours of late T dwarfs may be biased and are redder than the observed colours of T dwarfs with similar spectral type, as already discussed in Sect. 3.1, We performed spectroscopic follow-up for all of our candidates with z ′ − J > 4. Thus we do not use their z ′ − J colour to derive their absolute magnitude but use their spectral type instead. Absolute magnitude versus spectral type relations are shown in Fig. 7 .
To summarise, we use -
(early-T dwarfs):
-M z ′ and M J vs spectral type relations for dwarfs with spectroscopic follow-up (part of the early-T dwarfs and all late-T dwarfs).
for ≤T4:
Photometric distances
The previous relations are used to derive the photometric distances of the brown dwarfs in our sample. The scatter in the absolute magnitude-colour relation translates to an uncertainty of 26% on the distance estimate. Figure 8 shows the distribution of photometric distances obtained from the z ′ magnitudes without (solid line) and with (dotted line) contamination and completeness correction of the sample. It mostly contains brown dwarfs within 20 pc and 120 pc, which most probably belongs to the galactic disc, although it may contain close subdwarfs that can be revealed by high kinematics or low-metallicity features in the spectrum Geballe et al. 2002; Burgasser et al. 2009; Burningham et al. 2010a ). The distribution peaks between 60 and 100 pc, which is about the maximal detection distance for late-L and mid-T dwarfs. Most of the objects detected farther away than 120 pc are early T dwarfs brighter than both late L and mid-T because of the J and z ′ -bump. 
Malmquist bias
The Malmquist bias (Malmquist 1920) comes from the intrinsic dispersion in the absolute magnitude-colour relations and the limited-magnitude definition of the sample. A given colour (or spectral type) does not correspond to a unique luminosity, but rather a distribution due to intrinsic scatter in metallicity and age, and non detected binaries that appear brighter for their colour. This dispersion has two distinct effects:
-for a limited-magnitude sample, the mean absolute magnitude observedM is lower than the true mean magnitudeM 0 of objects with a given colour: among the most distant objects, the intrinsically most luminous ones are detected only (where the true intrinsic absolute magnitude M 0 > M), -the number of stars with given apparent magnitude and colour is larger, the brightest stars being observed at larger distances d and the number of objects increasing as d 3 .
Malmquist (1920) gave the first correction method for this bias, assuming a Gaussian distribution of the luminosity at a given colour, and later Stobie et al. (1989) proposed the following analytic correction:
where σ is the luminosity dispersion, Φ the luminosity function, and
The first term is the volume element correction, the second term corrects for the magnitude translation from M to M 0 .
Because we already took into account the uncertainties in the colours due to photometric errors, σ only depends on the scatter in the absolute magnitude-colour relation. This scatter ranges from 0.2 to 0.8 mag. We consider the mean value σ = 0.5 mag.
The luminosity function of systems
Our magnitude-limited sample is also biased by binarity effect. An object in a non-resolved binary system appears brighter and enters our sample contrarily to the same isolated object. This also affects the colour of the objects. Direct imaging surveys (Gizis et al. 2003; Bouy et al. 2003 ) that probe separations of >2 AU show that ∼ 10 − 15% of field brown dwarfs are binaries with separations that peak between 2 and 4 AU. Lower separations probed by spectroscopic surveys (see Joergens (2008) and references therein) contribute a further 7 +5 −3 % (separations < 0.3 AU) or 10 +18 −8 % (separations < 3 AU). The true BD binary fraction is likely between 15 and 25%, similar to estimates from Basri & Reiners (2006) .
The purely observational data are not the luminosity function but a stellar count as a function of colour and magnitude. To obtain the luminosity function of the systems a first transformation is done with colour-magnitude or spectral type-magnitude relations. Bias could be introduced during this first step, but the relations used (and their limitations) are relatively well known. So the luminosity function of the systems is a good proxy to compare stellar counts of different surveys (with different sets of filters and magnitude limits). Moreover, it is the luminosity function of systems which is used for estimating the number of sources in any survey (with different seeing and spatial resolution).
As explained above, the correction of this function in a true luminosity function (density of stars by magnitude bin) requires the knowledge of the statistical multiplicity (fraction of binaries, triple and higher order systems unresolved and distribution of mass ratios between the components). To date such statistics for brown dwarfs have still a significant margin of error. Hence in this paper we chose to present the luminosity function of systems defined as the luminosity function uncorrected from the bias due to multiple stars. Figure 9 shows the luminosity function of systems in the z ′ and J bands obtained from the brown dwarf sample corrected from contamination and completeness. The number of objects in magnitude bins are also indicated. The values are listed in Table 7 . Error bars represent the 95% confidence level interval, derived from Bayesian statistics assuming a Poissonian distribution and a conjugate prior following the method described by Metchev et al. (2008) . One notices an increase at the faintest absolute magnitudes, due to T8 and later dwarfs. However, the uncertainties are very large, based on three objects only and the luminosity function remains consistently flat. Furthermore, the luminosity-spectral type relation used for distance estimate is rather rough (see Fig. 7 ). Assuming a luminosity 0.5 mag brighter leads to a luminosity function twice smaller in these bins. However, the T8.5 dwarf found around a M4 dwarf with measured parallax (Burningham et al. 2009 , open square in Fig. 7 ) tends to show that the late-T dwarfs luminosity is not underestimated, on the contrary. This uptick in number count is expected from luminosity function simulations (see Allen et al. 2005 , and the pile-up of objects with T e f f < 500 K in their Fig. 2) .
Finding half of the known ultracool brown dwarfs (>T8) could have been a statistical fluke. Future ultracool brown dwarf discoveries will build up this statistic and check whether this significant increase at the lower end of the luminosity function that we find here is real or not. If true, this would mean either that the lowest mass brown dwarfs are more numerous than expected -which would be different to what is observed in young cluster (see e.g. Moraux et al. 2007 ) -or that the number of old brown dwarfs of any mass is high. Indeed, whatever their mass, brown dwarfs cool down to the latest and coldest end of the spectral range after a few Gyr and should accumulate there because the cooling rate significantly slows down at these low temperatures. This speculation would agree interestingly with the hints from Gould et al. (2009) that old-population brown dwarfs could be much more numerous than young ones, based on their a priori low probability detection of a thick-disk brown dwarf in a microlensing event. Table 8 summarises the comparison with other brown dwarf space densities in M J bins: the space density from Cruz et al. (2007) computed from a 20 pc volume-limited sample of M7 to L8 dwarfs and the one obtained Allen et al. (2005) from a sample of 14 T-dwarfs and a volume-limited sample of late M and L dwarfs. As seen in Fig. 1 , the T dwarfs can be selected from their i ′ −z ′ colours larger than 2.6. For objects with no i ′ detection, the z ′ − J > 3.5 limit is also a good selection criterion for T dwarfs. Thus it is possible to compute the space density for T-dwarfs in different spectral type ranges and to compare with Metchev et al. (2008) result . Our results agree with others. For early-T-dwarfs, they agree with the lower value found by Metchev et al. (2008) . The most important aim in deriving the luminosity function for ultracool dwarfs is setting constraints on the mass function. The computation of mass function from the luminosity function is quite straightforward for stars whose luminosity follows a simple function of their mass. The case is more complex for brown dwarfs that undergo continuous cooling and gravitational contraction during their life. The decrease of luminosity with time provokes a degeneracy: a low-mass brown dwarf can be as bright as a higher mass brown dwarf if younger. The only way to determine age and mass is to compare the spectra with theoretical atmosphere models, which still give quite uncertain results, because the physics of these cool atmospheres is very complex and not yet totally understood. The non-relation between mass and luminosity makes difficult the determination of the mass function. A detailed determination of the substellar mass function is beyond the scop of this paper.
Discussion
However, first estimates of the substellar mass function have been obtained in the L-dwarf domain: Reid et al. (1999) with 1 < α < 2, Recently, Metchev et al. (2008) derived a T dwarf space density that was mostly consistent with α = 0 and the comparison of the observed number of T4-T8.5 dwarfs by Pinfield et al. (2008) favoured α < 0. The analysis of 47 T-dwarfs found in the Large Area Survey (LAS) of UKIDSS also suggests that the substellar mass function is declining at lower masses (Burningham et al. 2010b) . performed simulations assuming different mass functions. The comparison between our luminosity function and these simulations is shown in Table 9 . It suggests that the best agreement is obtained with a flat mass function (α = 0) or even a decreasing mass function. Note that our values disagree for early T-dwarfs. However, the physics at the L/T transition is difficult to model, not only due to the cooling of the atmosphere but also to the clearing of the atmosphere that needs to model properly the hydrodynamics and the clouds formation (Freytag et al. 2010) , making the timescales uncertain. If confirmed, this low value would back suggestion that the L/T transition occurs rapidly. Pinfield et al. (2008) suggested that a single power-law exponent is not optimal when describing the substellar mass function in the field, or that the different measured α values result from different models used to convert between mass and magnitude. Further studies based on more extended samples, such as the one we will be able to define at the completion of the CFBDS survey, or from the ongoing Large Area Survey performed by UKIRT, are needed to make reliable investigations on the mass function of field brown dwarfs. 
Conclusions
At mid-course of the CFBDS, we define a uniform sample to investigate the field brown dwarf luminosity-function. We obtained spectroscopic follow-up for most of T-dwarf candidates.
Because it is not realistic to obtain spectra for all L-dwarf candidates, we used the noise properties of the images to compute the contamination and completeness with good enough accuracy to properly characterise the sample. The sample covers a large spectral type range, including the L-T transition. It contains 56 L-dwarfs cooler than L5 and 41 dwarfs along the whole T-dwarfs sequence. We have measured the density of late L5 to T0 dwarfs to be 2.0 +0.8 −0.7 × 10 −3 objects pc −3 , the density of T0.5 to T5.5 dwarfs to be 1.4
−3 objects pc −3 , and the density of T6 to T8 dwarfs to be 5.3 +3.1 −2.2 × 10 −3 objects pc −3 . Three latest dwarfs at the boundary between T and Y dwarfs give the high density 8.3
−3 objects pc −3 , although the uncertainties are very large and the luminosity function is still consistent with being flat. Since then, at least three ultracool brown dwarfs (>T8) have also been discovered in UKIDSS (Burningham et al. , 2009 ) that currently probes a slightly higher but comparable volume for late-T dwarfs. Even if these combined statistics still deal with a low number of objects, this could indicate that the number of ultracool brown dwarfs found by the CFBDS is not entirely due to a fluke of statistics and that many of these objects remain to be discovered in the solar neighbourhood. This can be expected as, whatever their mass, brown dwarfs cool down and finally accumulate in this spectral type range. Table 5 . Photometry of L5 and later dwarf candidates in the MegaCam photometric system. For objects without detection in the i ′ -band, a lower limit is given for the i ′ − z ′ colour. The spectral type is given for dwarfs with spectroscopic follow-up. Chiu et al. (2006) .
d Knapp et al. (2004) . +9.0 −5.1 a a lower limit is given when the authors noted the incompleteness of their sample due to colour selection biases. 
