Abstract. Data models that are induced in classifier construction often consist of multiple parts, each of which explains part of the data. Classification methods for such multi-part models are called multimodal classification methods. The model parts may overlap or have insufficient coverage. How to deal best with the problems of overlapping and insufficient coverage? In this paper we propose a hierarchical or layered approach to this problem. Rather than seeking a single model, we consider a series of models under gradually relaxing conditions, which form a hierarchical structure. To demonstrate the effectiveness of this approach we consider two classifiers that construct multi-part models -one based on the so-called lattice machine and the other one based on rough set rule induction, and we design hierarchical versions of the two classifiers. The two hierarchical classifiers are compared through experiments with their non-hierarchical counterparts, and also with a method that combines k-nearest neighbors classifier with rough set rule induction as a benchmark. The results of the experiments show that this hierarchical approach leads to improved multimodal classifiers.
Introduction
Many machine learning methods are based on generation of models with separate model parts, each of which explains part of a given dataset. Examples include decision tree induction [20] , rule induction [7] and the lattice machine [33] .
A decision tree consists of many branches, and each branch explains certain number of data examples. A rule induction algorithm generates a set of rules as a model of data, and each rule explains some data examples. The lattice machine generates a set of hypertuples as a model of data, and each hypertuple covers a region in the data space. We call this type of learning multimodal learning or multimodal classification.
In contrast some machine learning paradigms do not construct models with separate parts. Examples include neural networks, support vector machines and Bayesian networks.
In the multimodal learning paradigm the model parts may overlap or may have insufficient coverage of a data space, i.e., the model does not cover the whole data space. In a decision tree the branches do not overlap and cover the whole data space. In the case of rule induction, the rules may overlap and may not cover the whole data space. In the case of lattice machine the hypertuples overlap and the covering of the whole data space is not guaranteed too.
Overlapping makes it possible to label a data example by more than one class whereas insufficient coverage makes it possible that a data example is not labeled at all. How to deal best with the overlapping and insufficient coverage issues?
In this paper we consider a hierarchical strategy to answer this question. Most machine learning algorithms generate different models from data under different conditions or parameters, and they advocate some conditions for optimal models or let a user specify the condition for optimal models. Instead of trying to find the 'optimal' model we can consider a series of models constructed under different conditions. These models form a hierarchy, or a layered structure, where the bottom layer corresponds to a model with the strictest condition and the top layer corresponds to the one with the most relaxed condition. The models in different hierarchy layers correspond to different levels of pattern generalization.
To demonstrate the effectiveness of this strategy we consider two multimodal classifiers: one is the lattice machine (LM), and the other one is a rough set based rule induction algorithm RSES-O. We apply the hierarchical strategy in these two classifiers, leading to two new classification methods: HLM and RSES-H.
HLM is a hierarchical version of the lattice machine [33] . As mentioned earlier, the lattice machine generates hypertuples as model of data, but the hypertuples overlap (some objects are multiply covered) and usually only a part of the whole object space is covered by the hypertuples (some objects are not covered). Hence, for recognition of uncovered objects, we consider some more general hypertuples in the hierarchy that covers these objects. For recognition of multiply covered objects, we also consider more general hypertuples that cover (not exclusively) the objects. These covering hypertuples locate at various levels of the hierarchy. They are taken as neighborhoods of the object. A special voting strategy has been proposed to resolve conflicts between the object neighborhoods covering the classified object.
The second method, called RSES-H, is a hierarchical version of the rule-based classifier (hereafter referred to by RSES-O) in RSES [22] . RSES-O is based on rough set methods with optimization of rule shortening. RSES-H constructs a hierarchy of rule-based classifiers. The levels of the hierarchy are defined by different levels of minimal rule shortening [6, 22] . A given object is classified by the classifier from the hierarchy that recognizes the object and corresponds to the minimal generalization (rule shortening) in the hierarchy of classifiers.
We compare HLM and RSES-H through a series of experiments with their non-hierarchical counterparts, LM [30, 32] and RSES-O. We also compare the two algorithms with a state of the art classifier, RIONA, which is a combination of rough sets with the k-nearest neighbors (kNN) classifier [15, 22] . The evaluation of described methods was done through experiments with benchmark datasets from UCI Machine Learning Repository [9] and also with some artificially generated data. The results of our experiments show that in many cases the hierarchical strategy leads to improved classification accuracy.
This paper extends the paper [24] . In this paper we provide more details on how the layers of HLM and RSES-H are constructed and a brief description of the reference algorithm RIONA. We add experimental results for artificially generated data containing noise and analyze how the hierarchical methods deal with noise. We also analyze the statistical significance of the classification accuracy improvement provided by the hierarchical approach.
It is necessary to note that our hierarchical strategy to multimodal classification is different from the classical hierarchical classification framework (see, e.g., [11, 27, 19, 8, 3, 2, 17] ), which aims at developing methods to learn complex, usually hierarchical, concepts. In our study we do not consider the hierarchical structure of the concepts in question; therefore our study is in fact a hierarchical approach to flat classification.
The paper is organized as follows. Section 2.1 introduces the lattice machine classifier LM used as the basis for the hierarchical HLM. Section 2.2 describes the rough set method RSES-O used as the basis for the hierarchical RSES-H. Section 2.3 presents the algorithm RIONA used in experiments as the reference classifier. In Section 3 we introduce the hierarchical classifier HLM and in Section 4 the hierarchical RSES-H is presented. Section 5 provides experimental results obtained for the described classifiers and Section 6 concludes the paper with a brief summary.
Multimodal Classifiers
In this section we present in some detail three multimodal classifiers. In later sections we will present their hierarchical counterparts.
The Lattice Machine
The lattice machine [30, 32, 33 ] is a machine learning paradigm that constructs a generalized version space from data, which serves as a model (or hypothesis) of data. A model is a hyperrelation, or a set of hypertuples (patterns), such that each hypertuple in the hyperrelation is equilabeled, supported, and maximal. Being equilabeled means the model is consistent with data (i.e., matches objects with the same decision only); being maximal means the model has generalization capability; and being supported means the model does not generalize beyond the information given in the data. When data come from Euclidean space, the model is a set of hyperrectangles consistently, tightly and maximally approximating the data. Observe that, this approach is different from decision tree induction, which aims at partition of the data space. Lattice machines have two basic operations: a construction operation to build a model of data, and a classification operation that applies the model to classify data. The model is in the form of a set of hypertuples [31] . To make this paper self-contained we review the concepts of hypertuple.
Let R = {a 1 , a 2 , · · · , a n } be a set of attributes, and y be the class (or decision) attribute; dom(a) be the domain of attribute a ∈ R∪{y}. In particular we let C = dom(y) -the set of class labels. Let
. V is called the data space defined by R, and L an extended data space. A (given) dataset is D ⊆ V × C -a sample of V with known class labels. If we write
An element of L is called a hypertuple, and an element of V a simple tuple. The difference between the two is that a field in a simple tuple is a value (hence value-based) while a field in a hypertuple is a set (hence set-based). If we interpret v i ∈ dom(a i ) as a singleton set {v i }, then a simple tuple is a special hypertuple. L is a lattice under the ordering [30] 
with the sum and product operations given by
Here t(x) is the projection of t onto attribute x. The Lm algorithm [31] constructs the unique model but it is not scalable to large datasets. The efficient algorithm CaseExtract, presented in [30] , constructs such a model with the maximal condition relaxed. Such a model consists of a set of hypertuples which have disjoint coverage of the dataset.
Let D be a dataset, which is split into k classes: [30] is as follows:
• Repeat until X is empty:
H i is a model of the data. Note that h + g is defined in Eq.(2). This algorithm bi-partitions X into a set of elements the sum of which is an equilabeled element, and a new X consisting of the rest of the elements. The new X is similarly bi-partitioned until X becomes empty.
When such a model is obtained, classification can be done by the C2 algorithm [32] . C2 distinguishes between two types of data: those that are covered by one and only one hypertuple (primary data), those that are covered by more than one hypertuple (secondary data) and those that are not covered (tertiary data). Classification is based on two measures. Primary data t is put in the same class as the hypertuple that covers t, and secondary and tertiary data are classified with the use of these two measures.
Let R be a set of attributes, X ⊆ R, V X be the projection of V onto X, and
, where m(b) = 0, the first measure is derived by answering this question: what is the probability that b appears whenever a appears? In other words, if a appears, what is the probability that b will be regarded as appearing as well? Denoting this probability by C 0 X (b|a), one solution is:
In the same spirit, another measure is defined as
. C 1 X (b|a) measures the degree in which merging a and b preserves the existing structure embodied by the mass function.
With the above two measures, the C2 algorithm for classification is as follows [32] . Let t ∈ V , and H be the set of hypertuples generated by the CaseExtract algorithm. Some variants of C2 are discussed in [33] . C2 performed extremely well on primary data, but not desirable on secondary and tertiary data.
RSES-O
The Rough Set Exploration System (RSES) (see [6, 5, 22] ) is a freely available software system toolset for data exploration, classification support and knowledge discovery. Many of the RSES methods have originated from rough set theory introduced by Zdzis law Pawlak during the early 1980s (see [18] ). At the moment of writing this paper RSES version 2.2 is the most recent (see [5] for more details).
One of the most popular methods for classifiers construction is based on learning rules from examples. Therefore there are several methods for calculation of the decision rule sets implemented in the RSES system (see [5, 22] ). One of these methods generates consistent decision rules with the minimal number of descriptors. This kind of decision rules can be used for classifying new objects as a standard rough set method of classifiers construction (see e.g. [23] ).
Unfortunately, the decision rules consistent with the training examples can often be inappropriate to classify unseen cases. This happens, e.g. when the number of examples supporting a decision rule is relatively small. Therefore in practice we often use approximate rules instead of consistent decision rules. In RSES we have implemented a method for computing approximate rules (see e.g. [4] ). In our method we begin with algorithms for synthesis of consistent decision rules with the minimal number of descriptors from a given decision table. Next, we compute approximate rules from already calculated consistent decision rules using the consistency coefficient. For a given training table D the consistency coefficient cons of a given decision rule α → q (q is the decision class label) is defined by:
where D q denotes the decision class corresponding to q. The original consistent decision rules with the minimal number of descriptors are reduced to approximate rules with consistency coefficient exceeding a fixed (optimal) threshold. The resulting rules are shorter, more general (can be applied to more training objects) but they may lose some of their precision, i.e., may provide wrong answers (decisions) for some of the matching training objects. In exchange for this we expect to receive more general rules with higher quality of classification for new cases.
The method of classifier construction based on approximate rules is called the RSES-O method.
Rule Induction with Optimal Neighborhood Algorithm (RIONA)
RIONA [15] is a classification algorithm implemented in RSES [6, 22] that combines the kNN classifier with rule induction. The method induces a distance measure and distance-based rules. For classification of a given test object the examples most similar to this object vote for decisions but first they are compared against the rules and the examples that do not match any rule are excluded from voting. First the algorithm induces a distance measure ρ from a data sample D. The distance measure is defined by the weighted sum of the distance measures ρ i for particular attributes a i :
RIONA uses the combination of the normalized city-block Manhattan metric for numerical attributes and the Simple Value Difference (SVD) metric for nominal attributes [15] . The distance between values of a numerical attribute a i is defined by the absolute value difference between these values normalized by the range of attribute values in the data sample D:
where a min = min x∈D a i (x) and a max = max x∈D a i (x). The SVD distance between values of a nominal attribute a i is defined by the difference between the decision distributions for these values in the data sample D:
where
The weights w i are optimized with the iterative attribute weighting procedure from [35] .
To classify a tuple t RIONA uses the k nearest neighbors n 1 (t), . . . , n k (t) of t in the data sample D according to the previously defined distance measure ρ. Before voting the nearest neighbors are examined with consistent maximal rules derived from the data sample D [15] . If there is no consistent maximal rule that covers both a given neighbor n j (t) and the tuple t, the neighbor n j (t) is excluded from voting. The neighbors that share at least one maximal consistent rule with the tuple t are assigned with the vote weights v j inversely proportional to square of the distance to t: The tuple t is classified by q with the largest sum of nearest neighbor votes
The value of k is optimized automatically in the range 1 ≤ k ≤ 100 by the efficient leave-one-out procedure [15] applied to the data sample D.
HLM: Hierarchical Lattice Machine
In this section we present an implementation of our hierarchical approach to multimodal classification. This is a hierarchical version of the lattice machine, referred to by HLM.
We implement the hierarchical strategy in the lattice machine with the expectation that the classification accuracy of the lattice machine can be improved.
Here is an outline of the solution.
We apply the CaseExtract algorithm repeatedly to construct a hierarchy of hypertuples. The bottom layer is constructed by CaseExtract directly from data. Then those data that are covered by the hypertuples with small coverage are marked out in the dataset, and the algorithm is applied again to construct a second layer. This process is repeated until a layer only with one hypertuple is reached. At the bottom layer all hypertuples are equilabeled, while those at higher layers may not be equilabeled.
To classify a data tuple (query) we search through the hierarchy to find a hypertuple at the lowest possible layer that covers the query. Then all data (including both marked and unmarked) covered by the hypertuple are weighted by an efficient counting-based weighting method. The weights are aggregated and used to classify the query. This is similar to the weighted kNN classifier, but it uses counting instead of distance to weigh relevant data.
Counting-Based Weighting Measure
In this section we present a counting-based weighting measure, which is suitable for use with hypertuples.
Suppose we have a neighborhood D for a query tuple (object) t and elements in D may come from any class. In order to classify the query based on the neighborhood we can take a majority voting with or without weighting. This is the essence of the well-known kNN classifier [14, 12] .
Weighting is usually done by the reverse of distance. Distance measures usually work for numerical data. For categorical data we need to transform the data into numerical form first. There are many ways for the transformation (see for example [26, 10, 34] ), but most of them are task (e.g., classification) specific.
We present a general weighting method that allows us to count the number of all hypertuples, generated by the data tuples in a neighborhood of a query tuple t, that cover both t and any data tuple x in the neighborhood. Intuitively the higher the count the more relevant this x is to t, hence x should play a bigger role (higher weight). The inverse of this count can be used as a measure of distance between x and t. Therefore, by this count we can order and weight the data tuples. This counting method works for both numerical and categorical data in a conceptually uniform way. We consider next an efficient method to calculate this count.
As a measure of weighting we determine, for tuples t and x in D, the number of hypertuples that cover both t and x. We call this number the cover of t and
x, denoted by cov(t, x). The important issue here is how to calculate cov(t, x) for every pair (t, x).
Consider two simple tuples t =< t 1 , t 2 , · · · , t n > and x =< x 1 , x 2 , · · · , x n >. t is a simple tuple to be classified (query) and x is any simple tuple in D. What we want is to find all hypertuples that cover both t and x. We look at every attribute and explore the number of subsets that can be used to generate a hypertuple covering both t and x. Multiplying these numbers across all attributes gives rise to the number we require.
Consider an attribute a i . If a i is numerical, N i denotes the number of intervals that can be used to generate a hypertuple covering both t i and x i . If a i is categorical, N i denotes the number of subsets for the same purpose. Assuming that all attributes have finite domains, we have [29] :
if a i is categorical and x i = t i . (4) where max(a i ), min(a i ) are the maximal and the minimal value of a i , respectively, if a i is numerical, and
The number of covering hypertuples of t and x is cov(t, x) = i N i . A simple tuple x ∈ D is then weighted by cov(t, x) in a kNN classifier. More specifically, we define
where D q is a subset of D consisting of all q class simple tuples. K(t, q) is the total of the cover of all q class simple tuples. Then the weighted kNN classifier is the following rule (wkNN rule):
t is classified by q 0 that has the largest K(t, q) for all q.
The Classification Procedure
We now present a classification procedure, called, hierarchical classification based on weighting (HLM). Let D be a given dataset, let HH be a hierarchy of hypertuples constructed from D, and let t be a query -a simple tuple to be classified.
Step 1. Search HH in the bottom up order and stop as soon as a covering hypertuple is found at layer l. Continue searching layer l until all covering hypertuples are found. Let S be a set of all covering hypertuples from this layer;
Step 2. Let N ← {h : h ∈ S}, a neighborhood of the query;
Step 3. Apply wkNN to classify t. Note that h is the set of simple tuples covered by h.
RSES-H: Hierarchical Rule-Based Classifier
In this section we present another implementation of our hierarchical approach to multimodal classification. This is a hierarchical version of RSES-O, referred to by RSES-H.
In RSES-H a set of minimal decision rules [7, 22] is generated. Then, different layers for classification are created by rule shortening. The algorithm works as follows:
1. At the beginning, we divide original data sets into two disjoint parts: train  table and test table. 2. Next, we calculate (consistent) rules with a minimal number of descriptors for the train table (using covering method from RSES [7, 22] ). This set of rules is used to construct the first (the bottom) level of our classifier.
3. In the successive steps defined by the following consistency thresholds (after rule shortening): 0.95, 0.90, 0.85, 0.80, 0.75, 0.70, 0.65, 0.60, we generate a set of rules obtained by shortening all rules generated in the previous step. The rules generated in the i-th step are used to construct the classifier with the label i + 1 in the classifier hierarchy. 4. Now, we can use our hierarchical classifier in the following way:
(a) For any object from the test table, we try to classify this object using decision rules from the first level of our classifier. (b) If the tested object is classified by rules from the first level of classifier, we return the decision value for this object and the remaining levels of our classifier are not used. (c) If the tested object can not be classified by rules from the first level, we try to classify it using the second level of our hierarchical classifier, etc. (d) Finally, if the tested object can not be classified by rules from the level with the label 9, then our classifier can not classify the tested object. The last case happens seldom, because higher levels are usually sufficient for classifying any tested object.
The range of thresholds for the rule consistency (see Section 2.2) in the third step of the algorithm presented above have been determined on the basis of experience obtained from the previous experiments (see e.g. [1] ). The step between thresholds has been determined to 0.05, because this allows us to make rule search quite precise and the number of thresholds (that have to be checked) is not too large from the computational complexity point of view.
Evaluation
Experiments were performed with the two hierarchical classifiers (HLM and RSES-H) described in Section 3.1 (HLM) and Section 4 (RSES-H), their non-hierarchical counterparts (LM and RSES-O based on rules) and RIONA as a benchmark classifier. The purpose of the experiment was two fold: first, we wanted to know whether the hierarchical algorithms improve their nonhierarchical counterparts. Second, we wanted to know the correspondence between the degree of improvement and distribution of data.
For this purpose we considered two types of data: real world data and artificial (or synthetic) data. The former were some popular benchmark datasets from UCI Machine Learning Repository [9] , and some simple statistics are shown in Table 1 . The latter were generated by Handl and Knowles [16] . The generator is based on a standard cluster model using multivariate normal distributions. We generated six datasets: three of them have two clusters labeled as two separate classes (unimodal data), and the remaining three have four clusters grouped again into two classes (multimodal data). In all cases 20% random noise were added.
In the experiment each classifier was tested 10 times on each dataset with the use of 5-fold cross-validation. The average results with standard deviations are shown in Table 1 . HLM obtained the higher accuracy than its non-hierarchical counterpart LM on 17 data sets and it lost on 6 data sets. The best improvements were for the data sets Glass (7.8%) and Ecoli (5.8%). The difference between RSES-H and its nonhierarchical counterpart RSES-O is even more distinct: RSES-H outperformed RSES-O on 19 data sets and lost on 3 data sets only. The best improvements were for the data sets Auto (4.7%) and Ecoli (3.6%).
The supremacy of the hierarchical methods over the non-hierarchical ones can be also noticed in the total average accuracy: HLM accuracy is 1.5% higher than LM accuracy and similarly RSES-H accuracy is almost 1% higher than RSES-O accuracy. On average both hierachical methods ouperformed both nonhierarchical methods.
The benchmark classifier RIONA has the highest total average accuracy but the difference to hierarchical methods is much smaller than to non-hierarchical classifiers. The advantage of RIONA over HLM and RSES-H comes from a few specific data sets (Sonar, Ecoli and Yeast) where the nearest neighbor component helps a lot in overcoming the problem of a large number of attributes or classes. Table 2 . The levels of statistical significance of difference when comparing the hierarchical methods against the non-hierarchical methods: 5 is 99.5%, 4 is 99%, 3 is 97.5%, 2 is 95%, 1 is 90% and 0 is below 90%. Plus indicates that the average accuracy of a hierarchical method is higher than that of a non-hierarchical method and minus otherwise. One could ask whether the differences in accuracy between the hierarchical and non-hierarchical methods are really significant. To answer this question in Table 2 we compared the hierarchical HLM and RSES-H against the non-hierarchical LM and RSES-O and provided the statistical significance of differences between the accuracy of classifiers on particular data sets using the one-tail unpaired Student's t-test [25] .
General
Comparing HLM against LM (see Figure 1 ) one can see that for almost all the data sets the differences are significant. In other words, in 16 cases HLM provided the statistically significant improvement in accuracy over LM (for 15 data sets this improvement is practically certain) and the accuracy has significantly fallen in 5 cases. This confirms the conclusion that, in general, it is worth to apply hierarchical HLM instead of non-hierarchical LM. The comparison between HLM and RSES-O does not show supremacy of any method. However, for some datasets (Australian, Auto, Ecoli and Glass) HLM provided significantly better results than both RSES-H and RSES-O.
The relation between the results of RSES-H and LM is similar to the relation HLM vs LM. The differences in accuracy are significant for almost all the data sets and in most cases RSES-H outperformed LM.
The interesting relation is between the results of RSES-H and RSES-O (see Figure 2 ). There is no data set on which RSES-H was significantly worse than RSES-O. On other hand, in half of cases RSES-H improved significantly RSES-O. This indicates that the extension of RSES-O to RSES-H is rather stable: RSES-H keeps the level of the RSES-O accuracy. There are no risk while replacing RSES-O with RSES-H and a significant chance of improving the results.
Another interesting observation can be made when one focuses on artificial data. In comparison with LM both hierarchical methods provide significant improvement on all generated data sets. This indicates that lattice machine does not deal well with noisy data and both hierarchical methods do it better. Therefore in cases of noisy data the lattice machine is particularly recommended to be extended to hierarchical approach.
The different situation is in case of RSES-O. The comparison of both hierarchical methods with RSES-O on artificial data does not show the significant supremacy of any method. This suggests that to overcome the problem of noise the rule optimization used in RSES-O is equally effective as the hierarchical approach.
The experiments confirmed our original expectation that the performance of LM and RSES-O can be improved by our hierarchical approach. The cost is some extra time to construct the hierarchy and to test some new objects using this hierarchy.
The experimental results provide also the hint which hierarchical method to use in dependence of the expected profit. RSES-H is safer: it usually provides smaller improvements than HLM but it never worsens the accuracy. Application of HLM can result in a greater improvement but there is also a higher risk of worsening the results.
Conclusions
In the paper we addressed the problem of balancing between accuracy and universality in multimodal classification models. The accurate model parts can be specific and cover part of data space only. On the other hand more general model parts can lose accuracy. To solve this problem we proposed the hierarchical approach to multimodal classification. The hierarchical approach introduces a number of multimodal layers instead of a single one, each with different accuracy and universality. Such a hierarchical model tries to classify data with the most accurate layer and if it fails then it moves through more and more general layers until an answer is found. Such a hierarchical approach provides a kind of adaptation to test case difficulty. The proper graduation between the successive levels allows to classify data with the optimal balance between accuracy and universality.
The experimental results confirmed that such a hierarchical model is more effective than one-layer multimodal methods: it gives higher classification accuracy. Hierarchical approach guarantees also a certain level of adaptability to data: it deals well with noise in data.
In future research we plan to develop hierarchical multimodal methods for incremental learning. Incremental learning requires reconstruction of particular layers when new examples arrive. In hierarchical model the reconstruction time of a layer can be reduced by the use of knowledge from the adjoining layers.
The other interesting research direction is the application of a hierarchical rule model in RIONA. In that classifier rules are used to validate and filter nearest neighbors (see Section 2.3). The interesting question is whether one can improve RIONA accuracy still more by replacing the single set of rules with a hierarchical rule model in the validation step.
