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Abstract

Accurate, finescale absorption profiles of colored dissolved organic matter
(CDOM) were measured in coastal waters. CDOM has also been called
Gelbstoff, gilvin, yellow substances, hurnic substances, and "unknown
chromophores". The processes responsible for the observed temporal and spatial
variability were investigated. The sources of CDOM were diluted inputs from the
terrestrial biosphere and in situ biological processes. The primary sink was
photodegradation.
The finescale distribution of inherent optical properties was measured with
a WET Labs ac-9. The ac-9 is an innovative in situ absorption and attenuation
meter with a precision about ±0.001 m-1 in the raw signal. A pressurized flow
calibration procedure is described in detail. Vertical profiles of spectral total
absorption, ar(A.), CDOM absorption, ag(A.),and particulate absorption, ap(A.),
were measured by multiple meters, corrected for drift, temperature, salinity, and
scattering effects, and compared. The accuracy of the absolute absorption values
and their vertical position with respect to the hydrography was evaluated.
These new techniques were used to investigate the relationship between
autochthonous CDOM formation and primary production in a phytoplankton thin
layer (2-4 m thick) in East Sound, WA. The estimated allochthonous component,
associated with salinity, was subtracted from ag(A.)profiles. The remaining
residual was linearly correlated with primary production parameters. The biooptical and remote sensing implications are discussed.

At the surface, the ag(A.) residual was negative, indicating photolytic
removal. To better characterize the photobleaching of ag(A.) by UV and visible
radiation, rates were measured in incubation experiments and then used to predict
absorption loss in surface waters. Differing rates of absorption loss appeared to
be a function of cumulative past levels of exposure. Daily absorption loss in
stratified surface waters was estimated at 20%.
The spectral slope in the visible range increased as a function of irradiation
dosage in several closed incubations. Increasing spectral slope was also observed
in surface waters. Additionally, the absorption spectrum in the visible was more
accurately modeled using a double exponential versus a single exponential.
Changes in spectral absorption were used to describe the underlying modifications
to the CDOM pool.
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Preface

I first became interested in the cycling, effects, and properties of the
absorption of colored dissolved organic matter (CDOM) after my advisor, Dr.
Percy Donaghay, showed me the first measurements of high resolution CDOM
absorption profiles in the Fall of 1994. He and Dr. Ronald Zaneveld had been the
first to put a 0.2 µm prefilter on the intake of an ac-9 and measure the vertical
finestructure. Surprisingly, there was significant variability in those profiles,
suggesting that CDOM absorption was controlled by several independent
processes operating over different temporal and spatial scales. An exciting new
window in optical oceanography had been opened. That Fall, I was inspired to
embark on my thesis, investigating the distribution and dynamics of this important
optical property.
This is an interdisciplinary work. The material presented should be of
interest to those investigating problems in bio-optics, hydrologic optics,
photochemistry, and coastal hydrography. My goals were to accurately quantify
CDOM absorption in high resolution, vertical profiles, and then to develop genetic
relationships between CDOM absorption and the processes responsible for the
observed distributions.
This dissertation has been written in the manuscript format of the
University of Rhode Island and is composed of four manuscripts, compiled into
three primary chapters. Chapter four will be divided into two separate
manuscripts. The first chapter is an introduction with an overview of hydrologic
vi

and bio-optics. The significance of the present work is discussed within the scope
of our current knowledge of ocean bio-optics.
The second chapter is a manuscript entitled, "Quantification of the Microto Finescale Distribution of Colored DOM Absorption and Total Absorption in
Coastal Waters with an ac-9." It is a detailed account of a method for measuring
high resolution, in situ vertical profiles of CDOM absorption, total absorption, and
particulate absorption in concert with microscale hydrographic parameters. The
accuracy of the absolute absorption values in the visible domain and their vertical
position in respect to the hydrography is rigorously evaluated. The manuscript is
co-authored by James M. Sullivan, Percy L. Donaghay, and J. Ronald V. Zaneveld,
and was submitted October of 1997 to the Journal of Atmospheric and Oceanic
Technology. Parts of the submitted material were presented at the AGU/ ASLO
February, 1996 and ASLO February, 1997 national meetings.
The third chapter is a manuscript entitled, "Separating In Situ and
Terrestrial Sources of Colored DOM Absorption in Coastal Waters." The
contributions of allochthonous and autochthonous sources of CDOM are explored
using relationships of absorption with salinity and primary production parameters.
In situ CDOM production is investigated in a thin layer phytoplankton patch. The
manuscript is co-authored by Percy L. Donaghay, and will be submitted to
Limnology and Oceanography. Portions of the material in the manuscript were
presented at the AGU/ ASLO meeting in February, 1998.
The fourth and final chapter is a compilation of two manuscripts which will
be separated and submitted as consecutive papers to Limnology and

vii

Oceanography. The chapter is entitled, "Photobleaching of Colored DOM
Absorption in the Visible Domain," and the manuscripts will be subtitled "Rates in
Coastal Waters," and "Spectral Slope Increase in Experimental and Field Studies."
The study models photobleaching rates in incubation experiments and then
predicts the rate of absorption loss in surface waters. Changes in the absorption
spectrum from sunlight exposure are also compared with field measurements and a
hypothesis is developed to describe the associated changes in the DOM pool.
Percy L. Donaghay is a co-author on the manuscript. None of the material has
been presented in any form previously.
The outline for chapter 2 was first drafted in the summer of 1995. Over the
next two years, the method became more refined and several subsequent drafts
were made. Accumulating observations from the field and the laboratory provided
increasing justification and validation for the method and were added to the paper.
This period of growth for the manuscript eventually tapered, resulting in varying
degrees of refinement of the major problems of calibration, deployment, and a
variety of corrections dependent on temperature, salts, and scattering. After we
were satisfied that a solid foundation for the method had been established that was
highly reproducible, the manuscript was submitted.
Chapters 3 and 4 were prepared and written in a six month period from
September, 1997 to March, 1998. It is hoped that my findings in these works will
make a noteworthy contribution to the field of marine bio-optics, both in the in situ
study of light-related processes as well as the remote sensing of in situ optical
properties.
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Chapter 1

Introduction

1

1.1 Hydrologic and bio-optics : background, definitions, and scope

With the exception of tectonic activity, the sun fuels every energy
requiring activity on Earth. From the rustle of a branch to the most intense
hurricane, to the blink of an eye, they are all the result of converting stored energy
from the sun into kinetic motion. Energy first arrives to the Earth in the form of
electromagnetic radiation. Beams of sunlight are composed of continuous streams
of photons with wave-like properties, which can be divided into 3 principle
domains based on wavelength - the ultraviolet (UV), the visible, and the infrared
(IR). The greatest flux of energy at the Earth's surface is in the visible domain, so
named because it can be sensed by the human eye. The next critical step is the
absorption of the sun's energy. The surface reflectance at the air-sea interface is
approximately 5% under calm conditions, and of the penetrating light, about 5%
is upwelled back out of the water column (Kirk 1994; Davis in press). Over the
oceans, then, close to 90% of the incident radiation is absorbed. In contrast, on
land about 30 to 50% of the incident radiation is reflected back into the
atmosphere depending on the biological and geological composition of the
surface. Therefore, since 70% of the Earth is covered by water, between 75 and
80% of the energy absorbed at the Earth's surface is absorbed by the oceans.
Understanding light absorption in the ocean is therefore critical in describing the
distribution and flow of energy on the Earth.
The in situ alteration of the light field based on the optical properties of
the constituents of seawater is governed by the equations of radiative transfer
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(Preisendorfer 1976; Mobley 1994). Adequately understanding the behavior of
the ambient submarine light field requires a detailed knowledge of those
properties of seawater which alter it. Since light attenuation is a function of the
specific optical properties of its constituents, equations of light propagation can be
inverted to quantify those constituents (Zaneveld 1989). After Preisendorf er
( 1976), the parameters used to describe the geometric character of the radiation
field are termed apparent optical properties (AOPs). AOPs include downwelling
and upwelling irradiances (both vector and scalar) and their attenuation
coefficients. Conversely, those parameters whose magnitudes depend only on the
substances in the water and are independent of the structure of the light field are
termed inherent optical properties (IOPs). Radiative transfer theory describes the
relationship between the AOPs and IOPs.
The fundamental IOPs are the absorption coefficient, a, and the scattering
coefficient, b. Total beam attenuation, c, is defined by their sum:

(1. 1)

c =a+ b.

Each property describes a first order rate of radiant intensity loss over a
pathlength, L, where, for c :

di

=- CI,

(1.2)

dL

3

and, after integration,

( 1.3)

Units for a, b, and care m- 1. Scattering can be more precisely described by the
volume scattering function, ~(y), defined as the radiant intensity scattered at all
angles, y, relative to the beam direction. b, therefore, is obtained by integrating
~(y) over ally. Elastic scattering results in no losses in radiant energy, whereas in
absorption, energy from the light beam is transferred to molecules within the
medium. Historically, absorption has also been represented as absorbance, A,
equivalent to optical density. A is unitless a_ndis obtained from measuring the
loss in radiant intensity by :

A

=- log ( I

(1.4)

I IO).

Absorbance is converted to a by normalizing to the pathlength and converting
logarithm base 10 to a natural logarithm :

a

=2.303 A I l.

( 1.5)

For the purposes of this study, the constituents of seawater which absorb
radiation can be operationally divided into particulate material, ap, dissolved
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substances, ag, and water itself, aw, (Figure 1.1) :

( 1.6)

The absorbing particulate material is comprised of both phytoplankton and
detritus. Phytoplankton absorption arises from light harvesting pigments that
collect solar energy for photosynthesis. The primary pigment is chlorophyll,
which absorbs broadly in the blue and at a sharp peak centered in the red at 676
nm.. The measurement of particulate absorption coefficients has been an
extremely useful method of estimating chlorophyll and primary production in the
ocean (e.g., Dickey and Seigel 1993).
The absorbing fraction in the dissolved component is biological in origin.
It is comprised of colored (also chromophoric) dissolved organic matter (CDOM),
classically referred to by several names including the Germanic "Gelbstoff' (Kalle
1961, 1966) and its translation, the "yellow substance" (Bricaud et al. 1981;
H¢jerslev 1982; Davies-Colley 1992), "gilvin" (Kirk 1994), aquatic humic
substances or humus (Zepp and Schlotzhauer 1981; Thurman 1985), and
"unknown chromophores" (Zafiriou et al. 1984). These are relatively nonspecific
terms which reflect the diverse, complex nature of this pool of organic matter.
Gelbstoff, yellow substance, and gilvin all refer to the fact that these substances
impart a yellow color to water when in high natural concentrations or exhibit a
pale yellowness as a powder when chemically purified from seawater or
freshwater. Typically, when chemical or microbiological interactions with this
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substance are investigated, it is referred to as some semantic derivative of a humic
substance. When the optical properties of this fraction are the focus, then it is
usually described with reference to its yellow color.
However, there is sufficient evidence that all of the different terminology
basically refers to the same pool of substances under typical conditions in nature.
According to Thurman ( 1985), about 50-90% of the organic material in marine
waters are humic substances, and approximately 100% of the colored organic
material is humic. Humic substances are operationally defined as organic matter
which can be extracted from seawater based on its hydrophobic properties. The
consistent finding that essentially all of the colored dissolved material in seawater
is composed of humic substances (Zepp and Schlotzhauer 1981; Thurman 1985;
Carder et al. 1989) resolves the issue. In natural waters, a yellow substance
designation intuitively excludes UV absorbing inorganic compounds such as
oxygen and nitrite, even though the terminology is vague and the presence of
those compounds may not be acknowledged in absorption measurements. In
studies of strict hydrological optics, however, including the absorption from
inorganic material is often desirable because the aim is not to quantify what is in
the water, but rather how the light field is altered by the optical characteristics of
an aquatic solution.
The term CDOM was chosen in this work because, based on the
discussion above, it is the most accurate, universal description of these
substances. Most importantly, this pool of substances is in the dissolved fraction
and it is chromophore-containing, or colored. The designation of organic is

6

almost exclusively valid in the visible domain because there are no naturally
occurring dissolved inorganic compounds besides water which absorb visible
radiation (Mobley 1994). Additionally, any extremely low absorption by the salts
in seawater is subtracted out in the methodology. In the UV, the designation is
not as robust because many naturally occurring inorganic compounds do absorb in
the UV, including oxygen and nitrite. In fact, oxygen absorption has historically
been the primary contaminant in estimates of water absorption in the UV
(Quickenden and Irvin 1980). However, since all of our absorption measurements
are in the visible and near infrared domains, the designation here is justified.
The contributions of ap, ag, and aw to the total absorption spectrum varies
dramatically with wavelength in the visible (Figure 1. 1). Since the absorption
properties of pure seawater have been adequately determined (Smith and Baker
1981; Mobley 1994), and its functionality with respect to temperature has been
described (Pegau et al. 1997), the contribution of pure seawater to the attenuation
of radiant energy can be readily obtained. The dissolved and particulate fraction
variables, however, have functionalities which have only begun to be addressed.
Their effects on the light field are ultimately a function of the biological,
chemical, and physical processes which produce, alter, and remove organic matter
in the ocean.
Understanding the connection between these underlying processes and the
light field is made more complex by the circular dependency between the biology,
chemistry, and light. There is a feedback between the light field and biological
processes because light plays a role in determining how much particulate and
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dissolved organic matter is present. Increases in particle concentrations and
subsequently dissolved material related to primary production will, in tum, alter
the attenuation of light and, therefore, the availability of radiation for further
production. This is known as the "bio-optics loop." Understanding these
interactions is critical to predicting a and b. As Zaneveld (1994) states,

"One can think of closing the bio-optics loop when radiative
transfer predictions and measurements are consistent, and when the
predictions of primary productivity and resultant concentrations of
particles and dissolved material match reality."

Answers here will lie in understanding phytoplankton physiological ecology, and
the microscale chemical interactions and reactions in the truly dissolved,
colloidal, and particulate pools.
This is a formidable task. It requires a quantitative understanding of all
the primary processes responsible for the observed distributions of lightinteracting organic substances. The relationships are complex because of the
dramatic variability in space and time that is usually observed in the rates of
individual processes. The substances are also constantly redistributed by
advective transport and mixing inherent in an aquatic system. In coastal regions,
these effects are more problematic because of boundary conditions and tidal
pulses. In short, dissolved and particulate organic material are in a constant state
of flux.
One promising new advance, discussed briefly in this work, is the
development of remote sensing technology to synoptically estimate the
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distribution of particulate (Aiken et al. 1992) and dissolved (Carder et al. 1989;
Carder et al. 1991) materials on a global scale. Ocean color viewed by satellites
can be atmosphere-corrected and used in semi-empirical algorithms to estimate
chlorophyll concentrations (Gordon and Morel 1983) with an uncertainty of
approximately ±30% in open ocean regions (Gordon et al. 1988). In these
algorithms, CDOM absorption interferes with the reflectance signal from
chlorophyll when a8 and chlorophyll concentrations do not covary linearly.
Carder et al. (1991), however, have developed an algorithm using a band in the
short wavelength visible to estimate CDOM concentrations, which could improve
upon estimates of viable phytoplankton pigments in coastal regions. The potential
for a profound leap in our understanding of ~he coastal distributions and cycling of
phytoplankton and CDOM is imminent. Carder et al. (1989) have concluded from
their work that the two most important requirements to test the validity of current
remote sensing algorithms for chlorophyll in oceanic and coastal regions are (1)
better estimates of in situ production and reduction rates of CDOM, and (2) data
on rates of transport.
In this work I have attempted to describe the distribution and functionality
of one of the primary optical variables discussed above, CDOM absorption. The
second chapter describes a method for accurately measuring the finescale
distribution of a8 in the visible domain. The third chapter then explores the
respective contributions of in situ phytoplankton and terrestrial runoff to coastal
levels of a8 . Finally, the primary removal process of CDOM, photodegradation,
is addressed in chapter four. For comprehensive reviews and mathematical
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derivations in radiative transfer theory, the reader is referred to the works of
Preisendorfer (1976), Mobley (1994), and Gordon (1994). For the fundamentals
of bio-optics, Kirk (1994) is an excellent resource.

1.2 A revolution in the measurement of ag

Historically, the absorption of CDOM has been measured with benchtop
spectrophotometers. In addition to the limitations of discrete sampling, there have
been many methodological problems with this type of measurement, some of
which can be corrected. In many studies, glass fiber filters have been used to
remove particulate material. These filters leach reflective glass fibers into the
filtrate. These fibers do not absorb, but scattered light that does not reach the
detector is misinterpreted as absorption by standard spectrophotometers. This
error can easily be minimized by using other filter types such as polycarbonate
(nuclepore) or pleated nylon filters. Scattering can also result from particles
passing through a filter. These particles could potentially absorb light as well.
These errors can be minimized by using a filter with a restricted pore size of 0.2
µm. While colloidal material with some of the chemical properties of particles
(Gustafsson and Gschwend 1997) can still pass through a 0.2 µm pore, they have
negligible scattering and do not affect absorption measurements (see chapters 2
and 3; D. Stramski, pers. comm.).
Because scattering has been a common problem in the past, many methods
for correcting scattering errors in the measurement of a8 have been developed.
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One of the most popular is the IR subtraction method. The assumptions are that
any detected absorption signal in the IR is due to a scattering error, and that the
error is independent of wavelength, or, in some cases, inversely proportional to
wavelength (Bricaud et al. 1981). The IR subtraction method is additionally
complicated by the recently characterized strong sensitivity of water absorption to
temperature in the IR (Pegau and Zaneveld 1993; Pegau and Zaneveld 1994;
Pegau et al. 1997). For example, a disparity in temperature between a sample and
a blank will result in an error of approximately 0.01 m- 1 at 750 nm for every
degree they are different. A common practice is the storage of samples at 4 °C
until measurement. If the samples are not allowed to warm to room temperature,
the error could be as high as 0.2 m- 1.
Although all of the above errors can, theoretically, be corrected, the
measurement of a8 remains very difficult with standard spectrophotometers
because of limitations in sensitivity and pathlength. Because oceanic and coastal
values are very low, this has historically been a difficult, even debilitating
problem. The relationship between sensitivity and pathlength can be
mathematically expressed (H0jerslev 1994) :
da

eaL

ESTIMATED ACCURACY= - :::::- dl.
a

(1.7)

aL

The term d/ represents signal fluctuations in the light output as well as electronic
noise in the instrument. The powerful utility of this relationship is that the
function [eaL I a~ is at a minimum when the aL term, the optical pathlength, is
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equal to 1. As a result, to maximize accuracy in measuring a CDOM absorption
of about 0.1 m- 1, the pathlength would have to be about 10 m. This was
recognized as early as 1934 in the study of ocean optics (H¢jerslev 1994), and
beam attenuation meters with pathlengths up to 10 m were constructed of paths
with multiple folds using mirrors (Jerlov 1957). For measurements of ag, Bricaud
et al. (1981) similarly used a long pathlength 1. 1 m cell. The primary difficulties
in using large flow cells were the manageability of the instruments, and the
filtering and contamination problems associated with large volume samples.
Another way to increase al is to artificially concentrate CDOM so that the
a term is greater. For example, Carder et al. ( 1989) extracted the colored humic
material from seawater using hydrophobic r~sins, measured the absorption in the
eluant, and reconstructed the original absorption spectrum. This method is
effective, but requires the assumption that the optical properties of the humic
material are not altered through the many chemical manipulations. It is also labor
intensive and does not offer a means for routine, synoptic sampling.
The final way of increasing accuracy is by decreasing the d/ term in
equation 1.7. This is where the fundamental leaps in instrumentation
development have been made in the past 20 years. The breakthrough occurred in
the late l 970's, when stable light-emitting diodes were utilized as a light source in
a beam attenuation meter (Bartz et al. 1978). This advance, coupled with
precision opto-mechanical components and quieter electronics, dramatically
increased sensitivity, allowing the use of more manageable pathlengths.
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In recent years, absorption meters have undergone further improvements.
These new advances are largely the result of a collaboration, combining the
theoretical optics work of Dr. Ronald Zaneveld, and the opto-mechanics and
electronics expertise of Casey Moore (Zaneveld and Bartz 1984; Zaneveld et al.
1990; Moore et al. 1992; Zaneveld et al. 1992; Moore 1994; Zaneveld et al. 1994;
WET Labs 1997). They developed the ac-9, a 9 wavelength, 25 cm pathlength
absorption and attenuation meter using modern advances in optical engineering to
obtain very high sensitivity. The absorption channel has a relatively long
pathlength which incorporates design modifications such as a diffuser (Shibata
1958), a reflective flow tube (Yentsch 1962), and a wide angle detector to reduce
scattering errors. The details of this instrument and its use in the field and the
laboratory are discussed in the next chapter. The majority of measurements in
this study were made with this instrument. Many of the detailed spectral analyses
and the very fine distinctions in absorption with depth which form the foundation
for much of this work were only possible because of the ac-9. In proper
perspective, these instruments are the first to offer sufficient accuracy to resolve
natural levels of absorption in the visible domain. Equally important, they can
make those measurements on the spatial and temporal scales at which the
variability in absorption exists in aquatic systems.
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Figure Legend

Figure 1.1. Absorption spectra of the light absorbing components of seawater.
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Chapter 2

Quantification of the Micro- to Finescale Distribution of Colored DOM
Absorption and Total Absorption in Coastal Waters with an ac-9

•
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Abstract

Measuring coastal and oceanic absorption coefficients of dissolved and
particulate matter in the visible domain usually requires a methodology for
amplifying the natural signal because conventional spectrophotometers lack the
necessary sensitivity. The WET Labs ac-9 is a recently developed in situ
absorption and attenuation meter with a precision better than ±0.001 m- 1 in the
raw signal, sufficient to make these measurements in pristine samples. Whereas
the superior sensitivity of the ac-9 has been well-documented, the accuracy of in
situ measurements and their application in bio-optical ecology has not been
rigorously evaluated.
Obtaining accurate results requires careful attention to calibration
procedures because a reference blank is not simultaneously recorded and
subtracted from each measurement. To correct in situ measurements for
instrument drift, a pressurized flow procedure was developed for calibrating an
ac-9 with optically clean water. In situ, micro- (em's) to fine- (m's) scale vertical
profiles of spectral total absorption, a,(A), and spectral absorption of dissolved
materials, ag(A), were then measured by multiple meters, corrected for drift,
temperature, salinity, and scattering errors, and compared. The microscale
structure of CTD parameters were simultaneously recorded. Vertical profiles of
ag(A), a,(A), and ap(A), were replicated with different meters within ±0.005 m- 1,

and spectral relationships compared well with laboratory measurements and
hydrographic structure.
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2.1 Introduction

Many compositional analyses of seawater require a precision of ±0.005 ml

or better in absorption coefficients through the visible domain. These analyses

include using absorption to estimate coastal and oceanic pigment concentrations,
chromophoric dissolved organic matter (CDOM; also referred to as Gelbstoff or
gilvin) concentrations, and variations in CDOM composition. The need for high
sensitivity is often magnified when a computation involving two or more
coefficients is necessary to obtain a desired parameter. Error in each coefficient
propagates through the calculation, increasing the uncertainty in the final result.
Examples include calculating particulate absorption by subtracting CDOM
absorption from total absorption, taking particulate absorption ratios, and the
analyses of spectral CDOM absorption coefficients.
Consequently, the evaluation of particulate and CDOM absorption
coefficients have required specialized methods to amplify the natural signal
because commercial spectrophotometers lacked the necessary sensitivity.
Conventional spectrophotometers also are not equipped to collect scattered light
from a sample with suspended particles. Particulate absorption coefficients have
therefore been estimated with variations of the filter pad technique (Yentsch 1957,
1960, 1962; Mitchell and Kiefer 1988), and other methods such as
microphotometry, where the optical and geometric properties of individual
particles in a particulate assemblage are determined microscopically (Iturriaga and
Siegel 1989). Low coastal and oceanic CDOM absorption coefficients have been
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measured using spectrophotometers modified to accommodate very long
pathlength flow cells (Bricaud et al. 1981) or by using hydrophobic organic resins
to extract the dissolved humic substances in seawater, producing a concentrated
solution with a detectable absorption signal when eluted (Carder et al. 1989).
Despite the ingenuity in these methods, they do have limitations.
Assumptions are usually required in order to reconstruct the desired Inherent
Optical Property (IOP) in the original sample. For example, a pathlength
amplification factor must be defined in the filter pad technique to correct for
increases in the light path due to scattering by the filter with embedded sample
(Mitchell and Kiefer 1988). This factor is generally difficult to obtain because it
is a function of many variables including wavelength, filter type, sample density,
sample composition, degree of saturation of the filter, spectrophotometer type,
and sample position relative to the detector. Another example is the extraction
and reconstitution of aquatic humus (Carder et al. 1989), where assumptions must
be made on the consistency of the optical character of the substance through
various chemical manipulations (e.g., acidification, hydrophobic extraction,
reconstitution in freshwater, freeze-drying, pH adjustments): Indeterminate errors
are therefore unavoidable in the application of these methods. Additionally, the
methodology can be laborious, requiring discrete sampling and sample storage in
most cases.
The ac-9 is a nine wavelength in situ spectral absorption and attenuation
meter developed by WET Labs Inc., Philomath, Oregon (Moore et al. 1992;
Zaneveld et al. 1992; Moore 1994) which addresses the problems of insufficient
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sensitivity in conventional spectrophotometers and the requirement of collecting
discrete samples. The instrument consists of dual, 25 cm pathlength flow tubes
that allow real-time measurements in a profiling, moored, or towed deployment.
Total absorption, ar(A), and attenuation, c,(A), coefficients in the visible domain
can be measured in unconcentrated, natural samples (Zaneveld et al. 1992), and
spectral CDOM absorption coefficients, agCA),can be obtained by attaching a 0.2
µm prefilter at the intake (Twardowski et al. 1996; Donaghay et al. 1996;
Twardowski et al. 1997). With an in situ sampling rate of about 6 Hz, a typical 50
m profile will produce the equivalent of 3000 absorption and attenuation spectra
in less than ten minutes, making this method of measurement potentially very
powerful.
The absolute accuracy of ac-9 measurements, however, is defined by how
precisely the instrument can be calibrated to the absorption of optically pure
water, and the accuracy of corrections that must be considered when measuring
absorption at low levels. Although reproducible results may be obtained with an
ac-9, this fact alone does not guarantee the results are accurate. Unlike bench top
dual beam spectrophotometers, there is no reference blank simultaneously
scanned and subtracted from in situ measurements with the ac-9. Therefore,
instrument drifts from changing filter and detector characteristics, and slight shifts
in the alignment of the optics are not directly accounted for.
In working with several ac-9s, we have come to realize that ac-9s do in
fact experience a quantifiable drift over time. At any given time, this bias error
can easily be an order of magnitude greater than the precision of the measurement.
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An ac-9 is supplied from WET Labs already calibrated to zero for pure water, and
drift is represented as a deviation from zero when pure water is passed through the
flow cells of the instrument. This drift introduces an error in the absolute
absorption values and their relative spectral relationship. Measurements that are
uncorrected for drift, especially in blue water regions, will often result in negative·
values for absorption and inevitably make little sense. Consequently, there has
been a need for calibration methods designed to account for these drifts that can
be implemented by the user.
We have developed a pressurized flow method for calibrating the ac-9 in
the laboratory and in the field. Guidelines for proper use in the field and the basic
steps required to obtain accurate results are assessed. A spectral correction for
salinity to account for the refractive index differences between saltwater and
freshwater has been measured using an extensively purified sea salts solution.
The effectiveness of applying these methods to measure ag(A), ar(A), ap(A), and
the spectral properties of ag(A), and ap(A) with the ac-9 is evaluated by comparing
replicate measurements between different meters. ag(A) measured by an ac-9 and
commercial spectrophotometers are also compared.

2.2 Methodology

2.2.1 ac-9 description
The ac-9 consists of dual, 25 cm pathlength flow tubes with each path
having an independent incandescent light source, detector, reference detector, and
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optics (Figure 2.1). Absorption (a) and attenuation (c) channels share nine 10 nm
full width, half maximum (FWHM) interference filters imbedded in a rotating
wheel spinning at 6 Hz (WET Labs, Inc. 1997). Light from the source passes
through an interference filter and is then split into a reference beam, Ia, and a
sample beam, I. Absorption and attenuation are calculated from the negative
natural log of the transmission(// Ia), divided by the pathlength, 0.25 m. The
absorption flow cell is a reflective quartz tube design with diffuser described by
Zane veld and Bartz ( 1984) and implemented in the laboratory by Zaneveld et al.
( 1990). Forward scattered light out to 41 ° from the incident ray is included in the
absorption measurement. A scattering correction is required to estimate the
contribution of lost scattered light to the absorption measurement (Zaneveld et al.
1994).
The original ac-9 pure water offsets, supplied with the instrument, are
determined from water calibrations performed at WET Labs. These water offsets
are contained in an instrument-specific [.dev] file that the supplied acquisition
software, WETView, applies by subtraction to all in situ measurements. After the
instrument is calibrated for the absorption of pure water at WET Labs, it is dried
and dry nitrogen is pumped through to obtain air calibration values. Air
calibrations are supplied in an accompanying calibration record.

2.2.2 Calibrations
A requirement for accurate ac-9 calibrations is that optically clean water is
used which is highly reproducible over long periods of time. If the water has
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changing optical properties, then this will falsely manifest itself as a drift in the
ac-9. The calibration setup and execution must also be done in a way which
minimizes contamination of the clean water.
All water for calibrations was supplied by a 4-cartridge Nanopure system
( 1 organic/colloid removal 00835, 2 Ultrapure ion exchange 00809, and 1 high
capacity ion exchange 00803; Barnstead), producing water of 18±0.1 MQ-cm ion
purity. The water feed into the Nanopure system was pretreated with a Culligan
deionizer. The water supply for the deionizer was from the Chipauxit aquifer,
Rhode Island, USA. The water produced from the Nanopure system was filtered
with a 0.2 µm nylon filter (Barnstead) and dispensed into acid cleaned 8 or 20 L
polycarbonate carboys (Nalgene) used in the calibrations. The water was allowed
to degas at least 2 h before a calibration to remove any bubbles.
ac-9 pressure windows were cleaned with ethanol and dried with fiber-free
lens paper before water and air calibrations and field measurements. We obtained
better replicability between water calibrations when the flow cells and pressure
windows were dried with lens paper before each measurement.
The laboratory water calibration setup is shown in Figure 2.2. An 8 or 20
L polycarbonate carboy filled with Nanopure water was pressurized by dry
nitrogen gas (medical grade: 99.9%) at 5 to 10 PSI. The gas was fed through
clean Teflon tubing (0.48 cm LO., 0.64 cm 0.0.; Nalgene) into a gas input port in
the cap of the carboy. Water was forced out of the carboy through clean Teflon
tubing which extended to the bottom of the carboy by insertion through a
compression fitting in the cap. The ac-9 was positioned free-standing vertically
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on a bench top and water entered the bottom pair of flow cell inputs after being
split by a polypropylene "Y"-shaped connector. After the water exited the ac-9
flow cells, it was rejoined with a second "Y" and led to a collection container. A
clamp was placed over the exit tube to provide flow rate control. All tubing
connected to the ac-9 was wrapped in black vinyl tape to prevent light piping into
the ac-9.
Prior to calibrations, the ac-9 was powered on for a warm-up period of
about fifteen minutes. A 486-level PC was used to communicate with the ac-9 via
a RS-485 link. Trapped air bubbles in the ac-9 flow cells were removed by
opening the flow control clamp, increasing the flow rate to about 500 mL min- 1,
and gently tapping and rocking the ac-9 and associated tubing. When the flow
cells were free of bubbles, the flow rate was restricted to less than 100 mL min- 1,
pressurizing the flow cells to prevent cavitation from occurring during the
calibration. The ac-9 was not used if the internal temperature, recorded and
displayed by WETView, was greater than 40°C.
Calibration values were obtained by averaging absorption and attenuation
coefficients over a time period of at least 60 s. The temperature of the outflow
water was measured for temperature-dependent water absorption corrections (see
section 2.2.5.1). The entire process was repeated until replicate calibration values
for each wavelength in each channel varied less than 0.002 m- 1. The calibration
values represent water offset adjustments, or drift corrections, that must be
applied to subsequent measurements. They can be applied in post-processing, as
we have done for the data in this work, or by updating the water offset constants
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in the ac-9 [.dev] file before a measurement is taken. Not altering [.dev] files
allowed us to accumulate records of water offset drifts over time. It also provided
flexibility in how the water offset adjustments were applied, enabling us to
average replicate calibrations, and immediately recognize a calibration where the
water offset adjustments were obvious outliers compared with past calibrations.
Water calibrations in the field were performed like laboratory calibrations,
using nitrogen pressure to push the Nanopure water through the ac-9 flow cells.
The water purification system was brought to the field and stored deionized water
was used as a source to produce water of consistent quality, and ensure the system
operated efficiently. The Nanopure water was then allowed to degas overnight
before calibrations.

2.2.3 Laboratory absorption measurements
Before measurements in the laboratory, offset drifts were obtained from
water calibrations. For particle-free samples or samples passing through an inline filter, the calibration setup described previously can be used with the sample
replacing the clean water in the pressurized carboy.
The calibration setup was problematic, however, with a particle-containing
sample because of particle sorting when the flow was split by a "Y." While
running unialgal cultures through the ac-9 in the lab with a "Y ," we found that
restricting flow rates under pressure can cause an increase in absorption or
attenuation in one channel and a simultaneous decrease in the other channel
(Figure 2.3). One possible explanation is that particles are experiencing a
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turbulence-related sorting preferentially into one or the other flow cells. A change
in flow rates alone between the two flow cells would not be expected to give this
result because the concentration of particles should be constant in both channels
regardless of flow rate.
For measurements in a particle field, the pressurized carboy system was
modified so that individual intake tubes could feed each flow cell. In this setup,
two lengths of Teflon tubing were run from the bottom of the pressurized carboy,
through compression fittings in the cap, to their respective flow cell inlets. A
third compression fitting in the cap was for nitrogen gas input. With this setup, no
changes in mean absorption or attenuation were observed by restricting flow rate
in either cell.
To compare the ac-9 output with results obtained using commercial
spectrophotometers, ag(A) was measured for a dilute coffee extract with a
Hewlett-Packard 8452 diode-array spectrophotometer (HP8452), a Shimadzu UV260 scanning, dual-beam spectrophotometer (SUV-260), and an ac-9. Dilute
coffee has an absorption spectrum similar to natural CDOM. Absorbance, A(A),
was measured by the spectrophotometers from 400-750 nm with 2 nm bandwidth
resolution in 10 cm pathlength quartz cells with a sample volume of 25 rnL. ag(A)
was obtained fromA(A) using:

ag(A) =

(2.1)

[2.303*A(A)] IL,
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where Lwas the pathlength (meters) and 2.303 was a scaling constant converting
logarithm base 10 to a natural logarithm.
The coffee sample was prepared by diluting brewed coffee to 5 ppt with
Nanopure water. Nanopure water was used as a blank in the measurement. Since
separate 10 cm cells were used for the sample and the blank with the HP8452,
both cells were filled with Nanopure and a sample-cell spectral offset was
measured and subtracted from all the spectra afterward. To avoid errors in
absorption between the sample and blank cells that arise due to temperature
differences, care was taken to keep both the sample and the blank at room
temperature.
Samples were initially filtered using Whatman GF/F glass-fiber filters
(e.g., Bricaud et al. 1981 used GF/C glass-fiber filters), but fibers from the filter
were found to contaminate the filtrate. The scattered radiation from the
suspended fibers was falsely read as absorbed radiation by the spectrophotometer,
therefore introducing an error in the measurement. To quantify this error, the
HP8452 was used to measure the absorbance of Nanopure water filtered with a
GF/F glass-fiber filter blanked against Nanopure water filtered through a 0.2 µm
polycarbonate membrane filter (Nuclepore). The resulting error in a was 0.12 m- 1
at 400 nm, decreasing to about 0.05 m-1 at wavelengths greater than 600 nm
(Figure 2.4 ). The scattering error in the 400 to 500 nm range was typical of open
ocean values for ag(t..)reported in.the literature (e.g., Kirk 1994). As a result,
samples discussed here were filtered through either a 0.2 µm polycarbonate
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membrane filter (Nuclepore) or a 0.2 µm nylon capsule filter (Gelman)
immediately prior to measurement.

2.2.4 In situ absorption measurements
agCA)and ar(A) were recorded with calibrated ac-9s during several periods

of study in East Sound, WA. East Sound is a productive fjord within the San Juan
Islands, north of Puget Sound. The average depth is 30 m, with a partial sill at the
southern end about 14 m in depth. Periodic stratification is common in the spring
and summer when layers and patchy distributions of plankton can often be
observed (Donaghay et al. 1996).
Before the cruises, the attenuation optical path of one ac-9 was replaced
with a second absorption optical path, resulting in a dual channel absorption
meter, termed an aa-9. Two separate absorption channels, the "aa" and "ab"
channels, sharing interference filters and control and data acquisition electronics,
allowed us to address the issue of replicability between meters and identify
sources of instrument error. The aa-9 was important in assessing our accuracy in
applying drift corrections to agCA)measurements during the study.

2.2.4.1 Microscale profiler
For profiling, an ac-9 and the aa-9 were positioned vertically in a
deployment cage and secured with hose clamps. Large hose clamps were
clamped around both ends of the meters, and smaller hose clamps were used to
secure the large hose clamps to the cage. This mounting design minimized any
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torque on the meters. Water calibrations were performed on the meters after they
were secured in the cage. After submersing the package and supplying power, the
meters were allowed to warm-up ten to fifteen minutes before profiling.
The complete profiling package consisted of a Seabird 911-plus CTD with
fast response thermistor, pH, and oxygen sensors, a WETSTAR chlorophyll
fluorescence meter, an ac-9, and an aa-9. A WET Labs Modular Ocean Data and
Power System (MODAPS) was used to power the instruments, acquire data, time
stamp the data, and transmit the data up a single cable to an archiving Pentium
processor PC. Simultaneous CTD measurements were necessary for temperature
and salinity corrections applied to absorption coefficients during post-processing
(see section 2.2.5.1). A 4 cm extension tube was put on the CTD intake to shift
the sampling depth about 2 cm below the deployment cage. A prototype
buoyancy controller was also on the profiler to control descent rate with respect to
density (usually 3 to 10 cm s-1). The entire instrumentation package was designed
to provide high resolution, microscale (em's) vertical profiles in coastal regions
(Donaghay et al. 1992; Donaghay et al. 1996).
ag(A) was measured in replicate with the aa-9. A variable speed gear

pump at the surface was connected to the exiting "Y" of the aa-9 flow cells via 35
m of 0.95 cm O.D. polyethylene tubing. For every cast, the flow rate through the
aa-9 was measured in the outflow of the surface pump with a graduated cylinder
in order to account for the time lag between a sample entering the filter and the
sample measurement in the flow cells (see section 2.2.4.2). Attached to the "Y"
splitting the flow entering the aa-9 was a length of 0.95 cm O.D. polyethylene
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tubing extending down to a 0.2 µm maxi-capsule filter (Gelman) attached
horizontally at the sampling depth. To decrease the resistance to flow, the outer
capsule of the filter was removed, thereby preventing particle buildup on the filter
surface. Increasing the flow rate provided better resolution of agCt..)
rnicroscale
structure. Increased flow rates and more stable, cavitation-free measurements
were also obtained by soaking a filter in Nanopure water for several hours before
use. Filters could be used continuously for two to four hours in these relatively
productive coastal waters. Care was taken to ensure that the magnitude and
changes with depth of ag(A) were identical before and after a filter was replaced.
Highest flow rates with a filter attached were 800-1200 mL rnin- 1 before
cavitation at the filter occurred.
A Seabird 3000 rpm submersible pump was placed after the exiting "Y" of
the ac-9 flow cells for measurements of ai(A.). A degassing "Y" was additionally
inserted in the ac-9 outflow to eliminate any trapped air when the package was
submerged. Flow rates through the meter were about 3 L min- 1, measured by
tilting the package to near horizontal at the surface and measuring the flow rate
from the outflow tube of the pump with a partially submerged graduated cylinder.
Based on lab results showing evidence of particle sorting through a "Y", we used
separate intake tubes for each flow cell. All tubing directly connected to the ac-9
was wrapped in black vinyl tape to prevent light piping into the flow cells.
For some profiles, a second ac-9 replaced the aa-9 and ar(A) was recorded
in replicate. In these cases, the pump and plumbing configuration used for the
first ac-9 was duplicated for the second ac-9.
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2.2.4.2 Time lags
Time lags were applied to profile data from the absorption meters to
account for the time required for a water parcel to enter the intake tube and travel
to the flow cell. Adjusting the time enabled the absorption profiles to be aligned

with CTD hydrographic parameters. For the ac-9s measuring ar, the total volume
of a flow cell and its associated plumbing was about 30 rnL. Since the flow rate
was about 25 mL s- 1 (split flow), the time lags were typically around 1.2 s.
Time lags were more difficult to apply to the aa-9 data because the
flushing behavior of the filter was not known and the functional volume of the
filter had to be estimated. The simplest assumptions were : ( 1) no mixing in the
filter, i.e., a "plug flow", and (2) the volume of the filter was represented only by
the hollow core of 60 mL. Then, the total volume of the filter and associated
plumbing up to the "Y" fitting was about 70 rnL (before the flow was split), and
the volume after the "Y" fitting, including the flow cell, was about 25 mL. With a
typical flow rate of 1 L min-1, this corresponded to a time lag of 7.2 s.
However, there was evidence indicating this lag was too short, and that the
"plug flow" assumption may be inaccurate. In consecutive vertical profiles with
different package descent rates but equal aa-9 flow rates, time-lagged agCA)were
not direct overlays as a function of depth, although the structure of the density
profile was unchanged. Steep gradients in CDOM absorption were displaced
deeper in the water column as the descent rate increased, and the relationship
between agCA)and hydrographic parameters became increasingly uncoupled.
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To better define the time lags associated with the filter, an ac-9 was
prepared with the same plumbing and filter configuration used for the aa-9 in the
field, and deployed in a stratified two-layer tank. The bottom layer in the tank
was Narragansett Bay, RI seawater with added methylene blue dye for a strong
absorption signal, and the surface layer was deionized water. The flow rate
through the filter with removed outer capsule was 1050 mL min- 1. 15 s after the
boundary was crossed, about 75% of the bottom layer sample had flushed into the
flow cell (Figure 2.5). From the broad shape of the curve, it was apparent that the
sample was not behaving as a "plug flow", and mixing within the filter was an
important consideration. The relatively long absorption transition may also be
due to the filter having a functional volume larger than the volume of the core,
including a significant portion of the volume occupied by the nylon pleats.
As a result, time lags for the aa-9 data were obtained by aligning
consecutive in situ profiles of different descent rates but equal aa-9 flow rates.
Using this method, a time lag of 12 s was obtained for a flow rate of 1 L min- 1.

2.2.4.3 Spectral slope parameter
Many investigators have used an exponential curve fit to model CDOM
absorption as a function of wavelength in the visible domain (e.g., Bricaud et al.
1981; Zepp and Schlotzhauer 1981; Davies-Colley and Vant 1987; Carder et al.
1989):

(2.2)
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wheres is the spectral slope of the CDOM absorption spectrum when plotted on a
natural logarithmic scale of absorption. Changes ins have been associated with
variations in the composition of the CDOM pool (Zepp and Schlotzhauer 1981;
Carder et al. 1989).
Vertical profiles of s were computed from curve fits at a single depth
through spectral agCA)profiles. Before the calculation, ag for each wavelength
was smoothed with a 20 point running mean (3.4 s bins). agC630),agC650),and
agC676) were not used in the calculation because the values in some cases were
too low to provide consistent curve fits. After the profile of spectral slope was
obtained, the data was passed through a low-pass Butterworth filter (MATLAB)
to remove high frequency variability. The cutoff frequency was 0.2 Hz,
approximately equal to the inverse of the sampling frequency.
It is important to note thats is very sensitive to inaccurate temperature,
salinity, and water offset drift corrections, partly because the natural variation ins
is relatively small. All the corrections have a wavelength dependence that affects

..). An example of this sensitivity is the application
the spectral properties of agC1
of an incorrect time lag to ag vertical profiles, where the temperature and salinity
will be vertically offset in respect to ag. Through a strong thermocline and/or
halocline an artificial maximum or minimum in s can occur within the gradient.
Since time lags can be difficult to estimate when a sample passes through an inline filter (see section 2.2.4.2), care should be used in the interpretation of such
features.
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2.2.5 Additional corrections

2.2.5. l Temperature and salinity
All absorption measurements and water calibrations were normalized to a
constant temperature to account for the temperature dependence of the absorption
coefficient of pure water (Pegau and Zaneveld 1993; Pegau and Zaneveld 1994;
Pegau et al. 1997). Temperature effects are especially relevant at the harmonic
frequencies of -OH bond stretching in the infrared and around 610 nm (Sullivan
1963). The correction was:

(2.3)

where atcorr is the absorption corrected for changes in water temperature, ameas
is the measured absorption at the in situ temperature, Ti is the in situ temperature,
T,wrm is the temperature that the absorption is being normalized to, and 'flt is the

wavelength specific slope, /j_a/fj_T (m-1 °c-1 ). 'fl t{A)from Pegau et al. ( 1997),
reproduced in Table 2.1, are the most current published values and corroborate
unpublished experimental work in our laboratory.
A salinity correction was also necessary due to dissolved salts absorption
and refractive index errors between seawater and freshwater that can distort the
optical path. Obtaining optically clean seawater for the correction is a difficult
task, however, because some light absorbing organic material is very resistant to
many purification techniques. Commercially obtained chemical grade sea salts

39

(Sigma) or the individual salt fractions NaCl, MgCh, and CaSO4 (Sigma) are not
free of organic material, and, thus, are not suitable salt blanks when dissolved in
pure water. This contamination is large enough so that artificial seawater
prepared with Sigma sea salts has an absorption spectrum nearly identical to that
of a 0.2 µm filtered sample collected from the central Pacific Ocean at 15°N
(Figure 2.6). If the spectrum from the artificial seawater was applied as a salinity
blank to this oceanic sample, the resulting spectral CDOM absorption would be
essentially zero.
We have determined salinity corrections for absorption by purifying a 30
PSU solution of sea salts (Sigma) dissolved in our Nanopure water. The artificial
seawater was subjected to a purification process consisting of activated charcoal
treatments, artificial UV exposures, hydrogen peroxide (30% solution, no
stabilizer) additions, and incubations in direct sunlight. The salt blank was
exposed to UV radiation by continually passing the sample through a quartz coil
surrounding a cylindrical mercury vapor lamp. All the tubing in the system was
acid-cleaned Teflon, and nitrogen pressure was used to force the sample through
the coil, avoiding any contamination from an in-line pump. For all measurements,
the salts solution was passed through a 0.2 µm mini capsule filter (Gelman) before
entering the ac-9.
The treatments were continued until no detectable changes in the
absorption or attenuation of the salt blank were observed from continuous UV
exposure. The resulting values for the salinity correction in the visible and nearinfrared are provided in Table 2.1 and plotted in Figure 2.6. From 412 to 676 nm,
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the salt corrections in the final sample were the lowest values measured.
However, these values are used as upper limits for the salt correction,
acknowledging the possibility that some light absorbing organic material resistant
to the above purification methods may have remained in solution. Salt corrections
at 715 and 750 nm were also taken from measurements made in the final salt
blank sample, although these values showed little variation through the
purification process because of the very low absorption signal from CDOM in the
infrared. Since preliminary results from our lab and the work of Pegau et al.
( 1997) indicate that the corrections over varying concentrations of dissolved salt
are linearly correlated with increasing salinity, slopes of the salt corrections (m- 1
PSU-1) are also given in Table 2.1.
Salinity corrections using these slopes were applied to absorption and
attenuation data as follows :

ascorr(A,) = amea/A-)- S/l' s,a01.),

(2.4)

Cscorr(A-)= Cmea/A-) - S/¥ s,c(A-),

(2.5)

where ascorr and cscorr are the absorption and attenuation, respectively, corrected
for all salinity effects (normalized to S=0 PSU), Si is the salinity of the sample,
a meas and c meas are the measured absorption and attenuation at salinity

Si, \f s,a is

the wavelength specific slope for absorption, !::.a/t::S(m- 1 PSU- 1), and \f 5 ,c is the
wavelength specific slope for attenuation, !::.clt::S(m- 1 PSU- 1).
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2.2.5.2 Scattering error
A scattering correction was necessary when measuring absorption in a
particle field because a portion of backscattered light is not measured by the
detector at the collection end of the flow cell. This scattered light usually
accounts for only 5 to 15% of the total scattering because of the reflective quartz
design of the flow cell with diffuser at the collection end (Zaneveld and Bartz
1984; Zaneveld et al. 1994). Scattering corrections were applied to temperature,
salinity, and drift corrected total absorption measurements by subtracting
corrected values at 750 nm from the absorption measured by all other
wavelengths. This is one of the methods proposed by Zaneveld et al. (1994) for
correcting the scattering error in the ac-9. The primary assumptions are (1) there
is minimal absorption at 750 nm, so the measured values are only from the
scattering error, and that (2) the scattering error is independent of wavelength.
Assumption 1 is a good assumption in most natural waters because CDOM
absorption and phytoplankton particulate absorption is very low in the infrared.
However, in water bodies which are seasonally (Chesapeake Bay, e.g.) or
permanently (Black Sea, e.g.) anoxic, photosynthetic anoxygenic bacteria can be
present which have pigments absorbing strongly in the infrared (Trilper and
Pfennig 1981). In these cases, assumption 1 may not apply.
If the scattering spectrum is not uniformly constant, or if the spectrum is
constant and the scattering error is not a constant fraction of the scattering
coefficient at all wavelengths, then assumption 2 becomes less robust. For natural
coastal and oceanic scattering spectra, total scattering increases at shorter
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wavelengths as small particles (< 10 µm) dominate the particle size spectrum
(Stramski and Kiefer 1991). Subtracting the measured absorption at 750 nm
would be an underestimate of the scattering error in such cases.
A scattering correction which incorporates measurements of the total
scattering coefficient spectrum (the "proportional correction") has been
demonstrated to be more accurate than the constant correction method (Zaneveld
et al. 1994), but we have found it difficult to apply because of the variability in
particle "noise" in ar(A.)and c/._A.)
measurements. This variability is coupled
between any of the wavelengths in one optical path, but is uncoupled between
different optical paths. One option is to low-pass filter the data from either or
both paths and then apply the proportional correction. However, this is done at
the risk of removing potentially real rnicroscale variability from the absorption
measurements. A further analysis of the effects of applying the proportional
correction is currently in progress.

2.2.5.3 Summary of Corrections
Final, corrected CDOM absorption coefficients, ag(A), collected with a 0.2
µm prefilter, were obtained from raw values, ameas(A), using :

ag(A.) = ameas(A.) - D(A.) - (Ti - Tnom1)4' r(A.) - Si 4' s,a(A) ,

(2.6)

and final, corrected total absorption coefficients, ar(A.), were obtained from raw
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values using :

a,(A.) = ameasO..) - D(A) - (Ti - T,wrmY'I'r(A) - S; "'I's,a(A) - a,(750) ,

(2.7)

where a,(750) = ameas050) - D(750) - (T; - T,wrm)"'I',(750) - S; "'I'sa(750).
'

a,(A) and ag(A) are corrected for temperature, salinity, and instrument drift, and
ar(A) is additionally corrected for scattering. D(A) is the drift correction obtained
from the water calibrations.
Particulate absorptions, ap(A), were then computed as :

(2.8)

2.3 ac-9 long term drift

Calibration records spanning 183 days were compiled for one ac-9,
ac90142, as an example of long term drift in a relatively stable meter (Figures 2.7
and 2.8). The instrument was originally calibrated by WET Labs with pure water
August 21, 1995. Using Equation 1, all measurements were normalized to the
temperature of the original WET Labs calibration, 24.3°C, for intercomparison.
Water offset drifts in ac90142 were best approximated by a linear leastsquares regression, applied to the absorption (Figure 2.7) and attenuation (Figure
2.8) channels. The rates of drift (slope of the regression) increased with
decreasing wavelength (increasing energy of radiation) in both the absorption and
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attenuation channels. The drifts may in part be due to partial degradation of the
interference filters, where filters used for shorter wavelength, higher energy
radiation drift more rapidly (WET Labs, pers. comm.). The highest rates of drift
in both absorption and attenuation channels were about 0.0001 m- 1 ct-1 at 412 nm.
Absorption and attenuation drifted in similar directions for the short
wavelength channels only. The rates of drift from the slopes were positive (t-test,
p < 0.05) for all wavelengths in the absorption channel except for 715 nm, where
the slope was not significantly different from zero (t-test, p > 0.05). The mean
drift for 715 nm was also not significantly different from zero (t-test, p > 0.05),
indicating that there was no evidence for long term drift in this wavelength. In the
attenuation channel, the slopes were lower for every wavelength. The slopes were
positive (t-test, p < 0.05) for 412,440, and 488 nm, not significantly different
from zero (t-test, p > 0.05) for 532, 555, and 630 nm, and negative (t-test, p <
0.05) for 676 and 715 nm. For the 532, 555, and 630 nm attenuation channels the
mean drift was significantly different from zero (t-test, p < 0.05) in each case (less
than zero, greater than zero, and less than zero, respectively).
Between replicate calibrations the agreement at any wavelength was
always better than 0.005 m- 1, and usually better than 0.002 m- 1. To correct
spectral absorption measurements on any calibration day, a mean water offset drift
was obtained and subtracted from measured values. The precision of the drift
correction was normally better than ±0.002 m- 1.
The drifts obtained from both air and water calibrations were periodically
measured for another meter, ac90143, to determine the effectiveness of using air
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calibration drifts to correct for water offset drifts. After 88 days, there was a
significant residual between absorption channel offsets derived from water and
those from air calibrations that was wavelength dependent (Figure 2.9). At 412
nm the residual was greater than 0.0 l m- 1. At the other wavelengths the residuals
were between 0.003 and 0.009 m- 1. Since drifts determined by air and water
calibrations were not equivalent, instrument drift could not be corrected using air
calibrations alone.

2.4 Correcting in situ measurements

Data from three vertical profiles collected on June 15, 1995, May 31,
1996, and August 29, 1996 in East Sound, WA will be used to demonstrate the
effects of water calibration, temperature, and salinity corrections on absorption
data in situ. In June, 1995 and May, 1996, aa90106 was used to measure ag(A) in
replicate. ac90143 and ac90142 were used to simultaneously record total
absorption on the June, 1995 and May, 1996 cruises, respectively. The August,
1996 profile will be used to compare total absorption coefficients collected using
2 different meters, ac90142 and ac90143. Temperature and salinity data for each
profile are plotted in Figure 2.10.

2.4.1

ag

vertical profiles

To accurately assess the effectiveness of the corrections, a8 (11..)vertical
profiles can be more useful than a,(A) because the noise in ag(A) measurements is
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usually much lower than the spiking noise associated with a particle field. In a
profile of ag(A) from June 15, 1995, a constant offset in ag(412) of 0.015 m- 1 was
observed in the raw, untreated data between the two absorption channels (Figure
2.11). After temperature and salinity corrections, both profiles were shifted
0.004-0.005 m-1 lower (Figure 2.11b ). After additionally applying the water
offset drift corrections obtained from water calibrations, the profiles were then
aligned within 0.005 m- 1 (Figure 2.1 lc).
Applying temperature, salinity, and drift corrections to profiles of ag(560)
and ag(676) shifted the absorption profiles for each wavelength lower (Figure
2.12a-d). The relative offsets between the channels were similar before and after
the corrections for both wavelengths. This was because the drift corrections were
similar for both absorption channels, and the temperature and salinity corrections
were identical. The ag(560) channels were shifted lower by approximately 0.017
m- 1 (55-77% of the corrected values), and the ag(676) channels were shifted lower
by approximately 0.006 m- 1 (40-50% of the corrected values).
For both ag(560) and ag(676), the offsets between absorption channels
were depth-dependent. At 560 nm, the offset at the surface was 0.002 m- 1, but it
increased through the profile to 0.008 m- 1 at the bottom of the cast. For 676 nm,
the offset was 0.002 m-1 at the surface, but below 15 m the two absorption
channels were essentially overlaid. Inconsistent offsets with depth appear to be
instrument and wavelength specific. A discussion of possible causes can be found
in section 2.6.1.
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In the May 31, 1996 profile, the two absorption channels at 412 nm were
separated by a constant 0.036 m- 1 offset in the untreated, raw data (Figure 2.13a).
After the temperature and salinity corrections, the profiles were shifted lower by
0.003 to 0.008 m- 1 (Figure 2.13b). Additionally applying the correction for water
offset drift aligned the profiles within 0.005 m- 1 (Figure 2.13c ). As in the June
15, 1995 cast, the water offset drift corrections were up to an order of magnitude
greater than other corrections and were required to obtain reproducible data.
The differences between the two ag(560) and ag(676) absorption channels
were very pronounced in this cast (Figure 2.14a,b ). Although the corrections had
little effect on the offsets between the two ag(560) and ag(676) absorption
channels in the June, 1995 profile, here there is a 0.037 m- 1 and a 0.038 m- 1
surface offset in the ag(560) and ag(676) channels, respectively, before the
corrections. After the corrections, the two ag(560) channels were aligned within
0.003 m- 1 (Figure 2.14c,d). The two ag(676) channels overlapped at the bottom
but were separated by an offset of about 0.008 m- 1 at the surface, a divergence
similar to that of ag(560) in the June 15, 1995 cast. Because of low CDOM
absorption at these wavelengths, the shift in the ab channel at 560 nm was about
52% of the corrected absorption in the surface water, and about 122% of the
corrected absorption at the bottom. At 676 nm the effect of the corrections was
even more significant, where the shift of +0.053 m- 1 in the ab channel from an
initial -0.018 m-1 at the surface, constituted 150% of the final corrected
absorption. Thus, water offset drift corrections obtained from calibrations become
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increasingly important at longer wavelengths where, in many cases, natural
CDOM absorptions were lower than the magnitude of the actual correction.

2.4.2 a1 vertical profiles
Two simultaneously recording ac-9s were used to determine the effects of
the temperature, salinity, calibration, and scattering corrections on profiles of total
absorption and the replication of profiles between different meters. Total
absorption coefficients at 440 and 676 nm are plotted due to their importance in
estimating phytoplankton pigment absorption. In an East Sound profile from
August 29, 1996, the offsets between the two meters at ar(440) and a/.._676)were
about 0.10 m- 1 and 0.08 m- 1, respectively (Figure 2.15a,b). A broad absorption
maximum was present between 4 and 10 m. The offsets appeared consistent
through the water column when the data from one meter was directly plotted
against the data from the other (Figure 2.16a,b; red circles). The least-squares
linear regression for a,( 440) was between 0.09 and 0.10 m-1 from the 1: 1 line
representing a zero offset between the meters, and the regression for a/.._676)was
between 0.07 and 0.09 m- 1 from the 1:1 line.
After applying the temperature, salinity, water offset drift, and scattering
corrections to the profiles, the offsets between the two meters for both ar(440) and
a,(676) were significantly reduced (Figures 2.16c,d and 2.17a,b black dots).
ac90142 water offset drift corrections were 0.0260 and 0.0104 m- 1 for ar(440) and
ar(676), respectively. ac90143 water offset drift corrections were -0.0472 and
-0.0482 m-1 for a,(440) and a,(676), respectively. Small offsets were still present
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after the corrections, however, with the linear regression through the corrected
data deviating from the 1: 1 zero offset line anywhere from 0.003 to 0.02 m-1 in
ar(440), and 0.004 to 0.02 m- 1 in a/676) (Figure 2.16a,b). When considering that

the noise in the measurement of total absorption coefficient, even in a relatively
dilute particle field, is usually greater than ±0.03 m- 1, the residual offsets in the
regressions were considered minor.
The variability in total absorption between the two meters appears to be
due to relatively large particles in a patchy microscale distribution, creating a
heterogeneous absorption field. The average total absorption from each meter
should be approximately equal, but the correlation of the spiking noise would be
poor from each meter sampling a microscal~ patch, such as marine snow, at
slightly different times. Further study is required to characterize the exact source
of the "noise" and to what extent it is real.

2.4.3 ag, at, and ap interrelationship
The relationship between CDOM, total, and particulate absorption was
explored to determine the relative contributions of the individual component
absorptions to total absorption as a function of depth. For the following plots, all
three parameters are plotted on the same scale for intercomparison.
In the June, 1995 profile, total absorption at 440 nm, ar( 440), peaked at the
surface at 0.58 m-1, but rapidly decreased to about 0.33 m- 1 below 2 m (Figure
2.17a). Above this steep gradient (43% loss in ar(440) in about 2 cm depth),
ap( 440)

was 0.41 m-1, or 70% of ar( 440) on average, and below the gradient, from
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2-10 m, the ap( 440) and ag( 440) contributions to the total were approximately
equal. From 11-17 m, ap( 440) and ag( 440) increased to a broad maximum by
100% and 15%, respectively. The contribution of ap(440) to ai(440) increased to
about 65% in the maximum. Below the maximum, ap(440) decreased to 0.21 m- 1
and then steadily increased for the remainder of the cast, peaking at the bottom at
0.34 m- 1. ag( 440) decreased over the same depth by 0.002 m-1, and its percentage
of total absorption decreased from 45 to 31 %.
A sharp, thin layer particle peak centered around 3 m was evident in the
May, 1996 profile (Figure 2.17b ). This peak structure is representative of
persistent, thin layered, phytoplankton patches that have been observed in East
Sound and coastal shelf regions (Cowles et al. 1993; Donaghay et al. 1996). The
peak in ap(440) within the layer, 1.47 m- 1, was approximately five times the
ap( 440) values 1 m above the peak and 1 m below the peak. ap( 440) accounted

for 84% of ar( 440) within the peak and about half the total just outside the peak.
Throughout the rest of the water column, however, ag( 440) was greater than
ap( 440) with the exception of a particle sub-maximum centered around 12 m.

Outside of this peak, the contribution of ag( 440) to the total varied from 60-70%.

2.5 Spectral relationships

2.5.1 Spectral ag(A)

Corrected ag(A) spectra of 5 ppt diluted coffee measured by the HP8452,
the SUV-260, and the ac-9 were similar (Figure 2.18). At all wavelengths, ag(A)
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from the HP8452 was higher than ag(A) from the SUV-260 by 0.03 to 0.10 m-1,
and values from the ac-9 were in between the spectrophotometer readings. The
estimated precisions of the HP8452 and the SUV-260 were ±0.05 and ±0.01 m- 1,
respectively. Overall, the ac-9 values compared well with the SUV-260 spectrum,
the slightly higher values expected from the 10 nm FWHM bandwidth
interference filters of the ac-9. On an exponential slope, the wider bandwidth of
the filters resulted in an averaged absorption value which was greater than the
value from the narrow bandwidth from the diffraction plate used by the SUV-260.
Accordingly, the highest offset between the ac-9 and the SUV-260, 0.05 m- 1, was
recorded in the blue.
To test the pressurized flow method for measuring ag(A) and the effects of
temperature, salinity, and water offset drift corrections on spectral absorption,
ag(A) was determined in unialgal 8 L cultures of the diatom Asterionellopsis sp. in

stationary growth phase. Salinity and temperature corrections were applied to raw
ag(A) values using Equations 1 and 2 (temperature of laboratory calibration=

23.0°C, salinity = 32 ppt), but these adjustments were generally a small
percentage of overall absorption (Figure 2.19). Applying the calibration
corrections, however, had a significant impact on the magnitude and spectral
character of ag(A). Note that some wavelengths had a positive adjustment,
whereas others had a negative adjustment. The resulting spectrum was a
continuous function described best by a power curve. The more commonly
applied exponential decrease (Bricaud et al. 1981, e.g.), with a less steep
curvilinear slope in the short wavelengths of the spectrum, did not provide a better
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fit. We do not believe this steeper curve was the result of a scattering error from
particulate contamination because (1) the absorption of Nanopure water with and
without having passed it through the Gelman capsule filter was measured and no
contamination from fibers leaching into 'the filtrate was detected, (2) a sample
from a culture was filtered multiple times with the same result, (3) the flow cell of
the absorption channel is a reflective quartz design with a diffuser on the
collection end to minimize any scattering error, and (4) simultaneous attenuation
channel measurements were made that would have clearly indicated any particle
contamination. These results show how calibration corrections can significantly
change the magnitude and spectral character of absorption data measured with an
ac-9.
In the May, 1996 vertical profile, s values were obtained from the two
absorption channels of aa90106. The two profiles were similar in magnitude and
shape through the water column (Figure 2.20). Surface values were 0.0146 m- 1 or
higher, and there was a gradual decrease to a minimum of 0.0141 m- 1 at 10 m.
The slope then increased to a submaximum at approximately 11 m. A minimum
of0.0138 to 0.0139 m-1 was present at 20 m, below whichs increased until the
bottom of the cast.
Overall, the vertical structure of s in this profile appeared to mirror the
temperature profile closely (Figure 2.20). To eliminate the possibility of the
relationship being an artifact in the temperature correction of absorption, a
sensitivity analysis was performed on the spectral slope profiles. Spectral slopes
were recalculated after the temperature correction was first omitted and then after

53

it was doubled, and the results were compared to the original, corrected profile.
Shifts ins values from the sensitivity tests were less than 0.0001 nm-I,
adjustments which did not affect the general relationship between temperature and
s. As a result, s may be an indicator of subtle changes in CDOM composition

existing between different water types.

2.5.2 Spectral ap(A)

Particulate absorption spectra were collected in the laboratory and in the
field for intercomparison. During one occasion September 2, 1996 in the surface
water of East Sound, greater than 90% of the biomass of the phytoplankton
fraction larger than 20 µm was comprised by the diatoms Chaetoceros eibenii and
Chaetoceros socialis (Rines and Sullivan, unpubl. data). ap(A), a,(A), and ag(A)

spectra at 2.8 m were obtained from a vertical profile though the Chaetoceros
patch (Figure 2.21b). Peaks from chlorophyll absorption were evident at 440 nm
and 676 nm. ap was greater than ag at every wavelength except 412 nm, where
a 8 (412) was 0.286 m-1.
ap(A), a,(A), and ag(A) spectra were also measured in a culture of
Chaetoceros sp. (Figure 2.21a). ap(A) was about four times higher in the culture

than it was in the in situ measurement, and ap(A) was a much larger proportion of
a,(A). To more closely compare the spectra, ap(A) from the culture and the in situ

measurement were normalized to 440 nm by dividing the absorption at every
wavelength by the absorption at 440 nm (Figure 2.2 lc). A 440 nm-normalized
absorption spectrum of Chaetoceros sp. from Yentsch (1962) measured using the
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filter pad technique has also been overlaid for comparison. The three normalized
spectra were similar, with the same general shape through the mid-visible region
and the strong peak at 676 nm. The largest difference between the spectra was in.
the magnitude of the 676 nm chlorophyll peak, where the 440 nm-normalized
absorption at 676 nm was 25% lower in the culture than in either the in situ
sample or the spectrum from Yentsch ( 1962). These spectral differences are
within the range of normal physiological adaptations from variations in
environmental conditions.

2.6 Discussion

2.6.1 Instrument drift
It is clear that several corrections must be applied to raw absorption data
collected with the ac-9 to obtain accurate results. Water calibrations to correct for
pure water offset drifts are a simple, but essential part of the methodology.
Additionally important are temperature and salinity corrections, especially when
absorption coefficient measurements are made at low levels.
For ac90142, the apparently low rate of drift of 0.0001 m- 1d- 1 at 412 nm
does not imply that ac-9 water calibrations are unnecessary. Significant changes
in water offsets (>0.01 m- 1) have occurred after an instrument has been physically
stressed from shipping or deployment from a ship, but no obvious incident of
stress is necessarily required. The relatively consistent linear drift also does not
imply that the drift is predictable for ac90142 in future measurements or for any
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other ac-9. Each ac-9 we have calibrated has had a unique rate of drift. Some
channels drift negative and some drift positive, some logarithmic and some linear,
even within the same optical path. Rates of drift for five regularly calibrated ac9s are currently as large as 0.01 m-ld-1 in some channels.
The causes of instrument drift include ( 1) degradation of the interference
filters, (2) changing alignment of the optical paths due to rough handling, physical
stress, and torquing on the instrument housing, and (3) changing detector
characteristics over time (WET Labs, pers. comm.). Filter degradation accounted
for most of the water offset drift observed in the early ac-9 models. Filters were
suspect because both a and c channels, which use the same filters, drifted in a
similar manner, and with similar magnitude~ of overall drift. Additionally, filters
for shorter wavelength, higher energy light degraded more rapidly (higher water
offset drifts) than those for the longer wavelength light, becoming visibly clouded
after periods of use.
Recently, more sensitive reference detectors and interference filters made
with new optical coating technologies (MicroPlasma® deposition, Optical
Corporation of America) have been installed in the ac-9s used in this study. The
long term calibration drifts for ac90142 were recorded immediately after it had
been refitted. The rates of drifts in both the absorption and attenuation channels
were between 50 and 80% less after the refit. Increased instrument stability also
resulted in more reproducible calibrations.
The alignment of the optical path can also affect instrument drift. When
deployed for in situ measurements, it is recommended that the ac-9 be positioned
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vertical to 45 degrees (WET Labs, Inc. 1997), and there is evidence that it can be
operated horizontally (unpubl. data). Also important, however, is that water
offsets change with ac-9 orientation because the optical path becomes minutely
distorted. The attenuation channels are particularly sensitive to these small
changes in optical path alignment. As a result, the ac-9 cannot be calibrated
vertically and then used at 45 degrees in the field, for example, because the water
offset drifts will be incorrect. The error can be as high as 0.01 m- I.
The same holds for torquing the ac-9, where the housing on the bottom of
the instrument is twisted relative to the housing on the top. This also causes
changes in optical path alignment. A common application where torquing occurs
is when the ac-9 is secured with hose clamps to a cage for deployment. Although
the ac-9 orientation when it was calibrated and deployed may have been the same,
calibration-derived water offsets will not be applicable because the instrument is
being torqued relative to when it was calibrated. The best solution to problems in
maintaining optical alignment is to calibrate the ac-9 with pure water after it has
been secured in its deployment cage.
A final issue in instrument drift is the internal temperature correction
automatically calculated in WETView, which uses a constant coefficient
determined at WET Labs to correct for the effect that changes in internal
temperature have on the optical performance of certain ac-9 components. This
constant, Kr;will inevitably drift as the other ac-9 component characteristics
change over time. Although the magnitude of the correction is usually greater
than 0.010 m-1, the changes in Kr between WET Labs calibrations a few months
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apart have always been small (1-2%). As a result, changes in the internal
temperature correction between calibrations are less than 0.001 m-1.
A related concern is the algorithm applying the internal temperature
correction, which assumes the adjustment is linear with changing internal
temperature (the correction coefficient, K1, being the slope). The maximum
allowed deviation from the linear fit is 0.010 m- 1 (WET Labs, pers. comm.), and
each ac-9 has a unique standard deviation around the linear fit over the 5 to 40°C
test range. The most robust fit usually occurs below 32 to 35°C internal
temperature, and it is therefore recommended that the ac-9 not be used when
internal temperatures rise above about 32°C (WET Labs, pers. comm.). The ideal
situation in the field is one in which the internal temperature during calibration is
within a couple degrees of the internal temperature during measurement. In
practice, this is difficult and usually requires the ac-9 be submersed in a water
bath at a temperature similar to that of the surface water. It is therefore
recommended that the internal temperature calibration files be obtained from
WET Labs so any significant deviations from linearity can be noted and a
correction applied if deemed necessary. The changing offsets with depth between
the absorption channels in Figures 2.10 and 2.12 are most likely due to errors
associated with changes in the internal temperature and the correction algorithm.

2.6.2 Measuring ag(A), a1(A), and ap(A)on the microscale

Accurate, microscale sampling was necessary to fully describe the
distribution and variability of IOPs through the water column. The profile from
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May 31, 1996 is a good example of how significant shifts in the contribution of ag
and ap to total absorption can occur over short depth intervals (Figure 2.17b ). Just
outside the 3 m particle peak, ag(440) and ap(440) were approximately equal, but
in the center of the peak ap( 440) was five times ag( 440). These rapid changes
with depth affect the spectral attenuation of the underwater light field because
absorption and scattering directly control the diffuse attenuation of spectral
irradiance with depth in the ocean via radiative transfer (Preisendorfer 1976).
Accordingly, the diffuse attenuation coefficient for photosynthetically available
radiation, Kd(PAR), was 0.4 to 0.5 m- 1 one meter above and one meter below the
particle layer, but greater than 2 m-1 within the layer (unpubl. data).
Rapid shifts occurring over centimeter intervals in ag and ap and their
relative contributions to total absorption also demonstrate the importance of
microscale sampling in the estimation of bulk biological and biochemical
properties. An example in remote sensing is in the development of empirical
relationships between in situ phytoplankton pigment absorption or CDOM
absorption and spectral water-leaving radiance in coastal waters (Carder et al.
1991). Significant microscale vertical structure must be taken into account to
accurately represent the integrated effects of water column constituents on surface
reflectance. This is highlighted in the June 15, 1995 and May 31, 1996 profiles,
where the most vertically heterogeneous region of the water column for ag and ap
was the surface 5 m. For these waters, this is where approximately 99% of
surface reflectance originates. Additionally, since ag and ar are used to estimate
ap,

the microscale distribution of ag and a, must be measured simultaneously.
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2.7 Summary

Real-time in situ absorption spectra in the visible domain were replicated .
between different ac-9s within ±0.005 m- 1. This sensitivity is sufficient to resolve
naturally occurring CDOM and total absorption in coastal and oceanic regions.
Accurate results can only be obtained, however, if water calibrations are
performed by the user to correct for instrument drift and temperature and salinity
corrections are applied to raw absorption data. ag(A.)and ap(A) spectral
relationships compared well with laboratory measurements and hydrographic
structure. With this methodology, accurate distributions of ag(A.), ar(A.), ap(A), and

s can be measured with a vertical resolution of centimeters, in concert with
simultaneous measurements of microscale hydrographic structure.

2.8 Acknowledgments

The authors thank W. Scott Pegau for helpful discussions on ac-9
methodology. Additional thanks to Casey Moore, John Kenneke, and all the
people at WET Labs. We also acknowledge Brian Heikes and Alfred Hanson for
providing expertise and materials involved in the photochemical purification of
seawater. The SUV-260 was kindly made available by Dana Kester. Margaret
Dekshenieks provided assistance and expertise in the field and helpful comments
on an earlier draft. Finally, thanks to Jan E.B. Rines and Bob Vaillancourt for
field assistance and for providing the Asterionellopsis cultures. This work was

60

funded in part by ONR Biological/Chemical Oceanography Grant
N000149510225 and NSF Grant OCE9108527.

61

2.9 References

Bricaud, A., A. Morel, and L. Prieur, 1981: Absorption by dissolved organic
matter in the sea (yellow substance) in the UV and visible domains.
Limnol. Oceanogr. 28:43-53.
Carder, K.L., S.K. Hawes, K.A. Baker, R.C. Smith, R.G. Steward, and B.G.
Mitchell, 1991: Reflectance model for quantifying chlorophyll a in the
presence of productivity degradation products. J. Geophys. Res.
96:20,599-20,611.
Carder, K.L., R.G. Steward, G.R. Harvey, and P.B. Ortner, 1989: Marine humic
and fulvic acids : Their effects on remote sensing of ocean chlorophyll.
Limnol. Oceanogr. 34:68-81.
Cowles, T.J., and R.A. Desiderio, 1993: Resolution of biological microstructure
through in situ fluorescence emission spectra. Oceanogr. 6: 105-111.
Davies-Colley, R.J., and W.N. Vant, 1987: Absorption of light by yellow
substance in freshwater lakes. Limnol. Oceanogr. 32:416-425.
Donaghay, P.L., H.M. Rines, and J.McN. Sieburth, 1992: Simultaneous sampling
of fine scale biological, chemical, and physical structure in stratified
waters. Arch. Hydrobiol. Beih. 36:97-108.
Donaghay, P.L., M.S. Twardowski, J.M. Sullivan, J.E.B. Rines, and A.K. Hanson,
1996: Optical layers in an isotropic coastal ocean : an ephemeral
phenomena or an inappropriate physical model? EOS 76(3): 104.

62

Iturriaga, R., and D.A. Siegel, 1989: Microphotometric characterization of
phytoplankton and detrital absorption properties in the Sargasso Sea.
Limnol. Oceanogr. 34:1706-1726.

Kirk, J.T.O., 1994: Light and photosynthesis in aquatic ecosystems. 2nd edn.,
Cambridge, 509 pp.
Mitchell, B.G., and D.A. Kiefer, 1988: Chlorophyll a specific absorption and
fluorescence excitation spectra for light-limited phytoplankton. Deep-Sea
Res. 35:639-663.

Moore, C.M., 1994: In-Situ, biochemical, oceanic, optical meters : Spectral
absorption, attenuation, fluorescence meters - A new window of
opportunity for ocean scientists. Sea_Technology 35: 10-16.
Moore, C.M., J.R.V. Zaneveld, and J.C. Kitchen, 1992: Preliminary results from
an in situ spectral absorption meter. Ocean Optics XI, Proc. SPIE
1750:330-337.
Pegau, W.S., D. Gray, and J.R.V. Zaneveld, 1997: Absorption and attenuation of
visible and near-infrared light in water: dependence on temperature and
salinity. Appl. Opt. 36:6035-6046.
Pegau, W.S., and J.R.V. Zaneveld, 1993: Temperature-dependent absorption of
water in the red and near-infrared portions of the spectrum. Limnol.
Oceanogr. 38: 188-192.

Pegau, W.S., and J.R.V. Zaneveld, 1994: Temperature dependence of the
absorption coefficient of pure water in the visible portion of the spectrum.
Ocean Optics XII, Proc. SPIE 2258:597-604.

63

Preisendorfer, R.W., 1976: Hydrologic Optics. Dept. of Commerce, NOAA, v. 16.
Stramski, D., and D.A. Kiefer, 1991: Light scattering by microorganisms in the
open ocean. Progress in Oceanogr. 28:343-383.
Sullivan, S.A., 1963: Experimental study of the absorption in distilled water,
artificial sea water, and heavy water in the visible region of the spectrum.
J. Opt. Soc. Am. 53:962-968.
Trtiper, H.G., and N. Pfennig, 1981: Characterization and identification of the
anoxygenic phototrophic bacteria, pp. 299-312. In: Starr, M.P., H. Stolp,
•H.G. Trtiper, A. Balows, and H.G. Schlegel (Eds.), The Prokaryotes, Vol.

1. Springer-Verlag.
Twardowski, M.S., J.M. Sullivan, M.M. Dekshenieks, J.E.B. Rines, and P.L.
Donaghay, 1997: Spectral dissolved absorption signatures in coastal
waters. Abstracts, ASLO 1997 Aquatic Sciences Meeting, 327.
Twardowski, M.S., J.M. Sullivan, and P.L. Donaghay, 1996: Spectral dissolved
absorption measurements in the visible domain: resolving fine scale
structure and dynamics in time and space. EOS 76(3):94
WET Labs, Inc., 1997: ac-9 documentation and manual. Western Environmental
Technology Laboratories, Inc., Philomath, OR, 24 pp.
Yentsch, C.S., 1957: A non-extractive method for the quantitative estimation of
chlorophyll in algal cultures. Nature 179:1302-1304.
Yentsch, C.S., 1960: The influence of phytoplankton pigments on the color of sea
water. Deep-Sea Res. 7:1-9.

64

Yentsch, C.S., 1962: Measurement of visible light absorption by particulate
matter in the ocean. Limnol. Oceanogr. 7:207-217.
Zaneveld, J.R. V ., and R. Bartz, 1984: Beam attenuation and absorption meters.
Ocean Optics VII, Proc. SPIE 489:318-324.
Zaneveld, J .R.V ., R. Bartz, and J.C. Kitchen, 1990: Reflective-tube absorption
meter. Ocean Optics X, Proc. SPIE 1302:124-136.
Zaneveld, J.R.V., J.C. Kitchen, A. Bricaud, and C.M. Moore, 1992: Analysis of in
situ spectral absorption meter data. Ocean Optics XI, Proc. SPIE
1750: 187- 200.

Zaneveld, J.R.V., J.C. Kitchen, and C.M. Moore, 1994: The scattering error
correction of reflecting-tube absorption meters. Ocean Optics XII, Proc.
SPIE 2258:44-55.
Zepp, R.G., and P.F. Schlotzhauer, 1981: Comparison of photochemical behavior
of various hurnic substances in water: 3. Spectroscopic properties of hurnic
substances. Chemosphere 10: 479-486.

65

0)
0)

412
440
488
532
555
630
676
715
750

A (nm)
0.0079
0.0048
0.0028
0.0014
0.0011
0.0017
0.0005
-0.0063
0.0167

asalt,30 PSU (m- 1)

0.0020
-0.0013
-0.0023
-0.0039
-0.0031
-0.0046
-0.0032
-0.0110
0.0136

Csalt,30 PSU (m- l)

0.00026
0.00016
0.00009
0.00005
0.00004
0.00005
0.00002
-0.00021
0.00056

'I'a..s(m- 1PSU- 1)

0.00007
-0.00004
-0.00008
-0.00013
-0.00010
-0.00015
-0.00011
-0.00037
0.00045

'I' c,s (m-1 PSU-1)

0.0001
0.0000
0.0000
0.0001
0.0001
0.0002
0.0001
0.0029
0.0106

'I' r(m-1 oc-1)

Table 2.1. Salinity corrections for absorption and attenuation for a 30 PSU purified artificial seawater
solution blanked against Nanopure water, and the resulting slopes for the ac-9 salinity correction. Slopes for
the temperature correction are also reprinted from Pegau et al. ( 1997).

Figure Legends

Figure 2.1. ac-9 schematic. Reprinted from WET Labs, Inc. ( 1997).
Figure 2.2. Bench top calibration setup for the ac-9. Nitrogen pressure is used to
push Barnstead Nanopure Water (BNW) through the flow cells of the ac9. A clamp on the outflow is used to restrict the flow, pressurizing the
flow cells to prevent cavitation.
Figure 2.3. Particle sorting through a "Y" when the flow is restricted; FO = flow
opened, FR = flow restricted. The absorption channel shows an increase
and the attenuation channel shows a simultaneous decrease when the
clamp on the outflow is partially closed. When the clamp is opened,
baselines values are restored. The particulate sample was a culture of
Asterionellopsis sp.

Figure 2.4. The absorption coefficient of pure water filtered with a GF/F filter
blanked against pure water filtered with a 0.2 µm Barnstead capsule filter.
Scattering from fibers that have leached into the sample from the filter
introduces an error in the absorption measurement.
Figure 2.5. Sample flushing rate of the ac-9 with a 0.2 µm prefilter in a stratified
tank experiment. Flow rate was 1050 mL min- 1. The spiking at time=0 s
was passing bubbles when the freshwater-saltwater boundary was crossed.
Figure 2.6. Spectral absorption for artificial seawater (ASW), treated ASW, and a
0.2 µm filtered sample collected from 15°N in the central Pacific. The
ASW was a twice 0.2 µm filtered 30 ppt solution of sea salts (Sigma)
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dissolved in Nanopure water. The sample from the Pacific (36.5 ppt) was
collected with trace metal clean techniques and 0.2 µm filtered (provided
courtesy of A.K. Hanson). All measurements temperature normalized.
Figure 2.7. Water offset drifts for the absorption channel of ac90142 based on
laboratory water calibrations after the WET Labs calibration August 21,
1995. All the drifts have been temperature corrected. The wavelength,
linear equations, and the error coefficients are displayed in the graph.
Figure 2.8. Water offset drifts for the attenuation channel of ac90142 based on
laboratory water calibrations after the WET Labs calibration August 21,
1995.
Figure 2.9. Residuals between ac-9 calibrations performed with dry nitrogen gas
and water. The air and water calibrations were taken 88 days after the
June 2, 1995 calibrations of ac90143 by WET Labs. Offset drifts obtained
by the two methods, Da and Dw for air and water calibrated, respectively,
were then subtracted to obtain the residual.
Figure 2.10. Temperature and salinity from three vertical profiles collected (a)
June 15, 1995, (b) May 31, 1996, and (c) August 29, 1996 in East Sound,
WA.

Figure 2.11. Vertical profiles of ag(412) measured in replicate with the aa90106
June 15, 1995. (a) the untreated, raw profiles measured by each channel;
(b) the profiles after temperature and salinity corrections were applied; (c)
the profiles after the calibration corrections were additionally applied
using Eq. 6.
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Figure 2.12. Vertical profiles of ag(560) and ag(676) measured in replicate with
the aa90106 June 15, 1995. (a) the untreated, raw profiles measured by
each channel; (b) the profiles after the temperature, salinity, and
calibration corrections were applied using Eq. 6.
Figure 2.13. Vertical profiles ag(412) measured in replicate with the aa90106
May 31, 1996. See Fig. 11 for details.
Figure 2.14. Vertical profiles of ag(560) and ag(676) measured in replicate with
the aa90106 May 31, 1996. See Fig. 12 for details.
Figure 2.15. Vertical profiles of a1(440) and ar(676) measured with ac90142 and
ac90143 simultaneously. (a) and (b) are the untreated, raw profiles, and
(c) and (d) are the profiles after temperature, salinity, scattering, and
calibration corrections were applied using Eq. 7.
Figure 2.16. The (a) ar(440) and (b) ar(676) profiles from Figure 15 with ac90142
plotted against ac90143. The red, open circles with the solid red linear
regression are the untreated, raw data, and the small black circles with the
solid black linear regression are the temperature, salinity, scattering, and
calibration corrected data.
Figure 2.17. Vertical profiles of ag(440), ar(440), and ap(440) collected (a) June
15, 1995, and (b) May 31, 1996.
Figure 2.18. Spectral CDOM absorption of diluted coffee extract (5 ppt) as
measured by the ac-9, the HP8452, and the SUV-260. HP8452 values
from 570-590 nm are omitted due to faulty diodes. Each spectrum has
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been fit by an exponential curve. SHP =0.0110 nm- 1, ssuv

=0.0127 nm-I,

and Sac-9 =0.0120 nm- 1.
Figure 2.19. Spectral CDOM absorption in a culture of Asterionellopsis sp.
measured with the ac-9. Diamonds are the raw values, gray circles are
after temperature and salinity corrections, and the boxes are after an
additional correction for calibrations. The solid line is a power curve fit to
the final corrected data. The dotted line is an exponential fit.
Figure 2.20. Vertical profiles of spectral slope for the aa and ab channels of
aa90106 from May 31, 1996. The solid lines are the spectral slopes after a
•low-pass filter, and the hairline lines are the original calculated s profiles.
Temperature is also provided.
Figure 2.21. Spectral ar, ap, and ag (a) from a laboratory culture of Chaetoceros
vanheurckii, and (b) extracted from a vertical profile through a dense patch
of Chaetoceros eibenii. ap(A)normalized to ap(440) for each spectrum are
plotted in (c) with an overlay of 440 nm-normalized spectral attenuance of
Chaetoceros sp. from Yentsch ( 1962) measured with the filter pad
technique.
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Chapter 3

Separating In Situ and Terrestrial Sources of Colored DOM Absorption in Coastal
Waters
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Abstract

It is presently unclear to what extent coastal and oceanic colored dissolved
organic matter (CDOM) is remnant of diluted inputs from the terrestrial
biosphere, the product of in situ biological processes, or is a derivative of both
sources. The gap in knowledge has been information on the relationship between
phytoplankton distributions and CDOM absorption, and the rates of CDOM
formation associated with in situ phytoplankton production. The development of
a persistent phytoplankton thin layer (2-4 m thick) in East Sound, WA in May of
1996 provided an excellent opportunity to study these relationships.
Spectral CDOM absorption, spectral particulate absorption, and
hydrographic parameters were simultaneously recorded in high resolution vertical
profiles using newly developed techniques. Significant finescale variability was
observed in CDOM absorption throughout the study. Part of this variability, the
estimated terrestrial component, was associated with salinity. This fraction was
subtracted from total CDOM absorption to look at the in situ production and
removal of CDOM during development of the thin layer. The remaining or
residual CDOM fraction, representing the in situ change, was correlated with
oxygen supersaturation and particle pigment absorption through the majority of
the water column. Above the phytoplankton layer centered at 4 m, the CDOM
residual was negative from removal by photodegradation. The existence of a
positive CDOM residual and its association with primary production parameters
within the thin layer was evidence for in situ production.
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3.1 Introduction

Light entering the ocean that is not reflected back through the surface is
ultimately absorbed by the constituents of seawater. The absorbing substances
can be broken down into three primary components : (1) water itself, (2) particles,
and (3) dissolved materials. The dissolved material component is biological in
origin and has been variously referred to as Gelbstoff, gilvin, yellow substances,
and aquatic humic substances - relatively nonspecific terms which reflect the
diverse, complex nature of this pool of organic material. Herein, this component
will be referred to as colored dissolved organic matter (CDOM), the
chromophoric DOM able to pass a filter of 0.2 µm pore size.
Absorption by CDOM plays an important role in regulating the
availability of solar radiation for biological and photochemical processes. CDOM
absorption decreases the penetration of light with depth and shifts the spectrum of
downwelling irradiance from short to long wavelengths. Absorption of blue light
by CDOM overlaps the chlorophyll peak near 440 nm, resulting in a competition
between CDOM and phytoplankton for light in this region of the visible spectrum
(Wrigley et al. 1988; Davies-Colley 1992; Kirk 1994). Stronger absorption at
shorter wavelengths makes CDOM the single most important constituent for
regulating the penetration of biologically harmful UV radiation in natural waters
(Hader et al. 1995; Zepp et al. 1995). As a result of its strong UV absorption,
CDOM is also involved in photoreactions as an intermediate of energy transfer
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(Zepp 1988; Helz et al. 1994; Zafiriou et al. 1994) and as a final energy sink (i.e.,
CDOM photodegradation).
It is presently unclear, however, to what extent coastal and oceanic CDOM
is remnant of diluted freshwater inputs from the terrestrial biosphere (H0jerslev
1979, 1982, and 1988), is the product of in situ biological processes (Nissenbaum
and Kaplan 1974), or is a derivative of the two (Kalle 1966; Postma et al. 1976;
Kopelevich and Burenkov 1977; Skopintsev 1981). To trace freshwater land
drainage to the marine environment, many investigators have studied the
relationship between CDOM absorption or fluorescence and salinity (Kalle 1966;
Otto 1967; Zimmerman and Rommets 1974; Postma et al. 1976; Brown 1977;
H0jerslev 1979; Laane 1981; H¢jerslev 198?; Laane 1982a; Willey and Atkinson
1982; H¢jerslev 1988; Laane and Kramer 1990; Blough et al. 1993; Vodacek et
al. 1997). A linear inverse correlation running through the absorption and salinity
signature of the source, implies the CDOM is behaving conservatively.
Deviations from this line arise from in situ CDOM production or removal
processes. In situ sources of CDOM include resuspension from the bottom (Fox
1991), hypothesized condensation of enzymatic products from organic aggregates
(Smith et al. 1992), and the products of primary production, both planktonic
(Fogg and Boalch 1958; Yentsch and Reichert 1961) and littoral (Sieburth and
Jensen 1970). Potential removal processes include flocculation (Sieburth and
Jensen 1968; Sholkovitz 1976), photooxidation (Kieber et al. 1990; Mopper et al.
1991; Twardowski and Donaghay in prep-a,b ), and bacterial consumption
(Yentsch and Reichert 1961; Brown 1977). CDOM absorption values higher than
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predicted by the conservative dilution curve have been primarily attributed to in
situ synthesis from the products of phytoplankton production (Kalle 1966; Postma

et al. 1976), although Blough et al. (1993) hypothesized that variations in the
optical characteristics of river inputs could also be a factor.
To better characterize the relationship between phytoplankton production
and the absorption by dissolved materials, CDOM absorption coefficients, ag(A),
have been compared with chlorophyll concentrations (Kopelevich and Burenkov
1977; Bricaud et al. 1981; Davies-Colley and Vant 1987; Davies-Colley 1992),
phytoplankton particulate absorption, and primary productivity (Carder et al.
1989). This relationship is particularly important in remote sensing algorithms
where the assumption is made that chlorophyll and ag(A) covary linearly in
oceanic Case 1 waters (Morel 1980; Gordon and Morel 1983). Significant
correlations between chlorophyll and ag(A) have indeed been observed in
eutrophic waters in the Indian Ocean (Kopelevich and Burenkov 1977).
Generally, however, ag(A) has not been empirically shown to covary linearly with
instantaneous estimates of phytoplankton production in the majority of coastal
and oceanic regions (Bricaud et al. 1981; Carder et al. 1989; Davies-Colley 1992).
Bricaud et al. ( 1981) have hypothesized that such a covariation might exist if
biological activity was averaged over a long period of time, but Carder et al.
(1989) found that ag(440) and annual averages of productivity loosely varied
according to a power function for a wide range of oceanic regions. Alternatively,
Kopelevich and Burenkov (1977) have hypothesized that if the "conservative,"
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terrestrially-derived fraction of CDOM could be subtracted from the total, then the
residual would closely correlate with chlorophyll concentrations.
The missing link in tying estimates of phytoplankton abundance with
measurements of CDOM has been information on the time scales of CDOM
production from the products of photosynthesis and the environmental conditions
which favor its formation. Fogg and Boalch ( 1958) and Yentsch and Reichert
( 1961) both observed the production of the "yellow substance" from algal extracts
in the laboratory in a few hours, but it is not clear that these are the same
persistent chromophoric compounds observed in natural marine waters. Others
have observed the formation of humic substances from algal exudates (Sieburth
and Jensen 1970) and low molecular weight DOM (Tranvik 1993) after only a
few days of incubation. These laboratory studies suggest that the time scales for
in situ formation of chromophoric dissolved material may be on the order of hours
under appropriate conditions. To our knowledge, no direct measurements have
been made which demonstrate the in situ production of CDOM.
The spatial and temporal distribution of ag('A.)and the origins of finescale
vertical structure in ag(A) were investigated in a fjord using newly developed
techniques for high resolution profiling (Twardowski et al. submitted). ag(A) and
spectral total absorption coefficients, ar('A.),were measured with multiple WET
Labs ac-9s. The particulate absorption coefficient, ap('A.),was obtained by
difference. Finescale vertical profiles of ag(A), ar('A.),spectral downwelling
irradiance, and hydrographic parameters were simultaneously collected in "realtime" during a ten day study period in the spring of 1996. Relationships between
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a8 (11.),ap(A.), and water type were then analyzed to discriminate between

terrestrially-derived CDOM and CDOM formed from phytoplankton production.
CDOM removal at the surface from photodegradation was also explored. Such an
analysis was only possible because the precision in ag(A.) measurements was
better than 0.005 m- 1, with a vertical resolution of centimeters.

3.2 Methodology

. Microscale hydrographic and optical parameters were measured in East
Sound, WA during two axial transects on May 25 and May 27, 1996 (Figure 3.1).
The location and tidal stage for each cast is provided in Table 3.1. Similar
vertical profiles were also collected during a 24 h diel sampling period May 31 to
June 1, 1996. During the study, wind velocity, wind direction, air temperature,
and barometric pressure were logged by a weather station (Davis Instruments) put
in place at Rosario Point. Tidal height was recorded by a tide gauge (Endico) in
Rosario Harbor.

3.2.1 Study site
East Sound is a productive fjord within the San Juan Islands, north of
Puget Sound in the Georgia Basin region (Figure 3.1). The average depth is 30 m,
with a partial sill at the mouth about 14 min depth in the center. The circulation
within the Sound is strongly influenced by tides (Dekshenieks and Donaghay,
unpubl. data), but can be entirely wind-driven with a steady 20 knot blow from
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the south (Rattray 1967). The total tidal range can approach 4 m during a spring
tide, and tidal exchange volumes are typically 5 to 10% of the total (Dekshenieks
and Donaghay, unpubl. data). Periodic stratification is common in the spring and
summer when layers and patchy distributions of plankton can often be observed
(Dexter 1983; Donaghay et al. 1996; Donaghay et al. 1997; Twardowski et al.
1998). These layers are characterized by localized, intense regions of biological
production and, therefore, were expected to offer favorable opportunities to
observe the in situ formation of CDOM.
The primary freshwater inputs to the surrounding inland basins are the
Fraser River outflow in the Strait of Georgia and the Skagit River outflow in
northern Puget Sound. The Fraser River is the dominant freshwater source,
accounting for 75-80% of the freshwater volume in the Strait of Georgia
(Waldichuk 1957; Stronach 1981; Waldichuk 1983). The maximum outflow of
the Fraser is typically in June, reaching 7500 m3 s- 1 (Parsons 1979).

3.2.2 Microscale hydro graphic and optical profiler
Microscale vertical profiles of hydrographic parameters were measured
with a Seabird 911-plus CTD with fast response thermistor, pH, and oxygen
sensors. Profiles of oxygen saturation based on solubility when in contact with
air were estimated from temperature and salinity using the formulation by Weiss
(1970) with coefficients derived from Kester (1975). Salinity was calculated on
the practical salinity scale (Unesco 1981). A prototype buoyancy controller was
used to provide a constant descent rate with respect to density (usually 3 to 10 cm
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s-l ). In situ chlorophyll fluorescence was measured with a WET Labs
WETST AR interfaced with the CTD. A Biospherical PUV-500 was used to log
surface-corrected downwelling irradiance for photosynthetically available
radiation (PAR; 400 to 700 nm bandpass) and at four wavelengths in the UV
spectrum (305, 320, 340, and 380 nm). Samples from discrete depths were
collected with a 35 m polyethylene siphon tube running from the deployment cage
at the sampling depth to the surface (Donaghay et al. 1992). The fraction of the
plankton assemblage greater than 20 µm was viewed immediately with on-board
microscopy (Rines, Sullivan and Donaghay unpubl. data). The entire
instrumentation package was designed to provide high resolution, microscale
(em's) vertical profiles in stratified coastal regions (Donaghay et al. 1992).

In situ ag(A), a/A), and spectral attenuation coefficients, Ct(A),in the
visible domain were measured simultaneously with hydrographic parameters
using new techniques developed for field applications of WET Labs ac-9s
(Twardowski et al. submitted). The ac-9 is a nine wavelength, high resolution
spectral absorption and attenuation meter with dual, 25 cm pathlength flow tubes
(Moore et al. 1992; Zane veld et al. 1992; Moore 1994). Forward scattered light
out to 41 ° is collected in the absorption flow cell using a reflective quartz tube
design with diffuser (Zaneveld and Bartz 1984; Zaneveld et al. 1990). While the
precision of ac-9 measurements is very high (better than 0.001 m- 1), obtaining
accurate results requires careful attention to calibration procedures because a
reference blank is not simultaneously recorded and subtracted from each
measurement.
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An ac-9 was used on the profiler to measure aP,.) and cf..).._),
and a 8 (A) was
measured in replicate with an aa-9. The aa-9 was an ac-9 modified by replacing
the attenuation channel with a second absorption channel. A variable speed gear
pump at the surface was connected to the exiting tubes of the aa-9 flow cells via
35 m of 0.95 cm O.D. black polyethylene tubing. The flow rate through the aa-9
was measured for each cast in the outflow of the surface pump with a graduated
cylinder in order to account for the time lag between a sample entering the filter
and the sample measurement in the flow cells (see below). A "Y" was used to
split the flow entering the aa-9. Attached to the "Y" was a length of 0.95 cm O.D.
black polyethylene tubing extending down to a 0.2 µm pleated, maxi-capsule filter
(Gelman) attached horizontally at the sampling depth. Flow resistance was
decreased by removing the outer capsule of the filter, preventing particle buildup
on the filter surface. Filters could be used continuously for two to four hours in
these relatively productive coastal waters. Highest flow rates with a filter
attached were 800-1200 mL min-I before cavitation in the flow cells occurred.
A WET Labs Modular Ocean Data and Power System (MODAPS) was
used to power the instruments, acquire data, time stamp the data, and transmit the
data up a single cable to an archiving Pentium processor PC. Other PCs were
used to record and display the data from each instrument in real-time.
Time lags were applied to profile data from the absorption meters to
account for the time required for a water parcel to enter the intake tube and travel
to the flow cell. Adjusting the time enabled the absorption profiles to be aligned
with CTD hydrographic parameters. For the ac-9 measuring a1 and c 1, the total

101

volume of a flow cell and its associated plumbing was about 30 mL. Since the
flow rate was about 25 mL s- 1 (split flow), the time lags were typically around 1.2
s. Time lags for the aa-9 data were obtained by aligning consecutive in situ
profiles of different descent rates but equal aa-9 flow rates. Using this method, a
time lag of 12 s was obtained for a flow rate of 1 L min-1.
Details of the method of ac-9 calibration, field use, and the application of
temperature, salinity, and scattering error corrections are described elsewhere
(Twardowski et al. submitted). Briefly, ac-9s and the aa-9 used in this study were
calibrated daily by passing optically clean water through the flow cells under
pressure. All water for calibrations was supplied by a 4-cartridge Nanopure
system (Barnstead), producing water of 18±0.1 MQ-cm ion purity. The water
purification system was brought to the field and stored deionized water was used
as a source to produce water of consistent quality. All in situ absorption
measurements and water calibrations were normalized to a constant temperature
to account for the temperature dependence of the absorption coefficient of pure
water (Pegau and Zaneveld 1993; Pegau et al. 1997). All the absorption data were
normalized to 12°C. A salinity correction was also necessary due to dissolved
salts absorption and refractive index differences between seawater and freshwater
that can distort the optical path. The linear slopes for the temperature and salinity
corrections are provided in Table 3.2 for the wavelengths measured by the ac-9s
and aa-9.
A scattering correction was necessary when measuring absorption in a
particle field because a portion of the light scattered at angles greater than 41 °
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(typically 5-15%) is not measured by the detector at the collection end of the flow
cell. Scattering corrections were applied to temperature, salinity, and drift
corrected total absorption measurements by subtracting corrected values at 750
nm from the absorption measured by all other wavelengths. This is one of the
methods proposed by Zane veld et al. ( 1994) for correcting the scattering error in
the ac-9. The primary assumptions are (1) there is minimal absorption at 750 nm,
so the measured values are only from the scattering error, and (2) the scattering
error is independent of wavelength. Assumption 1 is a good assumption in most
natural waters because CDOM absorption and phytoplankton particulate
absorption is very low in the infrared. If the scattering spectrum is not uniformly
constant, or if the spectrum is constant and the scattering error is not a constant
fraction of the scattering coefficient at all wavelengths, then assumption 2
becomes less robust. Subtracting the measured absorption at 750 nm would be an
underestimate of the scattering error in such cases. A scattering correction which
incorporates measurements of the total scattering coefficient spectrum (the
"proportional correction") has been demonstrated to be more accurate than the
constant correction method (Zaneveld et al. 1994). We have found it difficult to
apply, however, because of the uncoupled, spiking noise in ar('A)and c/.}.)
measurements in samples containing particles.
Final, corrected CDOM absorption coefficients, ag(A), collected with a 0.2
µm prefilter, were obtained from raw values, ameas(A), using :

ag(A)

= ameas(A)

- D(A) - (Ti - Tnorm)'t1 r(A) - Si'¥ s,a(A) ,
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(3.1)

where D(A) is the drift correction obtained from the water calibrations, Ti is the in
situ temperature, Tnorm is the temperature that the absorption is being normalized

to, '¥ t is the wavelength specific slope, !::.al!::.T(m- 1 0 c-1), Si is the salinity of the
sample, and '¥ s,a is the wavelength specific slope for absorption, !::.al!::.S(m- 1
PSU- 1). Final, corrected total absorption coefficients, ar(A), were obtained from
raw values using:

ar(A)

= ameas(A) -

where ar(750)

D(A) - (Ti - T,wrm)'¥ ,(A) - Si'¥ s,a(A) - ar(750) ,

= ameas(750)

(3.2)

- D(750) - (Ti - Tnorm)'¥ r(750) - Si'¥ s,a(750).

ar(A) and ag(A) are corrected for temperature, salinity, and instrument drift, and
ar(A) is additionally corrected for scattering.

Particulate absorption, ap(A), was then computed as :

(3.3)

Many investigators have used an exponential curve fit to model CDOM
absorption as a function of wavelength in the visible domain (e.g., Bricaud et al.
1981; Zepp and Schlotzhauer 1981; Davies-Colley and Vant 1987; Carder et al.
1989):

(3.4)
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wheres is the spectral slope of the CDOM absorption spectrum when plotted on a
natural logarithmic scale of absorption. Vertical profiles of s were computed from
curve fits at a single depth through spectral ag(A)profiles. Before the calculation,
a8 for each wavelength was smoothed with a 20 point running mean (3.4 s bins).
agC630),agC650),and agC676)were not used in the calculation because the values

in some cases were too low to provide consistent curve fits.

3.3 Results

3.3.1 Descriptive
A strong, subsurface peak in ap(440) was present in the May 25, 1996
transect from the middle to the northern basin of East Sound (Figure 3.2, stations
1, 2, and 3). Co-occurring with the ap(440) peak was a maximum in a 8 (412) with
a finescale structure similar to the ap(440) profiles. Both CDOM and particulate
absorption maximums were strongest at stations 2 and 3 around Rosario Point in
the middle of the Sound.
The ap(440) maximum was dominated by absorption from a dense
phytoplankton patch. Visible at the surface two days earlier, the plankton patch
was bright green and very reflective in sunlight. Vertically integrated net tows
(63 µm mesh) through the particle maximum at stations 2 and 3 were dominated
by a healthy assemblage of the needle-like, chain-forming diatoms
Pseudonitzschia sp. and Rhizosolinia sp. (Rines, Sullivan and Donaghay unpubl.
data) SaFire chlorophyll fluorescence (430 nm excitation, 685 nm emission)
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through the particle maximum was up to 2 orders of magnitude higher than
outside the patch. The strong chlorophyll signal, coupled with oxygen
supersaturation up to 50% in the particle maximum, indicated that the diatom
patch was photosynthetically active.
Both the phytoplankton and CDOM absorption peaks were also spatially
coherent throughout the Sound. In the hydrographic profiles, the lower boundary
of the patch was at the same T-S inflection point (9.7°C, 29 .85 PSU) at stations
1,2, and 3 (17, 10, and 9 m, respectively; Figure 3.2). Common water types
suggested the patch was continuous, bounded by the same isopycnal.
Microscopic analyses of samples from the patch were also very similar in
composition (Rines, Sullivan and Donaghay unpubl. data). At station 4 at the
southern end, the phytoplankton and CDOM patch was greatly diminished. The
patch was therefore confined primarily within the Sound. Plankton patches
isolated within East Sound have been observed previously (Dexter 1983).
Light, southerly winds were present throughout the study, with the
exception of a northerly blow May 26, 1996. A steady 5 m s- 1 (11 mph) north
wind with 9-12 m s-1 (20-27 mph) gusts was recorded by the weather station at
Rosario Point for a period of about 16 h. This was also the period of the spring
tide with a tidal range of 4-5 m. In a transect the day following the wind event,
ap(440), ag(412), temperature, and salinity profiles were markedly different than

the profiles from May 25 (compare Figures 3.2 and 3.3a,b). A distinct particle
peak was now absent, and ag(412) was SOto 60% higher in the upper half of the
water column (Figure 3.3a). Coincident with these new optical properties was a
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much fresher top half of the water column, indicating an entirely new water mass
with a new temperature and salinity signature had advected into the Sound (Figure
3.3b).
The significant change in the inherent optical properties at the surface was
reflected in the spectral distribution of downwelling irradiance before and after
the presence of the new water mass. At Rosario Point on May 23, the depth
where downwelling PAR was attenuated to 1% of the subsurface intensity was
10.0 m (Table 3.3). The strong particle peak sampled on May 25 was present at
that time, with a maximum in ap(440) of 5 m- 1 at 11 m. On May 25 at Rosario
Point, the particle peak was shallower in the water column (see Figure 3.2), with a
maximum in ap( 440) of 4-6 m-1. The depth for 1% surface PAR was also
shallower, at 9.0 m. The depths of 1% surface UV-B and UV-A intensities were
similar between the two days at approximately 3 m and 6 m, respectively. On
May 27, however, after the presence of the new water mass at the surface, the
depth for 1% PAR was 33% deeper at 12.0 m, but the depths for 1% UV-Band
UV-A were 2.0 m and 4.5 m, 33% and 25% shallower, respectively. The deeper
penetration of visible light and the inverse for shorter wavelength UV radiation is
a result of a shift in the importance of particles and dissolved material to spectral
vertical attenuation. Higher CDOM in the new water mass resulted in a stronger
integrated absorption in the UV. Conversely, the decreased absorption and
scattering associated with the absence of a particle patch allowed PAR to
penetrate deeper.
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In the May 27 transect, the finescale vertical structure of ag(412) closely
followed an inverse relationship with salinity (Figure 3.4). The bulk of the
CDOM pool was therefore derived from a freshwater, terrigenous source. In the
profiles from the May 25 transect, a similar correlation, overlapping the data from
May 27 at higher salinities, was observed for bottom regions of the water column
only (Figure 3.4). At the surface, a strong minimum was present at stations 1, 2,
and 3 from May 25. ag(412) values lower than that predicted from salinity was
evidence that a CDOM removal process was active in surface waters. CDOM
removal was likely the result of photodegradation from sunlight (Twardowski and
Donaghay in prep-a,b)
Four days later on May 31, a subsurface, thin layer particle absorption
maximum had developed off Rosario Point at station Ill (Figure 3.5). This peak
was present throughout a 24 h die! sampling period from 10:29 May 31 to 10:31
June 1 (Figure 3.5). A small peak in ag(412) was also present within this
maximum. In samples collected by siphon from discrete depths within the
particle patch, the phytoplankton assemblage was healthy and diverse (Rines,
Sullivan and Donaghay unpubl. data). The majority of the biomass consisted of
the diatoms Odontella sp., Asterionellopsis sp., and Thalassionema sp., entirely
distinct from the phytoplankton composition before the wind event. Chlorophyll
fluorescence was up to an order of magnitude higher than outside the peak, and
oxygen was 50% supersaturated within the maximum. Additionally, in profiles
off Rosario Point and in the northern basin of East Sound from two days before on
May 29, the particle maximum with the associated ag(412) peak was not present.
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The T-S relationships in the top 5 m also were nearly identical over the two day
period, suggesting the patch was not the result of an advective intrusion from
outside the Sound. The primary difference was the formation of a strong
temperature and salinity gradient at 2-5 m. It was therefore apparent this was a
new feature which had formed over the past 48 h within the Sound, with a history
of growth and photosynthetic activity over that time period.
As in the May 27 transect, the finescale vertical structure of ag(412)
followed an inverse relationship with salinity throughout the 24 h sampling period
(Figure 3.6). The correlation with salinity again indicated that the majority of the
CDOM originated from a terrestrial, freshwater source. There were consistent,
reproducible deviations from the linear regression, however. At the surface there
was always less CDOM absorption than that predicted by salinity, and through the
particle peak and at the bottom there was always more CDOM absorption than
predicted by salinity. The missing absorption at the surface was evidence
supporting in situ removal of CDOM by photooxidation. Since there was no
surface minimum May 27 in water with a similar T-S signature, the removal
appeared to have occurred over the interim four days. The increases in ag(412)
relative to that predicted by salinity was evidence that CDOM was being
produced within the water column.

3.3.2 In situ production

To better define the effects of in situ processes on CDOM absorption, the
estimated terrestrial input originating from freshwater runoff was subtracted out of
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the ag(4l2) profiles. A representative ag(4l2) versus salinity relationship was
obtained from four profiles taken just outside the mouth of East Sound on May 27
at low tide (Figure 3.4, insert). This region was chosen because the relationship
could be defined over a relatively large ag(412) and salinity range. The upper part
of the water column was also the source for the new water mass that had intruded
into the Sound. Since the regressions were highly linear, it was assumed that any
in situ changes in ag(412) up to that point in time had been minimal. The final

regression,

ag(4l2) = -0.07045 S +2.383

(3.5)

was used to obtain ag-r(412), the predicted allochthonous fraction of total CDOM
absorption. ag_i(412) was then subtracted from ag(412), and the remainder, agi(4l2), represented the in situ change. ag_/412) was calculated for the profiles
after the new water mass was present on May 27, and for the casts from May 25
with the assumption that the relationship between ag-r(4l2) and salinity was
similar before the new water mass was present. This assumption appeared to be
sound because the strong linear relationship after May 26 was built off both the
remnant and new water types that were in East Sound at the time.
ag-;(412) showed a small peak within the particle maximum at station 3
from May 25 (Figure 3.7). The in situ change from that predicted by salinity was
+0.01 m-1 within the particle maximum, or about 3% of total ag(4l2). So,
although there appeared to be some production of CDOM associated with the

110

particle patch, the vast majority of the CDOM was still terrestrial in origin. A
surface minimum in ag-i(412) was also present, supporting the hypothesis that
photooxidation may be an important CDOM removal process in surface waters
(Twardowski and Donaghay in prep-a,b ). Further examination of Figures 3.2 and
3.7 revealed that the finescale similarities between ap(440) and ag(412) from May
25 were, in part, serendipitous. The peak in ag(412) within the particle maximum
could largely be explained using the basic linear relationship with salinity coupled
with removal at the surface from photooxidation.
Whereas ag-i(412) peaked within the particle peak at 11 mat station 3,
oxygen supersaturation was at a maximum in the upper regions of the patch at 7-8
m (Figure 3.7). Oxygen supersaturation provides evidence for in situ primary
production as a byproduct of photosynthesis. Percent oxygen supersaturation
(POS) is a useful parameter for tracking productivity here, because it acts as a
"passive" dissolved tracer, like CDOM. Through the particle peak, there was a
strong gradient in POS, dropping from 50% supersaturation to 20%
undersaturation in three meters. This may be an indication that loss from
respiration was greater than production of oxygen from photosynthesis in the
lower regions of the patch. Below the particle patch there was little deviation in
ag-i(412) from zero, and POS remained at -20 to -25%.
At station III off Rosario Point on May 27, after the presence of the new
water mass, ag_i(412) showed little variation with depth, as did ap(440) (Figure
3.8). ag-i(412) was slightly positive (0.006±0.002 m- 1) in the bottom half of the
water column, and near zero at the surface. Above the steep gradient in salinity at
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12-14 m (about 1 PSU m- 1), POS was approximately 5%, increasing to a small
peak within the gradient of about 12%. Below the gradient, POS decreased
steadily to a minimum of 35% undersaturation at the bottom.
From May 31 to June 1, however, ag-i(412) showed considerably more
finescale variation with depth than in previous days (Figure 3.9). There was a
close similarity between ag_i(412) and POS in these profiles. Excluding the top 5
m of the water column and the bottom below about 22 m, nearly every aspect of
the finescale structure in ag-i(412) was mirrored by oxygen supersaturation and, to
a lesser extent, ap(440). None of this finescale structure was obvious from the
original ag(412) profiles.
At the surface, ag-i(412) again was negative. In the early morning of June
1, however, the values had increased to levels close to that predicted by salinity
(Figure 3.9). A diel pattern in ag-i(412) was also observed within the particle
maximum between 3 and 7 m (Table 3.4). At a constant salinity of 27.4 PSU in
the peak, ag_i(412) was between 0.013 and 0.026 m- 1 during the day, averaging
0.020±0.005 m-1. Between sunset (20:58 PDST) and sunrise (05: 17 PDST) agi(412) varied from 0.031 to 0.041 m-1, averaging 0.034±0.004m- 1. The variability
in ag_/412) among casts from day and night was presumably due to patchiness.
Note that any patchiness in the conservative fraction of CDOM absorption, ag-t,
has been removed by the normalization to salinity. One explanation for the
increase in ag_i(412) during the night is in situ production without simultaneous
removal from photooxidation. By the last cast at 10:31 PDST, June 1, ag-i(412)
within the peak had decreased back down to 0.02 m- 1, and ag-i(412) at the surface
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decreased by 0.02 m- 1 to - 0.03 m- 1. The subsurface decrease occurred in the
midst of an increase in ap(440) within the particle maximum. This removal of a8 _
i(412) was associated with the morning increase in solar radiation at the surface
and was presumably from photooxidation.
Between 5 and 22 m, there was a linear correlation between ag-i(412) and
the parameters POS, ap(440), and temperature during the die! sampling period
(Table 3.5). Plots of ag-i(412) and three parameters using all the data from the
profile are given for the 10:29 PDST May 31 cast (Figure 3.10). The depth region
over which the linear correlation was applied is highlighted. The correlation with
POS arid ap( 440) was evidence that CDOM formation was associated with
primary production and occurred on similar time scales. One explanation for the
correlation of temperature with a 8_i(412) (as well as with POS and ap(440)) is the
functional dependence of both thermal increase and productivity on solar
irradiance.
Most of the finescale variability through the water column during the diel
sampling period was due to lateral advection processes. As mentioned, the
vertical structure of oxygen was very similar to temperature. The corresponding
maxima and minima in the profiles were the result of lateral intrusions of water
masses with different T-S signatures, rather than vertical overturn locally (Figure
3.5). Peaks in POS and in some cases ap(440) (Figure 3.9) associated with lateral
intrusions were an indication that recent production had occurred in those water
masses. Their presence at the middle and bottom of the water column was the
result of displacement from the euphotic zone by the complex circulation within
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East Sound induced by tidal forcing. Associated with the periodicity of the tides
was the periodicity of the intrusions (compare tidal stages in Figure 3.5).
Although the linear regressions were consistent through the diel time
period, they showed variation (Table 3.5). For POS and temperature, the slopes
of the four casts from Figure 3.9 were significantly different from each other at
the 95% confidence level. For ap(440), the slopes of the first and second casts
were not significantly different, but the third and fourth were. In each cast, the
correlation between ag_/412) and ap(440) was poorer than that with the other two
parameters. For all three parameters, the trend through the 24 h period was an
increasing slope during the night, decreasing to a shallow slope in the morning
(Table 3.5). The increase in ag.i(412) relative to the other parameters is additional
evidence for night production; production that was not just restricted to within the
particle maximum (Table 3.4). The decrease in the slope in the morning may be
the result of photodegradation. Since the 1% light level for UV-A was at about
4.5 m, visible light may be responsible for some CDOM photolysis in the upper
several meters.
At the bottom of the water column, the uncoupling of ag-i(412) and POS
appeared to be related to the presence of a dense particle layer in the bottom 1-2
m. Siphon samples from the particle layer contained a high abundance of
Pseudonitzschia sp. and Rhizosolenia sp. (Rines, Sullivan and Donaghay unpubl.
data), similar to the composition of the subsurface patch observed during the May
25 transect, but in poorer condition (cells ruptured, cell casing fragments,
detritus). The water type of the bottom 1-2 m also had the same T-S signature as
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the patch water from May 25. Therefore, associated with the intrusion of the new
water mass into East Sound midway through the study, was the displacement of
the former patch to the bottom of the water column. The profiler was deployed
deep enough to sample the upper boundary of the bottom patch in the 10:54 PDST
May 31 replicate cast (see gray overlays in Figures 3.5 and 3.9). In the patch,
POS dropped to 40% undersaturation, whereas ag-i(412) kept increasing. Oxygen
consumption was presumably the result of high respiration within the
decomposing patch. The bottom increase in ag-i(412) may have been from the
formation of CDOM in association with the degradation of organic matter.
To see if any spectral variation in ag was associated with areas of CDOM
production in the water column, s was calculated for the profiles taken during the
diel sampling period. s showed surprisingly little finescale vertical structure over
the 24 h period (Figure 3.11). In general, the profiles increased towards the
surface and, to a lesser extent, toward the bottom of the water column. The total
variation ins was 2 to 5% of the average total value for these casts, which was
about an order of magnitude greater than the estimated accuracy (ca. ±0.4% ).
There was no evidence of correlating finescale structure betweens and ag-i in any
of the casts.
An in situ factor which could cause a change in ag(412) without
necessarily requiring a change in the quantity of CDOM is pH (Lindqvist and
Bergman 1966; Lindqvist 1968; Laane 1982b). Changes in CDOM absorption
from pH changes arise from differences in hydrogen saturation of CDOM
compounds. Changing ionization alters the molecular orbitals of electrons and
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their ability to become excited, i.e., to absorb radiation. It was necessary to
estimate the effects of pH changes on ag(412) to dismiss the possibility that pH
was driving the finescale vertical structure in ag(412). To test the effects of pH on
the absorption of a CDOM pool, a small addition of either 50% concentrated HCl
or 50% concentrated NaOH was added to 0.2 µm-filtered seawater from
Narragansett Bay, RI (NBW) and ag(412) was measured (Figure 3.12). The
resulting relationship was linear over a pH range of 6.8 to 8.6. The initial ag(412)
was 0.296 m-1.
A profile taken at 11:36 PDST on May 31 during the diel sampling period
was used to demonstrate the effects of normalizing ag(412) to a constant pH. The
relationship obtained from the NBW experiment was used with the assumption
that CDOM absorption from East Sound would behave in a similar manner. The
assumption was considered a good one with the well established ubiquity and
similarity in chemical composition of humic substances in aquatic systems
(Thurman 1985). It is noted, however, that the chemical qualities of different
pools of humic substances are not identical (Malcolm 1990). The equation used
was:

ag(412)PH = ag(412) [ (ag(412)NB7.77)/ (0.019 pH+ 0.151)]

(3.6)

where ag(412)PH was CDOM absorption normalized to a pH of 7. 77,
ag(412)NB7.77was the CDOM absorption of the Narragansett Bay sample at 7.77
pH units, and ag(412) and pH were from the profile data. ag(412) was normalized
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to a pH of 7.77 because it was the average pH in the new water mass that had
entered the Sound four days prior. ag.,(412) predicted from salinity, was then
subtracted from ag(412)PH, and the resulting pH-normalized ag-i(412)PHwas
compared to ag-i(412) (Figure 3.13). Overall, differences between the two
profiles were less than 0.003 m· 1 except at the surface and at the bottom where
differences approached 0.01 m· 1. Normalizing to pH did not change the finescale
structure of the ag.i( 4 I 2) profile. Changing pH could therefore not account for the

in situ changes in ag./412) that were observed during the study. Since
normalizing to pH changed the values by less than 0.003 m· 1 from pH between 3
and 25 m, pH normalization was ignored in the analyses.

3.4 Discussion

3.4.1 Error analysis
An analysis of potential errors is important in verifying that the
correlations of ag-i with other parameters were not the result of an artifact. One
potential source of error is from particles leaking through the filter. Absorption
by particles greater than 0.2 µm, and any scattering by these particles greater than
the collection angle of 41 ° in the absorption flow cell would introduce an error.
Another consideration is the temperature correction that is applied to raw
absorption data to account for the temperature dependency of light absorption by
water. If the slope of the temperature correction is incorrect, artifacts can be
introduced in an absorption profile which can be correlated to temperature.
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Several lines of evidence support the absence of particles greater than 0.2
µmin the ag profiles. The spectral slope parameter, s, is very sensitive to
contamination from particles, usually showing a sharp decrease because of
flattening of the absorption spectrum. s showed little variation with depth during
the 24 h sampling period (0.0141±2% nm- 1), with no finescale structure through
the particle absorption peaks. These s values are within 3% of previously
reported average values for marine waters (Bricaud et al. 1981; Zepp and
Schlotzhauer 1981; H¢jerslev 1982; Carder et al. 1989). ag(676) additionally
showed no evidence of chlorophyll contamination in the profiles. There was also
no change in the noise of the measurement with depth. Strong spiking occurs in
the signal as a sample becomes contaminated with particles greater than 0.2 µm.
In the dissolved fraction and in calibrations with Nanopure water, standard
deviations around the mean are typically less than ±0.001 m- 1, whereas for
measurements of total absorption, standard deviations are typically greater than
±0.03 m-1 (Twardowski et al. submitted). Moreover, in extensive testing of the
0.2 µm Gelman maxi-capsule filters using simultaneous attenuation and
absorption channel measurements of ag in the field and in phytoplankton cultures
in the laboratory, there have been no indications of particle contamination
(Twardowski et al. submitted).
A related concern is the validity of ignoring a scattering error in the 0.2
µm filtered fraction, essentially assuming the error is less than about 0.001 m- 1
(~0.5%) at all wavelengths in the visible. A useful way to investigate scattering
errors is to compare ag(715) with ag at shorter wavelengths because the
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absorption from CDOM is extremely low in the ne_ar-IR. If a scattering error is
present, it will dominate the signal. Using a profile from the diel sampling period
as an example, ag(715), although having much lower CDOM absorption, showed
the same finescale structure and the same relationship with salinity as ag( 412)
except the magnitude of the estimated absorption production within the particle
maximum was an order of magnitude lower (~0.002 m-1). The 1: 1 correlation
between ag(715) and ag(412) (r2=0.90; slope= 0.054) is good evidence of a
common source for the two signals, dissolved organic material. This finding is
consistent with the assumption in several models that DOM scattering is equal to
zero (e;g., Bukata et al. 1995; Mobley and Stramski 1997).
To eliminate the possibility of the ag-i relationship with temperature being
an artifact in the temperature correction of water absorption, a sensitivity analysis
was performed on the effects of the temperature correction. ag was recalculated
after the temperature correction was removed and then after it was magnified by a
factor of five. The maximum deviation between absorptions calculated with no
correction and five times the correction was only 0.0006 m- 1. The size of the
correction was minimized in the methodology by normalizing all the absorption
data to an approximate median temperature in the profiles of 12°C. As a result,
manipulating the temperature correction did not affect the finescale structure of
ag, ag-i,

or the general relationship between temperature and ag-i·
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3.4.2 Sources of ag
A dramatic change in ag was observed in East Sound after the north wind
event on May 26, 1996. After 2-3 tidal cycles more than 50% of the water
column was replaced with a new water mass. The source of CDOM in the new
water mass appeared to be terrestrial in origin because of the strong linear
relationship of

ag

with salinity. Similar observations have been made using

spectrophotometric and fluorimetric methods by several others investigators who
reached the same conclusion (Kalle 1966; Otto 1967; Zimmerman and Rommets
1974; Postma et al. 1976; Brown 1977; Laane 1981; H¢jerslev 1982; Willey and
Atkinson 1982; H¢jerslev 1988; Laane and Kramer 1990). The source of the new
water mass can be better defined by referern;:inga T-S diagram formulated by
Redfield ( 1950) for all the water masses in the Georgia Basin region (Figure
3.14). Before May 26, all the data collected in multiple transects in East Sound
fell within the range of possible water types for Strait of Juan de Fuca water.
After the 26th, however, a large portion of the upper water column was comprised
of Strait of Georgia water types. This observation is consistent with other studies
where the fresher water from the Strait of Georgia was found to penetrate farther
south into the San Juan Islands region during the spring and summer (Waldichuk
1957; Stronach 1981). Thus, the north wind appeared to have aided in the
transport of water similar in water type to those defining the Strait of Georgia,
into the San Juans.
The likely original source for the new CDOM in East Sound, therefore,
was the Fraser River, emptying into the Strait of Georgia 40 km to the north. The

120

Fraser provides about 75-80% of all the freshwater in the Strait of Georgia, the
Strait of Juan de Fuca, and all the straits and channels in and around the San Juans
(Stronach 1981; Waldichuk 1983). The peak seasonal outflow of the Fraser is
typically during the time period of this study (Parsons 1979; Waldichuk 1957),
and the Fraser River plume has been found to be particularly sensitive to wind
forcing (LeBlond 1983). They-intercept (salinity ~ 0) of the linear relationship
between ag(412) and salinity from Figure 3.4 was about 2.4 m-1, typical of
CDOM absorption coefficients from major rivers (e.g., see Kirk 1994, multiply
"g440" values in Table 3.2 by 1.48 to obtain ag(412)). Likewise, the x-intercept
(ag( 412)

~ 0 m- 1) corresponded to a salinity of 33.8, characteristic of the water

type of Pacific Intermediate Water (Figure 14; Redfield 1950). This same salinity
was also independently arrived at by Waldichuk (1957) as a cutoff to estimate the
input of freshwater to the Georgia Basin region.
The strong intrusion of a new water mass with a resulting linear ag-salinity
relationship created a unique opportunity to observe in situ changes starting from
the equivalent of a "blank slate." From this initial state, production of CDOM
absorption associated with primary production parameters in the water column
was observed. The linear covariation was significant only below the effects of
photooxidation at the surface and above the benthic bottom layer.
Autochthonous CDOM production is dependent on three primary
processes occurring consecutively. The first is the fixation of carbon in
photosynthesis, the second is the production of extracellular DOM, and the third
is CDOM formation from DOM precursors. For the empirical relationship
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between CDOM production and carbon fixation/oxygen production to be linear,
the second and third processes should also be linear and occur over short enough
time scales for there to be co-occurring evidence of the first process and the last.
Many authors have observed a linear relationship between DOM release and
photosynthetic rate in phytoplankton cultures (Mague et al. 1980; Zlotnik and
Dubinsky 1989; Biddanda and Benner 1997) and in natural populations of marine
phytoplankton (Mague et al. 1980; Anderson and Zeutschel 1970). From 5-30%
of production was exuded extracellularly in these studies. The composition of
released DOM compounds were mainly carbohydrates, proteins, and lipids
(Hellebust 1967; Handa 1970).
Several mechanisms have been proposed for the formation of marine
humic substances (for review, see Hedges 1988 and Hatcher and Spiker 1988).
The most accepted theories involve the abiotic condensation of carbohydrate,
phenolic, and/or amino acid precursors (Sieburth and Jensen 1970; Nissenbaum
and Kaplan 1972; Hedges 1978; Hedges 1988) or the photolysis of
polyunsaturated lipids (Harvey et al. 1983; Harvey et al. 1984). The reactions are
generally thought to occur on rapid time scales (Hedges 1988). As discussed
above, all the reactants for these pathways are primary natural phytoplankton
DOM release products.
The rapid formation of colored, humic-like substances has been observed
in the laboratory from algal cell degradation (Yentsch and Reichert 1961; Fogg
and Boalch 1958), from incubating macroalgal exudates (Sieburth and Jensen
1970), and as a diagenetic product from low molecular weight substrates (Harvey
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et al. 1983; Harvey et al. 1984; Harvey and Boran 1985; Wang et al. 1988;
Tranvik 1993). Yentsch and Reichert (1961) and Fogg and Boalch (1958)
observed the formation of the "yellow substance" immediately upon incubation in
filtrates of homogenized phytoplankton cultures. In the study by Yentsch and
Reichert, the absorbance at 265 nm increased by a factor of four after the first
hour when in the presence of light. Sieburth and Jensen ( 1970) separated the
nitrogenous, carbohydrate, and polyphenolic components of exudate from the
brown alga Ascophyllum nodosum and incubated them individually and as
admixtures for 48 h looking for the production of color. The individual fractions
remained colorless, but colored DOM formed in the combination flasks, with the
greatest CDOM formation in the flask with all the fractional components
recombined. Tranvik ( 1993) demonstrated the formation of XAD-extractable
14C-labeled humic substances in the dark from 14C-glucose-inoculated seawater
over a period of hours. Harvey et al. (1984) separately added several unsaturated
lipids to humic-free seawater and observed the formation of fulvic acid-like
substances after 24-100 h incubations. Finally, Wang et al. (1988) observed the
formation of fulvic acid-like material after incubating salicylic acid in sunlight for
only a few minutes. In all of these studies, rapid formation of CDOM was
observed from a variety of uncolored (in the visible) DOM precursors. The
presence of humic substances and/or absorption was detected in the first sample
taken in every study. Therefore, the resulting rates of formation are at least as
rapid as (hour)- 1, and possibly on the order of minutes.
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A rough calculation demonstrates that the rate of production and the
amount of absorbing DOM produced were reasonable. CDOM formation was
modeled from oxygen production by estimating the amount of carbon fixed, the
percentage of fixed carbon released as exudate, the percentage of exudate forming
CDOM, and an appropriate specific absorption for CDOM (absorption normalized
to concentration). The calculation was made for the 02:24 PDST cast (Figure
3.15). Throughout the water column it was assumed a constant 20% of the
oxygen was consumed as respiration, obtained from the x-intercept from the linear
correlation statistics in Table 3.5. The 20% respired oxygen (-1.94 mL L- 1) was
added back into the original profile, and the oxygen saturation values were
subtracted to obtain total oxygen production from photosynthesis. The measured
and modeled ag-i(412) were in good agreement (Figure 3.15). The deviation of
the measured values from the higher estimated values at the surface was
presumably from photooxidative removal.
In this study the temporal evolution of ag-i was simultaneous with the
growth of the patch. As Tranvik (1993) points out, the relatively rapid production
of humic-like substances is not in agreement with the perception of humic matter
as a slowly synthesized moiety of the DOM pool (Gjessing 1976; Fenchel and
Blackburn 1979; Wetzel 1983). As a result, the vertical profile of ag can undergo
relatively rapid changes in finescale structure that become more pronounced with
lower background absorption from terrestrially-derived sources. During the diel
sampling period,

ag-i

comprised up to 10% of the total absorption, but with a

lower CDOM absorption background, similar to the levels normally observed in
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East Sound through spring and summer, the ag-i fraction would have been as high
as 25-30%. In oceanic regions with very small terrestrial inputs, ag-i very likely
comprises all of the ag signal (Morel 1980; Carder et al. 1989; Carder et al. 1991),
and the finescale structure would therefore be very sensitive to in situ production
processes.
The production of CDOM associated with a phytoplankton patch also may
be species specific. There was little positive ag-i associated with the
Pseudonitzschia sp. and Rhizasolenia sp. patch from before the north wind event

although the particulate absorption in this patch was about 3 times that in the
patch dominated by Odontella sp., Asterionellopsis sp., and Thalassionema sp.
during the diel sampling period. It is well known that rates of exudation, the
environmental conditions favoring exudation, and the composition of the exudates
are very different for different phytoplankton species (Helle bust 1967; Zlotnik and
Dubinsky 1989; Biddanda and Benner 1997). The idea that Pseudonitzschia may
not exude great quantities of CDOM precursor compounds is supported by work
with laboratory cultures of Pseudonitzschia maintained by J.E.B. Rines and J.M.
Sullivan. The original isolate for the cultures was obtained from East Sound in
1995. Large cultures (20 L) of Pseudonitzschia were prepared and allowed to
enter stationary growth phase. The ag in the culture was identical to the ag of the
original sterile media, indicating no CDOM production associated with the growth
of the culture (unpubl. data). Either little DOM was exuded or the exuded DOM
was not easily amenable to CDOM formation. As a caveat, though, grazing and
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other biological processes which may contribute to the formation of CDOM in

situ were absent in the culture.

3.4.3 Persistence of

ag

One important area of uncertainty is the relative persistence of newly
formed colored compounds. Bacterial degradation (Yentsch and Reichert 1961;
Brown 1977), photooxidation (Kieber et al. 1990; Mopper et al. 1991;
Twardowski and Donaghay in prep-a,b ), and precipitation (Sieburth and Jensen
1968; Sholkovitz 1976) are potentially important CDOM removal processes in
natural waters.
Bacterial degradation of CDOM was tested by comparing the color loss in
1 µm filtered samples collected from Narragansett Bay in February to a 0.2 µm
filtered control. Most of the bacterial population is included in a< lµm filtrate
(Stramski and Keifer 1991). Over a two month period, samples were incubated in
the dark at room temperature or at the ambient temperature of Narragansett Bay
water (Figure 3.16). After the first month, the 0.2 µm filtered control ag changed
between 1 and 8% depending on wavelength, with the shorter wavelengths
showing a small decrease and the longer wavelengths showing a small increase.
It is likely that this change was the result of an increasing average molecular
weight of the humic substances, which has been shown to shift the absorption
spectrum from short to long wavelengths in the visible (Pages and Gadel 1988;
Power and Langford 1988; Wang et al. 1990). After the second month, there was
a notable decrease at all wavelengths (Figure 3.16). The decrease in the 0.2 µm
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filtered control and the 1 µm incubations were all approximately equal at 412 nm,
indicating that the decrease was abiotic. Such a decrease is consistent with the
precipitation of humic substances out of solution, which intuitively would be the •
next step after the possible formation of high molecular weight humic substances
observed after one month. Therefore, over a period of several weeks, a decrease
in a8 can occur, but the microbial community appeared to play no role in the loss
of a8 . Others have also observed no biological degradation of CDOM over time
periods as long as years (Zepp 1988).
However, in many of the studies that demonstrated rapid production of
absorbing DOM in the laboratory, there was a concomitant rapid degradation of
these colored compounds. Yentsch and Reichert (1961) observed bacterial
consumption of their "yellow substances" in a matter of hours. Sieburth and
Jensen (1970) and Tranvik (1993) noted progressive decreases in their humic
substances after incubation periods of several weeks. The decreases were
attributed to precipitation (Sieburth and Jensen 1970) and bacterial degradation
(Sieburth and Jensen 1970; Tranvik 1993). Amon and Benner (1994) have also
found that high molecular weight fractions of oceanic DOM can be respired
rapidly. The long term stability of the newly synthesized CDOM is therefore
questionable. Likewise, the long term correlations between productivity and ag-i
may be poor. In oceanic regions far from terrestrial inputs, where

ag-i

is

essentially equivalent to a8 , relatively rapid decreases of newly synthesized
CDOM by bacterial degradation, precipitation, photooxidation, or a combination
of all these processes may account for the frequently found nonlinear covariation
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between a8 and estimates of phytoplankton productivity. Although CDOM
formation may be coupled with phytoplankton growth, loss of CDOM may not be
synchronized with chlorophyll loss in the water column.
Conflicting observations of CDOM stability can be reconciled if the
CDOM pool is divided into two fractions, a refractory and a labile pool. A similar
distinction has been made by other investigators (Brown 1977; Tranvik 1993;
Amon and Benner 1994). It appears that the terrestrial pool (ag-r) is primarily
refractory and the autochthonous pool (ag-i) is mainly labile, but this
categorization is probably an oversimplification. Loss of a8 at the surface from
photooxidation is presumably occurring largely within the ag-t fraction.
Photolytic degradation of terrestrially-deriv~d CDOM has been observed
previously (Zepp 1988; K.ieber et al. 1990). Conversely, the autochthonous pool
of CDOM may not be entirely labile. It has been demonstrated that phagotrophic
protists could both consume (Tranvik et al. 1993; Tranvik 1994) and excrete
colloidal DOM (Tranvik 1994). The overall effect was respiration of easily
extracted energy from the organic colloids, with the excreted colloidal organic
matter being more refractory (Tranvik 1994). This is one possible mechanism
whereby plankton derived CDOM may be reworked into more and more
unusable, refractory forms that may also be colored, but comprise only a fraction
of the original autochthonous pool.
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3.4.4 Application

in remote sensing

In coastal regions, it is clear that terrestrial inputs of CDOM confound
simple linear relationships between ag and estimates of productivity. However,
with a priori knowledge of surface salinity to estimate the terrestrial component
of CDOM absorption, ag-i can be better estimated. Therefore, linear covariation
assumptions between ag and chlorophyll concentrations may be appropriate if the
terrestrial component can be subtracted out. In the open ocean, where ag-i can
reasonably be expected to dominate the absorption by the CDOM pool (i.e., Case
1 waters), the linear covariation assumption appears valid under conditions similar
to those during the diel sampling period in this study. Our values for ag-i are
directly comparable to values of CDOM absorption measured in the open ocean
(Kirk 1994). As mentioned before, the critical uncertainty in long term
correlations is the persistence of autochthonous derived CDOM absorption. If ag-i
is biologically labile and susceptible to photooxidation at the surface, the
relationship between ag and production will not be linear for more than a few
hours or days. For example, we have observed ag profiles in late summer in East
Sound which are positively related to salinity with depth instead of the expected
inverse correlation. This is presumably from large scale, compounded
photooxidation at the surface and will be addressed in a subsequent paper
(Twardowski and Donaghay in prep-a,b).
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3.5 Summary

Finescale structure in ag exists and is more spatially and temporally
dynamic than currently thought. Over a 48 h period, ag(412) increased by 5060% in the surface waters of East Sound, sharply increasing the attenuation of
downwelling irradiance in the UV domain. Photodegradation also was found to
be an important CDOM removal process in _surfacewaters over a time period of
days.
Correlations between ag-i and primary production parameters were
evidence for in situ production of CDOM on the order of hours. The remote
sensing assumption for Case 1 waters of linear covariation was verified in a
portion of the water column only after the estimated terrestrial fraction was
removed. The environmental conditions were also ideal, with the effects of a
rapidly developing patch superimposed on a nearly linear agl salinity background.
Therefore, empirical relationships between ag and chlorophyll concentrations may
be possible in coastal waters if salinity is known and the effects of photooxidation
and bacterial consumption are minor.
This technique should be tested in coastal shelf areas and in the open
ocean where the terrestrial influences to CDOM absorption are less important.
The biological and photolytic }ability of newly formed CDOM in situ should also
be tested.
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Table 3.1. Station information.
Station
1
2
3
4
I
II
III
IV

Date
May 25
May 25
May 25
May 25
May27
May27
May27
May27

Time (PST)
12:45
15:44
16:30
18:29
10:06
13: 14
15:37
17:42

Location
48°40.36N, 122°53.88'W
48°38.87N, 122°53.09'W
48°38.45'N, 122°52.57'W
48°36.90'N, 122°51.21 'W
48°35.94'N, 122°50.37'W
48°37.79'N, 122°51.4o·w
48°38.54'N, 122°52.86'W
48°40.64'N, 122°54.42'W
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Tidal stage
slack high
slack low
flood
flood
slack low
flood
flood
ebb

Table 3.2. Linear slopes of the salinity correction for the ac-9.
Slopes for the temperature correction are also reprinted from Pegau et
al. ( 1997).

A (nm)
412
440
488
532
555
630
676
715
750

'P a,s (m-1PSU-1)
0.00026
0.00016
0.00009
0.00005
0.00004
0.00005
0.00002
-0.00021
0.00056

'P c,s (m-1 PSU-1)
0.00007
-0.00004
-0.00008
-0.00013
-0.00010
-0.00015
-0.00011
-0.00037
0.00045
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0.0001
0.0000
0.0000
0.0001
0.0001
0.0002
0.0001
0.0029
0.0106

Table 3.3. •Depths for the vertical attenuation of downwelling irradiance
to 1% subsurface intensity during the study period. UV-A, UV-B, and
PAR spectral regions are provided. The casts were taken at Rosario
Point. Note the spectral shifts that occurred after May 26.
date
May23
May25
May27
May29
May 31

1%PAR
10.0
9.0
12.0
12.3
14.2

1% UV-A (380 nm)
5.8
6.1
4.5
4.3
4.4
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1% UV-B (320 nm)
3.1
3.0
2.0
1.9
2.1

Table 3.4. a 8 (412) and ag-i(412) within the particle
maximum from May 31 to June 1, 1996. Values obtained
from profile data at a constant salinity of 27.4 PSU.
time (PDST)
10:29
10:54
11:36
17:07
18:40
20:27
21:42a
23:26a
02:24a
04:5oa
05:lQa
08:02
10:31
Day mean
Night mean

0.467
0.469
0.478
0.480
0.472
0.475
0.485
0.488
0.495
0.488
0.485
0.480
0.474

ag-i(412) (m- 1)
0.013
0.015
0.024
0.026
0.018
0.021
0.031
0.034
0.041
0.034
0.031
0.026
0.020

0.474±0.005
0.488±0.004

0.020±0.005
0.034±0.004

ag(412) (m-1)

a - night casts
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co

~

-"

1707

2321

17:07

02:24

0.008465

T

-0.0852

-0.0005

0.0387

ap(440)
.

0.0084

-0.2836

0.000341

0.027531

T

-0.0064

0.0194

%02 ssat

0.1030

0.000884

ap(440)

%02 ssat

0.008120

0.0365

0.000327

0.027132

0.1002

0.000872

0.023044

0.024107

T

-0.2596

0.0629

-0.0132

0.0659

0.020112

ap(440)

T

0.0713
0.000670

-0.2198

0.020799d

ap(440)

0.000618

0.0053

-0.0069

0.0751c
0.000690

0.0082

0.000640b

%02 ssata

95% lower

%02 ssat

b

SLOPE

parameter

percent oxygen supersaturat10n
bunits of m-1
cno units
dunits of m-1 °c-1

a

2077

986

10:29

10:31

n

time (PDSTf

0.37
0.53

0.0409
0.008810

0.53

0.89
0.027929
0.000355

0.70

0.1058

0.91

0.54

0.025170
0.000895

0.53

0.72

0.60
0.78

0.77

r2

0.0689

0.000711

0.021485

0.0790

0.000662

95% upper

Table 3.5. Linear correlation statistics of selected parameters with a8 _;(412) at station III from May
31 to June 1, 1996. 5-22monly.

Figure Legends

Figure 3.1. Map of the Georgia Basins regions. The San Juan Islands are a
natural barrier between the Strait of Georgia basin to the north, and the
Strait of Juan de Fuca basin to the south. The study site has been
enlarged and four stations from two transects are marked.
Figure 3.2. Vertical structure of ag(412),ap(440), temperature and salinity at
four stations from an axial transect May 25, 1996. A dense patch of
Pseudonitzschia sp. was present within and below a strong temperature

and salinity gradient at stations 1, 2, and 3.
Figure 3.3. Vertical structure of (a) ag(412) and ap(440), and (b) temperature
and salinity from an axial transect May 27, 1996. The scales are the
same as in Fig. 2. Very strong gradients in ag(412) and salinity were
present in the middle of the water column.
Figure 3.4. Linear relationship between ag(412) and salinity for vertical
profiles from May 25 and May 27, 1996. Three profiles from May 27
just outside the mouth of the Sound were used for the linear regression
in the inset graph (r2 = 0.99).
Figure 3.5. ag(412), ap(440), temperature, and salinity from four vertical
profiles at station III at Rosario Point from May 31 to June 1, four days
after the intrusion of the new water type. The casts were taken during a
24 h diel sampling period. Time (Pacific Daylight Savings Time) is
provided with tidal stage. Replicates of each profile were taken which
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agreed within 1% for all four parameters. The vertical structures of each
parameter in the replicate cast of the 10:29 PDST profile (taken 10:54
PDST) are overlaid in gray to illustrate the close agreement.
Figure 3.6. ag(412) versus salinity for all the casts taken during the diel
sampling period from May 31 to June 1, 1996. The dotted line is the
regression from May 27 (see Fig. 3.4).
Figure 3.7. ap(440), ag-i(412), and percent oxygen supersaturation (POS)
plotted on the left, middle, and right, respectively, for the vertical profile
at Rosario Point (station 3) on May 25.
Figure 3.8. ap(440), ag-i(412), and POS for the vertical profile at Rosario Point
(station III) on May 27. Same scales as in Fig. 7.
Figure 3.9. ap(440), ag-i(412), and POS for the vertical profiles taken from the
May 31 to June 1. Same scales as in Figs. 7 and 8. The same
parameters in the replicate cast for the 10:29 PDST profile are overlaid
in gray.
Figure 3.10. ag-i(412) plotted versus (a) POS, (b) ap(440), and (c) temperature
using all the data from the 10:29 PDST cast. The red circles highlight
the 5 to 22 m portion of the water column over which the linear
regressions in Table 3.4 were calculated. The surface, bottom, and part
of the water column where the particle peak was located are labeled S,
B, and PP, respectively.
Figure 3.11. The vertical structure of the s for all the profiles during the diel
sampling period.
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Figure 3.12. The dependency of ag(412) on pH. 0.2 µm filtered Narragansett
Bay water was subjected to acid additions and then additions of base.
After each addition ag(412) was measured with an ac-9. S marks the
starting ag(412) and pH.
Figure 3.13. ag-i(4l2), pH, and pH normalized ag-i(4l2) for the 10:29 PDST,
May 31 cast. The correction for pH was based on the experiment with
NBW. Away from the surface and bottom, normalization to a constant
pH changed the values by less than 0.003 m-1.
Figure 3.14. T-S diagram of the water types in the Georgia Basin region as
defined by Redfield (1950). A= Pacific Bottom Water, B = Pacific
Intermediate Water, C = Pacific Surface Water, D = Strait of Juan de
Fuca Water, and E = Strait of Georgia Water. The 10 day study was
broken into two time periods, (I) before the new water mass was present
in the Sound, May 23 to 25, and (II) afterward, May 27 to June 1.
Before, all the water types found in the Sound were characteristic of
water from the Strait of Juan de Fuca. Afterward, the water types were a
mixture of the original water and water from the Strait of Georgia.
Figure 3.15. Modeled ag-i(4l2) and measured ag-i(4l2) from the 02:24 PDST,
June 1 profile. ag-i(4l2) was modeled from oxygen production assuming
a 1.2 photosynthetic quotient (Kirk 1994), 10% exudation rate (e.g.,
Mague et al. 1980), an average molecular weight of exudates of 200 (e.g.,
Thurman 1985), a 3% CDOM formation rate from the exudates (Tranvik
1993), and an average CDOM specific absorption of 0.3 m- 1 (mg 1-1)- 1
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(Zepp and Schlotzhauer 1981; H¢jerslev 1982). The agreement breaks
down at the surface, presumably from CDOM removal by photooxidation.
Figure 3.16. Drift in 0.2 µm filtered NBW over several weeks. The curve labels
represent the following wavelengths (nm), 1=412, 2=440, 3=488, 4=520,
5=560, 6=630, 7=676. The same water was also passed through a 1 µm
filter and incubated at the ambient temperatures of Narragansett Bay (4 8°C) (2 reps), and at room temperature. The final values at 412 nm from
all the 1 µm incubations lay within the circle in the upper right; the total
deviation between the incubations was less than 0.008 m- 1.
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Chapter 4

Photobleaching of Colored DOM Absorption in the Visible Domain

171

Abstract

The rate of absorption loss and the spectral changes that occur from
photodegradation of colored dissolved organic matter (CDOM) have not been
well defined in pristine marine samples. To better characterize these effects, 0.2
µm filtered samples from several coastal regions were incubated in sunlight and
the spectral absorption, ag(A), in the visible was measured. In all cases, the rates
of absorption decay were best approximated using a double exponential curve.
The differences in the initial rates of absorption loss between samples from
different regions were probably due to cumulative past levels of exposure.
Results from the incubations were then used to predict

ag

loss through the water

column. The spectral irradiance dosage which participated in the photolysis was
the UV and an estimated 1.2% of visible PAR. Including the 1.2% of visible PAR
extended the effects of photodegradation approximately twice as deep as predicted
by the attenuation of UV radiation alone. In stratified waters, the daily absorption
loss from photobleaching at the surface was estimated at 20%. Photolytic
removal of ag was also observed in vertical profiles of ag measured
simultaneously with hydrographic parameters.
The spectral slope parameter, describing the steepness of the CDOM
absorption spectrum, increased as a function of radiation dosage in the
incubations. Increasing spectral slope was also observed in surface waters relative
to bottom waters in East Sound, WA. Spectral shifts could be used to estimate
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previous solar radiation dosage as well as trace surface water in a region with
complex circulation and mixing regimes.
Although the spectral slope parameter has been widely used, we found that
the spectrum of absorption in the visible was more accurately modeled using a
double exponential. The technique statistically deconvolved the absorption
spectrum into humic acid-like and fulvic acid-like absorption fractions. By
coupling our results with proposed models from the literature of visible domain
absorption by humic materials, a hypothesis was developed to describe the
underlying modifications to the CDOM pool.
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4.1 Introduction

Colored dissolved organic matter (CDOM) is a primary absorber of
ultraviolet (UV) and visible wavelength radiation in aquatic ecosystems. CDOM
can behave as a "sensitizer," with the absorbed energy transferred to a variety of
possible photoreactions (Zepp et al. 1981; Zika 1981; Zafiriou et al. 1984; Zepp et
al. 1985; Leifer 1988; Zepp 1988; Hoigne et al. 1989; Helz et al. 1994), or the
energy can alternatively be used to break bonds within the CDOM molecule, i.e.,
photodegrade the compounds. Photolysis is accompanied by the loss of the ability
to absorb radiation because the chromophores themselves are degraded. This is
referred to as photobleaching. The result is a transformation of the DOM pool
and greater penetration of UV and visible radiation in surface waters (e.g., Zepp et
al. 1995). It is important, therefore, to understand the rates of photobleaching in
natural waters, the changes in spectral absorption that occur, and the spectral
range of solar radiation which participates in the reaction.
The effects of CDOM photodegradation in the visible range have received
particularly little attention because low natural absorption coefficients in coastal
and oceanic regions are typically near detection limits (Bricaud et al. 1981; Green
and Blough 1994). However, there is now a firm realization that radiative transfer
in coastal and oceanic regions is governed by those components of seawater
absorbing at very low levels (Gordon 1994; Kirk 1994; Zane veld 1994).
Absorption that is undetectable in a pathlength of a few centimeters with a
standard spectrophotometer can be fundamental to understanding radiative
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transfer in a 10 m mixed layer. This concept is highlighted in estimates of
chlorophyll pigment concentrations using remotely sensed ocean color (Gordon
and Morel 1983; Carder et al. 1989; Carder et al. 1991). For example, Carder et
al. (1989) points out that absorption from CDOM as low as 0.005 m-1 at 440 nm
is equivalent to an absorption coefficient due to phytoplankton when chlorophyll
concentrations equal 0.10 mg m-3 . As a result, it is important to accurately
describe the absorption characteristics of dissolved materials at low natural levels
in the visible, as well as the in situ processes which can alter them.
The rates of photobleaching in pristine samples of marine CDOM have not
been well defined. Several investigators have noted a decrease in absorption and
fluorescence of CDOM as a result of exposure to solar irradiation (Chen et al.
1978; Kramer 1979; Strome and Miller 1978; Amador et al. 1989; Amador et al.
1991; Kieber et al. 1990; Kouassi and Zika 1990; Backlund 1992; Kouassi and
Zika 1992; De Haan 1993; Allard et al. 1994; Miller 1994; Salonen and Vahatalo
1994; Lindell et al. 1995; Miller and Zepp 1995; Maske et al. 1997), but few have
rigorously described the relationship. These studies have described the decay of
absorption or fluorescence with increasing irradiation as zero order (Chen et al.
1978; De Haan 1993; Salonen and Vahatalo 1994), binomial (Chen et al. 1978),
as a set of consecutive first order regressions (Kouassi and Zika 1990; Kouassi
and Zika 1992), and as logarithmic (Lindell et al. 1995). Additionally, Vodacek
et al. ( 1997) used a double exponential to model the data from Miller and Zepp
( 1995), statistically partitioning the CDOM pool into two fractions, each with
separate rates of degradation. It was of interest to us whether a single, general
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model could describe the data from the most well sampled photodegradati6n
studies.
There is also in situ evidence that CDOM is photodegraded in surface
waters. In coastal regions, there is normally a strong inverse correlation between
CDOM absorption or fluorescence and salinity (Kalle 1966; Laane 1981;
H¢jerslev 1982; Willey and Atkinson 1982; H¢jerslev 1988; Laane and Kramer
1990; Chen 1997; Vodacek et al. 1997; Twardowski and Donaghay in prep). The
majority of CDOM in coastal waters is derived from freshwater, terrestrial inputs,
and an inverse linear relationship is therefore observed between freshwater
sources and the oceanic water type end member. Since the surface water is
typically the freshest, it should have the highest CDOM absorption. However,
vertical profiles of CDOM absorption commonly show a minimum at the surface
(Gjessing and Gjerdahl 1970; De Haan 1972; Kouassi et al. 1990; Mopper et al.
1991; Chen 1997; Vodacek et al. 1997; Twardowski and Donaghay in prep). The
minimum is a result of a removal process, which is hypothesized to be
photodegradation.
In several studies, CDOM absorption and fluorescence have been used to
track river plumes into coastal shelf regions by looking at their relationship with
salinity (Otto 1967; Brown 1977; Willey and Atkinson 1982; Blough et al. 1993;
Vodacek et al. 1997). Photodegradation of CDOM may confound such analyses,
because if CDOM absorption does not behave conservatively, then the
relationships are less robust. However, by knowing the rates of degradation and
making some assumptions about mixing layer dynamics, it is possible to estimate
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the effects on the CDOM pool (Kouassi et al. 1990; Vodacek et al. 1997). In fact,
if the optical signatures of photodegradation are well defined, these signatures
themselves could harbor valuable information about radiation fluxes in surface
waters and even past mixing processes.
Several laboratory studies have noted changes in the shape of the
absorption spectrum in the UV and visible domains as a result of exposure to
sunlight (Strome and Miller 1978; Amador et al. 1989; Amador et al. 1991; De
Haan 1993; Miller 1994; Lindell et al. 1995). Commonly, an exponential
equation is used to describe the shape of the CDOM absorption spectrum, ag(A.)
(Bricaud et al. 1981; Zepp and Schlotzhauer 1981; Carder et al. 1989) :

(4.1)

where s is the spectral slope parameter. In recent works, there is disagreement as
to whether s decreases or increases as a result of exposure to sunlight (Miller
1994; Zepp et al. 1995; Vodacek et al. 1997). In theory, it is reasonable to
assume that the spectrum should decrease preferentially in the UV and short
wavelength visible. This spectral range is where the primary CDOM
chromophores, aromatic rings, absorb radiation. Indeed, decreases in s have been
observed in a laboratory study with simulated solar irradiation (Miller 1994).
Alternatively, a growing body of experimental data measuring absorption ratios in
the UV and visible, has found an increase in the ratio of short to long wavelengths
(Slawinski et al. 1978; Strome and Miller 1978; Amador et al. 1989; Amador et
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al. 1991; De Haan 1993; Lindell et al. 1995). These conflicting observations may
arise from fundamental variability in the composition of natural CDOM pools,
from the methodological approaches used in the experiments, and/or from the
spectral ranges or the wavelength ratios were calculated over. Since absorption
measurements have essentially been restricted to the UV, little is known about the
effects of photodegradation in the visible domain.
Additionally, spectral measurements of CDOM absorption in the field
have shown higher s values at the surface (Brown 1977; Vodacek et al. 1997), and
a temporal increase in surface s in lake Tjeukemeer associated with increased
solar fluxes in spring (De Haan 1972). The spring increase in s was also
correlated with a decrease in the absorbance.at 365 nm (De Haan 1972).
Similarly, in a hypersaline estuary, Pages and Gadel (1990) observed DOM loss
and an increase in s at salinities greater than 20%0and photooxidation was the
considered the most likely sink. Vodacek et al. ( 1997) also hypothesized that the
increase they observed in s at the surface might be related to photodegradation of
CDOM. Brown ( 1977) considered photodegradation, but believed that the surface
increase in s was due to selective precipitation of high molecular weight DOM.
De Haan ( 1972) attributed both the loss in absorbance and the increase ins to
selective consumption by "humiphoric" microorganisms. Consequently, the
spectral effects of photodegradation of CDOM in natural waters are presently
unclear.
To address these issues, the results from incubation experiments were
coupled with field measurements of spectral
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ag

made with very high precision

and vertical resolution (Twardowski et al. submitted). The rates of
photobleaching were measured in water collected from three coastal sites. In one
of the sites, East Sound, WA, vertical profiles of optical properties and
hydrographic parameters have also been extensively collected (Twardowski and
Donaghay in prep; Donaghay et al. 1998; Donaghay et al. submitted), providing in

situ measurements to test the results from experimental work. Satisfactory curve
fits describing the rates of absorption loss with radiation dosage were determined
for all the incubations. Modeled photobleaching rates were then used to estimate

in situ losses in CDOM absorption based on measured solar fluxes through the
water column. Additionally, changes in the absorption spectra were tracked
through the incubations and compared to observations made in the water column.
A method based on the work of Carder et al. (1989) was developed to statistically
deconvolve absorption spectra into component fractions.

4.2 Experimental

4.2.1 Methodology
Three sets of photobleaching experiments were conducted in the spring
and early summer of 1997. The first was a 24 h incubation of 0.2 µm filtered
Narragansett Bay seawater (NBW) at the Graduate School of Oceanography
(GSO) Bay Campus, University of Rhode Island (URI) from April 2 to April 3.
The second was with seawater from the south flank of Georges Bank (GBW) on

the northwest Atlantic shelf. The sample was collected and sterile filtered on
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April 17 and stored for the rest of cruise. Starting April 29, the GBW was
incubated in sunlight at GSO for one week. The third experiment was in East
Sound, Washington with water collected at 1 and 4 m. These samples were
collected June 18 and incubated at the depth of collection for 6 d. Water
calibrations were performed for each experiment according to the method of
Twardowski et al. (submitted). Corrections for temperature and salinity on
absorption were also made as described by Twardowski et al. (submitted).

4.2.1.1 Narragansett Bay incubations
·NBW was collected from the MERL facility at the Bay Campus. The
water was filtered through a 0.2 µm pleated maxi-capsule filter (Gelman) and
dispensed into 2 acid-rinsed 20 L Tedlar bags (SKC Inc.) and 1 acid-rinsed 20 L
polycarbonate carboy (Nalgene). These samples are referred to as NBl and NB2.
Final volumes were approximately 10 Lin the bags and 18 Lin the carboy. The
carboy was wrapped in aluminum foil to serve as a control, and the 3 samples
were placed in an outside incubator (Figure 4.1). Tedlar bags were used because
they are transparent to radiation in the visible and most of the UV (see below).
The samples were bathed in continually flowing seawater from Narragansett Bay.
The water temperature was recorded as 7°C at the start of the experiment.
A PUV-500 spectroradiometer (Biospherical) was used to log water
temperature, UV irradiance at 305, 320, 340, and 380 nm, and photosynthetically
available radiation (PAR; 400 to 700 nm bandpass) at 1 minute intervals
continually during the experiment. The 305 nm channel is listed as 308 nm in the
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accompanying manual and software, but it has been demonstrated that the •
maximum in spectral response is actually at 305 nm (Prentice and Hanson 1996).
During the incubation, the sky was clear, but starting at about 13:30 EST the
incubation bags were shadowed by an adjacent building. Since the sensor was
calibrated for underwater irradiance measurements and was used in air, the
measurements required a correction. Corrections were obtained by submerging
the sensor under a few millimeters of water and a single sheet of Tedlar. A
tungsten lamp was used as a light source. Irradiance values were recorded in air,
with the thin layer of water, and with the water and Tedlar. With these
measurements, the correction for the sensor in air and the correction for the
transmissivity of Tedlar were obtained (Table 4.1).
ag

measurements were made at nine wavelengths in the visible and near-

infrared domain with a WET Labs ac-9. A detailed analysis of the protocol and
calibrations for using the ac-9 to measure

ag

has been given elsewhere

(Twardowski et al. submitted). The initial spectral

ag

was obtained from the

control carboy at the beginning of the incubations. After approximately 24 h, the
bag samples were then dispensed into acid-rinsed 8 L polycarbonate carboys
through polypropylene valves integrated in the Tedlar bags. The carboys were
rinsed with the sample three times before filling. The control carboy and the two
sampling carboys were then brought to the lab and spectral
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ag

was measured.

4.2.1.2 Georges Bank incubations
From the research vessel Endeavor, water from the south flank of Georges
Bank was collected from 10 m with 10 L Go-Flo bottles. Under nitrogen
pressure, the water was filtered through a 0.2 µm pleated, maxi-capsule filter
(Gelman) into an acid-rinsed 20 L polycarbonate carboy wrapped in aluminum
foil. It was stored in air for the remainder of the cruise (3 d). The water
temperature in the original sample was 5.1 °C. After arriving at the Bay Campus,
the carboy was placed in an incubator set at 8°C and stored there one week until
the beginning of the experiment. Negligible changes in CDOM absorption have
been observed using similar collection and storing methods (Zepp 1988; Green
and Blough 1994; Twardowski and Donaghay in prep).
On April 29, two acid-rinsed 20 L Tedlar bags were each filled with
approximately 7 L of GBW from the stored sample. These samples are referred to
as GB 1 and GB2. The remainder in the carboy was used as a dark control and
placed in the same incubator as the NBW experiment control. The bags were then
placed in another incubation apparatus outside next to a 195 L cylindrical plastic
container housing the PUV-500 spectroradiometer (Figure 4.2). Continually
flowing NBW was used as a water bath for the bag samples and the PUV-500.
The PUV-500 again logged water temperature, UV irradiance at 305, 320, 340,
and 380 nm, and PAR continually during the experiment. Since its incubator was
designed to cover the sensor with about a centimeter of water, the air-water
correction was not required, but the correction for the transmission characteristics
of the Tedlar (Table 4.1) was applied in data processing.
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Spectral

ag

was measured daily with the ac-9. Acid-rinsed 8 L

polycarbonate carboys were used to collect samples from the bags in the
incubator. The carboys were rinsed with the sample at least two times before
filling. 1 to 1.5 L were collected each time. The control carboy was brought to
the lab for each measurement and then returned to its incubator. The GB 1 sample
was used up after 4 d, so only GB2 and the control were sampled on days 5 and 6.

4.2.1.3 East Sound incubations
During a two week study in East Sound, WA, water for a set of
photobleaching experiments was collected using a microscale hydrographic and
optical profiler. On the profiler was an ac-9_with a 0.2 µm prefilter (see
Twardowski and Donaghay in prep for details of profiler). The sample was
pumped through the meter using a variable speed gear pump at the surface,
connected to the outlets of the ac-9 flow cells via 35 m of virgin black
polyethylene tubing, 0.95 cm in diameter. The water from the outflow of the
pump was used to fill the sample containers while spectral

ag

from the ac-9 was

logged in real-time on a pentium processor PC. Water flow rates were
approximately 1 L min- 1. Discrete depths for sample collection were located
using real-time data from a Seabird 911+ CTD also on the profiler. Samples from
1 and 4 m were collected just southeast of Rosario Point, midway up the Sound, at
dusk. The 4 m sample was just below the mixed layer at the time of sampling. At
each depth, 2 acid-rinsed 20 L Tedlar bags were filled with 10 to 12 L of sample.

The samples from 1 m are referred to as ESS l and ESS2, and the samples from 4
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m, ESD 1 and ESD2. An acid-rinsed 8 L polycarbonate carboy wrapped in
aluminum foil was also filled. Although light levels were very low at the time,
the Tedlar bags were filled under an opaque black canvas to ensure no light
exposure occurred. After each bag was filled, it was secured in a wide mesh (> 1
cm) net hammock and dropped to the depth from which it was collected. After all
the samples were collected, the bags were transferred to a mooring and tied off.
The carboys were tied off under the dock at Rosario Harbor and were used as
controls.
The PUV-500 was again used to log UV irradiance at 305, 320, 340, and
380 nm, and PAR during the experiment. The logging interval was set at 5
minutes. The sensor was in air, so the full air-water-Tedlar correction was
required (Table 4.1). At least once a day, irradiance logging was suspended and a
full vertical profile was recorded near the mooring site. From these profiles,
vertical attenuation coefficients, K(11.),were obtained which were later used with
the logged incident irradiance to calculate the radiation dosages at the incubation
depths. In Table 4.2, optical depth and percent surface irradiance available at the
incubation depths are given for each wavelength in the UV and for PAR.
Irradiance at any wavelength is attenuated through a homogeneous medium
according to the exponential equation :

(4.2)
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where E1 and E2 are the irradiances at depths z1 and z2, respectively. K
parameters were found by fitting an exponential curve through the vertical
profiles. The variability in the K parameters over the incubation period was less
than 5%.
After days 1 and 3, a sample was collected after dusk from each of the
Tedlar bags incubating at 1 m. The bags were brought to the surface individually
and a 1.5 L sample was dispensed through the polypropylene valve into an acidrinsed 8 L polycarbonate carboy under the opaque canvas. The carboys were
rinsed with a sample at least two times before filling. After both ,, mples were
collected, spectral

ag

measurements were recorded at an ac-9 workstation in the

research vessel. Spectral

ag

was also measured in the 1 m control carboy.

On the final day of incubation, day 6, samples were collected from both
the 1 m bags and both the 4 m bags. Spectral

ag

was measured in all the samples

and both controls.

4.2.2 Results and Discussion
ag(412), ag(488), ag(560), and ag(630) decreased in all of the sunlightexposed incubations from East Sound and Georges Bank (Table 4.3). In the
Narragansett Bay sample, ag(412), ag(488), and ag(560) all decreased, but a
stable reading could not be obtained for ag(630). In the incubations where
multiple measurements were taken, samples GB 1, GB2, ESS 1, and ESS2, there
were common patterns in absorption loss. The results for GB 1 as a function of
time are plotted as an example (Figure 4.3; all data are plotted as a function of
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irradiance in Figures 4.6, 4.7 and 4.8). As a percent of initial ag, the absorption
loss was greatest in the beginning, and decreased through the incubation. The
percent initial absorption loss also increased with increasing wavelength. After
the rapid initial loss, however, there was a leveling out at the longer wavelengths,
particularly GB 1 at 560 nm, and GB 1, ESS 1, and ESS2 at 630 nm, whereas the
absorption at 412 and 488 nm continued to decline. However, at the end of the
incubations, there was a greater percentage of total loss at longer wavelengths. In
general, replication of ag loss in the pair of bags for each experiment was better
than 0.005 m-1, and usually better than 0.002 m- 1.
Some variability was also observed in the controls (Figure 4.4). The
NBW control showed little change at 412 and 488 nm, but at 560 nm, ag
increased by 0.0055 m- 1 (13%). For the most part, in the GBW control and the
East Sound 1 and 4 meter controls the magnitude of absorption changes as a
function of wavelength were similar or greater at shorter wavelengths (Table 4.3),
but the percentage change was much greater at longer wavelengths (Figure 4.4).
In the GBW control, changes in absorption were less than 0.002 m- 1, except at
412 nm where the absorption had decreased by approximately 0.009 m- 1 (7%) by
the last measurement. For the East Sound 1 meter control, at 412, 488, 560, and
630 nm the greatest deviations were -0.012 m-1 (3%), -0.004 m-1 (4%), -0.003 m- 1
(6%), and -0.009 m-1 (40%), respectively. Deviations in ag(412) and ag(630)
were about equal in the East Sound 4 meter control, about -0.016 m- 1, but the
percent differences were 3 and 57%, respectively.
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ag

drift in the controls can be explained by container effects (e.g., CDOM

exchange with the walls), instrument drift during the incubation period, and/or in
situ chemical changes affecting the concentration of CDOM (e.g., precipitation)
or its absorptivity (e.g., pH). Instrument drift can probably account for some of
the variability in the controls. WET Labs ac-9s are known to typically drift by 0
to 0.005 m- 1 per day, and periodic water calibrations are necessary to remove the
effects of drift (Twardowski et al. submitted). A blank is not simultaneously
measured with the ac-9, as is normally done with commercial dual-beam benchtop
spectrophotometers. Water calibrations are therefore critical in obtaining
precisions of less than 0.002 m- 1 without associated bias errors. In general, the
GBW incubation had the smallest ag changes in the control, and this was likely

due to the fact that the ac-9 that was used was calibrated daily (Table 4.3). During
the NBW and East Sound incubations, the ac-9 was calibrated only once.
Additionally, some of the changes may have been from container effects and in
situ chemical changes because there still were small changes in the GBW
incubation and, although the same ac-9 was used in the East Sound 1 meter and 4
meter incubation measurements, the 4 meter control drifted slightly more
(compare panels c and din Figure 4.4). Although there may have been some real
change in the ag of the controls, these changes are assumed to be small (< 0.002
m- 1) because all of the containers were acid-cleaned and rinsed beforehand, and
the samples were ·sterile filtered and stored in complete darkness. It is possible,
however, that the spectral absorptivity of the CDOM pool changed due to
fluctuations in the molecular weight spectrum of the humic substances from
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coagulation and precipitation. To remove any instrument drift errors on the
measurement of ag as well as possible container effects, all the sunlight exposed
incubations were corrected by subtracting any observed changes in the control.

4.2.2.1

ag

versus radiation dosage

The most appropriate way to present the radiation dosage was to only use
that portion of the spectrum that was responsible for the observed
photodegradation. This also allows us to extend our incubation results to the rest
of the water column. However, weighting the irradiance spectrum to obtain an
accurate dosage has not been done previously for photobleaching. The studies
that have looked at photodegradation as a fu_nctionof irradiation have used the
UV flux (Amador et al. 1989; Kouassi and Zika 1990; Amador et al. 1991) or the
integrated UV and visible flux (DeHaan 1993). We hypothesized that both UV
and visible radiation were involved in photobleaching of absorption in the visible
range, but their relative importance was unclear. The East Sound 1 and 4 m
samples allowed us to test this hypothesis because they were exposed to different
levels of UV and visible radiation through the incubation period.
Irradiance spectra were first separated into the UV and visible fluxes. The
total UV flux (305 to 380 nm) was obtained by integrating the four UV channels
at 305, 320, 340, and 380 nm. Using total UV and PAR irradiance resulted in the
deep sample showing less ag loss than the surface sample for the same dosage
(Figure 4.5a). This was because the deep sample irradiance was dominated by
visible wavelength radiation that was less effective in degrading CDOM. Using
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only the UV resulted in the deep sample showing more

ag

loss than the surface

sample for the same dosage (Figure 4.5b ). UV radiation alone could not account
for all of the CDOM degradation. This suggests that some bleaching was from
irradiation from longer wavelengths extending into the visible. Finally, an
irradiance dosage including the UV and 1.2% of the visible matched the losses in
ag

satisfactorily (Figure 4.5c). This spectral dosage will be referred to as the

"photoactive" radiation dosage (PRD).
It was assumed in the above analysis that the photobleaching rates in the
water from 1 and 4 m will be similar, and they should therefore overlap when the
correct radiation dosage is determined. It is important to note, however, that later
in this study, it is hypothesized that samples with different levels of previous
exposure to solar irradiation may have different rates of photobleaching (see
section 4.5.1). Therefore, this assumption may not be rigorously correct, and the
determined dosage should be treated only as an estimate.
An estimated PRD of UV and 1.2% visible radiation was in agreement
with previously published work. UV radiation has been shown to be the primary
spectral domain responsible for CDOM photodegradation (Armstrong et al. 1966;
Amador et al. 1989; De Haan 1993; Valentine and Zepp 1993; Salonen and
Vahatalo 1994). Additionally, several studies have noted that irradiation in the
visible can also result in CDOM phototransformation (Geller 1986; Strome and
Miller 1978; Ertel 1990; Kieber et al. 1990; Valentine and Zepp 1993; Salonen
and Vahatalo 1994). The addition of 1.2% of the visible therefore seemed
reasonable. 1.2% of the visible may seem small, but at the surface, 1.2% of PAR
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was about 20-30% of the total UV irradiance, and below about 2 m, 1.2% of PAR
was greater than the total UV. Accounting for the 1.2% of PAR was, therefore,
critical in determining photodegradation loss through the water column in later
analyses. If only the UV was used in these calculations, the depth at which the
photoactive radiant flux was 1% that at the surface would have been about 6 m.
Adding in 1.2% of PAR extended the 1% photoactive flux depth to 12 m.
It should be noted that it is possible to quantify the incident radiant flux on
the sample bags more accurately than the above method by making additional
measurements. The flux that was measured, the downwelling vector irradiance,
Ect, expresses the flow of energy through horizontal surfaces, and uses a cos

e

term (0 is the angle to the radiant beam relative to the zenith) to weight the
downwelling radiance flux (Preisendorfer 1976). In strict terms, the most
accurate measurement of the radiant flux incident on the bags is 4rr scalar
irradiance, E 0 , where radiation from all directions is treated equally and integrated
as a total. Upwelling irradiance is also included in E 0 , which can be
approximately 5 to 10% of the downwelling irradiance flux (Kirk 1994).
Although E 0 is more accurate, it is more difficult to determine than Ect and, as a
result, Ectis usually measured. Since the proportionality between E 0 and Ectis
dependent on the b/a ratio through the water column (Kirk 1994), the associated
error can be estimated. Based on the vertical finestructure in the b/a ratio in the
top 15 m of the water column through the incubation period, it is estimated from
Kirk ( 1994) that E0 / Ectwas approximately between 1.1 and 1.3. Therefore, there
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could have been up to 30% greater impinging radiant flux on the incubation bags
than was estimated using Ed.
However, it is expected that there was little error using the irradiance
measurements toward the goal of predicting the in situ rates of photobleaching.
Since the bags were suspended at depth, the ratios of E 0 to Ed should have been
similar in the surrounding water at those depths through the incubation time
period. Therefore, as long as Ed and the calculation of the PRD were used
consistently, the incubation results should be directly comparable.
A final point to address with respect to the PRD is the temptation to more
accurately weight the irradiance spectrum according to a previously determined
action spectrum. An obvious problem in determining an action spectrum for
photobleaching is that the measured response is a function of wavelength.
Typically, action spectra describe a single "response," such as carbon monoxide
formation or iron reduction, as a function of wavelength of the incident energy
flux (Valentine and Zepp 1993; Hanson pers. comm.). For absorption
photobleaching, each wavelength will have a different action spectrum, and, as a
result, there is no way to weight incident irradiance to specifically obtain a
response spectrum for photobleaching at all wavelengths.
An action spectrum can be obtained for photobleaching at one wavelength,
however, which is essentially what was done for 412 nm in Figure 4.5, albeit with
very coarse resolution. Only the UV and PAR bandwidths were considered. The
same analysis was carried out at 488 and 560 nm, and the determined photoactive
range was the UV with resulting contributions from PAR of 1.0 and 1.2%,
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respectively. These values were very close to the estimates made with 412 nm.
Therefore, absorption losses at other wavelengths were also plotted with 412 nm
as a function of a radiation dosage of UV and 1.2% PAR.
As a final caveat, it must be realized that the estimated contribution of UV
and PAR is arbitrary in this analysis. For 412 nm, it seems reasonable based on
published work that 100% of the UV and 1.2% of PAR are responsible for the
observed absorption losses. At longer wavelengths such as 560 nm, perhaps
radiation in the UV is less important, and PAR is a larger percentage of the
estimated photoactive dosage. It is clear that the relative contributions of
radiation from 300 to 700 nm in the photobleaching of CDOM absorption at
specific wavelengths requires further investigation. With well-defined action
spectra for each wavelength, absorption loss at depths other than the incubation
depths could be better defined, and, additionally, quantum yields for absorption
loss could potentially be determined.
ag

loss normalized to initial ag (a/a0 ) was plotted versus the determined

PRD for the NBW (Figure 4.6), GBW (Figure 4.7), and East Sound (Figure 4.8)
incubations. In general, there was greater proportional ag loss at the longer
wavelengths. All the wavelengths from the GBl, GB2, ESSl, and ESS2 samples
tended to show similar patterns in ag loss, with rapid losses initially and
decreasing rates of degradation afterward. ag(630) was only included for the East
Sound samples because in the GBW samples it was only a few factors greater ( 18) than our estimated precision of 0.001 m- 1 (Table 4.3), so the values had an
uncertainty of at least 15% throughout. The decreasing rates of degradation with
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increased incubation time indicated that a refractory residual remained in each
case.
The GBW and East Sound incubation results at 412 nm were modeled by
combining the data from GB 1 with GB2 and of ESS 1 with ESS2 and comparing
these curves with other published work (Figure 4.9a). The sources of CDOM in
each study were from very different aquatic regions, both freshwater and marine.
Full sunlight or irradiation from a solar simulator was used in each case. Miller
and Zepp ( 1995) and Kieber et al. ( 1990) recorded the total incident radiation
dosage, and Amador et al. (1989) recorded the UV (295 to 385 nm) alone.
Logarithmic fits have been used to model ag loss previously (Lindell et al. 1995),
but in well-sampled experiments (Kieber et_al. 1990; Miller and Zepp 1995; GB 1
and GB2 in this study), these models produced consistent residuals (Figure 4.10).
Initially, residuals were positive, then fell negative, and then became positive
again in each study. An alternative model, used by Vodacek et al. (1997), was a
double exponential. In each of the photodegradation experiments considered here,
a double exponential produced residuals which were small and showed no pattern
around zero (Figure 4.9b). The regression parameters for each fit are given in
Table 4.4. A final fit for the East Sound 1 m samples was obtained by plotting
clfa0

for 412 nm as a function of the PRD (Figure 4.11; regression parameters in

Table 4.4). This is the curve that will be used to model
column in section 4.3.
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ag

loss in the water

4.2.2.2 Spectral changes and deconvolution
In general, the spectral slope parameter, s, increased with time in GB 1,
GB2, ESS 1, and ESS2, although patterns were not always consistent (Table 4.3).

s trended upward throughout the GB2 incubation. However, the s in the GB 1
sample exhibited a decrease at 43.5 and 50.5 h after an initial increase. The slopes
in ESS 1 and ESS2 increased through the incubations until the last measurement at
144 h where the slopes appeared to decrease slightly (Table 4.3). Thus, s
increased as a function of irradiation time, but the relationship was not always
steady and, in the case of GB 1 and GB2, not always reproducible.
Similarly, increases in ratios of UV absorbance (short A:long A) (Strome
and Miller 1978; Amador et al. 1989; Amador et al. 1991; De Haan 1993; Lindell
et al. 1995) and in the 400 to 600 nm absorbance ratio (Slawinski et al. 1978)
have been observed from photodegradation in optically thin samples.
Additionally, increases ins calculated over the UV (De Haan 1972; Brown 1977;
Pages and Gadel 1990), and UV and short wavelength visible (Vodacek et al.
1997) have been observed in surface waters. However, these observations
conflict with the laboratory study by Miller (1994). To better define the spectral
changes that occurred from photodegradation in this study, the utility of the
spectral slope parameter was reevaluated.
Although an exponential fit has been used to model spectral CDOM
absorption in the visible domain by many other investigators (see section 4.1 ), we
have found consistent residuals using this curve fit through the entire visible
domain in the incubation measurements here, in field measurements from East
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Sound, Narragansett Bay, and Georges Bank, and in several phytoplankton
cultures maintained by J.E.B. Rines and J.M. Sullivan at URI GSO (Figures 4.12a
and 4.13a). In every case, there is a greater bow in the spectrum than predicted by
an exponential, especially at wavelengths shorter than about 440-460 nm where
the curve sloped up sharply. The steeper curve is clearly not from a scattering
error (Twardowski et al. submitted). This spectral shape in CDOM absorption has
been observed before by Carder et al. ( 1989) in samples from the Mississippi
River plume. The spectra were not measured in whole samples, however, but in
individual, extracted humic and fulvic acid fractions from which the total CDOM
absorption spectrum was reconstructed (Figure 4.14). CDOM can be
operationally separated into component fulvic acid (FA) and humic acid (HA)
fractions by acidifying a sample to a pH less than 2 (Thurman 1985). FA remains
soluble and HA precipitates. In each fraction, Carder et al. ( 1989) observed a
satisfactory exponential fit, with the total CDOM absorption spectrum therefore
defined by a double exponential (their Equation 1). We believed that some of the
inconsistencies in the slope changes that were observed in this study through the
incubations (Table 4.3) may have resulted from the single exponential not fitting
the spectrum accurately.
Consequently, double exponentials were fit to a number of ag spectra from
different regions (Figure 4.12b) and to the ESS 1 and ESS2 spectral ag results
(ESS 1 plotted in Figure 4.15; ESS l and ESS2 regression parameters in Table 4.5).
For each measurement, the r2 of the fit was better than 0.99. The residuals for the
double exponentials showed no patterns, indicating a much more robust fit than
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with a single exponential (Figure 4.13b ). Additionally, in the double exponential
model the two exponents (slopes; parameters u and v in Table 4.5) for each fit
were similar to previously determined slopes for extracted humic and fulvic acids,
0.008 to 0.011 nm- 1, and 0.018 to 0.021 nm-I, respectively (Zepp and
Schlotzhauer 1981; Hayase and Tsubota 1985; Carder et al. 1989). Each fraction
was plotted for ESS 1 (Figure 4.16). Further evidence that the component spectra
were HA-like and FA-like fractions was that the two individual exponential
spectra crossed between 420 and 460 nm, the same region Carder et al. ( 1989)
observed an inflection point in the total CDOM absorption spectrum (Figures 4.15
and 4.16). At wavelengths shorter than about 500 to 550 nm, the steeper FA
absorption spectrum dominated, and at longer wavelengths, HA absorption
dominated. The HA-like and FA-like fractions were in approximately the same
proportions that Carder et al. ( 1989) observed. As a result, a double exponential
can be used to statistically decompose the total CDOM absorption spectrum into
HA-like and FA-like absorption fractions. This supports the view that there are
two primary groups of chromophores, as opposed to a large number of
chromophores with different individual, overlapping absorption maxima through
the visible. Using this technique, spectral

ag

could be defined by the exponential

slope and relative abundance of each fraction rather than by a single,
unsatisfactory exponential fit using the total CDOM absorption spectrum.
The results from deconvolving absorption spectra into component
exponentials for each measurement through the ESS 1 and ESS2 incubations were
similar (Table 4.5). For ESS 1, each component spectrum steepened through the
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incubation (Figure 4.16). Similar results were observed for ESS2, except at the
72 h sampling period the slopes did not continue to increase (Table 4.5). The
steady steepening of the component spectra was not in agreement with the
decrease that occurred in the spectral slope calculation for the last sampling
period, at 144 h (Table 4.3). From this analysis it was clear that spectral changes
could be more accurately represented using a double exponential. It also
illustrated the dominant role of the HA-like fraction in the long wavelength
visible. The steepening of the spectral slope through the incubations was the
result of a proportionally greater loss of the HA-like fraction at long wavelengths
relative to losses at short wavelengths.

4.3 Predicting ag loss in situ

Using the double exponential regression for the fraction of ag lost as a
function of PRD (Table 4.4; Figure 4.11), in situ removal of ag from
photobleaching could be predicted once the PRD was estimated. Water column
PRD was determined in East Sound using a vertical profile of downwelling
irradiance collected in the middle of the incubation period (Figure 4.17) and the
logs of incident irradiance recorded at the surface. Total UV down welling
irradiance, Euv, was calculated by integrating the 4 channels of irradiance
measured between 305 and 380 nm. Downwelling PAR irradiance, EPAR,was
converted from µmol photons m-2 s- 1 to W m-2 by dividing by 4.6 (McCree 1981;
Morel and Smith 1974). Under clear skies, 4.6 was an accurate conversion for the
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spectrum of incident irradiation from sunlight. Morel and Smith (1974) found, in
a variety of water types, that there was little variation in the conversion through
the water column, although the irradiance spectrum did change significantly. As
high energy, short wavelength radiation was attenuated, the loss was balanced by
attenuation at long wavelengths. The spectral maximum therefore changed little
with depth. In inland waters, the conversion ranged between 4.6 and 4.8 through
the water column. Downwelling photoactive irradiance was then calculated by
adding 1.2% of converted EPARto Euv (Figure 4.17). Note that the resulting
profile did not decrease exponentially even though both EPARand Euv did.
To estimate the PRD through the water column for 1 d of full sunshine, the
log of surface incident irradiance was integrflted for June 24, 1997, the last day of
the incubation period. The resulting integrated subsurface PRD was 490 W-h m-2

ct-1. This dosage was then multiplied by the vertical profile of photoactive
irradiance from Figure 4.17 after it was normalized to the surface value (Figure
4.18).
Daily

ag

loss was then estimated by using the calculated PRDs in the

photodegradation regression from Table 4.4 (Figure 4.18). For comparison, at the
surface, a dosage of 490 W-h m-2 for 1 d was about 75% of the total photoactive
radiation logged at 1 mover the 6 din situ incubation (Figure 4.11). Three
scenarios were considered, a stratified water column, a completely mixed water
column, and a 4 m mixed layer overlying a stratified hypolimnion. The latter case
was similar to what we observed in hydrographic vertical profiles during the
incubation period in the Sound. Greatest

ag
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losses were predicted to be at the

surface under stratified conditions, where up to 22% ag loss can occur per day. In
the 4 m mixed layer, up to 13% ag loss was predicted per day. In a completely
mixed water column, about 3% of ag was predicted lost at all depths.
One important complicating factor in this analysis is that as the incubation
period lengthens, the rate of ag loss from photodegradation decreases. Therefore,
throughout the summer we cannot expect a continuous loss of 20% per day in
stratified surface waters. The total PRD must be calculated from approximately
the beginning of the incubation period, i.e., the rates cannot be compounded daily.
A similar analysis can be used to predict

ag

loss in a freely flowing water

parcel, if the PRD can be estimated. Two methods of estimating radiation dosage
in a water type were explored, using incident E and K measurements as in the
above analysis, and by thermal increases within the water parcel. Using actual
irradiance measurements in the first method has merit, but estimating the average
depth of the water parcel over several days can only be approximate at best.
Conversely, using the temperature increase in a water type has the benefit of
avoiding depth estimates, but heat exchange with surrounding water over several
days introduces an error. Additionally, thermal increases from sunlight irradiation
will be directly proportional to the total energy absorbed, whereas

ag

photobleaching is a function of energy absorbed only in the photoactive region.
By comparing the results from the two methods, however, it was thought that a
reasonable estimate of radiation dosage could be obtained.
For the exercise, the salinity of the 4 m sample, 28.79 PSU, was used as a
water type tracer south of Rosario Point over a 5 d period (Table 4.6). Pairs of
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vertical profiles were collected June 18 and June 23, 1997, and hydrographic
parameters were picked off with a 8 (412) in the 28.79 PSU water type. Average

a 8 (412) dropped from 0.370 m- 1 to 0.340 m- 1 over the 5 d period (Table 4.6).
Since the depth of the 28. 79 PSU water type was initially between 3.30 and 3.65
m and later found at 2.26 and 2.31 m, an approximate depth of 3 m was used as a
rough average over the 5 d period to calculate radiation dosage. Surface
irradiance was integrated over the period, the PRD at the surface calculated, and
the surface dosage was attenuated to 3 m using the vertical profile in Figure 4.17.
The integrated PRD at 3 m was determined to be about 120 W-h m-2 .
Radiation dosage was also estimated using the thermal increase observed
in the 28.79 PSU water type over the 5 d period. Dosage was calculated from:

(4.3)

RADIATION DOSAGE= LiT zT pa

where LiT was the temperature increase, 1.3 °C, zTwas the thickness of the
thermal layer, 0.05m, p was the density, 1022 kg m-3 , and a was the heat
capacity of water, 4.18 KJ kg-I

0

c-1

(Kirk 1988). The determination of zT was

made by considering the scales at which local mixing would distribute the
absorbed thermal energy. Since small-scale mixing is directly related to the
density structure and buoyancy (Kullenberg 1982), the density gradient was the
primary factor considered in the estimate. On both June 18 and June 23, the 28.79
PSU water type was within a relatively steep density gradient (a 0.4 kg m-3
increase over 10 cm), and, thus, a relatively narrow thermal layer thickness, 5 cm,
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was used. The resulting radiation dosage estimated from thermal insolation was
78 W-h m-2 , about 34% less than the estimate from incident E and K. When
considering the possible errors, however, the two dosage estimates appeared to be
reasonably similar.
The estimates of radiation dosage were used in the regression from Table
4.4, and the fraction a 8 (412) remaining after the 5 d was calculated. For the
incident E and K estimate of dosage, 88% of the initial

ag,

or about 0.326 m- 1,

was predicted to be remaining in the water type 5 d later. For the thermal increase
estimate of dosage, 90% was predicted to remain, or about 0.333 m- 1. The
measured

ag

was 0.340 m- 1, with 92% remaining, so the estimates were similar to

what was observed.

4.4 Field evidence of photodegradative

ag

loss

Microscale hydrographic parameters and a8 were measured in East Sound,
WA during an axial transect on May 25, 1996 (Figure 4.19). The instrumentation
on the microscale profiler and the details of the methodology are given elsewhere
(Twardowski et al. submitted; Twardowski and Donaghay in prep). To determine
if ag removal from photodegradation had occurred at the surface, salinity was
used to predict the vertical structure of a8 . From previous work (Twardowski and
Donaghay in prep, their Figure 3.4), a strong inverse linear relationship was
observed between

ag

and salinity during this time period. The primary source of

CDOM was a freshwater, terrestrially-derived input, and the CDOM had generally
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behaved conservatively with salinity. To illustrate this relationship and highlight
any deviations caused by .in situ production and/or removal processes, the salinity
axis was reversed and scaled according to the previously determined linear
regression (Figure 4. l 9a-d). Perfectly conserved ag would directly overlap with
the salinity profile.
ag(412) deviated from the salinity profile in two regions. Below the
halocline at the two sites just north (station B) and south (station C) of Rosario
Point, ag(412) peaked at values up to 0.01 m· 1 greater than the salinity-predicted
estimates (Figure 4.19b,c ). This was evidence of ag production in the water
column (Twardowski and Donaghay in prep). In the depth range of the peak,
about 4 to 9 m, there was a strong particulate absorption layer dominated by the
diatom Pseudonitzschia sp., and the conclusion was that ag production was
directly associated with in situ primary production (Twardowski and Donaghay in
prep).
The second deviation was in surface waters, where ag(412) decreased to a
minimum below that predicted by salinity (Figure 4.19). This observation has
been made in other profiles from East Sound (Twardowski and Donaghay in prep)
and in ag and fluorescence measurements from Georges Bank (Donaghay,
Sullivan, and Twardowski unpubl. data). Deviations below salinity predictions
were slightly less than 0.02 m· l at station D, near the mouth, and increased to
almost 0.04 m·I at station A, at the north end (Figure 4.19). This gradient in ag
loss was consistent with the gradient in energy inputs in East Sound, where tidal
exchange and tidally-induced mixing at the mouth are significant (Rattray 1967).
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From south to north, the residence time of surface waters can be expected to
increase because of less local energy input and, therefore, less vertical mixing and
overturn. Increasing thermal stratification from the mouth northward has been
observed in East Sound previously during this same time period (Dexter 1983).
Indeed, at station A the ag removal was evident almost through the entire water
column, down to about 15 m. At stations B and C, ag removal was observed in
the surface mixed layer, extending down to about 4 m. Photodegradative loss
probably extended deeper, but was masked by simultaneous ag production within
the phytoplankton layer.
In addition to ag(412) loss at the surface, there was also a steepening of
the spectral slope of absorption (Figure 4.2Q). Increases ins from
photodegradation were similarly observed in incubations in sunlight (section 4.2).
Vertical profiles of s were calculated using the method described in Twardowski
et al. (submitted) using ag measured at 412,440,488, 520, and 560 nm. Below
about 11 mat stations B, C, and D, s was constant between 0.0138 and 0.0139
nm- I. Above 11 m, there was a monotonic increase to a maximum at the surface.
The magnitude of the increase through the surface water increased from station D
to station B, which agreed with the increased estimates of ag loss from station D
to B (Figure 4.19). Surface maximums were between 0.0141 and 0.0144 nm-I,
respectively.
Station A showed a relatively dramatic increase in spectral slope at the
surface, reaching a maximum of just over 0.016 nm- 1 (Figure 4.20). This
corroborated the observation of the greater ag losses in the water column there
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(Figure 4.19). Except for the bottom few meters, s was greater than the highest
surface values from stations B, C, and D.
The magnitudes of ag loss ands increase at the surface agreed with
experimental results. For example, at stations B and C, surface s was
approximately 0.0143 nm- 1, about the same as the spectral slopes measured in the
24 h samples from the 1 m incubations in East Sound in 1997 (Table 4.3 ). After
24 h, these samples had been exposed to an estimated 98 W-h m-2 of photoactive
radiation. 91 % of the initial ag(412) was found remaining in the incubations after
this radiation dosage (Table 4.5; Figure 4.11 ). At stations B and C, a similar 91 %
was found remaining in surface waters (a 0.027 m- 1 loss from a salinity-estimated
0.305 m- 1 initial ag(412)). Consequently, the spectral slope parameter may be
useful in estimating integrated radiation dosages and absorption losses due to
photodegradation in surface waters.
Similarly, s showed the effects of photodegradation extending down to
about 11 m, deeper than the apparent ag losses (Figure 4.19). Using s as a proxy
for photolytic ag removal may, therefore, be an effective means of isolating
photodegradation from other in situ processes affecting ag, such as CDOM
formation related to primary production. In a previous study (Twardowski and
Donaghay in prep), the in situ production of CDOM did not measurably affect the
spectral slope. As a result, if an accurate relationship between ag loss as a
function of spectral slope increase can be determined, then the effects of the two
simultaneously occurring processes can be individually defined.
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Two days after the transect on May 25, the surface water was displaced
with a new water mass with 50 to 80% higher ag(412), and significantly lower
salinity. The hydrography and the suspected source of this water mass have been
discussed in Twardowski and Donaghay (in prep). By comparing water types
between May 25 and May 27, it was apparent that the fresher water mass (T of
10.5 to 11.2 °C; S of 26. 7 to 27 .5 PSU) had displaced the former surface water (T
of 11.5 to 12.5°C; S of 29.4 to 29.6 PSU) to the middle of the water column (9 to
12 m). This vertical displacement was not only apparent in the hydrographical
data, but also in spectral absorption (Figure 4.21 ). The finescale vertical structure
of s showed a broad peak centered at about 9 m, with a peak value, 0.0142 to
0.0143 nm- 1, similar to surface values observed two days prior (Figure 4.20). The
spectral shift in absorption was clear when comparing ag(412) and ag(630)
normalized to bottom values (Figure 4.21 ). Little evidence of the displaced
surface water was present in ag(412), but bottom normalized ag(630) decreased
markedly within the layer. Therefore, not only is the s parameter useful as a
record of previous photodegradation, but the spectral shifts can also be used to
trace surface water in regions with complex circulation and mixing regimes.

4.5 Conclusions and new hypotheses

4.5.1 Rate of photobleaching
In samples from East Sound and Georges Bank, ag loss as a function of
PRD could be modeled with a double exponential (Figures 4.9 and 4.11; Table
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4.4 ). Photodegradation results from three other studies, Amador et al. ( 1989),
Kieber et al. ( 1990), and Miller and Zepp ( 1995), also were fit satisfactorily with a
double exponential (Figure 4.9a; Table 4.4). However, the rates of
photobleaching, including the exponents for each fit and the initial rate of ag loss,
were very different in each study. Any or all of the following may explain these
differences : ( 1) differences in spectral shapes and range of incident irradiation
used in each study, (2) wavelength choice for measuring absorption, (3) inherent
differences in the CDOM source from each region, and (4) differences in past
levels of exposure.
In all of the studies considered here, the source of irradiation was either
sunlight or a solar simulator. Therefore, the assumption that the spectral shapes
and ranges of incident irradiation were similar is probably a good one. If the
spectral shapes were similar, then the fraction of total irradiance that was
"photoactive" will also be similar. Thus, as a function of total irradiance, the data
from Kieber et al. (1990), Miller and Zepp (1995), and GB 1 and GB2 should all
be directly comparable in Figure 4.9a. The order of the initial rates of degradation
in the studies were GB> Kieber et al. (1990) > Miller and Zepp (1995). The East
Sound incubations were submerged at depth, and the data from Amador et al.
(1989) were plotted as a function of UV radiation only, so they were not directly
comparable. The East Sound incubations, however, have been compared with
GB 1 and GB2 as a function of photoactive irradiance, and were found to be
significantly different, the GB samples having a significantly higher rate of initial
loss.

206

The wavelength at which the absorption was measured was also an issue
because we observed changes in the absorption spectrum through the incubations,
i.e., there were different rates of photobleaching at different wavelengths.
However, the wavelength dependency of photodegradation cannot account for all
of the variability between the studies because ( 1) in studies that used the same
wavelength (ESS and GB samples), the rates were very different, (2) from our
incubation data, it appeared the differences in rates were too great relative to the
differences in the wavelengths used in the studies, and (3) there was no pattern,
i.e., absorptions measured at the shortest wavelengths did not degrade
proportionally faster or slower.
Another possibility for the different photobleaching rates is the difference
in CDOM sources. In theory, this can be a convincing explanation, but presently,
it is not obvious that great differences exist in the absorption characteristics of
CDOM pools in the world's oceans. Kieber et al. ( 1990) has shown that the
photochemical reactivities of HA and FA extracts from widely varying sources
were indistinguishable from each other and from the natural DOM present in the
waters. Kouassi and Zika ( 1990) likewise have found that the photochemical
properties of certain coastal marine DOM and terrestrial humic substances were
exceptionally similar. Probably the most convincing evidence, though, is the
remarkable consistency of an average spectral slope of 0.014 nm- 1 in marine
waters (H¢jerslev 1979; Bricaud et al. 1981; Zepp and Schlotzhauer 1981;
H¢jerslev 1982, 1988). In our lab, samples from a stagnant coastal region, a wellmixed estuary, a stratified estuary, the north Atlantic shelf, the north Pacific shelf,
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and the oligotrophic central Pacific, have all had spectral slopes that varied only
from about 0.013 to 0.016 nm-I with the vast majority of the samples falling in
the range 0.0139±0.001 nm-I. This has been surprising, especially since the
component fractions of HA and FA have spectral slopes that range from 0.008 to
0.020 nm-I (0.0140±50%) (Carder et al. 1989; Zepp and Schlotzhauer 1981).
Additionally, Zepp and Schlotzhauer (1981) found a "striking similarity" in
spectral slopes from several freshwater and marine sources, 0.0140±0.001 nm-I,
and Bricaud et al. (1981) found little variation in slope, 0.0140±0.0032 nm-I, in a
variety of sources regions, with no patterns between spectral slope and source
water.
Conversely, the level of previous exQosure to sunlight can be expected to
be critical to the initial rate of absorption loss because of the inherent shape of the
curve. Unlike zero-order and first-order reactions, describing the curve using two
first-order reactions is beneficial because the contribution of each reaction is
different at every radiation dosage. Consequently, if the rate of absorption loss is
measured in a sample, and a sufficiently comprehensive degradation curve is
already in hand for that sample, then the slope of the absorption loss can be
matched to the curve. For example, if a 3% loss in absorption at 412 nm is
observed in East Sound at 1 m as a result of 100 W-h m-2 of photoactive
radiation, there is only one region of the curve in Figure 4.11 that can be fit,
approximately between 200 and 300 W-h m-2. After matching the rate of loss, the
total previous radiation dosage can be derived as well as the initial absorption of
the sample before it was subjected to any irradiation. In the example, we can
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conclude that the East Sound 1 m sample had already been exposed to about 200
W-h m-2 more PRD than the samples used to construct the curve in Figure 4.11.
The difficult task in the above is constructing a "sufficiently
comprehensive degradation curve." If, indeed, the differences in the initial rates
of degradation were mostly due to varying levels of previous exposure, then there
is the possibility that one, universal curve may exist which can describe

ag

loss as

a function of radiation dosage globally. The curve could then be used to predict
the cumulative dosage of radiation up to the point of collection and the initial
absorption before the sample was exposed. To construct this universal curve,
however, (1) many degradation experiments need to be conducted with a diverse
range of samples, (2) absorption must be measured at a common wavelength, and
(3) the PRD must be determined in each case.
Currently, however, predictions of ag loss from incubations in sunlight
must be regionally and temporally specific, i.e., no one curve in Figure 4.9a can
be assumed to be representative of another region or the same region at different
times of the year. As a result, analyses similar to that made by Vodacek et al.
(1997) where data from the Mississippi river plume and Sapelo I. Marsh (Miller
and Zepp 1995) are used to model losses of CDOM in the Middle Atlantic Bight,
must be made with caution.

4.5.2 Spectral dependence
We observed a greater proportional loss of absorption at the longer
wavelengths in the visible in optically thin incubations (Figures 4.6, 4.7, and 4.8)
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and in coastal surface waters (Figure 4.20). It is important to note that, in
magnitude, there was greater absorption loss at shorter wavelengths, but there was
greater loss proportionally at the longer wavelengths because there was little there
initially. As a result, short to long wavelength ratios and the s parameter increase
from photodegradation. The distinction between losses in absorption magnitude
and proportional losses has not always been made.
Our results agree well with the absorbance loss spectrum measured by
Kieber et al. ( 1990) (Figure 4.22). In the visible, greatest absorption losses were
observed at short wavelengths, tailing out rapidly with increasing wavelength.
Our data demonstrate that the decreasing absorption loss with increasing
wavelength in the visible is less steep than the decrease in the spectral absorption
of CDOM with increasing wavelength. s therefore increases. The spectrum of
absorption loss in the UV also explains why Strome and Miller (1978), De Haan
(1993), and Lindell et al. (1995) observed marked increases in the 250 to 365 nm
ratio following incubation in sunlight. Independent of the slope of the CDOM
absorption spectrum, sunlight bleaches absorption more efficiently in the 300 to
400 nm region than at shorter wavelengths (Amador et al. 1989; Kieber et al.
1990).
To explain the increase ins with increasing radiation dosage, several
questions need to be addressed. What molecular structural propertie_sare
responsible for the absorption in the long wavelength visible? Why should these
structural properties be especially susceptible to photodegradation by sunlight?
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And finally, what additional evidence is there to show that these structural
properties are preferentially degraded?
The yellow-red absorption of CDOM has been hypothesized to originate
in intramolecular interactions between chromophores in close proximity with one
another in a hurnic substance (Power and Langford 1988), and/or from extended
aromatic systems absorbing at lower energies (Slawinski et al. 1978; Blough and
Green 1995). Power and Langford (1988) elegantly develop the concept of
chromophore dimer interactions based on experimental data in their "donoracceptor model." The individual chromophores are both benzene and furan based
aromatic rings (Thurman 1985; Hedges 1988; Power and Langford 1988). They
hypothesize that there is a red shift in the absorption spectrum when
chromophoric monomers (aromatic rings), which normally absorb strongly in the
UV and short wavelength visible, are closely spaced and interact to form low
energy dimers.
The more densely packed a hurnic polymer is with aromatic chromophores
with slight differences in functionality, the greater the likelihood of extended
aromatic systems and/or chromophore complexation and, consequently, the
associated long wavelength absorption (Power and Langford 1988; Blough and
Green 1995). Chromophores in sufficient density to interact to form dimers are
found in the larger molecular weight humic substances, primarily HAs (Power
and Langford 1988). These HAs have been found to have at least 4 to 200 times
the molecular weight of ful vie acids (Hayase and Tsubota 1985, Thurman 1985;
Summers et al. 1987) as well as a higher percentage of aromatic rings (Thurman
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1985). It appears, then, that the majority of the long wavelength visible
absorption by CDOM is caused by the high molecular weight HAs. This is
supported by the observation that HAs have less than 50% the spectral slope of
low molecular weight FAs (Zepp and Schlotzhauer 1981; Hayase and Tsubota
1985; Carder et al. 1989), and dominate the absorption spectrum at wavelengths
longer than about 500 nm (Carder et al. 1989). An inverse relationship betweens
and molecular weight has been observed by many investigators (Hayase and
Tsubota 1985; Summers et al. 1987; Carder et al. 1989; Pages and Gadel 1990).
It seems reasonable that these chromophore interactions and extended
aromatic polymers should be very susceptible to degradation from sunlight.
These are low energy, weak interactions. In the case of the dimers predicted by
Power and Langford (1988), when the complexations are broken, then the
absorption spectrum should shift towards the blue region of the visible and the
UV as the aromatic monomers and their absorption characteristics become
liberated. The long wavelength absorption is, therefore, lost initially, and then the
individual monomers absorbing in the blue and the UV become exposed to
degradation. The net effect on the total CDOM absorption spectrum in the visible
is the curve gets steeper.
Additionally, one would predict that after the initial steepening of the
spectrum, continued exposure would start to then decrease the spectral slope once
the long wavelength absorption had been sufficiently bleached. This effect has
been observed by Slawinski et al. ( 1978) and in both the East Sound 1 m
incubations in this study. Perhaps decreases in s observed by others (Miller
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1994) can be explained by the continuous exposure of CDOM to high levels of
irradiation, usually from a solar simulator. Losses in absorption are so rapid, that
after only 24 h s is already starting to decrease because any long wavelength
absorption has been heavily photobleached. Such high fluxes are not
representative of typical water column irradiation levels, however.
Evidence supporting the pattern outlined above can be found in the
spectral changes we observed in the HA-like fraction of the decomposed
absorption spectra through the ESS 1 incubation (Figure 4.16). Through the
incubation the long wavelength absorption decreased. Conversely, the short
wavelength absorption initially increased, and then changed very little. The
increase may be evidence for the liberation of chromophore monomers from
dimer complexes. The result was a continuous increase in the spectral slope of
the HA-like fraction.
Additionally, it has been shown that when exposed to sunlight, the high
molecular weight fraction and the average molecular weight in DOM decreases
rapidly (Allen 1976; Strome and Miller 1978; Laane 1981; Amador et al. 1989;
Amador et al. 1991; Mopper and Kieber 1990; De Haan 1993; Backlund 1992;
Allard et al. 1994). Since the high molecular weight fraction is primarily HA
(Hayase and Tsubota 1985; Thurman 1985), and the source of the intramolecular
chromophore complexes (Power and Langford 1988), these observations also lend
support to the hypothesis that intramolecular chromophore complexes in HA may
be very susceptible to photodegradation.
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4.5.3 Regional spectral slope differences
Several studies have observed lower spectral slopes in coastal waters
(relatively high ag) and higher values in oceanic waters (lower ag)- Generally,
these differences have been attributed to a changing influence of terrestriallyderived CDOM to in situ, phytoplankton-derived CDOM (Kalle 1961,1966;
Carder et al. 1989; Davies-Colley 1992; Blough et al. 1993; Green and Blough
1994; Miller 1994; Blough and Green 1995; Vodacek et al. 1997). However,
Vodacek et al. ( 1997) believed that this explanation was not satisfactory off the
Middle Atlantic Bight because relatively highs values were observed in regions
with extremely low chlorophyll concentrations. In a previous study (Twardowski
and Donaghay in prep), in situ production of CDOM within a phytoplankton thin
layer did not change the spectral slope relative to the background, which was
predominantly terrestrially-derived CDOM. Generally, differences in spectra
between CDOM absorption measured in phytoplankton cultures and CDOM
absorption in waters dominated by allochthonous inputs have also been negligible
(see Figure 4.12). Therefore, it is not clear that these different sources are
responsible for the observed increases ins from coastal to oceanic regions.
Alternatively, most of these observations can probably be explained by the history
of photodegradation in these regions. Oceanic CDOM may have a higher spectral
slope because of its greater compounded exposure to sunlight. However, to better
understand the cause of the spectral shift from coastal to oceanic regions it is
neces~ary to more accurately define the spectral character of CDOM from
autochthonous and allochthonous sources. Representative spectra of purely
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autochthonous CDOM from phytoplankton cultures with little absorption
background from terrestrially-derived organic material are surprisingly scarce
(Yentsch and Reichert 1961), and require extensive further investigation.

4.6 Summary

In experimental incubations of samples from three coastal regions, ag
decreased as a function of radiation dosage at all wavelengths. The rate of
photobleaching could be described with a double exponential model. The spectral
range which participated in the photolysis at 412 nm was the UV and an estimated
1.2% of visible PAR. Including the 1.2% of visible PAR extended the potential
effects of photodegradation approximately twice as deep as predicted by the
attenuation of UV radiation alone. Using both logs of incident irradiance and
vertical profiles of downwellng irradiance in the UV and visible PAR domains,
radiation dosage was obtained through the water column and the percent daily rate
of CDOM absorption bleaching was calculated. By comparing our results with
the rates of photobleaching from other studies, it appears that different regions
have different rates of degradation with similar spectral dosages. Based on the
inherent nature of the double exponential model and the consistency in the optical
characteristics of CDOM from a variety of regions, the rate differences were
probably due to cumulative past levels of exposure.
The spectral slope parameter increased as a function of radiation dosage in
optically thin incubations. Increasings was also observed in surface waters
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relative to bottom waters in East Sound, WA. It was shown thats can be used as
a historical record of previous solar radiation dosage. In vertical profiles of s,
spectral shifts could also be used to trace surface water in a region with complex
circulation and mixing regimes.
Although the spectral slope parameter has been widely used, we found that
the spectrum of absorption in the visible was more accurately modeled using a
double exponential. The technique statistically deconvolved the absorption
spectrum into HA-like and FA-like absorption fractions. By coupling our
findings with proposed models from the literature of visible domain absorption by
humic materials, a hypothesis was developed to describe the underlying
modifications to the CDOM pool.

4. 7 Acknowledgments

Heartfelt thanks to Jim Sullivan, Margaret Dekshenieks, Jan Rines, Jeff
Merrell, and Dian Gifford for valuable assistance in East Sound. Thanks to
Malcolm McFarland for insightful comments. Additional thanks to Alfred
Hanson and Brian Heikes for helpful discussions on marine photochemistry. The
PUV-500 was courtesy of Alfred Hanson. This work was funded in part by ONR
Biological/Chemical Oceanography Grant N000 149510225 and NSF Grant
OCE9108527 awarded to P.L. Donaghay.

216

4.8 References

Allard, B., H. Boren, C. Pettersson, and G. Zhang, 1994: Degradation of humic
substances by UV irradiation. Environment International 20:97-101.
Allen, H.L., 1976: Dissolved organic matter in lakewater: characteristics of
molecular weight size-fractions and ecological implications. Oikos 27:6470.
Amador, J.A., M. Alexander, and R.G. Zika, 1989: Sequential photochemical and
microbial degradation of organic molecules bound to humic acid. Applied
and Environmental Microbiolgy 55:2843-2849.

Amador, J.A., M. Alexander, and R.G. Zika, 1991: Degradation of aromatic
compounds bound to humic acid by the combined action of sunlight and
microorganisms. Environmental Toxicology and Chemistry 10:475-482.
Armstrong, F.A., P.M. Williams, and J.D.H. Strickland, 1966: Photo-oxidation of
organic matter in sea water by ultra-violet irradiation, analytical and other
applications. Nature 211:481-483.
Backlund, P., 1992: Degradation of aquatic humic material by ultraviolet light.
Chemosphere 25:1869-1878.

Blough, N.V., and S.A. Green, 1995: Spectroscopic characterization and remote
sensing of non-living organic matter, p. 23-45. In: Zepp, R.G. and Ch.
Sonntag [Eds.], The Dahlem workshop on the role of nonliving organic
matter in the Earth's carbon cycle, Berlin, 1993. John Wiley and Sons,
New York.

217

Blough, N.V., O.C. Zafiriou, and J. Bonilla, 1993: Optical absorption spectra of
waters from the Orinoco River outflow: terrestrial input of colored organic
matter to the Caribbean. J. Geophys. Res. 98:2271-2278.
Bricaud, A., A. Morel, and L. Prieur, 1981: Absorption by dissolved organic
matter in the sea (yellow substance) in the UV and visible domains.
Limnol. Oceanogr. 28:43-53.
Brown, M., 1977: Transmission spectroscopy examinations of natural waters: c.
Ulltraviolet spectral characteristics of the transition from terrestrial humus
to marine yellow substance. Estuarine Coastal Mar. Sci. 5:309-317.
Carder, K.L., S.K. Hawes, K.A. Baker, R.C. Smith, R.G. Steward, and B.G.
Mitchell, 1991: Reflectance model for quantifying chlorophy 11a in the
presence of productivity degradation products. J. Geophys. Res.
96:20,599-20,61 l.
Carder, K.L., R.G. Steward, G.R. Harvey, and P.B. Ortner, 1989: Marine humic
and fulvic acids : Their effects on remote sensing of ocean chlorophyll.
Limnol. Oceanogr. 34:68-81.
Chen, R.F., 1997: Photobleaching of dissolved organic matter fluorescence in
seawater inferred from in situ measurements. Abstracts, p. 123, ASLO
meeting, Santa Fe, New Mexico, U.S.A.
Chen, Y., S.U. Khan, and M. Schnitzer, 1978: Ultraviolet irradiation of dilute
fulvic acid solutions. Soil Science Am. Journal 42:292-296.
Davies-Colley, R.J., 1992: Yellow substance in coastal and marine waters round
the South Island, New Zealand. NZ. J. Mar. Freshwater Res. 26: 311-322.

218

De Haan, H., 1972: Some structural and ecological studies on soluble humic
compounds from Tjeukemeer. Verh. Interat. Verein. Limnol. 18:685-695.
De Haan, H., 1993: Solar UV-light penetration and photodegradation of humic
substances in peaty lake water. Limnology and Oceanography 38:10721076.
Dexter, B.L., 1983: Developmental grazing capabilities of Pseudocalanus sp. and
Acartia clausi (CI to adult). Ph.D. thesis, Oregon State University,
Corvallis, OR.
Donaghay, P.L., M.M. Dekshenieks, J.E.B. Rines, J.M. Sullivan, M.S.
Twardowski, and D.V. Holliday, 1998: Physical and biological control of
the formation, maintenance, and dissipation of thin phytoplankton layers
in the pycnoclines of stratified coastal waters. Abstracts, EOS 79:0S 175.
Donaghay, P.L., M.M. Dekshenieks, J.M. Sullivan, J.E.B. Rines, and M.S.
Twardowski: Physical and biological control of the formation,
maintenance and dissipation of thin plankton layers in the pycnoclines of
stratified coastal waters. submitted to Oceanography .
Ertel, J.R., 1990: Photochemistry of dissolved organic matter: An organic
geochemical perspective, pp. 79-81. In: Blough, N.V., and R.G. Zepp
[Eds.], Effects of solar ultraviolet radiation on biogeochemical dynamics
in aquatic environments. Technical Report, Woods Hole Oceanographic
Institution, Woods Hole, MA.

219

Geller, A., 1986: Comparison of mechanisms enhancing biodegradability of
refractory lake water constituents. Limnology and Oceanography 31:755764.
Gjessing, E.T., and T. Gjerdahl, 1970: Influence of ultra-violet radiation on
aquatic humus. Vatten 2:144-145.
Gordon, H.R., 1994: Modeling and simulating radiative transfer in the ocean, pp.
3-39. In: Spinrad, R.W., K.L. Carder, and M.J. Perry [Eds.], Ocean Optics.
Oxford University Press, New York.
Gordon, H.R., and A.Y. Morel, 1983: Remote assessment of ocean color for
interpretation of satellite visible imagery: A review, pp. 24-67. In R.T.
Barber, C.N.K. Mooers, M.J. Bowman, B. Zeitzchel [Eds.], Lecture notes
on coastal and estuarine studies. Springer.
Green, S.A., and N.V. Blough, 1994: Optical absorption and fluorescence
properties of chromophoric dissolved organic matter in natural waters.
Limnology and Oceanography 39:1903-1916.

Hayase, K., and H. Tsubota, 1985: Sedimentary humic acid and fulvic acid as
fluorescent organic material. Geochimica Cosmochimica Acta 49: 159-163.
Hedges, J.I., 1988: Polymerization of humic substances in natural environments,
pp. 45-58. In: F.H. Frimrnel and R.F. Christman [Eds.], Humic substances
and their role in the environment. John Wiley and Sons Ltd.
Helz, G.R., R.G. Zepp, and D.G. Crosby [Eds.], 1994: Aquatic and surface
photochemistry. Lewis Publishers, Boca Raton, FL, 552 pp.

220

Hoigne, J., B.C. Faust, W.R. Haag, F.E. Scully, Jr., and R.G. Zepp, 1989: Aquatic
humic substances as sources and sinks of photochemically produced
transient reactants. In: P. MacCarthy and I.H. Suffet [Eds.], Aquatic
Humic Substances : Influence on Fate and Treatment of Pollutants.
American Chemical Society Symposium Series 219:363-381.
H¢jerslev, N.K., 1979: On the origin of yellow substance in the marine
environment. Abstracts, 17th General Assembly of IAPSO, p. 71.
H¢jerslev, N.K., 1982: Yellow substance in the sea, pp. 263-281. In J. Calkins
[Ed.], The Role of Solar Ultraviolet Radiation in Marine Ecosystems.
Plenum.
H¢jerslev, N.K., 1988: Natural occurences and optical effects of gelbstoff.
University of Copenhage Institute of Physical Oceanography Report,
Volume 50, 30 pp.
Kalle, K., 1961: What do we know about the 'Gelbstoff'? Int. Union Geophys.
Geod. Monogr. 10:59-62.

Kalle, K., 1966: The problem of gelbstoff in the sea. Oceanogr. Mar. Biol. Ann.
Rev. 4:91-104.

Kieber, R.J., X. Zhou, and K. Mopper, 1990: Formation of carbonyl compounds
from UV-induced photodegradation of humic substances in natural waters
: Fate ofriverine carbon in the sea. Limnol. Oceanogr. 35:1503-1515.
Kirk, J.T.O., 1988: Solar heating of water bodies as influenced by their inherent
optical properties. Journal of Geophysical Research 93: 10897-10908.

221

Kirk, J.T.O., 1994: Light and photosynthesis in aquatic ecosystems. 2nd edn.,
Cambridge, 509 pp.
Kouassi, A.M., and R.G. Zika, 1990: Light-induced alteration of the
photophysical properties of dissolved organic matter in seawater. Part I:
photoreversible properties of natural water fluorescence. Netherlands
Journal of Sea Research 27:25-32.
Kouassi, A.M., and R.G. Zika, 1992: Light-induced destruction of the absorbance
property of dissolved organic matter in seawater. Toxicological and
Environmental Chemistry 35: 195-211.
Kouassi, A.M., R.G. Zika, and J.M.C. Plane, 1990: Light-induced alteration of
the photophysical properties of dissolved organic matter in seawater. Part
II: estimates of the environmental rates of the natural water fluorescence.
Netherlands Journal of Sea Research 27:33-41.
Kramer, C.J.M., 1979: Degradation by sunlight of dissolved fluorescing
substances in the upper layers of the eastern atlantic ocean. Netherlands
Journal of Sea Research 13:325-329.
Kullenberg, G., 1982: Physical Processes, pp. 1-88. /n: Kullenberg [Ed.],
Pollutant transfer and transport in the sea. Vol. I. CRC Press, Inc., Boca
Raton, FL.
Laane, R.W.P.M., 1981: Composition and distribution of dissolved fluorescent
substances in the Ems-Dollart Estuary. Netherlands Journal of Sea
Research 15:88-99.

222

Laane, R.W.P.M., and K.J.M. Kramer, 1990: Natural fluorescence in the North
Sea and its major estuaries. Netherlands Journal of Sea Research 26:1-9.
Leifer, A., 1988: Indirect (sensitized) photoreaction rates and half-lives in humic
waters in the environment. In: The kinetics of Environmental Aquatic
Photochemistry. American Chemical Society Symposium Series 201:201225.
Lindell, M.J., W. Graneli, and L.J. Tranvik, 1995: Enhanced bacterial growth in
response to photochemical transformation of dissolved organic matter.
Limnology and Oceanography 40:195-199.
Maske, H., J.R.V. Zaneveld, and W.S. Pegau, 1997: Bleaching of colored
dissolved organic matter (CDOM) in the Gulf of California. Abstracts, p.
233, ASLO meeting, Santa Fe, New Mexico, U.S.A.
McCree, K.J., 1981: Photosynthetically available radiation. In: Lange, O.L., P.
Nobel, B. Osmond, and H. Zeiger [Eds.], Physiological plant ecology,
Vol. 12A, Encyclopedia of plant physiology. Springer-Verlag, Berlin.
Miller, W.L., 1994: Recent advances in the photochemistry of natural dissolved
organic matter, pp. 111-127. In: Helz, G.R., R.G. Zepp, and D.G. Crosby
(Eds.), Aquatic and surface photochemistry. Lewis Publishers, Boca
Raton, FL, USA.
Miller, W.L., and R.G. Zepp, 1995: Photochemical production of dissolved
inorganic carbon from terrestrial organic matter: significance to the
oceanic organic carbon cycle. Geophysical Research Letters 22:417-420.

223

Mapper, K., and R.J. Kieber, 1990: Abiotic formation of formaldehyde,
acetaldehyde, and glyoxylate from UV-B induced photodegradation of
humic substances in natural waters, pp. 169-175. In: Blough, N.V., and
RG. Zepp [Eds.], Effects of solar ultraviolet radiation on biogeochemical
dynamics in aquatic environments. Technical Report, Woods Hole
Oceanographic Institution, Woods Hole, MA.
Mapper, K., X. Zhou, R.J. Kieber, DJ. Kieber, R.J. Sikorski, and RD. Jones,
1991: Photochemical degradation of dissolved organic carbon and its
impact on the oceanic carbon cycle. Nature 353:60-62.
Morel, A., and RC. Smith, 1974: Relation between total quanta and total energy
for aquatic photosynthesis. Limnology and Oceanography 19:591-600.
Otto, L., 1967: Investigations on optical properties and water-masses of the
southern north sea. Neth. J. of Sea Res. 3:532-551.
Pages, J., and F. Gadel, 1990: Dissolved organic matter and UV absorption in a
tropical hypersaline estuary. The Science of the Total Environment 99: 173204.
Power, J.F., and C.H. Langford, 1988: Optical absorbance of dissolved organic
matter in natural water studies using the thermal lens effect. Analytical
Chemistry 60:842-846.

Prentice, J.E., and A.K. Hanson, Jr., 1996: An intercomparison of instruments for
surface and underwater ultraviolet irradiance measurements, 57 pp.
Technical Report 96-1, Graduate School of Oceanography, University of
Rhode Island, Narragansett, RI.

224

Rattray, M., 1967: Some aspects of the dynamics of circulation in fjords, pp. 5262. In: G.H. Lauff [Ed.], Estuaries. American Association for the
Advancement of Science, Publication no. 83, Washington, D.C.
Salonen, K., and A. Vahatalo, 1994: Photochemical mineralisation of dissolved
organic matter in lake Skjervatjern. Environment International 20:307312.
Slawinski, J., W. Puzyna, and D. Slawinska, 1978: Chemiluminescence in the
photooxidation of humic acids. Photochemistry and Photobiology 28:7581.
Strome, DJ., and M.C. Miller, 1978: Photolytic changes in dissolved humic
substances. Verh. Intemat. Verein. Limnol. 20:1248-1254.
Summers, R.S., P.K. Cornell, and P.V. Roberts, 1987: Molecular size distribution
and spectroscopic characterization of humic substances. The Science of the
Total Environment 62:27-37.
Thurman, E.M., 1985: Organic geochemistry of natural waters. Nijhoff/Dr. W.
Junk, 497 pp.
Twardowski, M.S., and P.L. Donaghay: The origins of finescale colored DOM
absorption in coastal waters. in prep.
Twardowski, M.S., J.M. Sullivan, and P.L. Donaghay: Quantification of the
micro- to finescale in situ chromophoric DOM absorption and total
absorption in coastal waters with an ac-9. submitted to the J. Atmos.
Ocean. Technol.

225

Valentine, R.L. and R.G. Zepp, 1993: Formation of carbon monoxide from the
photodegradation of terrestrial dissolved organic carbon in natural waters.
Environmental Science and Technology 27:409-412.
Vodacek, A., N.V. Blough, M.D. DeGrandpre, E.T. Peltzer, and R.K. Nelson,
1997: Seasonal variation of CDOM and DOC in the Middle Atlantic
Bight: terrestrial inputs and photooxidation. Limnology and Oceanography
42:674-686.
Willey, J.D., and L.P. Atkinson, 1982: Natural fluorescence as a tracer for
distinguishing between Piedmont and coastal plain river water in the
nearshore waters of Georgia and North Carolina. Estuarine Coastal Shelf
Sci. 14:49-59.
Yentsch, C.S, and C.A. Reichert, 1961: The interrelationship between watersoluble yellow substances and chloroplastic pigments in marine algae.
Botanica Marina 3:65-74.
Zafiriou, O.C., J. Joussot-Dubien, R.G. Zepp, and R.G. Zika, 1984:
Photochemistry of natural waters. Environmental Science and Technology
18:358A-369A.
Zaneveld, J.R.V., 1994: Optical closure: from theory to measurement, pp. 59-72.
In: Spinrad, R.W., K.L. Carder, and M.J. Perry [Eds.], Ocean Optics.
Oxford University Press, New York.
Zepp, R.G., 1988: Environmental photoprocesses involving natural organic
matter, pp. I 93-214. In: F.H. Frimmel and R.F. Christman (Ed.) Humic

226

substances and their role in the environment. John Wiley & Sons, Inc.,
New York.
Zepp, R.G., G.L. Baughman, and P.F. Schlotzhauer, 1981: Comparison of
photochemical behavior of various humic substances in water : I. Sunlight
induced reactions of aquatic pollutants photosensitized by humic
substances. Chemosphere 10:109-117.
Zepp, R.G. T.V. Callaghan, and DJ. Erikson, 1995: Effects of increased solar
ultraviolet radiation on biogeochemical cycles. Ambio 24: 181-187.
Zepp, R.G. and P.F. Schlotzhauer, 1981: Comparison of photochemical behavior
of various humic substances in water: 3. Spectroscopic properties of humic
substances. Chemosphere 10: 479-486.
Zepp, R.G., P.F. Schlotzhauer, and R.M. Sink, 1985: Photosensitized
transformations involving electronic energy transfer in natural waters :
Role of humic substances. Environmental Science and Technology 19:7481.
Zika, R.G., 1981: Marine organic photochemistry, pp. 299-325. In: Duursma and
Dawson [Eds.], Marine Organic Chemistry. Elsevier Scientific Publishing
Co., New York.
Zimmerman, J.T.F., and J.W. Rommets, 1974: Natural fluorescence as a tracer in
the dutch Wadden Sea and the adjacent North Sea. Neth. J. of Sea Res.
8:117-125.

227

Table 4.1. PUV-500 underwater sensor correction and %
transmission for Tedlar. Transmissions were measured through
3-4 mm of water as the percent remaining after a sheet of Tedlar
was placed in contact with the water. The Tedlar + water values
were compared to values measured in air to obtain the
underwater sensor corrections. Radiation output for the tests was
from a 60 W tungsten lamp.
channel
305
320
340
380
PAR

Tedlar %T
87
96
98
100
100

(water+ Tedlar)/air correction
0.68
0.75
0.80
0.78
0.80

228

Table 4.2. Subsurface irradiances, E(A)o·m,
at 17:13 PDST on June 18,
1997, 1% light depths, and % surface irradiance available at the
incubation depths of 1 and 4 m. UV channel irradiances in
µ W cm-2 nm- 1. PAR irradiance in µmol photons m-2 s- 1.
channel

305
320
340
380
PAR

Eo·m 1% depth (m) %surface at 1 m
0.3
2.0
11
16
13
2.3
23
26
3.1
40
30
6.0
18.0
70
760
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%surface at 4 m

<0.01
0.04
0.3
3.7
26

Table 4.3. Results from photodegradation experiments in sunlight at selected wavelengths.
a 8 (412)

a 8 (488)

sample

a8(555)a
(m•l)=

a8 (630)

sb

(x 104 nm· 1)

Narragansett Bay waler
March 27 (WCAL)d
April 2
t 0, -, - hC

=

control
bag N81
bag N82

0.4756

0.1258

0.0476

unstable

control
bag N8l
bag N82

0.4751
0.4049
0.4000

0.1272
0.1080
0.1095

0.0531
0.0434
0.0430

unstable
unstable
unstable

166
168

control
bagGBl
bag GB2

0.1234
0.1156
0.1118

0.0336
0.0342
0.0330

0.0180
0.0177
0.0173

0.0083
0.0080
0.0072

132
133

control
bagO81
bagGB2

0.1177
0.1004
0.0937

0.0341
0.0289
0.0266

0.0188
0.0154
0.0132

0.0069
0.0050
0.0048

137
142

control
bagOBl
bag 082

0.1167
0.0849
0.0824

• 0.0327
0.0246
0.0236

0.0174
0.0112
0.0117

0.0065
0.0045
0.0047

144
140

control
bag OB1
bag 082

0.1161
0.0801
0.0763

0.0335
0.0235
0.0218

0.0179
0.0116
0.0103

0.0075
0.0050
0.0040

140
145

control
bagOBl
bag 082

0.1181
0.0760
0.0721

0.0338
0.0225
0.0197

0.0186
0.0124
0.0092

0.0082,
0.0038
0.0024

138
153

control
bagGBl
bagGB2·

0.1160

0.0335

0.0180

0.0076

0.0654

0.0180

0.0082

0.0030

control
bagO8l
bag 082

0.1143

0.0337

0.0196

0.0073

0.0583

0.0156

0.0073

0.0022

169

controlf
bag ESSl
bag ESS2

0.3741

0.1066

0.0490

0.0217

141

controlf
bag ESDl
bag ESD2

0.3615

0.1101

0.0558

0.0284

131

April 3
t 27, 26.7, 27.2 h

=

Georges Bank water
April 29
t 1, 1.3, 1.3 h

=

April 30 (WCAL)
t 20.4, 18.9, 19.75 h

=

t

=24.7, 25.3, 24.95 h

May 1
(WCAL)
t 44.7, 43.5, 44.8 h

=

t

=50.6, 50.5, 50.2 h

May2
(WCAL)
t 72.2, -, 73.3 h

=

152

,(WCAL)
May6
t 161.6, -, 161.3 h

=

East Sound water
June 18
t 0, 0, 0 h
1 meter

=

4 meters

230

June 19
t

=24, 24, 24 h

1 meter

June 21
t

control
bag ESSI
bag ESS2

0.3619
0.3307
0.3291

0.1030
0.0934
0.0921

0.0462
0.0429
0.0416

0.0151
0.0108
0.0109

141
145

control
bag ESSl
bag ESS2

0.3659
0.3084
0.3011

0.1040
0.0847
0.0850

0.0476
0.0361
0.0371

0.0126
0.0071
0.0075

148
146

control
bag ESSl
bag ESS2

0.3685
0.2812
0.2842

0.1054
0.0788
0.0798

0.0499
0.0358
0.0367

0.0147
0.0074
0.0082

145
142

control
bag ESDl
bag ESD2

0.3460
0.3217
0.3205

0.0941
0.0884
0.0879

0.0450
0.0418
0.0405

0.0124
0.0106
0.0114

130
131

=72, 72, 72 h

1 meter

June 22
June 24
t

(WCAL)

=144, 144, 144 h
1 meter

4 meters

a - 555 nm for Narragansett Bay and Georges Bank water incubations; 560 nm for East Sound incubations
b - slope from exponential fit through control corrected ag at 412,440,488,520, and 555(560) nm; r2 better
than 0.97 in each fit
c - precision approximately 0.001 m-1 or better
d - water calibration
e - incubation time for control, bag 1, and bag 2, respectively
t - recorded by ac-9 with prefilter on profiler
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N

w

N

412
412

East Sound
l meter sample
East Soundc
l meter sample
0.8871

0.8845

0.5471

0.00025

0.0117

-0.0050

0.0741

0.0306

0.0089

u

0.1129

0.1155

0.4503

0.1570

0.1698

0.4383

j

0.0088

0.4179

0.2355

2.8508

0.0004

0.0948

V

this study

this study

this study

Amador et al. ( 1989)

Miller and Zepp ( 1995)

Kieber et al. ( 1990)

reference

a-

calculated using UV radiation only in W-h m-2
b - absorbance
c - calculated using photoactive irradiation for E of UV+ l .2%PAR in W-h m-2 (see Figure 9)

412

0.8430

330b

Carlisle muck 3
humic acid
Georges Bank,
south flank

0.8215

350

MRPand
Sapelo I. Marsh

0.5457

i

300

A.(nm)

Everglades:
Sargasso (2:3)

Source

Table 4.4. Regression parameters for the photodegradation of ag. a/ao = i*exp(-u*E) + j*exp(-v*E). E was the
total UV+ P/ltRirradiance in kW-hm-2 except where noted. Correlation coefficients for each regression were
0.99 or better.

Table 4.5. Regression parameters for the spectral fit of ag in the visible
through the photodegradation incubations of the East Sound 1 m samples.
ag(A) = i*exp(-u*'A) + j*exp(-v*'A). Correlation coefficients for each regression
were 0.999 or better.
Sample

incubation
period (h)

u

J

V

ESSl
ESSl
ESSl
ESSl

0
24
72
144

2964.3
4920.3
10211
10018

0.0228
0.0247
0.0268
0.0272

4.6654
10.635
14.076
15.665

0.0088
0.0103
0.0110
0.0113

ESS2
ESS2
ESS2
ESS2

0
24
72
144

2964.3
3249.5
2520.l
6465.8

0.0228
0.0234
0.0229
0.0259

4.6654
5.6921
4.8156
10.391

0.0088
0.0094
0.0094
0.0106
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Table 4.6. Tracking the 4 m incubation water type over 5 days using salinity.
The salinity of the incubation sample, 28.79 PSU, measured in vertical profiles
just south of Rosario Point, was used as the tracer.
date
June
June
June
June

18
18
23
23

time (PDST)

depth (m)

15:58
16:07
10:38
10:49

3.65
3.30
2.31
2.26

T (OC) 02 (mL L- 1)
6.50
11.3
11.3
6.29
6.25
12.6
12.5
6.10
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ag(4l2) (m- 1)

0.371
0.369
0.344
0.336

Figure Legends

Figure 4.1. Incubation apparatus for NBW incubations. TB - tedlar bag, SR spectroradiometer, PC - portable computer, CC - control carboy, DR drain.
Figure 4.2. Incubation apparatus for GBW incubations. Same abbreviations as in
Figure 4.1, PS - plastic support (crates).
Figure 4.3. Normalized absorption loss as a function of time in the GB2 sample.
Open symbols are from the dark control, solid symbols are in the
irradiated sample.
Figure 4.4. Absorption normalized to the in~tial values for the dark controls of
NBW (a), GBW (b), East Sound, 1 m (c), and East Sound, 4 m (d).
Symbols are the same as in Figure 4.3. 630 nm is provided for the East
Sound incubations only as open triangles.
Figure 4.5. Normalized absorption loss as a function of radiation dosage for
ESS 1, ESS2, ESD 1, and ESD2. The ranges over which radiation dosage
is integrated are the UV and visible PAR (a), UV only (b), and the UV and
1.2% visible PAR (c). In panel (c) the normalized absorption from the two
depths overlap, indicating that the UV and 1.2% visible PAR is the
estimated radiation dosage responsible for the observed absorption losses.
Figure 4.6. Normalized absorption loss as a function of integrated PRD for
samples NBl (a) and NB2 (b).
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Figure 4.7. Normalized absorption loss as a function of integrated PRD for
samples GBl (a) and GB2 (b).
Figure 4.8. Normalized absorption loss as a function of integrated PRD for ESS 1
(a), ESS2 (b), ESDl (c), and ESD2 (d).
Figure 4.9. Normalized absorption loss as a function of total UV and visible PAR
for samples from a variety of sources. A double exponential fit is used to
model absorption loss in each case (a). The residuals from the model were
white noise around zero (b). Regression statistics in Table 4.4.
Figure 4.10. Results from using a logarithmic fit to model absorption loss for the
Miller and Zepp (1995) study (a), the Kieber et al. (1990) study (b), and
the GBW samples in this study (c). Residuals between the logarithmic
model and the data showed similar patterns in each case.
Figure 4.11. Normalized absorption loss at 412 nm as a function of integrated UV
and 1.2% visible PAR for the East Sound surface samples. A double
exponential fit is applied. The regression statistics are in Table 4.4.
Figure 4.12. 412 nm normalized spectral absorption for samples from the GBW,
East Sound 1 m, and East Sound 4 m incubations, sterile filtered cultures
of Chaetoceros and Asterionellopsis, and a dilute coffee solution (5 ppt).
The commonly applied single exponential fit is used for each spectrum in
(a), and a double exponential fit is applied in (b).
Figure 4.13. Residuals from the single (a) and double (b) exponential fits in
Figure 4.12. A common pattern is observed in the residuals from the
single exponential fit (a), except for the coffee sample, which was
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modeled well with a single exponential. The residuals were smaller and
no common pattern was observed using the double exponential fit (b).
Figure 4.14. Spectra from combining HA and FA in different proportions (given
on right of graph, where ar and ati are the absorptions in the fulvic acid and
humic acid fractions, respectively). Pure HA and FA (0 and 1 proportions,
respectively) both are exponential, but all of the combination spectra are
described by double exponentials. Reprinted from Carder et al. ( 1989).
Figure 4.15. Visible absorption spectra during the incubation of the ESS 1 sample.
The curves are modeled with a double exponential. Regression statistics
are in Table 4.4.
Figure 4.16. Deconvolution of absorption spectra in Figure 4.15. Each
component exponential from the regressions in Table 4.4 are plotted for 0
h (each 1 curve), 24 h (each 2 curve), 72 h (each 3 curve), and 144 h (each
4 curve). The slopes of the curves are similar to the slopes for humic and
fulvic acid reportecl by Carder et al. ( 1989).
Figure 4.17. Vertical profile of downwelling UV, PAR, and UV+l.2%PAR
irradiances from 16:30 PDST, June 21, 1997 off Rosario Point. The
UV+l.2%PAR profile was modeled using the vertical attenuation
coefficients from the UV and PAR profiles. The modeled and measured
profiles compared well.
Figure 4.18. Estimated daily dosage of UV and 1.2% visible PAR from June 24,
1997, with vertical profiles of the estimated daily percentage of CDOM
photooxidation under 3 mixing regimes.
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Figure 4.19. Transect from May 25, 1996 of vertical profiles of ag(412) and
salinity. The salinity axis has been reversed and scaled according to the
linear relationship between ag(412) and salinity derived from May 27,
1996 (see Twardowski and Donaghay in prep.). Deviations of ag(412)
lower than that predicted by salinity indicates removal. Values higher
than predicted indicate in situ production.
Figure 4.20. Transect from May 25, 1996 of vertical profiles of the spectral slope
parameter. The spectral slope increases to a maximum at the surf ace.
Figure 4.21. A vertical profile of spectral slope and bottom normalized ag(412)
and ag(630) from May 27, 1996 at Rosario Point. The spectral shift
centered at 9 mis displaced surface water from May 25, providing
evidence that the slope can be used as a water mass tracer.
Figure 4.22. Absorbance loss in a 10 cm pathlength over a 4 h incubation in
sunlight. Reprinted from Kieber et al. (1990).
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Appendix 1. •Acronyms and Abbreviations

ac-9

meter measuring absorption and attenuation over 9 wavelengths in
the visible and near-infrared domains (usually 412, 440,
488,520,560,630,650,676,

715 nm); manufactured by

WET Labs
AOPs

apparent optical properties; radiometrically determined properties
which depend on the geometric structure of the light field
(Preisendorf er 1976)

CDOM

colored (or chromophoric) dissolved organic matter; operationally
defined as the chromqphore-containing organic material
passing a 0.2 µm filter.

CTD

conductivity, temperature, and depth meter

DOM

dissolved organic matter; operationally defined as the organic
material passing a 0.2 µm filter.

ESSl

East Sound surface ( 1 m) sample 1

ESS2

East Sound surface (1 m) sample 2

ESDl

East Sound deep (4 m) sample 1

ESD2

East Sound deep (4 m) sample 2

FA

fulvic acid; operationally defined as the humic material which
remains soluble after acidification.

FWHM

full width, half maximum filter

GBl

Georges Bank sample 1
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GB2

Georges Bank sample 2

GBW

Georges Bank water

GSO

Graduate School of Oceanography

HA

humic acid; operationally defined as the humic material which
precipitates after acidification.

HP8452

Hewlett-Packard diode-array spectrophotometer, model #8452

IOPs

inherent optical properties; the magnitudes of such properties for
each wavelength depend only on the substances comprising
the hydrosol and not on the geometric structure of the
various light fields that may travel through it (Preisendorfer
1976).

LMW

low molecular weight; generally less than 500 daltons

MODAPS

modular ocean data acquisition and power system; used for
powering and archiving data from several instruments
simultaneously; manufactured by WET Labs

NBl

Narragansett Bay sample 1

NB2

Narragansett Bay sample 2

NBW

Narragansett Bay water

PAR

photosynthetically available radiation; visible domain radiation
(400 to 700 nm) available for photosynthesis, usually
expressed as a photon flux because the production of
photosynthate is a function of the number of photons
absorbed, not the energy of radiation.
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POS

percent oxygen supersaturation; oxygen saturation is first
calculated from the temperature of the water, based on the
assumption that when the water parcel was last in contact
with the atmosphere it was saturated with oxygen and the
temperature has remained conservative since it was
subducted.

PRD

photoactive radiation dosage; integrated radiation only over the
spectral range responsible for the photodegradation of
CDOM; experimentally determined as the sum of
ultraviolet radiation and 1.2% of visible radiation.

SaFire

spectral absorption and fluorescence meter with 6 channels
excitation and 16 emisson; manufactured by WET Labs

SUV-260

Shimadzu dual beam scanning spectrophotometer, model #260

URI

University of Rhode Island

UV

ultraviolet domain (10 to 380 nm); UV-A range between 320 and
380 nm, UV-B range between 280 and 320 nm.
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Appendix 2. Variables

A2.l Roman

a

absorption coefficient (m- 1); the rate of radiation absorption in one
meter of hydrosol; natural logarithmic scale

A

absorbance or optical density; the rate of radiation absorption in an
unspecified pathlength; calculated from the negative
logarithm of transmission; logarithm base 10 scale
CDOM (also gilvin or gelbstoff) absorption coefficient (m- 1)

in situ change or residual CDOM absorption coefficient based on
predictions using salinity (m- 1)
ag-t

salinity predicted, terrestrially-derived CDOM absorption
coefficient (m-1)
raw, measured absorption coefficient before corrections (m- 1)
particulate absorption coefficient (including absorption due to
phytoplankton and detritus) (m-1)

ascorr

salinity corrected absorption coefficient (m- 1)
total absorption coefficient (m- 1)

a,corr

temperature corrected absorption coefficient (m- 1)

b

scattering coefficient (m-1); the rate of radiation scattering
(reflected, refracted, or diffracted) in one meter of hydrosol;
natural logarithmic scale
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C

attenuation coefficient (m- 1); the rate of radiation attenuation
(scattering and absorption processes) in one meter of
hydrosol; natural logarithmic scale

Cg

CDOM (also gilvin or gelbstoff) attenuation coefficient (m- 1)

Cmeas

raw, measured attenuation coefficient before corrections (m- 1)

Cscorr

salinity corrected attenuation coefficient (m-1)

Ctcorr

temperature corrected attenuation coefficient (m- 1)

D

drift offset (m- 1)

E

irradiance flux (W m-2)

Euv

ultraviolet irradiance flux (W m-2)

EPAR

flux of photosynthetically available radiation (µmol photons m-2
s-1)

EpRD

flux of photoactive radiation dosage (W m-2)

I

radiant flux intensity (W)

Io

incident radiant flux intensity (W)

K

vertical attenuation coefficient (m-I); the rate of irradiance
attenuation in one vertical meter of hydrosol
internal temperature correction constant in an ac-9 calibration file
salinity

s

exponential spectral slope parameter (nm- 1); slope of CDOM
absorption spectrum on a log-linear scale

T

temperature

Tr

transmission; the fraction of radiant flux which is attenuated in an
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unspecified pathlength; also, the probability that a photon
flux will be attenuated

z

depth

A2.2 Greek

A

wavelength (nm)

'I' s,a

linear slope for the salinity correction in the absorption channel of
the ac-9 (m-1 PSU-1)

'I' s,c

linear slope for the salinity correction in the attenuation channel of
the ac-9 (m-1 PSU-1).
linear slope to correct for the temperature dependence of water
absorption (m- 1 °C- 1)
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