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Abstract 
An integrated framework to model cellular phenotype as a component of biochemical 
networks 
Viswanadha U Akella 
Aydin Tozeren, Ph.D., 
Andrew Quong, PhD. 
 
 
 
 
 
Identification of important molecules in a biological pathway is a critical step in 
rationally developing targets for manipulating cellular behavior. Computational models 
that interlink the molecular expression in cellular networks to the phenotypes offer a 
handle on the important regulatory aspects of the cellular behavior.  In the present study, 
we developed an approach based on fuzzy logic to express the cellular phenotype as a 
function of the gene expression ratios. Using micro-array data from the Yeast cell cycle 
studies, we developed an integrated model that treats the phenotypic data in the same 
manner as the gene expression profiles. Iterative simulations using the network model, 
mimicking experimental approaches, provided insights to help identify molecules that are 
most important for the control of the phenotype. These high-impact molecules are likely 
to make good targets for knockout experiments that are aimed at altering the phenotype 
or cell behavior.  
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 1. Introduction 
 
Efforts to develop therapeutic approaches for diseases like cancer, infectious disease and 
auto-immune disease require a scaffold of understanding about the mechanisms by which 
networks of molecular interactions influence cellular function. This knowledge would 
provide a means of developing drugs tailored to act at molecular level, based on the 
desired alteration of cellular behavioral dynamics (phenotype). However, the complexity 
of the bio-chemical pathways coupled with the mechanisms of bio-physical regulation 
requires a combinatorially large number of experiments in order to understand the disease 
producing mechanisms which might depend on the multiple networks that operate in 
tandem [1]. Computational models for predicting the cellular phenotype can help 
discerning the intricate patterns and can provide the information required to avoid 
redundant experiments [2, 3]. Moreover, the approaches of computational biology and 
high throughput experimentation can iteratively enrich the capacities each others, leading 
to a better understanding of information at the molecular scale [3].  The integration of 
computational models with phenotype as output provides an efficient link between 
mathematical models and experiments. This enables a guided search to identify potential 
interventions to the system that influence cellular phenotypes like migration, 
proliferation, differentiation or cell death.  
 
1.1 Reverse Engineering Biological networks: 
 
Diverse mathematical frame works have been proposed to understand the cascades of 
molecular relationships that determine disease producing phenotypes. The non-linear 
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dynamics of the system together with the regulation from a web of extra-cellular and 
intra-cellular signals makes it difficult to obtain the precise parameters required for 
modeling the system with equations. The lack of complete understanding of the types of 
interactions makes it difficult to model the system using mechanistic models. The 
intricate biological systems and the various parameters governing them favor the usage of 
a semi-quantitative paradigm of modeling like fuzzy logic or decision trees to gain 
insights into the determination the cellular phenotype. Lauffenburger et. al. have modeled 
the effects of integrated networks on phenotypic behavior (Fibroblast cell motility) using 
the algorithmic methodology of  decision trees [2, 3]. In their study, Lauffenburger et. al. 
have modeled the effects of stimulatory cues along with physiological conditions on cell 
motility. But, because decision trees are descriptive classifiers, they require large data 
sets to infer the rules to make the decision.  Probabilistic paradigms like Bayesian 
networks and stochastic processes have been used to generate the extensive datasets 
required by the decision trees [1, 2]. In the present work, we use fuzzy logic to analyze 
the high through put data from microarray experiments. Fuzzy logic is a semi-
quantitative paradigm that offers an approach where the mechanistic understanding of a 
system can be obtained in linguistic terms without having to use multiple repetitive 
datasets. Fuzzy logic has been used as a method to analyze the relationships between 
genes [5, 7, 8, 9, 13]. In some studies, fuzzy logic has been used in conjunction with 
preprocessing methods like clustering, genetic algorithms in order to avoid computational 
complexity [7]. The usage of integrated network models is necessary to understand signal 
transduction mainly due to an expanding plethora of signaling molecules and interactions, 
a highly interconnected biochemical scheme and biophysical regulation [3]. Predicting 
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behavior of integrated signaling moieties using two-level hierarchical approach where 
cell signaling was modeled as circuit or algorithm modules was discussed by Asthagiri et. 
al.[3] as a viable approach to fully understand the functions and effects of newly 
identified proteins. 
 
The molecular relationships that regulate the budding yeast cell cycle were modeled as a 
fuzzy network by Sokhansanj et. al. [5]. But, the pool of genes involved in their model 
does not include some of the essential genes for the yeast cell cycle. Li. et. al. [10] have 
summarized important published information into a model to describe the network of 
inter-relationships between the various proteins and cellular phenotypes involved in yeast 
cell cycle. Our present study includes the genes modeled by Sokhansanj et. al. and the 
genes that code for most of the proteins in the model by Li et. al [10]. 
 
In this study, we modeled the molecular system as a small world network where each 
node (or molecule) is connected to only a few immediate neighbors, but most of the 
nodes interact with each others through a few steps of interaction via other molecules in 
the network. The template of small world interactions suits the biological networks 
because most of the molecules in cellular processes react with only a few other 
molecules. Also, for most of the nodes, the temporal cellular regulation means that the 
molecule is not present only for a brief period of time and degraded immediately; further 
restricting it’s opportunities to interact. Many of the regulating molecules in the cell cycle 
(example: cyclins) are present for a specific phase of cell-cycle. We inferred the 
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immediate neighbors and nature of the relationship from experimentally observed data 
reported by Spellman et. al. [6].  
 
1.2 Fuzzy Logic: 
 
Fuzzy logic is the study of principles, criteria of deduction and inference from set theory 
(called Fuzzy set theory) that handles vagueness and uncertainty arising from human 
linguistics and thinking [11, 12]. This uncertainty or vagueness is different from 
probabilistic reasoning which is based on well defined repeatable experiments [14]. For 
example, while categorizing a person who is 35 years old into an age group one may call 
him young while another may call him middle aged. Here, the selection criteria for words 
like “young” and “middle aged” depend on the purpose for which the classification is 
being made and cannot be determined by repeated trials or experiments. The theory of 
Fuzzy Logic is a superset of Boolean logic where a statement is completely true (denoted 
by 1) or completely false (denoted by 0). In fuzzy logic we can have statements are in 
between 0 and 1 with the Boolean logic as a boundary case.  
   
Fuzzy models are suitable for uncertain or approximate reasoning when systems are 
difficult to describe using precise mathematical equations [5, 7]. The use of linguistic 
variables and fuzzy membership provides the necessary flexibility in the model to 
accommodate for the incompleteness or uncertainty in the information. This particular 
feature makes fuzzy logic based models ideal for analysis of complex biological data. 
The fuzzy logic based methods allow the use of data from different sources enabling the 
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study of the effect of perturbations (simultaneously or otherwise) through genes, peptides 
and small molecules on the phenotypic outcome.   
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2. Methods 
 
2.1 Modeling Biological networks using Fuzzy Logic:  
 
Fuzzy logic allows for a systematic mathematical representation numerical estimates of 
observations in natural language. The theory and application of fuzzy concepts primarily 
focus on imitating human reasoning based on uncertain and imprecise information. This 
approach makes much sense in a biological context where cellular communication is 
often transmitted through channels about which precise information is not available. In 
the present study, fuzzy logic was implemented in order to understand the dependence of 
cellular phenotype on the expression ratios of genes. 
 
In the present study, various genes and the phenotype were represented as nodes that are 
interconnected by the fuzzy rules inferred from experimental data. Each node has 
multiple input variables whose relation to the node was described by the fuzzy rules. This 
structure was implemented in order to demonstrate the influence of multiple components 
of the network on the state and properties of a biological network model working as a 
whole with all the interdependent components.  
 
The network model was applied by iteratively evaluating the expression profiles for each 
of the member genes (nodes) along with the phenotype from their corresponding fuzzy 
models. The calculated values were used to recalculate a new set of profiles for the 
nodes. This iterative process was repeated till the output profiles were invariant in 
subsequent iterations. By allowing the outputs at the fuzzy models to act as the input to 
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the other nodes (during the next iteration) in the network, the complex lattice of 
interactions among the different types of signal molecules and the cellular properties 
were accounted for, in the analysis. Also, the fact that physiological signaling is not 
constrained to one-way transfer of information was represented by the emergent 
interconnections between the sub-domains.  
 
2.2 Application of Fuzzy Logic: 
 
The application of fuzzy logic to derive the sub-models comprises the following steps: 
1. Fuzzification: converts the inputs to fuzzy variables 
2. Rule configuration: calculates the output fuzzy variable 
3. Defuzzification : converts fuzzy variables back to precise data  
 
In our study, the input variables were the gene expression ratio for 17 different genes and 
the percentage of dumbbell-shaped budding yeast cells, reported in Spellman et. al. [2] 
and are found in the models published by Sokhansanj et. al. and Li et. al. [10]. A list of 
the physiological functions of the genes and their corresponding human homologs is 
attached as an Appendix A. 
 
The fuzzy variables combine the properties of analytical variables and natural language. 
For example, the height of a person can be represented as a fuzzy variable H = {HShort, 
HMedium, HTall}. Where a very tall person can be described by some value like {0, 0.2, 0.8} 
suggesting that the person’s height belongs 20% to the medium group and 80% to the tall 
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group. A short person may be described by a value like {0.7, 0.3, 0} with the height 
being a combination of 70% short and 30% medium. The degrees of belonging of 
person’s height to each of the groups can be expressed by means of an algebraic function 
called as the membership function. The choice of these functions can be tailored to suit 
the requirements of the situation.  
 
 Membership functions & Fuzzification: 
 
In the present study, the gene expression was studied as a linguistic variable that was 
decomposed in to the following fuzzy sets throughout the analysis: 
Low : The gene is under expressed 
Medium  : The gene expression remains unchanged 
High : The gene is over expressed 
The degrees of membership of a value of expression to the low, medium or high sets are 
defined the membership functions stated in this section. 
 
Membership functions translate a precise value into a fuzzy value. The range of the 
membership function represents the degree of belonging of a value to a fuzzy set. The 
choice of a membership function is subjective and is context dependent. The conversion 
of precise variables in to fuzzy variables by means of a membership function is called 
Fuzzification.  
 
The following membership functions were used in our study: 
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For gene expression ratios: 
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Where ‘x’ is the arctangent transformed logarithmic expression ratios. The above 
membership function is defined for data ranging from -1 to 1. This would require the 
input data to be scaled to this range. 
The set { }highmedlow yyy ,,  represents the fuzzified value of the input x. 
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Figure1: Graphical representation of the membership functions. The blue line represents the membership 
for low expression while the red and the green lines represent the functions for the medium and the high 
functions respectively. 
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By using the above mentioned membership function each precise gene expression ratio 
was characterized as a linguistic quantity with a unique degree of belonging to each of 
the linguistic variables.  
For example, a gene expression ratio of 0.86 would be characterized as 
 {low, medium, high} = {0, 0.14, 0.86} 
Whereas, a gene expression ration of -0.36 would be characterized as 
 {low, medium, high} = {0.36, 0.64, 0} 
This is the same as saying that an observation of 0.64 is more medium than 0.86 while 
neither 0.86 nor 0.64 are low.  
 
For phenotype data: 
The data for phenotype was reported as the percentage of dumbbell shaped cells 
undergoing budding. The range of the data was [0,1]. The following membership 
function was used to map the percentages on to a scale of [-1,1]. 
5.00
5.012
>
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x
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 Where x is the fraction of cells undergoing cell division.  
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Figure 2: Graphical representation of the membership functions for phenotype expression. The blue lines 
indicate the membership in the low range. The red and the green lines indicate the membership in the 
medium and high ranges, respectively. Also shown is a sample application of the membership functions for 
an input of 0.6. The intercepts on the y-axis, 0.2 & 0.8 represent the degrees of membership of 0.6 in the 
High and medium categories. 
 
 
 
 
2.3. Scaling the Data:  
 
The logarithmic ratios of gene expression from microarray data range from negative 
infinity to positive infinity. In order to use this data with membership functions indicated 
previously, the data was scaled down to the range of -1 to +1.  The log normalized values 
of gene expression were normalized using the arc tangent function. The normalization 
was done by taking the arc tangent of each ratio and dividing by π/2 to obtain the targeted 
range of input variables [1].      
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Where x is the expression ratio obtained from the microarray experiment. 
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Figure 3: The above figure explains the domain to range mapping using the arctangent normalization. The 
function skews the logarithmic values ranging from -∞ to +∞ (shown along the x-axis) into a range of         
[-1,1]. As evident in the above figure, the normalization becomes less sensitive to ratios that are very large. 
In our study this does not make any difference because the logarithmic expression ratios tend to vary within 
a smaller degree of magnitude. 
 
 
Scaling the output phenotype values with the logistic function: 
 
The scaling of the gene expression ratios using the inverse tangent transformation 
resulted in a sigmoidal skewing of the input values into the fuzzy model. As a result, the 
outputs required back scaling to give correct predictions. Without back scaling, the 
predicted values of the phenotype showed a high Pearson correlation value, but a weak 
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R-squared value. In order to improve the fit without disturbing the correlation, we scaled 
the phenotype values calculated from the scaled gene inputs (inverse tangent transform). 
But, because the values of the phenotype (% of budding cells) should be between 0 and 1, 
we used the logistic scaling function that scales back in a sigmoidal manner to the range 
[0, 1]. 
The logistic function is a sigmoid function that has the characteristic S-shape. 
The function maps [-∞, +∞] to [0, 1]. With a careful variation of the coefficient the 
domain can be effectively reduced to any continuous set of values that we are working 
with. One of the simplified forms of the Logistic Equation is 
{ }Cxexy −+= 1 1)(          …...(1) 
Where ‘C’ is a parameter that determines how quickly the function approaches its 
limiting values of {0, 1}. 
In the present case, we need to obtain a function that transforms the interval [0, 1] to     
[0, 1] (this is the output range of values of the phenotype). First, by selecting a value of C 
= 6, the effective range of values for the function become [0.0025, 0.9975] for inputs 
between [-1, 1]. For values of C > 6, the values move closer to 0 and 1, respectively, but 
the scaling gets more skewed leading to clumping of values near 0 and 1.  we then 
transformed the input ‘x’ in the equation (1) to (2x-1) so that the domain becomes the 
required [0, 1], giving us a function that scales values form [0,1] to [0,1]. The scaling 
function used was: { })12(61 1)( −−+= xexy  
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Figure 4: Scaling with the logistic function 
 
 
 Application of fuzzy rules to the fuzzified input variables: 
 
The influence of each input (gene) variable on the output variable is determined by means 
of a fuzzy rule. Each fuzzy rule is a predictive rule that determines the dependencies 
indicated in the data from the experiments.  The concept of rule application for a gene 
network is explained by Sokhansanj et. al [1].  The same rules of fuzzy logic have been 
used in this study. 
  
Example of a rule: If A is an input variable and B is an output variable the effect of  A on 
B can be modeled as  
Rule [3, 2, 1] means that 
If A is Low then B is High   : 3 
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If A is Medium then B is Medium : 2 
If A is High the B is Low   : 1 
The above rules of interaction suggest that the expression of the Variable A is inversely 
related to the expression of variable B. The number codes on the right is a convenient 
method to represent the rules. As shown in the above example 3 stands for High, 2 stands 
for medium and 1 stands for low. 
 
Fuzzy rule configuration: 
 
The fuzzy rule configuration is a part of the fuzzy rule search that combines the rules for 
different inputs leading to the output. The fuzzy rule base is a collection of IF-Then rules 
that represent the non-linear relationships between the input variables and the output 
variables.  In a fuzzy system, the number of possible rules to be searched increases 
exponentially with the increase in the number of input variables. This is often referred to 
as the ‘curse of dimensionality’ to suggest the increase in analytical difficulty as the 
number of dimensions increases.  
In order to overcome the issue of exponential increase in complexity, Combs et. al. [20] 
proposed an alternative rule configuration to the traditional rule configuration which is 
based on the intersection of the input domains. This new configuration called the Union 
Rule Configuration (URC) samples the input space in linear time instead of exponential 
time. 
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A Sample Calculation: 
Consider a hypothetical situation where we have 2 signaling molecules, I1 = 0.87 & I2 = 
0.34, determining the expression of a particular output O. Assume the following rules to 
relate each of inputs with the output: 
Rule 1:   3, 2, 1 
Rule 2:   1, 2, 3 
Step 1: Fuzzification: 
According to the defined membership functions we have: 
I1 =  {0, 0.13, 0.87}; I2 =  {0.34, 0.66, 0}; 
Step 2: Applying the respective rules 
(I1 => O1): {0, 0.13, 0.87} 
(I2 => O2): {0.34, 0.66, 0} 
Combining the output predicted from each of the inputs, we have 
O = (I1 =>O1) + (I2 =>O2) = {0.34, 0.79, 0.87} 
 Step 3: De-fuzzification 
Using the centroid method: 
            O = (y3 – y1)/(y1 + y2 + y3) 
 = (0.87 – 0.34)/(0.34 + 0.79 + 0.87) = 0.265 
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2.4. Exhaustive search method to find gene interactions: 
 
In our study, all possible models were applied to every possible Input-Output 
combination (up to 4 inputs) and using the fuzzy rule configuration, the output values 
were calculated. The outputs that tracked the experimentally observed values best were 
used to identify the most likely model to explain the non-linear relationship between the 
input and the output variables. 
 
 
Figure 5: Schematic representation of the exhaustive search. 
 
 
The best fitting rule combination corresponding to the input nodes will constitute the 
fuzzy model that corresponds to a particular sub-domain. Therefore, to build the entire 
network we performed an exhaustive search on each of the model components. In the 
present case, we performed exhaustive search for each of the M genes and the phenotype. 
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The overall network model therefore constituted ‘M+1’ sub-domains, each dedicated to a 
particular component. 
Because we used three fuzzy sets – low, medium and high, we have rules that are sets of 
three numbers. Ex, [3 2 1], [2 2 1], etc. 
Total number of possible rules = 3*3*3 = 27 
So, each parent node can affect the daughter node in 27 ways.  
If we consider ‘n’ inputs (parent nodes) to influence a particular daughter node, the 
number of possible ways to select ‘n’ inputs from a total 12 input genes will be 
)!(!
!
nMn
MCn
M
−=  
Number of ways in which the ‘n’ inputs can influence the output  = 27*27*….n times 
                 =  27n 
Therefore, in the exhaustive search, the number of cases to be studied for one node =                        
)!(!
!2727
nMn
MC nn
Mn
−×=×  
 
2.5. Evaluation of Models: 
 
The pool of input variables selected and the set of rules used to describe their effect on 
the output variable form a model that describes the relation between variables that 
explains the experimentally observed data. The models studied as a part of the exhaustive 
search were graded on the basis of their ability to predict the phenotype or gene that is 
being modeled. This evaluation step enables to rate the models on the basis of different 
criteria.  
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In this study two metrics are implemented to evaluate the predictive capacity of each 
model in the exhaustive search –  
1. Pearson Correlation 
2. Distance based error (R-squared value) 
 
Pearson Correlation:  
The Pearson correlation is a measure of the strength and direction of the association 
between the experimentally observed data and the values predicted by the model. A 
model with a high Pearson correlation makes an accurate prediction of the timing of 
events in the cell cycle, but the ability of the model to predict the exact measure of the 
activity is not determined by the Pearson correlation.    
 
The Pearson correlation between two sets of points (time series data in this study) is 
determined by dividing the covariance of the data sets by the product of their standard 
deviations.  
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For a smaller number of observations the above formula is readjusted as  
   Prr  = 
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Where xi‘s are the calculated values and yi‘s are the experimental values. 
 19
n is the number of elements in each of x and y. xavg and yavg are the average values of the 
vectors x and y. 
 
R- squared value (Correlation coefficient):  
This metric is based on the Euclidean distance between the predicted and observed values 
of the variable of interest. The calculation is drawn from Sokhansanj et. al. [1]. The value 
of the distance is given by the dividing the average of squared differences between the 
calculated and experimental values divided by the variance of the experimental values. 
∑
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The same definitions hold for x and y as in the previous section.  
 
2.6. Analysis of the network model: 
 
In order to understand the relationships between the different variables and the 
phenotypic out put it is important to use the various fuzzy models in tandem. This was 
achieved by integrating the various fuzzy rule models to form a network model. The 
various sub-domains of the network model were used simultaneously to recursively 
iterate the predicted values to study the equilibration process of the model. The following 
iterative scheme was employed in equilibrium analysis: 
Step 1:  
Use the experimentally observed values of the genes as inputs to the fuzzy rule models. 
Denote them as I0.  
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Step2: 
Calculate the values of each of the M (17 in this study) genes and the phenotype using the 
fuzzy rule models inferred from the data. Denote these profiles as the matrix I1. 
Step 3:  
Calculate a weighted combination of the calculated expression ratios and the initial 
experimental values using an equation like : 
 i
out
i
in
i
in III )1(
)1( αα −+=+
Where ‘In’ is the solution from step2 and ‘I(n-1)’ is the solution from the previous cycle of 
calculations (the experimental data for the first round) and α is a number between 0 and 
1.  
Step 4:  
Repeat steps 2 and 3 with ‘I(n+1)’ as the input till the values converge.  
 
This approach was implemented to ensure that the system wouldn’t be subjected to large 
fluctuations (in successive iterations) that might deviate the values away from the actual 
equilibrium. 
 
2.7. Computational implementation of the models: 
 
C++ implementation of fuzzy rule determination for genes: 
In order to handle the computational demands arising due to an increase in the number of 
members in the network, the calculations and the exhaustive search were performed in 
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C++ computational language. The C++ codes for performing an exhaustive search with 4 
inputs and three fuzzy variables (low, medium and high) are attached in Appendix 3. 
In order to select the best fitting model from the printed rule we wrote a program that 
selects the five best fitting rules (Appendix).  
 
Matlab implementation of calculations for network model: 
We performed the simulations for the network analysis in Matlab in order to take 
advantage of the easy graphics and plotting tools. The program for implementation was 
written as a collection of scripts and functions that read data from the excel files and print 
out the graphs. The codes and the instructions are presented in Appendix 5.  
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3. Results 
 
3.1. Data used in the analysis: 
 
The model by Sokhansanj et. al. is similar to our model in structure, but it does not 
include some of molecules that are critically important for cell-cycle. For example, the 
data set does not include the B type cyclins CLB1 and CLB2 of which the presence of at 
least one is necessary to maintain the viability of budding yeast [41].  Therefore, for a 
complete description of cell cycle, it is necessary to include some additional genes whose 
protein products have a direct role in cell-division. In the present study, we have added 
the important genes (corresponding to the proteins from Li et. al. [10]) to our model in 
order to get a more reliable picture of the phenotypic variation in response to a network 
perturbation. In all, we have used 17 genes (listed in table 1) and data for budding in 
yeast to infer the network model.  
 
 
 
Table 1. R-squared and the Pearson correlation values for the best fitting models for various genes. As the 
R-squared values are measured relative to the experimental variance, the models should be compared on 
the basis of the Pearson correlation. A description of the above genes can be found in Appendix A. 
 
Gene ORF R-squared Pearson 
SIC1 YLR079W 0.621964 0.863119 
CLB5 YPR120C 0.887624 0.945508 
CDC20 YGL116W 0.689062 0.856972 
CLN3 YAL040C 0.758931 0.882727 
SWI6 (SBF) YLR182W 0.686877 0.83146 
CLN1 YMR199W 0.926699 0.965167 
CLN2 YPL256C 0.848203 0.955174 
CLB6 YGR109C 0.706141 0.853932 
SWI4 (SBF) YER111C 0.800157 0.896919 
CDC28 YBR160W 0.592426 0.772917 
MBP1 (MBF) YDL056W 0.594389 0.819913 
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CDC6 YJL194W 0.727521 0.896595 
CLB1 YGR108W 0.822569 0.911183 
CLB2 YPR119W 0.907676 0.954342 
CDH1 YGL003C 0.685554 0.84628 
SWI5 YDR146C 0.762497 0.925553 
MCM1 YMR043W 0.828701 0.911322 
 
 
 
3.2 Generation of fuzzy rule models for genes and phenotype: 
 
We have extended the method of fuzzy inference beyond gene inputs to accommodate the 
phenotype which is the outcome of a signal network. Figure 5 shows the fuzzy models for 
a gene, CLN3 and the phenotype. The model’s ability to predict phenotype improved 
with the inclusion of the new genes. Many of the genes predicted from the fuzzy network 
had a good correlation with the experimental data. Table 1 displays the R-squared values 
and the Pearson correlation values for the predicted profiles of the genes in the study.   
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Figure 6 A. Fuzzy rule models for a genes and the phenotype inferred from the exhaustive search. The 
arrows shown in blue indicate positive regulation and the arrows in red indicate negative regulation. The 
arrows in dotted lines indicate bi-phasic influence.  
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 Figure 6 B. Fuzzy rule models for a genes and the phenotype inferred from the exhaustive search. The 
arrows shown in blue indicate positive regulation and the arrows in red indicate negative regulation. The 
arrows in dotted lines indicate bi-phasic influence.  
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3.3 Integrating the individual fuzzy models into a network model: 
 
In order to understand the overall behavior of the components working together as an 
interdependent network, we integrated the individual fuzzy models in to a larger model. 
From this network model we attempted to study the response of the system to 
simultaneous variation of multiple elements of the network. We included an observable 
output (phenotype representing budding) as one of the variables in the network. We used 
the network model to predict the output profiles of the components which were again 
used to predict the outputs iteratively.  
 
As a test for the solution of the model, we allowed the various components of the model 
to iterate continuously till no further changes occurred in the values predicted in the 
consecutive iterations. The solution from this exercise can be seen as an a steady-state 
solution for the expression profiles of the various components of the model. The log-
ratios of gene expression profiles reached a value of near zero at convergence. The 
phenotype profile converged to a constant value of 50% budding by the end of the 
iteration process. These expression profiles suggest that the network is stable and 
converges to a solution within the experimental limits of the data used. There are 
members in the network which activate each others, but the iteration does not lead to an 
infinite expression profile for any of the genes. This may be due to the compensation by 
the other repressing members in the model.  For all conditions used, we converged to the 
same solution suggesting that there is a single solution to the model. 
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Figure 7: A combined plot of the various members of the network model iterated to an equilibrium 
solution. The profile in green with the asterisk (*) representing data points is the experimentally observed 
profile reported in Spellman et. al. The profile in red color represents the steady solution obtained by 
successive iteration.  
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3.4 Analysis to select molecules that make an impact on the phenotype: 
 
The output expression profiles from the network provide a useful handle on the properties 
of the underlying fuzzy models that form the building blocks of the model. In research 
involving complex genetic and autoimmune diseases, understanding the critical 
components of the signal networks offers a great advantage in the selection of therapeutic 
targets. To extract and visualize the complex relationships between input variables and an 
output phenotype, we applied the network model to find out the molecules whose 
expression profiles have the most significant impact on the phenotype of interest.  
 
 We allowed the expression profiles of all the members in the network model to vary 
iteratively, locking the expression profiles of one of the molecules (genes) at its 
experimentally observed value. We observed that some genes when locked (left un-
iterated) at their experimental values resulted in successful working of the network 
leading to the expression of the phenotype, whereas some genes did not result in a 
phenotype expression even when their profiles were left un-iterated. The plots for one of 
the simulations with gene CLN3 kept un-iterated are shown in the following page. Also, 
the plots for CLB6 un-iterated are shown in the following page. The profiles for the same 
exercise with different genes are presented in Appendix 4.  
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Figure 8: Some genes do not result in a phenotypic effect even if they are kept un-iterated. Example, CLN3 
in the above figure does not result in a phenotypic response. The profile in green with the asterisk (*) 
representing data points is the experimentally observed profile reported in Spellman et. al. The profile in 
red color represents the steady solution obtained by successive iteration.  
 30
0 50 100 150 200 250 300
-2
0
2
SIC 1 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-2
0
2
CLB 5 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-2
0
2
CDC 20
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-1
0
1
CLN 3 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-2
0
2
SWI 6 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-2
0
2
CLN 1 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-2
0
2
CLN 2 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-2
0
2
CLB 6 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-1
0
1
SWI 4 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-1
0
1
CDC 28
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-2
0
2
MBP 1 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-2
0
2
CDC 6 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-2
0
2
CLB 1 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-2
0
2
CLB 2 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-1
0
1
CDH 1 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-2
0
2
SWI 5 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
-1
0
1
MCM 1 
Time in minutesl
og
 e
xp
re
ss
io
n 
ra
tio
s
0 50 100 150 200 250 300
0
0.5
1
Phenotype
Time in minutes
%
 o
f b
ud
di
ng
 c
el
ls
Figure 9. Keeping the expression of CLB6 un-affected, the expression profile for the phenotype can be 
restored even though it is not a direct input in the phenotype sub-model. 
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3.5 Simulating gene deletions: 
 
From the network model we can see that not all genes within the network are equally 
important when analyzing the system from the point of view of a particular phenotype. In 
order to experimentally determine the role of a molecule (gene/ protein/RNA/ligand), it is 
common to perform knockout experiments where the expression of the molecule 
understudy is blocked or knocked out completely. We simulated a scenario similar to the 
knockout experiments using our network model.  
 
When a gene is knocked out the logarithmic expression ratio of the gene will be -∞. 
Therefore, by keeping a gene expression profile fixed at a very small value, we simulated 
the situation of a knockout. The output of the phenotype expression was studied for 
different combinations of gene knockouts to find out the genes whose elimination might 
result in a blockage of cell division.  
 
When some of the impact genes were knocked out, the phenotype was muted. An 
example case is shown in the following figure where the gene CLB1 (an impact gene) 
was knocked out and every non-impact gene was kept un-iterated at its normal expression 
value. The resultant phenotype was very subdued. 
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Figure 10. Expression profile of the phenotype when CLB2 is knocked out. The expression of CLB5 was 
kept uniterated. Also shown is the resultant plot of the phenotype expression that gets restricted to a small 
range of values. 
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The classification of genes in to impact molecules takes us a step further in recognizing 
the key points in the regulation of the phenotype beyond the genes which are inputs for 
the phenotype fuzzy model. In order to understand the impact of these molecules on the 
phenotype expression, we simulated the combinations of retaining one of the impact 
molecules at the experimental value and then knocking out each of the other gene in the 
model. The results are presented in the form of a chart in figure 10. 
 
 
 
 SIC1 CLB5 CLN1 CLN2 CLB6 CLB1 CLB2 SWI5
SIC1                
CLB5                
CLN1                
CLN2                
CLB6                
CLB1                
CLB2                
SWI5                
Chart for the knockout of impact genes keeping another impact gene fixed at its experimental profile. 
 
 CDC20 CLN3 SWI6 SWI4 CDC28 MBP1 CDC6 CDH1 MCM1
SIC1                   
CLB5                   
CLN1                   
CLN2                   
CLB6                   
CLB1                   
CLB2                   
SWI5                   
Chart for the knockout of impact genes keeping a non-impact gene fixed at its experimental profile. 
 
Colour Code  
 
  Zero Budding 
 
 Max Budding 
 
  Regular Phenotype 
 
Figure 11. Results from the experiments in knockouts 
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These charts indicate that knocking out the genes in columns 13, 14 and 17 (correspond 
to CLB1, CLB2, MCM1) are more likely to result in a stoppage of budding. Also, it can 
be seen that knocking out the non-impact genes did not result in any change in the 
phenotype expression (yellow boxes in figure 11). 
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4. Discussion 
 
4.1 fuzzy rule models for gene expression ratios and the phenotype variation: 
 
In this study, we developed a fuzzy rule model to predict the phenotype from the gene 
expression ratios of up to 4 input genes. Insignificant improvements were observed in 
predictive capacity with increase in the number of inputs beyond 4 genes (Figure 11). 
Therefore, stopping at 4 inputs is a reasonable approximation in terms of the depth of 
association between the molecules.  
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Figure 12. Plot of the goodness of the best fits against the number of gene inputs in the model. 
 
 
 
Both activating and repressing inputs were inferred for the model predicting the 
phenotype, indicating a balance between opposing regulation.  
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Due to a limited number of data points (8 points) for the phenotype (which were at the 
earlier times), the R-squared and Pearson correlation metrics were calculated only for 8 
point which led us to worry that we were possibly not getting good results for the later 
time points in the series.  But, because we used the model to predict a series of 20 points, 
we selected the best model by comparing the plots of the best three models for all the 20 
points. Figure 13, displays the comparison between two of the best fitting models for the 
prediction of phenotype. In the first plot, the R-squared value and Pearson correlation are 
weaker, but when we look at all the 20 time points, the trend predicted appears smooth as 
expected in biological cultures. In the second part of the figure 12, the model has a better 
R-squared value and Pearson correlation than the first model, but looking at the time 
interval between the two cycles of cell division, we can see a kink in the predicted values. 
Realistically, we do not expect the percentage of budding cells to vary as sharply as the 
model indicates. So, we elected the first model in the figure for the network analysis.   
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Figure 13. Plots for the two best fitting models for phenotype prediction. 
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Figure 13 B. Plots for the two best fitting models for phenotype prediction. The model in the second part 
has better R-square and Pearson values, but the first model predicts a better trend at points for which we do 
not have the data for validation. 
 
 
 
 
In order to compensate for the inverse tangent transformation of the input gene 
expression ratios, we scaled the output of the phenotype fuzzy model with the logistic 
function. The predictive capacity of the fuzzy model improved when the output 
phenotype data was scaled with the logistic function. The scaling resulted in a significant 
increase in the goodness of the fit (R-squared value) without altering the rule structure 
significantly. We observed that scaling with the logistic function does not affect the 
Pearson correlation as much as it affects the R-squared value. This is because the 
transformation stretches the output vertically in the y-direction and does not alter the 
relative lateral positions of the points.  In fact, scaling the output from a model that was 
inferred without using logistic scaling has lead to a dramatic improvement in the fit of the 
predicted values.   
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The model inferred for the phenotype is reasonably consistent with the biological 
een the constituent molecules. The down 
regulation of budding by SIC1 is because SIC 
restricts the premature entry of the budding ce
to the S phase by inactivating the cyclin depende
kinase (clb-cdc28 complex). MCM1 is a 
transcription factor that is know to bind with a 
variety of co-factors to regulate the cell-cycle in
both positive and negative directions. This effect is represented as a biphasic regulation
of the cell cycle (black dotted line) by MCM1. The inactivation of budding by CLN2 
seems ambiguous because CLN2 is known to help the budding cells to enter the S phase. 
The positive regulation by CLB1 is consistent with the knowledge that it activates the 
cyclin dependent kinase to promote the entry of the budding cells in to the M phase
 
information about the interactions betw
lls in 
nt 
 
 
.   
.2. Model features and comparison with the models by Sokhansanj et. al. &  Li. et. al.: 
he addition of 5 new genes did not increase the goodness of the fit for seven out of the 
 cell cycle, the cyclins CLN1 and CLN2 activate the B-type cyclins CLB5 and CLB6 
[28]. The presence of the b-type cyclins CLB5 and CLB6 is critical for the beginning of 
4
 
T
13 genes (CLN3, CLN1, CLB5, CDC28, MBP1, CDC6). Also, in the other members 
where the fuzzy rules changed, many of the features are retained from the model without 
the new genes that was published by Sokhansanj et. al. [5].  
 
In
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the S phase and are transcriptionally activated by CLN1 and CLN2. This activation is 
captured by our model where CLN2 activates CLB5 and CLN1 activates CLB6. The 
above observations were inferred by the fuzzy network model developed by Sokhansan
et. al.[5].  Also, the mutual activation of CLN1 and CLN2 that was captured by 
Sokhansanj et. al. was represented by our model, in spite of addition of new rules in the 
fuzzy rule model for CLN2. 
 
 The best fitting interactions that we deduced fro
j 
m our inference of fuzzy rules are in 
asonably good agreement with the interactions summarized by Li. et. al. [10]. The 
del, 
 
 fuzzy rule search, CLN3 acts only as a positive 
gulator for genes (CDC28, CDC6 and CDH1). This observation is consistent with the 
cle 
 
 
re
model by Li et. al. indicates that  cyclins CLB1 and CLB2 inactivate the transcription 
factor, MBF, leading to a fall in the levels of the proteins CLB5 and CLB6. In our mo
this phenomenon is represented at a genomic scale by a negative regulation of CLB6 
expression by CLB1. By a similar mechanism, CLB1 and CLB2 down regulate the 
amounts of CLN1 and CLN2 (via SBF). This phenomenon too is shown by a negative
regulation of CLN1 by CLB2.  
 
In the relationships inferred from
re
model by Li et. al. where CLN3 is a triggering molecule for the initiation of cell cy
and does not participate in any form of repression in the cell cycle[34][35]. According to
our model SIC1 is repressed by CLB1. The cell-cycle model of Li et. al. indicates that 
SIC1 is repressed by all the cyclins (all the b-type cyclins, CLN1 and CLN2 ). 
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The activation of SIC1 by SWI5 that was reported in the model by Li et. al. was not 
represented by our model. The protein SWI5 is a transcription binding factor that 
ctivates the expression of SIC1 and is responsible for an increase of SIC1 expression at 
LB-
a 
 
 
 4.3 Molecular Network: 
 
he network controlling yeast cell-cycle is known to be robust. The ability of the cell to 
ritical genes by means of alternative networks might be one of 
e reasons for the robustness in the network. The robustness in the network was also 
pt 
a
the end of anaphase [36]. Before the anaphase, the protein SWI5 is degraded by the C
associated kinases and is not allowed to bind to the gene coding for SIC1 [36]. As 
result, the transcriptional expression pattern of SWI5 does not show a direct relation with
the expression of SIC1 making the expression profiles look un-related to each others. 
Therefore, our exhaustive rule search could not infer this relationship, explicitly. 
 However, our model captures this phenomenon as an inhibitory 
relationship between CLB1 and SIC1. In yeast the CLB 
associated kinases degrade SWI5 which activates SIC1.  
 
 
 
T
recover some of the most c
th
observed at an individual input scale during our exhaustive rule search where competing 
models with small differences in the fuzzy rules gave a comparably good prediction of 
the variable under study. In our network model, we observed that some genes when ke
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un-iterated manage to retain the expression profiles of other genes and the phenotype. 
These genes might represent the backup mechanisms that go beyond our gene set. 
Biologically, these genes are the members whose elimination is a necessity for the 
alteration of budding.  In order to recognize the genes whose un-iterated profiles manag
to retain the phenotypic expression, we simulated the network model with each gen
un-iterated. The resulting phenotypic responses from the network were compared by
using the Pearson correlation and the R-square value. The values of the two correlations 
were plotted as histograms to identify the cutoff value for the metric that would separate 
group of inputs that gave significantly better estimates of phenotype (when their profi
were held at their experimental values) from the rest of the members in the network.  
 
The histograms in figure 16 indicate that 8 out of the 17 genes show a significant 
influence on the phenotype. It can be seen from the figure that the Pearson correlation
e 
e kept 
 
les 
 
learly identifies the better fitting genes compared to the R-squared values. A majority of 
t 
t that 
ting 
c
the genes (9 out of 17) did not result in a significant steady-state solution when lef
undisturbed (un-iterated). Not all of the impact genes were direct inputs to the fuzzy 
model giving the phenotype. For example, CLB6 which has a significant impact on the 
gene expression is not an input to the phenotype model. This might be due to the fac
CLB6 influences the inputs to the phenotype directly or indirectly, leading to a regula
effect on the phenotype expression profile. This analysis gives us an insight into the 
emergent properties of the network due to the multivariate relationships between the 
members. The impact genes that stand out in the input pool are known to code for 
transcription factors and regulating proteins like cyclins.   
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Figure 14. Histograms of the phenotype prediction accuracy using the two metrics, R-squared values and 
the Pearson correlation. 
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Figure 14 B. Histograms of the phenotype prediction accuracy using the two metrics, R-squared values and 
the Pearson correlation. It can be seen that the R-squared value works better to separate irrelevant genes 
while the Pearson correlation works better for selecting the impact genes.  
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The selection of the relevant inputs in the network was based both on the R-squared 
values and the Pearson correlation. This was to ensure that we did not miss any relevant 
genes or select any irrelevant genes by coincidence. The observed difference in response 
indicates that some molecules (genes) have a greater role in the network by influencing 
many other components than others.  The phenotype expression regains its profile as long 
as at least one of the impact genes is left un-iterated. This suggests that the presence of 
these genes might provide the cell with an escape against therapeutic targets that are 
designed to knockout genes that are in the network. It is very important to take such high 
impact molecules into careful consideration while developing drug targets to arrest a 
particular phenotype. Table 2 lists the Pearson correlation and the R-squared values for 
quared and the Pearson values were higher than the other genes. In the case of CLN2, 
ble. 
 
nt 
genes kept fixed at their experimental values in the network model. The genes highlighted in red are 
ed 
in each of the columns. 
Genes Pearson R-squared 
phenotype prediction for each un-iterated gene. For most of the impact genes, both the R-
s
the R-squared value is poor compared to the other genes that are highlighted in the ta
This is due to a lag in the phenotype expression that occurs when CLN2 is un-iterated. As
shown by the histograms, the Pearson correlation gives a better metric for distinguishing 
the impact genes from the rest.  
 
 
 
Table 2.displaying the R-squared and Pearson correlation values for the phenotype prediction with differe
selected as the ones that make an impact on the phenotype. The significantly higher values are highlight
 
SIC1 0.8651 0.3841
CLB5 0.925 0.4292
CDC20 -0.1641 -0.0277
CLN3 0.1191 -0.0405
SWI6 
(SBF) -0.1825 -0.1264
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CLN1 0.9544 0.4973
CLN2 0.8914 0.1307
CLB6 0.9528 0.4989
SWI4 
(SBF) 0.262 0.0256
CDC28 -0.5392 -0.0247
MBP1 
(MBF) -0.0563 -0.3119
CDC6 -0.5694 -0.149
CLB1 0.9485 0.7237
CLB2 0.9508 0.5909
CDH1 -0.789 -0.0247
SWI5 0.9468 0.6328
MCM1 0.5355 -0.0243
 
 
he R-squared valueT s observed for the phenotype prediction with each gene locked out 
( ) we a han the R-squared values when the phenotype is 
p  from y m is is because the special condition of retaining the 
features of the m ne (Figure 8) resulted in a greater influence 
o n-affec  on the other members of the network and also the phenotype. The 
retained phenotype expression was more sensitive the even the small variation in the gene 
expression and even a minor lag or fluctuation between the gene expression profile and 
t al phe sult or R-squared values. The Pearson correlation values 
g etter es f the  genes because they capture the ability of the model to 
r e trend in the phenotype expression (Figure 16).  
 
.4 Impact genes
Table 2 re signific ntly lower t
redicted  the fuzz odel. Th
odel by retaining a single ge
f the u ted gene
he actu notype re ed in po
ive a b timate o  impact
etain th
4  
th 
 
In Saccharomyces cerevisiae, a single cyclin-dependent kinase, CDC28, regulates bo
G1/S and G2/M phase transitions by associating with stage-specific cyclins [29]. This 
evidence supports our selection of the impact genes for phenotype expression where the 
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percentage of budding cells was best predicted from two cyclins CLN1 and CLN2 and 
four B-type cyclins CLB1, CLB2 and CLB5, CLB6. These 6 cyclins are reported to 
affect the various phases of budding in yeast [27, 28, 29]. As a result they are connected 
to a number of molecules in the network and retaining their expression is a effective way
to retain most of the network properties. Also, SIC1 which is an impact molecule is one 
of the busiest molecules in the cell-cycle network in the m
 
odel proposed by Li et. al. The 
nal impact molecule is SWI5 which is an activator for SIC1 expression and a substrate 
mplexes [36].  
he 
 
ne for which knockout will result in a fixed high 
henotype value irrespective of which impact gene is held constant. In all of the cases 
 
fi
for CDC-cyclin co
 
The results from the combinations of knockouts in figure 10 suggest that the CLB1, 
CLB2 and MCM1 are the most likely targets to eliminate budding in the cell culture. T
ability of CLB2 knockouts to arrest budding is not directly evident from the fuzzy rule 
models as it is not an input in the model for phenotype.  
 
For some knockouts like CLN1, CLN2, the phenotype expression ratio was observed to 
stay restricted to a small variation in the profile and was confined to relatively high value 
throughout the duration of the cell cycle. The pattern of variation in the predicted 
phenotype was in tandem with the actual variation of the experimental phenotype, but the 
values appeared to be bunched together to a small range of variation. Also, it can be seen
from figure 10 that CLN2 is the ge
p
except CLB1 and MCM1, retaining CLN2 gives a high, restricted phenotypic pattern
(represented by a blue box). This is due to the negative regulation of the phenotype 
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expression by CLN2 in the fuzzy model. As the phenotype corresponds to a synchronize
culture, an observation that cell division remains fixed at
d 
 a very high value can be 
terpreted in two ways. The first is that the yeast cells are arrested in one of the stages of 
 
ding 
f cell 
ases (CDC6, 
DC28, CDC20) which play an important role in DNA replication, formation of pre-
a 
nce 
in
budding and are no longer actively undergoing cell division. The second interpretation is
that a fixed percentage of cells are constantly undergoing cell division.   
 
It has been observed in budding yeast that the strains deleted for CLB5 require more time 
for the completion of S phase. CLB5 mutants were observed to be defective in spindle 
positioning, leading to migration of undivided nuclei into the bud [29]. These 
observations are in agreement with the results from the simulation where a deletion in 
CLB5 leads to a fixation of the number of budding yeast (Figure 10). It has been 
observed that certain cell cycle checkpoints can indefinitely delay mitotic exit in bud
yeast in order to accommodate DNA replication and repair [37]. This suggests a 
possibility that there is an arrest of budding due to a disruption in the mechanism o
division.  
 
Our model has a significant representation from the cyclin dependent kin
C
replication complexes and exit from mitosis during budding [39]. Knocking out the 
impact genes leads to a fall in the expression levels of these genes (figure 14 is an 
example). This results in a delay in the progression of the cell cycle leading to 
prolonged stay in the budding phenotype, providing extra time to remedy failures in 
successful exit from mitosis. A similar physiological situation called ‘bud emerge
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defect’ where small buds are formed, but the cells do not divide [28] was observed to 
occur with mutations of genes in CLN1 and CLN2 double knockouts. This sugge
low CLN1 and CLN2 expression (which happens in our knockout simulations) leaves the
cell vulner
sts that 
 
able to an arrest in cell cycle. 
 
that 
t 
and 
d 
e 
ate enough information to explain these 
omplex relationships between molecules to compensate for each others. Because we 
 
. 
 does 
 
The simultaneous deletion of both CLN1 and CLN2 was necessary to alter the budding
pattern of the cell [28]. The database of yeast deletions at Stanford University reports 
individual CLN1 and CLN2 knockouts are viable [32, 41, 42]. These pointers sugges
that there is a functional homology (or an alternative mechanism) by which CLN1 
CLN2 can replace each others. In order to test the model’s ability to represent this 
phenomenon, we simulated the phenotype profile with CLN1 kept at a large value an
CLN2 kept at a very low value. The resultant phenotype was still mostly above a 
phenotype value of 0.6 (Figure 14).  Similarly, the knockouts for CLB 1 and CLB 2 ar
viable, but the double knockout of CLB 1 and CLB 2 is lethal [32, 41, 42]. But, the 
predictions from our model indicate that both CLB1 and CLB2 knockouts are lethal 
(Figure 10). Our model does not incorpor
c
have a simple model where inputs are linearly combined, a knockout in one gene (which
is direct input for phenotype) affects the solution very drastically. When one of the 
components is driven to a very large negative value (to simulate zero expression), the 
output from the fuzzy model tends to be dominated by the one input gene that is deleted
This overshadows the response occurring due to the other inputs in the model. This
not happen in a real biological system with multiple backup mechanisms. 
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Figure 15. Summary of plots for CLN2 knocked out and CLN1 kept at a very high value. 
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Another plausible reason for this apparently aberrant observation in phenotype is the fact 
that budding does not represent the cell cycle as a whole. The buds appear in yeast cell 
cycle at the time of duplication of the spindle poles. The signal for the start of budding 
comes from the critical cell size, after successfully passing the checkpoints for DNA 
replication. If the G1 checkpoint (DNA replication) is not cleared due to damage in 
replication defects, the cells are unlikely to enter the budding phase. As the phenotype 
data in our model just measures the percentage of budding cells, we are capturing only a 
particular phase (M phase) of the cell cycle in our model. The knockouts of genes in our 
model result in a change in processes like DNA replication or spindle formation which 
are not captured by the percentage of budding cells as they happen before the advent of 
new buds.  The inclusion of these features along with gene expression ratios is necessary 
to completely represent the various factors responsible for altering budding in yeast. 
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5. Conclusions and future directions 
 
In conclusion, we find that integrating molecular scale data driven models with 
phenotype computational predictions enables systematic identification of critical 
molecules in a biological network. Our analysis suggests that by using a network mo
we can identify important molecules that might not be directly well correlated with the 
cell behavior. Similarly, we can test whether a well correlated molecule is actually an 
important player in determining cellular behavior.  
 
Unlike the gene expression levels, the level of activity of proteins are characterized by 
different properties like degree of phosphorylation, ligand binding, complex formation 
etc.  The fuzzy exhaustive search method can be extended to include data from these 
del 
ifferent measurements to make a good representation of the actual sources of variation 
 phenotypic traits. This would allow a more complete study of the possible 
erturbations that might be tailored to influence a phenotype.  
he present structure of our network does not model the situations where the requirement 
lationship. For example, the requirement of 
CLB1 and CLB2 is an ‘OR’ relationship because either of the proteins have the capacity 
to maintain cellular function. Therefore, we need to represent a situation where, for 
xample, we have (CLN1 ‘OR’ CLN1) AND (CLB1 ‘OR’ CLB2) influence the 
henotype.  
d
in
p
 
T
of two genes is described by a logical ‘OR’ re
e
p
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Simulating our fuzzy netw odel developed by Li 
t. al. would give us insights in to the response of the fuzzy network to small 
 
 to 
 
 
 
 
 
 
 
 
ork system using the simple dynamic m
e
perturbations. This would allow us to test for the ability of the network model to
represent the robustness of yeast cell-cycle. Another interesting addition would be
include more phenotypic aspects like Li et. al. This would make the model validation 
more stringent leading to fewer aberrations.  
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Appendix A: List of genes 
 
List of the yeast genes studied and information about their corresponding homologs in hu
 
(from Homologene) 
mans. 
Gene Name Function (from Entrez Gene) Human Homolog Homolog Function 
SIC 1 Inhibitor of Cdc28-Clb kinase 
complexes that controls G1/S 
phase transition, preventing 
CDKN1A encodes a potent 
premature S phase and 
ensuring genomic integrity; 
 
cyclin-dependent 
kinase inhibitor. The 
encoded protein binds 
to and inhibits the 
activity of cyclin-CDK2 
or -CDK4 complexes, 
and thus functions as a 
regulator of cell cycle 
progression at G1. The 
expression of this gene 
is tightly controlled by 
the tumor suppressor 
protein p53, through 
which this protein 
mediates the p53-
dependent cell cycle 
G1 phase arrest in 
response to a variety 
of stress stimuli. 
CLN 1 
CLN 2 
CLN 3 
G1 cyclin involved in regulation 
of the cell cycle;  
activates Cdc28p kinase to 
promote the G1 to S phase 
transition; 
late G1 specific expression 
depends on transcription factor 
complexes, MBF (Swi6p-
Mbp1p) and SBF (Swi6p-
Swi4p) 
 
CLN  
Many alternatively 
spliced transcript 
variants have been 
found – Cln-3.1, 
Cln-3.2, Cln-3.3. 
encodes a protein that 
is involved in 
lysosomal function.  
Mutations in this, as 
well as other neuronal 
ceroid-lipofuscinosis 
(CLN) genes, cause 
neurodegenerative 
diseases collectively 
known as neuronal 
ceroid lipofuscinoses 
(NCLs).  
 
SWI 4 a transcriptional activator that in 
concert with MBF (Mbp1-
Swi6p) regulates late G1-
specific transcription of targets 
including cyclins and genes 
required for DNA synthesis and 
repair 
SWI 6 Transcription cofactor, forms 
complexes with DNA-binding 
proteins Swi4p and Mbp1p to 
regulate transcription at the 
G1/S transition;  
ARID1A, 
SMARCA1 (spliced 
transcript variants 
encoding different 
isoforms have been 
found for this gene – 
SMARCD, 
SMARCE, etc.) 
  
This gene encodes a 
member of the 
SWI/SNF family, 
whose members have 
helicase and ATPase 
activities and are 
thought to regulate 
transcription of certain 
genes by altering the 
chromatin structure 
around those genes. 
The encoded protein is 
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involved in meiotic
expression; localization 
regulated by phosphorylation; 
potential Cdc28p substrate  
part of the large ATP-
dependent chromatin 
remodeling complex 
SNF/SWI, which is 
activation of genes 
normally repressed by 
 gene 
required for 
transcriptional 
chromatin. 
CLB 5, CLB 
6 
B-type cyclins involved in DNA 
replication during S phase; 
activates Cdc28p to promote 
initiation of DNA synthesis; 
function in formation of mitoti
spindles along with Clb3p an
Clb4p; most abundant during
c 
d 
 
late G1 phase 
with 
 
 
 
 
CCNB1, CCNB2 The B-type cyclins, B1 
and B2, associate 
p34cdc2 and are 
essential components
of the cell cycle 
regulatory machinery. 
B1 and B2 differ in 
their subcellular 
localization. Cyclin B1 
co-localizes with 
microtubules, whereas 
cyclin B2 is primarily 
associated with the 
Golgi region. Cyclin B2
also binds to 
transforming growth 
factor beta RII and
thus cyclin B2/cdc2 
may play a key role in
transforming growth 
factor beta-mediated 
cell cycle control.  
CDC 6 Essential ATP-binding protein 
required for DNA replication,
component of the pre-
replicative complex (pre-RC)
 
 
ous  
ring cell cyle 
 
n of 
 
. 
which requires ORC to 
associate with chromatin and is 
in turn required for Mcm2-7p 
DNA association; homolog
to S. pombe Cdc18p  
CDC6, 
CDC14A (this is a 
homolog of yeast 
CDC 14) 
This protein functions 
as a regulator at the 
early steps of DNA 
replication. It localizes 
in cell nucleus during 
cell cyle G1, but 
translocates to the 
cytoplasm at the start
of S phase. The 
subcellular 
translocation of this 
rotein dup
is regulated through its
phosphorylation by 
Cdks. Transcriptio
this protein was 
reported to be 
regulated in response 
to mitogenic signals
through transcriptional 
control mechanism 
involving E2F proteins
CDC 20 f 
e (APC/C), 
C 20 Cell-cycle regulated activator o
anaphase-promoting 
complex/cyclosom
CD acts as a regulatory 
protein interacting with 
several other proteins 
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which is required for 
metaphase/anaphase 
transition; directs ubiquitination
of mitotic cyclins, Pds1p, and
 
 
other anaphase inhibitors; 
potential Cdc28p substrate  
 
ent 
uclear 
at multiple points in the
cell cycle.  
It is required for two 
microtubule-depend
processes, n
movement prior to 
anaphase and 
chromosome 
separation 
CDC 28 Catalytic subunit of the main 
cell cycle cyclin-dependent 
kinase (CDK); alternately 
associates with G1 cyclins 
(CLNs) and G2/M cyclins 
(CLBs) which direct the CDK to
specific substrates  
 
in 
 of 
28, 
nit of 
e, and 
 
n. 
es 
ts 
r E, 
 
 Its 
 
Two 
 
tion 
gene have 
CDK 2, CDK4 The proteins encoded 
by this genes are 
members of the 
Ser/Thr protein kinase 
family. This prote
kinase is highly similar 
to the gene products
S. cerevisiae cdc
and S. pombe cdc2. It 
is a catalytic subu
the cyclin-dependent 
protein kinase 
complex, whose 
activity is restricted to 
the G1-S phas
essential for cell cycle
G1/S phase transitio
This protein associat
with and regulated by 
the regulatory subuni
of the complex 
including cyclin A o
CDK inhibitor p21Cip1
(CDKN1A) and 
p27Kip1 (CDKN1B).
activity is also 
regulated by its protein
phosphorylation. 
alternatively spliced
variants and multiple 
transcription initia
sites of this 
been reported.  
MBP 1 Transcription factor involved in 
regulation of cell cycle 
progression from G1 to S 
phase, forms a complex with 
Swi6p that binds to MluI cell 
cycle box regulatory element in 
promoters of DNA synthesis 
genes  
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Appendix B: Predictions based on the fuzzy models 
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Appendix C: C++ program for fuzzy inference 
 
The code can be directly pasted into the emacs editor. For the program to function 
successfully, the input data must be provided in a text file named ‘Data.txt’. Because C++ 
does not read data directly from excel files, the input data must be converted to ‘.csv’ or 
‘.txt’ files. This program cannot be used to fewer gene inputs. The codes for 1 to 4 gene 
inputs can be obtained from the author. 
 
# include <iostream> 
# include <fstream> 
# include <cmath> 
# include <algorithm> 
# include <iomanip> 
 
using namespace std; 
 
 int main() 
 int i(0); 
  float y; 
  ifstream rdata("Data.txt"); 
  while (rdata >> y) 
    { 
      i++; 
    } 
  rdata.close(); 
 
  float a[i]; 
  ifstream rdata1("Data.txt"); 
  for (int j=0; j<i;j++) 
    { 
      rdata1>>a[j]; 
    } 
  rdata1.close(); 
 
  int no(0);                       //********enter the number of the 
gene here (0 to 11) 
  float d[11][20], ex[20]; 
  
   for (int j=0; j<20; j++) 
    { 
      ex[j] = tan((a[20*(no) + j])*2*(atan(1))); 
 
      for (int i=0; i<no; i++) 
 { 
   d[i][j] = a[(20*i + j)]; 
{ 
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 } 
      for (int i=no; i<11; i++) 
{ 
  d[i][j] = a[(20*(i+1) + j)]; 
 
  //cin << n; 
int p(0); 
for (int i=0; i<(n-4); i++) 
; j<(n-3); j++) 
); k<(n-2); k++) 
l=(k+1); l<(n-1); l++) 
 m=(l+1); m<n; m++) 
 C[p][0]=i; 
 C[p][1]=j; 
 C[p][2]=k; 
 
    } 
} 
data 
 
+) 
 
 
 } 
    } 
 
   
  // all combinations with 5 genes 
 
  int n(11); 
  //cout >> "Enter the number of genes"; 
   
  int C[462][5]; 
  
  
    { 
1)      for (int j=(i+
 { 
   for (int k=(j+1
     { 
      for (int  
  { 
   for (int 
      { 
   
   
   
    C[p][3]=l; 
=m;     C[p][4]
   p = p+1; 
  
  
     } 
}  
    } 
 
  
uzzification of the   // f
 
 
   float f[11][60];
 
    for (int i=0; i<11; i++) 
      { 
 for (int j=0; j<20; j+
  {  
     if (d[i][j]<0) 
      {  
  f[i][3*j]= -d[i][j]; 
 f[i][3*j+1]= 1+d[i][j];  
  f[i][j*3+2]= 0; 
        }
     else if (d[i][j]>0) 
       { 
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  f[i][3*j]=0; 
; 
i][3*j+2]=d[i][j]; 
 if (d[i][j] == 0) 
 f[i][3*j]=0; 
i][3*j+1]=1; 
 f[i][3*j+2]=0; 
t (E), Pearson,   Rule set no., RULES applied   \n"; 
[27][3]; 
; i<4; i++) 
  { 
    
; k<4; k++) 
  { 
    =i; 
  } 
cation with all genes and all rules 
loat 3*20][27]; 
0; i<11; i++) 
  { 
   for (int j=0; j<20; j++) 
  for (int k=0; k<27; k++) 
    { 
] = 0; 
    } 
for  k=0; k<27; k++) 
  { 
    =0; j<11; j++) 
 (int l=0; l<3; l++) 
f (x[k][l] == 1) 
  f[i][3*j+1]=1-d[i][j]
  f[
       } 
     else
       { 
 
  f[
 
       } 
   } 
      } 
 
    cout << "Fi
 
 
  // 27 possible rules 
 
  int x
  p =0; 
  for (int i=1
  
  for (int j=1; j<4; j++) 
 { 
   for (int k=1
   
   x[p][0]
       x[p][1]=j; 
       x[p][2]=k; 
       p++; 
     } 
 } 
  
 
  // General Fuzzifi
 f  z[11][
 
int i=  for (
  
   
 { 
 
 
       z[i][j][k
 
 } 
    } 
 
   (int
  
  for(int j
 { 
   for (int i=0; i<20; i++) 
     { 
       for
  { 
    i
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      { 
      z[j][3*i][k] = z[j][3*i][k] + f[j][3*i+l]; 
   z[j][3*i+1][k] = z[j][3*i+1][k] + f[j][3*i+l]; 
 3) 
   z[j][3*i+2][k] = z[j][3*i+2][k] + f[j][3*i+l]; 
    } 
} 
    } 
  } 
60], De[20],Df[20]; 
l possible 4-rule sets 
for i1++) 
  { 
    27; j1++) 
int k1=0; k1<27; k1++) 
 { 
       r[0] = i1; 
 
      r[2] = k1; 
  
      
for ( int l=0; l<462; l++) 
  { 
      
t j=0; j<60; j++) 
t[j] =0; 
      } 
j<5; j++) 
      } 
lse if (x[k][l] == 2)     e
      { 
     
      } 
    else if (x[k][l] ==
          { 
     
  
  
 
 } 
  
 
 
  
  float s[60], t[
   
 
  // al
 
  
  int r[5], q(0); 
 
  (int i1=0; i1<27; 
  
  for (int j1=0; j1<
 { 
   for (
     { 
       for (int l1=0; l1<27; l1++) 
 
    for (int m1=0; m1<27; m1++) 
      { 
 
        r[1] = j1;
  
        r[3] = l1; 
    r[4] = m1;     
        q = q+1; 
  
 
       
   
   
 
       for (in
       {   
    s[j] = 
   
 
       // summing up the fuzzified values for the genes 
 
  for (int j=0;      
         { 
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    for (int k=0; k<60; k++) 
    t[k] = z[(C[l][j])][k][(r[j])]; 
] + t[k]; 
e resultant value 
De[i] = (s[3*i+2]-
3*i] i]+s[3*i+1]+s[3*i+2]); 
      }  
      // arctan inverse transform 
       
      for (int i=0; i<60; i++) 
   Df[i] = tan((De[i])*2*(atan(1))); 
        } 
      float  crr, err(0), dr(0), m(0);  
(ex[i])/20; 
       } 
or 
l data 
  // me - mean of the experimental data 
viat n of m the mean 
 w=0; w<20; w++) 
+ (ex[w]-(m))*(ex[w]-(m)); 
       
      for (int i=0; i<20; i++) 
 
i])*(Df[i]-ex[i])/dr; 
1 - err; 
oduct correlation 
is the mean of calculated values 
+) 
      { 
    
        s[k] = s[k
      } 
         }   
  
       // Deffuzzify th
   
       for (int i = 0; i<20; i++) 
         { 
    
s[ )/(s[3*
   
   
 
 
 
         { 
 
 
 
 
 
       for (int i =0; i < 20; i++) 
         { 
    m = m + 
  
 
 
       // estimate err
    // dr - denominator in error expression    
       // ex - experimenta
     
 
       //denominator in the error term is the squared 
de io  the expt data fro
 
       for (int
         { 
    dr = dr 
         } 
 
 
         {
    err = err + (Df[i]-ex[
         } 
       crr = 
 
 
       // prr is the pearson pr
       // m 
 
       float prr(0), mc(0); 
 
       for (int i =0; i < 20; i+
         { 
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    mc = mc + (Df[i])/20; 
         } 
 
n of estima      stde - standard deviatio  // ted values 
andard deviation of experimental data 
      float stde(0), stdc(0); 
      for ( int i =0; i<20; i++) 
]-mc)*(Df[i]-mc)/(20-1); 
 sqrt(stde); 
      stdc = sqrt(stdc); 
+) 
 = prr + (ex[i]-m)*(Df[i]-mc)/(20-
  
      if (crr > 0.55) 
    
0] = crr; 
   R[1] = prr; 
    
]; 
    
0] = x[(r[2])][1]; 
R[11] = x[(r[2])][2]; 
2] = x[(r[3])][0]; 
   R[15] = x[(r[4])][0]; 
   R[16] = x[(r[4])][1]; 
   R[20] = C[l][2]; 
2] = C[l][4]; 
       // stde - st
 
 
   
 
         { 
    stde = stde + (ex[i]-m)*(ex[i]-m)/(20-1); 
    stdc = stdc + (Df[i
         } 
       stde =
 
 
       for (int i =0; i < 20; i+
         { 
    prr
1)/(stde)/(stdc); 
         } 
 
       
 
         { 
    
    float R[23]; 
   
   R[ 
 
    R[2] = q; 
     
    R[3] = x[(r[0])][0]; 
    R[4] = x[(r[0])][1]; 
   R[5] = x[(r[0])][2];  
   
    R[6] = x[(r[1])][0
   R[7] = x[(r[1])][1];  
    R[8] = x[(r[1])][2]; 
   
    R[9] = x[(r[2])][0]; 
    R[1
    
 
    R[1
    R[13] = x[(r[3])][1]; 
4] = x[(r[3])][2];     R[1
 
 
 
    R[17] = x[(r[4])][2]; 
 
   R[18] = C[l][0];  
    R[19] = C[l][1]; 
 
    R[21] = C[l][3]; 
    R[2
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    ofstream f("5SIC1.txt",ios::app); 
    f << "\n"; 
) 
 
rr>0.5)&&(crr<.55)) 
        { 
at P[23]; 
0] = crr; 
] = prr; 
 P[2] = q; 
][0]; 
] = x[(r[0])][1]; 
 P[6] = x[(r[1])][0]; 
]; 
]; 
 P[12] = x[(r[3])][0]; 
 P[15] = x[(r[4])][0]; 
   P[22] = C[l][4]; 
app); 
   for (int j=0; j<23; j++) 
    for (int j=0; j<23; j++
      { 
        f << R[j] << "  "; 
      }
    f.close(); 
         } 
 
 
       if ((prr > 0.75)&&(c
 
     
    flo
       
    P[
    P[1
   
 
    P[3] = x[(r[0])
    P[4
    P[5] = x[(r[0])][2]; 
 
   
    P[7] = x[(r[1])][1
    P[8] = x[(r[1])][2
 
x[(r[2])][0];     P[9] = 
    P[10] = x[(r[2])][1]; 
    P[11] = x[(r[2])][2]; 
 
   
    P[13] = x[(r[3])][1]; 
    P[14] = x[(r[3])][2]; 
 
   
    P[16] = x[(r[4])][1]; 
    P[17] = x[(r[4])][2]; 
 
   P[18] = C[l][0];  
    P[19] = C[l][1]; 
    P[20] = C[l][2]; 
    P[21] = C[l][3]; 
 
     
    ofstream g("5SIC1.txt",ios::
    g << "\n"; 
 
      { 
        g << P[j]<< "  "; 
      } 
    g.close(); 
         } 
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    } // close the all gene combination loop (795 
erations) 
return 0; 
 program as the data source.  The 
ghlighted “Result.txt”. 
 
it
         
      } 
  } 
     } 
 } 
    } 
  
 
  
} 
 
 
 
C++ code for selecting the best fitting model: 
 
This program uses the output file from the previous
 hioutput file name should be entered in place of the
 
 
#include <iostream> 
nclude <fstream> #i
#include <string> 
#include <algorithm> 
using namespace std; 
 
int main ()  
{ 
  float c[50]; 
 
  for(int z =0; z<50; z++) 
    { 
      c[z] =0; 
  }   
   int k(0); 
 
  int i(0); 
  float a[230000];   
    for(int i=0; i<230000; i++) 
      { 
 a[i]=0; 
      } 
     
Result.txt    ifstream f(" "); 
    
    for (int  p=0; p<50; p++) 
      { 
 int j(0); 
 for (int i=0; i<230000; i++) 
   { 
     f >> a[i]; 
   j+ ;   +
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   } 
  fo 0; i<(j/23); i++) 
 
   
    c[p] = b[j/23-1]; 
   } 
  f.close(); 
   
    sort(c,c+(50)); 
{ 
 
  
     float b[j/23]; 
      
   r(int i=
       { 
  b[i] = a[23*i]; 
       }
    
     sort(b,b+(j/23)); 
 
 
     
   
  
  
  
      for(int i=45; i<50; i++) 
 
   cout << c[i]<<" \n"; 
 } 
    return 0; 
}
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Matlab files for simulating the network 
omm be pasted directly in to the Matlab 
orkspace once the required files are saved in the Matlab directory. 
is script, the user will require the excel files - 
nd Data.xls. The file paperdata.xls was uploaded by 
k [1]. The file Data.xls is a 
erdata.xls) corresponding to the time 
h the phenotype data is reported   
Rules for the model. 'Model.m' is a matlab script that loads all the 
rules obtained from the model for the 12 genes under study 
ear 
c 
del 
Read the data from the excel file 
ta1 = xlsread('Paperdata','Data Used in Paper','b20:u31'); 
 Ex = xlsread('Paperdata','Data Used in Paper','c4:v15'); 
 t1 = xlsread('paperdata','Data Used in Paper','c3:v3'); 
ta2 = xlsread('Data','Sheet1','a14:h14'); 
 t2 = xlsread('Data','Sheet1','a15:h15'); 
uzz = zeros(13,20); 
   
 = mean(Data2,2); 
v = sum((Data2 - m*ones(1,8)).^2,2); 
 
C ents are shown in green. The code can 
w
 
% se thTo u
Paperaata.xls a
Sokhansanj et. al. for their wor
c tion of points (from Papollec
series for whic
 
% 
% 
  
cl
cl
Mo
% 
Da
  
  
Da
  
Df
 
m
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s = zeros(1,20); 
for i = 1:8 
end 
0; 
d 
; 'CLN 
2 '; 'CLB 6 '; 'SWI 4 '; 'CDC 28'; 'MBP 1 '; 'CDC 6 ']; 
  
:13 
 
input 
 
s = s+ (t1==t2(1,i)); 
D = zeros(1,20); 
c=
for i = 1:20 
    if(s(1,i)==1) 
        c=c+1; 
        D(1,i) = Data2(1,c); 
    end 
en
Data1 = [Data1; D]; 
str = ['SIC 1 '; 'CLB 5 '; 'CDC 20'; 'CLN 3 '; 'SWI 6 '; 'CLN 1 '
for i=1
        a = nonzeros(x(:,:,i)');
        j = length(a)/3; 
       X1 = a(1:3)'; 
       for k = 1:(j - 1) 
           X1 = [X1; a((3*k+1):(3*k+3))']; 
       end     
       D = Data1((nonzeros(y(i,:))),:); 
 % The function, 'fuzzify' calculates the fuzzified values for a given 
% matrix
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       f = fuzzify(D); 
on, 'Apply_Rule' applies the rules described in the 
the fuzzified data in the matrix, 'f' and calculates the predicted  
 to the union rule configuration 
  Dfuzz(i,:) = Apply_Rule(X1,f); 
) = (Dfuzz(13,:)+1)/2; 
 scaling of the phenotype data 
   Dfuzz(13,a) = 1 / (1+exp(-12*(Dfuzz(13,a)-0.5))); 
   end      
ata1 + 0.05*Dfuzz; 
%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%  Loop for Iteration   %%%%%%%%%%%%%%%%%%%%%%%% 
2000 
i)'); 
; 
[X1; a((3*k+1):(3*k+3))']; 
f = fuzzify(D);  
tion, 'Apply_Rule' applies the rules described in the 
rix,'x' 
 % The functi
matrix,'x' 
% to 
% output according
      
end 
         Dfuzz(13,:
%       Logistic
        for a = 1:20 
         
     
        Data = 0.95*D
     
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%
 for i1 = 1:
     for i=1:13 
       a = nonzeros(x(:,:,
       j = length(a)/3
       X1 = a(1:3)'; 
       for k = 1:(j - 1) 
           X1 = 
       end 
        D = Data((nonzeros(y(i,:))),:);      
       
% The func
mat
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% to the fuzzified data in the matrix, 'f' and calculates the predicted  
z(i,:) = Apply_Rule(X1,f);  
 
   for a = 1:20 
fuzz(13,a)-0.5))); 
ta + 0.05*Dfuzz; 
,:); 
= Data1(6,:); 
nes(7,20); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%   Section for Plotting   %%%%%%%%%%%%%%%%%%%%%%% 
(i,:)),'r') 
,Ex(i,:),'g*-') 
tes') 
% output according to the union rule configuration 
        Dfuz
   end 
       Dfuzz(13,:) = (Dfuzz(13,:)+1)/2;      
% Logistic scaling of the phenotype data
     
            Dfuzz(13,a) = 1 / (1+exp(-12*(D
        end 
        Data = 0.95*Da
%         Data([3 4 5 9 10 11 12],:) = Data1([3 4 5 9 10 11 12]
        Data(6,:) 
        Data([3 4 5 9 10 11 12],:) = -1*o
 end 
  E = 1 - sum((s.*Data(13,:) - Data1(13,:)).^2,2)/v 
 
%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%
  figure 
 for i = 1:12 
     subplot(5,3,i) 
     plot(t1,tan(pi/2*Data
     hold on 
     plot(t1
     title(sprintf('%s',str(i,:))) 
     xlabel('Time in minu
     ylabel('log expression ratios') 
 end 
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subplot(5,3,13)  
plot(t1,Data(13,:)) 
hold on 
plot(t2,Data2(1:8),'g*-') 
e of cells undergoing division') 
title(sprintf('%s','Phenotype')) 
     xlabel('Time in minutes') 
     ylabel('Percentag
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Appendix D: Plots with one gene un-iterated 
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igure 17: Plots for the network with SIC1 kept un-iterated at its initial value.  F
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Figure 18: Plots for the expression profiles in the network with CLB5 kept un-iterated at its initial value.  
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Figure 19: Plots for the expression profiles in the network with CDC20 kept un-iterated at its initial value.  
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Figure 20: Plots for the expression profiles in the network with CLN3 kept un-iterated at its initial value.  
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Figure 21: Plots for the expression profiles in the network with SWI6 kept un-iterated at its initial value.  
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Figure 22: Plots for the expression profiles in the network with SWI1 kept un-iterated at its initial value.  
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Figure 23: Plots for the expression profiles in the network with CLN2 kept un-iterated at its initial value.  
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Figure 24: Plots for the expression profiles in the network with CLB6 kept un-iterated at its initial value.  
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Figure 25: Plots for the expression profiles in the network with SWI4 kept un-iterated at its initial value.  
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Figure 26: Plots for the expression profiles in the network with CDC28 kept un-iterated at its initial value.  
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ots for the expression profiles in the network with MBP1 kept un-iterated at its initial value.  Figure 27: Pl
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itial value.  Figure 28: Plots for the expression profiles in the network with CDC6 kept un-iterated at its in
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Figure 29: Plots for the expression profiles in the network with CLB1 kept un-iterated at its initial value. 
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Figure 30: Plots for the expression profiles in the network with CLB2 kept un-iterated at its initial value. 
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Figure 32: Plots for the expression profiles in the network with CDH1 kept un-iterated at its initial value. 
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Figure 33: Plots for the expression profiles in the network with SWI5 kept un-iterated at its initial value. 
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Figure 34: Plots for the expression profiles in the network with MCM1 kept un-iterated at its initial value. 
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