In this paper, the uncertainty property is represented by Z-number as the coefficients and variables of the fuzzy equation. This modification for the fuzzy equation is suitable for nonlinear system modeling with uncertain parameters. Here, we use fuzzy equations as the models for the uncertain nonlinear systems. The modeling of the uncertain nonlinear systems is to find the coefficients of the fuzzy equation. However, it is very difficult to obtain Z-number coefficients of the fuzzy equations. Taking into consideration the modeling case at par with uncertain nonlinear systems, the implementation of neural network technique is contributed in the complex way of dealing the appropriate coefficients of the fuzzy equations. We use the neural network method to approximate Z-number coefficients of the fuzzy equations.
Introduction
An exceptional case of uncertain system modeling at par with fuzzy equation is fuzzy polynomial interpolation. Polynomials have been used with fuzzy coefficients in order to interpolate uncertain data that are expressed using fuzzy numbers [1] . Interpolation methodology has been broadly utilized for function approximation as well as system identification [2] . In [3] , the fuzzy polynomial interpolation is applied for system modeling. The theory problem associated with polynomial interpolation is researched in [4] . It elaborates that the interpolation of the function includes time complexity at par with data points. In [5] , two-dimensional polynomial interpolation is demonstrated. Smooth function approximation has been broadly implemented currently [6] . It yields a model by utilizing Lagrange interpolating polynomials at the points of product grids [1, 7] .
However if it involves uncertainties in the interpolation points, the above suggested techniques will not work appropriately.
The fuzzy equation can be regarded as a generalized form of the fuzzy polynomial. Compared with the normal fuzzy systems, the fuzzy equations are more easy to be applied. There are several approaches to construct the fuzzy equations. [8] used the fuzzy number on parametric shapes and replaced the original fuzzy equations with crisp linear systems. [9] proposed the homotypic analysis technique. [10] used the Newton methodology. In [11] the solution associated to the fuzzy equations is studied by the fixed point technique. The numerical solution associated to the fuzzy equations can be extracted by iterative technique [12] , interpolation technique [13] and the Runge-Kutta technique [14] . The neural networks may also be used to solve fuzzy equations. In [15] , the simple fuzzy quadratic equation is resolved by the neural network method. [16] extended the result of [15] to fuzzy polynomial equations. In [17] , the solution of dual fuzzy equation is obtained by neural networks. A matrix pattern associated with the neural learning has been quoted in [18] . The predictor-corrector approach is applied in [19] .
The decisions are carried out based on knowledge. In order to make the decision fruitful, the knowledge acquired must be credible. Z-numbers connect to the reliability of knowledge [20] . Many fields related to the analysis of the decisions use the ideas of Znumbers. Z-numbers are much less complex to calculate when compared to nonlinear system modeling methods. Z-number is abundantly adequate number than the fuzzy number. Although Z-numbers are implemented in many literatures, from theoretical point of view this approach is not certified completely. There are few structure based on the theoretical concept of Z-numbers [21] . [22] gave an inception which results in the extension of Z-numbers. [23] proposed a theorem to transfer Z-numbers to the usual fuzzy sets. In [20] a novel approach was followed for the conversion of Z-number into fuzzy number. In this paper, we use fuzzy equations to model the uncertain nonlinear systems, where the coefficients and variables are Z-numbers. Z-number is a novel idea that is subjected to a higher potential in order to illustrate the information of the human being as well as to use in information processing [20] . Z-numbers can be regarded as to answer questions and carry out the decisions [24] . This paper is one of the first attempts in finding the coefficients of fuzzy equations based on Z-numbers. We use the neural network method to approximate the coefficients of the fuzzy equations. The standard backpropagation method is modified, such that Z-numbers in the fuzzy equations can be trained.
Nonlinear system modeling with fuzzy equations and Znumbers
A general discrete-time nonlinear system can be described as
(1) Here we consider ∈ ℜ as the input vector, ∈ ℜ is regarded as an internal state vector and ∈ ℜ is the output vector. and are noted as generalized nonlinear smooth functions ,
Suppose is non-singular at the instance = 0, = 0, this will create a path towards the following model
Where Ω(•) is an nonlinear difference equation exhibiting the plant dynamics, and are computable scalar input and output respectively. The nonlinear system which is represented by (2) is implied as a NARMA model. The input of the system with incorporated nonlinearity is considered to be as
Taking into consideration the nonlinear systems as mentioned in (plant), it can be simplified as the following linear-in-parameter model
here is considered to be the linear parameter, ( ) and ( ) are nonlinear functions. The variables related to these functions are quantifying input and output. The modeling of uncertain nonlinear systems can be achieved by utilizing the linearin-parameter models linked to fuzzy parameters. We assume the model of the nonlinear systems (3) has uncertainties in the , and . These uncertainties are in the sense of Z-numbers [25] . + -number carries more information than − -number. In this paper, we use the definition of + -number, i.e., = [ , ], is a fuzzy number and is a probability distribution. We use so called membership functions to express the fuzzy number. One of the most popular membership function is the triangular function
and trapezoidal function
The probability measure is expressed as
where is the probability density of and R is the restriction on . For discretenumbers Similar with the fuzzy numbers [26] [27] [28] [29] , -numbers are also incorporated with three primary operations: ⊕,⊖ and ⨀ . These operations are exhibited by: sum subtract multiply and division. The operations in this paper are different definitions with [20] . The -level of -numbers is applied to simplify the operations. Let us consider 1 = ( 1 , 1 ) and 2 = ( 2 , 2 ) be two discrete -numbers illustrating the uncertain variables 1 and 2 , ∑ 1 ( 1 )
The operations for the fuzzy numbers are defined as [26] v
For all 1 * 2 operations, we use convolutions for the discrete probability distributions
The above definitions satisfy the Hukuhara difference [30] [31] [32] ,
Here if 1 ⊖ 2 prevails, the -level is
Obviously, 1 ⊖ 1 = 0 , 1 ⊖ 1 ≠ 0 . Also the above definitions satisfy the generalized Hukuhara difference [33] 
It is convenient to display that 1) and (15) where ∀ ∈ [0,1] If is a triangular function, the absolute value of Z -number = ( , ) is | ( )| = (| 1 | + | 1 | + | 1 |, (| 2 | + | 2 | + | 2 |)) (16) If 1 and 2 are triangular functions, the supremum metric for Z -numbers 1 = ( 1 , 1 ) and 2 = ( 2 , 2 ) is given as ( 1 , 2 ) = ( 1 , 2 ) + ( 1 , 2 ) in this case (•,•) is the supremum metrics considering fuzzy sets [26] . ( 1 , 2 ) is incorporated with the following possessions:
is -number and is triangle function. With the definition of Generalized Hukuhara difference, the gH-derivative of at 0 is expressed as
In (17), ( 0 + ℎ) and ( 0 ) exhibits similar style with 1 and 2 respectively included in (14) . Now we utilize the fuzzy equation (3) to model the uncertain nonlinear system (1). Modeling with fuzzy equation (or fuzzy polynomial ) can be regarded as fuzzy interpolation. In this paper, we utilize the fuzzy equation (1) to model the uncertain nonlinear system (1), in such a manner that the output related to the plant can approach to the desired output * , min‖ − * ‖ (18) This modeling object can be regarded as to detect , for the following fuzzy equation
where = [ −1 , −2 , … , , −1 , … ] .
Z-number parameter estimation with neural networks
We design a neural network to represent the fuzzy equation (3), see Fig. 1 . The inputs to the neural network are and , the output is Z-number . The main idea is to detect appropriate weight of neural network , in such a manner that the output of the neural network converges to the desired output * . The input Z-numbers and are first applied to -level as in (11) [ ] = ( , )
Then in the first hidden units we have
and in the second hidden units we have
The neural network output is In order to train the weights, we need to define a cost function for the fuzzy numbers. 
Υ is considered to be a scalar function. It is quite obvious,
The vital positiveness lies within the least mean square (24) is that it has a self-correcting feature that makes it suitable to function for arbitrarily vast duration without shifting from its constraints. The mentioned gradient algorithm is subjected to cumulative series of errors and is convenient for long runs in absence of an additional error rectification procedure. It is more robust in statistics, identification and signal processing [34] . Now we use gradient method to train Z-number weight , = ( , , , ) . We compute 
where is the training rate > 0. For the requirement of increasing the training process, the adding of the momentum term is mentioned as 
where > 0 Learning algorithm 1)
Step 1: Choose the training rates > 0 , > 0 and the stop criterion Υ > 0. The initial Z-number vector = ( 1,1 , … , , ) is selected randomly. The initial learning iteration is = 1 the initial learning error Υ = 0. 
Conclusion
In this paper, the classical fuzzy equation is modified such that its coefficients and variables are Z-numbers. However, the parameters of the fuzzy equations cannot be obtained directly. We use the neural network method to approximate Z-number coefficients of the fuzzy equations. The neural model is constructed with the structure of fuzzy equations. With modified backpropagation method, the neural network is trained. Further work is to study the stability of training algorithms.
