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Abstract. Satellite imagery allows a plethora of applications ranging
from weather forecasting to land surveying. The rapid development of
computer vision systems could open new horizons to the utilization of
satellite data due to the abundance of large volumes of data. However,
current state-of-the-art computer vision systems mainly cater to appli-
cations that mainly involve natural images. While useful, those images
exhibit a different distribution from satellite images in addition to hav-
ing more spectral channels. This allows the use of pretrained deep learn-
ing models only in a subset of spectral channels that are equivalent to
natural images thus discarding valuable information from other spectral
channels. This calls for research effort to optimize deep learning mod-
els for satellite imagery to enable the assessment of their utility in the
domain of remote sensing. Tensorflow tool allows for rapid prototyping
and testing of deep learning models, however, its built-in image gener-
ator is designed to handle a maximum of four spectral channels. This
manuscript introduces an open-source tool that allows the implemen-
tation of image augmentation for hyperspectral images in Tensorflow.
Given how accessible and easy-to-use Tensorflow is, this tool would pro-
vide many researchers with the means to implement, test, and deploy
deep learning models for remote sensing applications.
Keywords: Hyperspectral · Satellite imagery · Remote sensing · Deep
learning · Tensorflow.
1 Introduction
Remote sensing applications have recently been utilizing deep learning tech-
niques with an increasing pace [8]. However, tools for utilization of of deep neu-
ral networks (DNN) are still not well-developed for the field of satellite imagery
where most of the methods are imported as is from natural image processing
that are restricted to the visible range of the electromagnetic spectrum. Satellite
images are usually hyperspectral and they also capture images with statistics
different to natural images. One of the techniques widely used in deep learning
is image augmentation. It have been a very successful technique to increase the
variety of natural images used for training deep neural networks [4,3,11]. The
advantage of this technique is that it enlarges the training dataset while preserv-
ing labels by utilizing symmetries in natural images. While there are multiple
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studies that managed to utilize image augmentation in training deep learning
models on hyperspectral images [10,9], they usually went the route of creating
their own tools. The lack of a widely available, open-source tool could be an
obstacle for many researchers in the field. This paper introduces a tool that
could be integrated with Tensorflow tool citetensorflow2015 which is a widely-
used tool for deep learning prototyping and research. Its ease of use has allowed
a wide audience to explore the world of deep learning and develop their own
applications without an extensive knowledge of programming. One drawback of
Tensorflow is that its native image augmentation tool only allows up to four-
channel images. The tool introduced in this paper allows this audience to utilize
full Tensorflow functionality along with image augmentation tools for hyperspec-
tral images. Making such a tool widely available could assist in improving the
DNN models for satellite images which could open new horizons in the field of
remote sensing especially with the high volume of satellite images that cover the
whole Earth. This could enable many researchers especially in developing areas
to make use of the open access satellite data currently available through portals
such as the Copernicus Open Access Hub.
2 Methods
2.1 Data Augmentation Tool
Due to the lack of a Keras/Tensorflow implementation of the image generator
tool that supports hyperspectral images, I developed an image generator seeding
from previously published codes [7] but with extended functionality using Python
Scikit-image toolbox. The tool allows for image augmentation by horizontal and
vertical flipping, rotation, translation, zooming, shearing, and addition of speckle
(multiplicative) noise. All but the latter technique are common procedures for
natural image augmentation in training DNN models. Speckle noise functionality
addition was added as an augmentation technique that better simulates the types
of noise that affect satellite images [13]. The toolbox is available on GitHub1
under an MIT License.
Additionally, to allow image generation from satellite images along with shape
files that specify data points, I implemented a function where the input to the
generator is a JPEG 2000 format images, a common format for satellite images,
and a shape file that comprises of coordiantes for the centroids of the map
locations from where images need to be extracted. The user would specify the
size of images as well as augmentation techniques to use and the tool would crop
those images as the DNN is being trained (Figure 1).
2.2 Model Architecture
In order to make a simple test case, I trained a standard convolutional neural
network VGG19 [12] as a base model for training. The input layer dimensions
1 https://github.com/mabdelhack/hyperspectral_image_generator.
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were expanded to incorporate thirteen channels of the hyperspectral satellite
images. Additionally, the fully connected layers were replaced by three layers of
dimension 2048× 2048, 2048× 1024, and 1024× 10 where the last ten units cor-
respond to the classification targets as will be further elaborated in the dataset
description section. The model was implemented using Tensorflow with Keras
implementation [2].
Fig. 1. A demonstration of direct image extraction from satellite images by using
point coordinates. This example data shows parks in St. Louis City, MO extracted
from https://www.stlouis-mo.gov/ and base map retrieved from maps.google.com
on 2020-July-8.
2.3 Dataset
Hyperspectral images from EuroSAT were used [5]. Images in this dataset were
taken by the satellite Sentinel-2A covering areas from different regions in Europe.
Each image was 64 × 64 pixels with thirteen channels representing different
electromagnetic bands. Each image belonged to one of ten classification targets.
A more complete description of the data acquisition can be found at Helber et
al. 2019 [5].
2.4 Data Augmentation Testing
I first tested each of the common image augmentation techniques separately and
performance was compared to the no augmentation condition. I tested horizontal
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and vertical flipping, rotation with a maximum range of 90◦, zooming (in-out)
with a maximum factor of 1.5, translation with a maximum range of 25% of
image size, shearing with a maximum range of 5%. When augmentation causes
image to go out of frame, the edge pixels are repeated to pad the missing regions
and preserve the image size. Secondly, I tested the introduction of speckle noise
which is a multiplicative noise component common in satellite communication
[13] as an augmentation technique. I tested the addition of speckle noise with
zero mean and variance of 0.010.
2.5 Training and Performance Measurement
I trained each DNN model for ten epochs with 500 batches per epoch of 128
images each using an Adam optimizer (learning rate=0.001) with a categorical
cross-entropy loss function. Training dataset included 21000 training samples
and 9000 test samples. This meant that without augmentation, each training
sample would be used on average 30 times throughout the ten epochs of training
which could lead to over-fitting given that the network has a total of 21,025,226
trainable parameters.
3 Results
Table 1 summarizes accuracy performance for the epoch with highest test accu-
racy for each of the different testing conditions. Results showed all augmentation
techniques led to increased accuracy except for image translation. One reason
for that decrease in performance could be the image padding mechanism that
follows translation that could be destructive to the image. For this reason, an
extension to the tool that extract images directly from the high resolution satel-
lite images was included (Figure 1), This could improve the utility of translation
augmentation if it were implemented on a larger tile where the image transla-
tion simply includes surrounding pixels from the larger tile rather than removing
them completely and padding them later. Speckle noise augmentation technique
also appears to be a promising approach to image augmentation for satellite data
[6]. Also, being native to satellite images, it could prove beneficial for generaliza-
tion of the models to images originating from different satellites. These results
show that traditional image augmentation techniques could improve performance
even in hyperspectral setting as demonstrated by previous studies [10,9].
4 Conclusion
Many of the traditional image augmentation techniques appear to be readily
transferable to satellite image processing model, more specific augmentation
methods could also further enhance the accuracy and generalizability of these
models. Having a publicly available tool for image augmentation could assist
many researchers in the field of remote sensing.
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Augmentation Technique Best Epoch Training Accuracy Test Accuracy
No Augmentation 7 86.72% 87.66%
Horz/Vert Flipping 9 92.79% 93.43%
1.5 zooming 9 89.16% 88.59%
25% translation 7 66.05% 70.00%
90◦ rotation 9 83.76% 90.00%
5% shearing 7 93.99% 90.93%
Speckle Noise (Variance=0.010) 8 92.18% 91.25%
Table 1. Results of training the DNN using image augmentation techniques.
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