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Abstract
This study measured thresholds for the discrimination of rigidly and nonridgidly rotating patterns in two dimensions. The
stimuli employed were closed contours created by the sum of two ‘radial frequency’ components and sensitivity to their
deformation was measured as a function of the difference in the angular velocities of the components. Results show that
thresholds do not depend on the specific shape of the pattern. To quantify the influence of local computations versus global
pooling, thresholds were measured with parts of the pattern covered by (invisible) pie-shaped apertures. One finds thresholds are
not simply a function of the total amount of pattern visible but exhibit a dependence on the number of apertures. Moreover,
sensitivity to deformation could neither be fully explained on the basis of local computations nor by linear global summation. A
simultaneous masking paradigm was employed to elucidate potential mechanisms involved in the computation of deformation.
While 1D masks (horizontal gratings and translating random dots) only marginally elevate thresholds, rotating and expanding
motion significantly impairs sensitivity. This indicates that detectors tuned to radial and circular motion are involved in the
computation of shape deformation. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction
The perception of a body undergoing deformation is
part of everyday visual experience. In fact, the motion
of most biological objects in the word is nonrigid.1 A
prominent example for nonrigid motion in natural
scenes is that of animal gait. Rigidity would require
every part of a body to maintain its relative position to
each other. Although locally true (due to the bone
structure), globally this assumption is violated
whenever an animal moves. The remarkable sensitivity
of humans to this ‘piecewise rigid’ motion is evident
from the ability to recognise for example a walking
man exclusively on the basis of the kinematics of a few
dots attached to major joints of its body (Johansson,
1973). This specific example of shape from motion is
commonly referred to as biological motion and repre-
sents a subclass of nonrigid motions.
Beside piecewise-rigid animal gaits which have been
studied extensively (Johansson, 1973; Bertenthal &
Pinto, 1994; Ahlstro¨m, Blake, & Ahlstro¨m, 1997; Neri,
Morrone, & Burr, 1998), there are other classes of
nonrigid motion that have been categorised according
to their degree of deformation (Aggarwal, Cai, Liao, &
Sabata, 1998). The current study is concerned with
coherent objects that change their shape within certain
continuity and smoothness constraints. Examples of
such elastic deformations extend from waving a cloth to
the visualisation of a beating heart or changes in facial
expressions.
What do we know about human sensitivity to such
nonrigid deformations? Most research on motion per-
ception has focused on rigid motion and surprisingly
little is known about ones ability to detect if and how a
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1 According to the definition used here, a contour is moving rigidly
if any two frames of a presentation can be made identical by applying
a combination of the following three transformations to one of the
frames: translation, rotation, and scaling. Conversely, if two frames
are not identical up to a translation, rotation, and scaling transforma-
tion, the body is considered to undergo a deformation.
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body changes its shape. Most studies on body shape
were not directly concerned with its deformation but
rather with the way the visual system interprets the
nonrigid, two-dimensional (2D) projection of an object
moving rigidly in three dimensions (3D). It has been
known for some time that the human visual system is
remarkable in extracting the shape of a 3D object from
the dynamics of the two 2D retinal images. Wallach
and O’Connel (1953) first reported a strong percept of
a 3D object undergoing rotation when only its 2D
shadow projections were shown to observers. This is an
example of a cortical interpretation of rigid structure
from motion and was termed the kinetic depth effect.
Because the equally valid interpretation of an object
undergoing deformation in a 2D plane is not adopted,
it was postulated that the visual system favours a rigid
3D percept over 2D deformation (Jansson & Jo-
hansson, 1973; Ullman, 1979). Further evidence for
such an inherent predisposition of the visual system
towards the perception of rigid motion in 3D (Jo-
hansson, 1973; Todd, 1984; Hogervorst, Kappers, &
Koenderink, 1997) comes from studies where even the
2D projections of a physically nonrigid object in 3D
evoked the sensation of a rigid body (Norman & Todd,
1993; Hogervorst et al., 1997). It is of note that there
are a few exceptions where the rule fails to explain
human perception. In the case of the ‘rubber pencil’
illusion (Pomerantz, 1983) or the ‘Ames window’
(Ames, 1951), observers see a body deforming when it
is actually moving rigidly. This may point towards the
difficulty of computing 3D structure from 2D motion.
Turning towards the special case of motion restricted
to a 2D plane, and thus disregarding motion in depth,
can one also identify such a bias towards rigidity?
Surprisingly, studies concerned with rigid versus non-
rigid perception in 2D show an opposite bias. For a
specific range of ratios between its principal axes, a
rigidly rotating ellipse is perceived as nonrigidly de-
forming or pulsating (Wallach, Weisz, & Adams, 1956).
In the even simpler case of pure translational motion, a
rigid sinusoidal line with appropriately low amplitude
and spatial frequency elicits the impression of plastic
undulation (Nakayama & Silverman, 1988a). In both
cases, a rigid perception can be constrained when addi-
tional cues are made available such as dots in the
vicinity of the ellipse (Weiss & Adelson, 1996) or fea-
tures on the translating contour (Nakayama & Silver-
man, 1988b).
While these studies report illusory nonrigid percep-
tion for physically rigid objects moving in a 2D plane,
a key question remains: how sensitive are we in discrim-
inating physically nonrigid motion from real rigid mo-
tion in 2D? The present study explores this issue using
a novel class of deforming patterns.
2. General methods
2.1. Stimuli
2.1.1. Closed contours
In the present study the class of stimuli defined by
closed contours that are single-valued in polar coordi-
nates was considered. These patterns have been used in
the general case of biological shape description (Lestrel,
1997) and have been introduced to visual psychophysics
by Wilkinson, Wilson, and Habak (1998). Mathemati-
cally, any single-valued contour in polar coordinates
can be described as:
r(u)rmean ·

1 %
N
n1
An · sin(vn · u8n)

(1)
where r, u are the polar coordinates of the contour in
radians, rmean is its mean radius, A, v, 8 are the
amplitude, ‘radial’ frequency, and phase respectively of
the components, and the subscript n indexes individual
components. To ensure that the contours are closed
and do not cross themselves, the amplitude (A) has to
be restricted to values between 0 and 1 and the fre-
quency (v) always set to an integer value.
Each component by itself (given by restricting the
summation in Eq. (1) over a single value of n) describes
a sinusoidal modulation of the radius of a circle (rmean).
Such components were employed by Wilkinson et al.
(1998) when testing sensitivity to static shapes and have
been termed ‘radial frequency patterns’ (RF). The
shapes of the six radial frequency components (v2,
3, 4, 5, 7, and 10) employed in this study are shown in
Fig. 1 (top).
To guarantee a restricted range of spatial frequencies
contained within each contour, the cross-sectional lumi-
nance profile of the stimuli was defined by a radial
fourth derivative of a Gaussian (D4), given by:
D4(r)C ·
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r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· e((r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where r is the radius from Eq. (1), rmean is the mean
radius as before, s determines the peak spatial fre-
quency, and C denotes the contour contrast. The full
spatial frequency band-width for such a D4 profile is
1.24 octaves at half amplitude and its peak spatial
frequency can be calculated as (Wilkinson et al., 1998):
fpeak

2
p · s
(3)
For reasons that will become obvious each stimulus
was created by a combination of two radial frequency
components. Fig. 1 portrays two examples of shapes
employed in this study, a combination of RF {25}
(centre) and {310} (bottom). Note that the summa-
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tion sign in the figure indicates that the underlying
components comprising the overall shape are actually
summed in accordance to Eq. (1).
The mean radius (rmean) for all stimuli was set to 1.3°
at a viewing distance of 1.2 m, and the modulation
amplitude (A) to a fraction of this radius (0.049 for RF
2 and 0.025 for all other radial frequencies). These
amplitudes were chosen to be at approximately six
times the thresholds for discriminating static radial
frequency components from a circle (Wilkinson et al.,
1998). The phases of the components were always
selected randomly to avoid presenting identical pat-
terns, thus reducing the chance of memorising individ-
ual stimuli. Pattern contrast was at 100% and s set to
0.056° giving a peak spatial frequency of 8 cpd.
2.1.2. Deformation of closed contours
Deformation was introduced by temporally modulat-
ing the phases (D8) of the components. As long as the
temporal modulations of the phases for the two compo-
nents are not identical (D81"D82; indicated schemati-
cally by the clockwise and counter-clockwise arrows at
the bottom of Fig. 1), the contour will change its shape.
Alternatively, if the two components have identical
phase modulations (D81D82"0) that are different
from zero, the resulting contour will undergo rigid
rotation without changing shape. It can be proved
mathematically that modulating components’ phases
(while keeping their amplitudes fixed) will not alter the
area within the contour over time. Such rigidly rotating
or deforming closed contours made up of two compo-
nents are defined by:
r(u, t)
rmean ·

1 %
2
n1
An · sin(vn · u80,n t · D8n · vn)

(4)
where 80 and D8 are the initial phase and the constant
phase shift and t denotes time.
A key issue in designing the experiments was to avoid
artificial cues to the discrimination of rigid from de-
forming patterns. For example, if the rigid control
pattern was kept stationary (D81D820), a decision
could be based purely on the detection of motion
within the deforming pattern without the perception of
nonrigidity. Therefore, to render the experimental task
non-trivial, rotational motion was introduced for both
the nonrigid test and rigid control pattern. The rigid
control had its rotational speed (6rot) fixed by setting
D81v1D82v26rot. Rotational motion for the de-
forming test was achieved by setting D81v16rot and
nonrigidity guaranteed by a different phase modulation
for the second component, D82v2"6rot. This gives the
impression of a contour that changes its shape while
undergoing rotation. Thus, observers could neither base
their decision purely on the detection of motion nor on
rotation of the nonrigid test pattern. Such patterns that
rotate around their centre (the fixation spot) stay at a
fixed mean retinal eccentricity and therefore reduce the
possibility of eliciting eye-movements.
The amount of deformation was quantified by the
difference in rotational speed (or difference in the phase
modulations) between the two components (Deforma-
tionD81v1D82v2). The more the two modulations
differ, the stronger the sensation of shape deformation.
The rotational speed (6rot) of one of the two compo-
nents of the deforming pattern (always the component
with the lower radial frequency) was set to 285°:s
(equivalent to D83°:frame for a frame refresh rate of
95 Hz). The speed of the second component (the higher
radial frequency) was always slower. For sufficiently
slow speeds of this second component, the overall
pattern appeared to be mainly deforming without a
strong impression of rotation. To avoid the possibility
that subjects based their decision on the lack of rota-
Fig. 1. Stimuli used in the experiments. Top: Various ‘radial fre-
quency’ (RF) components, defined as the sinusoidal modulation of
the radius of a circle in polar coordinates. Individual component
shapes correspond to different integer numbers of cycles (v) per 2p.
Centre: Two examples of the contour shapes created by different
combinations of two radial frequency components. The shape result-
ing from adding components 3 and 10 is markedly different from that
given by summing components 2 and 5. All stimuli had a cross-sec-
tional luminance profile of a D4. Bottom: Deformation was intro-
duced by independently changing the temporal phase shifts of the two
components (rotation). Non-identical temporal phase modulations of
the two components (e.g., clockwise rotation for one component and
counter-clockwise rotation for the other) results in apparent deforma-
tion of an overall rotating pattern. The amount of deformation can
be systematically varied by altering the difference in phase modula-
tions between the two components.
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Fig. 2. Examples of psychometric functions obtained from single
experimental runs with four differently shaped patterns shown by the
insets. The graphs plot percent correct vs. the amount of deformation
given by the accumulated phase shift between the two components.
The data points (solid circles) were fitted by a Quick function (solid
curves) using a maximum likelihood procedure. Threshold was
defined as the point at which observers were correct 75% of the trials.
Generally, for each pattern shape four such threshold estimates were
obtained by repeated runs and the thresholds averaged (see Fig. 3).
2.3. Apparatus
Stimuli were created and presented on an Apple
iMac. The spatial resolution of the monitor was set to
800600 pixels (29.63 pixels:cm). The software lookup
table was defined to maximise contrast linearity using
150 equally spaced grey levels. Pattern luminance was
modulated about a mean of 85.4 cd:m2. Subjects viewed
the stimuli under dim room illumination and a chin and
forehead rest was used to maintain a constant viewing
distance of 120 cm. At this distance each pixel sub-
tended 0.016°. Viewing was always binocular (with the
exception of one subject (KH) who had one eye oc-
cluded because of severely reduced visual acuity in this
eye). The movies containing the rotating and deforming
pattern were calculated as arrays of individual movie
frames in MATLAB prior to the experiments. The
program controlling the experiments included routines
from Pelli’s VideoToolbox (Pelli, 1997).
2.4. Procedure
The screen background was set to a mean grey
luminance. During the entire experiment a fixation
mark — a small dark-grey circle (0.08° in diameter) —
was displayed at the centre of the screen. Subjects were
encouraged to maintain fixation and suppress eye-
movements. Each trial was initiated by pressing a key
on the keyboard which was followed by two, tempo-
rally separated stimulus intervals. The time delay be-
tween pressing a key and onset of the first interval (as
well as the inter-interval delay) was 300 ms. The rigid
and nonrigid stimuli were randomly shown in either the
first or the second interval. The patterns rotated around
the centre of the screen at the position of the fixation
target. Within an experimental run, patterns with vary-
ing degrees of deformation (on a linear scale) were
presented randomly.
The method of constant stimuli was used in a tempo-
ral two-alternative forced choice paradigm: following
the second interval, subjects had to indicate which
interval showed the deforming pattern by pressing one
of two keys. Individual experimental runs consisted of 4
degrees of deformation (depending on subjects’ sensitiv-
ity and difficulty of the task, ranging from 9.5 to
285°:presentation). Each of these 4 degrees of deforma-
tion was presented 20 times within individual runs
giving a total of 80 repetitions per run. The resulting
data for each run (see Fig. 2) were fitted individually by
a Quick (1974) function using a maximum likelihood
procedure and thresholds were defined as the 75% point
on this function. Subjects typically completed four repe-
titions of each experimental run on different days giv-
ing several separate threshold estimates that were then
averaged.
tional motion within one of the patterns, the rigid
control patterns were randomly presented with different
overall rotational speeds ranging from 190 to 285°:s.
Furthermore, to minimise the chance of subjects
memorising individual contour shapes, three different
patterns were generated for each stimulus configuration
by picking random initial phases for the two compo-
nents. The apparent motion sequences used in the
experiments consisted of 48 frames, 38 of which were
shown in each individual trial of 400 ms duration.
Thus, by choosing a random starting frame (between 1
and 10), potential familiarisation with individual pat-
terns was further reduced. Clockwise and counter-
clockwise rotation was presented randomly by showing
the apparent motion sequences either forwards or
backwards.
2.2. Obser6ers
Observers had normal or corrected-to-normal vision.
All but one were naive with respect to the purpose of
the study and were paid for their participation. Before
each session, they completed a few trials to familiarise
themselves with the experiment. No feedback was given
either during practice or when data were taken. Usu-
ally, a single 30 min practice session was sufficient for
subjects to reach an asymptotic performance level.
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3. Experiments
Three sets of experiments were conducted focusing
on the following questions.
Does sensitivity to deformation depend on the shape
of a pattern?
Is shape deformation determined by local computa-
tions or by global pooling?
What mechanisms are involved in the computation of
shape deformation?
3.1. Experiment 1a: Basic thresholds for different
pattern shapes
The ability of subjects to discriminate a deforming
from a rigidly rotating pattern was measured in the first
experiment. Employing different combinations of two
RF components created distinct shapes. In the first
part, one of the two components was kept fixed (RF 2)
and different second components added. The resulting
range of shapes can be appreciated by the insets at the
top of Fig. 3 (adding, from left to right, frequencies of
3, 4, 5, 7, and 10 to the base frequency of 2). Each
individual combination was tested separately and the
deforming pattern compared to a rigid contour with
identical shape parameters. Hence, the patterns were
never discriminable on the basis of shape alone.
Fig. 2 shows four examples of psychometric curves
obtained from single experimental runs for different
pattern shapes (insets). The mean and standard errors
of several individual threshold estimates from repeated
runs with the same pattern shape were calculated and
subsequently used as a measure of performance. Such
average thresholds for each of four subjects are dis-
played in Fig. 3. Thresholds are plotted as a function of
the second component’s radial frequency (the shape of
the pattern) on log–log axes and expressed as the
accumulated difference in phase shift between the two
components over the 400 ms presentation time in de-
grees. Consequently, a value of 90° represents a phase-
lag of a quarter of a full rotation between the two
components. In other words, assume the base pattern
(radial frequency 2) made a half rotation (180°), the
second component rotated in the same direction but
only by 90°. As for all other graphs error bars indicate
standard errors of the mean.
Although there is obvious inter-subject variability
with respect to absolute threshold magnitudes, the main
observation evident from Fig. 3 is the lack of substan-
tial differences in thresholds for different pattern shapes
within subjects, i.e. all curves are flat. Statistical analy-
ses showed no consistent pattern across subjects with
respect to which pattern shape exhibits highest or low-
est thresholds. The mean threshold averaged over sub-
jects and pattern shapes was 36.1°.
To make sure that this pattern of results is not
artificial because of the specific choice of the base
component (RF 2), a second set of shapes was tested
using a RF of 3 as the base pattern. Comparing results
for contours created by adding the same RF compo-
nents (4, 5, 7, and 10) to different base components (2
or 3) shows remarkable overlap (Fig. 4). Thresholds are
very similar for patterns that are visibly different in
shape (compare insets at top of Fig. 3 with those at top
of Fig. 4).
Hence, the shape of the pattern generated by the
combination of two radial frequency components has
Fig. 3. Deformation detection thresholds for four subjects. Different
pattern shapes (depicted in the inset) are a consequence of adding
different second components (RF 3, 4, 5, 7, and 10; abscissa) to a RF
of 2. Thresholds (in degrees, ordinate) are expressed as the accumu-
lated phase shift between the two components (for a 400 ms presenta-
tion) required to be correct in 75% of the trials. Error bars are
standard errors of the mean. Sensitivity to deformation is clearly
independent of the shape of the closed contour.
Fig. 4. Comparing two sets of pattern shapes. The two sets were
created by adding the same second components (RF 4, 5, 7, and 10)
to different base patterns (RF 2, open symbols; or RF 3, filled
symbols). The insets show the second set of shapes (the first set is
shown at the top of Fig. 3). Thresholds are essentially identical for
the two sets of stimuli.
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Fig. 5. Effect of altering presentation time on deformation detection thresholds. The ordinate shows thresholds elevations relative to a 400 ms
presentation time used in experiment 1. The data are averaged across four observers and error bars represent inter-subject variability expressed
as the standard error of the mean. The two pattern shapes tested reveal different dependencies on presentation time: while thresholds for one
pattern (RF {23}) decrease with increasing presentation time before levelling off at around 400 ms, they are almost completely unaffected for
the other shape (RF {25}).
little effect on the detection of deformation. This lack
of influence of the pattern shape on performance is
somewhat surprising. On the basis of the ‘ellipse illu-
sion’, one may have expected that some pattern shapes
appear nonrigid even if rotating rigidly and therefore
may be harder to discriminate (higher thresholds) from
real deformation. One of the shapes used in the experi-
ments (combination of RF {23}) is in fact similar to
the pattern eliciting the ‘ellipse illusion’. It is perhaps
not surprising then, that subjects, when prompted, re-
ported to have a sensation of deformation even for the
rigidly rotation comparison pattern. Regardless of this,
their ability to discriminate it from a truly deforming
pattern was not impaired.
3.2. Experiment 1b: effect of presentation time
So far, data has been presented as the accumulated
difference in phase shifts between the two components
for the 400 ms presentation time. This followed the
assumption that performance depends on the total
amount of phase difference and would improve when
increasing presentation time. Alternatively, it is con-
ceivable that thresholds are independent of stimulus
duration, once a certain threshold level is reached. In
the latter case, it would appear more informative to
express thresholds by the difference in rotational speed
(e.g. per second) or equivalently by the difference in
phase shifts between any two frames of the
presentation.
These two possibilities were investigated by testing
two of the pattern shapes (combinations of either RF
{23} or {25}) for presentation times of 200, 400,
and 600 ms. The data on Fig. 5 are averaged over four
subjects with individual thresholds normalised to those
obtained for the presentation time used in the first
experiment (400 ms). As a consequence, the data points
for the 400 ms duration equal one and values above one
indicate elevated threshold. While increasing presenta-
tion times from 200 to 400 ms clearly improves perfor-
mance for one pattern shape (the combination of
frequencies {23}; open circles), they have little effect
on the other shape (RF {25}; filled circles). For both
pattern shapes, performance improves only marginally
when presentation time was increased further, indicat-
ing that thresholds approach an asymptotic level for
presentation times of about 400 ms. The longer dura-
tion required for one of the pattern shapes to reach
asymptotically low thresholds indicates a harder com-
putation and may provide an explanation for why this
pattern is seen deforming even when moving rigidly, as
in the ellipse illusion. It is of note that these results are
also consistent with the notion that the periodicity of
the patterns has an influence on perception in the sense
that higher frequencies require less time to reach peak
performance levels.
3.3. Experiment 2: local computation 6ersus global
pooling
The second set of experiments aimed to dissociate the
two fundamentally different ways in which the visual
system could achieve its sensitivity to deforming shapes.
Either relatively local computations or global pooling
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Fig. 6. Deformation detection thresholds for a pattern shape composed of RF {23} as a function of the percentage of visible contour (shown
by the inset). Each panel shows data (solid circles connected by dashed lines) for a different subject. Elevated thresholds are plotted relative to
the performance for the entire pattern. The data are well fit by power functions (solid lines) with slopes averaging to 1.2. The thin solid and
dotted lines in the lower left hand panel are predictions for ‘probability summation’ across independent local detectors (slope 0.29) and for
an ideal linear integrator (slope 0.5) respectively. Note that these predictions are arbitrarily anchored at 100%. Anchoring them at the smallest
area would simply shift these curves upward without affecting their slopes. Area summation is clearly much stronger than predicted by either of
the models.
of local information could determine shape deformation.
These two hypotheses can be distinguished on the basis
of different predictions they make for partly occluded
patterns. If local information was sufficient to produce
a sensation of deformation of a whole pattern, then
covering parts of the pattern should leave performance
unaffected. This is analogous to the assumption that local
detectors coexist that can encode deformation indepen-
dently from each other. In this case, comparing sensitiv-
ity of a single detector with that of an array of local
detectors should not improve performance beyond what
probability summation of such independent mechanisms
would predict.
On the other hand, sensitivity to deformation could
heavily rely on information arising from many parts of
a pattern. Following this argument, only the correct
combination of local information could produce reliable
perception of deformation but individual local detectors
would fail to produce a signal. There are clearly different
ways in which this information pooling could be achieved
computationally. One potential candidate is an ideal
linear integrator that sums information linearly across
the entire pattern (across separate local detectors). If such
a global mechanism were responsible for the sensation of
deformation, one would expect performance to be
strongly affected when reducing the amount of pattern
contour.
3.4. Experiment 2a: partly occluded contours
To address this question, parts of the patterns were
covered by invisible occluders and hence contour length
manipulated. The contour was always confined to a
single aperture with an invisible pie-shaped occluder
covering the remainder (see Fig. 6, top). Thresholds were
measured as a function of the percentage of visible
contour. The position of the occluder was fixed during
the presentation giving the impression of a pattern
rotating behind a stationary mask. Different amounts of
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visible contour were tested separately. The two pattern
shapes used in this experiment were combinations of
RF {23} and {25}. All other experimental
parameters were identical to the first experiment.
Graphs present threshold elevations calculated rela-
tive to the sensitivity to the whole pattern (100%) as a
function of the visible area. Fig. 6 plots the data for the
first pattern shape, a combination of RF {23}. Indi-
vidual data (filled circles connected by dashed curves)
are inversely proportional to the pattern area and to a
first approximation fall along straight lines in these
log–log coordinates indicating a power-law relationship
between visible area and threshold elevation. Conse-
quently, the data for each subject were fitted with a
power law function and the heavy solid lines show these
fits. The exponents of these power law fits averaged
1.20.
It is instructive to compare these results to the pre-
dictions made by the two hypothetical models outlined
above. If deformation was computed on a purely local
basis by independent detectors one would expect
thresholds to increase with area in a way described by
‘probability summation’ between such detectors (Gra-
ham, 1989). The relationship between thresholds and
area was then given by:
Thc · A1:k (5)
where Th is threshold, c a constant, A the stimulus
area, and k the slope of the psychometric function set
to 3.5 which corresponded to the average value ob-
tained in the experiments presented here. This predic-
tion is shown by the thin solid line in the lower left
panel of Fig. 6. Note that the predicted slope of 0.29
is nowhere near the observed average value of 1.2
indicating that probability summation can not account
on the strong effect visible area has on performance. In
turn, this implies that a model based on independent
local detectors does not provide an accurate explana-
tion for the effect of restricting contour length on shape
deformation. Instead, the much steeper curves point
towards global integration.
One such global mechanism would be an ideal linear
integrator that can pool information over the entire
contour. Its performance can be estimated by the
change in signal-to-noise ratio when altering sector size,
mathematically given by:
d %(A)
S(A)

N(A)

A · S

N · A
 d´ · 
A (6)
where the signal-to-noise ratio (d %) is defined as the
signal, S, divided by the S.D. of the noise (calculated as
the square root of the variance, N, of the noise). Signal
and noise variance depend on the stimulus area (A)
and, assuming that the integrator’s noise is Poisson-dis-
tributed, increase directly with it. Consequently, the
signal-to-noise ratio of an ideal integrator changes pro-
portional to the square root of the area thus predicting
a slope of 0.5 (e.g. Burr, Morrone, & Vaina, 1998).
This prediction is shown by the thin dotted line in the
lower left-hand panel of Fig. 6. As with probability
summation, an ideal linear integrator can also not
account for the data implying that, for this pattern
shape, the visual system extensively pools information
across the whole pattern, in a much stronger way than
what linear summation would predict.
Surprisingly, a quite different picture emerges when
testing with a different pattern shape (Fig. 7). A shape
defined by combining RF {25} shows, for all sub-
jects, thresholds that are to a much lesser extend af-
fected by manipulating the size of the occluder as
evident from the much shallower curves. Here, the
exponents of the power-law averaged 0.38, a value
that differs from the exponent for the first pattern
shape by a factor of 3, and lies between the predictions
of probability summation of independent local detec-
tors (0.29) and an ideal global integrator (0.5).
Hence, it is suggestive that for the pattern shape here
(RF {25}) deformation depends less on global pool-
ing than for the shape used in the first part of the
experiment (RF {23}). While this could be inter-
preted as the signature of different mechanisms encod-
ing deformation depending on the shape of a contour,
it is also consistent with the notion of a shift in
effectiveness of local computations. In any case, there
appears to be evidence for both global pooling and
local computation. It is of note that the absolute
thresholds for these two different shapes are not signifi-
cantly different when the whole patterns are visible
(Fig. 3).
3.5. Experiment 2b: 6arying the number of occluders
From the last experiment it became evident that
thresholds for a pattern shape generated by combining
RF {23} are determined by global pooling. In this
case, does it matter in which way the information is
presented? If the visual system behaved in a way pre-
dicted by an ideal global summation, thresholds should
be unaffected when presenting the same amount of
pattern in different ways.
3.5.1. Methods
To test this, the total amount of visible pattern was
kept constant at 50% and the number of symmetrically
arranged occluders (1, 2, 4, and 8) altered. Patterns
were notionally divided into 2, 4, 8, or 16 pie-shaped
segments and alternate segments either displayed a part
of the contour or were set to the mid-grey luminance
level of the background (Fig. 8, top). This resulted in
different amounts of the pattern visible in individual
apertures: 50, 25, 12.5, and 6.25%. In addition, it
affected the size of the gaps dividing parts of the
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Fig. 7. Threshold elevations relative to those for the entire pattern as a function of the percentage of visible contour as in Fig. 6 but for a different
pattern shape (RF {25}). The exponents of the power fits average 0.38, is much lower than that found for a different shape (Fig. 6), and
falls between the predictions of ‘probability summation’ and ideal linear integrator.
pattern. The angular extents of the gaps were: 180, 90,
45, and 22.5° for 1, 2, 4, and 8 occluders respectively.
As before, the occluders were stationary. Pattern shape
was given by RF {23}.
3.5.2. Results
The results on Fig. 8 argue against the implementa-
tion of ideal global pooling according to which sum-
ming information over a large enough area (the entire
pattern) should leave perception unaffected.
Thresholds, normalised to that observed with the whole
pattern, clearly depend on the number of apertures.
Individual data show that thresholds are elevated by up
to a factor of 2 when changing the number of apertures
while keeping the total amount of visible contour con-
stant. There is some variability across subjects, but a
common feature is that the highest number of apertures
(8) always exhibits the lowest threshold. This implies
that the inter-aperture gap between adjacent segments
influences perception and the smaller this gap the better
performance is. In addition, all but one subject (DK)
show highest thresholds for an intermediate number of
apertures (2 or 4) and a non-monotonic dependence on
the aperture number.
3.6. Experiment 3: effect of masking
The final experiment was designed to gain insight
into the kind of mechanisms involved in computing
shape deformation. Electrophysiological studies have
identified several cortical levels involved in motion pro-
cessing, some of which can be discriminated by the kind
of motion patterns to which their neurons selectively
respond. This motion stream includes primary visual
cortex (V1), middle temporal (MT or V5), and medial
superior temporal (MST) cortex. While neurons in V1
and MT respond preferentially to translational motion,
cells, particularly in the dorsal segment of MST
(dMST), have been shown to be selective to more
complex motion patterns including radial and circular
motion (Tanaka & Saito, 1989; Duffy & Wurtz, 1991;
Orban, Lagae, Verri, Raiguel, Xiao, Maes, & Torre,
1992; Graziano, Andersen, & Snowden, 1994). The
experiments here were designed to determine whether
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Fig. 8. Dependence of deformation detection thresholds on the num-
ber of apertures within which 50% of the entire pattern is presented.
The remainder of the pattern (RF {23}) is covered by symmetri-
cally arranged, invisible pie-shaped occluders (insets). Although there
is inter-subject variability, none of the curves is completely flat,
expected if the visual system could perfectly pool information across
the entire pattern. Instead, thresholds are lowest for the highest
numbers of apertures (8) and, with one exception (DK), exhibit a
non-monotonic dependence with thresholds highest for intermediate
numbers of apertures (2 and 4).
any such motion pattern is particularly efficient in
masking deforming stimuli.
3.7. Experiment 3a: grating masks
To test this, a simultaneous masking paradigm was
employed where the deforming pattern was presented
together with one of three masks (Fig. 9, cartoons at
the top): a vertical, radial, or concentric sinusoidal
grating.
3.7.1. Methods
All gratings had identical parameters: contrast was
set to 0.4, spatial frequency to 8 cpd (to match the peak
spatial frequency of the D6 profile of the deforming
patterns), and temporal frequency to 4 Hz. Note that
the parameters of the radial pattern were chosen to give
a spatial frequency of 8 cpd around the circumference
of a circle with radius 1.3°, equivalent to the mean
radius of the closed contours. The central part of the
mask (0.8° in diameter) around the fixation spot was set
to the background luminance. The gratings moved in
directions orthogonal to their contours: the vertical
grating translated left or right, the radial grating ro-
tated clock-wise or counter-clockwise, and the concen-
tric grating expanded or contracted. The effect of
individual grating masks was tested in separate experi-
ments within which the two directions of motion associ-
ated with each mask were chosen randomly.
Fig. 9. Deformation detection thresholds for a pattern shape composed of RF {23} in the presence of various simultaneous grating masks
(insets). The pattern contrast was set to 60% and that of the masks to 40%. Gratings moved orthogonal to their contours, producing horizontal
translation, rotation, and expansion:contraction for the vertical, radial, and concentric masks respectively. For all subjects, thresholds are least
elevated for translation (grey bars) and are markedly higher for expanding:contracting motion (densely hatched bars). The sparsely hatched bar
shows results of a control condition using a stationary concentric mask, which causes thresholds to drop back to values comparable to patterns
without masks.
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Fig. 10. Threshold elevations for a second pattern shape (RF {25}) in the presence of various random dot masks. Here, pattern contrast was
30% and that of the dots 70%. Between frames, the dots were displaced to produce one of three motion patterns: translational motion, rotation,
or expansion:contraction (cartoons). As with grating masks, translational motion (grey bars) elevates thresholds only marginally. In contrast, both
rotation (black bars) and expansion (hatched bars) impair performance significantly.
The contour shape was made up of RF {23}. With
the exception of the pattern contrast, which was set to
0.6, and the added mask all experimental parameters
were identical to what was used in previous experiments.
Reducing the contour contrast from 1.0 to 0.6 was not
found to affect performance in a control experiment.
3.7.2. Results
For each of three subjects, thresholds strongly depend
on the kind of mask. Fig. 9 shows threshold elevations
relative to the same, unmasked pattern in experiment 1
(Fig. 3). While a vertical grating (grey bars) degrades
sensitivity least, thresholds are more elevated by a radial
grating (black bars) and rise markedly in the presence of
a concentric mask (densely hatched bars). Threshold
elevations increase by an average factor of 1.6 when
masked by concentric gratings (and therefore expanding:
contracting motion) as compared to a vertical grating
(translational motion).
One could argue that these differences are artificial due
to a reduced visibility of the contours by the concentric
mask but not by the other masks. A control experiment
was conducted to investigate this possibility by measur-
ing thresholds in the presence of a stationary concentric
mask. In all other respects, the mask was identical to
those used before. If one assumes that a concentric mask
simply decreases the visibility of the test contour, then
sensitivity should be impaired regardless of the mask’s
motion. This, however, is inconsistent with the results
from this control condition. Shown for one subject only,
the sparsely hatched bar in Fig. 9 plots thresholds for
such a stationary concentric grating mask. Thresholds
drop back to values comparable to patterns without any
mask. This implies that the dramatic threshold elevation
caused by concentric masks is due to expanding or
contracting motion per se.
3.8. Experiment 3b: random dot masks
In this final experiment, the masking gratings were
replaced by masking random dots to test whether the
observed threshold elevations show a dependency on the
specific details of the mask. On the basis of adding noise
to hypothetical deformation detectors, the two different
masks should have a similar effect. In addition, it is
interesting to see whether masking affects different
pattern shapes differently or not.
3.8.1. Methods
On each frame of the presentation, individual dots
were displaced to produce translating, rotating, or ex-
panding motion (see icons at top of Fig. 10). As in the
experiment with grating masks, the direction for each of
these motion patterns was bi-directional (left or right
translation, clock-wise or counter-clockwise rotation,
expanding or contracting motion) and picked randomly
for each trial. Dot contrast was set to 0.7. Half of the
dots were above mean luminance and the other half
below to guarantee an average luminance identical to
that of the background. The lifetime of individual dots
was restricted to two frames after which they were
replaced by new dots at random positions. All dots
moved in the same fashion (coherence level of 100%) with
a speed of 4°:s. Their direction was determined by their
location for rotating and expanding motions. The
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size of individual dots (0.064° in diameter) was chosen
to match the width of the central lobe of the D4
pattern. The total amount of dots filled 10% of the
entire display (density0.1). The shape of the deform-
ing pattern was defined by a combination of RF {2
5} at a contrast of 0.3.
3.8.2. Results
Fig. 10 shows the thresholds obtained when masking
the deforming contours with the three kinds of random
dot motion. As with grating masks, translating random
dots have little effect but thresholds significantly rise
for both rotation and expanding mask motions. Com-
paring thresholds for translation with rotational mask
motion reveals an average ratio of 2.0. Thresholds for
expanding:contracting motion are slightly less elevated.
Compared to translation, they rise by a mean factor of
1.6. Consequently, it appears that this pattern of
threshold elevation for rotating and expanding motion
is independent of both the specific shape of the deform-
ing contour and the details of the mask.
4. Discussion
Previous work has highlighted the remarkable
achievement of the visual system when interpreting
nonrigid motion in a 2D plane, as arising from a rigidly
moving body in 3D. In contrast to these investigations,
the present study was concerned with the observer’s
ability to detect real deformation. To avoid potential
interference of mechanisms extracting motion in 3D,
pattern motion was explicitly restricted to a 2D plane.
To the authors’ knowledge, thresholds for closed con-
tour deformation have not been previously investigated.
4.1. Rele6ance of the present study to natural scenes
How does this kind of shape deformation relate to
natural images? It has been proposed that closed con-
tours such as the ones employed in this study are
crucially important in object recognition (Kovacs &
Julesz, 1993; Wilkinson et al., 1998). In fact, any
smooth closed contour that is single valued in polar
coordinates can be described as a sum of the basic
radial frequency components used here. In this sense, a
broad range of what may be considered to be a funda-
mental part of any object’s outline has been tested.
Moreover, the importance of such shapes in the neu-
ronal representation of objects receives evidence from
recent electrophysiological studies. Gallant and col-
leagues (Gallant, Braun, & Van Essen, 1993; Gallant,
Connor, Rakshit, Lewis, & Van Essen, 1996) found a
subset of neurons in V4 optimally tuned for ‘non-Carte-
sian’ stimuli. Their concentric and hyperbolic patterns
resemble the contours tested here.
While this underlines the critical role of these kinds
of shapes in stationary pattern vision, there is also
reason to assume that detecting their deformation is an
important source of information in everyday life. A
prominent example is the perception of head rotation.
The outlines of human heads can be accurately de-
scribed by sums of radial frequency components (Lu,
1965). In a recent study (Wilson, Wilkinson, Lin, &
Castillo, 2000), it was shown that humans are able to
use very small distortions of a head contour to discrim-
inate head orientations. In a dynamic environment, the
detection of head outline deformation would be ex-
pected to provide useful information about shifts in
another person’s head orientation and hence shifts in
attention, which is crucial for social interactions.
Another important cue to the intentions of another
person is their facial expression and changes in expres-
sions belong to the class of nonrigid deformations. The
prominent role the dynamics play in this process is
evident from neuropsychological studies: impairments
in recognising facial expression from static photo-
graphic images do not overlap with those obtained
from movies (Ekman & Friesen, 1976; Bassili, 1979;
Humphreys, Donnelly, & Riddoch, 1993). It seems
straightforward that the dynamics of facial expressions
(like the up and down motion of the cheeks) can be
adequately described by parts of the pattern shapes
used here. In this respect, the results of the partly
covered contours in experiment 2 may provide instruc-
tive information. This point deserves further
investigation.
4.2. Implications for the neuronal hardware underlying
shape deformation
The aim behind the second experiment was to esti-
mate the contributions of local computations versus
global pooling on the sensitivity to shape deformation.
One hypothetical model consists of an array of local
detectors that encode deformation independently. Ac-
cording to this assumption, performance should only
increase slightly with increasing contour length follow-
ing a ‘probability summation’ of independent detectors’
outputs. Alternatively, it is conceivable that the outputs
of an array of local detectors are pooled at a second
stage. Evidence for such global pooling has been re-
ported in a variety of experimental conditions including
radial and circular random dot motion (Morrone, Burr,
& Vaina, 1995), biological motion (Neri, Morrone, &
Burr, 1998), and detecting Glass patterns (Wilson,
Wilkinson, & Asaad, 1997). The signature of a global
mechanism is the stronger dependence of performance
on stimulus area than what ‘probability summation’ of
local detectors predicts. In the simplest case of an ideal
linear integrator, this dependence is linear (when chang-
ing the signal only) or follows a square root (when
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equally altering both signal and noise as in the experi-
ment presented here). On the basis of the results from
the second experiment it is obvious that neither of these
models can accurately describe all the data. While
performance for one pattern shape (RF {23}) is
greatly affected by visible area consistent with a ‘super-
linear’ summation (2.5 times stronger than what a
linear integrator predicts), another shape (RF {25})
shows much less effect of area. Hence, there appears to
be a shift in the relative effectiveness of local computa-
tion and global pooling depending on the pattern
shape. Area summation that follows a ‘super-linear’
relationship has also been observed with biological
motion (Neri, Morrone, & Burr, 1998).
Where could these local and global computations
take place? Motion is known to be processed at several
different cortical levels. Neurons that are selective to
one-dimensional motion (translation) have been found
in primary visual cortex (V1) as well as in area MT. It
seems reasonable to assume that dynamic deformation
of closed contours is first encoded by such directionally
selective neurons and that cells at different locations
and with different preferred directions operate in paral-
lel and independent from each other. These signals have
then to be integrated by a second stage to give the
behaviour observed with partly occluded contours. The
results from the masking experiments where rotating
and expanding motions elevate thresholds much more
than simple translation, allows speculations about the
kind of such integrators as well as their physiological
substrate. The lack of interactions between translating
masks and deforming patterns makes it questionable
that neurons in the early stages of the cortical motion
stream (V1, MT), are critically involved in the compu-
tation of shape deformation. On the other hand, cells in
higher cortical areas such as MST exhibit sensitivity to
rotation and expansion (Tanaka & Saito, 1989; Duffy
& Wurtz, 1991; Orban et al., 1992; Graziano et al.,
1994). Therefore, one would expect that they would be
selectively affected by adding rotating and expanding
noise. The reduced sensitivity to deformation in the
presence of these motion patterns hints that neurons
with properties such as those observed in MST are
involved in the detection of nonrigid motion.
It should be stressed that the masking paradigm used
here does not allow one to dissociate the level at which
masking is effective. The masking could either occur at
a low-level where detectors are directionally selective or
at a higher level where such local motion signals are
combined. Future studies will be required to provide a
definitive answer but it is clear that only certain kinds
of noise (rotation and expansion) can effectively mask
shape deformation. Support for this observation comes
from a study testing the ability of observers to discrim-
inate the correlated motion (translation, rotation, ex-
pansion, and shear) of spatially separated dots from
uncorrelated motion (Lappin, Norman, & Mowafy,
1991). As shear in their study was the only motion that
could be labelled deformation (in the sense of changing
the geometrical shape of a pattern defined by individual
dots) one may compare it with the results here. Shear
motion when added to a background motion of either
translation, rotation or expansion is strongly masked
by all three of these motion patterns. Consistent with
the present results, the masking effect is more pro-
nounced for both rotation and expansion than for
translation albeit in their experimental conditions the
difference is small.
Although MST with neurons tuned to radial and
circular motion appears an attractive candidate where
shape deformation could be encoded, there are several
reasons to question this assumption.
First, physiological studies have shown that receptive
fields in the dorsal part of MST, where neurons tuned
to radial and circular motion are concentrated, are
large and require stimulation of an area as big as 40° in
diameter to be maximally activated (Tanaka & Saito,
1989). This clearly makes these units unlikely to re-
spond to the deforming patterns used in the study,
which had diameters of 2.6°. The existence of such large
pooling sizes for rotational and radial motions have
been confirmed psychophysically (Burr, Morrone, &
Vaina, 1998). While these results are suggestive that
MST is involved in optic flow computation, they raise
doubts about its involvement in the deformation of
small closed contours. With respect to receptive field
size, it seems much more likely that the small closed
contours here would activate similar mechanisms to
those observed the study by Regan and Beverley (1978).
They found sensitivity to radial and circular motion
selectively impaired by adaptation of corresponding
motions but only when stimulus size was small (B1°)
(Beverley & Regan, 1979).
Second, behavioural experiments on optic flow pat-
terns also revealed that units at global integrating
stages have considerably longer time constants (around
2000 ms) than detectors at earlier stages (Santoro &
Burr, 1999). Such long integration times are markedly
different from the short summation limits of 400 ms
and less found here.2 Under the assumption that optic
flow patterns are encoded in MST, the time constants
observed with small closed contours challenge MST as
a potential site encoding deformation. It is interesting
to note that the summation limits in the experiment
appear to be correlated with the periodicity of the
pattern: the higher the radial frequency of one of the
component (RF {25} vs. (RF {23})) the lower the
2 Note that summation times of less than 400 ms have also been
observed in experiments on motion integration within (Yo & Wilson,
1992a) and across apertures (Orbach & Loffler, 2000; Loffler &
Orbach, 2001).
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time constant (200 vs. 400 ms). Also, there is a correla-
tion between the temporal summation limit and the
amount of global pooling. The pattern that shows less
effect on restricting contour length (RF {25}) has the
shorter time constant.
Third, a recent brain imaging study measured activity
to three-dimensional structure from motion and did not
find significantly more activation in MT:V5 for non-
rigid over rigid motion (Orban, Sunaert, Todd, Van-
Hecke, & Marchal, 1999). Moreover, they also found
significantly less activation in MT:V5 when observ-
ers viewed 2D motion in comparison with 3D motion.
Taken together and assuming that MT:V5 is not just
the homologue of monkey MT but also of its satellite
MST (De Yoe, Carman, Bandettini, Glickman, Wieser,
Cox, Miller, & Neitz, 1996), it seems questionable if
human MST would be activated by the deforming, 2D
patterns. Hence, it remains to be seen which cortical
areas are activated by deforming contours such as those
employed here and exactly where detectors tuned to
nonrigid motion are located. One potential candidate is
the anterior superior temporal polysensory (STPa) area
which Oram and Perrett (1994) found activated by
biological motion, a class of stimuli to which shape
deformation conceptually belong and which is biologi-
cally important.
4.3. Detection of shape deformation is based on motion
not on static shapes
When studying neuronal responses to biological mo-
tion, Oram and Perrett (1994) pointed out that there
are three fundamentally different ways in which the
visual system could achieve its sensitivity to nonrigid
motion. Of course, the task could be achieved by
appropriately combining information from motion sen-
sitive neurons. But sensitivity to motion is not necessar-
ily required. Combining inputs from multiple neurons
each tuned to the same static shape but to different
spatial positions, orientations, or viewpoints could also
be used to contrast rigidity from nonrigidity. Finally, a
combination of the two, integrating information about
a shape’s motion and its form, is also conceivable. This
points to the interesting issue of how long the proposed
parallel pathways (Ungerleider & Mishkin, 1982;
Mishkin, Ungerleider, & Macko, 1983; De Yoe & Van
Essen, 1988) encoding form (ventral, ‘what’ pathway)
and motion (dorsal, ‘where’ pathway) remain separate.
Oram and Perrett (1994), for example, measured be-
haviour in the anterior superior temporal polysensory
(STPa) to biological motion and found no evidence for
the involvement of a network comparing individual
static snapshots of an image.
How can this be investigated psychophysically?. It is
conceivable that humans achieve their sensitivity to
shape deformation without relying on motion signals. If
one assumes that two stationary snapshots in time were
taken of an object then a mental comparison between
these two images could answer the question of whether
it has changed its shape between the two frames. In the
experiments, and in most natural situations, a simple
comparison would not be sufficient. The mental com-
parison would have to be preceded by some sort of
transformation such as rotation, translation, or scaling
of one of the two images. While there certainly are
networks that could carry out these computations, it is
interesting whether the human visual system employs
such algorithms. To test this, the first experiment was
repeated but without motion. Instead of presenting the
apparent motion sequences frame by frame, eliciting the
sensation of rotating and deforming contours, only the
first and the last frame were presented. Each was
displayed for 400 ms (effectively doubling the total
presentation time of 400 ms used in experiment 1). This
gives the impression of two shapes flashed successively.
If observers could base their decision purely on static
images of the shapes, this manipulation should yield
similar results to those observed in the first experiment.
Note that, unlike in the case of ‘shape from motion’,
where motion is required before a shape is perceived, in
the experiments here the shapes are visible even when
there is no motion. Hence, the issue of whether motion
is required to detect deformation independently from
detecting shape alone can be addressed.
Under these static conditions, all tested subjects re-
mained at chance level performance even when tested
with deformations of up to 10 times the threshold
measured with moving patterns. The inability to dis-
criminate deformation from rigid rotation on the basis
of two static images was independent of the shape of
the contour (combinations of RF {23} and {25}).
This indicates that motion per se is essential in this task
and provides psychophysical evidence for the physio-
logical observation of Oram and Perrett (1994) that
sensitivity to biological motion can not be explained
purely on the basis of stationary form perception.
In summary, the principal findings of this study are
that sensitivity to shape deformation is independent of
contour shape and can neither be fully explained on the
basis of local computations or by a linear global sum-
mation. Rather, the contribution of local operations
and ‘super-linear’ global pooling appear to depend on
the contour shape. Finally, the detection of shape de-
formation is severely reduced in the presence of rotating
and expanding masks. This suggests that specific detec-
tors tuned to these complex motions play a key role in
nonrigid motion perception. Because MST as a poten-
tial candidate can be ruled out for several reasons, it
remains to be seen which cortical area is activated by
shape deformation.
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