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Zusammenfassung
Gegenstand dieser Arbeit sind Lo¨sungsverfahren fu¨r unendliche Spiele und die Imple-
mentierung entsprechender Algorithmen im Rahmen einer Experimentierplattform.
Der Schwerpunkt liegt auf Spielen mit Gewinnbedingungen, welche gewisse Liveness-
Eigenschaften fordern. Eine fu¨r Anwendungen (etwa in der Controller-Synthese) zen-
trale Liveness-Eigenschaft ist die “Request-Response-Bedingung”. Sie ist eine Konjunk-
tion von Bedingungen der folgenden Gestalt: Immer wenn ein “Request”-Zustand be-
sucht wird, folgt irgendwann spa¨ter auch der Besuch eines entsprechenden “Response”-
Zustandes. Eng verwandt damit sind die sogenannten “Streett-Bedingungen”, in denen
fu¨r wiederholte Besuche gewisser Zusta¨nde wiederholte Besuche anderer Zusta¨nde ge-
fordert werden.
Es werden verschiedene Lo¨sungsverfahren fu¨r Request-Response-Spiele und Streett-
Spiele vorgestellt, mit Anwendungen etwa in der Analyse von Live-Sequence-Charts.
Der Hauptbeitrag besteht in einer quantitativen Analyse der Request-Response-Spiele.
Ein natu¨rlicher Ansatz zur quantitativen Abstufung von Gewinnstrategien beru¨ck-
sichtigt die Wartezeiten, die in einer unendlichen Partie zwischen den Besuchen von
“Request‘”- und nachfolgenden “Response”-Zusta¨nden verstreichen.
Dazu werden verschiedene Qualita¨tsmaße fu¨r Partien in Request-Response-Spielen (u¨ber
endlichen Spielgraphen) eingefu¨hrt und diskutiert. Fu¨r Maße, in denen die“Strafe”mehr
als linear in den Wartezeiten steigt, wird eine algorithmische Berechnung optimaler Ge-
winnstrategien vorgestellt. Kernpunkt ist eine Reduktion auf Mean-Payoff-Spiele u¨ber
endlichen Zustandsra¨umen, mit der zugleich gezeigt wird, dass optimale Strategien
durch endliche Automaten implementierbar sind.
Die Experimentierplattform GaSt (”Games, Automata & Strategies”) integriert zahl-
reiche Algorithmen zur Theorie der ω-Automaten und zur Lo¨sung unendlicher Spiele.
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Abstract
In this thesis we develop methods for the solution of infinite games and present imple-
mentations of corresponding algorithms in the framework of a platform for the experi-
mental study of automata theoretic algorithms.
Our focus is on games with winning conditions that express certain liveness properties.
A central type of liveness requirement in applications (e.g., in controller synthesis) is the
“request-response condition”. It has the form of a conjunction of conditions “Whenever
a “request”-state is visited, sometime later a corresponding “response”-state is visited”.
A closely related winning condition is the “Streett condition” in which for repeated
visits of certain states the repeated visits of other states is required.
We present methods for the solution of request-response games and Streett games, the
latter with an application in the analysis of live-sequence-charts. The main contribution
is a quantitative analysis of request-response games. We pursue a natural approach for
the quantitative evaluation of winning strategies by taking into account the waiting
times that elapse between visits of “request”-states and subsequent visits of “response”-
states in an infinite play.
We introduce and discuss several related measures of plays in request-response games
(over finite game arenas). For measures that induce a “penalty”which grows more than
linearly in the waiting times, we present an algorithm to compute optimal winning
strategies. The core of the argument is a reduction to mean-payoff games over finite
arenas; it also shows that optimal strategies are implementable by finite-state machines.
The experimental platform GaSt (”Games, Automata & Strategies”) offers numerous
algorithms of the theory of ω-automata and for the solution of infinite games.
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Kapitel 1
Einleitung
Hintergrund und Motivation
Die Konstruktion korrekter und effizienter Hardware- und Softwaresysteme ist eine der
zentralen Herausforderungen der Informatik. Die Vergangenheit hat gezeigt, dass in
diesem Bereich noch immer Nachholbedarf besteht. Stellvertretend seien hier drei pro-
minente Vorfa¨lle genannt, bei denen Fehler in der Software gravierende Auswirkungen
hatten:
• 1962: Die Raumsonde Mariner I weicht aufgrund eines Softwarefehlers vom vor-
ausberechneten Kurs ab und muss schließlich u¨ber dem Atlantik gesprengt wer-
den.
• 1993: Intels neu erschienener Pentium-Prozessor liefert bei der Division von
Komma-Zahlen falsche Ergebnisse.
• 1996: Teile der Programmierung der Ariane-4-Rakete werden fu¨r den Nachfolger
Ariane 5 u¨bernommen, unter anderem ein Modul, das dazu dient, Zahlenwerte
zu konvertieren. Allerdings sind die Motoren der neuen Ariane schneller – das
fu¨hrt dazu, dass das Modul die Berechnungen nicht mehr bewa¨ltigen kann und
den Bordcomputer zum Absturz bringt. 40 Sekunden nach dem Start bricht die
Rakete auseinander.
Das Problem gewinnt auch dadurch an Bedeutung, dass Computer-Komponenten und
Software sich inzwischen in fast allen Lebensbereichen befinden – und damit auch
Probleme, die durch falsch programmierte Software ausgelo¨st werden.
Mo¨gliche Ansa¨tze zur Lo¨sung des Problems ko¨nnen im Testen und Simulieren von Soft-
ware bestehen. Allerdings bieten diese Verfahren keine Korrektheitsgarantie und sind
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unter Umsta¨nden nur eingeschra¨nkt anwendbar. Somit ru¨cken die computergestu¨tzten
Verfahren zur formalen Verifikation in den Vordergrund.
Eine Mo¨glichkeit besteht imModel Checking ([CGP99]). In [CS01] wird Model Checking
definiert als:
an automatic technique for verifying correctness properties of safety-critical
reactive systems.
Der Ansatz beim Model Checking besteht darin, ein System gegen eine Spezifikation
zu pru¨fen. Dazu wird ein Modell des Systems erzeugt – in den meisten Fa¨llen ein Tran-
sitionsgraph oder Kripke-Struktur. Die Spezifikation wird ha¨ufig als Formel der tem-
poralen Logik formuliert und zusammen mit der Kripke-Struktur dem Model-Checker
u¨bergeben. Erfu¨llt das Modell die Formel nicht, wird ein Fehlerszenario zuru¨ckgegeben.
Ein daru¨ber hinaus gehendes Ziel sollte es sein, Verfahren der algorithmischen Synthese
von Hardware bzw. Software aus einer vorliegenden Spezifikation zu finden. Synthese
bedeutet hierbei, dass die Spezifikation automatisch in eine Implementierung transfor-
miert wird, die bedingt durch ihre Konstruktion korrekt ist. Diese anspruchsvollere Ziel-
setzung gegenu¨ber der Verifikation bedeutet eine erho¨hte algorithmische Komplexita¨t
und zuweilen sogar den Verlust eines automatisierbaren Vorgehens. Wa¨hrend Metho-
den der Softwarevalidierung und -verifikation inzwischen gut etabliert sind, abgesichert
durch ada¨quate formale Modelle und auch erprobt in der praktischen Anwendung, ist
der Ansatz der automatischen Synthese von Software bzw. Hardware noch nicht so
weit entwickelt. Der Ansatz der Programmsynthese ist allerdings nur in eingeschra¨nk-
ten Szenarien realistisch, vor allem in reaktiven (Multi-Agenten-)Systemen.
Unendliche Zwei-Personen-Spiele
Reaktive Systeme sind dadurch gekennzeichnet, dass es fortwa¨hrende Interaktion meh-
rerer Systemkomponenten gibt. Beispiele fu¨r zustandsbasierte reaktive Systeme sind
u.a. Kommunikationsprotokolle in Netzwerken, digitale Schaltungen und die industri-
elle Regelungstechnik. Die Entwicklung aktueller Systeme geht immer mehr in diese
Richtung und wird von Milner mit der Kurzformel
”
computing is interaction“ ([Mil89])
bezeichnet. Der einfachste Fall besteht darin, dass die Komponenten
”
Controller“ und
”
Umgebung“ unterschieden werden. Eine Spezifikation des Systems legt dann fest, wel-
che Systemla¨ufe der beiden Komponenten zula¨ssig sein sollen. Ein ada¨quates Modell
fu¨r diesen Fall sind die unendlichen Zwei-Personen-Spiele.
Aufbauend auf den Arbeiten der sechziger Jahre von Church [Chu62], Bu¨chi [Bu¨c62],
Rabin [Rab69] und weiteren sind die unendlichen Zwei-Personen-Spiele auf endlichen
Spielgraphen konzipiert worden. In den Arbeiten von Church, Bu¨chi und Rabin wird
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bedingung (ω-Automat) umgesetzt. McNaughton ([McN65, McN93]) sowie Gurevich
und Harrington ([GH82]) haben damit begonnen, Spielgraph und Gewinnbedingung zu
trennen.
Spielgraph
Wir betrachten Zwei-Personen-Spiele mit den Spielern 0 und 1. Die Knoten des Spiel-
graphen sind die mo¨glichen Zusta¨nde des betrachteten reaktiven Systems. Jeder Knoten
ist genau einem Spieler zugeordnet. Es entscheidet genau der Spieler u¨ber den Folgezu-
stand des Systems, dem der Knoten des aktuellen Zustands geho¨rt. Eine Partie in ei-
nem Zwei-Personen-Spiel ist eine unendliche Folge von Zusta¨nden im Spielgraphen. Aus
diesem Grund wird meistens gefordert, dass jeder Knoten mindestens eine ausgehende
Kante hat. Spieler 0 gewinnt eine Partie genau dann, wenn eine vorher vorgegebene
Gewinnbedingung erfu¨llt worden ist.
Gewinnbedingung
Dabei kann fu¨r die Gewinnbedingung entweder direkt eine automatentheoretische Ak-
zeptierbedingung angegeben werden, oder sie wird mittels einer Logik spezifiziert, aus
der wiederum ha¨ufig eine Akzeptierbedingung abgeleitet werden kann. Dies entspricht
der heute u¨blichen Form unendlicher Zwei-Personen-Spiele auf endlichen Spielgraphen.
Diese werden spezifiziert durch ihren Spielgraphen sowie eine Gewinnbedingung an die
unendlichen La¨ufe auf dem Spielgraphen. In der Praxis mu¨ssen Spielgraph und Gewinn-
bedingung gemeinsam behandelt werden, da sich die Anforderungen an ein System nur
mittels beider Komponenten des Spiels zusammen festlegen lassen.
Request-Response-Bedingung
Eine wichtige Gewinnbedingung fu¨r unendliche Zwei-Personen-Spiele, die in der vor-
liegenden Arbeit eine zentrale Bedeutung hat, ist die “Request-Response”-Bedingung,
in der Literatur auch manchmal Assume-Guarantee-Bedingung genannt. Die Gewinn-
bedingung ist dabei durch eine endliche Menge von Tupeln (Pi, Ri) gegeben, wobei Pi
fu¨r die Anforderungsmenge einer Bedingung steht und Ri fu¨r die dazu passende Ant-
wortmenge. Spieler 0 gewinnt eine Partie in einem Request-Response-Spiel genau dann,
wenn (fu¨r jedes i) nach jedem Besuch eines Zustands der Pi-Menge irgendwann spa¨ter
auch ein Zustand der passenden Antwortmenge Ri aufgesucht wird. Die Bedeutung
der Request-Response-Bedingung liegt darin begru¨ndet, dass sie eine einfache Form
der Liveness-Bedingung darstellt, die eine wichtige und somit ha¨ufig vorkommende
Anforderung an reaktive Systeme ist. Somit ist es mo¨glich, eine große Anzahl praxisbe-
zogener Spezifikationen von reaktiven Systemen durch Request-Response-Spiele, kurz
RR-Spiele, zu kodieren.
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ω-Automaten
Das Modell der ω-Automaten ist fu¨r unendliche Zwei-Personen-Spiele insofern rele-
vant, als dass es fu¨r die Spezifikation der Gewinnbedingungen beno¨tigt wird. Spieler 0
gewinnt genau die Partien, die der der Gewinnbedingung zugrundeliegende determi-
nistische Automat akzeptiert. Bu¨chi hat mit seiner Arbeit ([Bu¨c62]) Automaten mit
unendlichen La¨ufen eingefu¨hrt. Weitere ω-Automaten wurden unter anderem einge-
fu¨hrt von Muller ([Mul63]), Rabin ([Rab72]), Streett ([Str82]), Staiger und Wagner
([SW74]). Eine Sonderrolle nimmt die Parita¨tsbedingung ([Mos84, EJ91]) ein, da sich
alle genannten Gewinnbedingungen darauf zuru¨ckfu¨hren lassen. Dazu ist aber bei den
meisten Gewinnbedingungen eine Vergro¨ßerung des Zustandsraumes der betrachteten
Automaten notwendig. Zu einem Muller-Automaten kann der konstruierte Parita¨tsau-
tomat exponentiell gro¨ßer sein als der Gegebene.
Ein zentrales Ergebnis in der Theorie der ω-Automaten ist der Satz von McNaughton
[McN66]. Dieser besagt in seiner Originalformulierung, dass ein nicht-deterministischer
Bu¨chi-Automat in einen deterministischen Muller-Automaten transformiert werden
kann. Diese Transformation ist fu¨r die Spielspezifikation eine Grundvoraussetzung (vgl.
Einfu¨hrung zu Kapitel 2). Bei der Elimination des Nichtdeterminismus ist der “Blow-
up” bezogen auf die Zustandsanzahl gro¨ßer als bei der klassischen Potenzmengenkon-
struktion [HU79]. Die Algorithmen von Safra [Saf88] bzw. Muller/Schupp [MS95] er-
reichen beide die untere Schranke fu¨r die Determinisierung eines Bu¨chi-Automaten mit
n Zusta¨nden, die bei 2O(n logn) Zusta¨nden liegt. In dieser Arbeit werden beide Konstruk-
tionen genauer untersucht und fu¨r die Muller/Schupp-Variante noch eine Verbesserung
vorgestellt, die in vielen Fa¨llen deutlich Zusta¨nde einsparen kann. Die Determinisie-
rung von ω-Automaten ist eine notwendige Voraussetzung bei der Spezifikation von
unendlichen Zwei-Personen-Spielen.
Gewinnbereiche und -strategien
Das Syntheseproblem fu¨r reaktive Systeme ist die Frage nach der Gewinnstrategie fu¨r
das Controller-Programm in dem korrespondierenden unendlichen Zwei-Personen-Spiel.
Dabei versteht man unter einer Gewinnstrategie eine Vorschrift zur Zug-Auswahl, mit
der ein Spieler den Gewinn erzwingen kann – unabha¨ngig davon, wie sich der andere
verha¨lt. Der Gewinnbereich eines Spielers umfasst alle die Knoten, von denen aus er
eine Gewinnstrategie besitzt. Bei allen im weiteren Verlauf betrachteten Spielen hat fu¨r
jeden Knoten des Spielgraphen genau einer der beiden Spieler eine Gewinnstrategie,
d. h. die Spiele sind determiniert. Dies folgt aus der Tatsache, dass die hier betrachteten
automatentheoretischen Gewinnbedingungen zu Spielen fu¨hren, die in der deskriptiven
Mengenlehre zu den ersten beiden Stufen der Borel-Hierarchie geho¨ren. Nach Martin
[Mar75] folgt somit, dass alle betrachteten Spiele determiniert sind.
5Ergebnisse dieser Arbeit
Die Ergebnisse dieser Arbeit gliedern sich in drei zusammenha¨ngende Teile. Im ersten
Teil werden die Algorithmen zur Determinisierung von Bu¨chi-Automaten von Safra
[Saf88] und Muller/Schupp [MS95] genauer analysiert. Dabei wird erstmals auch eine
experimentelle Untersuchung durchgefu¨hrt. Es wird auch gegenu¨ber den in der Litera-
tur dokumentierten Verfahren eine deutliche Verbesserung in Bezug auf die Zustands-
anzahl des resultierenden deterministischen Automaten erreicht.
Der zweite Teil bescha¨ftigt sich mit den unendlichen Zwei-Personen-Spielen, die die
Grundlage fu¨r die automatische Controllersynthese bilden. Dabei wird die Request-
Response-Gewinnbedingung genauer analysiert. Neben der Optimierung der Speicher-
gro¨ße des resultierenden Strategieautomaten bei Request-Response- und verallgemei-
nerten Bu¨chi-Spielen wird auch eine Anwendung der unendlichen Zwei-Personen-Spiele
betrachtet: die Strategiesynthese fu¨r Live-Sequence-Charts-Spezifikationen und die dar-
aus auf natu¨rliche Weise entstehenden einfachen Streett-Spiele. Diese sind ma¨chtiger
als Bu¨chi-Spiele, jedoch einfacher als allgemeine Streett-/Rabin-Spiele. Zur Lo¨sung sol-
cher einfachen Streett-Spiele wird ein neuer Algorithmus vorgestellt, der diese Spiele
direkt (ohne eine Spielreduktion) lo¨st.
Die klassischen Algorithmen der Spieltheorie liefern nur eine qualitative Analyse eines
RR-Spiels – na¨mlich nur die Gewinnbereiche und -strategien fu¨r beide Spieler. Das
Hauptresultat dieser Arbeit zielt auf eine quantitative Verscha¨rfung, na¨mlich die Op-
timalita¨t der Gewinnstrategien in Request-Response-Spielen. Dabei ist aber die Opti-
malita¨t nicht bezogen auf die Zustandsanzahl des Automaten, der die Gewinnstrategie
implementiert, sondern auf die Gu¨te des Gewinnens bzw. Verlierens. Wir erga¨nzen da-
mit Ergebnisse der Literatur zu optimalen Strategien fu¨r Payoff-Gewinnbedingungen,
z.B. von Gimbert und Zielonka [GZ05, GZ06] oder von de Alfaro, Henzinger und Ma-
jumdar [dAHM03].
Der letzte Teil beschreibt die Implementierung einer Experimentierplattform fu¨r un-
endliche Spiele mit dem Namen GASt (Games, Automata & Strategies). Diese umfasst
drei Komponenten: die Determinisierung von Bu¨chi-Automaten, Algorithmen zur Lo¨-
sung unendlicher Zwei-Personen-Spiele und als Anwendung davon die Strategiesynthe-
se fu¨r Live-Sequence-Charts-Spezifikationen. In der Komponente der Strategiesynthe-
se unendlicher Zwei-Personen-Spiele sind wichtige Algorithmen aus der Literatur und
selbstentwickelte sowohl enumerativ als auch symbolisch umgesetzt, sofern dies mo¨glich
ist (siehe dazu auch die Tabellen 5.1 sowie 5.2 auf Seite 99). Die in der Literatur er-
wa¨hnten Implementierungen lo¨sen jeweils lediglich einen Spieltyp und lassen sich nicht
einfach um weitere Gewinnbedingungen erweitern, worauf bei der Experimentierplatt-
form GASt besonderer Wert gelegt worden ist. Dieser Vorteil zeigt sich z.B. im Vergleich
6 1 Einleitung
mit der Implementierung von Harding, Ryan und Schobbens [HRS05] zur Lo¨sung von
LTL-Gewinnbedingungen oder mit der Implementierung von Melcher [Mel01], bei der
eine stark vereinfachende Annahme u¨ber die Gewinnbedingung (sie wird als elementare
Streett-Bedingung, d. h. Konjunktion mit nur einem Glied, vorgegeben) zugrunde liegt.
Gliederung
Im folgenden Abschnitt werden die Determinisierungsalgorithmen fu¨r Bu¨chi-Automaten
von Safra und Muller/Schupp genauer analysiert. Weiterhin wird eine verbesserte Va-
riante der Muller/Schupp Konstruktion vorgestellt, die zum Teil eine deutliche Einspa-
rung von Zusta¨nden im resultierenden Automaten ermo¨glicht.
Im dritten Kapitel werden die theoretischen Grundlagen von unendlichen Zwei-Per-
sonen-Spielen beschrieben sowie die notwendigen Notationen eingefu¨hrt. Weitere The-
men in diesem Abschnitt sind die Request-Response-Spiele und die Speicheroptimie-
rung bei der Spielreduktion von RR-Spielen und verallgemeinerten Bu¨chi-Spielen. Den
Abschluss des Kapitels bildet die praktische Anwendung unendlicher Zwei-Personen-
Spiele in der Strategiesynthese fu¨r Live-Sequence-Charts-Spezifikationen.
Das vierte Kapitel entha¨lt das Hauptergebnis dieser Arbeit. Optimale Strategien in
Request-Response-Spielen werden definiert und analysiert. Anschließend wird ein Al-
gorithmus zur Berechnung optimaler Strategien in RR-Spielen vorgestellt.
Zum Abschluss der Arbeit geht das fu¨nfte Kapitel auf die Implementierung der Experi-
mentierplattform GASt genauer ein. Neben der Vorstellung der einzelnen Komponen-
ten dieser Implementierung werden softwaretechnische Aspekte zur Entwicklung und
Anwendung der Plattform diskutiert.
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Kapitel 2
Determinisierung von ω-Automaten
Die Determinisierung von ω-Automaten ist eine Grundvoraussetzung fu¨r die Spezifika-
tion von unendlichen Zwei-Personen-Spielen. In vielen Anwendungen wird die Menge
der mo¨glichen Gewinnpartien eines unendlichen Zwei-Personen-Spiels zuna¨chst durch
einen nicht-deterministischen Bu¨chi-Automaten A gegeben. Diese Spezifikationsform
ist fu¨r die Konstruktion von Gewinnstrategien ungeeignet: Wa¨hrend einer Partie wu¨r-
de Spieler 0 versuchen, einen akzeptierenden Lauf des Automaten A nachzubilden, der
die Bu¨chi-Bedingung erfu¨llt. Das Problem dabei ist aber, dass eine Gewinnstrategie
den na¨chsten Zug nur anhand des aktuellen Partiepra¨fixes bestimmen kann und der
akzeptierende Lauf des Bu¨chi-Automaten von der Zukunft eines Partieverlaufs abha¨n-
gen kann.
Beim Model-Checking kann man nicht-deterministische Automaten fu¨r die Logik-Spezi-
fikation benutzen (da der Nicht-Leerheitstest genu¨gt). Fu¨r die Spezifikation von unend-
lichen Zwei-Personen-Spielen muss die Gewinnbedingung in einen deterministischen
Automaten umgewandelt werden.
Eine von Bu¨chi [Bu¨c83] angeregte Sicht auf das Problem der Determinisierung liefert
einen anderen Aspekt: Ein ω-Automat kann als ein unendliches Ein-Personen-Spiel auf-
gefasst werden, bei dem die Zustandsbesuche des Automaten als Aktionen des Spielers
in dem unendlichen Ein-Personen-Spiel angesehen werden. Dann bedeutet die Deter-
minisierung eines solchen ω-Automaten A, dass der Spieler genau dann eine Gewinn-
strategie in dem Spiel hat, wenn der Automat A das Eingabewort akzeptiert. Somit
entspricht die Determinisierung von ω-Automaten dem Lo¨sen von unendlichen Ein-
Personen-Spielen.
In der Theorie der ω-Automaten wird das Problem der Determinisierung durch den
Satz von McNaughton [McN66] gelo¨st. In der Originalformulierung besagt er, dass
nicht-deterministische Bu¨chi-Automaten in deterministische Muller-Automaten trans-
formiert werden ko¨nnen. Viele Konstruktionen sind vorgeschlagen worden, um dieses
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Determinisierungsergebnis zu zeigen (siehe [Tho90] bzw. [PP04] fu¨r weitere Literatur-
hinweise). In den meisten Fa¨llen wird als Zielautomat ein deterministischer Rabin-
Automat verwendet, der als Spezialfall eines Muller-Automaten angesehen werden
kann. Es ist wohl bekannt, dass der Blow-up bezogen auf die Anzahl der Zusta¨nde gro¨-
ßer ist als bei der klassischen Potenzmengenkonstruktion. Die untere Schranke fu¨r die
Zustandsanzahl bei der Minimierung eines Bu¨chi-Automaten mit n Zusta¨nden liegt bei
2O(n logn) Zusta¨nden fu¨r einen deterministischen Rabin-Automaten ([Mic88, Lo¨d99]).
Safra [Saf88] war der erste, der mit seiner Konstruktion diese untere Schranke erreicht
hat. Dies ist mittlerweile in der Literatur die Standardkonstruktion, um einen Bu¨chi-
Automaten zu determinisieren. Aber es gibt noch eine zweite Konstruktion, die auch die
untere Schranke erfu¨llt: die Konstruktion von Muller und Schupp [MS95]. Erfahrungen
in der Lehre haben gezeigt, dass sich das Verfahren von Muller und Schupp einfacher
erkla¨ren la¨sst. Die beiden Verfahren sind ausreichend unterschiedlich, so dass sich ein
genauerer Vergleich der beiden lohnt.
Unsere Studien basieren auf der Implementierung der beiden Algorithmen, die Teil
der Experimentierplattform GASt sind (siehe dazu Kapitel 5). Wie sich herausgestellt
hat, ist solch eine Implementierung nicht nur notwendig, um auf praktischer Ebene die
beiden Algorithmen zu vergleichen, sondern auch, um das Verhalten der beiden Algo-
rithmen konzeptionell zu verstehen. Die beiden Algorithmen sind zu kompliziert, um
mehrere Dutzend Beispiele manuell zu analysieren. Im Weiteren sollen einige Beobach-
tungen der Untersuchungen der beiden Algorithmen vorgestellt werden, um ein besseres
Versta¨ndnis der Eigenschaften (und Gemeinsamkeiten) beider Algorithmen zu vermit-
teln. Dabei wurde natu¨rlich auch die Gu¨te der Algorithmen (in Bezug auf die Gro¨ße des
Zielautomaten) beru¨cksichtigt. Festzustellen ist (abgesehen von wenigen Ausnahmen),
dass der Safra-Algorithmus eine sta¨rkere Abstraktion als der Muller-Schupp benutzt,
was zu einem kleineren deterministischen Automaten fu¨hrt. (Vielleicht ist dies auch
die Ursache dafu¨r, dass sich der Safra-Algorithmus in der Lehre schwieriger vermitteln
la¨sst.) Die praktischen Experimente mit den beiden Algorithmen haben zu einer ver-
besserten Version des Muller-Schupp-Algorithmus gefu¨hrt, die die Zustandsanzahl des
Zielautomaten zum Teil deutlich reduziert.
Im folgenden Unterabschnitt werden die beiden Determinisierungsverfahren noch ge-
nauer vorgestellt. Hierbei liegt der Schwerpunkt darauf, die Gemeinsamkeiten und Un-
terschiede der beiden aufzuzeigen. Es werden die Erkenntnisse aus den Experimenten
ausgenutzt; begonnen wird mit einer Erkla¨rung des Muller-Schupp-Algorithmus und
einer ku¨rzeren Diskussion der Safra-Konstruktion. Auf einen Korrektheitsbeweis fu¨r
die Safra-Konstruktion wird an dieser Stelle verzichtet. Weiterhin wird die verbes-
serte Version des Muller-Schupp-Algorithmus vorgestellt. In Kapitel 5 wird dann die
Experimentierplattform GASt noch genauer vorgestellt, dessen Komponente zur Deter-
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minisierung von ω-Automaten auch eine Variante der Potenzmengenkonstruktion von
Hayashi und Miyano [MH84] fu¨r co-Bu¨chi-Automaten umfasst.
2.1 Die Algorithmen von Safra und Muller-Schupp
Definition 2.1 (ω-Automat). Ein nicht-deterministischer ω-Automat hat die Form
A = (Q,Σ, q0,∆,Acc) mit:
• Σ als endliches Eingabealphabet,
• Q als endlicher Menge von Zusta¨nden,
• q0 ∈ Q als Anfangszustand,
• ∆ ⊆ Q× Σ×Q als Transitionsrelation und
• Acc als Akzeptierkomponente.
Ein deterministischer ω-Automat hat statt einer Transitionsrelation eine Transitions-
funktion und somit die Form A = (Q,Σ, q0, δ,Acc) mit:
• Q,Σ, q0 und Acc wie beim nicht-deterministischen ω-Automaten und
• δ : Q× Σ→ Q als Transitionsfunktion.
Der Lauf eines ω-Automaten A auf einem gegebenen ω-Wort ist im u¨blichen Sinne
definiert.
Definition 2.2 (Bu¨chi-Automat). Bei einem Bu¨chi-Automaten A ist die Akzeptier-
komponente durch eine Menge F ⊆ Q, die auch “Endzusta¨nde” genannt werden, gege-
ben. Ein Bu¨chi-Automat A akzeptiert ein ω-Wort α ∈ Σω genau dann, wenn ein Lauf
ρ ∈ Qω existiert, bei dem unendlich oft Zusta¨nde aus F auftreten.
Definition 2.3 (Rabin-Automat). Bei einem Rabin-Automat A ist die Akzeptierkom-
ponente Ω = ((E1, F1), . . . , (Ek, Fk)) als eine Menge von “akzeptierenden Paaren” mit
Ej, Fj ⊆ Q gegeben. Der Rabin-Automat A akzeptiert ein Eingabewort α ∈ Σω ge-
nau dann, wenn es fu¨r einen Lauf ρ ∈ Qω von A auf α einen Index j gibt, so dass
Fj-Zusta¨nde unendlich oft besucht werden, aber jeder Zustand aus Ej nur endlich oft.
Wird im Weiteren von einem Bu¨chi-Automaten gesprochen, ist immer die nicht-deter-
ministische Variante gemeint. Ist hingegen die Rede von einem Rabin-Automaten, ist
immer die deterministische Variante gemeint. Ausgehend von einem ω-Wort α la¨sst
sich der Berechnungsbaum eines Bu¨chi-Automaten A wie folgt definieren:
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Definition 2.4 (Berechnungsbaum tα). Der Berechnungsbaum tα eines Bu¨chi-Auto-
maten A fu¨r das ω-Wort α hat als Wurzel einen Knoten, der mit q0 beschriftet ist
(bezeichnet als “Ebene 0”) und auf allen Ebenen i = 0, 1, 2, . . . mit den erreichbaren
Zusta¨nden des α-Pra¨fixes α(0) . . . α(i − 1). Fu¨r einen Knoten auf der Ebene i, der
mit p beschriftet ist, sind die Nachfolgerknoten beschriftet mit q1, . . . , qk, wenn fu¨r
den Zustand p und den Buchstaben a = α(i) die Transitionen (p, a, q1), . . . , (p, a, qk)
anwendbar sind. Es wird vorausgesetzt, dass Geschwisterknoten untereinander geordnet
sind, in Abha¨ngigkeit von einer Ordnung auf den Zusta¨nden.
Aus dem Berechnungsbaum tα la¨sst sich der Laufgraph rα ableiten:
Definition 2.5 (Laufgraph rα). Der Laufgraph rα von A auf α wird induktiv, Ebene
fu¨r Ebene, aus tα durch das Lo¨schen von Knoten v erzeugt, die mit q beschriftet sind
und zu denen jeweils ein Knoten u auf gleicher Ebene existiert, der ebenfalls mit q
beschriftet ist und weiter links angeordnet ist. In diesem Fall wird eine Kante von dem
Vorga¨nger von v nach u hinzugefu¨gt.
Offensichtlich wird das Eingabewort α von einem Bu¨chi-Automaten A genau dann
akzeptiert, wenn in dem Laufgraphen rα ein unendlicher Pfad von der Wurzel existiert,
auf dem immer wieder Zusta¨nde aus F auftreten.
Der Ausgangspunkt fu¨r die Transformation eines Bu¨chi-AutomatenA = (Q,Σ, q0,∆, F )
in einen a¨quivalenten Rabin-Automaten (der dieselbe ω-Sprache akzeptiert) ist die Be-
nutzung einer endlichen Abstraktion fu¨r die unendlich vielen endlichen Pra¨fixe der
Berechnungsba¨ume. Wenn der Bu¨chi-Automat die Pra¨fixe α(0) . . . α(i − 1) der Ein-
gabe verarbeitet hat, kann der Berechnungsbaum bis zur Ebene i erzeugt werden.
Nimmt man stattdessen den Laufgraphen, stellt man fest, dass eine Struktur mit end-
licher Breite ausreicht, da jeder Knoten auf einer Ebene nur einmal vorkommen kann.
Die Hauptaufgabe der Transformation von A in einen deterministischen endlichen ω-
Automaten besteht darin, eine endliche Anzahl von Repra¨sentationen der unendlich
vielen mo¨glichen Pra¨fixe von Laufgraphen zu finden, so dass es trotzdem noch mo¨glich
ist, die Existenz eines Pfades mit unendlich vielen F -Zusta¨nden zu erkennen. Deshalb
ist es notwendig, verschiedene Zweige des Berechnungsbaums (oder Laufgraphen) fu¨r
die Erkennung von Endzusta¨nden zu unterscheiden. Beide Algorithmen, die Verfahren
von Safra und Muller-Schupp, benutzen Baumstrukturen fu¨r diesen Zweck. Ein Knoten
in solch einem Baum beinhaltet die Informationen, welche Zusta¨nde aktuell in einem
Zweig des Berechnungsbaums besucht worden sind; im Besonderen wird im Wurzel-
knoten gespeichert, welche Knoten u¨berhaupt erreichbar sind (wie in der klassischen
Potenzmengenkonstruktion). Beide Verfahren benutzen den Ansatz der Laufgraphen,
der besagt, dass von einem Zustand nur das am weitesten links stehende Vorkommen
behalten wird.
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2.1.1 Muller-Schupp-Ba¨ume
Zuna¨chst werden die Baumstrukturen eingefu¨hrt, die von Muller und Schupp benutzt
werden. Diese werden im WeiterenMuller-Schupp-Ba¨ume genannt. Ein Muller-Schupp-
Baum ist ein geordneter, strikter Bina¨rbaum (alle Knoten mit Ausnahme der Bla¨tter
haben genau zwei Nachfolger), dessen Knoten mit natu¨rlichen Zahlen benannt sind und
die mit zwei Werten beschriftet sind: einerseits einer Teilmenge von Q und andererseits
einer Farbe aus der Menge {rot, gelb, gru¨n}. Durch die Konstruktion ist sichergestellt,
dass die Menge der Zusta¨nde eines Knotens gleich der disjunkten Vereinigung der
Zustandsmengen von beiden Nachfolgern ist. Dadurch wu¨rde es ausreichen, nur die
Bla¨tter mit Zusta¨nden zu beschriften. Fu¨r eine bessere Lesbarkeit der Ba¨ume werden
alle Knoten mit den zugeho¨rigen Zusta¨nden beschriftet.
Die Muller-Schupp-Ba¨ume ko¨nnen in drei Schritten eingefu¨hrt werden, beginnend mit
dem Berechnungsbaum tα des gegebenen Bu¨chi-Automaten auf dem Eingabewort α.
Definition 2.6 (Akzeptierbaum t1α). Der Akzeptierbaum t
1
α entsteht dadurch aus dem
Berechnungsbaum tα, dass die Nachfolger eines Knotens v in zwei Klassen aufgeteilt
werden. Davon beinhaltet die eine die Endzusta¨nde und die andere die restlichen Zu-
sta¨nde. Die ersteren werden in einer Menge zusammengefasst und ergeben die Beschrif-
tung des linken Nachfolgers von v, die anderen bilden die Beschriftung des rechten
Nachfolgers (natu¨rlich kann einer der beiden Nachfolger auch verschwinden).
Der Akzeptierbaum t1α hat somit ho¨chstens bina¨re Verzweigungen.
Lemma 2.7. Der Berechnungsbaum tα hat einen akzeptierenden Pfad genau dann,
wenn der Akzeptierbaum t1α einen Pfad hat, der unendlich oft nach links verzweigt.
Beweis.
⇒ Sei ρ ein akzeptierender Pfad in tα. Wir verfolgen ρ von der Wurzel des Akzep-
tierbaums t1α aus. Ist ein Folgezustand Endzustand, so verzweigt der Pfad nach
links, ansonsten nach rechts. Da ρ akzeptierend ist, werden unendlich oft Endzu-
sta¨nde besucht und somit verzweigt der entsprechende Pfad in t1α auch unendlich
oft nach links.
⇐ Der Akzeptierbaum t1α hat einen unendlichen, unendlich oft nach links verzwei-
genden Pfad ρ′. Wir betrachten den Teilbaum des Berechnungsbaums tα, der
zu diesem Pfad ρ′ zusammengefasst worden ist. Dieser bildet einen unendlichen,
aber endlich verzweigten Baum. Nach dem Lemma von Ko¨nig existiert in die-
sem Teilbaum ein unendlicher Pfad. Dieser ist aufgrund der Wahl des Teilbaums
akzeptierend.
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Ausgehend von dem Akzeptierbaum t1α kann der reduzierte Berechnungsbaum t
2
α kon-
struiert werden:
Definition 2.8 (Reduzierter Berechnungsbaum t2α). Der reduzierte Berechnungsbaum t
2
α
entsteht aus dem Akzeptierbaum t1α, indem auf einer Ebene nur das Vorkommen eines
Zustands q behalten wird, welches am weitesten links auf dieser Ebene des Baums t1α
ist.
Der Baum t2α wa¨chst in deterministischer Weise Ebene fu¨r Ebene mit der Eingabe α.
Jede Ebene hat ho¨chstens so viele Knoten, wie es Zusta¨nde im Automaten A gibt, also
ist t2α von beschra¨nkter Breite und hat weiterhin ho¨chstens eine bina¨re Verzweigung.
Das Lemma 2.7 la¨sst sich auf den reduzierten Berechnungsbaum t2α u¨bertragen:
Lemma 2.9. Der Berechnungsbaum tα hat einen akzeptierenden Pfad genau dann,
wenn der Baum t2α einen Pfad hat, der unendlich oft nach links verzweigt.
Beweis.
⇐ Angenommen, ein Pfad ρ ist nicht akzeptierend in tα. Somit kann es auch keinen
unendlich oft nach links verzweigenden Pfad im Akzeptierbaum t1α geben. Da
t2α ein Teilbaum von t
1
α ist, gibt es auch hier keinen unendlich oft nach links
verzweigenden Pfad.
⇒ Wenn der Berechnungsbaum tα einen akzeptierenden Pfad hat, dann gibt es auch
einen am weitesten links vorkommenden akzeptierenden Pfad. Somit gibt es auch
einen am weitesten links vorkommenden akzeptierenden Pfad in dem nach dem
ersten Schritt entstandenen Akzeptierbaum t1α. Dieser Pfad fu¨hrt automatisch in
jeder Ebene durch das linkeste Vorkommen der im zugeho¨rigen Lauf des Automa-
ten an dieser Stelle erreichten Zusta¨nde, da sonst ein noch weiter links liegender
Pfad existieren wu¨rde. Somit bleibt der akzeptierende Pfad auch nach dem zwei-
ten Schritt, der Konstruktion von t2α, erhalten.
Die Idee besteht darin, komprimierte Versionen von den t2α-Pra¨fixen als Zusta¨nde fu¨r
den deterministischen Rabin-Automaten zu verwenden: ein Pfadsegment von einem
linken Nachfolger (bzw. einem rechten) oder von der Wurzel bis zum na¨chsten Ver-
zweigungspunkt v wird in dem Knoten v zusammengefasst. Hierdurch wird ein strikter
Bina¨rbaum erzeugt. Die Zusta¨nde auf einem solchen Pfadsegment werden vergessen,
das Vorhandensein von Endzusta¨nden auf diesem Pfadsegment wird hingegen u¨ber die
Farbe des Knotens v gespeichert. Mo¨gliche Farbwerte sind rot, gelb und gru¨n. Es ist
klar, dass die Anzahl solcher Ba¨ume endlich ist.
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Der Updateschritt, bei dem ein Eingabebuchstabe a verarbeitet wird (dies entspricht
der Erweiterung von t2α um eine Ebene), wird durchgefu¨hrt, indem Nachfolger gema¨ß
der Potenzmengenkonstruktion zu den Bla¨ttern hinzugefu¨gt werden, ausgehend von
den Zustandsmengen, mit denen die Bla¨tter beschriftet sind. Es wird kein Nachfolger
hinzugefu¨gt, wenn von der Zustandsmenge an dem Blatt und dem Buchstaben a kein
neuer Zustand erreicht werden kann. Dieser Fall fu¨hrt zu einer Lo¨schung des Pfad-
segments bis zum na¨chsten Verzweigungspunkt. Knotenbezeichnungen, die durch solch
einen Vorgang wieder zur Verfu¨gung stehen, ko¨nnen erst ab dem na¨chsten Update-
schritt wieder benutzt werden. Im anderen Fall wird ein linker Nachfolger, ein rechter
Nachfolger oder beides eingefu¨gt, in Abha¨ngigkeit davon, ob nur Endzusta¨nde, nur
Nicht-Endzusta¨nde oder beide Arten in der resultierenden Zustandsmenge enthalten
sind. Wenn ein Endzustand auftritt, wird der Knoten, der ihn beinhaltet, gru¨n gefa¨rbt.
Durch die Strategie des Lo¨schens (nur das am weitesten links vorkommende Auftre-
ten eines Zustands wird behalten) und die Pfadkomprimierung kann es passieren, dass
Pfadsegmente (genauer gesagt Baumknoten) zu einem einzigen Knoten zusammen-
gefasst werden. Auch hier ko¨nnen freigewordene Namen im na¨chsten Schritt wieder
benutzt werden. In diesem Fall kann ein Knoten Endzusta¨nde von einem Nachfolger
erhalten, mit dem er zusammengefasst worden ist.
Ein Knoten wird rot gefa¨rbt, wenn das Pfadsegment, fu¨r das er steht, keine Endzusta¨nde
entha¨lt. Er bekommt die Farbe gelb, wenn er Endzusta¨nde entha¨lt, diese aber nicht im
letzten Schritt bekommen hat. Gru¨n wird er eingefa¨rbt, wenn er einen Endzustand im
letzten Schritt bekommen hat, sei es u¨ber die Potenzmengenkonstruktion oder beim
Zusammenfassen mit z.B. einem Knoten der vorher gelb markiert war.
Die so entstehenden Ba¨ume nennen wir Muller-Schupp-Ba¨ume (kurz MS-Ba¨ume).
Wird dieses Updateverfahren benutzt, gilt folgendes Lemma:
Lemma 2.10. Der Baum t2α hat genau dann einen unendlich oft nach links verzwei-
genden Pfad, wenn in der dazugeho¨rigen Sequenz der Muller-Schupp-Ba¨ume von einem
Zeitpunkt an ein Knoten v immer enthalten und dieser Knoten unendlich oft gru¨n ge-
fa¨rbt ist.
Beweis.
⇐ Bleibt ein Knoten v in der Sequenz der Muller-Schupp-Ba¨ume ab einem Zeitpunkt
bestehen, beschreibt dieser Knoten einen Teil genau eines Pfades in dem Baum t2α.
Ein Knoten wird gru¨n gefa¨rbt, wenn er im letzten Schritt einen Endzustand er-
halten hat, sei es u¨ber die Potenzmengenkonstruktion (gru¨n markierter Knoten)
oder die Pfadkomprimierung (gelb markierter Nachfolger). Die gru¨ne Farbmar-
kierung eines Knotens bedeutet, dass ein Endzustand besucht wurde und somit
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der Pfad im Baum t2α links verzweigt. Da der Knoten v unendlich oft gru¨n mar-
kiert ist, heißt dies, dass der dazugeho¨rige Teil des Pfades im Baum t2α unendlich
oft nach links verzweigt.
⇒ Sei Π ein Pfad in t2α, der unendlich oft nach links verzweigt. Gesucht wird ein
Knoten vΠ in der Folge der Muller-Schupp-Ba¨ume zu t
2
α, der ab einem Zeitpunkt
(d. h. von einer t2α-Ebene an) immer vorhanden ist und unendlich oft gru¨n gefa¨rbt
ist. Sei U die Menge der Knotennamen v, die schließlich immer vorkommen. Sei
i ∈ N der Zeitpunkt, von dem an alle Knoten v ∈ U immer vorhanden sind.
Sei weiterhin vΠ ein Knoten aus U , dessen Anfangsknoten des repra¨sentierten
Pfadsegments im reduzierten Berechnungsbaum t2α auf dem Pfad Π liegt und so
dass fu¨r alle Nachfahren von vΠ im i-ten MS-Baum gilt, dass ihre repra¨sentierten
Pfadsegmente nicht auf dem Pfad Π beginnen.
Annahme: vΠ wird nur endlich oft mit seinem Nachfolger zusammengefasst und
ist somit nach einem Zeitpunkt i′ > i nicht mehr gru¨n gefa¨rbt. Da der Pfad Π
unendlich oft nach links verzweigt, gibt es ein i′′ ≥ i′ mit Π(i′′) ∈ F . Sei v
der Knoten, dessen Pfadsegment mit Π(i′′) endet. v ist ein Nachfahre von vΠ
im i′′-ten Muller-Schupp-Baum. Sei v′ der Nachfolger von vΠ auf dem Pfad von
vΠ nach v. Sein Pfadsegment beginnt auch auf dem Pfad Π. Da v
′ nicht mit
seinem Vorga¨nger zusammengefasst wurde, gilt, dass v′ ∈ U ist. Dies steht im
Widerspruch zur Wahl von vΠ.
Satz 2.11. Ein (nicht-deterministischer) Bu¨chi-Automat kann durch die Muller-Schupp-
Konstruktion in einen deterministischen Rabin-Automaten transformiert werden.
Beweis. Die Lemmas 2.7, 2.9 und 2.10 ergeben zusammen, dass ein Bu¨chi-Automat ge-
nau dann ein Wort akzeptiert, wenn in der dazugeho¨rigen Sequenz der Muller-Schupp-
Ba¨ume von einem Zeitpunkt an ein Knoten v immer enthalten und dieser Knoten
unendlich oft gru¨n gefa¨rbt ist. Dies kann mit der Rabin-Akzeptierbedingung mit den
Paaren (Ei, Fi) erfasst werden, wobei i u¨ber die Werte der endlichen Knotennamen
la¨uft: Ei beinhaltet die Ba¨ume, in denen der Knoten i fehlt, und Fi genau die Ba¨ume,
in denen i gru¨n gefa¨rbt ist.
Formal ist der Updateschritt fu¨r einen Muller-Schupp-Baum t und einen Eingabebuch-
staben a im Algorithmus 2.1 definiert.
Beispiel 2.12. Sei A0 folgender Bu¨chi-Automat:
0 1 2 3
4
0, 1
1 0 1
0 01
0
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1. Kopiere den gegebenen Baum t, fa¨rbe dabei alle gru¨n gefa¨rbten Knoten gelb.
2. Wende Potenzmengenkonstruktion (mit Buchstaben a) auf jedes Blatt an, fu¨ge
linken Nachfolger mit erreichten Endzusta¨nden (gru¨n) und rechten Nachfolger
mit Nicht-Endzusta¨nden (rot) hinzu.
3. Behalte nur das am weitesten links vorkommende Auftreten eines Zustands.
4. Lo¨sche die Knoten auf einem Pfad, der nur zu einem Blatt mit leerer Menge fu¨hrt.
5. Solange Knoten mit genau einem Nachfolger existieren, fasse sie mit ihrem Nach-
folger zusammen, erbe die Farbe Gru¨n, wenn der Nachfolger gru¨n oder gelb ge-
fa¨rbt war.
6. Erzeuge Bottom-Up die Beschriftungen der Knoten im Baum. Die Beschriftung
eines Knotens ist die Vereinigung der Beschriftungen (entspricht Zustandsmen-
gen) von beiden Nachfolgern.
Algorithmus 2.1: Updateschritt fu¨r Muller-Schupp-Ba¨ume
A0 akzeptiert die 0-1 Folgen, die das Segment 11 nur endlich oft enthalten, aber 101
unendlich oft. Der Laufgraph vonA0 auf dem Eingabewort 1010101 . . . ist auf der linken
Seite der Abbildung 2.2 dargestellt. In Abbildung 2.1 sind die Muller-Schupp-Ba¨ume
(MS-Ba¨ume) rechts fu¨r dieses Eingabewort dargestellt, mit Zwischenschritten fu¨r die
Berechnung links davor. Jeder Knoten wird mit einer Zahl bezeichnet, nach einem
senkrechten Strich folgen die Zusta¨nde, die zu diesem Knoten geho¨ren. In einem Muller-
Schupp-Baum sind rot gefa¨rbte Knoten durch ein gestricheltes Rechteck dargestellt, die
gelben Knoten durch ein normales und die gru¨nen durch ein doppeltes Rechteck.
2.1.2 Safra-Ba¨ume
Die Safra-Ba¨ume kann man als komprimierte Versionen von Muller-Schupp-Ba¨umen
ansehen, in denen die Speicherung von Nicht-Endzusta¨nden vermieden wird. Ausge-
hend vom Updateschritt des Muller-Schupp-Algorithmus fu¨hrt die Safra-Konstruktion
eine technische Vereinfachung ein, wenn die Potenzmengenkonstruktion angewendet
wird: nur der linke Nachfolger eines Knotens v, der die Endzusta¨nde beinhaltet, ver-
bleibt in dem Baum, es wird also kein Knoten fu¨r die Nicht-Endzusta¨nde eingefu¨hrt.
Wird von diesen Nicht-Endzusta¨nden spa¨ter ein Endzustand erreicht, wird ein neuer
Nachfolger von v in den Safra-Baum aufgenommen. In diesem Fall ko¨nnen mehr als bi-
na¨re Verzweigungen auftreten. In einem Muller-Schupp-Baum ergeben die dazwischen-
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Zwischenschritte MS-Ba¨ume
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Abbildung 2.1: MS-Ba¨ume (mit Zwischenschritten) des Automaten A0 fu¨r die Eingabe
1010101
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liegenden Knoten mit Nicht-Endzusta¨nden eine bina¨re Kodierung der Safra-Ba¨ume.
Allerdings kann die Einbettung der Safra-Ba¨ume in die korrespondierenden Muller-
Schupp-Ba¨ume aufgrund der unterschiedlichen Farbkodierung in der Regel nicht auf
eine Einbettung des Safra-Zustandsraums in den Muller-Schupp-Zustandsraums fort-
gesetzt werden. Dies folgt bereits daraus, dass ein Safra-Automat gro¨ßer werden kann
als der entsprechende Muller-Schupp-Automat (siehe dazu auch die Anmerkung am
Ende von Abschnitt 2.3). Ein didaktischer Vorteil der Muller-Schupp-Ba¨ume ist, dass
sie mehr der Struktur des Berechnungsbaums des gegebenen Bu¨chi-Automaten ent-
sprechen.
Der Unterschied in der Fa¨rbung spiegelt sich in der unterschiedlichen Speicherung von
Endzustandsbesuchen wider. Der Muller-Schupp-Algorithmus nutzt die Fa¨rbungsstra-
tegie, um den Besuch von neuen Endzusta¨nden zu signalisieren. Der Safra-Algorithmus
hingegen markiert einen Knoten gru¨n gema¨ß der so genannten Breakpoint-Konstruktion,
wenn alle Zusta¨nde eines Knotens u¨ber Endzusta¨nde in der Vergangenheit erreicht wer-
den ko¨nnen. Analog zu den Muller-Schupp-Ba¨umen ist ein Lauf akzeptierend, wenn ein
Knoten von einem Zeitpunkt an immer bestehen bleibt und dabei von Zeit zu Zeit gru¨n
gefa¨rbt ist. Formal ist die Aktualisierung eines Safra-Baums t fu¨r einen Eingabebuch-
stabens a gema¨ß [Saf88] im Algorithmus 2.2 definiert.
1. Kopiere den Baum t, entferne alle gru¨nen Markierungen.
2. Fu¨r alle Knoten v des Baums erzeuge einen ju¨ngsten Nachfolger, der alle Endzu-
sta¨nde von v entha¨lt, wenn solche existieren.
3. Wende Potenzmengenkonstruktion (mittels Buchstaben a) auf alle Knoten an.
4. Behalte nur das am weitesten links vorkommende Auftreten eines Zustands.
5. Entferne alle Knoten mit leerer Beschriftung.
6. Fu¨r jeden Knoten v, dessen Beschriftung gleich der Vereinigung der Beschriftun-
gen der Nachfolger ist, entferne alle Nachkommen von v und fa¨rbe v gru¨n.
Algorithmus 2.2: Updateschritt fu¨r Safra-Ba¨ume
Beispiel 2.13. Sei A0 wieder der Bu¨chi-Automat von Beispiel 2.12. In Abbildung 2.2
auf der na¨chsten Seite ist der Laufgraph fu¨r die Eingabe 10101010 . . . dargestellt, rechts
daneben der Lauf der Safra-Ba¨ume und dann der Lauf der Muller-Schupp-Ba¨ume.
Zwischenschritte in der Konstruktion zwischen zwei aufeinander folgenden Ba¨umen
sind hier weggelassen worden. Benutzt wird dieselbe Notation wie beim Beispiel 2.12.
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Analog dazu sind die Knoten eines Safra-Baums, die gru¨n markiert sind, mit einem
doppelten Rechteck dargestellt.
2.2 Optimierung des Muller-Schupp-Algorithmus
In der experimentellen Erprobung der beiden Konstruktionen ergibt sich, dass Muller-
Schupp-Ba¨ume aufgrund der Einbeziehung von Knoten, deren Beschriftungen aus Nicht-
Endzusta¨nden bestehen, dazu tendieren, gro¨ßer als die entsprechenden Safra-Ba¨ume zu
werden. Einen noch gravierenderen Effekt allerdings hat die Art und Weise des Ein-
fu¨gens von neuen Nachfolgern und wie diese benannt werden. So werden viele Ba¨ume
erzeugt, die dieselbe Struktur in den Knotenbeschriftungen (und Farben) haben, sich
aber in den Knotenbezeichnungen unterscheiden. Eine Idee, um Knotenbezeichnungen
zu sparen, besteht darin, neue Nachfolger fu¨r Bla¨tter nur dann hinzuzufu¨gen, wenn
sowohl Endzusta¨nde als auch Nicht-Endzusta¨nde in der Knotenbeschriftung nach der
Potenzmengenkonstruktion existieren. Dies fu¨hrt zu einer restriktiveren Art der Ein-
fu¨hrung von Knotenbezeichnungen. Formal ist diese Modifikation des Muller-Schupp-
Algorithmus im Algorithmus 2.3 definiert.
1. Kopiere den gegebenen Baum t, fa¨rbe dabei alle gru¨n gefa¨rbten Knoten gelb.
2. Wende die Potenzmengenkonstruktion (mit Buchstaben a) auf jedes Blatt an.
3. Behalte nur das am weitesten links vorkommende Auftreten eines Zustands.
4. Fu¨r alle Bla¨tter, die sowohl Endzusta¨nden als auch Nicht-Endzusta¨nde beinhal-
ten, fu¨ge einen linken Nachfolger mit den Endzusta¨nden und rechten Nachfolger
mit den Nicht-Endzusta¨nden hinzu; fa¨rbe diese Nachfolger gru¨n bzw. rot.
5. Fa¨rbe alle Bla¨tter, die nur Endzusta¨nde enthalten, gru¨n.
6. Schritte 4., 5. und 6. des Originalalgorithmus
Algorithmus 2.3: Optimierter Updateschritt eines Muller-Schupp-Baums
Satz 2.14. Der Muller-Schupp-Algorithmus gema¨ß Algorithmus 2.3 erzeugt einen zum
gegebenen Bu¨chi-Automaten spracha¨quivalenten Rabin-Automaten.
Beweis. Auch fu¨r die Version 2.3 des Muller-Schupp-Algorithmus la¨sst sich das Lemma
2.10 zeigen. Die neue Variante der Aktualisierung eines Muller-Schupp-Baums unter-
scheidet sich von der urspru¨nglichen nur in den Namen der neu hinzugefu¨gten Knoten,
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Eingabe Laufgraph Safra Muller-Schupp
0 1|0 1|0
1
0 1 1|0,1 1|0,1
0
0 2 1|0,2 1|0,2
1
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2|3 3|0,1
0
0 2 4 1|0,2,4
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Abbildung 2.2: Vergleich zwischen Laufgraph und der Sequenz der Safra- und Muller-
Schupp-Ba¨ume fu¨r die Eingabe 10101010
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bedingt durch die restriktivere Art des Hinzufu¨gens neuer Knoten. Der Unterschied
kommt dann zum Tragen, wenn die Potenzmengenkonstruktion entweder nur Endzu-
sta¨nde oder nur Nicht-Endzusta¨nde liefert. In diesem Fall werden bei der neuen Variante
keine neuen Knoten im Baum hinzugefu¨gt, die im fu¨nften Schritt des urspru¨nglichen
Algorithmus direkt wieder entfernt worden wa¨ren. Diese so gesparten Knotennamen
ko¨nnen dann fu¨r andere hinzuzufu¨gende Knoten benutzt werden. Da diese eingespar-
ten Knotennamen nicht im urspru¨nglichen Baum vorhanden sind, la¨sst sich der Beweis
des Lemmas 2.10 u¨bernehmen. Somit kann auch der Beweis von Satz 2.11 u¨bernom-
men werden, um zu zeigen, dass der optimierte Muller-Schupp-Algorithmus zu einem
gegebenen Bu¨chi-Automaten einen spracha¨quivalenten Rabin-Automaten erzeugt.
2.3 Vergleich der Algorithmen
Im Rahmen der Experimentierplattform GASt (siehe auch Kapitel 5) sind die vorge-
stellten Algorithmen auf verschiedene Bu¨chi-Automaten angesetzt worden, darunter
auch auf die Automaten, die von Michel [Mic88] vorgeschlagen worden sind, um die
untere Schranke fu¨r die Komplementierung von Bu¨chi-Automaten zu zeigen (siehe auch
[PP04] und [Tho97]). Die Bu¨chi-Automaten Mn, die Michel in [Mic88] vorgeschlagen
hat, haben die Zusta¨nde 0, . . . , n, jeweils das Eingabealphabet {1, . . . , n, ♯} und den
folgenden Transitionsgraphen:
0 1 2 n
. .
.
. . .
1
2
n
1, . . . , n, ♯ 1, . . . , n, ♯ 1, . . . , n, ♯
Wa¨hrend der entsprechende Rabin-Automat mit der Safra-Konstruktion problemlos
bis zum Automaten M5 (bei dem eine Millionen Zusta¨nde zum ersten Mal erreicht
werden) berechnet werden kann, hat der Rabin-Automat gema¨ß der Muller-Schupp-
Konstruktion bereits u¨ber fu¨nf Millionen Zusta¨nde fu¨rM3 – der verwendete Computer
hatte nicht genug Speicher zur Berechnung von M4 (siehe auch Tabelle 2.1).
Die optimierte Variante des Muller-Schupp-Algorithmus kann viele Zusta¨nde im deter-
ministischen Rabin-Automaten einsparen, wie die Tabelle 2.1 zeigt. Trotzdem wa¨chst
die Anzahl der Muller-Schupp-Ba¨ume deutlich schneller als die Anzahl der Safra-
Ba¨ume.
Weitere Fallstudien sind in der Diplomarbeit von Christoph Schulte Althoff ([Alt05])
zu finden. Es ist nicht mo¨glich, einen einfachen Zusammenhang bezu¨glich der Zu-
standsanzahl zwischen beiden Algorithmen herzustellen, da es viele Fa¨lle gibt, in de-
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Automat Safra Muller-Schupp Opt. Muller-Schupp
Name Zus. Zusta¨nde Paare Zusta¨nde Paare Zusta¨nde Paare
M1 2 7 1 9 5 9 5
M2 3 33 2 4,058 8 262 7
M3 4 385 5 4,823,543 11 23,225 9
M4 5 13,601 7 kein Speicher mehr 3,656,802 11
M5 6 1,059,057 9 kein Speicher mehr kein Speicher mehr
Tabelle 2.1: Vergleich der Algorithmen von Safra, Muller-Schupp und des optimierten
Muller-Schupp-Algorithmus
nen der Safra-Algorithmus deutlich kleinere Automaten liefert als die Muller-Schupp-
Konstruktion. Auf der anderen Seite gibt es auch Beispiele, bei denen der Muller-
Schupp-Algorithmus kleinere Automaten konstruiert. Dies tritt zum Beispiel fu¨r den
Automaten A1 auf, der zur Vorstellung der Experimentierplattform GASt in Abschnitt
5.1.1 auf Seite 93 benutzt wird, bei dem die Safra-Konstruktion vier Zusta¨nde beno¨-
tigt und die Muller-Schupp-Konstruktion (sowohl die normale als auch die optimierte)
mit zwei Zusta¨nden auskommt. Die verzo¨gerte Signalisierung des “Erfolges” (durch eine
verla¨ngerte Initialisierung) fu¨hrt dazu, dass unterschiedliche Safra-Ba¨ume, die sich nur
in der Fa¨rbung unterscheiden, fu¨r einen einzelnen Muller-Schupp-Baum erzeugt wer-
den. Eine Mo¨glichkeit, Zusta¨nde beim Safra-Algorithmus einzusparen, besteht darin,
die Anwendung der Potenzmengenkonstruktion und die Erzeugung der So¨hne zu ver-
tauschen; dieser Ansatz wird in [PP04] verfolgt. In dem gerade erwa¨hnten Beispiel wird
dadurch ein Zustand eingespart. Allerdings fu¨hrt dies immer noch zu einem gro¨ßeren
Automaten als bei der Muller-Schupp-Konstruktion. Die Erfahrungen haben insgesamt
gezeigt, dass fu¨r praktische Anwendungen die Konstruktion von Safra zu bevorzugen
ist.
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Kapitel 3
Unendliche Zwei-Personen-Spiele
Nachdem im letzten Kapitel die Grundlage fu¨r die Spezifikation von Gewinnbedingun-
gen fu¨r unendliche Zwei-Personen-Spiele durch die Determinisierung von ω-Automaten
(im konkreten Fall Bu¨chi-Automaten) geschaffen worden ist, sollen in diesem Kapitel
die Grundlagen dieser Spiele eingefu¨hrt und im Weiteren insbesondere die Request-
Response-Spiele genauer betrachtet werden. Dabei wird die Terminologie von unendli-
chen Zwei-Personen-Spielen benutzt, wie sie in [Tho95, PP04] zu finden ist.
3.1 Einfu¨hrung
Unendliche Zwei-Personen-Spiele stellen ein geeignetes Rahmenwerk zur Spezifikation
von reaktiven Systemen [PR89] dar, da sich ein reaktives System in sta¨ndiger Interak-
tion mit seiner Umgebung [HP85] befindet. Um die Interaktion zwischen dem Control-
ler und der Umgebung zu modellieren, wird das gesamte System als Spielgraph eines
unendlichen Zwei-Personen-Spiels betrachtet. Ein Spielgraph ist dabei ein Transitions-
graph, wobei jeder Zustand genau einem der beiden Spieler zugeordnet ist – in diesem
Punkt ist das Modell des Spielgraphen eine Erweiterung des u¨blichen Automatenmo-
dells. Das Programm des Controllers ist dabei Spieler 0 und die Umgebung ist Spieler 1
zugeordnet. Wa¨hrend einer Partie wa¨hlt immer der Spieler den Nachfolgezustand aus,
zu dem der aktuelle Zustand der Partie geho¨rt.
Definition 3.1 (Spielgraph). Ein Spielgraph G ist ein Tupel (Q,E) mit Zustandsmen-
ge Q = Q0 ∪˙ Q1, Kantenrelation E ⊆ Q×Q, so dass fu¨r alle q ∈ Q gilt qE 6= ∅ (d. h.
jeder Knoten q ∈ Q hat eine ausgehende Kante).
Solange nichts anderes explizit erwa¨hnt wird, werden in dieser Arbeit immer Spielgra-
phen betrachtet, bei denen die Zustandsmenge Q endlich ist.
Eine Partie ρ ist eine Folge von Zusta¨nden ρ = ρ0ρ1ρ2 . . . mit (ρi, ρi+1) ∈ E. Fu¨r eine
unendliche Partie ρ definiert Oc(ρ) die Menge der in ρ vorkommenden Zusta¨nde und
In(ρ) die Menge der unendlich oft besuchten Zusta¨nde.
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Die Spezifikation eines unendlichen Zwei-Personen-Spiels wird durch die Gewinnbedin-
gung vervollsta¨ndigt, die Spieler 0 erfu¨llen muss, um zu gewinnen. Typische Gewinn-
bedingungen sind die Erreichbarkeits-, Sicherheits-, Staiger-Wagner- [SW74], Bu¨chi-
[Bu¨c62], Muller- [Mul63], Parita¨ts- [Mos84], Rabin- [Rab69, Rab72] oder die Streett-
Bedingung [Str82]. In Tabelle 3.1 sind die Bedeutungen dieser Bedingungen aufgefu¨hrt.
Name gegeben Spieler 0 gewinnt, wenn
Erreichbarkeit F ⊆ Q Oc(ρ) ∩ F 6= ∅
Sicherheit F ⊆ Q Oc(ρ) ⊆ F
Staiger-Wagner F = {F1, . . . , Fn} Oc(ρ) ∈ F
Bu¨chi F ⊆ Q In(ρ) ∩ F 6= ∅
Parita¨t c : Q→ {0, . . . , k} max(In(c(ρ))) ist gerade
Muller F = {F1, . . . , Fn} In(ρ) ∈ F
Rabin Ω = ((E1, F1), . . ., (Er, Fr))
r∨
i=1
(In(ρ) ∩ Ei = ∅ ∧
In(ρ) ∩ Fi 6= ∅)
Streett Ω = ((E1, F1), . . ., (Er, Fr))
r∧
i=1
(In(ρ) ∩ Fi 6= ∅ →
In(ρ) ∩ Ei 6= ∅)
Tabelle 3.1: Typische Gewinnbedingungen fu¨r unendliche Zwei-Personen-Spiele
Die Gewinnbedingung spezifiziert also, wann Spieler 0 eine Partie ρ gewinnt. Wenn
Spieler 0 erzwingen kann, dass er von einem Startzustand q aus gewinnt, wird gesagt,
dass Spieler 0 von q aus gewinnt. Eine Strategie von einem Spieler bestimmt den fol-
genden Zug ausgehend von einem seiner Zusta¨nde anhand der bisher gespielten Partie.
Definition 3.2. (a) Eine Strategie fu¨r Spieler 0 von Knoten q ist eine Funktion f :
Q∗Q0 → Q die jedem Partiepra¨fix ρ0 . . . ρk mit ρ0 = q und ρk ∈ Q0 einen Knoten
r ∈ Q zuordnet mit (ρk, r) ∈ E.
(b) Eine Partie ρ = ρ0ρ1 . . . von ρ0 = q heißt gema¨ß der Strategie f gespielt, wenn
fu¨r jedes ρi ∈ Q0 gilt ρi+1 = f(ρ0 . . . ρi).
(c) Die Strategie f ist eine Gewinnstrategie fu¨r Spieler 0 von q aus, falls von q aus
jede gema¨ß f gespielte Partie von Spieler 0 gewonnen wird. Analog gilt diese
Definition fu¨r Spieler 1.
Eine Gewinnstrategie ist positional , wenn die Entscheidung fu¨r den na¨chsten Zug nur
von dem aktuellen Zustand abha¨ngt. Eine andere Mo¨glichkeit ist, dass ein endlicher
Speicher zur Realisierung einer Strategie beno¨tigt wird. Solche Strategien lassen sich
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durch endliche Automaten mit Ausgabe darstellen. Dabei entspricht die Ausgabe der
Knotenauswahl des Spielers. Derartige Gewinnstrategien werden auch Automatenge-
winnstrategien genannt.
Definition 3.3 (Strategieautomat). Ein Strategieautomat fu¨r Spieler 0 im Spiel u¨ber
G = (Q,E) sei ein endlicher Automat mit Ausgabe der Form A = (S,Q, s0, σ, τ) mit:
• S als endlicher Speicher,
• Q als endliches Eingabealphabet,
• s0 ∈ S als Anfangszustand,
• σ als Speicherupdate σ : S ×Q→ S,
• τ als Transitionsauswahl τ : S ×Q0 → Q.
Mit τ : S ×Q1 → W kann der Strategieautomat analog fu¨r Spieler 1 definiert werden.
Die Lo¨sung eines Spiels besteht darin, die Zusta¨nde zu bestimmen, von denen aus
Spieler 0 eine Gewinnstrategie hat und diese Strategie auch konstruiert wird.
Definition 3.4 (Gewinnbereiche). Zu einem Spielgraphen G und einer Gewinnmenge
Win0 (Win0 ⊆ Qω - Gewinnpartien von Spieler 0) sei
W0 := {q ∈ Q | Spieler 0 hat eine Gewinnstrategie von q}.
Analog ist W1 fu¨r Spieler 1 definiert.
Es gibt keinen Zustand q ∈ Q, von dem aus beide Spieler eine Gewinnstrategie haben.
Wa¨hle entsprechende Gewinnstrategien f, g von q aus fu¨r beide Spieler. Da f eine
Gewinnstrategie fu¨r Spieler 0 ist, folgt fu¨r die entstehende Partie ρ, dass ρ ∈Win0 . Da
g eine Gewinnstrategie fu¨r Spieler 1 ist, gilt ρ 6∈ Win0 , Widerspruch. Daraus folgt die
Eigenschaft, dass W0 ∩W1 = ∅ gilt (vgl. [Tho97]).
Ein Spiel heißt dann determiniert , wenn jeder Knoten des Spielgraphen entweder zu
W0 oder zu W1 geho¨rt – also gilt W0 ∪˙ W1 = Q. Alle in dieser Arbeit betrachteten Ge-
winnbedingungen beschreiben regula¨re ω-Sprachen, also Borelmengen, und sind somit
nach [Mar75] determiniert.
Im Fall der reaktiven Systeme legt die Spezifikation fest, welche Systemla¨ufe, die durch
die beiden Komponenten Controller (Spieler 0) und Umgebung (Spieler 1) aufgebaut
werden, “korrekt” sind. Ein ada¨quates abstraktes Modell fu¨r diese Situation sind die
unendlichen Zwei-Personen-Spiele, deren Partien als unendliche Wo¨rter interpretiert
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werden und deren Gewinnbedingung (fu¨r den Spieler “Controller”) durch eine Menge
Win0 unendlicher Wo¨rter beschrieben wird. Das Syntheseproblem fu¨r solch ein reakti-
ves System ist die Frage nach einer Gewinnstrategie fu¨r den Controller. Die Theorie der
reaktiven Systeme ist effektiv; denn wenn die Spezifikation implementierbar ist, kann
ein Zeuge zuru¨ckgegeben werden, der eine Gewinnstrategie fu¨r alle Zusta¨nde ist, von
denen Spieler 0 die Spezifikation garantieren kann. Mit anderen Worten ausgedru¨ckt:
Die Konstruktion einer Gewinnstrategie fu¨r den Controller ist gleichbedeutend mit der
Synthese des Controllers.
Die einfachste Gewinnbedingung ist die der Erreichbarkeit. Spieler 0 gewinnt eine Par-
tie ρ in einem Erreichbarkeitsspiel, wenn die Partie ρ einen Zustand aus der gegebenen
Menge F aufsucht. Ein solches Spiel kann mit der Attraktor-Berechnung gelo¨st werden.
In dieser werden induktiv u¨ber i die Mengen Attr i0(F ) bestimmt, die jeweils diejenigen
Zusta¨nde enthalten, von denen Spieler 0 den Besuch eines Zustands q ∈ F in maximal
i Zu¨gen erzwingen kann.
Attr00(F ) := F
Attr i+10 := Attr
i
0(F ) ∪
{q ∈ Q0 | ∃(q, r) ∈ E mit r ∈ Attr i0(F )} ∪
{q ∈ Q1 | ∀(q, r) ∈ E mit r ∈ Attr i0(F )}
Attr0(F ) :=
|Q|⋃
i=0
Attr i0(F )
Der Gewinnbereiche der beiden Spieler sind W0 = Attr 0(F ) und W1 = Q \W0. In der
Literatur findet sich fu¨r Attr 0(F ) auch manchmal die Bezeichnung Reach0(F ). Attr 1(F )
ist analog zu Attr 0(F ) mit dem Unterschied definiert, dass jeweils die Mengen Q0 und
Q1 vertauscht sind.
Beide Spieler haben auf ihrem jeweiligen Gewinnbereich eine positionale Gewinnstrate-
gie. Diese so genannte (positionale) Attraktorstrategie [GTW02] basiert auf der Distanz
zur Menge F , die wie folgt formal definiert ist:
dist(q, F ) :=
{
min{i | q ∈ Attr i0(F )}, falls q ∈ Attr0(F )
∞, falls q 6∈ Attr0(F )
Die Attraktorstrategie fu¨r Spieler 0 besteht darin, die Distanz zur Menge F zu redu-
zieren und fu¨r Spieler 1 darin, die Zusta¨nde aus Attr 0(F ) zu vermeiden:
Spieler 0 : Fu¨r q ∈ Attr i+10 (F ) \ Attr i0(F ) wa¨hle Transition nach Attr i0(F )
Spieler 1 : Fu¨r q ∈ Q \ Attr 0(F ) wa¨hle Transition nach Q \ Attr 0(F )
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Eine weitere fu¨r diese Arbeit wichtige Gewinnbedingung ist die Bu¨chi-Bedingung. Spie-
ler 0 gewinnt eine Partie ρ in einem Bu¨chi-Spiel, wenn die Partie ρ unendlich oft Zusta¨n-
de aus der gegebenen Menge F besucht. Die Idee zur Lo¨sung eines Bu¨chi-Spiels besteht
darin, Mengen Recur i0 zu bestimmen, die genau die Zusta¨nde q ∈ F beinhalten, von
denen Spieler 0 mindestens i Wiederbesuche in F erzwingen kann. Zur Vorbereitung
wird dazu der Attraktor+ als eine Abwandlung des Attraktors definiert:
Attr+0 (F ) := {q ∈ Q | Spieler 0 kann von q Besuch in F in ≥ 1 Schritten erzwingen}
A00 := ∅
A10 := {q ∈ Q0 | ∃(q, r) ∈ E : r ∈ F} ∪ {q ∈ Q1 | ∀(q, r) ∈ E : r ∈ F}
i ≥ 1 : Ai+10 := Ai0 ∪ {q ∈ Q0 | ∃(q, r) ∈ E : r ∈ Ai0} ∪
{q ∈ Q1 | ∀(q, r) ∈ E : r ∈ (Ai0 ∪ F )}
Attr+0 (F ) :=
|Q|⋃
i=0
Ai0
Die positionalen Strategien vom Attraktor werden u¨bernommen. Damit la¨sst sich jetzt
auch Recur 0(F ) induktiv definieren:
Recur 00(F ) := F
Recur i+10 := F ∩ Attr+0 (Recur i0(F ))
Recur 0(F ) :=
⋂
i≥0
Recur i0(F )
Die Gewinnbereiche der beiden Spieler in einem Bu¨chi-Spiel sindW0 = Attr 0(Recur 0(F ))
und W1 = Q \ W0. Beide Spieler haben eine positionale Gewinnstrategie auf ihrem
jeweiligen Gewinnbereich. Auf Recur 0(F ) ∩ Q0 ist eine Kantenauswahl zuru¨ck nach
Recur 0(F ) gema¨ß der Attraktorstrategie mo¨glich. Allerdings ist die Attraktorstrategie
keine Gewinnstrategie fu¨r Spieler 1, da Endzusta¨nde in der Menge Q\Attr 0(Recur 0(F ))
enthalten sein ko¨nnen. Somit reicht es nicht aus die Menge Attr 0(Recur0(F )) zu ver-
meiden. Um die positionale Gewinnstrategie von Spieler 1 berechnen zu ko¨nnen, muss
zuna¨chst ein Sicherheitsspiel (komplementa¨r zum Erreichbarkeitsspiel) von Spieler 1
fu¨r die Menge Q \ F gelo¨st werden. Spieler 1 gewinnt dieses Spiel genau dann, wenn
die Zustandsmenge Q\F nicht verlassen wird. Sei W ′1 der Gewinnbereich von Spieler 1
in diesem Sicherheitsspiel. Dann ist Attr1(W
′
1) gerade genau der Gewinnbereich W1 im
gegebenen Bu¨chi-Spiel. Die dazugeho¨rige positionale Gewinnstrategie entspricht der
Attraktorstrategie fu¨r Zusta¨nde q ∈ Attr 1(W ′1)\W ′1 und Spieler 1 spielt die positionale
Gewinnstrategie des Sicherheitsspiels fu¨r Zusta¨nde q ∈ W ′1.
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3.1.1 Symbolischer Zustandsraum
Bisher sind die unendlichen Zwei-Personen-Spiele u¨ber einem enumerativen Zustands-
raum betrachtet worden, bei dem jeder Zustand separat betrachtet worden ist. Bei
dem enumerativen Zustandsraum besteht das Problem, dass die Anzahl der Zusta¨nde,
welche zur Modellierung eines realen Systems beno¨tigt werden, und der dadurch beno¨-
tigte Speicherplatz oftmals gro¨ßer ist, als dass ein Computer damit umgehen ko¨nnte
– auch wenn sich diese Grenze durch immer leistungsfa¨higere Computer immer weiter
verschiebt. Dieses Problem wird auch das “State Explosion Problem” genannt. Eine
wichtige Technik zur Reduktion der Auswertungsaufgabe im Model-Checking ist die
“Partial Order Reduction” oder die Verwendung von Symmetrien ([CGP99]). Der An-
satz des symbolischen Zustandsraums stellt eine Mo¨glichkeit dar, dieses Problem zu ver-
ringern. Der Grundgedanke ist vergleichbar mit dem symbolischen Model-Checking im
Gegensatz zum klassischen Model-Checking, wie in [BCM+90] beschrieben. Im symbo-
lischen Ansatz wird der Zustandsraum durch eine Anzahl boolescher Aussagevariablen
gegeben. Zusta¨nde sind dann konkrete Belegungen dieser Variablen. Die Transitionen
im Zustandsgraphen sowie Mengen von Zusta¨nden werden durch boolesche Funktio-
nen u¨ber diesen Variablen definiert. Der Vorteil besteht darin, dass nicht mehr jeder
Zustand bzw. jede Transition separat betrachtet werden und dadurch Speicher beno¨-
tigen, sondern dass auf Mengen von Zusta¨nden bzw. Transitionen gearbeitet wird, die
effizienter im Speicher des Computers angelegt werden ko¨nnen. Als Repra¨sentation fu¨r
booleschen Funktionen werden aus Effizienzgru¨nden nicht boolesche Ausdru¨cke, son-
dern bina¨re Entscheidungsgraphen, kurz BDDs (Binary decision diagrams) benutzt.
Diese wurden erstmals 1959 von Lee [Lee59] eingefu¨hrt und spa¨ter von Akers [Ake78]
und Moret [Mor82] weiter entwickelt. Durch die Hinzunahme von zusa¨tzlichen Ord-
nungsbedingungen sowie Reduktionsmechanismen verbesserte Bryant [Bry86, Bry92]
diesen Ansatz zur Darstellung boolescher Funktionen. Durch die BDDs ist eine kom-
pakte Darstellung und effiziente Mo¨glichkeit zur Manipulation boolescher Funktionen
gegeben (vgl. [CGP99]).
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3.2 Request-Response-Spiele
Ein wichtige Gewinnbedingung fu¨r unendliche Zwei-Personen-Spiele ist die Request-
Response-Bedingung, die in der Literatur auch manchmal Assume-Guarantee-Bedingung
genannt wird. Sie a¨hnelt der im letzten Abschnitt erwa¨hnten Streett-Bedingung, die
eine Konjunktion folgender Form ist (mit Zustandsmengen Pi, Ri):∧
i
wird ein Pi-Zustand immer wieder besucht, so auch ein Ri-Zustand.
Diese “Fairness-Bedingung” spart den in der Praxis wichtigen Fall aus, dass ein Pi-
Zustand nur endlich oft, z.B. einmal, besucht wird. Die Request-Response-Bedingung
beru¨cksichtigt diesen Fall und fordert fu¨r jeden Besuch in Pi einen nachfolgenden Be-
such in Ri. Damit entspricht sie einem Standardfall in Spezifikationen, in denen ein
System etwa auf bestimmte Signale reagieren soll.
Definition 3.5 (Request-Response-Spiel - [WHT03]). Sei G = (Q,E) ein Spielgraph,
Pi, Ri ⊆ Q fu¨r 1 ≤ i ≤ r mit r ∈ N. Die Request-Response-Bedingung definiert die
Menge der Gewinnpartien fu¨r Spieler 0 durch
ρ ∈Win0 :⇔
r∧
i=1
(∀j (ρ(j) ∈ Pi ⇒ ∃j′ (j′ ≥ j ∧ ρ(j′) ∈ Ri)))
In LTL1 ausgedru¨ckt ergibt sich die ku¨rzere Formulierung (mit Zustandspra¨dikaten
Pi, Ri):
ρ ∈Win0 :⇔
r∧
i=1
G(Pi → F Ri)
In Zukunft ku¨rzen wir “Request-Response” ha¨ufig durch “RR”ab. Eine RR-Partie wird
von Spieler 0 gewonnen, wenn gilt, dass nach einem Besuch der Anforderungsmenge
(Pi) irgendwann spa¨ter ein Zustand aus der passenden Antwortmenge (Ri) gesehen
wird (wobei “spa¨ter” auch die jeweilige Gegenwart einschließt). Dabei heißt eine RR-
Bedingung zu einem Zeitpunkt t einer Partie offen oder aktiv, wenn in der Partie ein
Zustand aus der Anforderungsmenge besucht worden ist, aber anschließend (bis t) noch
keiner aus der Antwortmenge. Der Besuch der Pi-Menge wird auch Aktivierung, und
der anschließende Besuch der Ri-Menge Erfu¨llung der RR-Bedingung genannt.
Die Bedeutung der Request-Response-Bedingung liegt darin begru¨ndet, dass sie eine
einfache Form der Liveness-Bedingung darstellt, die eine wichtige und somit ha¨ufig
vorkommende Anforderung an reaktive Systeme ist. Somit ist es mo¨glich, eine große
1Linear Temporal Logic [Eme90]
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Anzahl praxisbezogener Spezifikationen von reaktiven Systemen durch RR-Spiele zu
kodieren. Als ein solches Beispiel wird eine Aufzugsteuerung im Abschnitt 3.2.2 noch
genauer vorgestellt.
Den Unterschied zwischen der Streett-Bedingung und der RR-Bedingung soll das fol-
gende einfache Beispiel aufzeigen:
Beispiel 3.6. Gegeben sei der folgende Spielgraph:
1 2
3
4
Die Knoten von Spieler 0 sind durch Kreise dargestellt und die von Spieler 1 als Qua-
drate. Fu¨r das RR-Spiel sei P1 = {1}, P2 = {2}, R1 = {4} und R2 = {3}. Analog
verfahren wir fu¨r das entsprechende Streett-Spiel.
Betrachtet man die Partie ρ = 11123232323 . . . werden die Zusta¨nde 2 und 3 unendlich
oft besucht und somit auch die Mengen P2, R2. Der Zustand 1 hingegen wird nur
endlich oft besucht und somit auch die Menge P1. Somit erfu¨llt die Partie ρ die Streett-
Bedingung aber nicht die RR-Bedingung.
Um bei Request-Response-Spielen die Gewinnbereiche fu¨r Spieler 0 bzw. 1 sowie deren
Gewinnstrategien bestimmen zu ko¨nnen, werden diese im Folgenden auf Bu¨chi-Spiele
reduziert. Die Spielreduktion wandelt ein gegebenes Spiel durch eine Erweiterung des
Spielgraphen in ein vereinfachtes um. Durch die Bestimmung der Gewinnbereiche und
-strategien im vereinfachten Spiel ko¨nnen dann die Gewinnbereiche und Automatenge-
winnstrategien im gegebenen Spiel bestimmt werden.
Definition 3.7 (Spielreduktion). Seien G = (Q,E) und G′ = (Q′, E ′) Spielgraphen
mit Gewinnbedingungen Win0 und Win0
′. Das Spiel (G,Win0 ) ist reduzierbar auf
(G′,Win0
′), geschrieben als (G,Win0 ) ≤ (G′,Win0 ′), genau dann, wenn folgende Be-
dingungen erfu¨llt sind:
1. Q′ = Q× S fu¨r eine endliche Menge S.
2. Jede Partie ρ u¨ber G wird eindeutig in eine Partie ρ′ u¨ber G′ u¨berfu¨hrt durch
(a) eine Funktion f : Q→ Q× S (f(q) ist der Anfang von ρ′),
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(b) ∀(q, s) ∈ Q× S, ∀p : (q, p) ∈ E ⇒ ex. genau ein s′ mit ((q, s), (p, s′)) ∈ E ′,
(c) ∀((q, s), (p, s′)) ∈ E ′, dann gilt (q, p) ∈ E.
3. Fu¨r ρ und ρ′ gema¨ß 2. gilt: ρ ∈Win0 ⇔ ρ′ ∈Win0 ′.
Die Motivation fu¨r diese Definition ist folgender offensichtlicher Sachverhalt: Gilt
(G,Win0 ) ≤ (G′,Win0 ′) und ist das Spiel (G′,Win0 ′) mit positionalen Gewinnstra-
tegien lo¨sbar, so ist (G,Win0 ) mit Automatenstrategien (u¨ber dem Zustandsraum S
der Definition) lo¨sbar. Diese Aussage verwenden wir in folgendem Satz:
Satz 3.8 ([WHT03]). Request-Response-Spiele lassen sich auf Bu¨chi-Spiele reduzieren
und somit lassen sich die Gewinnbereiche und entsprechende Automatengewinnstrate-
gien berechnen.
Idee: Zur Bestimmung der Gewinnbereiche und -strategien werden die RR-Spiele auf
Bu¨chi-Spiele reduziert. Dazu werden in dem erweiterten Spielgraphen die aktiven Be-
dingungen sowie eine Markierung durch Zahlen, welche Bedingung jeweils als na¨chstes
erfu¨llt werden soll, gespeichert. Wird diese Bedingung erfu¨llt, wird ein Endzustand
besucht und die Markierung wechselt zur na¨chst ho¨heren.
Konstruktion: Sei (G,Win0 ) ein RR-Spiel, definiert durch die Mengen Pi, Ri ⊆ Q fu¨r
1 ≤ i ≤ r mit r ∈ N. Falls r = 1 gilt, fu¨ge ein zusa¨tzliches RR-Paar (P2, R2) mit P2 =
Q2 = ∅ hinzu. Wir geben ein Bu¨chi-Spiel (G′,Win0 ′) an mit (G,Win0 ) ≤ (G′,Win0 ′).
Definiere G′ = (Q′, E ′) und Endzustandsmenge F folgendermaßen:
• Q′ := Q× Pot{1, . . . , r} × {1, . . . , r} × {0, 1}
• ((q,M,m, f), (q′,M ′,m′, f ′)) ∈ E ′ ⇔
– (q, q′) ∈ E
– M ′ = (M ∪ {i | q′ ∈ Pi}) \ {i | q′ ∈ Ri}
– m′ =


m, falls m ∈M ′
m+ 1, falls m 6∈M ′ und m < r
1, falls m 6∈M ′ und m = r
– f ′ =
{
0, falls m = m′
1, falls m 6= m′
• F := {(q,M,m, f) ∈ Q′ | f = 1}
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Die Initialisierungsfunktion g : Q→ Q′ ist definiert durch: g : q 7→ (q, {i | q ∈ Pi}, 1, 0)
Der Korrektheitsbeweis (vgl. [Hu¨t03]) ergibt sich sofort aus den Definitionen.
Korollar 3.9 (Laufzeit [Hu¨t03]). Die Gewinnbereiche und -strategien in einem Request-
Response-Spiel G = (Q,E) mit r RR-Paaren ko¨nnen in Zeit O(4r ·r2·|Q|·|E|) berechnet
werden.
Beweis. Der dominierende Faktor fu¨r die Laufzeit ist das Bestimmen der Gewinnbe-
reiche und -strategien des Bu¨chi-Spiels. Ein Bu¨chi-Spiel kann in Zeit O(|E| · |F |) gelo¨st
werden. Im Fall der RR-Reduktion bekommt man O(|E ′| · |Q|) mit |Q′| = 2r · r · |Q|
und |E ′| = |E| · |Q′|
|Q|
. Insgesamt ergibt sich die Laufzeit von O(4r · r2 · |Q| · |E|).
Korollar 3.10. Fu¨r jede Gewinnstrategie eines Request-Response-Spiels mit n Zusta¨n-
den und r Bedingungen, die durch die vorgestellte Reduktion auf Bu¨chi-Spiele erzeugt
wurde, gilt, dass jede Bedingung nach spa¨testens n · r Zu¨gen erfu¨llt wird (fu¨r alle Par-
tien, die im Gewinnbereichs von Spieler 0 beginnen).
Beweis. Durch den Za¨hler bei der Reduktion auf Bu¨chi-Spiele werden die offenen Be-
dingungen in der Reihenfolge ihrer Nummerierung erfu¨llt. Um eine einzelne Bedingung
zu erfu¨llen, beno¨tigt man maximal n Zu¨ge mittels der Attraktorstrategie. Somit kann
es im ungu¨nstigsten Fall maximal n · r Schritte dauern, eine offene Bedingung zu erfu¨l-
len.
3.2.1 Einfache Request-Response-Spiele
Die im letzten Abschnitt vorgestellte Reduktion von Request-Response-Spielen auf
Bu¨chi-Spiele ist in Bezug auf den Speicherbedarf nicht optimal, wenn nur ein RR-
Paar in der Spieldefinition benutzt wird. Dies liegt daran, dass bei der Reduktion ein
zusa¨tzliches RR-Paar eingefu¨gt werden muss (siehe Konstruktion zum Satz 3.8). Das
eingefu¨gte Paar wurde nur dazu beno¨tigt, um eine Erfu¨llung des ersten Paares zu signa-
lisieren. Request-Response-Spiele mit nur genau einem RR-Paar werden im weiteren
Verlauf als einfache RR-Spiele bezeichnet. In diesem Unterabschnitt wird eine direkte
Reduktion von einfachen RR-Spielen auf Bu¨chi-Spiele vorgestellt, die ohne ein zusa¨tz-
liches RR-Paar auskommt und somit den Speicherbedarf senkt.
Satz 3.11. Einfache Request-Response-Spiele lassen sich auf Bu¨chi-Spiele reduzieren.
Somit lassen sich die Gewinnbereiche und entsprechende Automatengewinnstrategien
berechnen, die mit zwei Zusta¨nden auskommen.
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Beweis. Sei (G,Win0 ) ein RR-Spiel mit genau einem RR-Paar, definiert durch die
Mengen P1, R1 ⊆ Q. Dann kann ein Bu¨chi-Spiel (G′,Win0 ′) angegeben werden mit
(G,Win0 ) ≤ (G′,Win0 ′). Wir arbeiten mit dem Speicher S = {0, 1}. Dieser wird dazu
genutzt, um zu signalisieren, ob die Bedingung aktiv ist (Wert 1 entspricht aktiv).
Definiere G′ = (Q′, E ′) und Endzustandsmenge F folgendermaßen:
• Q′ := Q× {0, 1}
• F := Q× {0}
• f(q) :=
{
(q, 0), falls q 6∈ P1
(q, 1), sonst
• ((q,m), (q′,m′)) ∈ E ′ ⇔
– (q, q′) ∈ E
– m′ = 1⇔ q′ 6∈ R1 ∧ ((m = 1) ∨ (q′ ∈ P1))
Behauptung: ρ ∈Win0 ⇔ ρ′ ∈Win0 ′
ρ′ 6∈Win0 ′ ⇔ ∃j0 ∈ N : ∀j > j0 gilt: ρ′(j) 6∈ F
⇔ ∃j0 ∈ N : ∀j > j0 gilt: ρ′(j) = (q, 1)
⇔ ∃j1 ≤ j0 mit ρ(j1) ∈ P1 und ∀j ≥ j1 gilt: ρ(j) 6∈ R1
⇔ ρ 6∈Win0
Betrachtet wird noch ein einfaches Beispiel, welches die Komplexita¨t fu¨r einfache
Request-Response-Spiele mit der gerade vorgestellten Reduktion verglichen mit der
Reduktion fu¨r allgemeine Request-Response-Spiele verdeutlicht.
Beispiel 3.12. Gegeben sei das folgende einfache Request-Response-Spiel.
0 1: P1 2: R1
Die rechteckigen Zusta¨nde geho¨ren Spieler 1 und die ellipsenfo¨rmigen Knoten entspre-
chend Spieler 0. Welche Zusta¨nde zur Menge P1 bzw. R1 geho¨ren, ist direkt in den
Spielgraphen eingetragen.
Die hier vorgestellte Reduktion von einfachen Request-Response-Spielen liefert fu¨r das
gegebene Spiel formal einen Spielgraphen mit sechs Zusta¨nden. Schra¨nkt man den
Spielgraphen aber auf die von transformierten Zusta¨nden des Originalspiels erreichba-
ren Zusta¨nde ein, ergibt sich der folgende erweiterte Spielgraph:
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0,0 1,1 2,0
Vergleicht man dies mit der Reduktion fu¨r allgemeine Bu¨chi-Spiele, sieht man einen
deutlichen Komplexita¨tsunterschied. Formal liefert die Reduktion einen Spielgraphen
mit 48 Zusta¨nden, aber auch hier werden wieder nur die von transformierten Zusta¨nden
erreichbaren Zusta¨nde angegeben.
2,∅,1,0 0,∅,1,1 1,{1},1,0
0,∅,1,0 0,∅,2,1 1,{1},1,1
2,∅,2,1
Die in Kapitel 5 vorgestellte Experimentierplattform GASt nutzt automatisch fu¨r RR-
Spiele mit genau einem RR-Paar die Reduktion fu¨r einfache RR-Spiele aus diesem
Abschnitt.
3.2.2 Beziehung zwischen verallgemeinerten Bu¨chi-Spielen und RR-
Spielen
Verallgemeinerte Bu¨chi-Spiele sind durch eine Gewinnbedingung der Form
F = {F1, . . . , Fn} gegeben. Spieler 0 gewinnt eine Partie in einem solchen verallge-
meinerten Bu¨chi-Spiel, wenn jede dieser Fi-Mengen immer wieder besucht wird. Somit
ist ein verallgemeinertes Bu¨chi-Spiel ein Spezialfall eines Request-Response-Spiels.
Korollar 3.13. Zu einem gegebenen verallgemeinerten Bu¨chi-Spiel G = (Q,E) mit
F = {F1, . . . , Fn} gibt es ein a¨quivalentes RR-Spiel G′ = (Q,E) mit Ω = {(P1, R1), . . . ,
(Pn, Rn)}, wobei Pi = Q \ Fi und Ri = Fi fu¨r 1 ≤ i ≤ n.
Hier wird deutlich, dass Spieler 0 das in Korollar 3.13 angegebene RR-Spiel genau dann
gewinnt, wenn jede Menge Fi immer wieder besucht wird (jeder Zustand, der nicht zur
Menge Fi geho¨rt, aktiviert die i-te RR-Bedingung). Somit ist das RR-Spiel a¨quivalent
zum urspru¨nglichen verallgemeinerten Bu¨chi-Spiel.
Auf der anderen Seite kann unter gewissen Umsta¨nden ein RR-Spiel in ein effizien-
ter zu lo¨sendes, verallgemeinertes Bu¨chi-Spiel umgewandelt werden (siehe dazu auch
Abschnitt 3.3.2). Dazu wird der Begriff der P -Abgeschlossenheit beno¨tigt:
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Definition 3.14 (P -abgeschlossen). Ein Request-Response-Spiel G = (Q,E) heißt
P -abgeschlossen genau dann, wenn fu¨r alle mo¨glichen Partien des Spiels G und alle
RR-Paare gilt, dass jeder endliche Pfad von einem Pi-Zustand aus in Zusta¨nden aus Pi
verbleibt; es sei denn, es wird ein Ri-Zustand erreicht.
Satz 3.15. Ist ein Request-Response-Spiel G = (Q,E) P -abgeschlossen, gibt es ein
a¨quivalentes verallgemeinertes Bu¨chi-Spiel auf demselben Spielgraphen G = (Q,E).
Beweis. Als Akzeptierkomponente F = {F1, . . . , Fr} werden die Mengen Fi gewa¨hlt
als Fi = Ri ∪ (Q \ Pi).
Man kann leicht erkennen, dass dieses verallgemeinerte Bu¨chi-Spiel a¨quivalent zum
gegebenen RR-Spiel ist:
Spieler 0 verliert die Partie im gegebenen RR-Spiel
⇔ ∃i : 1 ≤ i ≤ r, Bedingung i wird in der Partie aktiviert und nicht mehr erfu¨llt
⇔ im a¨quivalenten Bu¨chi-Spiel werden schließlich keine Zusta¨nde aus der Menge Fi
mehr besucht
⇔ Spieler 0 verliert die Partie im a¨quivalenten Bu¨chi-Spiel.
Dies ist also eine Eigenschaft des zu Grunde liegenden Spielgraphen G = (Q,E).
Schauen wir uns dazu als Beispiel eine Aufzugsteuerung an, die erst als Request-
Response-Spezifikation aufgefasst worden ist und anschließend als verallgemeinerte
Bu¨chi-Spezifikation, da der zu Grunde liegende Spielgraph, die Bedingung aus Satz 3.15
erfu¨llt. Das Beispiel ist eine Weiterentwicklung aus [WHT03].
Beispiel 3.16. Betrachtet wird eine Aufzugsteuerung fu¨r zwei Aufzu¨ge in einem Haus
mit e Etagen – dargestellt in Abbildung 3.1. Es gibt zwei Spieler: die Aufzugsteuerung,
die die beiden Aufzu¨ge koordiniert, und die Umgebung, bei der Personen die Aufzu¨ge
anfordern bzw. Ziele auswa¨hlen. In einem Zug der Aufzugsteuerung ko¨nnen beide Auf-
zu¨ge bewegt werden, in einem Zug der Umgebung ko¨nnen die Benutzer auf den Etagen
und in den beiden Aufzu¨ge neue Anforderungen stellen. Dabei werden die Anforderun-
gen von den Etagen (dass ein Aufzug kommen soll), die von beiden Aufzu¨gen erfu¨llt
werden ko¨nnen, und Anforderungen aus den Aufzu¨gen, die von den betreffenden Aufzu¨-
gen erfu¨llt werden mu¨ssen, unterschieden. Die folgende Liste zeigt die Anforderungen,
die die Aufzugsteuerung erfu¨llen soll:
1. Nachdem eine Etage angefordert worden ist, kommt irgendwann ein Aufzug dort-
hin (wenn die Anforderung aus einem Aufzug kam, muss genau dieser Aufzug die
Bedingung auch erfu¨llen).
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Expressetage
Postetage
.
.
.
Expressetage
Abbildung 3.1: Schema der Aufzugsteuerung
2. Die ho¨chste und die niedrigste Etage werden immer sofort bedient (“Expresseta-
gen”).
3. In der zweiten Etage befindet sich die Poststelle und ein Aufzug, der diese Etage
anfa¨hrt, muss einen Zug der Aufzugsteuerung aussetzen, damit die Post ein- und
ausgeladen werden kann.
4. Die beiden Aufzu¨ge stoppen niemals gleichzeitig in der zweiten Etage.
5. Kein Aufzug fa¨hrt an einer angeforderten Etage vorbei.
6. Ein Aufzug fa¨hrt eine Etage nur dann unaufgefordert an, wenn keine Anforde-
rungen vorliegen.
Die na¨chsten beiden Bedingungen sind Annahmen u¨ber das Verhalten der Umgebung.
Sie sind aufgenommen worden, um der Aufzugsteuerung eine bessere Gewinnchance zu
geben.
7. Ho¨chstens eine Person steigt in den Aufzug, wenn er auf einer Etage ha¨lt (somit
ist das Ziel eindeutig).
8. Es werden insgesamt immer mindestens drei Etagen nicht angefordert.
In Tabelle 3.2 sieht man einen Vergleich zwischen den Modellierungen durch ein verall-
gemeinertes Bu¨chi-Spiel und ein Request-Response-Spiel fu¨r die Aufzugsteuerung. Die
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Simulation ist mit der Experimentierplattform GASt aus Kapitel 5 auf einem Pentium
IV mit einem Gigabyte RAM erfolgt. In der Tabelle ist fu¨r beide Spieltypen und fu¨r drei
bis fu¨nf Etagen (Parameter e) die Gro¨ße des Spielgraphen, die Gro¨ße des erweiterten
Spielgraphen und die Zeit, die beno¨tigt wurde, um das Spiel zu lo¨sen, angegeben.
Typ e Spielgraph Erweiterter Spielgraph Zeit
Zusta¨nde Transit. Zusta¨nde Transitionen
RR 3 25 85 1.200 4.080 11,99
4 673 2.711 516.864 2.082.048 19,06
5 12.913 71.371 119.006.208 657.755.136 372,48
V. Bu¨chi 3 25 85 150 510 10,62
4 673 2.711 8.076 32.532 13,48
5 12.913 71.371 232.434 1.284.678 36,32
Tabelle 3.2: Aufzugsteuerung: Vergleich RR-Bedingung und verallgemeinerte Bu¨chi-
Bedingung
Dieses Beispiel zeigt, dass es sinnvoll ist, bei einem RR-Spiel den gegebenen Spielgra-
phen zu u¨berpru¨fen, ob die Bedingung aus Satz 3.15 erfu¨llt ist, damit man zu dem
effizienter zu lo¨senden verallgemeinerten Bu¨chi-Spiel u¨bergehen kann.
3.3 Speicheroptimierung bei Spielreduktionen
In diesem Abschnitt wollen wir uns mit der klassischen Frage der Speicher-Optimierung
von Gewinnstrategien befassen. Hierbei werden wir die beiden Gewinnbedingungen
“Request-Response” und “verallgemeinert Bu¨chi” betrachten. Die Beobachtungen wer-
den dabei keine neuen asymptotischen Komplexita¨tsschranken fu¨r die bekannten Re-
duktionen liefern, sondern dazu beitragen, dass konstante Faktoren eingespart werden
ko¨nnen. Dies kann durchaus dazu fu¨hren, dass Berechnungen durchgefu¨hrt werden ko¨n-
nen, die ohne Optimierung an Speichermangel scheitern. Wir diskutieren auch, wie sich
die Optimierungen auf den enumerativen bzw. den symbolischen Zustandsraum aus-
wirken.
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3.3.1 Request-Response-Bedingung
Bei der in Abschnitt 3.2 vorgestellten Reduktion von Request-Response-Spielen auf
Bu¨chi-Spiele kann der Zustandsraum des erweiterten Spielgraphen noch optimiert wer-
den. Dies sollte sich vor allem fu¨r den abstrakten Zustandsraum auszahlen.
Der Zustandsraum des erweiterten Spielgraphen war dort definiert worden als:
Q′ := Q× 2{1,...,r} × {1, . . . , r} × {0, 1}
Darin sind viele Zusta¨nde enthalten, die keine eingehende Kante haben und nicht das
Ergebnis einer Transformation eines Zustands des urspru¨nglichen Spielgraphen sind.
Diese werden nicht beno¨tigt und ko¨nnen somit weggelassen werden. Formal la¨sst sich
der Zustandsraum dann definieren als:
Q′ := Q× 2{1,...,r} × {1, . . . , r} × {0, 1} \ (A ∪B ∪ C ∪D)
Mit:
• A := {(q,M,m, f) | ∃i : q ∈ Ri ∧ i ∈M}
Das sind genau die Zusta¨nde q ∈ Q, die in einer Antwortmenge Ri enthalten sind
(also q ∈ Ri), deren Anforderungsflag im erweiterten Spielgraphen aber nicht
zuru¨ckgesetzt wurde.
• B := {(q,M,m, f) | ∃i : q ∈ (Pi \Ri) ∧ i 6∈M}
Das sind genau die Zusta¨nde q ∈ Q, die in einer Anforderungsmenge Pi enthalten
sind (also q ∈ Pi), deren Anforderungsflag im erweiterten Spielgraphen aber nicht
gesetzt wurde.
• C := {(q,M,m, f) | ∃i : i 6∈M ∧m = i ∧ f = 0}
Die Menge C beschreibt die Zusta¨nde, bei denen die Bedingung i nicht offen ist,
aber die Variable m nicht auf die na¨chste Bedingung gesetzt worden ist (vgl. die
Definitionen von m′ und f ′ bei der Reduktion von Request-Response auf Bu¨chi).
• D := {(q,M,m, f) | ∃i : i ∈M ∧m = i+ 1 ∧ f = 1}
Die Menge D ist analog zur Menge C definiert mit dem Unterschied, dass hier
die Variable m erho¨ht worden ist, obwohl die Bedingung i noch aktiv ist.
Dann muss noch die Initialisierungsfunktion g : Q → Q′ angepasst werden, damit
keine Zusta¨nde in ihrem Bild sind, die nicht mehr im Spielgraphen enthalten sind. Eine
geeignete Definition fu¨r g lautet dann
g : q 7→
{
(q, {i | q ∈ Pi}, 1, 0), falls q ∈ Pi
(q, {i | q ∈ Pi}, 2, 1), sonst
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Bemerkung 3.17. Das Ergebnis dieser Optimierung der Zustandsanzahl wird beim
Beispiel 3.16 deutlich. Die Ergebnisse fu¨r die optimierte und nicht optimierte Variante
sind in Tabelle 3.3 sowohl fu¨r den abstrakten als auch den symbolischen Zustands-
raum dargestellt. Aus den knapp 120 Millionen Zusta¨nden fu¨r fu¨nf Etagen werden
etwa 5 Millionen. Dies ist fu¨r den abstrakten Zustandsraum von Vorteil. Allerdings
hat diese Optimierung auf den symbolischen Zustandsraum eher negative Effekte. Dies
liegt daran, dass zwar die Zustandsanzahl deutlich nach unten korrigiert wurde, die
Variablenanzahl allerdings unvera¨ndert bleibt. Dies fu¨hrt in der Regel zu eher komple-
xeren BDDs, so dass die booleschen Operationen auf diesen mehr Rechenzeit beno¨tigen
(siehe dazu auch Tabelle 3.3).
Opt. e Spielgraph Erweiterter Spielgraph Zeit
Zusta¨nde Transit. Zusta¨nde Transitionen symb. enum.
nicht 3 25 85 1.200 4.080 11,99 11,09
optimiert 4 673 2.711 516.864 2.082.048 19,06 2258,63
5 12.913 71.371 119.006.208 657.755.136 372,48 —
optimiert 3 25 85 330 1.083 16,46 10,95
4 673 2.711 59.172 283.272 42,44 92,57
5 12.913 71.371 5.303.700 44.025.228 34.308,16 —
Tabelle 3.3: Aufzugsteuerung: Auswirkung der Optimierung bei Request-Response-Spielen
3.3.2 Verallgemeinerte Bu¨chi-Bedingung
RR-Spiele ko¨nnen unter gewissen Voraussetzungen als verallgemeinerte Bu¨chi-Spiele
aufgefasst werden, wie Satz 3.15 gezeigt hat. Aus diesem Grund wird dieser Spieltyp
im Weiteren genauer untersucht. Als erstes wird gezeigt, dass fu¨r die aus der Literatur
bekannte Reduktion auf“einfache”Bu¨chi-Spiele die Ha¨lfte der Zusta¨nde des erweiterten
Spielgraphen weggelassen werden ko¨nnen. Dies senkt somit den Speicherbedarf fu¨r
die Gewinnstrategien. Da die Anordnung der Fi-Mengen bei dieser Reduktion einen
Einfluss auf die Laufzeit fu¨r das Lo¨sen des reduzierten Bu¨chi-Spiels hat, wird in einem
weiteren Unterabschnitt eine Reduktion mit exponentiellem Platzverbrauch vorgestellt,
bei der die Anordnung der Fi-Mengen keinen Einfluss auf die Laufzeit hat.
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3.3.2.1 Reduktion mit linearem Platz
In der Literatur finden sich zahlreiche Varianten, um einen verallgemeinerten Bu¨chi-
Automaten in einen Bu¨chi-Automaten zu transformieren, wenn es um die Transfor-
mation von LTL-Formeln in Bu¨chi-Automaten geht – z.B. [GO01]. Diese lassen sich
problemlos auf verallgemeinerte Bu¨chi-Spiele u¨bertragen. Dabei wird der Spielgraph
des verallgemeinerten Bu¨chi-Spiels um einen Za¨hler und ein Flag erweitert. Der Za¨h-
ler durchla¨uft die Werte 1 bis n, wenn F = {F1, . . . , Fn}, (siehe auch die Reduktion
von Request-Response auf Bu¨chi in Abschnitt 3.2). Die Idee der Reduktion ist, dass
die Fi-Mengen zyklisch durchlaufen werden und beim Voranschreiten ein Endzustand
besucht wird. Kann der Zyklus einmal nicht fortgesetzt werden, werden von dort ab
keine Endzusta¨nde mehr besucht und Spieler 1 gewinnt die Partie. Dies wird durch
einen Za¨hler erreicht, der zyklisch weiterla¨uft, wenn die passende Fi-Menge besucht
wurde, und dabei jeweils einen Endzustand durchla¨uft. Formal la¨sst sich der erweiterte
Spielgraph fu¨r ein verallgemeinertes Bu¨chi-Spiel G = (Q,E) mit F = {F1, . . . , Fn} wie
folgt definieren:
• Q′ := Q× {1, . . . , n} × {0, 1}
• ((q,m, f), (q′,m′, f ′)) ∈ E ′ ⇔
– (q, q′) ∈ E
– m′ :=
{
m, falls q′ 6∈ Fm
(m mod n) + 1, sonst
– f ′ :=
{
0, falls m = m′
1, sonst
• Endzusta¨nde F := {(q,m, f) ∈ Q′ | f = 1}
• Initialisierungsfunktion g : Q→ Q′ mit g(q) = (q, 1, 0)
Dabei sind jedoch etliche Zusta¨nde u¨berflu¨ssig. Deshalb kann die Zustandsmenge des
erweiterten Spielgraphen definiert werden als
Q′ := Q× {1, . . . , n} × {0, 1} \ (
n⋃
i=1
((Q \ Fi)× i+ 1× 1)︸ ︷︷ ︸
A
∪ (Fi × i× 0)︸ ︷︷ ︸
B
)
Die mit A bezeichnete Menge von Zusta¨nden ist u¨berflu¨ssig, da das Flag gesetzt ist,
aber kein Zustand aus der Menge Fi besucht worden ist. Analog bezeichnet B die
Mengen von Zusta¨nden mit q ∈ Fi, bei der aber das Flag nicht gesetzt worden ist.
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Weiterhin muss dann noch die Funktion g, die einen Zustand aus Q in einen Zustand
aus Q′ u¨berfu¨hrt, angepasst werden:
g(q) =
{
(q, 1, 0), falls q′ 6∈ F1
(q, 2, 1), sonst
Bemerkung 3.18. Erla¨uterungen zur Definition von Q′:
1. Das Herausnehmen von Zusta¨nden in der Definition von Q′ reduziert die Anzahl
der Zusta¨nde des erweiterten Spielgraphen auf |Q| · |F|; der naive Ansatz fu¨hrt
auf die doppelte Anzahl.
2. Wir nutzen den Vorteil, dass die letzte Komponente nur dort eine 1 entha¨lt, wo
es sinnvoll ist. Dies erspart unno¨tige Iterationen bei der Recur-Berechnung beim
Lo¨sen des Bu¨chi-Spiels.
3. Weiterhin haben die herausgenommenen Zusta¨nde alle keine eingehenden Tran-
sitionen. Das Herausnehmen kann u.U. eine Iteration bei der Attr+- bzw. Attr -
Berechnung ersparen (wieder bezogen auf das Lo¨sen des Bu¨chi-Spiels).
Bei der Aufzugsteuerung aus Beispiel 3.16 zeigt sich das in Tabelle 3.4 dargestellte
Ergebnis mit der hier vorgestellten Optimierung fu¨r verallgemeinerte Bu¨chi-Spiele.
Opt. e Spielgraph Erweiterter Spielgraph Zeit
Zusta¨nde Transit. Zusta¨nde Transitionen symb. enum.
nicht 3 25 85 150 510 10,62 10,20
optimiert 4 673 2.711 8.076 32.532 13,48 36,72
5 12.913 71.371 232.434 1.284.678 36,32 1692,61
optimiert 3 25 85 75 255 10,53 10,28
4 673 2.711 4.038 16.266 13,41 36,15
5 12.913 71.371 116.217 642.339 74,51 1599,84
Tabelle 3.4: Aufzugsteuerung: Auswirkung der Optimierung bei verallgemeinertem Bu¨chi-
Spiel
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3.3.2.2 Reduktion mit exponentiellem Platz
Die folgende Reduktion eines verallgemeinerten Bu¨chi-Spiels auf ein Bu¨chi-Spiel beno¨-
tigt eine exponentielle Vergro¨ßerung des Zustandsraums in Bezug auf die Menge F .
Sie wird der Vollsta¨ndigkeit halber betrachtet, da die Reihenfolge der Mengen Fi im
System F eines verallgemeinerten Bu¨chi-Spiels einen Einfluss auf die Laufzeit fu¨r das
Lo¨sen des reduzierten Bu¨chi-Spiels hat und dieser Einfluss bei dieser Reduktion nicht
vorhanden ist. Zu einem gegebenen verallgemeinerten Bu¨chi-Spiel G = (Q,E) mit
F = {F1, . . . , Fn} kann der erweiterte Spielgraph G′ = (Q′, E ′) wie folgt konstruiert
werden:
• Q′ := Q× 2{1,...,n}
• ((q,M), (q′,M ′)) ∈ E ′ ⇔
– (q, q′) ∈ E
– M ′ :=
{
M ∪ {i | q′ ∈ Fi}, falls M nicht alle Elemente umfasst
{i | q′ ∈ Fi}, sonst
• Endzusta¨nde F := {(q,M) ∈ Q′ |M umfasst alle Elemente}
• Initialisierungsfunktion f : Q→ Q′ mit f(q) = (q, {i | q ∈ Fi})
Wir verifizieren die Behauptung: ρ ∈Win0 ⇔ ρ′ ∈Win0 ′:
ρ′ 6∈Win0 ′ ⇔ ∃i, j ∈ N : ∀k ∈ N : k > j → i 6∈M
⇔ ∀k > j → ρ(k) 6∈ Fi
⇔ ρ 6∈Win0
Bemerkung 3.19. Auch bei dieser Reduktion ko¨nnen wieder u¨berflu¨ssige Zusta¨nde
entfernt werden:
• alle Zusta¨nde, bei denen der zusa¨tzliche Speicher nur 1 entha¨lt und selber nicht
in einer Fi-Menge sind,
• alle Zusta¨nde, die in der Menge Fi sind und bei denen das i-te Flag nicht gesetzt
ist.
Diese Optimierung hat wieder vor allem beim enumerativen Zustandsraum Vorteile.
Tabelle 3.5 belegt, dass eine erhebliche Anzahl von Zusta¨nden durch diese Optimierung
eingespart werden kann.
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Opt. e Spielgraph Erweiterter Spielgraph Zeit
Zusta¨nde Transit. Zusta¨nde Transitionen symb. enum.
nicht 3 25 85 200 680 10,57 10,22
optimiert 4 673 2.711 43.072 173.504 13,60 46,40
5 12.913 71.371 6.611.456 36.541.952 65,83 —
optimiert 3 25 26 86 1.083 10,71 10,12
4 673 2.711 1.512 5.134 12,80 35,54
5 12.913 71.371 74.690 281.028 72,36 1562,30
Tabelle 3.5: Aufzugsteuerung: Auswirkung der Optimierung bei verallgemeinertem Bu¨chi-
Spiel mit exponentieller Reduktion auf Bu¨chi-Spiele
3.4 Strategiesynthese fu¨r Live-Sequence-Charts-Spezi-
fikationen
In diesem Abschnitt wird das Problem betrachtet, Streett-Spiele mit nur einem einzigen
Streett-Paar zu lo¨sen; einer Klasse von unendlichen Spielen, welche im Weiteren “ein-
fache Streett-Spiele” genannt werden. Formal wird in Erga¨nzung zum Spielgraphen ein
Paar von Zustandsmengen (F,E) gegeben. Spieler 0 gewinnt eine Partie ρ eines solchen
Spiels genau dann, wenn fu¨r den Fall, dass ein Zustand aus der Menge E unendlich oft
in ρ vorkommt, auch ein Zustand aus F unendlich oft auftritt.
Solche Spiele ermo¨glichen es, Gewinnbedingungen mit einfachen Fairness-Bedingungen
zu spezifizieren: Dass die Menge F unendlich oft besucht wird, ist eine Annahme
u¨ber das Verhalten der Umgebung. Wenn die Umgebung diese Annahme nicht erfu¨llt,
braucht der Controller seine Liveness-Bedingung nicht zu erfu¨llen, d. h. er braucht die
Menge E nicht unendlich oft zu besuchen.
Das Interessante an dieser Art Spiel ist, dass ihre Modellierungssta¨rke zwischen Bu¨chi-
Spielen, mit denen Fairness-Bedingungen nicht modelliert werden ko¨nnen, und Rabin/
Streett-Spielen liegt, fu¨r die Algorithmen zum Lo¨sen der Spiele komplex sind und bei
denen der Speicherbedarf fu¨r den Controller in der Regel exponentiell gro¨ßer ist als
die Anzahl der Zusta¨nde im Spiel. Im Gegensatz dazu sind die Gewinnstrategien von
einfachen Streett-Spielen positional, d. h. sie beno¨tigen keinen Speicher, und es ist mo¨g-
lich, die Spiele in quadratischer Zeit, bezogen auf die Anzahl der Zusta¨nde im Spiel, zu
lo¨sen.
In der Praxis kommen diese Spiele aus dem Kontext von Szenarien-basierten Spezi-
fikationen, siehe zum Beispiel [BS03]. Diese Beispiele werden hier als Basis fu¨r die
praktische Auswertung der Analyse der einfachen Streett-Spiele benutzt.
Zuerst wird ein neuer Algorithmus vorgestellt, der einfache Streett-Spiele direkt ohne
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Reduktion auf andere Spiele lo¨st und auch symbolisch einfach zu implementieren ist.
Anschließend wird die Laufzeit dieses Algorithmus mit der Reduktion auf Parita¨tsspiele
erst theoretisch und anschließend an praktischen Beispielen verglichen. Dabei basieren
die praktischen Vergleiche auf Spielen, die aus Live-Sequence-Charts-Spezifikationen
[DH01, BS03] abgeleitet sind. Es wird gezeigt, dass sich der neue Algorithmus bei
diesen Beispielen besser verha¨lt als die Parita¨tsspielalgorithmen von Zielonka [Zie98],
Jurdzin´ski [Jur00] und Vo¨ge/Jurdzin´ski [VJ00].
3.4.1 Live-Sequence-Charts
Bevor die einfachen Streett-Spiele betrachtet werden, wird erst noch genauer auf die
Motivation und Grundlage dieser Spiele eingegangen – die Live-Sequence-Charts (LSCs).
Sie wurden von Damm und Harel in [DH01] eingefu¨hrt und erweitern die bekannte
Sprache der Message-Sequence-Charts (MSC) mit syntaktischen Konstrukten und ei-
ner formalen Semantik, die es ermo¨glicht, formal das Verhalten eines reaktiven Systems
zu spezifizieren. Wesentlich ist die Einbeziehung von Liveness-Bedingungen. Diese gra-
fische Sprache basiert auf “Szenarien”, ein erfolgreicher Ansatz bei der interaktiven
Softwareentwicklung.
Man unterscheidet existentielle und universelle LSCs. Existentielle LSCs beschreiben
mo¨gliche Ausfu¨hrungen des zuku¨nftigen System. Universelle LSCs (ULSC) hingegen
beschreiben die Eigenschaften, die das System in jeder Ausfu¨hrung einhalten muss.
Ein universelles Diagramm ist in zwei Teile unterteilt: den oberen Bereich, der auch
Prechart genannt wird und in einer gestrichelten, hexagonalen Box dargestellt wird,
und das Hauptdiagramm, auch Main Chart genannt, welches von einem durchgezoge-
nen Rechteck umgeben wird. Die Semantik eines universellen LSCs besagt, dass immer,
wenn das Prechart in einem Lauf ausgefu¨hrt wurde, das Hauptdiagramm folgen muss.
Abbildungen 3.2 und 3.3 zeigen universelle LSCs fu¨r eine Lichtsteuerung. LSCs sind
weiterhin mit einer Menge von sichtbaren oder eingeschra¨nkten Ereignissen verknu¨pft.
Diese Menge beinhaltet alle Ereignisse, die in dem Diagramm vorkommen. Hinzu kom-
men die Ereignisse, die in einer separaten Einschra¨nkungsklausel (restrict) aufgefu¨hrt
sind (siehe turnOn und motion in Abbildung 3.2). Auftreten von Ereignissen, die nicht
sichtbar in einem Diagramm sind, werden fu¨r das Matching des Precharts bzw. Haupt-
diagramms nicht beru¨cksichtigt. Wenn zum Beispiel das Ereignis motion nach zwei
Ereignissen nomotion auftritt, stimmt dies mit dem Prechart aus Abbildung 3.2 nicht
u¨berein. Wenn turnOn nach drei nomotion Ereignissen auftritt, ist das Chart verletzt.
In LSCs ko¨nnen auch andere Merkmale benutzt werden, wie zum Beispiel die Wahl-
mo¨glichkeit (siehe das “ALT”Rechteck in Abbildung 3.3) bzw. Bedingungen, die dafu¨r
sorgen, dass eine gegebene boolesche Formel wahr sein muss, wenn man dorthin kommt.
In Abbildung 3.3 sind die Wahlmo¨glichkeit und Bedingung zu einem “if-then-else” Sze-
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Abbildung 3.2: Lichtsteuerung (Personen verlassen den Raum)
narium kombiniert worden: Wenn das Licht angeschaltet ist, muss es sich selbst auf
den richtigen Wert dimmen, ansonsten ist das Hauptdiagramm beendet.
Wenn ein reaktives System entwickelt wird, muss eine Unterscheidung zwischen dem
System und seiner Umwelt gemacht werden. In diesem Fall werden Systemagenten, wie
ctrl und light, und Umgebungsagenten, wie md und env, unterschieden. Der bedeu-
tende Unterschied besteht darin, dass nur die Systemagenten implementiert werden.
Deshalb ko¨nnen Aktionen, die von Agenten der Umgebung ausgelo¨st werden, nicht
verhindert oder erzwungen werden. Entwickler mu¨ssen somit dafu¨r Sorge tragen, dass
die Implementierung der Systemagenten die Spezifikation erfu¨llt, unabha¨ngig davon,
wie sich die Agenten der Umgebung verhalten.
Allerdings ist es zu restriktiv, zu fordern, dass die Implementierung die Spezifikati-
on gegen alle widrigen Verhalten der Umgebung sicherstellen muss. Meistens werden
Annahmen u¨ber das Verhalten der Umgebungsagenten getroffen. In LSCs sind diese
Annahmen erkennbar enthalten: Jeder Agent ist verantwortlich dafu¨r, dass die Ereig-
nisse ausgefu¨hrt werden, wenn sie gefordert werden, und ansonsten nicht auftreten,
wenn sie das Chart verletzen wu¨rden. Zum Beispiel muss env irgendwann das Ereignis
getOutsidedim senden, wenn das Prechart aus Abbildung 3.3 erfu¨llt wurde; hingegen
darf md nicht die Ereignisse motion oder nomotion auslo¨sen, bevor das System das
Licht nicht ausgeschaltet hat.
Somit ist die Gewinnbedingung in einem entsprechenden Zwei-Personen-Spiel eine
Streett-Bedingung mit genau einem Paar (F1, E1). Diese wird im Weiteren noch genau-
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Abbildung 3.3: Lichtsteuerung (Personen betreten den Raum)
er betrachtet. La¨ufe, in denen die Umgebung fu¨r ihre Agenten sicher stellt, dass alle
Ereignisse, die gefordert sind, auch irgendwann auftreten und nicht auftreten, wenn sie
verboten sind, besuchen Zusta¨nde aus F1 unendlich oft. La¨ufe, in denen sich das System
gema¨ß der Spezifikation verha¨lt, besuchen Zusta¨nde aus E1 unendlich oft. Somit redu-
ziert sich das Syntheseproblem fu¨r LSC-Spezifikationen auf das Lo¨sen von einfachen
Streett-Spielen.
3.4.2 Einfache Streett-Spiele
Bei der Streett-Gewinnbedingung [Str82] ist eine Menge von Paaren (Fi, Ei) gegeben,
wobei beide Komponenten Teilmengen von Zusta¨nden sind. Spieler 0 gewinnt eine Par-
tie in einem Streett-Spiel, wenn er sicherstellen kann, dass, wenn ein Zustand aus Fi
unendlich besucht worden ist, auch ein Zustand aus Ei unendlich oft aufgesucht wird.
Einfache Streett-Spiele haben genau ein solches Paar (F1, E1) und entstehen auf na-
tu¨rliche Art aus Assume/Guarantee-Rahmenwerken. Die Zusta¨nde aus der Menge F1
repra¨sentieren Liveness-Annahmen u¨ber das Verhalten der Umwelt, und die E1 Zusta¨n-
de beschreiben Garantien, die der Controller einzuhalten hat. Wenn die Umgebung die
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an sie gestellten Erwartungen erfu¨llt (d. h. die Menge F1 unendlich oft besucht), dann
muss auch der Controller sich korrekt verhalten, also E1 unendlich oft aufsuchen. Es
bleibt noch anzumerken, dass sich einfache Streett-Spiele nicht auf die deutlich einfa-
cheren Erreichbarkeits-, Rekurrenz- (Bu¨chi-) oder co-Bu¨chi-Spiele reduzieren lassen.
3.4.2.1 Reduktion auf Parita¨tsspiele
Die Gewinnbereiche und -strategien von einfachen Streett-Spielen ko¨nnen in polyno-
mieller Zeit berechnet werden. Die resultierenden Gewinnstrategien fu¨r beide Spieler
sind positional. Dies gilt nur fu¨r den Fall der einfachen Streett-Spiele (also fu¨r Streett-
Spiele mit genau einem Paar) und nicht allgemein fu¨r Streett-Spiele. Ein Ansatz, einfa-
che Streett-Spiele zu lo¨sen, ist die Reduktion auf Parita¨tsspiele mit genau drei Farben
[Bon05]. Bei der Parita¨tsgewinnbedingung gibt es eine Funktion c : Q→ {0, . . . , k−1},
die jedem Knoten eine Farbe (auch Priorita¨t genannt) zuordnet. In diesem Fall ist k
die Anzahl der verwendeten Farben. Eine Partie ρ in einem Parita¨tsspiel wird von
Spieler 0 gewonnen, wenn die ho¨chste unendlich oft auftretende Farbe gerade ist. Ein
fundamentales Ergebnis der Theorie unendlicher Spiele ([EJ91, Mos84]) besagt, dass
Parita¨tsspiele durch positionale Gewinnstrategien lo¨sbar sind. Fu¨r eine Reduktion von
einfachen Streett- auf Parita¨tsspiele werden den Knoten des einfachen Streett-Spiels
die folgenden Farben zugewiesen:
c(q) =


2, q ∈ E1
1, q ∈ F1 \ E1
0, q 6∈ (E1 ∪ F1)
Polynomielle Zeit reicht zum Lo¨sen dieser Parita¨tsspiele aus, da nur eine feste Anzahl
von Farben benutzt wird [Jur00] – na¨mlich genau drei. Eine detaillierte Analyse von
verschiedenen Algorithmen zum Lo¨sen von Parita¨tsspielen unter Beru¨cksichtigung, dass
nur genau drei Farben beno¨tigt werden, wird in Abschnitt 3.4.2.4 gegeben.
3.4.2.2 Direkte Strategiesynthese
In diesem Abschnitt wird ein neuer Algorithmus vorgestellt, der einfache Streett-Spiele
ohne eine Reduktion auf andere unendliche Spiele lo¨st. Ein weiterer Vorteil dieses An-
satzes ist, dass er einfach sowohl enumerativ als auch symbolisch implementiert werden
kann.
Aus der Sicht von Spieler 1 handelt es sich beim einfachen Streett-Spiel um das kom-
plementa¨re einfache Rabin-Spiel [Rab69, Rab72]: Spieler 1 gewinnt, wenn die Menge
E1 nur endlich oft besucht wird, aber F1 unendlich oft. Somit ist die Rabin-Bedingung
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eine Kombination aus Rekurrenz- und Persistenzeigenschaft, was im Weiteren eine Per-
cur -Bedingung genannt wird. Klarlund hat in [Kla94] gezeigt, dass Spieler 0 in einem
Rabin-Spiel eine positionale Gewinnstrategie auf seinem Gewinnbereich hat. An dieser
Stelle soll jetzt ein direkter Lo¨sungsalgorithmus fu¨r Rabin-Spiele mit einem Paar vor-
gestellt werden, der die Kombination aus Persistenz und Rekurrenz berechnet. Dazu
wird die Gewinnbedingung noch einmal genauer betrachtet. Damit Spieler 1 gewinnt,
muss er eine Schleife in dem Spielgraphen erreichen, in der er einen Zustand aus F1
besucht und keinen aus der Menge E1. Solch eine Schleife wird auch von dem Algo-
rithmus Recur(F1) gefunden, dem wohlbekannten Algorithmus zum Lo¨sen von Bu¨chi-
Spielen, der alle Zusta¨nde von F1 bestimmt, von denen Spieler 0 erzwingen kann, dass
sie unendlich oft besucht werden. Formale Definitionen von Recur und Attr+ sind in
Abschnitt 3.1 zu finden.
Allerdings lo¨st Recur nicht das einfache Rabin-Spiel, da i.a. zuviele Schleifen berechnet
werden. Unser Ansatz modifiziert den Recur Algorithmus in geeigneter Weise, so dass
nur die Zusta¨nde von F1 zuru¨ckgegeben werden, die E1 nicht besuchen. Um anzudeuten,
dass die Funktion auf einem Teilgraphen (auch Subarena genannt) berechnet werden
soll, wird der entsprechende Teilgraph im Exponenten angedeutet.
1. Die Definition von Attr+ wird so modifiziert, dass keine Zusta¨nde von E1 benutzt
werden.
Attr+1 (F1, E1) := {q ∈ Q | Spieler 1 kann in ≥ 1 Schritten F1
erreichen, ohne Zusta¨nde aus E1 zu benutzen}
A01 := ∅
Ai+11 := A
i
1 ∪
{q ∈ Q1 \ E1 | ∃(q, r) ∈ E : r ∈ (Ai1 ∪ F1)} ∪
{q ∈ Q0 \ E1 | ∀(q, r) ∈ E : r ∈ (Ai1 ∪ F )}
Attr+1 (F1, E1) :=
⋃
i≥0
Ai1
2. Recur wird so modifiziert, dass nur die Teilmenge von F1 zuru¨ckgegeben wird,
die unendlich oft besucht werden kann, ohne Zusta¨nde von E1 zu benutzen.
Recur 01(F1, E1) := F1 \ E1
Recur i+11 (F1, E1) := F1 ∩ Attr+1 (Recur i1(F1, E1), E1)
Recur 1(F1, E1) :=
⋂
i≥0
Recur i1(F1, E1)
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3. Da diese Definition von Recur noch nicht alle Zusta¨nde liefert, die unendlich oft
besucht werden ko¨nnen, ohne die Zusta¨nde aus E1 zu benutzen, wird eine Fix-
punktberechnung durchgefu¨hrt. Percur fordert “Rekurrenz” von F1 und fordert
“Persistenz” von E1.
Percur 01(F1, E1) := ∅
Percur i+11 (F1, E1) := Percur
i
1(F1, E1) ∪ AttrG
′
1 (Recur
G′
1 (F1, E1))
mit G′ = G \ Percur i1(F1, E1)
Dann gilt Percur 01(F1, E1) ⊆ Percur 11(F1, E1) ⊆ Percur 21(F1, E1) ⊆ . . .. Fu¨r ein
l ≤ |Q| gilt Percur l1(F1, E1) = Percur l+11 (F1, E1), die Inklusionsfolge wird also
stationa¨r, da ho¨chstens |Q|-mal etwas hinzugefu¨gt werden kann. Setze
Percur 1(F1, E1) :=
|Q|⋃
i=0
Percur i1(F1, E1) oder statt |Q| auch l wie oben.
Der Gewinnbereich von Spieler 1 in einem einfachen Streett-Spiel ist dann durch
W1 = Percur 1(F1, E1) gegeben.
4. Die Gewinnstrategien fu¨r beide Spieler ko¨nnen wie folgt berechnet werden; dabei
steht σ fu¨r die Strategie, die durch den im Exponenten stehenden Algorithmus
berechnet worden ist:
• Fu¨r Spieler 1 definieren wir: strat1 : W1∩Q1 → Q als die Attraktorstrategien
der Percur -Berechnungen wie folgt (wir fassen Funktionen hier als Mengen
von Paaren (Argument, Wert) auf):
strat01(q) := ∅
strat i+11 (q) := strat
i
1(q) ∪ σAttrG′1 (RecurG′1 (F1,E1))
mit G′ aus der Percur Berechnung
strat1(q) :=
|Q|⋃
i=0
strati1(q)
• Fu¨r Spieler 0 definieren wir: strat0 : W0 ∩Q0 → Q. Die Idee dabei ist, dass
Spieler 0 versucht, E1 zu besuchen, wenn dies mo¨glich ist, und ansonsten
schließlich keine Zusta¨nde aus E1 und F1 mehr aufsucht. Um die Strategie
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zu berechnen, wird fu¨r den zweiten Fall eine Fixpunktberechnung beno¨tigt.
strat00(q) :=
{
σAttr0(E1∩W0), q ∈ Attr 0(E1 ∩W0) \ (E1 ∩W0)
r ∈ W0 mit (q, r) ∈ E, q ∈ (E1 ∩W0)
G0 := W0 \ Attr 0(E1 ∩W0)
Gi+1 := Gi \ Ti
Si := Gi \ AttrGi1 (F1)
Ti := Attr
Gi
0 (Si)
strat i+10 (q) := strat
i
0(q) ∪

σAttrGi1 (F1), falls q ∈ Siσ
Attr
Gi
0 (Si)
, sonst
Dann gilt strat00(q) ⊆ strat10(q) ⊆ strat20(q) ⊆ . . . Fu¨r ein l ≤ |Q| gilt
strat l0(q) = strat
l+1
0 (q), die Inklusionsfolge wird also stationa¨r, da die Folge
der Teilspielgraphen maximal |Q| Elemente umfassen kann. Setze
strat0(q) :=
|Q|⋃
i=0
strat i0(q) oder statt |Q| auch l wie oben.
W1
W0
E1 ∩W0
G0
Attr0(E1 ∩W0)S1 S0
E1
E1
F1 F1
Abbildung 3.4: Gewinnstrategie von Spieler 0 in einem einfachen Streett-Spiel
Abbildung 3.4 soll die Definition der Gewinnstrategien fu¨r Spieler 0 in einem
einfachen Streett-Spiel verdeutlichen. Spieler 0 mag die Mo¨glichkeit haben,
den Besuch von E1∩W0 zu erzwingen, also in Attr 0(E0∩W0) zu sein. In die-
sem Fall wendet er die Attraktorstrategie an und erreicht schließlich E1∩W0.
Danach stellt er sicher, dass er in W0 bleibt. Dieser Zug kann ihn nach
Attr 0(E0 ∩W0) zuru¨ckfu¨hren oder zu einem Bereich, in dem er nicht den
Besuch von E1 erzwingen kann. In diesem Fall besteht seine Strategie darin,
Spieler 1 an dem Besuch von F1 zu hindern, was genau die Fixpunktbe-
rechnung bewirkt. Als erstes wird die Menge von Zusta¨nden berechnet, von
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denen Spieler 0 fu¨r immer verhindern kann, dass die Partie Zusta¨nde aus
F1 aufsucht. Dies ist nur solange mo¨glich, wie Spieler 1 sich nicht entschei-
det, den Attraktor von E1∩W0 aufzusuchen. Diese Menge wird S0 genannt.
Dann wird eine Strategie berechnet, um S0 zu erreichen. Dabei ist es mo¨g-
lich, dass Zusta¨nde aus F1 auf dem Weg zu S0 besucht werden. Wieder wird
der Teilspielgraph berechnet, um Spieler 1 die Mo¨glichkeit zu geben, diesen
Spielgraphen zu verlassen und in den Attraktor von E1 ∩W0 zu wechseln.
Bevor die Korrektheit nachgewiesen wird, soll der Algorithmus an einem Beispiel ver-
anschaulicht werden.
Beispiel 3.20. Der folgende Spielgraph mit E1 = {2, 7} und F1 = {1, 3, 5} sei gegeben.
0 1 2 3 4
5
7
6
Der Algorithmus liefert die folgenden Zwischenergebnisse:
• Percur 01(F1, E1) = ∅
• Percur 11(F1, E1):
– Recur 01(F1, E1) = F1 = {1, 3, 5}
– Attr+1 (F1, E1) = {0, 3, 4, 6}
Recur 11(F1, E1) = F1 ∩ {0, 3, 4, 6} = {3}
– Attr+1 ({3}, E1) = {3}
Recur 11(F1, E1) = F1 ∩ {3} = {3}
⇒ Recur 1(F1, E1) = {3}
– Attr 1({3}) = {2, 3}
⇒ Percur 11(F1, E1) = {2, 3}
• Percur 21(F1, E1): Auf dem Teilspielgraphen mit den Zusta¨nden 2 und 3 ergibt
sich:
– Recur 01(F1, E1) = F1 = {1, 5}
– Attr+1 (F1, E1) = {0, 1, 4, 6}
Recur 11(F1, E1) = {1} = Recur 1(F1, E1)
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– Attr 1({1}) = {0, 1}
Also Percur 21(F1, E1) = {2, 3} ∪ {0, 1} = {0, 1, 2, 3} = Percur 1(F1, E1)
Satz 3.21. Der Funktionswert Percur 1(F1, E1) liefert die Gewinnbereiche fu¨r beide
Spieler in einem einfachen Streett-Spiel mit dem Streett-Paar (E1, F1); es sind strat i
die korrespondierenden Gewinnstrategien fu¨r beide Spieler.
Beweis. Percur 1(F1, E1) ⊆ W1: Betrachte die beiden Fa¨lle:
1. Sei q ein Element von einer RecurG
′
1 (F1, E1)-Berechnung auf dem Teilgraph G
′ =
G \Percur i1(F1, E1). Dann gibt es die Mo¨glichkeit, mit der Strategie strat1 einen
Zustand von F1 immer wieder zu besuchen, ohne dabei Zusta¨nde von E1 zu
benutzen. Deshalb gilt: q ∈W1.
2. Bei einer Attr1-Berechnung sei q zuerst aufgenommen. Dann kann ein Zustand,
der zu dem ersten Fall geho¨rt, mittels der Attraktor-Strategie strat1 aufgesucht
werden. Dabei werden nur endlich oft Zusta¨nde von E1 besucht (die Attraktor-
strategie verku¨rzt den Abstand zu der gesuchten Menge und somit wird jeder
Zustand ho¨chstens einmal besucht). Darum gilt: q ∈W1.
W1 ⊆ Percur 1(F1, E1):
Annahme: Es existiert ein Zustand q ∈W1\Percur 1(F1, E1). Daraus folgt, dass Spieler 1
von q aus garantieren kann, dass schließlich immer mal wieder ein Zustand aus F1
aufgesucht wird, aber keiner von E1. Oder anders ausgedru¨ckt: Es gibt fu¨r jede Partie,
die in q beginnt, einen Zustand qi ∈ F1, so dass kein Zustand aus E1 in der Zukunft
besucht wird, aber qi immer wieder. Daraus folgt, dass jedes qi in einer Iteration der
Percur Berechnung in Recur 1(F1, E1) auftaucht, da Spieler 1 von qi aus garantieren
kann, dass qi wieder aufgesucht werden kann ohne Zusta¨nde aus E1 zu besuchen. Wenn
aber jedes qi in Percur 1(F1, E1) enthalten ist, dann muss auch q ∈ Percur 1(F1, E1)
gelten. Widerspruch.
Da Streett-Spiele nach Martin [Mar75] determiniert sind, liefert Percur auch den Ge-
winnbereich fu¨r Spieler 0. Es bleibt noch zu zeigen, dass strat0 eine (positionale) Ge-
winnstrategie fu¨r Spieler 0 ist.
Es wird damit begonnen, zu zeigen, dass ∅ der gro¨ßte Fixpunkt der Gi-Folge ist. Dies
beruht auf den folgenden Beobachtungen: Kein E1 ∩W0-Zustand geho¨rt zu einer Gi-
Menge. Zweitens sind alle Transitionen von Spieler 0 in allen Gi-Teilgraphen dieselben
wie im globalen Spielgraphen. Dies liegt daran, dass die Gi-Zusta¨nde all die Zusta¨nde
sind, die nicht im Attraktor von Si−1 liegen. Jeder Zustand von Spieler 0 in Gi mit einer
Transition nach Ti geho¨rt zwangsla¨ufig zum Attraktor von Si, und somit geho¨rt er nicht
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zu Gi+1. Nehmen wir nun an, dass die Folge mit einer nicht leeren Menge konvergiert,
also Gn = Gn+1. Dies bedeutet (i) Sn = ∅, da ansonsten Attr 0(Sn) = Tn 6= ∅ und
Gn+1 6= Gn. Somit hat Spieler 1 von jedem Zustand in Gn eine Strategie, um einen
Besuch von F1 zu erreichen, wa¨hrend er inGn verbleibt. Da kein Zustand aus E1 besucht
wird und der F1-Zustand auch zu Gn geho¨rt, kann dieser unendlich oft besucht werden.
Da diese Strategie von Spieler 1 auf dem Gn-Teilgraphen auch eine Gewinnstrategie
auf dem globalen Spiel ist (da keine Transitionen von Spieler 0 zuvor entfernt worden
sind), geho¨rt Gn nicht zum Gewinnbereich von Spieler 0. Dies ist ein Widerspruch dazu,
dass W0 ⊇ G0 ⊇ G1 ⊇ . . . ⊇ Gn. Aus diesem Grund ist strat0 fu¨r alle Knoten in W0
definiert.
Es bleibt zu zeigen, dass strat0 korrekt ist. Wir gehen mit einer Fallunterscheidung vor.
1. q ∈ Attr 0(E1 ∩W0) \ (E1 ∩W0): Da gema¨ß der Attraktorstrategie gespielt wird,
wird nach einer endlichen Anzahl Zu¨ge die Menge E1 erreicht – auf dem Weg
dorthin kann jeder Zustand aus F1 ho¨chstens einmal besucht werden.
2. q ∈ E1 ∩W0: Dies gleicht alle vorherigen Besuche von F1-Zusta¨nden aus. Jede
beliebige Wahl einer Transition zu einem Zustand aus W0 liefert eine Gewinn-
strategie.
3. q ∈ Ti∪Si: Wir fu¨hren eine Induktion u¨ber i ≥ 1. Der Induktionsbeginn ist i = 1.
Wenn q ∈ S0 gilt, so ist die Strategie eine Gewinnstrategie, da Spieler 0 Spieler 1
von dem Besuch von F1 dauerhaft abhalten kann, solange Spieler 1 nicht nach G0
wechselt. Dies wu¨rde zum ersten Fall fu¨hren. Nun nehmen wir fu¨r jedes 1 ≤ j < i
an, dass strat0 von den Zusta¨nden in Tj und Sj aus eine Gewinnstrategie ist. Es
bleibt zu zeigen, dass dann strat0 auch eine Gewinnstrategie von Si und Ti aus
ist.
Sei q ∈ Si. Durch die Anwendung von strat0 bleibt die Partie entweder in dem
Teilgraphen Gi−1, in dem strat0 garantiert, dass F1 nie besucht wird, oder sie
bewegt sich zu einem Zustand außerhalb von Gi−1, welcher somit zu einem Tj mit
j < i, geho¨rt. Nach der Induktionsannahme folgt die Behauptung. Wenn q ∈ Ti
gilt, kann dasselbe Argument angewandt werden, um zu zeigen, dass entweder Si
aufgesucht wird, da das Spiel in Gi−1 verbleibt, oder Gi−1 verlassen wird und die
Induktionsannahme angewandt werden kann.
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3.4.2.3 Komplexita¨t
In diesem Abschnitt wird die worst-case-Laufzeit des gerade vorgestellten Algorithmus
mit der Lo¨sung durch Reduktion auf Parita¨tsspiele verglichen. Dabei sind die Parita¨ts-
spielalgorithmen von Zielonka, Jurdzin´ski und Vo¨ge/Jurdzin´ski beru¨cksichtigt worden.
Begonnen wird mit einer Analyse des neuen Algorithmus.
Satz 3.22. Die Laufzeit des Percur-Algorithmus ist O(( |Q|
2
)2 · |E|). Somit ko¨nnen die
Gewinnbereiche und -strategien fu¨r beide Spieler in einfachen Streett-Spielen in dieser
Zeit berechnet werden.
Beweis. Wenn die einzelnen Komponenten genauer betrachtet werden, stellt man fest,
dass:
• fu¨r Recur 1(F1, E1) ho¨chstens |F1 + 1| Attr+1 -Berechnungen gebraucht werden,
• jedeAttr 1-Berechnung in ZeitO(|E|) durchgefu¨hrt werden kann (daAttr+1 (F1, E1)
eine Modifikation der Attraktorkonstruktion ist, welche O(|E|) Zeit beno¨tigt),
• der Percur 1(F1, E1)-Algorithmus selbst maximal |E1 + 1| Iterationen beno¨tigt,
da eine weitere Iteration nur dann weitere Zusta¨nde hinzufu¨gt, wenn in einer
vorhergehenden Iteration zumindest ein Zustand aus E1 hinzugefu¨gt worden ist.
Somit ergibt sich insgesamt die Schranke O(|E1| · |F1| · |E|) = O(( |Q|2 )2 · |E|), da |E1|+
|F1| ≤ |Q|. Die Strategien fu¨r beide Spieler ko¨nnen in der Zeit O(|Q| · |E|) bestimmt
werden.
3.4.2.4 Vergleich mit Algorithmen fu¨r Parita¨tsspiele
Wir vergleichen Satz 3.22 nun mit der Reduktion auf Parita¨tsspiele. Dabei wird der Al-
gorithmus von McNaughton ([McN93]) nicht weiter beru¨cksichtigt, da er in der Anzahl
der Zusta¨nde eine exponentielle Komplexita¨t hat. Die Variante von Zielonka ([Zie98])
ist hingegen interessanter. Sie ist dadurch gekennzeichnet, dass die Rekursionstiefe nur
von der Anzahl der verwendeten Priorita¨ten abha¨ngt. Das Prinzip dieses Algorith-
mus basiert darauf, dass anstatt eines einzelnen Pivotelementes die komplette Menge
der Zusta¨nde mit der ho¨chsten Farbe beru¨cksichtigt wird. Es gibt Gemeinsamkeiten
zwischen Zielonkas Algorithmus und dem neu vorgestellten – die Laufzeit ist in bei-
den Fa¨llen O(|Q|2 · |E|) (fu¨r Zielonkas Algorithmus ist in [Jur00] die Laufzeit grob
als O(|Q|3 · |E|) abgescha¨tzt worden, eine genauere Abscha¨tzung liefert O(|Q|2 · |E|)).
Allerdings unterscheiden sich die Zwischenergebnisse der beiden Algorithmen.
In [Jur00] beschreibt Jurdzin´ski einen Algorithmus, der auf der Idee der Fortschritts-
maße [KK91] beruht. Diese sind Zeugen fu¨r Gewinnstrategien in Parita¨tsspielen. Dabei
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wird eine a¨quivalente Formulierung der Parita¨tsbedingung benutzt – Spieler 0 gewinnt
eine Partie genau dann, wenn die kleinste, unendlich oft besuchte Farbe gerade ist. Der
Algorithmus berechnet fu¨r solch ein Parita¨tsspiel die Fortschrittsmaße durch “Lifting”-
Operationen eines initialen Fortschrittmaßes. Von dem resultierenden Fortschrittsmaß
ko¨nnen dann die Gewinnbereiche und die Gewinnstrategie fu¨r Spieler 0 extrahiert wer-
den. Der Algorithmus liefert keine Gewinnstrategie fu¨r Spieler 1.
Bemerkung 3.23 ([Jur00]). Der Algorithmus von Jurdzin´ski berechnet fu¨r ein gege-
benes Parita¨tsspiel mit c Farben die Gewinnbereiche fu¨r beide Spieler und die Gewinn-
strategie fu¨r Spieler 0 in Zeit O(( |Q|
⌊|c|/2⌋
)⌊|c|/2⌋ · |E| · |c|) mit Platz O(|Q| · |c|).
Somit kann ein reduziertes, einfaches Streett-Spiel (mit drei Farben) in ZeitO((|Q|·|E|)
gelo¨st werden. Es liegt in der Natur des Algorithmus, dass er mehr Zeit beno¨tigt, wenn
der Gewinnbereich von Spieler 1 gro¨ßer ist, besonders wenn er alle Knoten des Spiels
umfasst. Der Grund dafu¨r ist, dass dann mehr “Lifting”-Operationen no¨tig sind. In
[Jur00] ist der Algorithmus als nicht-deterministisches Programm pra¨sentiert worden.
Die Reihenfolge, in der die Fortschrittsmaße bearbeitet werden sollen, und wie ein
Knoten gefunden wird, an dem ein Fortschrittsmaß einem Lifting-Schritt unterzogen
werden kann, ist nicht definiert. Beide Effekte haben in der Praxis einen Einfluss auf
die Laufzeit. Eine effiziente Implementierung der “Lifting”-Operation ist in [EWS01] zu
finden.
Der Algorithmus von Vo¨ge und Jurdzin´ski in [VJ00] geho¨rt zu der Klasse der Strate-
gieverbesserungsalgorithmen. Er basiert auf einem Algorithmus von Puri [Pur95], der
optimale Strategien in Discount-Payoff-Spielen berechnet. Der gefa¨rbte Spielgraph bei
Vo¨ge/Jurdzin´ski muss zwei Bedingungen erfu¨llen: der Graph muss bipartit und die
Fa¨rbungsfunktion injektiv sein. Jeder gefa¨rbte Spielgraph kann in einen a¨quivalenten
transformiert werden, der diese beiden Bedingungen erfu¨llt.
Die wichtigsten Notationen fu¨r diesen Algorithmus sind die Partieprofile und Bewer-
tungen. Ein Partieprofil beschreibt die wichtigen Eigenschaften eines gegebenen Spiels.
Auf dieser Basis sind die Bewertungen definiert. Diese weisen jedem Knoten des Spiel-
graphens ein Partieprofil fu¨r die Partie, die von diesem Knoten ausgeht, zu. Der Al-
gorithmus wa¨hlt eine Bewertung (basierend auf einer zufa¨llig gewa¨hlten Strategie von
Spieler 0), welche optimal fu¨r Spieler 1 ist. Dann wird die Bewertung solange schritt-
weise verbessert, bis eine optimale Bewertung fu¨r beide Spieler gefunden ist, aus der
dann die Gewinnbereiche und -strategien extrahiert werden ko¨nnen.
Bemerkung 3.24 ([VJ00]). Der Algorithmus von Vo¨ge und Jurdzin´ski berechnet fu¨r
ein gegebenes Parita¨tsspiel die Gewinnbereiche und -strategien fu¨r beide Spieler in Zeit
O(|E| · |Q||Q0|+1) mit Platz O(|Q|2 + |E|).
56 3 Unendliche Zwei-Personen-Spiele
Obwohl die Laufzeit nur exponentiell abgescha¨tzt werden kann, ist kein Beispiel be-
kannt, was wirklich diese worst-case-Schranke erreicht. Es ist zudem auch kein Beispiel
bekannt, das mehr als n2 Iterationen beno¨tigt.
Das Ergebnis dieses Vergleichs ist in Tabelle 3.6 zusammengefasst. Konstante Faktoren
sind in der Zeitkomplexita¨t weggelassen, da sie von der Implementierung abha¨ngen.
Algorithmus Zeitkomplexita¨t
Percur -Algorithmus O(|Q|2 · |E|)
Zielonka O(|Q|2 · |E|)
Jurdzin´ski O(|Q| · |E|)
Vo¨ge/Jurdzin´ski O(|Q||Q0|+1 · |E|)
Tabelle 3.6: Obere Laufzeitschranken fu¨r verschiedene Algorithmen zum Lo¨sen von einfa-
chen Streett-Spielen
3.4.2.5 Praktischer Vergleich
Nachdem im letzten Abschnitt die verschiedenen Algorithmen zur Lo¨sung von einfachen
Streett-Spielen auf theoretischer Ebene miteinander verglichen worden sind, soll in
diesem Abschnitt ein praktischer Vergleich zwischen den verschiedenen Algorithmen
zur Lo¨sung von einfachen Streett-Spielen vorgestellt werden. Als Fallstudien werden die
LSC-Spezifikationen betrachtet, die auch in der Vergangenheit genutzt worden sind, um
die Funktionalita¨t von REMoRDS [Bon05] zu demonstrieren. Genauere Spezifikationen
finden sich in [Bon05, BHK03, Bon03].
coffee: die Spezifikation einer Kaffeemaschine, die einen Konflikt entha¨lt und somit
nicht realisierbar ist.
coffee’: eine korrigierte Version der Spezifikation “Kaffeemaschine” (3 Szenarien).
ctas: ein Protokoll inspiriert von dem Initialisierungsteil des Central TRACON Au-
tomation System (CTAS). Dabei handelt es sich um ein Client-Server-System,
in dem Clients eine Verbindung anfordern ko¨nnen und sich dann gema¨ß dem
Initialisierungsprotokoll verhalten. Diese Spezifikation fordert von dem zuku¨nfti-
gen System, dass es eine mutual-exclusion-Eigenschaft bereitstellt, damit nicht
gleichzeitig zwei Clients initialisiert werden. Allerdings liegt ein Fehler in der
Spezifikation vor, die es der Umgebung ermo¨glicht, das System zu zwingen, die
mutual-exclusion-Eigenschaft zu verletzen. Siehe auch [CTA, BHK03].
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ctas’: die korrigierte Version des CTAS Protokolls.
lcs: eine Lichtsteuerung.
pss: ein Kinderspiel (Papier, Stein, Schere), dass den Einfluss von Wahlmo¨glichkeiten
und perfekter Information verdeutlicht.
pss’: eine korrigierte Version des Kinderspiels.
Fu¨r zwei der obigen Spezifikationen wurden parametrisierte Versionen benutzt. Fu¨r das
Kinderspiel“Papier, Stein, Schere”wurden weitere Wahlmo¨glichkeiten zu den urspru¨ng-
lichen drei hinzugefu¨gt. Hier kann jeder Spieler zwischen nMo¨glichkeiten (k0, . . . , kn−1)
wa¨hlen und Spieler 0 gewinnt genau dann, wenn Spieler 1 ki auswa¨hlt und er selber
ki+1modn. Im anderen Fall wird bei ctas eine Reihe von Spezifikationen betrachtet,
die u¨ber die Anzahl der Clients im System parametrisiert sind.
Es wurde ein Rahmenwerk geschaffen, welches ermo¨glicht, die Laufzeiten zu vergleichen.
Dazu wird die Experimentierplattform GASt (siehe auch Kapitel 5) verwendet, bei der
die Algorithmen zur Lo¨sung der Spiele in Java programmiert sind (mit Ausnahme des
Algorithmus von Vo¨ge und Jurdzin´ski, bei dem eine existierende Implementierung in
C benutzt wurde). Die Spielgraphen sind von “realen” anstelle von zufa¨llig generierten
Spezifikationen (siehe oben) erzeugt worden.
Alle Ergebnisse sind in Tabelle 3.7 festgehalten. In den ersten Spalten stehen Informa-
tionen zu der verwendeten Spezifikation, na¨mlich der Name, die Anzahl der Szenarien,
aus der die Spezifikation besteht, die Anzahl der Locations, die als Gro¨ße der Spe-
zifikation in [BS03, Bon05] definiert wurden, und ob die Spezifikation realisierbar ist
oder nicht. Anzumerken ist, dass, wenn die Spezifikation nicht realisierbar ist, oftmals
der Gewinnbereich von Spieler 0 leer ist. Dies beeinflusst deutlich die Performance des
Algorithmus von Jurdzin´ski (wie bereits im Abschnitt 3.4.2.3 erla¨utert). Dem Namen
der Spezifikation ist der Wert des Parameters hinzugefu¨gt, wenn diese parametrisiert
ist. Zum Beispiel bedeutet “ctas-3” das Initialisierungsprotokoll basierend auf CTAS
mit 3 Clients und “pps-4” steht fu¨r “Papier, Stein, Schere” mit 4 Wahlmo¨glichkeiten.
Es ist sehr schwer, eine formale Schlussfolgerung u¨ber die relative Performance dieser
Algorithmen zu treffen. Allerdings ist der neu vorgestellte Algorithmus in vielen Fa¨llen
besser als die anderen diskutierten Algorithmen und ist nur in bestimmten Beispielen
geringfu¨gig schlechter.
Jurdzin´skis Algorithmus hat bei diesen Testfa¨llen am schlechtesten abgeschnitten. Ob-
wohl er alle anderen bei einigen kleinen Beispielen deutlich geschlagen hat, hat er auf
der anderen Seite bei nicht realisierbaren Spezifikationen sehr lange Laufzeiten, die
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Spezifikation Automat Neuer Ziel. Vo¨ge/ Jurd.
Name LSCs Loc. Impl. Zust. Tran. Alg. Jurd.
coffee 3 13 Nein 112 527 0.02 0.03 0.04 0.08
coffee’ 3 13 Ja 64 272 0.01 0.01 0.03 0.01
lcs 8 28 Ja 1867 10163 0.68 0.60 3.27 0.54
ctas-2’ 2 27 Ja 163 1016 0.07 0.07 0.07 0.07
ctas-2 2 27 Nein 1171 5239 0.46 0.75 1.69 7.09
ctas-3’ 3 40 Ja 242 2230 0.16 0.17 0.11 0.15
ctas-3 3 40 Nein 14848 84983 9.57 13.12 199.35 1669.16
ctas-4’ 4 53 Ja 321 3918 0.33 0.32 0.19 0.31
ctas-5’ 5 67 Ja 400 6080 0.58 0.56 0.28 0.57
ctas-6’ 6 81 Ja 479 8716 0.91 0.93 0.40 0.91
ctas-6 6 81 Nein 3362 55276 7.03 6.99 10.86 60.57
ctas-7’ 7 95 Ja 558 11268 1.32 1.31 0.52 1.32
pss-3 13 68 Nein 314 987 0.14 0.15 0.18 0.21
pss-4’ 16 86 Ja 933 3601 0.33 0.45 0.86 1.71
pss-4 16 86 Nein 476 1516 0.14 0.22 0.26 0.33
pss-5’ 19 104 Ja 1321 5157 0.47 0.68 1.70 3.96
pss-5 19 104 Nein 672 2159 0.20 0.30 0.47 0.62
pss-6’ 22 122 Ja 1777 6993 0.66 0.90 3.05 8.59
pss-6 22 122 Nein 902 2916 0.28 0.38 0.86 1.04
pss-7’ 25 140 Ja 2301 9109 0.90 1.20 4.75 12.30
pss-7 25 140 Nein 1166 3787 0.37 0.55 1.28 1.57
Tabelle 3.7: Einfache Streett-Spiele: Laufzeiten der verschiedenen Algorithmen
mehrere Gro¨ßenordnungen schlechter verglichen mit den anderen Algorithmen sind.
Somit zeigt sich kein einheitliches Verhalten u¨ber alle Testfa¨lle.
Der Algorithmus von Vo¨ge und Jurdzin´ski ist in dieser Beziehung besser. Bei einigen
Testfa¨llen schneidet er am besten ab, z.B. beno¨tigt er die Ha¨lfte der Laufzeit aller
anderen in der Serie der CTAS Spezifikationen. Auf der anderen Seite gibt es auch
Beispiele, bei denen er sich schlecht verha¨lt, besonders bei der Lichtsteuerung und der
nicht realisierbaren ctas-3 Spezifikation.
Zielonka’s Algorithmus und der neu vorgestellte verhalten sich in Bezug auf die Einheit-
lichkeit u¨ber alle Testfa¨lle am besten. Erstens beeinflusst die Gro¨ße der Gewinnbereiche
die Laufzeit nicht stark und zweitens liefern sie fu¨r große Beispiele die mit Abstand
besten Laufzeiten.
Abschließend halten wir als Ergebnis der theoretischen Analyse im Vergleich zur prak-
tischen Evaluierung fest, dass die im vorangehenden Abschnitt bestimmten algorith-
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mischen Laufzeiten keine klare Entsprechung mit den praktischen Resultaten haben.
Zudem schneidet der von uns vorgestellte Algorithmus mit Zielonkas Algorithmus am
besten ab (desweiteren sind auch leichte Vorteile gegenu¨ber Zielonkas Algorithmus fest-
stellbar).
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Kapitel 4
Optimierung von Gewinnstrategien
Mit der Request-Response-Gewinnbedingung
ρ ∈Win0 :⇔
r∧
i=1
G(Pi → F Ri)
wird nur gefordert, dass nach einem Besuch der Pi-Menge zu einem spa¨teren Zeitpunkt
der Besuch der Menge Ri erfolgt. Es wird nicht gefordert, dass dies mo¨glichst schnell
oder zu einem bestimmten Zeitpunkt geschieht. Dies ist somit nur eine qualitative
Anforderung. Betrachten wir das Beispiel der Aufzugsteuerung (vgl. [WHT03]). Hier
ist der Benutzer des Aufzugs daran interessiert, dass der Aufzug mo¨glichst schnell
kommt und ihn dann auch schnell zu seiner gewu¨nschten Etage fa¨hrt.
Hier kommt der Wunsch nach der Optimierung von Strategien fu¨r den Controller ins
Spiel. In diesem Zusammenhang steht “optimal” nicht fu¨r die beno¨tigte Speichergro¨ße
des Controllers, sondern fu¨r die Gu¨te des Gewinnens bzw. Verlierens. Man mo¨chte
also eine quantitative Aussage u¨ber eine Partie treffen ko¨nnen, d. h. einer Partie einen
numerischen Wert zuordnen, der eine Aussage u¨ber die Gu¨te der Partie macht. Hierbei
wird unterschieden, wie gewonnen oder verloren wird. Wir unterscheiden nicht nur, ob
Spieler 0 das Spiel gewinnt oder verliert (qualitative Aussage), sondern es wird ein Maß
eingefu¨hrt, welches im Weiteren Partiewert genannt wird und bestimmt, wie gut eine
Partie gewonnen bzw. verloren wird. Wenn man auf das Beispiel der Aufzugsteuerung
zuru¨ckkommt, wird der Partiewert die Wartezeiten fu¨r den Benutzer beru¨cksichtigen.
Die Vorgehensweise besteht zuna¨chst darin, Maße fu¨r Partien einzufu¨hren und daran
anknu¨pfend zu definieren, was unter einer optimalen Strategie verstanden werden soll.
Fu¨r einfache Erreichbarkeitsspiele ist die Definition eindeutig – die Zielmenge soll mit
der minimal no¨tigen Anzahl von Zu¨gen erreicht werden. Dies wird bereits durch die
Attraktorkonstruktion erreicht. Fu¨r eine Menge von RR-Bedingungen ist die Situation
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komplizierter, sowohl aufgrund der unendlich ha¨ufigen Erfu¨llung von Bedingungen als
auch wegen des Zusammenspiels mehrerer Bedingungen.
Im Bereich der Payoff Spiele [EM79, GZ05] ist die Frage nach optimalen Strategien in
den letzten Jahren intensiv studiert worden. Gimbert und Zielonka haben in [GZ06] in-
teressante Verbindungen zwischen Parita¨tsspielen und verschiedenen Discounted-Spielen
vorgestellt, immer auch im Hinblick auf die Frage nach optimalen Strategien. Die Ergeb-
nisse sind eine Verallgemeinerung der Arbeit von de Alfaro, Henzinger und Majumdar
[dAHM03] u¨ber den Discounted µ-Kalku¨l. Wiederum Gimbert und Zielonka haben in
der Arbeit [GZ05] ein notwendiges und hinreichendes Kriterium vorgestellt, wann Spie-
le mit einem Payoff Mapping optimale positionale Gewinnstrategien fu¨r beide Spieler
haben.
Hauptziel dieses Kapitels ist ein Ergebnis, welches einen Zusammenhang zwischen RR-
Spielen und Mean-Payoff-Spielen herstellt und damit (wenigstens prinzipiell) die Be-
stimmung optimaler Gewinnstrategien fu¨r RR-Spiele erlaubt. Schlu¨sselresultat ist die
Angabe einer uniformen Schranke fu¨r die Wartezeiten in RR-Spielen, die fu¨r optimale
Gewinnstrategien gilt. Damit la¨sst sich die Bestimmung optimaler Strategien auf das
Lo¨sen von Mean-Payoff-Spielen u¨ber endlichen Graphen zuru¨ckfu¨hren. Somit gehen wir
noch einen Schritt weiter als bei den finitary Parita¨ts- bzw. finitary Streett-Spielen von
Chatterjee und Henzinger [CH06, Hor07]. Dort wird nur gefordert, dass es eine endli-
che Schranke gibt, die jedoch nicht aus der Gewinnbedingung und dem Spielgraphen
abgeleitet werden kann.
4.1 Partiebewertungen
Um eine Definition optimaler Strategien fu¨r RR-Spiele zu ermo¨glichen, werden zuna¨chst
einige Beobachtungen vorgestellt. Die Gu¨te einer Partie in einem Request-Response-
Spiel ha¨ngt direkt mit den Wartezeiten zusammen. Dazu werden zuerst formal einige
Begriffe eingefu¨hrt.
Definition 4.1. In einer Partie ρ eines RR-Spiels heißt eine Bedingung (Pi, Ri) zum
Zeitpunkt t
(a) aktiv, wenn gilt:
∃t′ ≤ t : ρ(t′) ∈ Pi ∧ ∀s ∈ [t′, t] : ρ(s) /∈ Ri .
Dies wird auch durch die Funktion active(ρ, t, i) ausgedru¨ckt, die wie folgt defi-
niert ist:
active(ρ, t, i) :=
{
1, in Partie ρ ist Bedingung i im Zug t aktiv
0, sonst
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Der Parameter i der Funktion bezeichnet dabei die i-te RR-Bedingung (Pi, Ri).
(b) gerade aktiviert, wenn gilt:
¬active(ρ, t− 1, i) ∧ active(ρ, t, i)
Die Funktion newActive(ρ, t, i) ist die zugeho¨rige boolesche Funktion:
newActive(ρ, t, i) :=
{
1, ¬active(ρ, t− 1, i) ∧ active(ρ, t, i)
0, sonst
Die Funktion newActive liefert in der Partie ρ zum Zeitpunkt t genau dann eine
1 zuru¨ck, wenn die i-te RR-Bedingung nach einer Erfu¨llung das erste Mal wieder
oder erstmalig u¨berhaupt aktiviert wird.
(c) gerade erfu¨llt, wenn gilt:
active(ρ, t− 1, i) ∧ ρ(t) ∈ Ri
Definition 4.2 (Wartezeit). In einer Partie ρ eines RR-Spiel ist die Wartezeit einer
RR-Bedingung (Pi, Ri) zum Zeitpunkt t die Zeit, die seit der letzten Aktivierung der
Bedingung vergangen ist. Formal definieren wir:
WZ (ρ, t, i) :=
{
0 ¬active(ρ, t, i)
t− t′ + 1 ∃t′ ≤ t : newActive(ρ, t′, i) ∧ ∀s ∈ [t′, t] : active(ρ, s, i)
In einer Partie ist die Wartezeit bezu¨glich einer RR-Bedingung lokal definiert. Global
kann die Wartezeit in einer Partie bezu¨glich einer RR-Bedingung entweder
• beschra¨nkt sein, wenn es eine Schranke gibt, so dass alle Wartezeiten in der Partie
bezu¨glich dieser RR-Bedingung immer kleiner oder gleich dieser Schranke sind,
oder
• unbeschra¨nkt sein, wenn es keine solche Schranke gibt, aber in der Partie immer
auf eine Aktivierung der RR-Bedingung auch eine Erfu¨llung folgt, oder
• undefiniert sein, wenn es eine Aktivierung der RR-Bedingung gibt, auf die keine
Erfu¨llung folgt.
Definition 4.3 (Warteschranke). DieWarteschranke wb(ρ, i) fu¨r die i-te RR-Bedingung
in der Partie ρ ist das Maximum aller Wartezeiten dieser Bedingung in der Partie ρ,
wenn dieses existiert, sonst der Wert “unendlich” (geschrieben als ∞).
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Bemerkung 4.4. Die Warteschranke wb(ρ, i) fu¨r die i-te RR-Bedingung in der Partie ρ
ist unendlich, wenn in der Partie ρ entweder diese Bedingung irgendwann nicht mehr
erfu¨llt wird oder die Folge der Wartezeiten unbeschra¨nkt ist. Sonst ist wb(ρ, i) endlich.
Definition 4.5. Fu¨r eine Partie ρ in einem RR-Spiel heißt ein RR-Paar (Pi, Ri) un-
beschra¨nkt, wenn die Wartezeiten fu¨r dieses Paar in der Partie ρ unbeschra¨nkt sind,
kurz wb(ρ, i) = ∞ ist, aber zusa¨tzlich fu¨r die Partie ρ gilt, dass auf jede Aktivierung
der Bedingung auch eine Erfu¨llung erfolgt. Ein RR-Paar (Pi, Ri) heißt bezu¨glich einer
Strategie σ von Spieler 0 unbeschra¨nkt, wenn es eine gema¨ß der Strategie σ gespielte
Partie ρ gibt, in welcher das Paar unbeschra¨nkt ist. Ist das RR-Paar in allen gema¨ß σ
gespielten Partien beschra¨nkt, heißt es auch bezu¨glich der Strategie σ beschra¨nkt.
Definition 4.6. Eine Partie ρ eines RR-Spiels mit r Paaren kann um folgende Vektoren
erweitert werden:
• denWartezeitvektor

 WZ (ρ, t, 1)...
WZ (ρ, t, r)

 ∈ Nr zur Zeit t, der fu¨r jede RR-Bedingung
die Wartezeit gema¨ß Definition 4.2 angibt;
• den Aktivvektor

 sg(WZ (ρ, t, 1))...
sg(WZ (ρ, t, r))

 =

 active(ρ, t, 1)...
active(ρ, t, r)

 ∈ Br, der fu¨r jede
RR-Bedingung angibt, ob sie zur Zeit t gerade aktiv ist.
Definition 4.7. Fu¨r ein RR-Spiel mit n Zusta¨nden und r Bedingungen la¨sst sich der
zugrunde liegende Spielgraph (Q,E) mit Q = Q0 ∪˙ Q1 um den Wartezeitvektor wie
folgt erweitern:
• Q′ := Q′0 ∪Q′1 mit Q′i := Qi × Nr
• ((q, i1, . . . , ir), (q′, i′1, . . . , i′r)) ∈ E ′ :⇔
– (q, q′) ∈ E
– i′k =


ik + 1, falls ik > 0 ∧ q′ 6∈ Rk
0, falls (q′ ∈ Rk) ∨ (ik = 0 ∧ q′ ∈ Q \ Pk)
1, falls ik = 0 ∧ q′ ∈ Pk \Rk
• Die Initialisierungsfunktion f : Q→ Q′ transformiert die Zusta¨nde des gegebenen
Spielgraphen in jene des erweiterten Spielgraphen wie folgt:
f(q) = (q, i1, . . . , ir) mit ik =
{
1, falls q ∈ Pk
0, sonst
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Dieser um die Wartezeitvektoren erweiterte Spielgraph wird im Weiteren als G+r be-
zeichnet. Ko¨nnen die Wartezeiten fu¨r alle RR-Bedingungen in allen mo¨glichen Partien
durch eine Schranke wmax beschra¨nkt werden, bekommt man den Spielgraphen G
+
r|wmax
als Variante des G+r , bei dem alle Werte der Wartezeiten durch wmax beschra¨nkt sind.
Wir erhalten:
• Q′i := Qi × {0, . . . ,wmax + 1}r
• ((q, i1, . . . , ir), (q′, i′1, . . . , i′r)) ∈ E ′ :⇔
– (q, q′) ∈ E
– i′k =


ik + 1, falls 1 ≤ ik ≤ wmax ∧ q′ 6∈ Rk
0, falls q′ ∈ Rk
1, falls ik = 0 ∧ q′ ∈ Pk \Rk
ik, sonst
Im Sonstfall liegt der Wert ik = wmax + 1 oder ik = 0 vor.
Bemerkung 4.8.
• Eine Partie ρ in G induziert eindeutig eine Partie ρ′ in G+r bzw. G+r|wmax (wenn
eine solche Schranke wmax existiert).
• Der Spielgraph G+r ist unendlich, wenn man die Wartezeiten nicht fu¨r alle RR-
Paare und alle mo¨glichen Partien beschra¨nken kann und somit einen Spielgraphen
G+r|wmax erha¨lt.
• Ein RR-Spielgraph la¨sst sich analog auch um den Aktivvektor an Stelle des Warte-
zeitvektors erweitern. Dann erha¨lt man aus G+r selbstversta¨ndlich einen endlichen
Spielgraphen.
Lemma 4.9 (Bounded Waiting Time). Sei σ eine Automatengewinnstrategie im RR-
Spiel u¨ber dem endlichen Spielgraphen G von q aus. Jede Partie ρ gema¨ß σ von q aus
hat eine beschra¨nkte Wartezeit bezu¨glich jeder RR-Bedingung.
Beweis. Es sei die Gewinnstrategie σ durch einen Strategieautomaten mitm Zusta¨nden
gegeben. Ist ρ eine Partie gema¨ß σ und t ≥ 0, so wird jede bei t aktive Bedingung
irgendwann erfu¨llt. Wir zeigen, dass die maximale Wartezeit n ·m (mit n = |Q|) ist.
Angenommen, die RR-Bedingung (Pi, Ri) sei nach Aktivierung bei t nach n · m + 1
Zu¨gen noch nicht erfu¨llt. Dann wird mindestens ein Zustand des Strategieautomaten
zwischen t und t+m · n+ 1 zweimal besucht. Hieraus gewinnen wir sofort eine Partie
ρ′ gema¨ß σ, mit ρ′(x) = ρ(x) fu¨r x ≤ t, in der fu¨r y > t kein Ri-Zustand besucht wird.
σ ist demnach keine Gewinnstrategie. Widerspruch.
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Korollar 4.10. Lemma 4.9 gilt nicht fu¨r folgende Abschwa¨chungen der Voraussetzun-
gen:
a) Gewinnstrategien von Spieler 0, die unendlichen Speicher haben;
b) unendliche Spielgraphen.
Beweis. a) Betrachten wir folgenden Spielgraphen:
P1 R1
Wir konstruieren eine Gewinnstrategie, bei der sich die Wartezeit immer weiter
jeweils um eins erho¨ht. Dann ist offensichtlich, dass keine globale Schranke fu¨r die
Wartezeit existiert.
Ein mo¨glicher Strategieautomat, der diese Strategie realisiert, beno¨tigt unendlichen
Speicher. Die Zusta¨nde des Automaten bestehen dabei aus zwei Komponenten. Die
erste Komponente speichert die Wartezeit bei der letzten Erfu¨llung, die zweite Kom-
ponente ist ein Za¨hler fu¨r die aktuelle Wartezeit. Ist der Wert in der zweiten Kompo-
nente gro¨ßer als in der ersten Komponente, wird die RR-Bedingung erfu¨llt und die
Wartezeit in der ersten Komponente abgespeichert. Formal ist der Zustandsraum
des Strategieautomaten gegeben durch N× N.
b) Der in Abbildung 4.1 dargestellte unendliche Spielgraph zeigt, dass sich Lemma 4.9
nicht auf unendliche Spielgraphen u¨bertragen la¨sst, da Spieler 1 eine immer la¨ngere
Wartezeit bis zur Erfu¨llung der Anforderung erzwingen kann. Somit gibt es keine
endliche Schranke der Wartezeit u¨ber diesem unendlichen Spielgraphen.
Damit ist gezeigt worden, dass die Annahmen von Lemma 4.9 auf endliche Spielgraphen
und Automatengewinnstrategien wirklich no¨tig sind.
Das folgende RR-Spiel zeigt, dass sich eine “optimale” Strategie nicht nur anhand der
globalen Schranken fu¨r die Wartezeiten der einzelnen Bedingungen definieren la¨sst.
Wir betrachten ein Ein-Personen-Spiel mit folgendem Transitionsgraphen und einer
RR-Bedingung (P1, R1).
P1 R1 P1 R1
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P1
R1
P1
R1
P1
R1
P1
R1
P1
R1
P1
...
Abbildung 4.1: Unendlicher Spielgraph, in dem Lemma 4.9 nicht gilt.
Die globale Schranke der Wartezeit fu¨r die einzige RR-Bedingung (P1, R1) ist 3. Wu¨rde
nur die globale Schranke fu¨r die Definition von Optimalita¨t beru¨cksichtigt, dann wa¨ren
die beiden mo¨glichen Strategien in diesem Spielgraphen gleichwertig. Allerdings ist die
Strategie, die bei der Wahlmo¨glichkeit den unteren Weg nimmt, besser, da dort die
lokale Wartezeit nur 2 betra¨gt. Um der Definition einer optimalen Strategie fu¨r RR-
Spiele na¨her zu kommen, betrachten wir zuna¨chst einzelne Partien und definieren dafu¨r
geeignete Bewertungen, die etwas u¨ber die La¨nge der Wartezeiten aussagen sollen.
In den folgenden Unterabschnitten werden drei verschiedene Definitionen fu¨r Partiewer-
te von Request-Response-Spielen vorgestellt und ihre Vor- und Nachteile diskutiert: die
durchschnittliche Anzahl aktiver Anforderungen, die durchschnittliche Wartezeit und
die quadratische Gewichtung der Wartezeiten. Ziel dabei ist es, eine geeignete Defini-
tion zu finden, die es erlaubt, eine optimale Strategie bei Request-Response-Spielen zu
definieren. In allen drei Fa¨llen sind die Partiewerte ≥ 0 und wachsen mit den Warte-
zeiten. Optimale Strategien sollen also mo¨glichst kleine Partiewerte garantieren.
4.1.1 Durchschnittliche Anzahl aktiver Anforderungen
Eine erste, naheliegende U¨berlegung fu¨r einen Partiewert eines Request-Response-Spiels
besteht darin, zu beru¨cksichtigen, wie viele Anforderungen durchschnittlich aktiv sind.
Dabei ist eine Anforderung genau dann zum Zeitpunkt t aktiv, wenn nach dem letzten
Besuch eines Zustands aus der Anforderungsmenge noch kein Zustand aus der passen-
den Antwortmenge bis zum Zeitpunkt t aufgesucht worden ist.
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Definition 4.11 (Partiewert a(ρ)). Gegeben sei ein RR-Spiel mit r Bedingungen. Dann
ist der Partiewert a(ρ) fu¨r eine Partie ρ definiert als
a(ρ) := lim sup
n→∞
1
n
n∑
t=1
r∑
i=1
active(ρ, t, i)
mit active(ρ, t, i) aus Definition 4.1 (a).
Der Partiewert a(ρ) entspricht somit der durchschnittlichen Anzahl aktiver Bedingun-
gen der Partie ρ. Es ist klar, dass dieser Limes in der Berechnung von a(ρ) existiert,
da immer Werte zwischen 0 und r aufsummiert werden.
Beispiel 4.12. Gegeben sei folgendes RR-Spiel – dabei ist in den Zusta¨nden vermerkt,
in welchen Pi bzw. Ri-Mengen sie enthalten sind:
1: P1
2 3
4: R1
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Fu¨r die Partie ρ = 1, 2, 3, 4, 5, 6 (dabei symbolisiert der durch den oberen Strich mar-
kierte Teil den sich immer wiederholenden Teil der Partie) ist der Partiewert a(ρ) = 0.5,
da die Ha¨lfte der Zeitpunkte das RR-Paar (P1, R1) aktiv ist und die andere Ha¨lfte u¨ber
nicht. Fu¨r die Partie ρ′ = 1, 2, 3, 4, 5, 6 ist der Partiewert a(ρ′) = 0, da in der sich
wiederholenden Schleife nie eine RR-Bedingung aktiviert wird.
Bevor auf die Definition na¨her eingegangen wird, folgen zuna¨chst einige Bemerkungen,
die fu¨r diese und die beiden noch folgenden Partiewert-Definitionen gelten. Es wird
immer der erste Zeitpunkt einer Anforderung betrachtet, auch wenn eine Bedingung
mehrfach ohne zwischenzeitliche Erfu¨llung angefordert wird. Eine andere Variante wa¨-
re es, dass pro Anforderung eine Erfu¨llung erfolgen muss (also dass nicht mehr ein
Besuch der Antwortmenge ausreicht, alle vorherigen Anforderungen zu erfu¨llen). Dies
geht aber u¨ber die urspru¨ngliche Request-Response-Gewinnbedingung hinaus und wird
daher nicht weiter verfolgt.
Bemerkung 4.13 (Diskussion des Partiewertes a(ρ)). Der Ansatz, a(ρ) als Grundlage
fu¨r Optimalita¨t von Strategien zu nehmen, also zu fordern, dass es jeweils mo¨glichst
wenige aktive RR-Bedingungen gibt, eignet sich nicht. Dies ist dadurch begru¨ndet, dass
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die Mo¨glichkeit besteht, dass eine Bedingung ohne negative Auswirkung im Partiewert
immer unerfu¨llt bleibt, obwohl Spieler 0 diese durchaus erfu¨llen ko¨nnte. Damit ist ge-
meint, dass Spieler 0 u.U. bei Nichterfu¨llung einer Bedingung im Durchschnitt weniger
aktive Bedingungen hat, als wenn er alle erfu¨llt. Dies steht im Gegensatz zur Idee, dass
Wartezeiten zu minimieren sind. Als Beispiel dafu¨r betrachten wir den Spielgraphen
aus Abbildung 4.2.
1: P1, P2, R3, R4 2: R1, R2, P3, P4
0
3: P1
Abbildung 4.2: Minimaler Partiewert a(ρ) muss nicht gewinnbringend sein, obwohl Spie-
ler 0 eine Gewinnstrategie hat
Entscheidet sich Spieler 0 im Zustand 0 fu¨r die Partie 0, 3 so ist der Partiewert 1.
Ein ho¨herer Wert ergibt sich, wenn sich Spieler 0 fu¨r die Partie 0, 1, 2 entscheidet. Der
kleinere Wert signalisiert hier also den Verlust einer Partie.
Weiterhin kann die Mo¨glichkeit bestehen, dass Bedingungen sehr lange aktiv bleiben,
womit ein geringerer Durchschnittswert erreicht wird. Dies widerspricht aber auch dem
Gedanken einer optimalen Strategie – zumindest wenn auch der Aspekt der Zeit zwi-
schen Anforderung und Erfu¨llung eine Rolle spielen soll. Des weiteren differenziert
dieser Ansatz (bedingt durch die Limes-Bildung) gewisse Fa¨lle nicht, die aus der prak-
tischen Sicht einen deutlichen Unterschied aufweisen. Wir betrachten die Fa¨lle, dass
eine Bedingung schließlich nicht mehr erfu¨llt wird (Partie ρ2), und dass in der Partie ρ1
die Bedingung zwischendurch einmal erfu¨llt wird und kurz darauf wieder aktiviert wird.
Die folgende Figur illustriert dies:
ρ2:
ρ1:
Dabei soll in der Abbildung der durchgezogene Strich andeuten, dass eine Anforderung
aktiv ist. Der Limes liefert fu¨r diese Konstellation in beiden Fa¨llen den gleichen Wert,
obwohl sich die Partien intuitiv unterscheiden. Fu¨r den in Abbildung 4.3 dargestellten
Request-Response-Spielgraphen wa¨re die Partie ρ1 durch 0, 1, 2, 1 und ρ2 durch 0, 1
gegeben. Es gilt, dass a(ρ1) = a(ρ2) = 1.
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0
1: P1, R2
2: R1
3: R1, P2
4: P2
5: R2, P1 6 7
8 9: R2, P1 10
11: R1
Abbildung 4.3: Spielgraph mit RR-Paaren
Einen noch deutlicheren Unterschied gibt es zwischen den folgenden beiden Partien ρ3
und ρ4 mit jeweils zwei RR-Bedingungen, wieder in der bildlichen Darstellung:
ρ3:
ρ4:
In der Partie ρ3 wechselt sich die Aktivierung der beiden RR-Bedingungen immer
wieder ab, wa¨hrend in der zweiten Partie eine Anforderung von Beginn an aktiv ist
und nicht erfu¨llt wird. Der Unterschied zwischen den beiden Partien besteht darin, dass
die erste Partie von Spieler 0 gewonnen wird und die zweite von Spieler 1. Dies dru¨ckt
sich aber nicht in den Partiewerten a(ρ3) und a(ρ4) aus. Beide haben den gleichen Wert
1, da im Mittel genau eine Bedingung aktiv ist. Somit liefert der Partiewert a(ρ) keine
Information zur Bestimmung des Gewinners einer Partie ρ in einem Request-Response-
Spiel. In dem Spielgraphen aus Abbildung 4.3 entspricht ρ3 der Partie 0, 1, 3 und ρ4
der Partie 0, 1.
Eine weitere, noch gewichtigere Eigenschaft von a(ρ) ist die, dass bei Grundlage von
a(ρ) fu¨r die Optimalita¨t nicht sichergestellt ist, dass optimale Gewinnstrategien endli-
chen Speicher haben. Betrachten wir dazu den Spielgraphen in Abbildung 4.4.
In der Schleife mit den Zusta¨nden 1 bis 4 sind nach dem ersten Durchlauf immer genau
2 Anforderungen aktiv (RR-Paar 1 und RR-Paar 2 oder 3). Entscheidet sich aber
Spieler 0 im Zustand 1 zum Knoten 5 zu gehen, sind alle drei Anforderungen aktiv.
Somit ist es fu¨r Spieler 0 im Hinblick auf einen niedrigen Partiewert a(ρ) sinnvoll,
mo¨glichst oft die Schleife 1 bis 4 zu durchlaufen und die obere Schleife nur sehr selten
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1
5: P1, P2, P3 6 7 8: R1
4: P12: P3, R2 3: P2, R3
Abbildung 4.4: Optimale Strategie gema¨ß a(ρ) muss keinen endlichen Speicher haben
zu benutzen. Trotz allem muss die obere Schleife von Zeit zu Zeit durchlaufen werden,
da sonst Spieler 0 die Partie verliert. Also folgt: Je mehr Speicher fu¨r die Strategie
verwendet wird, um so besser wird der dazugeho¨rige Strategiewert.
Alle diese Beispiele fu¨hren uns dazu, den Partiewert a(ρ) nicht als Grundlage zur De-
finition einer optimalen Strategie in unseren weiteren Betrachtungen zu verwenden.
4.1.2 Durchschnittliche Wartezeit
Da der Partiewert a(ρ) einige Schwachpunkte hat, wie im letzten Abschnitt gezeigt,
wollen wir jetzt eine andere Definition des Partiewertes vorschlagen, die diese Nach-
teile nicht mehr hat. Anstatt die durchschnittliche Anzahl offener Anforderungen zu
betrachten, nehmen wir jetzt die durchschnittliche Wartezeit bis zur Erfu¨llung einer
Anforderung als Kriterium.
Definition 4.14 (Partiewert t(ρ)). Gegeben sei ein RR-Spiel mit r Bedingungen. Dann
ist der Partiewert t(ρ) fu¨r eine Partie ρ wie folgt definiert:
t(ρ) := lim sup
n→∞
n∑
t=1
r∑
i=1
active(ρ, t, i)
n∑
t=1
r∑
i=1
newActive(ρ, t, i)
mit active(ρ, t, i) und newActive(ρ, t, i) aus Definition 4.1.
Der Partiewert t(ρ) gibt also die durchschnittliche Wartezeit bis zur Erfu¨llung der
Bedingungen an.
Beispiel 4.15. Betrachtet wird derselbe RR-Spielgraph wie im Beispiel 4.12 und die
Partie ρ = 1, 2, 3, 4, 5, 6. In dem sich wiederholenden Zykel liefert active(ρ, t, 1) den
Wert 1 fu¨r 1 ≤ t ≤ 3 und newActive(ρ, t, 1) den Wert 1 nur fu¨r t = 1. Somit ergibt sich
der Partiewert t(ρ) = 3.
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Bemerkung 4.16 (Existenz des Limes). Falls Spieler 0 die Partie ρ gewinnt und die
Partie gema¨ß einer Automatengewinnstrategie gespielt hat, existiert der Wert t(ρ).
Gewinnt Spieler 1 die Partie, existiert der Limes nicht (t(ρ) =∞).
Bemerkung 4.17 (Diskussion des Partiewertes t(ρ)). Die Gro¨ße t(ρ) misst die durch-
schnittliche Zeit in einer Partie zwischen Aktivierung und Erfu¨llung einer RR-Bedingung.
Bei diesem Partiewert ergeben sich fu¨r das Beispiel mit den Partien ρ3 und ρ4 von der
Diskussion von a(ρ) auch unterschiedliche Werte fu¨r t(ρ3) und t(ρ4). Deshalb ist t(ρ)
besser zur Definition einer optimalen Strategie geeignet als a(ρ).
Betrachten wir die zwei Partien ρ5 und ρ6, die dem Schema der nachfolgenden Figur
entsprechen. Beide haben einen Zyklus u¨ber fu¨nf Zu¨ge. In der Partie ρ5 bleibt die erste
RR-Bedingung einen Zug lang und die zweite Bedingung drei Zu¨ge lang aktiv. Hingegen
sind in der Partie ρ6 beide Bedingung jeweils zwei Zu¨ge aktiv.
ρ5:
ρ6:
Im Spielgraph aus Abbildung 4.3 entspricht ρ5 der Partie 0, 4, 5, 6, 7, 11 und ρ6 der
Partie 0, 4, 8, 9, 10, 11. Bestimmt man die beiden Partiewerte t(ρ5) und t(ρ6), stellt
man fest, dass beide denselben Wert 2 haben, da die durchschnittliche Dauer, bis eine
Anforderung erfu¨llt wird, gleich ist. Gewichtet man alle Bedingungen gleich und zielt
(wie zumindest in der Praxis gefordert) auf eine mo¨glichst niedrige obere Schranke fu¨r
alle Wartezeiten, sollten la¨ngere Wartezeiten vermieden werden und somit sta¨rker ins
Gewicht fallen. Die beiden Partien t(ρ5) und t(ρ6) unterscheiden sich in diesem Punkt
und haben trotzdem denselben Partiewert. Wir fangen dies im nachfolgenden Abschnitt
durch eine verfeinerte Definition ab.
4.1.3 Quadratische Gewichtung der Wartezeit
Um eine la¨ngere Wartezeit zu bestrafen, wird bei der na¨chsten Definition die Wartezeit
bis zur Erfu¨llung einer Bedingung sta¨rker beru¨cksichtigt.
Definition 4.18 (Partiewert w(ρ)). Gegeben sei ein RR-Spiel mit r Bedingungen.
Dann ist der Partiewert w(ρ) fu¨r eine Partie ρ wie folgt definiert:
w(ρ) := lim sup
n→∞
1
n
n∑
t=1
r∑
i=1
WZ (ρ, t, i)
mit WZ (ρ, t, i) aus Definition 4.2.
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Beispiel 4.19. Betrachtet wird derselbe RR-Spielgraph wie im Beispiel 4.12 und die
Partie ρ = 1, 2, 3, 4, 5, 6. In dem sich wiederholenden Zykel liefert WZ (ρ, t, 1) den Wert
1 fu¨r t = 1, den Wert 2 fu¨r t = 2, den Wert 3 fu¨r t = 3 und sonst den Wert 0. Somit
ergibt sich ein Partiewert w(ρ) = 1.
Fu¨r die Existenz dieses Limes gilt das gleiche wie beim Partiewert t(ρ) (siehe Bemer-
kung 4.16).
Bemerkung 4.20 (Diskussion des Partiewertes w(ρ)). Beim Ansatz w(ρ) fließen die
Zeiten bis zur Erfu¨llung quadratisch ein, indem zu jedem Zeitpunkt, wa¨hrend dessen
die Bedingung aktiv ist, die Zeit seit der Aktivierung aufsummiert wird (
n∑
i=0
i = n·(n+1)
2
).
Somit fallen la¨ngere Zeiten bis zur Erfu¨llung sta¨rker ins Gewicht als ku¨rzere. Dies hat
zur Folge, dass aus den auf Seite 70 genannten Partien ρ3 und ρ4 unterschiedliche Par-
tiewerte resultieren. Aber auch bei den Partien ρ5 und ρ6 von Seite 72 ist dies der Fall.
Die Partie ρ5 mit den beiden unterschiedlichen Wartezeiten fu¨r die Bedingungen be-
kommt hier einen ho¨heren Wert als ρ6 mit gleichen Wartezeiten fu¨r beide Bedingungen,
entsprechend der Forderung, la¨ngere Wartezeiten sta¨rker zu beru¨cksichtigen.
Eine Variante dieses Ansatz besteht darin, wie bei t(ρ) durch die Anzahl der Zeitpunkte
anstatt durch die Zuganzahl zu dividieren, wa¨hrend derer eine Bedingung aktiviert
wird (siehe Definition von newActive). Somit wu¨rde eine durchschnittliche quadratische
Zeit bis zur Erfu¨llung einer Anforderung ermittelt. Diese Variante bringt keine fu¨r
unsere Diskussion relevanten Vorteile gegenu¨ber w(ρ) und hat den Nachteil, dass die
algorithmische Bestimmung des Werts einer Strategie schwieriger ist.
Fu¨r alle drei Definitionen gilt, dass fu¨r Spieler 0 ein niedriger Wert besser ist. Ei-
ne Zusammenfassung der Diskussion der Partiebewertungen a(ρ), t(ρ) und w(ρ) zeigt
die folgende Tabelle – hierbei entha¨lt die letzte Zeile ein Ergebnis der nachfolgenden
Abschnitte.
a(ρ) t(ρ) w(ρ)
Bestimmung des Gewinners der Partie ρ mo¨glich –
√ √
Beru¨cksichtigung der Zeit bis Erfu¨llung nur indirekt
√ √
Gro¨ßere Gewichtung la¨ngerer Wartezeiten – –
√
Existenz optimaler Strategien mit endlichem Speicher –
√ √
Tabelle 4.1: Vergleich der verschiedenen Partiewerte
Aufgrund dieses Vergleiches der unterschiedlichen Ansa¨tze eines Partiewertes wird im
weiteren Verlauf die Definition w(ρ) benutzt. Die Entscheidung ist so ausgefallen, da
nur bei w(ρ) sowohl die Zeiten beru¨cksichtigt werden, bis eine Anforderung erfu¨llt wird,
als auch der Umstand, dass la¨ngere Wartezeiten sta¨rker ins Gewicht fallen als ku¨rzere.
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4.1.4 Strategiewerte und optimale Gewinnstrategien
Wir definieren in diesem Abschnitt den Wert einer Strategie ausgehend von Werten
der durch die Strategie mo¨glichen Partien. Ausgangspunkt ist folgender offensichtlicher
Sachverhalt: Wenn beide Spieler gema¨ß ihren Strategien σ bzw. τ spielen und die Partie
im Zustand q0 startet, gibt es eine eindeutige Partie ρ. Wir schreiben kurz w(σ, τ, q0) =
w(ρ).
Definition 4.21 (Wert einer Strategie). Gegeben sei ein Request-Response-Spiel. Dann
la¨sst sich fu¨r eine Strategie σ von Spieler 0 folgender Strategiewert definieren:
w(σ, q0) := sup
τ∈S1
w(σ, τ, q0)
wobei S1 die Menge aller Strategien von Spieler 1 ist. Wir schreiben w(σ, q0) =∞ fu¨r
den Fall, dass der Wert nicht existiert.
Man beachte, dass die Existenz von w(σ, q0) impliziert, dass σ eine Gewinnstrategie
ist. Umgekehrt zeigt Korollar 4.10, dass es Gewinnstrategien σ (mit unendlichem Spei-
cher) geben kann, deren Wert w(σ, q0) nicht existiert. Ein zentrales Ergebnis dieses
Abschnitts lautet, dass fu¨r eine “optimale” Strategie σ von Spieler 0 die A¨quivalenz
“w(σ, q0) existiert gdw. σ ist Gewinnstrategie von q0 aus” gilt.
Definition 4.22 (Optimalita¨t von RR-Strategien). Fu¨r ein gegebenes RR-Spiel mit
Startzustand q0 ist eine Strategie σ0 fu¨r Spieler 0 genau dann optimal, wenn gilt
w(σ0, q0) ≤ w(σ, q0) fu¨r alle Strategien σ von Spieler 0.
Bemerkung 4.23. Das Optimalita¨tskriterium liefert keine eindeutige optimale Strate-
gie in einem RR-Spiel mit Startzustand q0. Dies wird durch folgendes triviales Beispiel
klar:
P1
R1
R1
Jede mo¨gliche (Gewinn-)Strategie fu¨r Spieler 0 hat fu¨r dieses RR-Spiel den Wert 1
2
.
Somit gibt es keine eindeutige optimale Strategie fu¨r dieses RR-Spiel.
Aus der Bu¨chi-Reduktion von Request-Response-Spielen aus Satz 3.8 folgt, dass die
Strategiewerte optimaler Strategien beschra¨nkt sind:
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Korollar 4.24. Fu¨r ein Request-Response-Spiel mit n Zusta¨nden und r Bedingungen
gilt fu¨r den Strategiewert einer optimalen Gewinnstrategie σ immer (fu¨r q0 ∈W0):
w(σ, q0) ≤ n · r
2 + r
2
.
Beweis. Sei ein beliebiges RR-Spiel mit n Zusta¨nden und r Bedingungen gegeben. Der
Strategiewert einer optimalen Gewinnstrategie ist immer kleiner oder gleich dem Stra-
tegiewert aller anderen mo¨glichen Strategien. Dies gilt insbesondere auch fu¨r die Stra-
tegie σ, die sich mittels der Bu¨chi-Reduktion ergibt. Die Reduktion auf ein Bu¨chi-Spiel
liefert, dass eine Anforderung in einer Partie, die gema¨ß der Strategie σ gespielt wor-
den ist, ho¨chstens n ·r Schritte aktiv bleibt (siehe Korollar 3.10). Der ho¨chste mo¨gliche
Strategiewert wird angenommen, wenn die Strategie σ aus der Bu¨chi-Reduktion alle
Bedingungen direkt, nachdem sie erfu¨llt worden sind, wieder aktiviert und die maximal
mo¨gliche Dauer von n · r Schritten aktiv la¨sst.
Eine einzelne Bedingung erzeugt, wenn sie n · r Schritte aktiv bleibt, den Beitrag
1
n·r
·
n·r∑
i=0
i = n·r+1
2
zum Partiewert (nach Definition 4.18). Da sich die Schleife immer
wiederholen soll, reicht es fu¨r die Bestimmung des Partiewertes aus, den Wert eines
Schleifendurchlaufs zu bestimmen. Fu¨r r Bedingungen ergibt sich somit der Partiewert
von r·(n·r+1)
2
= n·r
2+r
2
. Da dies der maximal mo¨gliche Partiewert einer gema¨ß σ gespielten
Partie ist, ist somit der Strategiewert fu¨r σ kleiner oder gleich n·r
2+r
2
.
Somit ergibt Korollar 4.24 eine obere Schranke fu¨r den Wert optimaler Strategien in
einem Request-Response-Spiel.
Die Definition 4.18 des Partiewertes w(ρ) la¨sst sich auch auf ein Segment einer Partie ρ
u¨bertragen.
Definition 4.25. Gegeben sei ein RR-Spiel mit n Zusta¨nden und r Bedingungen. Dann
ist der Segmentwert w(ρ, t1, t2) fu¨r eine Partie ρ auf dem Segment ρ(t1) . . . ρ(t2) wie
folgt definiert:
w(ρ, t1, t2) :=
1
t2 − t1 + 1
t2∑
t=t1
r∑
i=1
WZ (ρ, t, i) .
Mit dieser Definition sind auch die Kosten fu¨r einen einzelnen Schritt in einer Partie
definiert.
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4.2 Optimale Strategien
In den folgenden beiden Abschnitten stellen wir eine Methode vor, in Request-Response-
Spielen optimale Gewinnstrategien fu¨r Spieler 0 zu bestimmen. Im vorliegenden Ab-
schnitt weisen wir zuna¨chst nach, dass der optimale Strategiewert innerhalb einer glo-
balen Beschra¨nkung der Wartezeiten realisiert werden kann. Kern dieses Nachweises ist
die Einsicht, dass es unmo¨glich ist, den Wert einer Partie dadurch zu verbessern, dass
man fu¨r ausgewa¨hlte RR-Paare die Wartezeiten unbeschra¨nkt wachsen la¨sst, um u¨ber
die schnellere Erfu¨llung anderer RR-Paare einen Vorteil zu gewinnen. Als Folgerung
dieses Beschra¨nktheitssatzes erhalten wir, dass der optimale Wert von Gewinnstrate-
gien durch eine Automatenstrategie realisierbar ist.
Im nachfolgenden Abschnitt nutzen wir den Beschra¨nktheitssatz zur algorithmischen
Bestimmung einer optimalen Strategie und ihres Wertes. Dazu nehmen wir eine Re-
duktion auf Mean-Payoff-Spiele [EM79] u¨ber endlichen Graphen vor, fu¨r die entspre-
chende Verfahren zur Verfu¨gung stehen. Die Endlichkeit des Graphen wird durch den
Beschra¨nktheitssatz garantiert.
Wir beginnen nun mit dem Nachweis, dass es fu¨r jedes RR-Spiel, das von q0 aus durch
Spieler 0 gewonnen wird, optimale Strategien die Eigenschaft haben, dass alle RR-Paare
beschra¨nkt sind. Zuna¨chst betrachten wir der U¨bersichtlichkeit wegen den Fall, dass
genau ein RR-Paar unbeschra¨nkt ist. Es wird gezeigt werden, dass es in einem solchen
Fall eine Gewinnstrategie gleichen oder kleineren Werts konstruiert werden kann, bei
der alle Paare beschra¨nkt sind. Dieses wird im zweiten Schritt auf den Fall mehrerer
unbeschra¨nkter Paare u¨bertragen.
Satz 4.26 (Beschra¨nktheitssatz). Fu¨r jedes Request-Response-Spiel gilt, dass eine op-
timale Gewinnstrategie bezu¨glich aller RR-Paare beschra¨nkt ist.
Beweis. Sei σ eine optimale Gewinnstrategie fu¨r ein RR-Spiel mit n Zusta¨nden und
r Paaren. Nach Korollar 4.24 ko¨nnen wir annehmen, dass der Strategiewert w(σ, q0) ≤
n·r2+r
2
ist. Wir mu¨ssen zeigen, dass man zu einer beschra¨nkten Gewinnstrategie σ′
u¨bergehen kann mit w(σ′, q0) ≤ w(σ, q0).
I.) Wir nehmen an, dass das erste RR-Paar (P1, R1) unbeschra¨nkt ist. Fu¨r die Stra-
tegie σ gilt dann fu¨r 2 ≤ i ≤ r, dass das i-te Paar durch si beschra¨nkt ist
(bezogen auf alle mo¨glichen Partien, die von Spieler 0 gema¨ß der Strategie σ
gespielt werden).
Ausgehend von der Strategie σ wollen wir eine neue Gewinnstrategie σ′ definieren,
bei der alle RR-Bedingungen beschra¨nkt sein werden. Wir werden dann zeigen,
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dass diese Strategie σ′ auch optimal fu¨r das gegebene RR-Spiel ist. Zuvor muss
erst noch der Begriff des Spielbaums zu einem Partiepra¨fix π = π(0) . . . π(n)
eingefu¨hrt werden. Der Spielbaum tσpi fu¨r ein um die Wartezeitvektoren erweitertes
Partiepra¨fix π und eine Strategie σ von Spieler 0 in einem RR-Spiel hat als Wurzel
den Knoten π(n) und hat als Pfade davon ausgehend alle mo¨glichen Partien,
die gema¨ß der Strategie σ mo¨glich sind. Fu¨r Knoten von Spieler 0 entha¨lt der
Spielbaum somit keine Wahlmo¨glichkeiten mehr.
Ist die erste RR-Bedingung nach dem Pra¨fix π nicht aktiv, verha¨lt sich die Stra-
tegie σ′ fu¨r das Pra¨fix π so wie die Strategie σ. Ansonsten wird der Spielbaum tσpi
auf dem Spielgraphen G+r fu¨r das Partiepra¨fix π = π(0) . . . π(n) betrachtet, um
die Gewinnstrategie σ′ fu¨r das Pra¨fix π definieren zu ko¨nnen; es werden also die
Wartezeitvektoren adjungiert. Ein Pfad im Spielbaum tσpi wird nach dem ersten
Besuch eines R1-Knotens gekappt. Der resultierende Baum t
σ
pi ist somit endlich,
wenn π(0) ∈W0 ist, da σ eine Gewinnstrategie fu¨r Spieler 0 ist.
In einem Partiesegment, in dem die Wartezeit des ersten, unbeschra¨nkten RR-
Paares gro¨ßer ist als w = n · Πri=2si, gibt es eine Wiederholung eines Zustands
q ∈ Q0, bei der sich nur die erste Komponente des Wartezeitvektors unterscheidet.
Genau diese Knoten betrachten wir nun Baum tσpi, bei denen die Werte identisch
zum Wert des Wurzelknotens mit Ausnahme des ersten Eintrags des Wartezeit-
vektors sind. Da diese Menge von Knoten endlich ist, gibt es Knoten mit ma-
ximalem ersten Eintrag des Wartezeitvektors – das ko¨nnen auch mehrere mit
gleichem maximalen ersten Eintrag des Wartezeitvektors sein. Diese Situation ist
in Abbildung 4.5 dargestellt. Dabei sind alle Knoten in dem Baum tσpi, die ab-
gesehen von dem ersten Eintrag des Wartezeitvektors identisch zur Wurzel sind,
durch das Symbol • dargestellt. Fu¨r einen solchen Knoten v ist der Spielbaum
eingezeichnet, der diesen Knoten v als Wurzel hat.
Gibt es mehrere Knoten mit maximalem ersten Eintrag des Wartezeitvektors,
wird ein beliebiger Knoten v aus dieser Menge ausgewa¨hlt, ansonsten sei v der
eindeutige derartige Knoten. Es sei π′ das bis zum Knoten v erweiterte Partieseg-
ment π. Wenn w(π′, n, v) > w(σ, π(0)) gilt, wa¨hlt die Strategie σ′ den Nachfolger
vom Knoten v im Baum tσpi aus und setzt den Wert des ersten Eintrags des
Wartezeitvektors auf den Wert von v fu¨r die weiteren Partiepra¨fixberechnungen,
ansonsten verha¨lt sich die Strategie σ′ fu¨r das Partiepra¨fix π genauso wie die
Strategie σ.
Es reicht an dieser Stelle aus, die Wertewiederholung nur bei der Wurzel zu
betrachten. Fu¨r den Fall, dass die Wertewiederholung fu¨r ein Pra¨fix π erst nach
der Wurzel auftritt, gibt es ein Pra¨fix π′ (mit π als Pra¨fix von π′), so dass die
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Abbildung 4.5: Spielbaum tσpi
Wertewiederholung fu¨r das Pra¨fix π′ bei der Wurzel auftritt.
Da dieser Vorgang fu¨r jedes Partiepra¨fix π gemacht werden muss, entspricht die
Bestimmung der neuen Strategie σ′ einer schrittweisen Kontraktion des Spiel-
baums tσq0 . Ausgehend von der Wurzel werden Teilba¨ume, wie sie in Abbildung 4.5
dargestellt sind, betrachtet und gegebenenfalls, wie gerade beschrieben, kontra-
hiert.
Wird die Strategie fu¨r ein Partiepra¨fix gea¨ndert, garantiert die A¨nderung des
ersten Eintrags des Wartezeitvektors, dass der Baum tσpi′ nicht verlassen wird,
da bereits alle mo¨glichen Transitionen von Spieler 1 beru¨cksichtigt worden sind
(und keine konkrete Strategie von Spieler 1) und Spieler 1 also keine Mo¨glichkeit
hat, den Besuch von R1 beliebig lange hinauszuzo¨gern. Somit ist klar, dass fu¨r
alle Partien, die von Spieler 0 gema¨ß σ′ gespielt werden, gilt, dass alle RR-Paare
beschra¨nkt sind. Fu¨r das erste Paar gilt dies durch die Konstruktion von σ′, fu¨r
die anderen RR-Paare bleibt die Eigenschaft erhalten. Da nur eine Strategie-
a¨nderung erfolgt, wenn ein Partiesegment mo¨glich ist, dessen Wert gro¨ßer dem
Strategiewert ist, ist sichergestellt, dass der Partiewert aller gema¨ß dieser Stra-
tegie mo¨glichen Partien ausgehend von q0 kleiner oder gleich w(σ, q0) ist. Somit
gilt dann w(σ′, q0) ≤ w(σ, q0) fu¨r q0 ∈ Q.
II.) Nachdem fu¨r den Fall, dass genau ein RR-Paar unbeschra¨nkt ist, gezeigt worden
ist, dass eine optimale Strategie die Beschra¨nktheit aller Paare garantiert, wird
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dies jetzt fu¨r den allgemeinen Fall gezeigt. Dazu werden die gerade gewonnenen
Erkenntnisse weiter abstrahiert. Der allgemeine Fall hat zur Folge, dass die un-
beschra¨nkten Wartezeiten als Tupel vorliegen, fu¨r die wir eine Halbordnung an
Stelle einer totalen Ordnung verwenden. Wir definieren also eine Halbordnung
auf den Wartezeitvektoren. Fu¨r zwei Wartezeitvektoren w = (w1, . . . , wr) und
w′ = (w′1, . . . , w
′
r) gilt w ≤ w′ genau dann, wenn wi ≤ w′i fu¨r alle 1 ≤ i ≤ r gilt.
Weiterhin wird Dicksons Lemma [Dic13] als Eigenschaft einer unendlichen Folge
von Wartezeitvektoren beno¨tigt:
Lemma 4.27 (Dicksons Lemma [Dic13]). Fu¨r eine unendliche Folge von Vekto-
ren M1,M2,M3, . . . ∈ Nk existieren Indizes i und j mit i < j, so dass Mi ≤ Mj
gilt.
Wir zeigen nun Satz 4.26 fu¨r den allgemeinen Fall, in Analogie zum betrachteten
Fall eines einzelnen unbeschra¨nkten RR-Paares. Sei σ eine optimale Gewinnstra-
tegie, die in mehreren RR-Paaren unbeschra¨nkt ist.
Analog zu dem Fall genau eines unbeschra¨nkten RR-Paares kann auch jetzt ei-
ne Strategie σ′ definiert werden, die in allen Paaren beschra¨nkt ist und fu¨r die
w(σ′, q0) ≤ w(σ, q0) gilt. Es wird nacheinander fu¨r jede RR-Bedingung eine neue
Strategie erzeugt, in der die bisher betrachteten und das aktuell betrachtete RR-
Paar beschra¨nkt sein werden. Somit wird immer ein RR-Paar mehr beschra¨nkt,
bis schließlich bei der Strategie σ{1,...,r} alle Paare gema¨ß dieser Strategie be-
schra¨nkt sind. Dabei wird im Exponenten der Strategie angegeben, welche RR-
Bedingungen bereits betrachtet worden sind und somit bezogen auf die Strategie
beschra¨nkt sind. Wir setzen dazu σ∅ = σ.
Ausgehend von der Strategie σB wird fu¨r ein i 6∈ B die Strategie σB∪{i} fu¨r ein um
die Wartezeitvektoren aus Definition 4.6 erweitertes Partiepra¨fix π definiert. Ist
die RR-Bedingung (Pi, Ri) nach dem Pra¨fix π nicht aktiv, ist die Strategie σ
B∪{i}
fu¨r das Pra¨fix π gleich dem Wert der Strategie σB. Sonst wird analog zum Fall ei-
nes einzigen unbeschra¨nkten RR-Paares der Spielbaum tσ
B
pi auf dem Spielgraphen
G+r fu¨r das Partiepra¨fix π = π(0) . . . π(m) betrachtet, dessen Pfade in diesem Fall
nach dem Erreichen von Ri gekappt werden (anstelle von R1). Dieser Baum ist
genau dann endlich, wenn π(0) ∈ W0 gilt (denn σ ist eine Gewinnstrategie und
garantiert die Erfu¨llung von Ri). Existiert ein in der Baumhalbordnung maxi-
maler Zustand (der Zustand ist entweder eindeutig oder es wird ein beliebiger
in Frage kommender ausgewa¨hlt) in dem Baum tσ
B
pi , der die folgenen fu¨nf Be-
dingungen erfu¨llt, wa¨hlt die Strategie σB∪{i} den Nachfolger dieses Knotens als
Nachfolger fu¨r das Partiepra¨fix π aus:
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1. Das RR-Paar (Pi, Ri) ist zwischen t = m und t
′ konstant aktiv;
2. ρB(t) = ρB(t′) ∈ Q0;
3. ρB(t+ 1) 6= ρB(t′ + 1) (unterschiedliche Folgezusta¨nde);
4. Fu¨r die beidenWartezeitvektoren w = (w1, . . . , wr) und w
′ = (w′1, . . . , w
′
r) zu
den Zeitpunkten t bzw. t′ gilt w ≤ w′. Dicksons Lemma [Dic13] garantiert,
dass die Folge der Wartezeitvektoren, fu¨r die wi 6≤ wj fu¨r alle i < j gilt,
endlich ist;
5. w(ρB, t, t′) > w(ρ).
Existiert ein solcher in dem Baum tσ
B
pi nicht, verha¨lt sich die Strategie σ
B∪{i}
genau wie die Strategie σB fu¨r dieses Partiepra¨fix π.
Somit ist analog zum ersten Fall klar, dass fu¨r alle Partien, die von Spieler 0 ge-
ma¨ß σ′ gespielt worden sind, gilt, dass alle RR-Paare in B ∪{i} beschra¨nkt sind.
Die RR-Bedingungen aus B bleiben weiterhin beschra¨nkt. Die Argumentation ist
in diesem Fall analog zu dem Fall genau eines unbeschra¨nkten RR-Paares. Dick-
sons Lemma garantiert, dass die Folge der Wartezeitvektoren, fu¨r die wi 6≤ wj fu¨r
alle i < j gilt, endlich ist. Somit gibt es zusammen mit der fu¨nften Bedingung
eine Schranke, wie lange eine Bedingung (Pi, Ri) ho¨chstens aktiv sein kann, bis
die Wartezeit bedingt durch eine Strategiea¨nderung geku¨rzt werden kann. Auch
durch ein unendlich ha¨ufiges Entfernen von Partiesegmenten kann trotzdem nicht
der Fall eintreten, dass von einem Zeitpunkt ab jede Erfu¨llung einer Bedingung
aus B entfernt wird und somit schließlich doch eine Bedingung nicht erfu¨llt wird.
Dies liegt darin begru¨ndet, dass der Strategiewert w(σB∪{i}) durch n·r
2+r
2
be-
schra¨nkt ist, da σ optimal ist, und es somit auch immer wieder Partiesegmente
geben muss, fu¨r die der Segmentwert echt kleiner dem Strategiewert ist.
Eine Strategiea¨nderung erfolgt nur, wenn ein Partiesegment mo¨glich ist, dessen
Wert gro¨ßer als der Strategiewert w(σ, q0) ist, und zusa¨tzlich die Bedingung an die
Wartezeitvektoren erfu¨llt ist, die garantiert, dass eine Bedingung nicht la¨nger ak-
tiv sein kann, als es ohne Strategiea¨nderung mo¨glich wa¨re. Somit ist sichergestellt,
dass der Partiewert aller gema¨ß dieser Strategie mo¨glichen Partien ausgehend von
q0 kleiner oder gleich w(σ, q0) ist. Somit gilt dann w(σ
B∪{i}, q0) ≤ w(σ, q0) fu¨r
q0 ∈ Q.
Die Strategie σ{1,...,r} ist dann schließlich in allen Paaren beschra¨nkt.
Korollar 4.28. Eine optimale Gewinnstrategie in einem RR-Spiel ist eine Automa-
tenstrategie.
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Beweis. Da die Optimalita¨t einer Gewinnstrategie nur von den Wartezeiten der ein-
zelnen Bedingungen abha¨ngt und fu¨r diese im Satz 4.26 gezeigt worden ist, dass bei
einer optimalen Strategie die Wartezeit fu¨r alle RR-Bedingungen beschra¨nkt ist, folgt
die Behauptung aus der Tatsache, dass der resultierende Spielgraph endlich ist.
Bemerkung 4.29. Fu¨r die Partiewertdefinition t(ρ), bei der ein linearer Einfluss der
Wartezeiten vorliegt, la¨sst sich der Satz 4.26 u¨bertragen, da im Beweis von Satz 4.26
an keiner Stelle der quadratische Einfluss einer aktiven Bedingung ausgenutzt worden
ist. Dies bedeutet, dass auch fu¨r den Partiewert t(ρ) Automatengewinnstrategien aus-
reichen. Fu¨r die Partiewertdefinition a(ρ) la¨sst sich der Satz 4.26 nicht u¨bertragen, wie
das Beispiel in Abbildung 4.4 gezeigt hat.
Wir definieren die Schar fn : N → N von Funktionen fn induktiv wie folgt:
fn(1) = n
fn(i+ 1) = fn(i) + n · fn(i)i
Lemma 4.30 (Max open request). In einem gegebenen Request-Response-Spiel mit
n Zusta¨nden und r Paaren kann unter Anwendung einer optimalen Strategie fu¨r Spie-
ler 0 jede Anforderung maximal wmax (n, r) =
n·r2+r
2
+ fn(r) Zu¨ge offen bleiben.
Beweis. Aus der fu¨nften Bedingung des Zusammenfassens aus dem Beweis von Satz 4.26
folgt, dass eine RR-Bedingung mindestens so lange aktiv sein muss, bis w(ρ, t, t′) > w(ρ)
gilt. Dieses la¨sst sich nach oben durch w(ρ) ≤ n·r2+r
2
abscha¨tzen, da die Partie ρ gema¨ß
der optimalen Strategie σ gespielt wird. Erst danach kann die Wartezeit zusammenge-
ku¨rzt werden.
Dazu wird im weiteren Verlauf die vierte Bedingung dafu¨r genauer untersucht. Eine
Komponente des Wartezeitvektors kann in einem Spielzug entweder
• um genau eins erho¨ht werden, wenn die Bedingung aktiv ist,
• auf Null zuru¨ckgesetzt werden, wenn die Bedingung gerade erfu¨llt wurde, oder
• den Wert Null behalten, wenn die Bedingung nicht aktiviert wurde.
Betrachten wir verschiedene Werte fu¨r r (hier der Anzahl von RR-Paaren), um herzu-
leiten, wie viele Schritte maximal mo¨glich sind, bis die fu¨nfte Bedingung des Zusam-
menku¨rzens erfu¨llt ist.
r = 1 Das einzige betrachtete Paar muss ein ganzes Partiesegment lang aktiv sein,
damit es geku¨rzt werden kann. Nach n+1 Schritten gibt es eine Zustandswieder-
holung und die Bedingung ist erfu¨llt. Folglich sind fn(1) = n Schritte mo¨glich,
bis die Bedingung erfu¨llt sein muss.
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r = 2 • Mindestens ein Paar muss die gesamte Zeit u¨ber aktiv sein.
• Das andere Paar muss immer wieder erfu¨llt werden und somit die Kompo-
nente des Wartezeitvektors auf Null zuru¨ckgesetzt werden, ansonsten wa¨re
die Bedingung nach n+ 1 Schritten erfu¨llt.
• Dieses Paar kann maximal n − 1 Schritte aktiv bleiben (mit dem Wert 0
ergeben sich insgesamt n verschiedene mo¨gliche Werte).
Es gibt also nur n verschiedene Mo¨glichkeiten fu¨r das Produkt aus Zustand und
Wartezeitvektor, bei dem immer dieselbe Komponente den Wert Null hat.
Somit ist die Situation wie folgt:
•r
1
•r
1
•r
1
•r
1
. . .
≤ n < n < n < n︸ ︷︷ ︸
n Erfu¨llungen
Die Abbildung zeigt das (zweite) RR-Paar, welches immer wieder erfu¨llt wird. In
der Abbildung sind die Punkte der Erfu¨llung durch den Buchstaben r markiert.
Es folgt fn(2) = n · n+ n = n · (n+ 1) als Abscha¨tzung fu¨r die Schrittanzahl.
r = 3 • Es gilt: Mindestens ein Paar muss die gesamte Zeit lang aktiv sein.
• Mindestens ein Paar muss innerhalb von n+1 Schritten erfu¨llt werden, sonst
gibt es eine Zustandswiederholung.
• RR-Paare ko¨nnen ho¨chstens n · (n+ 1)− 1 Schritte aktiv bleiben (mit dem
Wert 0 ergeben sich wieder n · (n+ 1) verschiedene mo¨gliche Werte).
Also gilt: Nach n · (n+1) Schritten sind alle RR-Paare mindestens einmal erfu¨llt
worden. Folglich kann danach jedes Paar ho¨chstens n · (n+ 1)− 1 Schritte aktiv
sein. Es ergibt sich fn(3) = fn(2)+n·fn(2)2 als Abscha¨tzung fu¨r die Schrittanzahl.
r = i+ 1 • Es gilt: Mindestens ein Paar muss die gesamte Zeit u¨ber aktiv sein.
• Mindestens ein Paar muss innerhalb von n+1 Schritten erfu¨llt werden, sonst
gibt es eine Zustandswiederholung.
• RR-Paare ko¨nnen ho¨chstens fn(i)−1 Schritte aktiv bleiben (mit dem Wert 0
ergeben sich wieder fn(i) verschiedene mo¨gliche Werte).
Also werden nach fn(i) Schritten alle RR-Paare mindestens einmal erfu¨llt. Danach
kann jedes Paar nur ho¨chstens fn(i)− 1 Schritte aktiv sein. Es ergibt sich fn(i+
1) = fn(i) + n · fn(i)i als Abscha¨tzung fu¨r die Schrittanzahl.
Fasst man die gerade gewonnenen Ergebnisse zusammen, bekommt man als eine obere
Schranke fu¨r die maximale Wartezeit wmax (n, r) =
n·r2+r
2
+ fn(r).
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Bemerkung 4.31. wmax (n, r) la¨sst sich durch O
(
nO((r−1)!)
)
nach oben abscha¨tzen.
Beweis. Es gilt zuna¨chst die Funktion fn(i+1) = fn(i)+n·fn(i)i geeignet abzuscha¨tzen.
fn(i) = fn(i− 1) + n · fn(i− 1)i−1
Wir fu¨hren eine Hilfsfunktion Fn ein und scha¨tzen diese ab.
Fn(i) = log fn(i)
= log(fn(i− 1) · (1 + n · fn(i− 1)i−2)) (Def. fn(i))
= log fn(i− 1) + log(1 + n · fn(i− 1)i−2)
= Fn(i− 1) + log
(
n · fn(i− 1)i−2 ·
(
1 +
1
n · fn(i− 1)i−2
))
(Def. Fn(i))
≤ Fn(i− 1) + log n+ (i− 2) · Fn(i− 1) +O
(
1
n · fn(i− 1)i−2
)
≤ Fn(i− 1) + (i− 2) · (log n+ Fn(i− 1)) +O
(
1
n · fn(i− 1)i−2
)
= (i− 1) · Fn(i− 1) + (i− 2) · log n+O
(
1
n · fn(i− 1)i−2
)
≤ (i− 1) · Fn(i− 1) + (i− 1) · log n
Fn(i)
(i− 1)! ≤
Fn(i− 1)
(i− 2)! +
log n
(i− 2)!
Die Substitution Gn(i) =
Fn(i)
(i−1)!
ergibt dann:
Gn(i) ≤ Gn(i− 1) + log n
(n− 2)!
=
log n
(i− 2)! +
log n
(i− 3)! +
log n
(i− 4)! + . . .+
log n
0!
+Gn(1)
= log n ·
(
1 + 1 +
1
2!
+
1
3!
+ . . .+
1
(i− 2)!
)
≤ log n · e
Es folgt
Fn(i) ≤ (i− 1)! · log n · e
fn(i) ≤ 2(i−1)!·log n·e
= n(i−1)!·e
Somit ergibt sich insgesamt: wmax (n, r) =
n·r2+r
2
+fn(r) ∈ O
(
n(r−1)!·e
)
= O (nO((r−1)!)),
da n·r
2+r
2
≤ n(r−1)!·e.
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4.3 Berechnung optimaler Gewinnstrategien
In diesem Abschnitt wird ein Verfahren zur Berechnung einer optimalen Strategie (ge-
ma¨ß Definition 4.22) vorgestellt. Zugleich wird damit die Existenz einer optimalen Ge-
winnstrategie gezeigt. Wir fu¨hren eine Reduktion auf Mean-Payoff-Spiele durch und
nutzen aus, dass Mean-Payoff-Spiele nach Zwick und Paterson [ZP96] optimale, po-
sitionale Gewinnstrategien haben. Deshalb werden im folgenden Abschnitt kurz die
Mean-Payoff-Spiele eingefu¨hrt.
4.3.1 Mean-Payoff-Spiele
Definition 4.32 (Mean-Payoff-Spiel, [EM79]). Gegeben sei ein Spielgraph
G = (Q,E) und eine Gewichtsfunktion wf : E → {−W, . . . , 0, . . . ,W}, die jeder
Kante ein ganzzahliges Gewicht zwischen −W und W zuordnet. Spieler 0 versucht
lim inf
n→∞
1
n
n∑
i=1
wf (ei) zu maximieren, wa¨hrend Spieler 1 versucht, lim sup
n→∞
1
n
n∑
i=1
wf (ei) zu
minimieren.
Ehrenfeucht und Mycielski [EM79] haben die lokale Determiniertheit von Mean-Payoff-
Spielen gezeigt, d. h. jedes Mean-Payoff-Spiel hat einen Wert v, so dass Spieler 0 eine
Strategie hat, die sicherstellt, dass lim inf
n→∞
1
n
n∑
i=1
wf (ei) ≥ v gilt, wa¨hrend Spieler 1 eine
Strategie hat, die sicherstellt, dass lim sup
n→∞
1
n
n∑
i=1
wf (ei) ≤ v gilt.
Satz 4.33 ([ZP96]). In einem Mean-Payoff-Spiel G = (Q,E) mit einer Gewichtsfunk-
tion wf : E → R, bei dem fu¨r einen Spieler gilt, dass er bei allen seinen Knoten
nur einen Nachfolger hat, lassen sich die Werte fu¨r alle Knoten und eine optimale
positionale Strategie des Gegners in Zeit O(|Q| · |E|) bestimmen.
Fu¨r Mean-Payoff-Spiele ist in der Arbeit von Gurvich, Karzanov und Khachiyan [GKK88]
ein Algorithmus mit exponentiellem Zeitbedarf fu¨r die Berechnung optimaler Strategien
angegeben. In der Arbeit von Zwick und Paterson [ZP96] ist zusa¨tzlich ein Algorithmus
angegeben, der polynomiell in der Gro¨ße des Graphen und pseudo-polynomiell in den
Gewichten ist.
Satz 4.34 ([ZP96]). Optimale positionale Strategien fu¨r beide Spieler in einem Mean-
Payoff-Spiel G = (Q,E) mit einer Gewichtsfunktion wf : E → {−W, . . . , 0, . . . ,W}
ko¨nnen mit Zeitaufwand O(|Q|4 · |E| · log(|E|/|Q|) ·W ) berechnet werden.
4.3 Berechnung optimaler Gewinnstrategien 85
4.3.2 Reduktion auf Mean-Payoff-Spiele
Nachdem mit Lemma 4.30 und der Einfu¨hrung der Mean-Payoff-Spiele die Grundlagen
gelegt worden sind, soll nun eine Reduktion von Request-Response-Spielen auf Mean-
Payoff-Spiele vorgestellt werden, um optimale Strategien in RR-Spielen zu berechnen.
Satz 4.35. Fu¨r ein Request-Response-Spiel G = (Q,E) mit Q = Q0 ∪˙ Q1, |Q| = n und
r RR-Paaren ist eine optimale Strategie fu¨r Spieler 0 nach Definition 4.22 berechenbar.
Idee. Lemma 4.30 liefert eine Schranke fu¨r die Wartezeitvektoren, die wir im Weite-
ren als wmax bezeichnen. Diese ermo¨glicht es, als Spielgraphen den endlichen Graphen
G+r|wmax aus Definition 4.7, bei dem die Knoten von Spieler 0 und 1 vertauscht sind, fu¨r
das Mean-Payoff-Spiel zu benutzen.
Als Gewicht einer Kante im konstruierten Mean-Payoff-Spiel wird dann die Summe der
aktuellen Wartezeiten der aktiven Anforderungen gesetzt. Die Strategie von Spieler 1
im Mean-Payoff-Spiel, der diese Summe minimiert, ist optimal im Request-Response-
Spiel fu¨r Spieler 0.
Formal wird die Kantengewichtsfunktion wf : E ′ → {0, . . . , r2 · wmax + r} wie folgt
definiert:
wf ((q,

 w1...
wr

 , (q′,

 w
′
1
...
w′r

)) = r∑
k=1
(open(w′k) · w′k + failed(w′k) · (r · wmax + 1)) mit
open(i) =
{
1, falls 0 ≤ i ≤ wmax
0, sonst
und failed(i) =
{
1, falls i = wmax + 1
0, sonst
Eine Vergro¨berung fu¨r den Fall, dass Spieler 1 gewinnt, kann so definiert werden:
wf ′ : E ′ → {0, . . . , r · wmax + r} mit
wf ′((q,

 w1...
wr

), (q′,

 w
′
1
...
w′r

)) =


r∑
k=1
open(w′k) · w′k, falls
r∑
k=1
failed(w′k) = 0
r · wmax +
r∑
k=1
failed(w′k), sonst
Die Vergro¨berung besteht darin, dass, wenn Spieler 1 gewinnt, nur noch in der Anzahl
der unerfu¨llten Bedingungen differenziert wird. Wie lange Bedingungen, die erfu¨llt wer-
den, offen bleiben, spielt dabei keine Rolle. Der Vorteil der Vergro¨berung besteht darin,
dass die Gewichtsfunktion einen kleineren Wertebereich hat und somit die Algorithmen
fu¨r die Mean-Payoff-Spiele effizienter sind, da der Wertebereich der Gewichtsfunktion
die Laufzeit zur Berechnung optimaler Strategien beeinflusst (siehe Satz 4.34). Deshalb
wird im weiteren Verlauf auch nur noch die Vergro¨berung benutzt.
Nachdem die Definition von w(σ, q0) nur eine qualitative Aussage u¨ber das Gewinnen
von Spieler 0 macht, erlauben die beiden Definitionen der Kantengewichtsfunktion wf
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bzw. wf ′ auch eine quantitative Aussage u¨ber das Gewinnen von Spieler 1 (also das
Verlieren von Spieler 0).
Bevor wir zu dem Korrektheitsbeweis kommen, soll zuna¨chst demonstriert werden, dass
bei dieser Konstruktion immer noch die Gewinnbereiche fu¨r beide Spieler bestimmt
werden ko¨nnen. Unsere Konstruktion liefert ein spezielles Payoff-Spiel nach Zielonka
[Zie05]. Unter einem Payoff-Spiel versteht Zielonka ein Spiel, bei dem jede Aktion einen
Preis kostet. Formal ist die Menge der mo¨glichen Aktionen als Q × R × Q definiert,
wobei die Menge R die sofortigen Kosten darstellt. Die Payoff-Funktion u u¨ber R ist
eine Funktion, die die Kosten in reelle Zahlen u¨berfu¨hrt, also u : R → R. A¨ndert man
dieses Payoff-Mapping in der Reduktion des Request-Response-Spiels auf ein Mean-
Payoff-Spiel, ko¨nnen direkt die Gewinnbereiche des RR-Spiels angegeben werden. Dies
erfolgt analog dazu, wie Zielonka es fu¨r Parita¨tsspiele in [Zie05] vorgemacht hat.
Korollar 4.36. Fu¨r ein RR-Spiel auf dem erweiterten Spielgraphen G+r|wmax lassen
sich die Gewinnbereiche fu¨r beide Spieler mittels der Lo¨sung eines Mean-Payoff-Spiels
berechnen.
Beweis. Wir betrachten die gerade vorgestellte Reduktion eines RR-Spiels auf ein
Mean-Payoff-Spiel. Der erweiterte Spielgraph ist dann durch G+r|wmax gegeben. Der Al-
gorithmus von Zwick und Paterson [ZP96] bestimmt nicht nur die optimalen Strategien
fu¨r beide Spieler in einem Mean-Payoff-Spiel, sondern auch fu¨r alle Zusta¨nde q ∈ Q des
Spiels die dazugeho¨rigen Werte v(q). Betrachten wir folgende Payoff-Funktion u:
u(q) :=
{
1, wenn v(q) > r · wmax
0, sonst
Ist der Wert fu¨r einen Zustand gro¨ßer als r · wmax , so geho¨rt der Zustand zu dem
Gewinnbereich von Spieler 1, ansonsten zu dem von Spieler 0. Dies wird durch das
Payoff-Mapping u ausgedru¨ckt. Ist der Wert gro¨ßer als r · wmax , bedeutet dies, dass
Spieler 0 es nicht geschafft hat, eine Bedingung innerhalb der maximalen Wartezeit bei
einer optimalen Strategie zu erfu¨llen. Daraus folgt weiterhin, dass Spieler 0 es nicht er-
zwingen kann, die Bedingung zu erfu¨llen. Somit geho¨rt der Zustand zum Gewinnbereich
von Spieler 1. Wenn ein Zustand zum Gewinnbereich von Spieler 1 geho¨rt, folgt daraus,
dass der Wert gro¨ßer als r · wmax ist. Da das Spiel nach Martin [Mar75] determiniert
ist, sind somit die Gewinnbereiche fu¨r beide Spieler bestimmt.
Behauptung : Die gerade vorgestellte Reduktion eines RR-Spiels auf ein Mean-Payoff-
Spiel erzeugt eine optimale Strategie fu¨r Spieler 0 im RR-Spiel.
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Beweis. Die Reduktion auf ein Mean-Payoff-Spiel liefert die optimalen Gewinnstrate-
gien σ′0 bzw. σ
′
1 fu¨r Spieler 0 bzw. 1 im Mean-Payoff-Spiel und die daraus resultierenden
Strategien σ0 und σ1 im RR-Spiel. Wir wollen von der Optimalita¨t von σ
′
0 im Mean-
Payoff-Spiel auf die Optimalita¨t von σ0 im urspru¨nglichen RR-Spiel schließen.
Annahme: Die Gewinnstrategie σ0 ist nicht optimal fu¨r Spieler 0 im urspru¨nglichen
RR-Spiel.
Daraus folgt, dass es eine Gewinnstrategie τ0 mit w(τ0, q0) < w(σ0, q0) fu¨r einen Zu-
stand q0 aus dem Gewinnbereich von Spieler 0 im RR-Spiel gibt. Der Wert einer gema¨ß
den Strategien σ′0 und σ
′
1 gespielten Strategie vom Zustand q0 im Mean-Payoff-Spiel
ist definiert als min sup
n→∞
n∑
i=1
w(ei). Dabei la¨sst sich die eben vorgestellte Gewichtsfunk-
tion wf wie folgt vereinfachen, da in einem Zustand q0 des Gewinnbereichs von Spie-
ler 0 gestartet worden ist und beide Spieler gema¨ß ihrer Gewinnstrategien spielen:
wf ((p, q)) =
r∑
k=1
open(ik) · ik mit der Definition von open wie zuvor. Dies entspricht
genau der Definition von WZ , da im Za¨hler ci genau gerade gespeichert wird, wie lange
die Bedingung i schon aktiv ist. Dies wiederum bedeutet, dass die Strategie σ0 bereits
optimal fu¨r Spieler 0 ist. Somit gilt w(σ0, q0) = w(τ0, q0). Widerspruch.
Fu¨r den Fall, dass q nicht im Gewinnbereich von Spieler 0 liegt, ist die Frage nach der
Optimalita¨t nicht eindeutig. Die Definitionen wf und wf ′ fu¨r die Kantenbewertungs-
funktion zeigen zwei unterschiedliche Definitionsmo¨glichkeiten auf.
Es fehlt noch eine Laufzeitabscha¨tzung fu¨r die vorgestellte Reduktion.
Korollar 4.37 (Laufzeit). Eine optimale Strategie fu¨r Spieler 0 in einem RR-Spiel G =
(Q,E) mit r RR-Paaren la¨sst sich in Zeit O
(
r · |Q|O(r!) · |E| · log
(
|E|
|Q|
))
berechnen.
Beweis. Aus Satz 4.34 folgt, dass sich das Mean-Payoff-Spiel des reduzierten RR-Spiels
in Zeit O
(
|Q′|4 · |E ′| · log
(
|E′|
|Q′|
)
·W
)
lo¨sen la¨sst. Setzt man nun in diese Gleichung
die Werte ein, die sich bei der Reduktion des RR-Spiels auf das Mean-Payoff-Spiel
ergeben, ergibt sich mit W = r · wmax + r = r · (wmax + 1), |Q′| = |Q| · (wmax )r und
|E ′| = |E| · (wmax )r:
O
(
|Q′|4 · |E ′| · log
( |E ′|
|Q′|
)
·W
)
= O
(
|Q|4 · |E| · (wmax )5·r · log
( |E|
|Q|
)
· r · (wmax + 1)
)
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und mit wmax ∈ O
(|Q|O((r−1)!)) aus Bemerkung 4.31
= O
(
|Q|5·r·O((r−1)!)+4 · |E| · log
( |E|
|Q|
)
· r · (|Q|O((r−1)!) + 1))
= O
(
|Q|O(r!) · |E| · log
( |E|
|Q|
)
· r · |Q|O((r−1)!)
)
= O
(
r · |Q|O(r!) · |E| · log
( |E|
|Q|
))
.
4.3.2.1 Berechnung des Strategiewerts
Nachdem gerade gezeigt wurde, wie eine optimale Strategie fu¨r Spieler 0 in einem RR-
Spiel berechnet werden kann, stellt sich die Frage, wie man den Strategiewert einer
beliebigen Automatengewinnstrategie σ von Spieler 0 berechnen kann. Dazu wird der
Spielgraph um den Strategieautomaten fu¨r die Strategie σ erweitert und anschließend
der Strategiewert durch eine Reduktion auf ein Mean-Payoff-Spiel berechnet.
Zu einem gegebenen RR-Spiel G = (Q,E) mit r RR-Bedingungen, |Q| = n und ei-
ner Automatengewinnstrategie σ von Spieler 0 kann der Strategiewert w(σ, q0) wie
folgt bestimmt werden: Der Spielgraph G′ entsteht aus G durch Erweiterung um den
Strategieautomaten von σ, wie bereits angedeutet. Der Strategieautomat von σ habe
m Zusta¨nde. Bis auf die Strategiekanten werden sa¨mtliche Transitionen ausgehend von
Knoten von Spieler 0 in G′ gelo¨scht. Somit liegt der Fall vor, dass Spieler 0 immer
genau eine ausgehende Kante hat, d. h. die Voraussetzungen von Satz 4.33 sind erfu¨llt.
Lemma 4.9 besagt, dass Spieler 0 die Erfu¨llung einer Bedingung nur innerhalb von
n · m Zu¨gen erzwingen kann. Da σ eine Gewinnstrategie von Spieler 0 ist, reicht es
aus, den Spielgraphen G′+r|n·m aus Definition 4.7 zu betrachten, bei dem alle Bedingun-
gen durch n · m beschra¨nkt sind. Danach wird wieder, wie bei der Berechnung einer
optimalen Strategie, ein Mean-Payoff-Spiel konstruiert. Im Mean-Payoff-Spiel auf dem
Spielgraphen G′+r|n·m, bei dem die Knoten von Spieler 0 und 1 vertauscht sind, liefert der
Wert des transformierten Knotens q0 dann genau den Strategiewert w(σ, q0) des RR-
Spiel – dies ist genau der Mean-Payoff-Wert des Knotens (q0,m0, 0/1, . . . , 0/1), d. h.
die Komponenten sind: der Startzustand im urspru¨nglichen Graphen, Startzustand des
Strategieautomaten und die Wartezeiten ti, welche den Wert 0 annehmen, wenn der
Zustand q0 6∈ Pi ist, ansonsten den Wert 1. Die Vertauschung der Knoten von Spieler 0
und 1 ist notwendig, da Spieler 0 im RR-Spiel einen mo¨glichst niedrigen Wert erreichen
mo¨chte, aber Spieler 0 im Mean-Payoff-Spiel den Wert maximiert.
Es ist leicht zu sehen, dass die Konstruktion korrekt ist, da gerade genau die Berechnung
von w(σ, q0) nachgeahmt wird. Der Zeitaufwand fu¨r die Berechnung von w(σ, q0) kann
mit Hilfe von Satz 4.33 durch O(|Q′| · |E ′|) ≤ O(|Q′|3) = O((n · m · (n · m)r)3) =
O((n ·m)3·(r+1)) abgescha¨tzt werden.
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4.4 Anwendung auf andere Spiele
In diesem Abschnitt wollen wir andere verbreitete Gewinnbedingungen betrachten und
diskutieren, in welchem Umfang sich fu¨r diese Gewinnbedingungen die Frage nach der
Optimalita¨t von Gewinnstrategien beantworten la¨sst. Dazu wird jeweils kurz erla¨utert,
was wir unter einer optimalen Strategie verstehen wollen und ob die in der Literatur
bekannten Algorithmen bereits optimale Gewinnstrategien berechnen.
Beginnen wir dazu bei den Erreichbarkeitsspielen, bei denen Spieler 0 eine gegebene
Menge F ⊆ Q von Knoten des Spielgraphen erreichen muss, um eine Partie zu ge-
winnen. Das Qualita¨tsmaß ist in diesem Fall natu¨rlicherweise die Anzahl der Zu¨ge,
die zum Erreichen der gegebenen Menge F beno¨tigt werden. Die durch die Attraktor-
Konstruktion gewonnene Gewinnstrategie ist (u¨ber endlichen Graphen) in dieser Hin-
sicht optimal. Fu¨r das komplementa¨re Sicherheitsspiel, bei dem eine gegebene Menge
F ⊆ Q nicht verlassen werden soll, ist es schwierig, natu¨rliche Maße fu¨r “Optimalita¨t”
einzufu¨hren.
Bei den schwachen Parita¨tsspielen, die Spieler 0 gewinnt, wenn die gro¨ßte besuch-
te Priorita¨t gerade ist, wird die Gu¨te der Gewinnstrategie durch zwei Komponenten
beeinflusst: einerseits die gro¨ßte besuchte Priorita¨t, und andererseits die Anzahl der
Zu¨ge, die no¨tig ist, um genau diese Priorita¨t zu besuchen. Auch hier gilt wieder, dass
das Verfahren aus der Literatur in diesem Sinn optimal ist (geschachtelte Attraktor-
kombination). Normale Parita¨tsspiele, die Spieler 0 gewinnt, wenn die gro¨ßte unendlich
oft gesehene Priorita¨t gerade ist, verhalten sich a¨hnlich. Bei diesen wird die Gu¨te der
Gewinnstrategie einerseits durch die gro¨ßte unendlich oft besuchte Priorita¨t beeinflusst
und andererseits von der durchschnittlichen Dauer, bis diese ho¨chste Priorita¨t besucht
wird.
Betrachtet man fu¨r verallgemeinerte Bu¨chi-Spiele (mit Gewinnkomponente {F1, . . . , Fn})
die Frage nach einer optimalen Strategie, spielt die Zeit zwischen zwei Besuchen einer
Fi-Menge die entscheidende Rolle. Analog entspricht dies bei den RR-Spielen der Zeit
zwischen Aktivierung und Erfu¨llung einer Bedingung. Verallgemeinerte Bu¨chi-Spiele
sind ein Spezialfall von Request-Response-Spielen, denn eine Fi-Menge des verallge-
meinerten Bu¨chi-Spiels kann durch Pi = Q \ Fi und Ri = Fi in eine RR-Bedingung
u¨berfu¨hrt werden. Deshalb liefert die Reduktion auf Mean-Payoff-Spiele aus dem Be-
weis von Satz 4.35 auch fu¨r verallgemeinerte Bu¨chi-Spiele optimale Strategien fu¨r bei-
de Spieler. Offen bleibt an dieser Stelle, ob optimale Strategien fu¨r verallgemeinerte
Bu¨chi-Spiele einfacher berechnet werden ko¨nnen. Dafu¨r wu¨rde sprechen, dass die Lo¨-
sung derartiger Spiele auch einfacher ist als die von RR-Spielen.
Florian Horn hat in einer bisher unvero¨ffentlichten Arbeit optimale Strategien fu¨r “fini-
tary” Streett-Spiele [CH06] definiert. In der Berechnung von optimalen Strategien fu¨r
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diese Spiele wird die in dieser Arbeit vorgestellte Berechnung von optimalen Gewinn-
strategien in Request-Response-Spielen benutzt.
Bei anderen Spieltypen, wie zum Beispiel Spielen mit der Staiger-Wagner-Bedingung
oder der Muller-Bedingung, ist bereits die Definition eines Maßes fu¨r Optimalita¨t nicht
offensichtlich.
Kapitel 5
Implementierung
In den vorangehenden Kapiteln haben wir Algorithmen zur Lo¨sung von Spielen auf
abstrakter Ebene diskutiert. Im vorliegenden Kapitel beschreiben wir die Implementie-
rung der vorgestellten Algorithmen. Entwickelt wurde hierzu die Experimentierplatt-
form GASt (Games, Automata & Strategies), die sich aus drei Komponenten zusam-
mensetzt:
1. Determinisierung von Bu¨chi-Automaten (Determinisierung ist eine Grundvoraus-
setzung zur Spezifikation unendlicher Spiele)
2. Algorithmen zum Lo¨sen von unendlichen Zwei-Personen-Spielen
3. Strategiesynthese fu¨r LSC-Spezifikationen (als Anwendung der unendlichen Zwei-
Personen-Spiele)
Mo¨chte man sich selber einen Eindruck von der entstandenen Plattform verschaffen,
ist diese unter http://www-i7.informatik.rwth-aachen.de/research/GASt/ zu fin-
den. Ziel war es, eine einheitliche Oberfla¨che fu¨r alle drei Komponenten zu schaffen.
Fu¨r die erste Komponente existierte eine C++-Implementierung (“OmegaDet”), die im
Rahmen der Diplomarbeit [Alt05] von Christoph Schulte Althoff entstanden ist. Fu¨r
die letzte Komponente ist das Programm REMoRDS von Yves Bontemps (Namur,
Belgien) integriert worden, welches im Rahmen seiner Dissertation [Bon05] entstanden
ist. Dieses nutzt zum Lo¨sen der einfachen Streett-Spiele die hier vorgestellten und in
der zweiten Komponente implementierten Algorithmen.
Im folgenden Abschnitt werden die obigen Komponenten genauer vorgestellt. Des wei-
teren findet sich dort auch eine U¨bersicht, wie die einzelnen Algorithmen zusammen-
ha¨ngen. Der darauf folgende Abschnitt betrachtet dann softwaretechnische Aspekte wie
den Entwicklungsprozess und die Architektur der Implementierung.
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5.1 Bestandteile der Implementierung
Die entstandene Experimentierplattform GASt ist eine Java-Anwendung, die ein in-
stalliertes Java Runtime Environment1 der Version 5 beno¨tigt, welches frei von den
Seiten von Sun Microsystems zu beziehen ist. Als C-Anwendungen benutzen wir das
Programm OmegaDet zur Determinisierung von Bu¨chi-Automaten und die Implemen-
tierung c-parity-obda des Vo¨ge/Jurdzin´ski-Algorithmus zum Lo¨sen von Parita¨tsspie-
len. Ferner wird zur Implementierung symbolischer Algorithmen eine BDD-Bibliothek
beno¨tigt.
Im gleichen Verzeichnis wie das eigentliche Programm GASt.jar mu¨ssen auch die bei-
den C-Anwendungen OmegaDet bzw. c-parity-obda liegen, die fertig kompiliert sowohl
fu¨r Linux als auch fu¨r Windows mitgeliefert werden. Die BDD-Bibliothek muss im Falle
der Windows-Version ebenfalls im selben Verzeichnis wie das Programm selber liegen
(Dateiname bdd.dll). Unter Linux muss die BDD-Bibliothek (libbdd.so) in einem
Verzeichnis liegen, welches in der Shell-Variablen LD_LIBRARY_PATH enthalten ist. Dies
gilt in der Regel fu¨r das Verzeichnis /usr/lib. Das Programm kann unter Windows
mit einem Doppelklick gestartet werden, wenn die beschriebenen Voraussetzungen ge-
schaffen worden sind. Unter Linux (oder auch anderen Betriebssystemen) kann das
Programm durch folgenden Aufruf gestartet werden:
java -jar GASt.jar
Damit Java mehr Heap-Speicher nutzen kann, um zum Beispiel gro¨ßere Beispiele enu-
merativ berechnen zu ko¨nnen, kann man obigen Aufruf noch um einen weiteren Pa-
rameter erweitern. Um z.B. 512 MB Speicher nutzen zu ko¨nnen, ergibt sich folgender
Aufruf:
java -Xmx512m -jar GASt.jar
In den folgenden Unterabschnitten wird nun die Bedienung der drei Komponenten
genauer vorgestellt. Im na¨chsten Abschnitt wird auf die softwaretechnischen Aspekte
der Implementierung eingegangen.
1zu finden unter http://www.java.sun.com
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5.1.1 Determinisierung von Bu¨chi-Automaten
Die erste Komponente der Plattform GASt dient zur Determinisierung von Bu¨chi-Auto-
maten und basiert auf der C++-Implementierung OmegaDet, welche im Rahmen der
Diplomarbeit von Christoph Schulte Althoff entstanden ist. Die Komponente bietet
vier verschiedene Algorithmen zur Determinisierung von Bu¨chi-Automaten:
• die Safra-Konstruktion
• die Muller-Schupp-Konstruktion
• eine verbesserte Muller-Schupp-Konstruktion (siehe Abschnitt 2.2)
• die Hayashi-Miyano-Konstruktion (anwendbar auf co-Bu¨chi-Automaten)
Die vierte Option ist implementiert worden, da sich herausgestellt hat, dass viele Spe-
zifikationen als co-Bu¨chi-Automaten vorliegen. Dies ist zum Beispiel der Fall, wenn
eine akzeptierende Schleife nur aus einem einzelnen Zustand besteht. In diesem Fall
trifft die Bu¨chi-Bedingung genau dann zu, wenn von einem beliebigen Zeitpunkt an nur
noch Endzusta¨nde auftreten (co-Bu¨chi-Akzeptierbedingung). Auch Automaten, die bei
gleicher Endzustandsmenge als Bu¨chi- bzw. co-Bu¨chi-Automat erstmal nicht spracha¨-
quivalent sind, ko¨nnen zuweilen so vera¨ndert werden, dass durch das Hinzufu¨gen von
zusa¨tzlichen Endzusta¨nden ein spracha¨quivalenter co-Bu¨chi-Automat erzeugt wird. Zu-
sta¨nde, von denen nur Endzusta¨nde erreichbar sind, ko¨nnen ebenfalls als Endzusta¨nde
deklariert werden, da sich die akzeptierte Sprache des Bu¨chi-Automaten dadurch nicht
a¨ndert. Somit besteht ein sinnvoller Vorverarbeitungsschritt darin, auch solche Zusta¨n-
de als Endzusta¨nde zu deklarieren, von denen nur Endzusta¨nde erreichbar sind, um den
Bu¨chi-Automaten als spracha¨quivalenten co-Bu¨chi-Automaten auffassen zu ko¨nnen.
Die Hayashi-Miyano-Konstruktion ist eine Variante der Potenzmengenkonstruktion. Sie
erzeugt nur 2O(n) Zusta¨nde (im Gegensatz zu 2O(n logn) bei den anderen Konstruktionen)
und ist somit fu¨r große Automaten, die sich als co-Bu¨chi-Automat repra¨sentieren lassen,
gegenu¨ber den anderen Konstruktionen zu bevorzugen. Eine Implementierung dieser
Konstruktion existiert auch im LASH-Paket in Lu¨ttich (siehe [MH84, BJW05, LAS]).
Die Eingabe eines nicht-deterministischen Bu¨chi-Automaten erfolgt u¨ber eine Textdatei
oder direkt u¨ber die Programmoberfla¨che. Das Format der Textdatei soll jetzt an einem
Beispiel verdeutlicht werden. Betrachten wir dazu den folgenden Bu¨chi-Automaten A1,
der alle ω-Wo¨rter akzeptiert, die nur endlich oft ein b enthalten.
0 1
a a
a, b
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Wir repra¨sentieren diesen Automaten als Textdatei wie folgt:
2
ab
1
0 a 0
0 b 0
0 a 1
1 a 1
Die erste Zeile entha¨lt die Zustandsanzahl n des Bu¨chi-Automatens, wobei
die Zustandsmenge {0, ..., n− 1} ist. Der Anfangszustand ist immer der Zu-
stand 0. Die zweite Zeile beschreibt das verwendete Alphabet Σ als eine Folge
von ASCII-Zeichen. Jedes Zeichen repra¨sentiert genau einen Buchstaben. Da-
nach werden in der dritten Zeile die Endzusta¨nde aufgelistet, getrennt durch
Leerzeichen. Zum Schluss werden die Transitionen aufgelistet.
Abbildung 5.1: GUI Automaten: Eingabe
Wie Abbildung 5.1 zeigt, kann der Benutzer natu¨rlich den Automaten auch direkt in
GASt eingeben. Dabei gelten die selben Regeln wie bei der Textdatei. Ebenfalls steht
hier die Mo¨glichkeit zum Laden und Speichern von Automaten zur Verfu¨gung. Nachdem
ein Automat gespeichert oder geladen worden ist, wird der dazugeho¨rige Dateiname in
der Statusleiste angezeigt.
Der Benutzer kann dann die gewu¨nschten Algorithmen zur Determinisierung des Au-
tomaten im Kasten “Algorithms” auswa¨hlen. Anzumerken bleibt noch, dass fu¨r die
Hayashi-Miyano-Konstruktion keine U¨berpru¨fung eingebaut ist, ob der gegebene Au-
tomat wirklich die co-Bu¨chi-Bedingung erfu¨llt. Diese U¨berpru¨fung bleibt dem Benutzer
im Vorfeld u¨berlassen.
Danach kann der Benutzer entscheiden, ob er die Automaten vollsta¨ndig gema¨ß der
ausgewa¨hlten Algorithmen berechnet haben mo¨chte, oder ob er interaktiv einen Lauf
simulieren mo¨chte. Letztere Variante bietet sich gerade fu¨r sehr große Automaten an,
wenn die komplette Berechnung zu lange dauern wu¨rde bzw. wenn man das Verhalten
der ausgewa¨hlten Algorithmen miteinander vergleichen mo¨chte.
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5.1.1.1 Vollsta¨ndige Berechnung
Nachdem der Benutzer den Button“Complete computation”angeklickt hat, beginnt das
Programm, den Automaten gema¨ß der ausgewa¨hlten Algorithmen zu determinisieren.
Dazu wechselt es auf die Anzeige in Abbildung 5.2. Die Anzeige wird fortlaufend immer
dann aktualisiert, sobald weitere 200 Zusta¨nde des Zielautomatens berechnet sind bzw.
ein Algorithmus das Ende einer Berechnung erreicht hat. Ist die Konstruktion eines
Automatens abgeschlossen, kann man sich die textuelle Darstellung des Automaten
u¨ber den Button “Show” anzeigen lassen.
Abbildung 5.2: GUI Automaten: Komplette Berechnung
Die textuelle Darstellung des resultierenden Automaten ist in vier Teile unterteilt:
• die Anzahl der Zusta¨nde,
• die Liste der Safra- bzw. Muller-Schupp-Ba¨ume, die jeweils als si bzw. ki (fu¨r
i = 0, 1, . . .) bezeichnet werden, zusammen mit einem Wort u¨ber das der Zu-
stand erreicht werden kann (und zwar das erste in der kanonischen Reihenfolge
der Wo¨rter) und einer textuellen Darstellung des Baums (siehe Erkla¨rung weiter
unten),
• die Transitionstabelle, die auf die Namen si bzw. ki zuru¨ckgreift,
• die Liste und Anzahl der akzeptierenden Rabin-Paare.
Fu¨r die Darstellung der Ba¨ume ist eine textuelle Repra¨sentation gewa¨hlt worden, bei
der die So¨hne eines Knotens unter dem Vaterknoten eingeru¨ckt werden und mit einem
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Markierungssymbol +-> beginnen. Somit werden Bru¨derknoten mit gleicher Einru¨ck-
tiefe dargestellt. Die Farben “rot”, “gelb” und “gru¨n” werden durch die Symbole -, 0,
+ repra¨sentiert, die einem Knoten im Muller-Schupp-Baum nachgestellt werden. In ei-
nem Safra-Baum wird das Ausrufungszeichen “!” benutzt, wenn es sich um einen gru¨n
gefa¨rbten Knoten handelt.
Als Beispiel fu¨r die Ausgabe soll der gema¨ß Safra-Konstruktion aus obigem Beispiel
erzeugte Automat dienen.
Deterministic Rabin automaton
according to Safra:
4 States:
s0:
[1|0]
s1: a
[1|0,1]
s2: aa
[1|0,1]
+-> [2|1]
s3: aaa
[1|0,1]
+-> [2|1]!
Transition table:
a b
s0 s1 s0
s1 s2 s0
s2 s3 s0
s3 s3 s0
Acceptance pairs:
for vertex 2 (sizes 2,1):
({s0,s1},{s3})
Overall: 1 pair with non-empty
acceptance set
5.1.1.2 Interaktive Simulation
Wa¨hlt der Benutzer statt der kompletten Berechnung der Automaten die interaktive
Simulation aus (Button “Interactive Simulation”), gelangt er zu der in Abbildung 5.3
dargestellten Oberfla¨che. In dieser Ansicht kann der Benutzer interaktiv den Lauf in
dem von ihm ausgewa¨hlten deterministischen Automaten verfolgen. Fu¨r jeden der ge-
wa¨hlten Algorithmen wird der jeweils aktuelle Zustand des entsprechenden Automaten
angezeigt. Dazu dru¨ckt er jeweils den Buchstaben auf der Tastatur, fu¨r den der Lauf
fortgesetzt werden soll. Natu¨rlich sollte der gewa¨hlte Buchstabe auch im Eingabeal-
phabet des Bu¨chi-Automaten vorkommen. Damit man immer weiß, wie das Einga-
bealphabet lautet, wird es oben im Fenster nochmals angezeigt. Dort wird ebenfalls
angegeben, wie das bisherige Eingabewort aussieht. Der Benutzer hat nicht nur die
Mo¨glichkeit, weitere Buchstaben an das Eingabewort anzuha¨ngen, sondern kann mit-
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tels der Backspace-Taste auch wieder zuru¨ckgehen – z.B., wenn man feststellt, dass
man in einen uninteressanten Lauf abgebogen ist.
Abbildung 5.3: GUI Automaten: Interaktive Simulation
Mittels des “Reset”-Buttons kann auch wieder zum leeren Eingabewort ε zuru¨ckgekehrt
werden. Mo¨chte man die berechneten, partiellen2 Automaten speichern, um spa¨ter
darauf zuru¨ckgreifen zu ko¨nnen, kann man dies mit dem “Save”-Button veranlassen.
Bestandteile des neuen Dateinamen sind der Dateiname des Bu¨chi-Automaten, der
ausgewa¨hlte Algorithmus und das Eingabewort. Mit dem “Stop”-Button beendet man
die interaktive Simulation und gelangt wieder zu der Eingabe des Bu¨chi-Automaten
zuru¨ck.
5.1.2 Strategiesynthese fu¨r unendliche Spiele
Mittels der Strategiesynthese fu¨r unendliche Zwei-Personen-Spiele hat der Benutzer
die Mo¨glichkeit, reaktive Systeme mit den unterschiedlichsten Anforderungen zu spe-
zifizieren und anschließend automatisch erzeugen bzw. u¨berpru¨fen zu lassen. Damit ist
es z.B. mo¨glich, eine Aufzugsteuerung (siehe Beispiel 3.16) einfach und schnell zu spe-
zifizieren und sich anschließend den Controller aus der Spezifikation erzeugen zu lassen
(soweit die Gro¨ße der Zustandsraums dies zula¨sst). Dazu sind in der Komponente der
Strategiesynthese fu¨r unendliche Spiele alle wichtigen Algorithmen aus der Literatur
und selbstentwickelte sowohl enumerativ als auch symbolisch umgesetzt, sofern dies
mo¨glich ist (siehe dazu auch die Tabellen 5.1 und 5.2). Darunter befinden sich auch die
2im Sinne von “noch nicht vollsta¨ndig berechnet”
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bekannten Reduktionen von Streett-Spielen auf Parita¨tsspiele mittels IAR3, sowie von
Muller-Spielen auf Parita¨tsspiele mittels LAR4.
U¨ber eine parametrisierbare, symbolische Eingabesprache werden sowohl der Spiel-
graph als auch die Gewinnbedingung spezifiziert (fu¨r weitere Details siehe Unterab-
schnitt 5.1.2.2). Das Programm berechnet dann die Gewinnbereiche und -strategien
fu¨r beide Spieler und gibt das Ergebnis auf der “Result”-Seite der Benutzeroberfla¨che
aus. U¨ber die angezeigten Zwischenergebnisse besteht die Mo¨glichkeit, die Algorithmen
zum Lo¨sen der Spiele besser nachzuvollziehen.
5.1.2.1 Unterstu¨tzte Spieltypen
Tabelle 5.1 gibt einen U¨berblick, welche Art Spiele bzw. reaktive Systeme der Benutzer
u¨ber die Plattform GASt spezifizieren kann. Man sieht, dass alle ga¨ngigen Spieltypen
zumindest enumerativ umgesetzt sind, auch die beiden aus der Literatur bekannten
Reduktionen auf Parita¨tsspiele mittels IAR und LAR.
Spieltyp Enum. Sym. Lo¨sungsmethode
Erreichbarkeit
√ √
Attraktor-Berechnung
Sicherheit
√ √
Attraktor-Berechnung
schwache Parita¨t
√ √
mehrere Attraktor-Berechnungen
Staiger-Wagner
√ √
Reduktion auf schwache Parita¨t
Request-Response
√ √
Reduktion auf Bu¨chi
Bu¨chi
√ √
Berechnung von Attr+ und Recur
verallgemeinert Bu¨chi
√ √
Reduktion auf Bu¨chi
Parita¨t
√ √
verschiedene Verfahren
Muller
√
— Reduktion auf Parita¨t (LAR)
einfach Streett
√ √
vorgestellter Algorithmus
Streett
√
— Reduktion auf Parita¨t (IAR)
Mean-Payoff
√
— Algorithmus nach Zwick/Paterson
Tabelle 5.1: Unterstu¨tzte Spieltypen in der Plattform GASt
Fu¨r alle diese Spiele bestimmt GASt sowohl die Gewinnbereiche fu¨r beide Spieler als
auch deren mo¨gliche Gewinnstrategien. Einzige Ausnahme ist hier der Algorithmus von
Jurdzin´ski zum Lo¨sen von Parita¨tsspielen, der nur eine Gewinnstrategie fu¨r Spieler 0
liefert.
In Tabelle 5.2 sind die Spieltypen aufgefu¨hrt, fu¨r die die Plattform GASt optimale
Gewinnstrategien berechnen kann (siehe dazu auch Kapitel 4).
3index appearance record
4latest appearance record
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Spieltyp Enum. Sym. Lo¨sungsmethode
Mean-Payoff
√
— Algorithmus nach Zwick/Paterson
Request-Response
√
— Reduktion auf Mean-Payoff
Tabelle 5.2: Spieltypen, fu¨r die eine Berechnung optimaler Gewinnstrategien implementiert
ist
Anzumerken bleibt, dass die Reduktion von RR-Spielen auf Mean-Payoff-Spiele zur
Bestimmung optimaler Strategien nur der Vollsta¨ndigkeit halber implementiert worden
ist. Die Komplexita¨t dieser Reduktion (siehe auch Korollar 4.37) la¨sst einen praktisch
sinnvollen Einsatz nicht zu.
5.1.2.2 Eingabesprache
Die Eingabesprache, mit der Spielgraphen und Gewinnbedingungen spezifiziert werden
ko¨nnen, ist von zentraler Bedeutung, da sie die Interaktion zwischen dem Programm
und dem Benutzer maßgeblich beeinflusst. Auf der einen Seite soll sie mo¨glichst einfach
zu erlernen und die resultierenden Ausdru¨cke gut versta¨ndlich sein, andererseits soll sie
mo¨glichst ausdrucksstark sein, um kurze, pra¨gnante Spezifikationen zu ermo¨glichen.
Auch wenn die Plattform GASt unendliche Zwei-Personen-Spiele sowohl enumerativ als
auch symbolisch lo¨sen kann, erfolgt die Spezifikation der Spiele immer symbolisch u¨ber
boolesche Formeln. Fu¨r gro¨ßere Beispiele wie der Aufzugsteuerung aus Beispiel 3.16
fu¨hrt kein Weg an einer symbolischen Eingabe vorbei, da man den Transitionsgraph
im Fall von fu¨nf Stockwerken mit 10.000 Zusta¨nden und 70.000 Transitionen nicht
explizit angeben kann. Soll ein Spiel enumerativ gelo¨st werden, wird die symbolische
Eingabe in BDDs u¨bersetzt (wie beim symbolischen Verfahren auch) und dann u¨ber
die erfu¨llenden Belegungen die enumerative Darstellung erzeugt. Die Eingabesprache,
welche fu¨r die Implementierung benutzt wurde, ist durch die Grammatik in Tabelle 5.3
spezifiziert.
Beispiel 5.1. Betrachten wir einige Beispiele, um die Eingabesprache zu illustrieren.
(a) Gegeben sei folgender einfacher Spielgraph (die Knoten sind mit den Variablen-
belegungen x[0] und x[1] beschriftet, wobei x[0] oben steht):
„
0
0
« „
0
1
«
„
1
0
«
„
1
1
«
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Produktionen Bedeutung
Term → Quantor Var OpVarCond Term | Quantor Variablenindices
TermElem BinaryOp Term | Bina¨re Operationen
TermElem
Var → [a− z]+
Quantor → “E“ | Existenzieller Quantor
“A“ Universeller Quantor
OpVarCond → “{“ VarCond “}“ | ε VarCond oder leer
BinaryOp → “&“ | “|“ | “<>“ | And, Or, XOr
“!&“ | “!|“ | NAnd, NOr
“->“ | “=“ | Implikation, Biimplikation
“<-“ | Umgekehrte Implikation
“-“ | “<“ Differenz, Kleiner
TermElem → “(“Term“)“ | geklammerter Term
“!(“ Term “)“ | Negation
“x[“ VarIndex “]“ | Variable
“!x[“ VarIndex “]“ | negierte Variable
“x’[“ VarIndex “]“ | Variable fu¨r Trans.ziel
“!x’[“ VarIndex “]“ | neg. Variable fu¨r Trans.ziel
”bin(”VarIndex ”,”VarIndex ”,”VarIndex ”) a
”bin’(”VarIndex ”,”VarIndex ”,”VarIndex ”) b
“true“ | “false“ Boolesche Werte
VarCond → VarCond “&“ VarCond | And
VarCond “|“ VarCond | Or
VarCondElem
VarCondElem→ “(“ VarCond “)“ | geklammerte Bedingung
Var “=“ VarIndex | gleich
Var “!=“ VarIndex | ungleich
Var “<“ VarIndex | kleiner
Var “>“ VarIndex gro¨ßer
VarIndex → VarIndex “*“ VarIndex | Multiplikation
VarIndex “+“ VarIndex | Addition
VarIndex “-“ VarIndex | Subtraktion
”ln”VarIndexElem | Logarithmus (Basis 2)
VarIndexElem
VarIndexElem→ “(“ VarIndex “)“ | geklammerter Ausdruck
Var | [0− 9]+ Variable oder Wert
abin(3,0,2) erzeugt den BDD mit der bina¨ren Kodierung vom Wert 3 beginnend mit der Variablen
0, wobei insgesamt 2 Variablen benutzt werden
bAnalog zu bin(. . . ) fu¨r das Ziel einer Transition
Tabelle 5.3: Grammatik der Eingabesprache
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Der abgebildete Spielgraph la¨sst sich in der Eingabesprache notieren als:
ϕ0 := !x[0]
ϕ1 := x[0]
τ := (!x[0] & !x[1] & x′[0]) | (!x[0] & x[1] & !x′[1]) |
(x[0] & !x[1] & x′[1]) | (x[0] & x[1] & (x′[0] =!x′[1]))
Dabei beschreiben die Formeln ϕi die Knoten von Spieler i und τ die Transitionen
zwischen diesen Knoten.
(b) Der Spielgraph aus Beispiel 3.20
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la¨sst sich schreiben als:
ϕ0 := x[0] | (x[1] & x[2])
ϕ1 := !x[0] & !(x[1] & x[2])
τ := (x[0] & !x[1] & !x[2] & !x′[0] & (x′[1] = x′[2])) |
(!x[0] & !x[1] & x[2] & !x′[0] & (x′[1] =!x′[2])) |
(!x[0] & x[1] & !x[2] & x′[0] & x′[2]) |
(!x[0] & !x[1] & !x[2] & x′[0] & !x′[1] & !x′[2]) |
(!x[0] & x[1] & x[2] & !x′[0] & !x′[1] & x′[2]) |
(x[0] & !x[1] & x[2] & x′[0] & x′[1] & !x′[2]) |
(x[0] & x[1] & !x[2] & !x′[0] & x′[1] & !x′[2]) |
(x[0] & x[1] & x[2] & !x′[0] & x′[1] & !x′[2]) |
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5.1.2.3 Die Programmoberfla¨che
Dieser Abschnitt beschreibt kurz die Programmoberfla¨che fu¨r die Strategiesynthese von
unendlichen Zwei-Personen-Spielen. Sie ist so ausgerichtet, dass sie mo¨glichst intuitiv
bedienbar ist.
Abbildung 5.4: GUI unendliche Spiele: Eingabe-Seite
Die Eingabeseite in Abbildung 5.4 ist die zentrale Stelle zur Definition eines Spiels. Es
wird mittels der im letzten Unterabschnitt vorgestellten Eingabesprache definiert – der
Screenshot zeigt das Beispiel 5.1 (a). Der Benutzer kann auswa¨hlen, welchen Typ von
Spiel er spezifizieren mo¨chte. Besitzt der ausgesuchte Spieltyp mehrere Lo¨sungsverfah-
ren bzw. Optimierungen fu¨r diese Verfahren, kann der Benutzer diese neben der Box
fu¨r den Spieltyp auswa¨hlen – diese Auswahloptionen werden nur angezeigt, wenn es
auch wirklich eine Wahlmo¨glichkeit gibt (z.B. bei enumerativ zu lo¨senden Parita¨tsspie-
len). Wenn man auf dem Gewinnbereich von Spieler 0 im ersten Spiel ein weiteres Spiel
definieren mo¨chte, kann man dieses u¨ber die Auswahlbox, die mit “combined with”
beschriftet ist, ausdru¨cken.
Der Spielgraph wird im Karteireiter mit der Aufschrift“Game graph”definiert. Der Kas-
ten“External parameter”dient dazu, Variablen zu definieren, die in den Formeln fu¨r die
Spieler-Knoten, der Transitionsformel, der Gewinnbedingung oder der Variablenanzahl
benutzt werden ko¨nnen. Somit la¨sst sich beispielsweise eine Aufzugsteuerung unabha¨n-
gig von der Etagenanzahl spezifizieren. Die Etagenanzahl wu¨rde als externe Variable
definiert. Die Gewinnbedingung wird auf dem Karteireiter des Spiels (z.B. beschriftet
mit “Request response game”) eingeben.
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Im Kasten “Options” kann man sich einige nu¨tzliche Debug-Informationen aktivieren,
wie das Ergebnis des Parsers, der die eingegebenen Formeln in BDDs u¨bersetzt, berech-
nete Zwischenergebnisse oder auch die Ausgabe einer einfachen Log-Datei. Ein anderer
interessanter Punkt ist die Mo¨glichkeit, alle BDDs (Knoten der Spieler, Transitionen,
Gewinnbereiche und Strategien) in Dateien abspeichern zu lassen, um sie mit anderen
Programmen weiter benutzen zu ko¨nnen. Dazu wird das BDD-Paket BuDDy [BuD]
benutzt. Die Dokumentation dieses Paketes entha¨lt weitere Informationen zum Datei-
format dieser BDDs.
Abbildung 5.5: GUI unendliche Spiele: Zwischenergebnis-Seite
Auf der Zwischenergebnis-Seite in Abbildung 5.5 kann man anhand von Zwischener-
gebnissen gut erkennen, wie das Lo¨sen eines konkreten Spiels funktioniert und so einen
Algorithmus nachvollziehen. Im konkreten Fall sieht man, wie ein Bu¨chi-Spiel mittels
Recur, Attraktor+ und Attraktor gelo¨st worden ist. Durch die Baumstruktur ist auch
zu erkennen, wie die einzelnen Schritte zusammenha¨ngen.
Auf der Ergebnis-Seite in Abbildung 5.6 wird die Lo¨sung des Spiels ausgegeben. Hierfu¨r
werden neben den booleschen Formeln fu¨r die Gewinnbereiche der Spieler 0 und 1
auch die Ma¨chtigkeiten dieser Gewinnbereiche angegeben. Des Weiteren werden auch
die CPU-Zeiten angezeigt, die zum Parsen der Formeln und zur Lo¨sung des Spiels
gebraucht wurden.
Daneben gibt es im Falle einer symbolischen Lo¨sung noch die Mo¨glichkeit, die berechne-
te Gewinnstrategie zu u¨berpru¨fen. Dazu kann im unteren Bereich der Seite ein Zustand
angegeben werden, und das Programm berechnet die mo¨glichen Nachfolgezusta¨nde ge-
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Abbildung 5.6: GUI unendliche Spiele: Ergebnis-Seite
ma¨ß der Gewinnstrategie. Bei enumerativ gelo¨sten Spielen wird stattdessen direkt die
Gewinnstrategie ausgegeben.
5.1.3 Strategiesynthese fu¨r LSC-Spezifikationen
Die dritte Komponente der Experimentierplattform GASt dient zur Strategiesynthe-
se von LSC-Spezifikationen. Sie basiert auf der Software REMoRDS (Requirements
Engineering and Modeling of Reactive Distributed Systems), die im Rahmen der Dok-
torarbeit von Yves Bontemps [Bon05] an der Universita¨t Namur, Belgien, entstanden
ist. Die Vorgehensweise dabei ist, dass die LSC-Spezifikation eingelesen wird und diese
dann in einen einfachen Streett-Automaten umgewandelt wird. Dieser wird schließlich
durch Hinzufu¨gen von Flags in ein einfaches Streett-Spiel transformiert. Dies ist not-
wendig, um sicherzustellen, dass beide Spieler abwechselnd ziehen. Der letzte Schritt
besteht darin, einen Algorithmus zur Lo¨sung des einfachen Streett-Spiels aufzurufen,
den der Anwender auswa¨hlen kann. Dabei kommen die Algorithmen der zweiten Kom-
ponente von GASt zum Einsatz. Die synthetisierte Strategie kann dann als Implemen-
tierung des Systems genutzt werden. Fu¨r genauere Details der Transformation von
LSC-Spezifikationen in einfache Streett-Spiele sei auf [Bon05] verwiesen.
Die Komponente unterstu¨tzt unter anderem die Funktionen, wie sie in Abbildung 5.7
zu sehen sind.
Syntax Check: U¨berpru¨ft ob die Syntax der gegebenen Spezifikation korrekt ist.
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Abbildung 5.7: GUI REMoRDS: Auswahl-Seite
Animation: Fu¨hrt die Spezifikation gema¨ß dem Algorithmus von Marelly und Harell
[HM03] aus.
Realisierbarkeitsu¨berpru¨fung: U¨berpru¨ft ob die gegebene LSC-Spezifikation reali-
sierbar ist (fu¨r die Umwandlung der LSC-Spezifikation in ein einfaches Streett-
Spiele siehe [Bon05]). Mittels des Animationsmoduls bekommt der Anwender
auch Feedback u¨ber die Ergebnisse.
Die Eingabe der LSC-Spezifikation erfolgt textuell, siehe rechte Seite der Abbildung 5.7.
Fu¨r die genaue Syntax sei an dieser Stelle auf Kapitel 6.2 in [Bon05] verwiesen.
5.1.3.1 Animation
Wenn die LSC-Spezifikation syntaktisch korrekt eingegeben und u¨ber das Menu¨ u¨ber-
setzt wurde, wird seine Struktur auf der linken Seite des Eingabebereichs dargestellt.
Wa¨hlt der Benutzer ein Szenario aus und klickt im rechten Eingabebereich auf den
Karteireiter “Visual”wird eine grafische Darstellung des Szenarios als universelles LSC
(ULSC) angezeigt. Abbildung 5.8 stellt dies fu¨r das Beispiel einer Kaffeemaschine dar.
Neben der Visualisierung einzelner ULSCs hat der Benutzer auch die Mo¨glichkeit, mit
der LSC-Spezifikation zu “spielen”. Damit ist die interaktive Ausfu¨hrung der Spezifika-
tion gemeint. Dazu ist der Algorithmus von Harell und Marelly [HM03] implementiert
worden. Die Bedienung ist einfach und intuitiv. Wieder fu¨r das Beispiel der Kaffeema-
schine zeigt Abbildung 5.9, wie die Benutzeroberfla¨che fu¨r die Animation einer LSC-
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Abbildung 5.8: GUI REMoRDS: Visualisierung
Spezifikation aussieht. Um dorthin zu gelangen, wa¨hlt der Benutzer im Menu¨“Analysis”
den Punkt “Animate specification” aus.
Abbildung 5.9: GUI REMoRDS: Animation
Die Oberfla¨che ist dabei in zwei Bereiche unterteilt, die u¨ber die entsprechenden Kartei-
reiter ausgewa¨hlt werden: einerseits der “History”, die den kompletten bisherigen Lauf
anzeigt, und andererseits dem Bereich “Current state”, der die partiellen Ausfu¨hrungen
aller ULSCs beinhaltet.
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Im “History”-Modus wird im linken Bereich der Verlauf als Baum dargestellt, bei dem
der aktuelle Knoten unterstrichen ist. Im rechten Bereich wird der Verlauf als Message-
Sequence-Chart (MSC) dargestellt. Im unteren Bereich sieht der Benutzer, welche Er-
eignisse aktuell gefordert werden. Ist ein Ereignis gleichzeitig sowohl gefordert als auch
verboten, so wird dieses auch dort dargestellt. Es liefert einen Hinweis darauf, dass es
einen Konflikt in der LSC-Spezifikation gibt.
Um die Informationen genauer auswerten zu ko¨nnen, besteht auch die Mo¨glichkeit, die
Schnitte aller ULSCs im aktuellen Zustand zu betrachten. Dazu kann der Benutzer in
der Ansicht“Current state”auf der linken Seite den Schnitt eines ULSC auswa¨hlen, den
er betrachten mo¨chte. Auf der rechten Seite wird dann das ULSC grafisch dargestellt
und die Ereignisse dieses Schnitts, die bereits aufgetreten sind, sind im linken Bereich
hervorgehoben – siehe auch Abbildung 5.10.
Abbildung 5.10: GUI REMoRDS: Visualisierung eines Zustands
Mo¨chte man einen alternativen Pfad betrachten, kann man durch einen Doppelklick
auf den entsprechenden Knoten in dem Baum auf der linken Seite den Lauf an dieser
Stelle fortsetzen lassen.
Die Animation einer LSC Spezifikation ist somit sehr hilfreich, um Gegenbeispiele nach-
vollziehen zu ko¨nnen und um allgemein mit der Spezifikation experimentieren zu ko¨n-
nen.
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5.1.3.2 Realisierbarkeitsu¨berpru¨fung
Bei der Realisierbarkeitsu¨berpru¨fung wird, wie bereits geschildert, die LSC-Spezifikation
in ein einfaches Streett-Spiel umgewandelt und dieses anschließend gelo¨st. Den Al-
gorithmus zur Lo¨sung des einfachen Streett-Spiels kann der Benutzer u¨ber den Dia-
log, den er u¨ber das Menu¨ “Edit” und dort dem Menu¨punkt “Preferences” erreicht,
im Kasten “Streett game solving” auswa¨hlen. Dort hat er die Auswahl zwischen dem
percur-Algorithmus, der in Abschnitt 3.4.2.2 vorgestellt worden ist, oder einer Reduk-
tion auf ein Parita¨tsspiel mit drei Farben. Hierbei ko¨nnen die Algorithmen zur Lo¨sung
eines Parita¨tsspiels zum Einsatz kommen, die in Abschnitt 3.4.2.4 verglichen worden
sind. Mo¨chte der Benutzer seine LSC-Spezifikation nun auf Realisierbarkeit u¨berpru¨-
fen, wa¨hlt er im Menu¨ “Analysis” den Punkt “Synthesis” aus. Anschließend bekommt
er eine Ru¨ckmeldung, ob die Spezifikation realisierbar ist oder nicht – siehe fu¨r den
ersten Fall die Abbildung 5.11.
Abbildung 5.11: GUI REMoRDS: Synthese der LSC Spezifikation
Da die Strategie zu groß und zu komplex ist, um sie auf dem Bildschirm darstellen zu
ko¨nnen, kann die eben vorgestellte Animationsmo¨glichkeit von LSC-Spezifikationen be-
nutzt werden, um mit dem synthetisierten System zu experimentieren. Die Spiello¨sung
des einfachen Streett-Spiels liefert entweder eine Strategie fu¨r den Controller, die das
System korrekt (im Sinne von “gema¨ß der Spezifikation”) implementiert, oder einen
Sabotageplan fu¨r die Umgebung, so dass das System die Spezifikation nicht erfu¨llen
kann. In Abha¨ngigkeit davon, ob die Spezifikation realisierbar ist, u¨bernimmt der Be-
nutzer des Programms entweder die Rolle des Controllers oder der Umgebung. Ist die
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Spezifikation realisierbar, u¨bernimmt der Benutzer die Rolle der Umgebung, wa¨hrend
der Controller gema¨ß der Gewinnstrategie des einfachen Streett-Spiels agiert. Um mit
dem synthetisierten System zu experimentieren, wa¨hlt der Benutzer im Menu¨ “Analy-
sis” den Menu¨punkt “Animate synthesized implementation” aus und gelangt daraufhin
in den Animationsmodus, der im letzten Abschnitt vorgestellt worden ist.
5.1.4 Zusammenspiel der Algorithmen
Um den Zusammenhang zwischen den unterschiedlichen Algorithmen, die in der Platt-
form GASt umgesetzt worden sind, zu verdeutlichen, soll Abbildung 5.12 dienen. Dabei
ist fu¨r jeden Spieltyp eines unendlichen Zwei-Personen-Spiels die Bestimmung der Ge-
winnbereiche und der Gewinnstrategien umgesetzt worden. Jedes Spiel kann dazu auf
die grundlegenden Algorithmen Attraktor, Attraktor+ und Recur zuru¨ckgreifen. Die in
Abbildung 5.12 unterstrichenen Spieltypen sind nur enumerativ implementiert.
5.2 Vorgehensweise bei der Implementierung
In diesem Abschnitt soll die Plattform GASt aus softwaretechnischer Sicht betrachtet
werden. Ziel war es, eine einheitliche und einfach zu bedienende Programmoberfla¨che zu
schaffen, die die Algorithmen der drei Komponenten von GASt vereinigt. Ein wichtiger
Punkt bestand auch in der Anforderung, dass die Plattform einfach erweiterbar sein
soll.
Ausgangspunkt von GASt war das Programm SymProg, welches im Rahmen der Di-
plomarbeit [Wal03] entstanden ist und zur symbolischen Synthese zustandsbasierter
reaktiver Programme dient, d. h. zum Lo¨sen von unendlichen Zwei-Personen-Spielen
u¨ber einem symbolischen Zustandsraum. Somit handelt es sich bei GASt nicht um eine
komplette Neuentwicklung, sondern um eine Weiterentwicklung von gro¨ßerem Umfang.
SymProg dient als Basis fu¨r die zweite Komponente von GASt und ist dafu¨r deutlich
erweitert worden:
• Neben dem symbolischen Zustandsraum wird jetzt auch der enumerative unter-
stu¨tzt.
• Weitere Spieltypen sind implementiert worden: verallgemeinerte Bu¨chi-Spiele,
Muller-Spiele, Streett-Spiele, einfache Streett-Spiele und Mean-Payoff-Spiele.
• Optimierung im klassischen Sinne (bezogen auf die Speichergro¨ße fu¨r Gewinnstra-
tegien) bei den verallgemeinerten Bu¨chi-Spielen und Request-Response-Spielen
(siehe auch Abschnitt 3.3). Fu¨r die Gewinnbedingungen “Staiger-Wagner” und
“Request-Response” werden in der Diplomarbeit [Hol07] von Michael Holtmann
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Erreichbarkeit Sicherheit
schwache Parita¨t Staiger-Wagner
Reduktion
komplementa¨res Spiel
verallgemeinert
Bu¨chi
Request-Response Bu¨chi
Mean-Payoff
Reduktion
Reduktion
Reduktion
linearer,
exponentieller
Platzbedarf
- Percur -Algorithmus
- Zielonka
- Vo¨ge/Jurdzin´ski
- Jurdzin´ski
Parita¨t einfach Streett
Streett Muller LSC-Spezifikationen
Reduktion:
IAR
REMoRDS
Reduktion
Reduktion:
LAR
nicht-deterministischer
Bu¨chi-Automat
deterministischer
Rabin-Automat
Safra
(opt.) Muller-Schupp
Abbildung 5.12: U¨bersicht u¨ber die implementierten Algorithmen
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Reduktionen des Speichers entwickelt, die auch in der Experimentierplattform
umgesetzt worden ist.
• Optimale Gewinnstrategien fu¨r Mean-Payoff- und Request-Response-Spiele, siehe
Kapitel 4.
Fu¨r die anderen beiden Komponenten wurden bereits vorhandene Implementierungen
in GASt integriert.
5.2.1 Einbindung der Komponenten
In GASt wurden insgesamt drei bereits bestehende Programme integriert:
1. Die bestehende Implementierung des Vo¨ge/Jurdzin´ski Algorithmus [SV00] in der
Programmiersprache C zum Lo¨sen von Parita¨tsspielen.
2. Die im Rahmen der Diplomarbeit von Christoph Schulte Althoff [Alt05] entstan-
dene Anwendung OmegaDet (ebenfalls in C geschrieben) zur Determinisierung
von Bu¨chi-Automaten.
3. Das im Rahmen der Doktorarbeit von Yves Bontemps [Bon05] entstandene Pro-
gramm REMoRDS (in Java geschrieben) zur Synthese von LSC-Spezifikationen.
Der Schwierigkeitsgrad zur Einbindung dieser drei Programme war recht unterschied-
lich. Das erste Programm kann einfach von GASt aufgerufen werden, da es die Eingabe
(der gefa¨rbte Spielgraph des Parita¨tsspiels) in einer Datei erha¨lt, die per Startpara-
meter der Implementierung u¨bergeben werden kann. Das Ergebnis des Parita¨tsspiels
wird dann wieder in eine Datei geschrieben, die anschließend von GASt ausgelesen und
ausgewertet werden kann.
Die Integration von OmegaDet war am anspruchsvollsten. Dies lag daran, dass Omega-
Det die Mo¨glichkeit der interaktiven Simulation der resultierenden, deterministischen
Rabin-Automaten bietet. Somit kann es nicht einfach aus GASt aufgerufen und das
Ergebnis ausgewertet werden, da dies durch den interaktiven Modus verhindert wird.
Die Mo¨glichkeit, OmegaDet komplett neu in Java zu schreiben, war nicht akzeptabel,
da es eine ausgefeilte Speicherverwaltung benutzt. Umgesetzt wurde schließlich der
Ansatz, das Programm um eine TCP/IP-Schnittstelle zu erweitern, mit der sich GASt
dann verbinden kann, um OmegaDet steuern zu ko¨nnen. Dazu wird der Startparameter
-tcp ausgewertet, der bewirkt, dass die Kommunikation mit dem Benutzer u¨ber den
TCP-Port 5000 abgewickelt wird.
Die Einbindung von REMoRDS gestaltete sich einfacher, da es sich hierbei um eine
Java-Anwendung handelt. Bei der Integration wurde Wert darauf gelegt, so wenig wie
mo¨glich an dem Programm selber zu a¨ndern (bei gro¨ßtmo¨glichem Code-Reuse), so dass
weiterhin die separate Ausfu¨hrung von REMoRDS mo¨glich ist.
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5.2.2 Softwareentwicklungsprozess
Die Erfahrungen bei der Entwicklung von SymProg [Wal03] fu¨hrten dazu, dass auch
bei der Entwicklung von GASt ein evolutiona¨rer Entwicklungsprozess nach Sommerville
[Som01] zum Einsatz kam. Ein evolutiona¨rer Softwareentwicklungsprozess ist dadurch
gekennzeichnet, dass zuerst eine initiale Version entwickelt wird (in diesem Fall kann
man das Programm SymProg als eine solche ansehen), die im weiteren Verlauf wei-
terentwickelt und an die Anspru¨che des Benutzers angepasst wird, bis ein ada¨quates
System fertiggestellt ist. Abbildung 5.13 illustriert diesen Vorgang.
Ausgangs-
beschreibung
Ausgangs-
beschreibung
SpezifikationSpezifikation
EntwicklungEntwicklung
VerifikationVerifikation
Parallel ablaufende
Aktivitäten
Initiale
Version
Initiale
Version
Endgültige
Version
Endgültige
Version
Zwischen-
versionen
Abbildung 5.13: Prozessmodell “Evolutionary Development”nach [Som01]
Ein Merkmal dieses Entwicklungsprozesses ist, dass die Spezifikation, die Entwicklung
und die Verifikation nicht als getrennte Aktivita¨ten durchgefu¨hrt werden, sondern par-
allel ablaufen. Angefangen wurde mit den Teilen des Systems, die bereits vollsta¨ndig
verstanden wurden, um das System schließlich um die Merkmale zu erweitern, die noch
beno¨tigt wurden. Dieser Ansatz wird nach Sommerville [Som01] auch “Exploratory
Development” genannt (als Spezialfall des evolutiona¨ren Entwicklungsprozesses).
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5.2.3 Die Architektur
In diesem Abschnitt wird die statische Architektur der Plattform GASt vorgestellt,
d. h. welche Pakete bzw. Klassen existieren und in welcher Beziehung sie zueinander
stehen. Fu¨r die externen Komponenten sei auf die entsprechenden Dokumentationen
[Alt05] fu¨r OmegaDet bzw. [Bon05] fu¨r REMoRDS verwiesen, so dass sich die Beschrei-
bung hier auf die zweite Komponente von GASt beschra¨nkt. Abbildung 5.14 zeigt die
Abha¨ngigkeiten zwischen den Paketen von GASt.
swinggui
parsergames
enumerativ symbolic
bdd
cd: Paket−Übersicht: GASt
Erstellt mit Poseidon for UML Community Edition. Nicht zur kommerziellen Nutzung. 
Abbildung 5.14: Pakete der Experimentierplattform GASt
Da sich an der Implementierung der BDDs und des Parsers der Eingabesprache nichts
Wesentliches seit SymProg gea¨ndert hat, ist die Dokumentation der Pakete bdd, parser
und swinggui in [Wal03] verwiesen. Das Paket games mit seinen Paketen enumerativ
und symbolic stellt so etwas wie das Application Programming Interface (kurz API)
dar, da es den algorithmischen Teil der implementierten Spiele beinhaltet. Eine grund-
legende Anforderung hierbei war, dass die Programmoberfla¨che (auch GUI genannt)
strikt von der Anwendungslogik (den implementierten Algorithmen) getrennt werden
sollte. Die Programmoberfla¨che befindet sich ausschließlich im Paket swinggui. Das
Paket games betrachten wir im folgenden Unterabschnitt noch genauer, wo wir auch
darlegen, dass die Plattform GASt einfach erweiterbar ist.
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5.2.3.1 Erweiterbarkeit
Vor der Aufnahme des enumerativen Zustandsraums hat die zweite Komponente von
GASt, das ehemalige SymProg, zum Lo¨sen von unendlichen Zwei-Personen-Spielen, ein
komplettes Refactoring erfahren. Sa¨mtliche Gemeinsamkeiten des symbolischen und
enumerativen Zustandsraumes wurden in abstrakten Klassen bzw. Interfaces im Paket
games gesammelt, die dann den Ausgangspunkt fu¨r die enumerative bzw. symbolische
Implementierung der Zwei-Personen-Spiele bildeten. Konkret sind dabei die abstrakten
Klassen AbstractGame und AbstractGameGraph sowie die Interfaces ReducedGame,
GameResult und ColoredGameGraph entstanden. Das Klassendiagramm in Abbildung
5.15 zeigt einen U¨berblick der wichtigen Klassen/Interfaces des games-Pakets – dem
algorithmischen Teil zum Lo¨sen von unendlichen Zwei-Personen-Spielen.
Ein Hauptaugenmerk bei der Entwicklung von GASt war, dass das Einfu¨gen von wei-
teren Spieltypen sich mo¨glichst einfach gestalten soll. Trotzdem ist ein grundsa¨tzliches
Versta¨ndnis des Klassendiagramms von Abbildung 5.15 notwendig. Deshalb werden
jetzt kurz die wichtigsten Klassen mit ihren Methoden vorgestellt.
AbstractGame
Die abstrakte Klasse AbstractGame ist die Basis fu¨r alle implementierten Spiele.
getDebugOutput Diese Routine wird von der GUI verwendet, um die Informa-
tionen fu¨r die Zwischenergebnis-Seite abzurufen.
getNumberOf-
AvailableMethods
Liefert die Anzahl der implementierten Algorithmen zur Lo¨sung
des Spiels.
getMethod-
Description
Liefert den Namen des ausgewa¨hlten Algorithmus.
hasAOptimization Hat der ausgewa¨hlte Algorithmus eine Optimierung?
solve Diese Methode muss von jeder konkreten, abge-
leiteten Klasse implementiert werden. Ein Aufruf
dieser Methode bestimmt die Gewinnbereiche und
-strategien beider Spieler.
ReducedGame
Interface fu¨r Spiele, die zur Lo¨sung auf ein anderes Spiel reduziert werden.
getResultGG Liefert den erweiterten Spielgraphen.
getTimeCreatedGG Diese Routine wird von der GUI verwendet, um die CPU-Zeit
fu¨r die Erstellung des erweiterten Spielgraphen zu ermitteln.
setGameGraph-
Listener
Setzt einen GameGraphListener, der die Zeit fu¨r die Spiello¨sung
abfragen kann.
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games
AbstractGame
+hasAOptimization(method:int): boolean
+getDebugOutput(): DefaultMutableTreeNode
+getMethodDescription(method:int): String
+getNumberOfAvailableMethods(): int
+solve(...): GameResult
+solve(): GameResult
<<interface>>
ReducedGame
+getResultGG(): AbstractGameGraph
+getTimeCreatedGG(): String
+setGameGraphListener(...): void
AbstractGameGraph
+countNodes(): int
+countNodes0(): int
+countNodes1(): int
+countTransitions(): int
+getNodes(): Object
+getTransitions(): Object
<<interface>>
GameResult
+count(player:int): int
+get(player:int): Object
+getStrategy(): Object
+strategy(Node:Object): Object
+strategyToString(): String
<<interface>>
ColoredGameGraph
+countColors(): int
+getColor(color:int): Object
symbolic
AbstractGameSym
#gg: GameGraphSym
#attraktor(...): ComputationResultSym
#recur(): JBDD
+solve(method:int,opt:boolean): GameResultSym
AbstractReducedGame
#ngg: GameGraphSym
#tnodes: JBDD
#createGame(): AbstractGameSym
#createResultGG(): GameGraphSym
+getResultGG(): GameGraphSym
+getTimeCreateGG(): String
+solve(method:int,opt:boolean): GameResultSym
#solve_reduced(method:int,opt:boolean): GameResultSym
GameGraphSym
#nodes: JBDD
#nodes0: JBDD
#nodes1: JBDD
#trans: JBDD
+countNodes0(): int
+countNodes1(): int
+countTrans(): int
+getNodes(): JBDD
+getNodes0(): JBDD
+getNodes1(): JBDD
+getTrans(): JBDD
+successor(node:JBDD): JBDD
ColoredGameGraphSym
#colors[]: JBDD
+addState(node:Object,color:int): void
+countColors(): int
+getColor(color:int): JBDD
GameResultSym
#w[]: JBDD
#strat: JBDD
#gg: GameGraphSym
#gg_strat: GameGraphSym
+count(player:int): int
+get(int:player): JBDD
+getStrategy()
+strategy(node:JBDD): Object
+strategyToString(): String
enumerativ
AbstractGameEnum
#gg: GameGraphEnum
#attraktor(...): ComputationResultEnum
#recur(...): Set<Object>
+setLinAttr(linAttr:boolean): void
+solve(method:int,opt:boolean): GameResultEnum
AbstractReducedGameEnum
#ngg: GameGraphEnum
#tnodes: Set<Object>
#createGame(): AbstractGameEnum
#createResultGG(): GameGraphEnum
+getResultGG(): GameGraphEnum
+getTimeCreatedGG(): String
+solve(method:int,opt:boolean): GameResultEnum
#solve_reduced(method:int,opt:boolean): GameResultEnum
GameGraphEnum
#nodes: Map<Object,Set<Object>>[]
#predecessors: Map<Object, Set<Object>>
+addState(node:Object): void
+addTransition(source:Object,target:Object): void
+contains(node:Object): boolean
+countNodes0(): int
+countNodes1(): int
+countSuccessors(node:Object): int
+countTransitions(): int
+getAdjacencyList(player:int): Map<Object,
                  Set<Object>>
+getNodes(): Map<Object,Set<Object>>[]
+getPredecessors(): Map<Object,Set<Object>>
+isPlayer0Node(node:Object): boolean
+successor(node:Object): Set<Object>
WeightedGameGraphEnum
#Weights
+addTransition(source:Object,target:Object,
               value:int): void
+getMaxWeight(): int
+getMinWeight(): int
ColoredGameGraphEnum
+colors[]: Set<Object>
+addState(node:Object,color:int): void
+countColor(color:int): int
+countColors(): int
+getColor(color:int): Set<Object>
+maxColor(): int
GameResultEnum
#w[]: Set<Object>
#strat: Map<Object, Object>
#gg: GameGraphEnum
#gg_strat: GameGraphEnum
+count(player:int): int
+get(player:int): Set<Object>
+getStrategy(): Map<Object,Object>
+strategy(node:Object): Object
+strategyToString(): String
ReducedState
+oldstate: Object
+equals(o:Object): boolean
+toString(): String
Abbildung 5.15: Das Paket games
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AbstractGameGraph
Stellt die Grundlage zur Implementierung eines Spielgraphen dar.
countNodes Liefert die Knoten des Spielgraphen.
countNodes0() Liefert die Anzahl der Knoten von Spieler 0.
countNodes1() Analog fu¨r Spieler 1.
countTransitions Analog fu¨r die Transitionen.
getNodes Gibt die Knoten von beiden Spielern zuru¨ck.
getTransitions Liefert alle Transitionen.
ColoredGameGraph
Interface fu¨r einen gefa¨rbten Spielgraphen
countColors Liefert die Anzahl der Farben im Spielgraphen.
getColor Liefert alle Zusta¨nde der ausgewa¨hlten Farbe.
GameResult
Stellt das Ergebnis eines Spiels dar.
count Liefert die Ma¨chtigkeit des Gewinnbereichs des ausgewa¨hlten
Spieler.
get Liefert die Zusta¨nde des Gewinnbereichs des ausgewa¨hlten Spie-
lers.
getStrategy Liefert die Gewinnstrategie des ausgewa¨hlten Spielers.
strategy Liefert den Nachfolger des ausgewa¨hlten Knotens gema¨ß der
Gewinnstrategie.
strategyToString Liefert eine textuelle Darstellung der Gewinnstrategien.
Fu¨r die beiden Unterpakete enumerativ und symbolic werden bei der Vererbung im-
plementierte abstrakte Methoden nicht nochmals aufgefu¨hrt.
AbstractGameSym
Dient als Ausgangspunkt fu¨r Spiele u¨ber einem symbolischen Zustandsraum, die direkt
gelo¨st werden ko¨nnen.
attraktor Diese Methode berechnet den Attraktor einer gegebenen Men-
ge.
recur Diese Methode berechnet die Recur-Menge einer gegebenen
Menge.
AbstractReducedGameSym
Ist der Ausgangspunkt fu¨r Spiele, die mittels einer Spielreduktion gelo¨st werden.
createGame Erzeugt das reduzierte Spiel.
createResultGG Muss von einer abgeleiteten Klasse implementiert werden und
soll den erweiterten Spielgraphen erzeugen.
solve_reduced Soll das reduzierte Spiel erzeugen und lo¨sen.
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GameGraphSym
Stellt einen Spielgraphen dar, bei dem die Knoten und Transitionen durch boolesche
Formeln gegeben sind.
getNodes0 Liefert die Knoten von Spieler 0.
getNodes1 Analog fu¨r Spieler 1.
successor Liefert die Nachfolger des ausgewa¨hlten Knoten.
ColoredGameGraphSym
Stellt einen gefa¨rbten, symbolischen Spielgraphen dar.
GameResultSym
Entha¨lt eine Spiello¨sung.
Auch wenn es einige Gemeinsamkeiten in den Paketen enumerativ und symbolic gibt,
wird an dieser Stelle auch das Paket enumerativ noch vorgestellt. Ein deutlicher Un-
terschied zwischen beiden Paketen besteht in der Art und Weise, wie ein Spielgraph
repra¨sentiert wird.
AbstractGameEnum
Ausgangspunkt fu¨r ein Spiel u¨ber einem enumerativen Spielgraphen, welches direkt
gelo¨st wird.
attraktor Diese Methode berechnet den Attraktor zu einer gegebenen
Menge.
recur Diese Methode berechnet die Recur-Menge zu einer gegebenen
Menge.
setLinAttr Soll die Linearzeitvariante fu¨r den Attraktor benutzt werden
(dies ist der Standard)?
AbstractReducedGameEnum
Der Ausgangspunkt fu¨r ein Spiel, welches zum Lo¨sen auf ein anderes reduziert wird.
createGame Erzeugt das reduzierte Spiel.
createResultGG Muss von einer abgeleiteten Klasse implementiert werden und
erzeugt den erweiterten Spielgraphen.
solve_reduced Lo¨st das reduzierte Spiel.
GameGraphEnum
Stellt einen enumerativen Spielgraphen dar (alle Knoten sind als Java-Objekte imple-
mentiert).
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addState Fu¨gt den gegebenen Knoten zum Spielgraphen hinzu.
addTransition Fu¨gt die gegebene Transition zum Spielgraphen hinzu – Bedin-
gung: beide Knoten existieren bereits im Spielgraphen.
contains U¨berpru¨ft, ob der gegebene Knoten bereits im Spielgraphen ent-
halten ist.
countSuccessors Liefert die Anzahl der Nachfolger des gegebenen Knotens im
Spielgraphen.
getAdjacencyList Liefert alle Transitionen von allen Knoten des gegebenen Spie-
lers.
getPredecessors Liefert fu¨r alle Knoten die Vorga¨nger im Spielgraphen.
isPlayer0Node Gibt true aus, wenn der gegebene Knoten Spieler 0 geho¨rt.
successor Liefert alle Nachfolger zu dem gegebenen Knoten.
ColoredGameGraphEnum
Stellt einen gefa¨rbten, enumerativen Spielgraphen dar.
countColor Bestimmt wie viele Knoten mit der gegebenen Farbe markiert
sind.
maxcolor Lieferte die ho¨chste Farbe, mit denen Knoten gefa¨rbt sind.
WeightedGameGraphEnum
Stellt einen Spielgraphen dar, bei dem die Kanten ein Gewicht haben.
getMaxWeight Liefert das gro¨ßte Kantengewicht.
getMinWeight Analog dazu das kleinste Kantengewicht.
GameResultEnum
Beinhaltet eine Spiello¨sung
ReducedState
Dieses Interface sollte als Grundlage fu¨r Zusta¨nde im erweiterten Spielgraphen bei einer
Spielreduktion benutzt werden.
equals Entscheidet, ob der u¨bergebene Zustand mit diesem u¨berein-
stimmt.
toString Liefert eine textuelle Darstellung des Zustands.
5.2.3.2 Hinzufu¨gen von neuen Spielen
Um weitere Spiele in GASt hinzuzufu¨gen, sind mehrere Schritte notwendig:
1. Fu¨r den algorithmischen Teil des Spiels stehen vier verschiedene Klassen als Aus-
gangspunkt zur Verfu¨gung, in Abha¨ngigkeit davon, ob das Spiel direkt oder mit-
tels Reduktion gelo¨st wird und ob ein enumerativer oder symbolischer Zustands-
raum benutzt werden soll: AbstractGameEnum, AbstractReducedGameEnum,
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AbstractGameSym und AbstractReducedGameSym. Diese abstrakten Klassen bie-
ten Algorithmen wie Attraktor und Recur als Unterstu¨tzung zum Lo¨sen des Spiels
an. Wird das Spiel direkt gelo¨st, muss im Wesentlichen nur die Methode solve
implementiert werden. Anders sieht es aus, wenn das Spiel mittels einer Reduk-
tion gelo¨st wird. In diesem Fall muss immer die Methode createResultGG im-
plementiert werden, die den erweiterten Spielgraphen erzeugt. Dabei sollte man
die transformierten Knoten des gegebenen Spielgraphens in der Variablen tnodes
speichern. Dann reicht es aus, die Methode createGame zu implementieren, die
das reduzierte Spiel erzeugt. Reicht dies zur Lo¨sung des Spiels nicht aus, besteht
auch die Mo¨glichkeit, die Methode solve_reduced zu u¨berschreiben und an die
eigenen Bedu¨rfnisse anzupassen.
2. Damit das Spiel auch in der Programmoberfla¨che zur Verfu¨gung steht, muss es
dort noch integriert werden. Dazu ist es notwendig, fu¨r das Spiel eine Klasse
von AbstractGuiGame im Paket swinggui.game abzuleiten. Fu¨r den Konstruk-
tor muss eine passende Klasse gefunden werden, die das Acceptance-Interface
implementiert. Zur Auswahl dafu¨r stehen die Klassen TableAcc, fu¨r Gewinn-
bedingungen, die tabellarisch eingegeben werden ko¨nnen, und SingleAcc, fu¨r
Gewinnbedingungen, die nur aus einer einzigen Menge bestehen. Es muss dann
nur noch die Methode checkAcc implementiert werden, die die eingegebene Ge-
winnbedingung u¨berpru¨ft und eine Instanz des zugrundeliegenden Spiels erzeugt.
3. Der letzte Schritt besteht darin, das neu erstellte Spiel in der Programmoberfla¨che
anzumelden. Dafu¨r muss die Methode registerGames in der Klasse GuiGamesAdmin
im Paket swinggui.games um eine Zeile erweitert werden, die gleich aufgebaut
ist wie die vorhandenen, nur dass der Klassenname des neu erstellten Spiels ein-
getragen wird – siehe hierzu Listing 5.1.
5.2.3.3 Entwurfsmuster
Entwurfsmuster beschreiben eine in der Praxis bewa¨hrte Schablone fu¨r ein Entwurfs-
problem. Sie stellen damit eine wiederverwendbare Vorlage zur Problemlo¨sung dar. Der
Durchbruch der Entwurfsmuster kam mit dem Buch [GHJV96] von Gamma, Helm,
Johnson und Vlissides, welches Entwurfsmuster in drei Klassen entsprechend ihrem
Zweck einteilt:
Erzeugungsmuster: Sie abstrahieren den Objekterzeugungsprozess. So kann man et-
wa die Anzahl von erzeugten Objekten einer Klasse limitieren wollen, oder man
mo¨chte den konkreten Typ der erzeugten Objekte in Abha¨ngigkeit von den je-
weiligen Bedingungen anpassen.
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1pub l i c void reg i s terGames ( ) {
games = new Vector<AbstractGuiGame>() ;
games . add (new ExistenceGuiGame ( ) ) ;
games . add (new SafetyGuiGame ( ) ) ;
games . add (new WeakParityGuiGame ( ) ) ;
6games . add (new StaigerWagnerGuiGame ( ) ) ;
games . add (new RequestResponseGuiGame ( ) ) ;
games . add (new BuechiGuiGame ( ) ) ;
games . add (new GenBuechiGuiGame ( ) ) ;
games . add (new ParityGuiGame ( ) ) ;
11games . add (new MullerGuiGame ( ) ) ;
games . add (new StreettGuiGame ( ) ) ;
}
Listing 5.1: registerGames
Strukturmuster: Sie dienen zur Vereinfachung der Struktur zwischen Klassen. Kom-
plexe Beziehungsgeflechte ko¨nnen beispielsweise u¨ber vermittelnde Klassen oder
Schnittstellen logisch vereinfacht werden.
Verhaltensmuster: Sie betreffen das Verhalten der Klassen und beziehen sich auf die
Zusammenarbeit und den Nachrichtenaustausch zwischen Klassen.
Bei der Entwicklung von GASt wurde versucht, mo¨glichst viel mit Entwurfsmustern zu
arbeiten. Verwendet wurden unter anderem die folgenden Muster:
• Als ein Erzeugungsmuster kam das Muster des Einzelstu¨cks (Singleton) mehrfach
zum Einsatz. Das Muster dient dazu, dass sichergestellt wird, dass nur ein Objekt
zu einer Klasse existiert und ein einfacher Zugriff auf dieses Objekt mo¨glich ist.
Benutzt wurde dieses Muster bei den Klassen JBDDMaster, GuiGamesAdmin und
SymProg. Das UML-Diagramm dazu sieht folgendermaßen aus:
Singleton
-instance
-Singleton()
+getInstance(): Singleton
• Als ein Verhaltensmuster kam die Schablonenmethode (template method) zur An-
wendung. Diese ist dadurch gekennzeichnet, dass in einer abstrakten Klasse ein
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Skelett eines Algorithmus in einer Operation definiert wird. Die konkrete Umset-
zung der einzelnen Schritte wird an die Unterklasse delegiert. Somit ist es mo¨glich,
dass einzelne Schritte eines Algorithmus modifiziert oder u¨berschrieben werden,
ohne die grundlegende Struktur zu vera¨ndern. Dieses Muster wurde unter ande-
rem in den Klassen AbstractReducedGameEnum und AbstractReducedGameSym
eingesetzt. Dort wird in der Methode solve_reduced auf die abstrakte Methode
createGame zuru¨ckgegriffen.
• Als ein weiteres Verhaltensmuster wurde das Besucher-Entwurfsmuster verwen-
det. Es dient der Kapselung einer auf Elementen einer Objektstruktur auszufu¨h-
renden Operation. Die Definition weiterer Operationen ist somit ohne A¨nderung
der betroffenen Elementklassen mo¨glich. Das Besuchermuster lagert Operationen
in externe Besucherklassen aus. Dazu mu¨ssen die zu besuchenden Klassen jedoch
eine Schnittstelle zum Empfang eines Besuchers definieren. In GASt wird die-
ses Entwurfsmuster dazu verwendet, den Syntaxbaum, den der Parser aus der
Eingabe erzeugt hat, in einen BDD umzuwandeln.
• Das Iterator-Entwurfsmuster geho¨rt ebenfalls zu der Klasse der Verhaltensmuster.
Es stellt Mo¨glichkeiten zur Verfu¨gung, auf Elemente einer aggregierten Struktur
sequentiell zuzugreifen, ohne die Struktur zu enthu¨llen. Dieses Muster kommt
zum Beispiel bei den erfu¨llenden Belegungen eines BDDs zum Tragen.
5.2.4 Qualita¨tssicherung
Zur Qualita¨tssicherung der Plattform GASt werden automatische Tests mittels des
JUnit-Rahmenwerks benutzt, welches von Erich Gamma und Kent Beck (siehe [BG98])
entwickelt worden ist, um auf einfache Weise Regressionstests durchfu¨hren zu ko¨nnen.
Unter Regressionstests versteht man Tests, die bei Vera¨nderungen am Programm aus-
gefu¨hrt werden, um sicherzustellen, dass die A¨nderungen keine negativen Nebeneffekte
haben. Dies reduziert den Testaufwand fu¨r eine neue Programmversion erheblich, da
die bereits vorhandenen, automatisierten Tests wieder benutzt werden ko¨nnen.
Erst durch diese automatisierten Tests ko¨nnen Refactoring-Maßnahmen gefahrlos durch-
gefu¨hrt werden, da nur so sichergestellt werden kann, dass sich das beobachtbare Ver-
halten des Programms nicht a¨ndert. Dies ist ein wesentlicher Punkt, da bei der Ent-
wicklung von GASt bedingt durch den gewa¨hlten Softwareentwicklungsprozess viele
Refactoring-Maßnahmen no¨tig wurden.
Die Testfa¨lle sind in der Regel vor der Entwicklung des zu testenden Quellcodes ge-
schrieben worden, damit die Testfa¨lle gema¨ß der Spezifikation und nicht aufgrund des
Quelltextes geschrieben werden. Dies entspricht der Philosophie des “Extreme Pro-
gramming” [Bec98, Bec00]. Sie folgt der Devise:
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Eine Eigenschaft ohne automatischen Test funktioniert nicht; eine Eigen-
schaft mit automatischem Test ko¨nnte funktionieren.
Ausgehend von SymProg unterteilen sich die Tests auf zwei verschiedene Gruppen:
1. Test der BDDs (sowohl das zugrundeliegende BuDDy-Paket, als auch der Parser
zur Erzeugung der BDDs)
2. Test der implementierten Spiele
Beide Gruppen wurden um zusa¨tzliche Testfa¨lle erweitert, um eine mo¨glichst hohe
Zweigu¨berdeckung zu erreichen. Bei den Tests fu¨r das BuDDy-Paket, dem die Do-
kumentation des Pakets zugrunde lag, handelt es sich nach Sommerville [Som01] um
Blackbox-Tests, da die BDD-Klassen fast ausschließlich aus Aufrufen des C++-Codes
mittels JNI5 bestehen. Die Tests des Parsers sind hingegenWhitebox-Tests und basieren
auf der Grammatik aus Abschnitt 5.1.2.2. Weiterhin existiert fu¨r jedes implementierte
Spiel sowohl fu¨r den enumerativen als auch fu¨r den symbolischen Zustandsraum (sofern
beide Varianten implementiert sind) jeweils eine eigene Sammlung von Testfa¨llen.
5Java Native Interface
Kapitel 6
Zusammenfassung und Ausblick
Diese Arbeit bescha¨ftigte sich mit dem Lo¨sen unendlicher Zwei-Personen-Spiele. Ei-
ne notwendige Voraussetzung fu¨r die Spezifikation unendlicher Zwei-Personen-Spiele
durch ω-Automaten ist die Determinisierung. Dazu wurden die Determinisierungsver-
fahren von Safra und Muller-Schupp vorgestellt und die Gemeinsamkeiten wie auch
deren Unterschiede herausgearbeitet. Die Beispiele von Michel zeigten einen deutlichen
Unterschied der beiden Verfahren mit einem Vorteil fu¨r die Konstruktion von Safra.
Gru¨nde fu¨r diesen Effekt wurden erla¨utert, und eine Verbesserung der Muller-Schupp-
Konstruktion wurde eingefu¨hrt, aus der fu¨r einige Beispiele drastisch kleinere Auto-
maten resultieren. Als ein Ergebnis der experimentellen Studien wurde eine sta¨rkere
Verbindung der beiden Verfahren als bisher bekannt entwickelt. Dabei zeigte sich auch,
dass die Safra-Konstruktion in Bezug auf die resultierende Automatengro¨ße u¨berlegen
ist.
Trotz ausgiebiger Forschung haben die Algorithmen zur Determinisierung nicht die
Ebene erreicht, um realistische Anwendungen zu ermo¨glichen, im Gegensatz zu den
vielen Implementierungen, die auf Bu¨chi-Automaten und alternierenden Automaten
basieren und im Bereich des Model Checking zum Einsatz kommen. Auf der ande-
ren Seite ist die Determinisierung eine notwendige Voraussetzung in einigen Bereichen,
wie etwa bei der Spezifikation unendlicher Spiele. Die Frage der Determinisierung muss
weiter erforscht werden, bis praxistaugliche Verfahren vorliegen. Hierzu geho¨rt die Kon-
zeption geeigneter Vorverarbeitungs- bzw. Nachbearbeitungsschritte. Die Vorverarbei-
tung wu¨rde eine Analyse des gegebenen Bu¨chi-Automaten beinhalten, mo¨glicherweise
eine Reduktion mit Methoden aus [EWS01] und eine U¨berpru¨fung, ob der Automat
in einen a¨quivalenten co-Bu¨chi-Automaten transformiert werden kann. Die co-Bu¨chi-
Darstellung hat den Vorteil, dass die einfachere Determinisierungsmethode von Miyano
und Hayashi [MH84] benutzt werden kann (siehe auch [BJW05]). Die Nachbearbeitung
wu¨rde sich mit der Reduktion oder sogar Minimierung des deterministischen Rabin-
Automaten bescha¨ftigen und auch den Parameter beru¨cksichtigen, der hier nicht wei-
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ter beachtet wurde, na¨mlich die Komplexita¨t der Akzeptierbedingung (die Anzahl der
Rabin-Paare). Einige dieser Aspekte sind in der Arbeit von Klein und Baier [KB05] be-
trachtet worden. Dort wurden einige Verbesserungen des Safra-Algorithmus vorgestellt
und ein Nachbearbeitungsschritt entwickelt, der auf der Berechnung eines Bisimulati-
onsquotienten beruht.
Im Bereich der unendlichen Zwei-Personen-Spiele wurden besonders die Spieltypen der
Request-Response-Spiele und verallgemeinerten Bu¨chi-Spiele sowie ihre Beziehung zu-
einander betrachtet. Dabei stellt die Request-Response-Bedingung eine einfache Form
der Liveness-Bedingung dar. Weiterhin wurde die “klassische” Optimierung der Spei-
chergro¨ße von Automatenstrategien in Request-Response- und verallgemeinerten Bu¨chi-
Spielen untersucht. Die dabei erzielten Ergebnisse reduzieren die Speichergro¨ße aller-
dings nur um konstante Faktoren.
Eine Anwendung der unendlichen Zwei-Personen-Spiele bestand in der Analyse von
Live-Sequence-Charts-Spezifikationen. Die dabei zugrunde liegenden Spiele sind ein-
fache Streett-Spiele, d. h. unendliche Zwei-Personen-Spiele, deren Gewinnbedingung
durch eine Streett-Bedingung mit genau einem Paar gegeben ist. Diese Spiele ent-
stehen in der Praxis, wenn man das Verhalten von reaktiven Systemen mit Fairness-
Bedingungen an die Umgebung spezifizieren mo¨chte. Derartige Spiele sind ma¨chtiger
als Bu¨chi-Spiele und deutlich einfacher als normale Streett-/Rabin-Spiele. Insbesondere
haben sie positionale Gewinnstrategien und ko¨nnen in quadratischer Zeit gelo¨st werden.
Auf der praktischen Seite entstehen sie im Kontext der Szenario-basierten Synthese.
In dieser Arbeit wurde ein neuer Algorithmus zur Lo¨sung von einfachen Streett-Spielen
eingefu¨hrt, der ohne eine Reduktion auf andere Spiele auskommt und auch symbo-
lisch umgesetzt werden kann. Das Laufzeitverhalten dieses Algorithmus wurde sowohl
auf theoretischer als auch auf praktischer Ebene mit der Reduktion auf Parita¨tsspiele
mit genau drei Farben verglichen. Dabei stellte sich heraus, dass dieser Algorithmus
die bekannten Parita¨tsspielalgorithmen von Zielonka, Jurdzin´ski und Vo¨ge/Jurdzin´ski
schla¨gt.
Ein wesentlicher Teil dieser Arbeit bescha¨ftigte sich mit der Optimierung der Request-
Response-Gewinnstrategien. Hierbei ist nicht die“klassische”Optimierung in Bezug auf
die Strategiegro¨ße gemeint, sondern in Bezug auf die Gu¨te des Gewinnens. Die RR-
Gewinnbedingung fordert zuna¨chst nur, dass, wenn eine Anforderungsmenge besucht
worden ist, die passende Antwortmenge irgendwann aufgesucht wird. Wann dieses ge-
schieht, ist nicht spezifiziert. Der erste Schritt bestand darin, ein geeignetes Maß fu¨r die
Gu¨te des Gewinnens zu definieren. Dazu wurden drei verschiedene Ansa¨tze fu¨r die Defi-
nition eines Partiewertes vorgestellt und diskutiert: die durchschnittliche Anzahl offener
Anforderungen, die durchschnittliche Wartezeit und eine quadratische Gewichtung der
Wartezeit. Basierend auf der Partiewertdefinition konnte dann ein Strategiewert defi-
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niert werden. Die wissenschaftliche Herausforderung bestand darin, das kontinuierliche
Maß der Strategiewerte zu optimieren (anstelle des diskreten Maßes der Speichergro¨ße
bei der “klassischen”Optimierung). Es stellte sich heraus, dass optimale Gewinnstrate-
gien in RR-Spielen mit endlichem Speicher auskommen und diese durch eine Reduktion
auf ein Mean-Payoff-Spiel berechnet werden ko¨nnen. Offene Fragen in diesem Bereich
sind:
• Kann der Parameter wmax , der die Speichergro¨ße signalisiert, verbessert werden?
• Bei der bisherigen Betrachtung sind alle RR-Paare gleichberechtigt. Was muss
gea¨ndert werden, wenn eine Gewichtung zwischen den Paaren vorliegt?
• Gibt es einen Zusammenhang zwischen Strategiegro¨ße und Strategiegu¨te?
• Sind optimale Strategien fu¨r verallgemeinerte Bu¨chi-Spiele effizienter als u¨ber den
Ansatz der Request-Response-Spiele berechenbar?
Somit hat diese Arbeit erste Ergebnisse zur quantitativen Analyse von Request-Response-
Spielen gezeigt. Aufgegriffen werden diese Ergebnisse aktuell von Florian Horn, der
optimale Strategien in “finitary” Parita¨ts- bzw. Streett-Spielen untersucht.
Neben den theoretischen Ergebnissen war ein wesentlicher Bestandteil dieser Arbeit
die Implementierung all dieser Algorithmen in der Experimentierplattform GASt. Dort
wurden erstmalig eine große Anzahl klassischer Algorithmen der algorithmischen Theo-
rie unendlicher Spiele umgesetzt, ebenso wie die in dieser Arbeit entwickelten Algorith-
men.
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