Given a database and a target a ribute of interest, how can we tell whether there exists a functional, or approximately functional dependence of the target on any set of other a ributes in the data? How can we reliably, without bias to sample size or dimensionality, measure the strength of such a dependence? And, how can we eciently discover the optimal or α-approximate top-k dependencies?
INTRODUCTION
Discovering dependencies is an important and well-studied topic in data mining. Most proposals, however, focus speci cally on symmetric dependencies.
at is, they aim to nd variable sets that strongly correlate or associate with a target variable. In many applications, however, asymmetric, or targeted dependencies are of particular interest. When anonymizing a dataset, for example, we need to be certain a private a ribute cannot be reconstructed Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. KDD '17, August 13-17, 2017, Halifax, NS, Canada © 2017 Copyright held by the owner/author(s). Publication rights licensed to ACM. 978-1-4503-4887-4/17/08. . . $15.00 DOI: 10.1145/3097983.3098062 given the public a ribute, while we do not care for the opposite direction. Similarly, in scienti c applications we want to hypothesize whether a certain target variable, say an e ect, can be explained by the observed variables, the potential causes, and not the other way around. Generally, an e ective procedure to detect functional dependencies from data allows us to rule out alternate theories about our domain and to determine whether nding concrete models, e.g., by statistical learning, is worthwhile, or if we rather should acquire more data or enrich our feature space rst [6] .
More formally, given a target variable Y and a set of a ributes X, we want to measure the degree at which Y has a functional, or an approximate functional dependence on X, i.e., if Y ≈ f (X). Additionally, we want to e ciently discover whether any such X exists in our data. e database community studied how to infer exact functional dependencies, as these allow for normalization, i.e., reducing redundancy. ese methods are not suited to our end, however, as they do not measure the approximation in terms of an intuitive score, and in addition, make implicit closed-world assumptions based on the schema of the data [7, 10, 14] .
On the contrary, information theory provides an intuitive and interpretable measure to address these issues. e fraction of information quanti es functional dependence in terms of proportional reduction of uncertainty about Y when observing X [1, 3, 19] . Information-theoretic measures, however, are sensitive to data sparsity and as a result, the fraction of information overestimates the amount of dependence [21] . For large dimensionalities of X, it is even possible that a functional dependence is indicated when X and Y are actually independent. is makes it a non-reliable score. In addition, maximizing it is NP-hard [12] .
In this paper we propose a reliable measure for approximate functional dependencies based on the fraction of information. Even in extreme cases of data sparsity, it does not show dependence. In addition, we derive an e ective optimistic estimator for this score, that allows for an admissible branch-and-bound algorithm to discover the top-k optimal, or α-approximate optimal strongest dependencies. Empirical evaluation shows that the derived score achieves a good bias for variance trade-o , and in addition, it does not favor spurious dependencies. e corresponding optimistic estimator is a data-dependent quantity, and by exploiting the structure of the data, leads to an e ective search algorithm. Lastly, concrete ndings in two exemplary application domains, AI and Materials Science, reproduce sensible domain information.
e main contributions of this paper are the following. We (i) propose a consistent estimator for the fraction for information score that is not prone to spurious dependencies, (ii) provide an e cient branch-and-bound algorithm for the discovery of optimal, and α-approximate optimal top-k dependencies, and (iii) provide empirical evaluation on a wide range of real and synthetic datasets. e paper is structured as follows. We formally introduce the two problems we consider in Section 2. Next, in Section 3 we propose our fraction of information score, and in Section 4 we detail how to optimize it by deriving a bounding function for a branchand-bound search scheme. Following, in Section 5 we evaluate the performance on a variety of tasks. Finally, we round up with conclusions in Section 6.
PROBLEM DEFINITION
We consider a discrete sample space governed by some probability mass function p for which we have de ned d + 1 discrete random variables
and V (Y ), respectively. Subsets S ⊆ R are identi ed with vectorvalued random variables in the usual way with domain V(S) = × R ∈S V (R). We consider the variable Y as the output variable and the remaining variables I = {X 1 , . . . , X d } as the input variables, and our goal is to discover subsets of the input variables X ⊆ I that approximately determine Y . In particular, we are interested in approximations to the concept of functional dependencies, i.e., the case when there is a function f :
Relaxing this rather strict concept is necessary because it is rare that such a completely deterministic relationship exists-if the random variables correspond to measurements of real-world quantities there are usually unobserved subtle e ects or noise that cause Eq. (1) to not hold exactly.
One traditional approach to relax Eq. (1) is to use instead the condition p(Y = | X = x) ≥ 1−ϵ if = f (x), for some xed value ϵ ∈ (0, 1], i.e., to allow a certain fraction of events to not obey the functional relation. However, as with any parameterization based on a hard threshold, this parameter is di cult to set in practice and additionally only provides a qualitative and not a quantitative relaxation [7] . at is, it does not allow us to express "how far" is Y from being determined by X. In order to address these issues one can quantify the degree of functional dependence through information theoretic measures. A particularly useful way of doing this is to use the concept of fraction of information (F ) [1, 3, 19] , which is de ned as
denotes the Shannon entropy and H (Y | X) = x∈V(X) p(x)H (Y | X = x) the conditional Shannon entropy [23] . e numerator is referred to as mutual in-
. e entropy measures the uncertainty about Y , while the conditional entropy measures the uncertainty about Y a er observing X. e fraction of information then represents the proportional reduction of uncertainty about Y by knowing X. Moreover, the extreme values, F (X; Y ) = 1 and F (X; Y ) = 0, correspond to a functional dependence and statistical independence, respectively. With this notion, we can go about discovering approximate functional dependencies from data. Figure 1 : e fraction of information score against increasing dimensionality for X; using n = 1000 samples from R = {X 1 , . . . , X 5 , Y } where all variables are mutually independent and |V (A)| = 4 for all A ∈ R. Since X and Y are independent, the reliable fraction of information should be constantly 0. However, the baseline estimatorF shows increasing functional dependence. On the contrary, our proposed corrected score,F 0 , is always 0.
For that we assume that a dataset D n ∈ V(R) n is given consisting of n i.i.d. samples d 1 , . . . , d n generated according to the joint distribution p. Such a dataset induces empirical probability estimates for all our random variables S ⊆ R given byp(S = v) = c (S = v)/n with the empirical counts
is the entry in d corresponding to variable S). In turn, these empirical probabilities give rise to empirical estimatorsĤ ,Î,F for our quantities of interest, H , I , and F . However, trying to directly discover approximate functional dependence using the empirical fraction of informationF is bound to fail, because this estimator is not unbiased, i.e., we have E[F (X; Y )] F (X; Y ) for nite n, as it is the case with many dependence measures [4, 9, 11, 17, 20, [26] [27] [28] .
is holds in particular also for the case when F (X; Y ) = 0, i.e., when X contains no information about Y . is situation, which is referred to as the (lack of) zero-baseline property [21] , can be misleading in practice. Even worse, independent of the true value F (X; Y ), the bias depends on the number of a ainable distinct values for X, and favors larger a ribute sets over smaller ones (which follows from the bias of the empirical mutual information, see, e.g., [22] ). See Fig. 1 for a quantitative demonstration of both of these facts.
Even if a more suitable estimator was available, the challenge of which variable sets X ⊆ I to test for high functional dependence scores remains-naively considering all 2 d options is practically infeasible. us, to derive a useful method for the reliable discovery of functional dependencies from data, we have to solve the following two problems:
(i) Find a more reliable empirical estimatorF for F ; in particular one that satis es the zero-baseline property and obtains be er dimensionality bias. (ii) Identify structural properties ofF that allow to derive an e ective search algorithm for discovering the variable sets with the highest functional dependence scores.
We will present solutions to each of these problems in turn, in Sections 3 and 4, respectively.
RELIABLE FRACTION OF INFORMATION
Intuitively, the reason whyF is unreliable as an estimator for F is that it does not take into account the con dence in the empirical estimatesĤ (Y |X = x). is is especially obvious in the extreme case when the empirical count c (X = x) is equal to 1. In this situation c (Y = , X = x ) = 1 exactly for one value of ∈ V (Y ) and, hence,Ĥ (Y |X = x) is trivially equal to 0 independent of the true distribution p. Moreover, if the data size n is small compared to the observed domain of X, this case is likely to occur for many of the sampled values for X-even when F (X; Y ) = 0, which coincides with the highest error, because then
is last observation suggests a path to a more reasonable estimator: while it is hard to determine the bias in the general case, it is likely much easier under the assumption of independence F (X ; Y ) = 0, which, as pointed out above, corresponds exactly to the case of highest estimation error when the empirical observations are sparse. More concretely, let us denote by b 0 (X, Y , n) the bias under independence de ned as
where the expectation is taken w.r.t. the random dataset D n ∼ p of size n. Let us assume that we have a good estimatorb 0 for this quantity. With this we can de ne a corrected estimator, let us refer to it as reliable fraction of informationF 0 , as follows:
is approach essentially trades the bias ofF with that ofb 0 when F (X ; Y ) = 0. We have:
A non-parametric choice forb 0 , which we use in this paper, corresponds to the permutation model (Lancaster [13, Chap. 11.2]), i.e., considering all possible datasets D n resulting from independently permuting the Y -values associated to the X-values in the given empirical data D n . Formally, let S n denote the symmetric group of degree n, i.e., S n consists of all n! bijections σ : {1, . . . , n} → {1, . . . , n}. For a bijection σ ∈ S n , let Y σ denote the permuted version of Y , i.e., the variable with data entries d i (Y σ ) = d σ (i ) (Y ). With this we can de ne the permutation model as the probabilitiesP 0 (and corresponding expectationsÊ 0 ) resulting from permuting the empirical data of Y by a uniform random permutation from S n . Using this model, the expectation of the empirical mutual information under independence,m o , is estimated aŝ
Clearly, a naive evaluation of this expression is computationally infeasible (order of n!). However, one can dramatically reduce the complexity by reformulating the above expression as a function of contingency table cell values and exploiting its symmetries [25] . More precisely, let the observed domains of X and Y beV(X) =
. . , C }, respectively. Moreover, we de ne shortcuts for the observed marginal counts a i = c (X = x i ) and b j = c (Y = j ) as well as for the joint counts c i, j = c (X = x i , Y = j ). e complete joint count con guration c = (c i, j : 1 ≤ i ≤ C, 1 ≤ j ≤ R) we refer to as contingency table. Noting that I (X, Y σ ) is a function of the contingency table c resulting from the random permutation, the estimatorm 0 can be rewri en aŝ
where T = T (X, Y ) is the set of all possible contingency tables indexed by the valuesV(X) andV (Y ) (note thatP 0 [c] > 0 only for c resulting in the observed marginal counts a, b). As this expression is still infeasible, Vinh et al. [25] propose to re-order the terms of the sum according to the possible count values that can be found in individual table cells. e permutation model implies that the empirical counts c i j for the joint events X = x i , Y = j are generated according to the probabilitieŝ
where h is the probability mass function of the hypergeometric distribution with c i j the number of successes, a i the number of draws, b j the number of total successes, and n the population size.
is allows us to group terms according to their count values for a speci c table cell, which can be systematically enumerated from the support of the hypergeometric distribution, i.e., k ∈ [max(0,
We can then computem 0 aŝ
Using the recurrence relation of the hypergeometric distribution, the computational complexity can be further reduced to the order of max(nR, nC) [20] . Moreover, it is easily parallelizable. Hence, we end up with an e ciently computable estimator for the bias under independenceb 0 (X, Y , n) =m 0 (X, Y , n)/Ĥ (Y ).
In addition to being computationally e cient, the resulting reliable functional dependence scoreF 0 (X; Y ) =F (X; Y ) −b 0 (X, Y , n) satis es several other properties. First of all, it is indeed a consistent estimator of F . One can show [26] that lim n→∞m0 (X, Y , n) = 0, which implies together with the consistency ofF that
Moreover,F 0 remains upper-bounded by 1, although this value is only a ainable in the limit case n → ∞ (for true functional dependencies). Most importantly, in contrast to the naive estimator, F 0 approaches zero 1 as the data size relative to the empirical do-mainV(X) approaches one. In other words,b 0 (X, Y , n) penalizes spurious dependencies that can easily appear for high dimensional X-justifying the name reliable fraction of information.
SEARCH SCHEME
A er deriving a suitably corrected empirical estimator for the fraction of information, we can now turn to the problem of using it for the discovery of approximate functional dependencies from a given dataset. Essentially, this is a combinatorial optimization problem Algorithm 1: Best-rst branch-and-bound; Given input and output variables I and Y , nds α-approximation to top-k re-
where, given a dataset D n , the problem is to nd a subset X ⊆ I with maximal value ofF 0 . However, as usual in pa ern discovery, we are not just interested in one but several score maximizers-to produce more diverse insights into the data domain and to provide alternatives in subsequent applications. Hence, we end up with a top-k pa ern search formulation:
Given a dataset D n consisting of n i.i.d. samples of random variables I and Y and a number k, nd a family F k of variable sets X 1 , . . . , X k ⊆ I such that no variable set outside F k has a higherF 0score than any of the sets in F k , i.e., for all X ∈ F k and Z ∈ P (I)\F k it holds thatF 0 (Z; Y ) ≤F 0 (X; Y ).
In the search for an algorithm solving the above problem, it is rst important to note that maximizing mutual information is NP-hard [12] -even approximately and even in the restricted case when all X, Z ⊆ I are conditionally independent given Y . While it is an open question whether this result implies hardness ofF 0maximization (the correction term changes maximization order), this is a substantial indication that no polynomial time algorithm for our problem exists (even with constant k). On the other hand, the branch-and-bound framework (see, e.g., Mehlhorn and Sanders [16, Chap. 12.4 ]), while not e cient in terms of the worst-case complexity, can o en yield algorithms for hard optimization problems that are very e ective in practice-particularly in the best-rst search variant.
In a nutshell, best-rst branch-and-bound maximizes an objective function f : Ω → R de ned on some abstract search space Ω with the help of a branch operator r : P (Ω) → P (Ω) and a matching auxiliary selection and bounding function f : Ω → R. e role of the branch operator is to non-redundantly generate the search space from some designated root element ⊥ ∈ Ω, i.e., for all ω ∈ Ω there must be a unique sequence ⊥ = ω 1 , . . . , ω l = ω such that ω i+1 ∈ r(ω i ) for i = 1, . . . , l − 1. e bounding function must guarantee the property
where r * (ω) denotes the set of all ω ∈ Ω that can be generated from ω by multiple applications of r. Based on these ingredients, a branch-and-bound algorithm simply enumerates Ω starting from ⊥, but uses f to avoid expanding elements that cannot yield an improvement over the best solution found so far.
For our problem the search space is P (I), for which a suitable branch operator is simply given by
i.e., we ensure non-redundant generation by creating a lexicographical order on the power set of the input variables and only enumerate lexicographically larger elements from a given set X. In order to derive a bounding function f for our objective function f (X) =F 0 (X; Y ), we rst need to establish another central property of the correction termb 0 (X, Y , n).
Given two sets of variables X ⊂ X ⊆ I then b 0 (X, Y , n) ≤b 0 (X , Y , n), i.e., the correction term is monotonically increasing with respect to the subset relation.
P
. It is su cient to consider the case X = X ∪ {X } for some X X, i.e. the cardinality di ers by one variable. e general case follows inductively. Following the notation of Eq. (2), let the marginals of Y , X, and X be a i for i = 1, . . . , R, b j for j = 1, . . . , C, and b j for j = 1, . . . , C , respectively. Note that C ≥ C. We need to show thatm 0 (X, Y , n) ≤m 0 (X , Y , n), i.e., per de nition
In order to do this, we rst de ne a relation between the contingency tables of T = T (X, Y ) and T = T (X , Y ). Let π :V(X ) → V(X) be the projection of values from X to values of X de ned by π (x ) = x. We can extend this projection to the sets of contingency tables π : T → T by nding the counts in the column corresponding to x ∈ V(X ) of π (c ) as the sum of the columns in c corresponding to π −1 (x). We will prove the claim by showing that for all c ∈ T we haveP 0 
First, it follows from the chain rule of information and from mutual information being non-negative [2] 
the set of all indices of values of X that are projected down to x, it follows by the de nition of π that
So for at least one
, and, thus we also have that σ S n [c ] and can conclude 
With this theorem (and the fact that the conditional entropy is bounded from below by 0), it follows for all X ⊆ X ⊆ I that
Hence, since X ⊆ X for X ∈ r(X), we can use f (X) = 1 − b 0 (X, Y , n) as valid bounding function for the branch-and-bound search. Besides the features mentioned above, the search scheme also provides the option of relaxing the required result guarantee to that of an α-approximation for accuracy parameter α ∈ (0, 1]. is means that the resulting family of variable sets F k will satisfy the relaxed condition that for all X ∈ F k and Z ∈ P (I) \ F k it holds that αF 0 (Z; Y ) ≤F 0 (X; Y ). Hence, using α-values of less than 1 allows to trade accuracy for computation time. e pseudocode in Algorithm 1 summarizes the resulting method for the discovery of approximate functional dependencies. e algorithm maintains a priority queue Q that holds the search frontier and a current result set F k throughout the search. In the beginning of each iteration, it checks whether the search has terminated, which is the case either when the frontier is empty or the potential of top-potential element from the frontier (w.r.t. the bounding function) is less than the k-th bestF 0 -value of the current result. As long as this condition is not satis ed, the search continuous by expanding the top-potential variable set (line 5), and using its successors to update the current result set (line 6), as well as the priority queue (line 7).
EMPIRICAL EVALUATION
In this section, we study the empirical performance of discovering approximate functional dependencies based onF 0 . is includes, the bias ofF 0 as an estimator of the true F functional, the performance of the bounding function f in branch-and-bound search, and two concrete examples of functional dependencies in real datasets.
Estimation Bias
In this section we evaluate the bias and variance of our corrected estimatorF 0 . It is instructive to see the behavior of the bias for various amounts of dependence, and not in the particular case of independence, i.e., F = 0, whereF 0 aims to be unbiased (see Fig. 1 for an empirical con rmation of this fact). For that let us denote by P the set of all joint probability mass functions over two random variables X and Y with |V (X )| = |V (Y )| = 3, and by P[a, b] all such probability mass functions for which we have a functional dependence score of F p (X ; Y ) ∈ (a, b]. We are interested in the behavior of the estimation bias over P under a distribution that puts equal weight on the four di erent regimes "weak" (P[0, 0.25]), "low" (P[0.25, 0.5]), "high" (P[0.5, 0.75]), and "strong" (P[0.75, 1]).
More speci cally, let τ (D n ) be the result of the F -estimator τ computed on data D n and b (n)(p, τ ) the bias of τ when xing the underlying pmf to p, i.e.,
To estimate the expected value µ n (τ ) and standard variation σ n (τ ) of the absolute bias b (n)(p, τ ) for the pmfs from P, we uniformly sample 100 pmfs p (1) , . . . , p (100) in equal proportions from the four di erent regimes, i.e., 25 (4), for which we sample per pmf p (i ) a total of 1000 datasets D n ∼ p (i ) of size n. By averaging over all p (i ) , we end up with the desired estimatesμ n (τ ) andσ n (τ ) for the absolute bias of estimator τ with sample size n.
Equipped with this procedure we can go ahead and compare the performance ofF 0 to other estimators. In addition to the naive uncorrected estimatorF we also introduce an alternative correction resulting from the application of the quanti cation adjustment framework proposed by Romano et al. [21] . is correction, which we denote byF adj , is de ned aŝ
us, we consider τ ∈ {F ,F adj ,F 0 }. For each estimator, we computê µ n (τ ) andσ n (τ ) for data sizes n ∈ {5, 10, 20, 30, 40, 50, 60}. We focus on small data sizes, because any consistent estimator converges to F for n → ∞. Furthermore, we can expect the small data sizes for the small domain size |V (X )| = 3 of this experiment to behave similar to larger data sizes combined with the potentially huge domains occurring during the algorithmic search (resulting from the complex random variables X).
In Figure 2 we present the results for the estimated absolute biasμ n (τ ) of estimators τ =F ,F adj , and the reliable fraction of informationF 0 , averaged over all 100 pmfs p ∈ P across di erent data sizes n. We observe that our estimatorF 0 achieves a lower bias for all n compared toF andF adj , and converges fast to a bias close to zero a er 10 samples. e di erences in bias are apparent in the cases of n = 5 and n = 10 samples. ese are cases where the insu cient data samples causeĤ (Y | X = x) to approach 0, independent of the true distributionp. In such scenarios, the estimatorsF andF adj start to show functional dependence, while Figure 4 : Estimated standard deviationσ n (τ ) of estimators τ =F ,F adj , and the reliable fraction of informationF 0 , averaged over all 100 pmfs p ∈ P across di erent data sizes n.
F 0 is designed to show independence for reliability reasons. So it is useful to see that this design, also o ers a be er bias. We can further draw conclusions about the behavior ofF 0 by considering only the "weak" and "strong" dependencies, i.e., where F is closer to independence and functional dependence respectively. As such, we present in Figure 3 the estimated absolute biasμ n (τ ), averaged over p ∈ P[0, 0.25] (le ), and p ∈ P[0.75, 1] (right). We see that in both cases, i.e., when there is low and high functional dependence,F 0 achieves a lower bias, as it was the case with p ∈ P[0, 1]. Since our score aims to be unbiased under the null hypothesis, we observe a high correction over theF for weak dependencies. Even for high dependencies, where one could expect to have less correction, we see thatF 0 is practically unbiased across all n.
For the standard deviationμ n (τ ), we present in Figure 4 the results a er averaging over all 100 pmfs p ∈ P across di erent data sizes n. We observe thatF 0 has an almost equalμ n for all n in comparison withF , and a lower one withF adj . Estimators achieve be er bias by trading variance, and from Figures 2, 3 , and 4, we see that in comparison withF andF adj , we trade very li le variance for a large bias correction. With the previous observations, we can conclude thatF 0 is a suitable estimator for the fraction of information F , as desired.
Optimization performance
In this section, we investigate the performance of the branch-andbound algorithm combined with our optimistic estimator f (X) = 1−b 0 (X, Y , n). Speci cally, we are interested in the e ects of having 3 a data dependent quantity in our bounding function, i.e.,b 0 (X, Y , n), which in addition, acts as a penalty for non-reliable dependencies.
For this experiment we utilize the KEEL data repository. 2 We use all classi cation datasets with n ∈ [100, 13000], d ∈ [6, 90] , without missing values, resulting in 42 datasets with an average number of 2800 data samples and 24 a ributes. 3 All metric a ributes are discretized using the method of Fayyad and Irani [5] . e datasets are summarized in Table 1 . All experiments were executed on a dedicated Intel Xeon E5-2643 v3 machine with 256 GB memory. We make our code available online for research purposes. 4 We employ the algorithm to retrieve the top dependence, and individually set the α for each dataset, such that the algorithm terminates in less than 30 minutes. We report time, α used, pruning percentage of the search space, depth of the solution, and the maximum depth the algorithm had to explore in Table 1 .
e percentage of the datasets where α = 1, i.e., 30 out of 42, show that an optimal solution can be discovered in under 30 minutes for the majority of the cases considered. In 28 datasets it takes a maximum of 6 minutes. For the rest, reasonable approximations to the optimal solution can be achieved, e.g., α = 0.9, 0.8.
We observe that our bounding function f , is e ective in pruning a considerable amount of the search space, i.e., 67.9% on average. In addition, an average of 7.5 maximum depth combined with an average solution depth of 4.0, show that f is not simply pruning on set cardinality, but it is a data dependent quantity that selectively explores the search space based on the structure of the data. at is, it can potentially go to higher levels for promising candidates.
To further corroborate on the previous observation, we consider a hypothetical optimistic estimator h that prunes based solely on the cardinality of X. For a meaningful comparison, we provide an oracle to this method and restrict the search space to the maximum depth that f had to explore, and not the complete space of size 2 d X 4 nodes. For example, if the maximum depth is l, then the branchand-bound with h as bounding function will visit q = l i=1 d i
nodes. e estimated time for every dataset is then q × t, where t is a node processing time estimated by dividing the completion time of branch-and-bound with f , with the number of nodes visited. We plot the computation time for both estimators in Figure 5 . e datasets are sorted in ascending order of speed-up. We see that in the majority of the datasets, taking into account the structure of the data is of crucial importance.
is is most evident in the last two datasets, where it would take 20 and 146 years respectively to nd the solution based on cardinality alone. is plot shows the potential of a data dependent optimistic estimator, as opposed to a simple function evaluating statistics as cardinality, in a potentially hard optimization problem.
Regarding reliability, useful conclusions can be drawn from the average solution dimensionality of 4.0, which is a reasonable number for the size of the data considered. Trying to maximize other estimators for example, such asF adj orF , would result in very large dimensionalities.
Exemplary discoveries
A er investigating the statistical properties ofF 0 and its algorithmic performance, we close this section with examples of concrete approximate functional dependencies discovered in two di erent applications: determining the winner of a tic-tac-toe con guration and predicting the preferred crystal structure of octet binary semi-conductors. Both se ings are examples of problems where elementary input features are available, but to correctly represent the input/output relation either non-linear models have to be used or-if interpretable models are sought-complex auxiliary feature have to be constructed from the given elementary features. e tic-tac-toe application [15] is one of the earliest examples of this complex feature construction problem. Tic-tac-toe is a game of two players where each player picks a symbol from {x, o} and, taking turns, marks his symbol in an unoccupied cell of a 3 × 3 game board. A player wins the game if he marks 3 consecutive cells in a row, column, or diagonal. A game can end in draw, if the board con guration does not allow for any winning move. e dataset consists of 958 end game, winning con gurations (i.e., there are no draws). e 9 input variables I = {X 1 , . . . , Figure 7 : Binary semiconductors that crystalize as zinkblende (boxes) and rocksalt (circles); blue and green materials are correctly classi ed by subgroup-based prediction model-the involved rules (annotated) use elements of top functional dependency as two out of three variables. (source: Goldsmith et al. [8] ).
cell (see Fig. 6 ). e output variable Y with V (Y ) = {win, loss} is the outcome of the game for player x.
Searching for approximate functional dependencies reveals as top pa ern with empirical fraction of informationF = 0.61 and corrected scoreF 0 = 0.45 the variable set X = {X 1 , X 3 , X 5 , X 7 , X 9 } i.e., the four corner cells and the middle one.
is is a sensible discovery as these cells correspond exactly to those involved in the highest number of winning combinations (see Fig. 6 ). Knowing the state of these cell provides, therefore, a high amount of information about the outcome of the game. Moreover, removing a variable results in a loss of a considerable amount of information, while adding a variable would provide more information, but also redundancy. at is, the increase of fraction of information would not be higher than the increase ofb 0 .
Our second example is a classical problem from Materials Science [24] , which has meanwhile become a canonical example for the challenge of the automatic discovery of interpretable and "physically meaningful" prediction models of material properties [6, 8] .
e task is to predict the symmetry or crystal structure, in which a given binary compound semi-conductor material will crystalize.
at is, each of the 82 material involved consist of two atom types (A and B) and the output variable Y = {rocksalt, zincblende} describes the crystal structure it prefers energetically. e input variables are 14 electro-chemical features of the two atom types considered in isolation: the radii of the three di erent electron orbitals shapes s, p, and d of atom type A denoted as r s (A), r p (A), r d (A) as well as four important energy quantities that determine its chemical properties (electron a nity, ionization potential, HOMO and LUMO energy levels); the same variables are de ned for component B.
For this dataset the top approximate functional dependency witĥ F 0 = 0.707 and uncorrected empirical fraction of informationF = 0.735 is X = {r s (A), r p (A)} i.e., the atomical s and p radii of component A. Again, this is a sensible nding, since these two variables constitute two out of three variables contained in the best structure prediction model that can be identi ed using the non-linear subgroup discovery approach [8] . Also both features are involved in the best linear LASSO model based on systematically constructed non-linear combinations of the elementary input variables [6] . e fact that not all variables of those models are identi ed by the functional dependency discovery algorithm can likely be explained by the facts that (a) the continuous input variables had to be discretized and (b) the dataset is extremely small with only 82 entries, which renders the discovery of reliable pa erns with more than two variables very challenging.
CONCLUSION
We considered the dual problem of measuring and e ciently discovering approximate functional dependencies from data. We adopted an information theoretic approach, and proposed a fraction of information score that is reliable and achieves a good bias. In addition, we proposed an e cient optimistic estimator that allows for the e ective discovery of the optimal, or α-approximate top-k dependencies of the target variable.
Although we carefully constructed the proposed correction term b 0 such that bias under those regimes that are most problematic for searching for high-dimensional functional dependencies is removed, other scores could potentially be found that estimate the fraction of information with even less bias.
Other correction terms could also lead to other algorithms. e computational complexity for nding reliable functional dependencies is still open. Hence, polynomial time algorithm for this or adapted problem variants are a possibility. Similarly so, ecient tight(er) optimistic estimators would improve the runtime of branch-and-bound, as fewer nodes would have to be expanded to discover the optimal solution.
Both our score and optimistic estimator are speci cally de ned for discrete data. While in this paper we only considered univariate discrete targets, our scores can be trivially extended to multivariate discrete variables. Clearly, it is also of interest to discover approximate functional dependencies from continuous real-valued data. As entropy has been de ned for such data, e.g. di erential entropy [23] and cumulative entropy [18] , it is possible to instantiate fraction of information scores. It will be interesting to see whether we can also e ciently correct these scores for chance, and whether optimistic estimators exist that allow for e ective search.
