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Abstract
Natural disasters, such as hurricanes, large wind and ice storms, typically require the
repair of a large number of components in electricity distribution networks. Since
power cannot be restored before the completion of repairs, optimal scheduling of avail-
able repair crews to minimize the aggregate duration of customer interruptions reduces
the harm done to the affected community. While incorporating a switch on every line
of a distribution network would maximize the outage management capability and re-
silience, cost concerns typically prohibit such an approach. In this work, we consider
the fact that the number of switches is much smaller than the number of edges in the
distribution network. This generalizes the problem adopted in our previous work [1].
Our modeling framework is analogous to a job scheduling problem with group soft
precedence constraints on parallel identical machines to minimize the total weighted
energization time. We propose a linear programming (LP) based list scheduling algo-
rithm and a conversion algorithm and analyze their theoretical performances.
Keywords: Disaster management, Power system resilience, Scheduling, Group soft
precedence constraint
1. Introduction
Natural disasters have caused major damage to the electricity distribution networks
and deprived homes and businesses of electricity for prolonged periods. The resulting
damages may also have secondary economic and environmental impact due to unpre-
paredness for such severe events. The recent Hurrican Harvey affected 2.02 million
customers and over 6200 distribution poles were downed or damaged [2]. Physical
damage to grid components must be repaired before power can be restored [3, 4].
Distribution automation (DA) is a key component of smart grids and grid modern-
ization. DA uses digital sensors and switches with advanced control and communi-
cation technologies to automate feeder switching; voltage and equipment health mon-
itoring; and outage, voltage and reactive power management [5]. DA technologies,
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can improve distribution system resilience to extreme weather events, mostly because
of the ability to isolate and locate faults [5]. Such capability is made possible by the
utilization of remote controlled switches (RCS) and communication networks.
In the absence of any isolating switch in the network, power cannot be restored
to any part of the network until all repairs are completed. Presence of a switch on
every edge of a distribution network, on the other hand, would allow for immediate
restoration of power to the unaffected nodes, after the damaged lines have been isolated
by appropriately opening some switches. Cost concerns, however, typically prohibit
such an approach. The American Recovery and Reinvestment Act (ARRA) of 2009
provided DOE with $7.9 billion to invest in smart grid projects, with more than a
quarter on the deployment of DA [5]. This led to the upgrade of 6,500 distribution
circuits out of more than 200,000 in U.S.
In this work, we therefore consider that the number of switches is much smaller
than the number of edges in the network. Once an outage occurs, distribution sys-
tem operators would open the (possibly automatic) feeder switch to avoid the danger
of electrocution by loose ends downstream. After finishing the repairs of the dam-
aged components and making sure there is no safety concern, the upstream switch
can be closed, energizing the customers in between. Therefore, the benefit of RCS is
completely undermined by the potential risk of electrical safety and the functionality
RCS’s is no different than that of manual switches. As a result, the impact of DA on
resilience is mainly determined by the number of switches, no matter whether they are
remote-controlled or manual.
1.1. Related Work
This work falls within the scope of power system resilience. Approaches have been
proposed for scheduling the available repair crews in order to minimize the cumulative
duration of customer interruptions, and applied to general critical infrastructure [6, 7],
distribution networks [1, 8] and transmission networks [9, 10, 11, 12, 13]. To the best
of our knowledge, all previous work implicitly consider the model of a power network
where a switch is installed on each edge. Although the aforementioned work may have
different formulations under various assumptions and practical concerns, they were
shown to be NP-hard in [1, 12]. Many studies rely on mixed integer linear program-
ming to solve the problem [9, 10, 7, 11, 13] and some develop heuristics to speed up
the computation [10, 8]. Due to computational concerns about solving such problems
in real time, they are also modeled in the context of parallel machine scheduling and
solved using approximation algorithms [1] and heuristics [12].
Parallel machine scheduling has been studied in many applications. The problem
resembles the classical parallel machine scheduling problems that considers prece-
dence constraints and minimizes the total weighted completion time. Therefore it is
necessary to clarify the differences that makes the proposed problem new. As we will
explain, the concept of energization time is the result of network flow. By taking advan-
tage of tree topology, it relates to the completion time through Proposition 1. The jobs
can be scheduled in any order without any idleness, unlike the precedence constraints.
But the schedules that do not follow the hierarchical relationship by tree topology might
get a large energization time, or equivalently a large penalty of delay.
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1.2. Our Results
We define the problem of post-disaster repairs in partially automated distribution
networks in Section 2. After introducing the concepts of energization time and group
soft precedence constraints, we model the problem by parallel machine scheduling
problem with group soft precedence constraints to minimize the total weighted ener-
gization time. We present two list scheduling algorithms with performance guarantees.
In Section 3, the list is obtained from the results of the completion time vector linear
relaxation and the algorithm has a performance guarantee of 2. In Section 4, we first
show that the sequencing counterpart can be solved optimally in polynomial time. The
second algorithm uses the optimal sequence as the priority list and the approximation
ratio is shown to be 2 − 1m .
2. Problem Definition
A distribution network can be modeled by a tree network G = (N, L), where N
is the set of nodes and L is the set of edges. The root of G is the only source node.
Each node n is associated with a positive weight, wn, indicating its importance. Node
weights can depend on multiple factors, including but not limited to, the amount of
load connected to it, the type of load served, and interdependence with other critical
infrastructures. An edge in L represents a distribution feeder or some other connecting
component. Figure 1 shows a modified IEEE 123 node test feeder network, divided
into 7 sub-networks (islands) by 6 switches, each illustrated using a different color.
(a) Before partitioning (b) After partitioning
Figure 1: IEEE 123 node test feeder
LetJ denote the set of damaged edges in G and Ji denote the set of damaged edges
in island i. We will slightly abuse the notation J as the set of islands as well. For any
disruption in island i, all nodes in i, as well as all nodes in islands downstream of i, will
lose power due to safety concerns and lack of electrical connectivity. Let p j denote the
repair time for any damaged edge j. We assume perfect knowledge of the set J and
the corresponding repair times. Additionally, we assume that each job is tended to by
exactly one repair team.
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Instead of a rigorous power flow model, we model network connectivity using a
simple network flow model, i.e., as long as a sink node is connected to the source,
we assume that all loads connected to this node can be supplied without violating any
voltage constraint. Without loss of generality (w.l.o.g), we assume that every edge in
G is damaged. If not, the undamaged edges can be assigned a repair time of 0 so that
J = L.
Two different time vectors are of interest: (i) a vector of completion times of line
repairs, denoted by C j’s, and (ii) a vector of energization times of nodes, denoted by
En’s. As indicated earlier, all nodes in an island should be energized at the same time
out of electrical safety concerns. Therefore, we can ascribe an energization time to
island i, EJi and EJi = En, ∀n ∈ Ni.
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Figure 2: Group soft precedence graph, P, for the modified IEEE 123-node feeder shown in Fig. 1(b).
Necessitated by network flow and energization constraints on islands, we now es-
tablish the notion of a group soft precedence constraint, Jx ≺S Jy, which stipulates that
island y cannot be energized unless island x is energized since y is downstream of x
(in a radial topology with a single source, notions of ‘upstream’ and ‘downstream’ are
unambiguous), or equivalently, EJy ≥ EJx . The number of group soft precedence con-
straints is equal to the number of switches in the network. The corresponding group soft
precedence graph, P, can then be obtained by further contracting non-switch lines into
a supernode that represents an island. Fig. 2 shows the group soft precedence graph for
the modified IEEE 123 node test feeder in Fig. 1(b). For notational simplicity, the set of
soft precedence constraints represented by the precedence graph will also be denoted
by P. These soft precedence constraints can be used to characterize the relationship
between the completion times of all jobs in some island J and the energization time of
island J, as follows.
Proposition 1. Let EJ be the energization time of island J, CJ the completion time of
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the last finished job in island J (or equivalently the completion time of island J) and
C j be the completion time of job j. Then:
EJ = max
J′ S J
CJ′ = max
J′ S J
max
j ∈ J′
C j (1)
As discussed above, the node weights can be converted to an equivalent set of
weights on the edges. We can therefore define the weight of an island J as follows:
ωJ :=
∑
j∈J w j. Assuming m identical repair teams, our scheduling framework can be
modeled as a parallel machine scheduling problem with group soft precedence con-
straints in order to minimize the total weighted group energization time, H :=
∑
ωJ EJ ,
henceforth referred to as the cost function, which can be interpreted as the aggregate
harm to the community due to loss of electrical power. A discussion on how this cost
function relates to a measure of infrastructure resilience can be found in [1].
3. LP-based list scheduling algorithm
In this section, we discuss a scheduling algorithm derived from the LP-relaxation
based on a vector of completion times C. For general single machine scheduling prob-
lems, a set of valid inequalities was shown in [14] to be the convex hull of completion
time vectors. A slightly modified set of valid inequalities for general parallel machine
scheduling was proposed in [15], as stated below:
Theorem 1. [15] The completion time vector C of every feasible schedule on m iden-
tical parallel machines satisfies the following inequalities:
∑
j∈A
p jC j ≥ f (A) := 12m
∑
j∈A
p j
2 + 12 ∑
j∈A
p2j , ∀A ∈ J (2)
We now propose the following LP-relaxation model:
minimize
C,E
∑
J∈J
ωJ EJ (3a)
subject to C j ≥ p j, ∀ j ∈ J (3b)
EJ ≥ C j, ∀ j ∈ J ∈ J (3c)
EJ ≥ EJ′ , ∀(J′ → J) ∈ P (3d)∑
j∈A
p j C j ≥ f (A), ∀A ⊂ J (3e)
Eqn. (3b) constrains the completion time of any damaged line to be lower bounded
by its repair time, eqn. (3c) ensures that an island cannot be energized until all repairs
in that island are completed, eqn. (3d) models the group soft precedence constraints,
and eqn. (3e) describes the set of valid inequalities stated in Theorem 1.
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Algorithm 1
Let CLP denote the LP-optimal completion time vector. Define the LP mid points
as MLPj := C
LP
j − p j/2, ∀ j ∈ J . Create a job priority list by sorting MLPj ’s in an
ascending order. Ties are broken according to the group soft precedence constraints
or arbitrarily if there is none. Whenever a crew is free, assign to it the next job from
the priority list.
Next, we discuss a list scheduling algorithm based on the LP-midpoints, similar to
that in [16]. Assume w.l.o.g that:
MLP1 ≤ MLP2 ≤ · · · ≤ MLP|J|, (4)
This implies that the repair list is (1, · · · , |L|). We will start with analyzing the basic
properties of the list scheduling algorithm and the LP relaxation. Let S H and CH denote
the vectors of starting times and completion times of jobs respectively, resulting from
the list scheduling algorithm in Algorithm 1.
Consider any job j from that list. Since jobs 1 to j − 1 are scheduled in order with
no idle times in between, the start time of job j satisfies:
S Hj ≤
1
m
j−1∑
i=1
pi, (5)
With MLPj = C
LP
j − p j/2, we rewrite eqn. (3e) as follows:
∑
j∈A
p j MLPj ≥
1
2m
∑
j∈A
p j
2 , ∀A ⊂ J (6)
Now, for every j ∈ J , we have: j∑
i=1
pi
 MLPj ≥ j∑
i=1
pi MLPi ≥
1
2m
 j∑
i=1
pi

2
, (7)
where the first inequality follows from eqn. (4) and the second inequality follows from
eqn. (6) with A = {1, 2, · · · , j}. Dividing both sides of eqn. (7) by ∑ ji=1 pi and applying
eqn. (5), it follows that:
S Hj ≤
1
m
j−1∑
i=1
pi ≤ 1m
j∑
i=1
pi ≤ 2MLPj (8)
Consequently,
CHj = S
H
j + p j ≤ 2MLPj + p j = 2 CLPj , (9)
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where the last equality follows from the definition of the LP-midpoints MLPj := C
LP
j −
p j/2. Therefore, by Proposition 1 and constraints (3c) and (3d), for all J ∈ J , we have:
EHJ = maxJ′J
max
j∈J′
CHj (10)
≤ 2 max
J′J
max
j∈J′
CLPj (11)
= 2ELPJ (12)
Theorem 2. Algorithm 1 is a 2-approximation.
Proof. It follows trivially from EHJ ≤ 2 ELPJ for all J ∈ J and the fact that the LP
provides a lower bound on the cost of the optimal schedule.
There can be exponentially many constraint (3e) in LP relaxation. The separation
problem for these inequalities can be solved in polynomial time using the ellipsoid
method [14, 15].
4. A Conversion Algorithm
In this section, we first analyze the repair sequence with a single crew to derive
some important insights into the general structure of the multi-crew scheduling prob-
lem. Subsequently, we convert the optimal one-crew sequence into a multi-crew sched-
ule with a bounded performance.
4.1. The case with one repair team, m = 1
First, we claim that the sequencing counterpart can be solved optimally in polyno-
mial time by its equivalency with a known scheduling problem 1 | outtree | ∑ w j C j.
Lemma 1. Single crew repair scheduling in partially automated distribution networks
is equivalent to 1 | outtree | ∑ w j C j, where the outtree precedences are given in the
group soft precedence constraint graph P.
Proof. The proof heavily relies on 2 direct results of Proposition 1. Consider 2 feasible
schedules, S1 and S2,
Claim 1: For a specific island J, if CS
1
J′ ≤ CS
2
J′ for all J
′ s J, then ES1J ≤ ES
2
J .
Claim 2: For a specific island J, if there exists a set of composite jobs B such that
maxJ′∈B CS
1
J′ ≤ maxJ′∈A CS
2
J′ and C
S1
J′ = C
S2
J′ for all J ∈ {J′ : J′ s J}−B, then ES
1
J ≤ ES
2
J .
We will then prove the lemma in three steps.
Step 1: All lines within the same island should be sequenced without interruption.
To see why, suppose that the repair sequence within some island J, { j1, j2, · · · , jn}, is
interrupted by some other job j′ ∈ J′ in the optimal solution; i.e., the optimal sequence
contains { j1, · · · , jk, j′, jk+1, · · · , jn}. We now consider two cases. If j′ is the last job
of its own group J′, then { j′, j1, · · · , jn} has an objective no larger than the original
one. Because compared to the original sequence, CJ′ decreases and CJ along with all
other completion times remains the same, and then all the energization times, accord-
ing to Claim 1, will not increase. If j′ is not the last job of its own group J′, then
{ j1, · · · , jn, j′} has an objective no larger than the original one. Because CJ decreases
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and CJ′ along with all others does not change. Similarly, all the energization times will
not increase.
Step 2: Interchanging the positions of jobs within the same island does not alter the
cost function. This is obvious since all nodes in the island are energized only after the
last line in that island is repaired.
Steps 1 and 2 indicate that the problem is reduced to a single-crew problem with
composite jobs, each one representing an island. The processing time of each compos-
ite job is the sum of the individual repair times of jobs within the island and its weight
is equal to the sum of the individual weights; i.e.,
pJ =
∑
j ∈ J
p j; ωJ :=
∑
j ∈ J
w j. (13)
Step 3: Having shown that the problem reduces to scheduling of composite jobs to
minimize
∑
ωJ EJ , we claim that the optimal sequence of composite jobs must follow
outtree precedence constraints represented by the group soft precedence graph P.
We prove our claim by contradiction. Assume that there exists an optimal sequence,
pi, that does not (completely) follow the outtree precedence constraints in P. Let Jy be
the highest composite job in P that is sequenced after some of its successors in P
and let Jx be one of those successors that appears first in pi. The optimal sequence,
pi, therefore takes the form (S1, Jx,S2, Jy,S3), where S1, S2 and S3 are three possibly
empty sub-sequences. We will construct another sequence pi′ by altering the positions
within (Jx,S2, Jy). We form 2 subsequences of S2 corresponding to 2 kinds of jobs
while retaining the original relative order from S2 in each of the new subsequences,
S2−1 : the jobs whose energization times depend on Jy. This represents the jobs that
are successors of Jy including the successors of Jx.
S2−2 : the jobs whose energization times do not depend on either Jx or Jy. This
represents the jobs that are either predecessors of Jy or on other branches.
Then pi′ takes the form of (S1,S2−2, Jy,S2−1, Jx,S3). Now we start to analyze how the
energization time changes for jobs in each subsequence from pi to pi′.
S3 : The completion time of each composite job in S3 will not be affected by any
permutation prior to it so neither will their energization time.
Jx : In both pi and pi′, its energization time takes the maximum of the completion
times of Jx, Jy and potentially some of its predecessors in S3. Apply Claim 2
with B = {Jx} ∪ {Jy}. More accurately, the maximum of the completion times of
Jy and Jx remains the same and the completion times in S3 do not change. The
energization time of Jx will not change.
S2−1 : The energization time of any composite job J ∈ S2−1 depends on the comple-
tion time of 1) J, Jy, its potential predecessors in S2 ∪ {Jx} and 2) its potential
predecessors in S3. By Claim 2, take B = S2 ∪ {Jx} ∪ {Jy} ∪ {J} and then the
energization time of composite job J in S2−1 will not increase.
Jy : Apply Claim 2 with B = S2−2 ∪ {Jy} and its energization will not increase.
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S2−2 : the completion time of each composite job in S2−2 decreases. The energization
time is not dependent on Jx or Jy and therefore will not increase.
S1 : by construction of Jx, there is no successor of Jy in S1 and therefore no com-
posite job will be affected by change of locations of Jy or Jx or S2−1.
Combining all the facts above, pi′ has a smaller cost. This contradicts the fact of pi being
optimal. Consequently, the optimal sequence must follow these constraints.
4.2. A conversion algorithm and its performance bound
An algorithm for converting the optimal single crew sequence to a multi-crew
schedule is given in Algorithm 2. We now prove that it has an approximation bound
Algorithm 2 Algorithm for converting the optimal single crew sequence to an m-crew
schedule
Treat the optimal single crew repair sequence as a priority list, and, whenever a
crew is free, assign to it the next job from the list. The first m jobs from the single
crew repair sequence are assigned arbitrarily to the m crews.
of (2 − 1/m). We begin with two lemmas that provide lower bounds on the optimal
cost for an m-crew (2 ≤ m < ∞) schedule, in terms of the optimal costs for a single
crew schedule and an ∞-crew schedule. Let H1,∗, Hm,∗ and H∞,∗ denote the optimal
costs when the number of repair crews are 1, some arbitrary m (2 ≤ m < ∞), and ∞
respectively.
Proposition 2. Hm,∗ ≥ 1m H1,∗
Proof. Given an arbitrary m-crew schedule Sm with cost Hm, we first construct a 1-
crew repair sequence, S1. We do so by sorting the energization times of the islands in
Sm in an ascending order and assigning to S1 the sorted sequence of islands. Ties, if
any, are broken according to group soft precedence constraints, or arbitrarily, if there
is none. Within each island, the jobs can be permuted arbitrarily in S1.
Let CJ denote the completion time for island J. By construction, for any two islands
J and J′ such that J′ ≺ J, the completion time for J′ can be no greater than the
completion time for J in S 1, i.e., C1J′ ≤ C1J . Therefore, E1J = C1J .
Next, we claim that E1J ≤ mEmJ , where E1J and EmJ are the energization times of
island J in S1 and Sm respectively. To see why, we first observe that:
E1J = C
1
J =
∑
{J′: EmJ′ ≤ EmJ }
∑
j ∈ J′
p j ≤
∑
{J′: CmJ′ ≤ EmJ }
∑
j ∈ J′
p j , (14)
where the second equality follows from the manner we constructed S 1 from S m and the
inequality follows from the fact that all repair times are non-negative and CmJ′ ≤ EmJ′ ⇒{J′ : EmJ′ ≤ EmJ } ⊆ {J′ : CmJ′ ≤ EmJ } for any m-crew schedule. For any island J, let RJ
denote the set of jobs in all such islands J′ that CmJ′ ≤ EmJ ; i.e., RJ =
⋃
{J′: CmJ′≤EmJ } J
′.
Partition RJ into m subsets, corresponding to the schedules of the m crews in Sm, as
follows: RJ =
⋃m
k=1 R
k
J , where R
k
J is the subset of jobs in RJ that appear in the k
th
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crew’s schedule. It is obvious that the sum of the repair times in each RkJ can be no
greater than EmJ , i.e.,
∑
j ∈RkJ p j ≤ EmJ . Therefore:
E1J ≤
∑
j ∈RJ
p j =
m∑
k=1
∑
j ∈RkJ
p j
 ≤ mEmJ (15)
Proceeding with the optimal m-crew schedule Sm,∗, it is easy to see that E1J ≤ mEm,∗J .
Then,
Hm,∗ =
∑
J
ωJ E
m,∗
J ≥
∑
J∈J
ωJ
E1J
m
=
1
m
H1 ≥ 1
m
H1,∗ (16)
Proposition 3. Hm,∗ ≥ H∞,∗
Proof. This is intuitive since the cost is minimal when the number of repair crews is at
least equal to the number of damaged lines. Formally, in the ∞-crew case, every job
can be assigned to one crew. Therefore, for any damaged line j ∈ J , C∞j = p j and,
by Proposition 1, E∞J = maxJ′ S J
max
j ∈ J′
C∞j = maxJ′ S J
max
j ∈ J′
p j. Also, Cm,∗j ≥ p j = C∞j .
Consequently, Em,∗J = maxJ′ S J
max
j ∈ J′
Cm,∗j ≥ maxJ′ S J maxj ∈ J′ C
∞
j = E
∞
j . Therefore:
Hm,∗ =
∑
J
ωJ E
m,∗
J ≥
∑
J
ωJ E∞J = H
∞,∗ (17)
Theorem 3. Let EmJ denote the energization time of any island J after the conversion
algorithm is applied to the optimal single crew repair schedule. Then:
EmJ ≤
1
m
E1,∗J +
m − 1
m
E∞,∗J .
Proof. Let S mj and C
m
j denote respectively the start and energization times of some job
j ∈ J in the m-crew repair schedule, S m, obtained by applying Algorithm 2 to the
optimal 1-crew sequence, S 1,∗. Also, let I j denote the position of line j in S 1,∗ and
define R j := {k : Ik < I j}. Then:
Cmj = S
m
j + p j (18)
≤ 1
m
∑
i ∈R j
pi + p j (19)
=
1
m
∑
i ∈R j ∪ j
pi +
m − 1
m
p j (20)
=
1
m
C1,∗j +
m − 1
m
p j, (21)
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where the inequality follows from eqn. (5). Using the above result and Proposition 1:
EmJ = maxJ′ S J
max
j ∈ J′
Cmj (22)
≤ max
J′ S J
max
j ∈ J′
1
m
C1,∗j + maxJ′ S J
max
j ∈ J′
m − 1
m
p j (23)
=
1
m
[
max
J′ S J
max
j ∈ J′
C1,∗j
]
+
m − 1
m
[
max
J′ S J
max
j ∈ J′
C∞j
]
(24)
=
1
m
E1,∗J +
m − 1
m
E∞J (25)
Theorem 4. The approximation bound of the single to multi-crew conversion algorithm
in Algorithm 2 is
(
2 − 1m
)
.
Proof. The result follows from Proposition 2, 3 and Theorem 3.
Hm =
∑
J
ωJ EmJ (26)
≤
∑
J
ωJ
[
1
m
E1,∗J +
m − 1
m
E∞J
]
(27)
=
1
m
∑
J
ωJ E
1,∗
J +
m − 1
m
∑
J
ωJ E∞J (28)
=
1
m
H1,∗ +
m − 1
m
H∞,∗ (29)
≤ 1
m
(m Hm,∗) +
m − 1
m
Hm,∗ (30)
=
(
2 − 1
m
)
Hm,∗ (31)
As mentioned in proof of Lemma 1, interchanging positions within the same group
does not affect the scheduling objective in sequencing repairs with one repair team.
And by Algorithm 2, interchanging positions within the same group does not affect the
performance guarantee. In fact, Algorithm 2 does not specify a schedule but rather a
family of schedules.
Recall that Graham’s List scheduling algorithm with arbitrary priority list is a 2− 1m
approximation for makespan minimization. If there is only one island, the problem
is equivalent to minimizing the makespan. Now that changing positions within the
island does not affect the approximation ratio, 2 − 1m is the tightest bound possible for
Algorithm 2.
Although the performance bound could not be improved by finding the best within-
group schedule, the objectives might be improved for some cases.
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5. Conclusion and Future Work
In this paper, we introduced the problem of post-disaster repair scheduling in par-
tially automated electricity distribution networks and solved it by 2 algorithms with
constant factor guarantees on the worst case performances.
The solution approach paves the way for planning the installation of switches in
resilient distribution networks given a budget constraint. And a cost comparison with
the component hardening approach [17] will also be very useful for utilities to make
planning decisions. Another major direction of our future work includes development
of efficient algorithms which can be applied to distribution networks with both nor-
mally closed and normally open switches, allowing for network reconfiguration. This
capability will allow some nodes to be connected to a substation via more than one
path [18].
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