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CHAPTER I
INTRODUCTION
Coherent Scatter Computed Tomography (CSCT)
Coherent Scatter Computed Tomography (CSCT) is an imaging technique that
uses the coherent scattering properties of a material to produce images. In traditional
Computed Tomography (CT), reconstructed 2D tomogram represent the spatial dis-
tribution of the linear attenuation properties of an object relative to the attenua-
tion properties of water. In contrast, CSCT generates images from scattered pho-
tons that reflect the scattering properties of an object. Scattered photons are always
present in any radiographic examination and have generally been an unused source of
information[54].
At photon energies (∼20-140 keV) used in diagnostic radiography, the primary pho-
ton interactions of concern are the photo-electric effect, Compton (incoherent) scatter,
and Rayleigh (coherent) scatter.1 Coherent scatter refers to the elastic scattering of x-
ray photons into a new direction without loss of energy; it is strongly forward-peaked
and dominates over Compton scatter at low scatter angles (0◦ − 10◦)[23]. Coherent
(Rayleigh) scatter is the result of a resonant interaction with the bound electrons of
an atom or molecule. In contrast, incoherent (Compton) scattering occurs when an
1In this work, the term “Rayleigh scatter” and “coherent scatter” are used interchangeably to
describe the phenomenon of photon elastic scatter by atomic electrons. Some purists may object
since Rayleigh scattering is just one type of photon elastic scattering contributing to the total coher-
ent scattering process. Photons may also undergo elastic scattering with the nucleus (i.e., nuclear
Thomson scattering, Delbruck scattering – a radiative correction to nuclear Thomson scattering, and
nuclear resonance scattering)[27]; however, these interactions occur well above the diagnostic energy
range, and thus are of no concern. Hence, the synonymous use of “Rayleigh scatter” and “coherent
scatter” to describe photon elastic scattering with matter.
1
incident x-ray interacts with a free or weakly bound electron where there is a measur-
able amount of momentum transferred, resulting in energy loss and a change in the
direction of the outgoing x-ray.
Due to the fixed spatial arrangement of atoms within a specific molecule, Rayleigh
scatter results in an inter-atomic interference pattern that is characteristic of the
molecular structure; it dominates over Compton scatter at low x-ray energies in low-Z
materials, and in well ordered systems such as crystals, produces well defined interfer-
ence patterns that reveal the underlying unit cell symmetry. In contrast, amorphous
materials do not exhibit distinct point diffraction patterns, but rather exhibit a cylin-
drically symmetric characteristic coherent scatter pattern[14].
Tissue, though not perfectly amorphous, produces a cylindrically symmetric scat-
ter pattern that is determined by its molecular composition. Several investigators
exploited this property to analyze a range of medically relevant materials; examples
include the mineral composition of bone[2, 47] and urinary calculi[9], breast tissue
samples for cancer diagnosis[12, 46], and the extent of cancerous invasion in collagen-
breast tissue[46, 24]. These investigators illustrated the potential clinical utility of
utilizing coherent scatter in medicine.
The acquisition geometry of CSCT requires the detection of photons scattered
in the forward direction from the primary beam path (pencil or fan-beam). Re-
constructed CSCT images are highly dependent upon the angle of photon detection
from the scattering medium. The scatter angle depends on the atomic arrangement
of the scattering centers within a specific molecule and the energy of the incom-
ing photon[23, 16, 15, 17, 55, 60, 61]. For a pencil-beam acquisition geometry, a
cylindrically-symmetric diffraction pattern results because there is no preferential
molecular orientation in amorphous material (see figure I.1). The detected scatter
signals may then be be reconstructed into images, which are indicative of the coher-
ent scatter properties of the scattering object.
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Figure I.1: Detected scatter pattern produced from photon scatter off of a rectangular
2 cm thick paraffin wax sample in a pencil-beam geometry. This particular sample
appears to have been cooled quickly after being formed, which created small crystalline
structures that contributed to the generation of point intensities in the image.
Coherent Scatter Modeling
Rayleigh (coherent) scattering is typically characterized by using the form factor
approximation where the atomic coherent differential cross section (scattering ampli-
tude) per unit solid angle ((dσ/dΩ)coh,a) is written in terms of a coherent scattering
atomic form factor (Fa(x, Z)), which incorporates the atomic electronic configuration,
and the Thomson differential electronic cross section:
(
dσ
dΩ
)
coh,a
=
(
dσ
dΩ
)
T
F 2a (x, Z), (I.1)
where
(
dσ
dΩ
)
T
=
r2e
2
(1 + cos2 θ), (I.2)
is the Thomason differential cross section per solid angle per free electron and θ is the
photon scattering angle. The momentum transfer argument x is defined as:
x =
sin (θ/2)
λ
, (I.3)
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and is dependent upon the incoming photon wavelength (λ) and has units of inverse
length.
From the classical view point, Fa(x, Z) is the Fourier transform of the electron
charge density surrounding the nucleus; it characterizes the effective charge that scat-
ters a photon by modifying (dσ/dΩ)T , and it is calculated from various atomic models
with varying degrees of complexity (e.g., Thomas–Fermi, Hartree, Hartree–Fock, S-
matrix). Tabulated atomic form factor tables are typically reported in terms of x.
The momentum transfer argument, x, plays a fundamental role in scattering the-
ory: all scatter measurements can be reduced to the determination of scatter intensity
for all possible values of x[14]. It relates the incoming photon energy (λ = c/ν) and
photon scatter angle (θ) together into a single variable. For CSCT, the typical mo-
mentum transfer range of concern is 0.5 nm−1 ≤ x ≤ 5 nm−1[17]. Above ∼ 5 nm−1,
free-atom behavior is observed where interference effects are due to intra-atomic elec-
trons.
To allow particle transport Monte Carlo systems (e.g., GEANT4, EGS4, EGS5,
EGSnrc, MCNP) to treat compounds and mixtures generally, the total molecular co-
herent scatter cross section, σcoh, and Fmol(x) are calculated from tabulated atomic
data as a weighted sum of the individual atomic constituent. Specifically, the molec-
ular form factor for a given compound is calculated as a weighted sum of individual
atomic properties:
F 2mol(x) =
∑
i
ρiF
2
a (x, Zi), (I.4)
where Fmol(x) is the coherent scatter molecular form factor, x is the momentum trans-
fer argument, ρi is stoichiometric ratio of the ith element in the molecule/mixture/compound,
and Fa(x, Zi) is the atomic form factor for ith element.
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This method of calculating F 2mol(x) is known as the independent atomic approx-
imation (IAA) method. Although accurate at high momentum transfer, at low mo-
mentum transfer the IAA fails to correctly model the interference effects of coherent
scatter[23, 7, 32, 31, 51, 41]. The IAA approach only accounts for coherent scat-
ter from intra-atomic electrons; it does not incorporate inter-atomic coherent scatter
from other atoms in a molecule, which are present in empirical diffraction data at low
momentum transfers[51, 57, 58]. Leliveld (1996) illustrated the pronounced discrep-
ancies between IAA calculated molecular form factors and the empirical molecular
form factor data of Morin (1982)[37] and Kosanetzky (1987)[29].
Most particle Monte Carlo systems use the IAA method to determine form fac-
tors and coherent cross section for materials; however, EGS4[32], EGSnrc[41], and
EGS5[18] can use user-supplied empirical molecular form factors (F 2mol(x)) and co-
herent scattering cross sections (σcoh ), which incorporate the inter-atomic interfer-
ence effects of coherent scatter at low angles. Analytically, integrating the F 2mol(x)
with the (dσ/dΩ)T yields the total molecular coherent scatter cross section, σcoh =∫ pi
0 (dσ/dΩ)T F
2
mol(x)dθ, which is the probability of a photon to undergo a coherent in-
teraction in a particular material. Although no single repository exists for measured
molecular form factors, several authors have compiled empirical data on medically
relevant materials[11, 12, 42, 44, 46, 47, 49, 24, 57, 58, 22, 10, 57, 59]. In this work
we have chosen to use the coherent scatter molecular form factors and cross sections
that were supplied with the EGS5 distribution.
Coherent scatter theory in CSCT
Tomographic image reconstruction from coherent scatter patterns was first devel-
oped by Harding (1985, 1987). What follows is a description of his theory as modified
by Westmore (1997) and shortened by Batchelar (2002). Figure I.2 is the pencil-beam
geometry used to explain the acquisition geometry.
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Figure I.2: Pencil-beam geometry illustrating forward azimuthal isotropic photon
scattering from an amorphous object.
The number of x-ray photons dN(θ) scattered at angle θ into the detector element
dA from the segment dl located at a distance l within the object is described as
dN(θ) = N0Tp(l)n0(l)
(
dσ
dΩ
[l, x(θ, l)]
)
tot
∆Ω(θ, l)Ts(l)dl +M, (I.5)
where N0 is the number of primary beam incident photons, Tp(l) is transmission
fraction of primary beam photons to object element dl, n0(l) is number of scatter
centers per unit volume at l, x(θ, l) is momentum transfer for object element at l,
∆Ω(θ, l) is solid angle subtended by detector element dA, Ts(l) is transmission of
scattered beam from l to dA, M is multiple scatter component, and (dσ/dΩ)tot is
the combined coherent and incoherent differential cross section per unit volume per
scattering center,
(
dσ
dΩ
)
tot
=
(
dσ
dΩ
)
coh
+
(
dσ
dΩ
)
inc
, (I.6)
where (dσ/dΩ)coh is the differential coherent cross section, and (dσ/dΩ)inc is the dif-
ferential incoherent cross section. A series of simplifying assumptions transforms
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equation I.5 into a more manageable equation for image reconstruction purposes.
These are:
• The multiple scatter component, M, can be neglected or removed if the object
size is < ∼ 3 half value layers[61].
• Attenuation is identical for all path lengths through the object, that is, N0TpTs =
Nt is a constant and equal to the number transmitted through the object[61].
• The l dependence of x and ∆θ is negligible when the object-detector separation
is large compared to object size (L& l)[61].
With these assumptions, the number of x-ray photons scattered into the detector
element dA from object element dl is
dN(θ) ≈ Ntn0(l)
(
dσ
dΩ
[l, x(θ)]
)
tot
∆Ω(θ)dl, (I.7)
where each scatter pattern measured by the area detector is just the integration of
the x-ray fluence over each detection element. The scatter fluence at dA from object
element dl is dΦ(θ) = dN(θ)/dA.
Since amorphous materials produce azimuthally symmetric diffraction patterns
(see figure I.1), analysis of how many photons are scattered into the ith annulus of
width dr on the detector from object element dl may be written as
dNi ≈ Ntn0(l)
(
dσ
dΩ
[l, x(θi)]
)
tot
∆Ωidl (I.8)
The total number of scattered x-ray photons in the ith annulus is found by integrating
along the path length l through the object:
Ni ≈ Nt∆Ω
∫
l
n0(l)
(
dσ
dΩ
[l, x(θi)]
)
tot
dl (I.9)
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Normalizing this equation by the unit solid angle per transmitted x-ray (∆ΩiNt)
yields:
Qi =
Ni
∆ΩiNt
≈
∫
l
(
dσ
dΩ
[l, x(θi)]
)
tot
dl =
∫
l
γ[l, x(θi)]dl (I.10)
where
γ[l, x(θi)] = n0(l)
(
dσ
dΩ
[l, x(θi)]
)
tot
(I.11)
is the differential linear coherent-scatter coefficient per unit solid angle. The quantity
Qi ≈
∫
l γ[l, x(θi)]dl is similar in form to the measured projection line profile, P =∫
l µ(l)dl, in conventional CT imaging, where µ(l) is the linear attenuation coefficient.
Since coherent scatter dominates over incoherent (Compton) scatter at low scat-
tering angles (θ ∼ 10o)[23], the total differential cross section effectively equals the
coherent differential cross section, (dσ/dΩ)tot ≈ (dσ/dΩ)coh, which implies that the
differential linear coherent scatter coefficient γ[l, x] is representative of the differential
coherent scatter coefficient (dσ/dΩ)coh:
γ[l, x(θi)] = n0
(
dσ
dΩ
[l, x(θi)]
)
coh
. (I.12)
Every ith annulus is essentially a separate data channel from which the signal
detected can be used to reconstruct i separate images. However, in principle it is not
necessary to integrate the total signal in an annulus since the detector elements can
take any shape[61].
Additionally, since the form of Qi (equation I.10) is similar to the projection
profile in conventional CT imaging, P =
∫
l µ(l)dl, the variance, vari{γ}, in every
i reconstructed image should also be similar in form[61]. As stated by Westmore
(1997), the variance in the reconstructed value of the differential linear coherent scatter
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coefficient at the center of the image is
var{γ[x(θi)]} = pi
2Wγ[x(θi)]
12m∆ΩiNta2
. (I.13)
where a is the pixel dimension in the reconstructed image, m is the number of pro-
jection angles, W is the object width, and where l = 0 at the image center (l ranges
from −W → W ). Since it is assumed that the number of photons scatted into the ith
detection element follows Poisson statistics, the SNR is calculated to be
SNRi =
γ[x(θi)]√
var{γ[x, (θi)]}
=
√
12γ[x(θi)]m∆ΩiNta2
pi2W
. (I.14)
These equations demonstrate that CSCT reconstruction may be performed in the
same manner as conventional CT image reconstruction and provide the foundation
for the experiments performed in this work.
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CHAPTER II
VERIFICATION OF COHERENT SCATTER MODELING IN EGS5
Introduction
EGS5 is designed to simulate the transport of electrons and photons in the energy
range of few keV to several hundred GeV (depending on the atomic number of the
target material) in an arbitrary geometry. For Rayleigh scattering, EGS5 uses the
total coherent scattering cross section data for elements 1 through 100 determined
by Storm and Israel[56]. For modeling interference effects, EGS5 uses pre-computed
coherent cross sections and empirical form factors.
At the present tme, EGS5 has available seven medically relevant materials: water,
blood, fat, liver, muscle, kidney, and plastic (poly-methyl methacrylic, PMMA)[18].
A plot of the EGS5 form factor and coherent scatter cross section data shows it to be
consistent with the Peplow and Verghese (1998) data set, and for water, the data is
consistent with the Morin (1982) data tables[37]. EGS5’s ability to simulate Rayleigh
scattering from liquid water has been shown to produce excellent agreement with
empirical measurements [39].
Before investigating CSCT in a simulated environment, it was necessary to verify
the reliability of EGS5 simulations to reproduce experimental molecular interference
effects due to coherent scattering. A pencil-beam acquisition geometry was used to
record the scatter pattern produced from three different 1 cm thick samples (liquid
water, beef fat, and beef muscle). Laboratory and simulated normalized angular
scatter distributions were then compared utilizing statistical methods in order to
quantify their similarity.
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Method: Pencil-beam geometry
Laboratory setup
The laboratory photon source was a GE Senographe 600T Senix H.F. mammog-
raphy unit with a molybdenum anode, a 0.3 mm focal spot, an x-ray tube window
of 0.8 mm of Beryllium, and an operating range of 22 - 49 kVp and 4 - 600 mAs.
The unit’s molybdenum and aluminum filters were removed along with the unit’s lead
collimators and replaced with custom pin-hole Pb collimators. These collimators con-
sisted of three separate 2 mm thick sheets of lead with a single pin-hole opening in the
center of each sheet. The pin-hole openings of 5 mm, 3 mm, and 4 mm were aligned
with the primary beam axis and the sheets positioned at 17 cm, 20 cm and 25 cm
from the tube focal spot, respectively. This was done in order to collimate the beam
down to a 4 mm diameter pencil-beam at the surface of the sample and to minimize
its divergence, while simultaneously allowing enough photon flux to reach the object
to interact and generate a scatter pattern on the detector during its brief exposure
period. Figure II.1 illustrates the laboratory pencil-beam acquisition geometry. The
tube was operated at 600 mAs and 32 kVp. While no spectral measurement was
obtained for the x-ray tube, it was assumed that the tube did not differ significantly
from published molybdenum energy spectrums, such as those published by Boone et
al (1997).
A flat panel amorphous selenium mammography detector (LMAM, Anrad, Mon-
treal, Canada) with a pixel pitch of 85 µm and an image matrix of 3585 x 2816 pixels
was used to measure the scattered x-rays. The detector operated with a bias voltage
of 2000 V and had a maximum active exposure time window of 7 seconds during
which an exposure could be recorded. Prior to every exposure, the detector software
recorded the detector dark current and applied a correction to the x-ray generated
photocurrent. It was assumed that the detector response was linear with mAs and
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Figure II.1: Pencil-beam geometry illustrating forward azimuthal isotropic photon
scattering from an amorphous object. L = distance from center of the object to the
detector plane, D = distance from source to the center of the object, θ is the photon
scattering angle, R = is the distance a scattered photon traveled from the scattering
volume to the detector. A lead disk was positioned on detector in order to block
un-attenuated primary beam photons from being recorded by the detector, hence the
absence of signal in the middle of the detector plane.
uniform over the kVp range used for the experiment. To avoid over-ranging the de-
tector when using a 600 mAs technique, a 1 mm thick lead disk was used as a beam
stop to block any un-scattered primary beam photons. This allowed use of the full
digital dynamic range (13 bits) to be allocated to the scattered radiation detection.
As mentioned previously, 1 cm thick samples of beef fat, beef muscle (sirloin cut),
and purified liquid water were used. The beef fat and muscle samples were obtained
at a local grocery store and cut into roughly 5 cm x 4 cm rectangles that were 1± 0.1
cm thick. The beef muscle was positioned such that the axis of the x-ray beam
was perpendicular to the muscle grain. For liquid water, the sample was contained
by a 0.2 mm thick nitrile container with the total sample thickness along the x-ray
transmission axis being 1 ± 0.1cm. Blank samples taken with only the thin nitrile
container produced no measurable scatter above that produced by air alone, therefore
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no container correction to the water scatter data was applied. The center of all samples
were located 27.8± 0.2 cm from the detector surface.
Simulation setup
For the simulation, an x-ray spectrum generated using the MASMIP (molybdenum
anode spectral model using interpolating polynomials) technique published by Boone,
Fewell, and Jennings[4] was used as an approximation to the laboratory source photon
energy spectrum. In order to simplify coding the source, the primary beam was
considered to be non-diverging; the simulated x-ray beam consisted of parallel rays
directed along the source-to-detector axis with an area density that was Gaussian
distributed with a FWHM of 3.4 mm in diameter. A visual representation of the
source energy distribution and photon areal density is illustrated in figure II.2.
The simulated detector was modeled as a single block of selenium with dimensions
of 20 cm x 20 cm x 1 cm. X-ray photons that reached the plane of the detector were
terminated and had their energy, direction vectors, and positions recorded; positions
were addressed into a 200 x 200 image matrix. This aspect made the simulated
detector a photon counter and not an energy integrator like the laboratory detector,
which generated a signal based on the amount of electron-hole pairs created in the
solid state photoconductor medium by an interacting x-ray photon. However, the
focus of the simulation was not to model detector performance, but to determine
whether or not the methods used in EGS5 properly modeled coherent scatter from
various materials.
The source was positioned 60 cm from the face of the detector and 30 cm from the
center of a 10 cm x 10 cm x 1cm sample targets. Using the energy spectrum in figure
II.2 (a), a total of 555,547,036 photons were shot at each sample, this corresponded
to a maximum of 1×108 photons at 17.5 keV. The detected scatter pattern was then
processed for comparison with the laboratory data.
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Figure II.2: Source characteristics.
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due to the lead beam stop on the detector attenuating incoming x-rays.
Measurement processing
Laboratory Data
Multiple images were obtained and averaged to achieve comparable noise level with
and without samples in the beam path. The National Institutes of Health’s public
domain software ImageJ[1] was used to make measurements on the 2D images. A
rectangular ROI (1.1 mm x 146.7 mm) was used to extract a scatter profile in the
same location on each image. The ROI spanned an angular range from zero degrees
(center of the primary beam) to 27.7 degrees (edge of the image). Within each ROI
the signal was averaged along the shortest dimension. The ROI measurements for
each sample were used to calculate a sample average signal profile and its associated
standard deviation at each angular location. The standard deviation served as the
measure of uncertainty in the signal. All calculations used standard propagation of
error methods. Uncorrected average scatter signal profiles are plotted in figure II.3.
Signal profiles generated from Air-only images (referred to as blank from here on)
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were multiplied by a correction factor and then subtracted from each average material
signal profile. This was necessary in order to correct each material signal profile
for scatter due to beam geometry effects (i.e., beam divergence and asymmetry). A
separate correction factor was determined for each of the three material by calculating
the sample-to-blank scatter signal ratio in angular region of 4 to 6 degrees. As can
be seen in figure II.3, in this angular region the fat sample produced a higher scatter
signal than did the blank; therefore, the constant was set to 1.0 and the entire blank
signal was subtracted from the fat signal to generate a corrected scatter profile, which
now represents the scatter in this region due to sample only. An example of a corrected
laboratory signal profile are plotted in figure II.4 (a). Each profile was normalized by
the maximum fat scatter signal in order to preserve in the plot the relative amount of
scatter each sample produced. Plotting the normalized signal was chosen over plotting
the relative probability, since it made it more manageable to statistically compare the
laboratory and simulated distributions due to their unequal grid sampling in scatter
angle, although the relative probability could have been selected as long as the scatter
angle integral range was the same for both the laboratory and simulated data sets.
Simulated Data
Simulated data was processed in a similar manner as the laboratory data. For
each material and the blank, a total of eight sample signal profiles were combined
to generate an average sample signal profile. These simulated profiles were corrected
by the simulated blank and are shown in figure II.4 (b). For the this data set, the
simulated lead beam stop covered a larger detector area. The zero signal region
extends up to 4 degrees; in comparison the laboratory data zero signal region extended
only to about 3 degrees.
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Figure II.4: Scatter data profiles.
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Distribution Comparison
The corrected profiles (distributions) in figure II.4 (a) and (b) were compared to
each other using several statistical methods to measure the goodness of fit. The use of
several methods to compare experimental and simulated results provided greater confi-
dence that the observations were valid. The MATLAB c©[34]statisticaltoolboxwasusedtoperformallstatisticalcalculationsandgenerateplots.
Since each laboratory distribution contained 1727 scatter angle measurements cov-
ering 27.7 degrees and each simulated profile only had 100 measurements covering 33.4
degrees, the laboratory distribution was sampled by linear interpolation on the same
grid as the simulated data. No extrapolation was performed for scatter angles larger
than 27.7 degrees. Therefore, all statistical measures of distribution similarity oc-
curred for angles ≤ 27.7 degrees where the laboratory and simulated data overlap.
The comparison of the interpolated empirical values and associated simulated val-
ues is plotted in figures II.5(a) to II.7(a). The uncertainty in an empirical measurement
is shown as an error bar, which indicates plus or minus one standard deviation. The
plots were normalized by the maximum signal in each distribution.
The Q-Q plot (quantile-quantile plot) is a graphical statistical goodness-of-fit
method that allows two distributions to be compared by plotting their quantiles
against each other. Quantiles are the set of values that a random variable can take at
regular intervals from a cumulative distribution function (CDF), which separate an
ordered data set into separate data subsets of roughly equal size[62]. Quantiles are
the boundary location between consecutive subsets. Generally, Q-Q plots are used to
compare theoretical models and experimental data, providing a graphical “goodness
of fit” Q-Q plots for the fat, muscle, and water samples are plotted in part (b) of
figures II.5 to II.7, respectively.
The scatter plot provided a quick visual estimate of similarities between profile
distributions. A standard scatter plot of the sorted (ordered) laboratory and simulated
distributions is shown in part (c) of figures II.5 to II.7, respectively. A line of slope one
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is plotted as a visual reference illustrating virtual linearity of the data when compared
with each other.
A paired t-test was performed between the laboratory and simulated distributions
to determine whether their values come from parent distributions with the same mean.
This test served as a rather rough estimate of similarity, since it condensed the entire
profile into a single metric for comparison without concern for the profile’s shape.
Since the t-test is not as detailed as the other tests performed, it can provide an ab-
solute check on non-similarity since it compares the means of the two distributions[3].
That is, if the p-value had been low (p < 0.05) then the profiles would have to have
been grossly mismatched and the other more detailed sensitive statistical tests would
not have indicated profile similarity. Results are listed in II.1 located in the Results
section for this and two other statistical tests.
The Kolmogorov-Smirnov test (K-S test) is a nonparametric test for the equality
between two different empirical distributions. Since it quantifies the difference between
two different empirical cumulative distributions, it is sensitive to both differences in
position and shape between the two samples[13]. The hypothesis that two empirical
cumulative distributions are similar is rejected if the p-value < 0.05.
The final statistical test performed was the Anderson-Darling test (A-D test). The
A-D test is a nonparametric test that quantifies the square of the difference between
two empirical CDFs[13]. It is considered more stringent than the K-S test since it
gives more weight to the tails of the distributions, thus making it more sensitive to
outliers. Like the K-S test, p-values < 0.05 indicate the two empirical distributions
are not similar.
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Results & Discussion
Lab/sim comparison: poly-energetic beam
The results of the laboratory and simulated experiments are analyzed in this sec-
tion. Table II.1 summarizes the three statistical tests quantifying the degree of sim-
ilarity between the laboratory and simulated data. Comparison plots of the angular
scatter distribution due to coherent photon scatter from three different materials are
shown in figure II.4. The extraneous laboratory data point plotted at ∼3 degrees in
part (a) of figures II.5 through II.7 is an artifact of scatter around the beam stop. It
emerged when interpolating the laboratory data on the same grid as the simulated
data for comparison purposes. Over all, the simulated data was found to be in good
agreement with laboratory measurements as illustrated visually in figures II.5 through
II.7 and as quantified in table II.1. For the statistical metrics calculated in table II.1,
an entire laboratory scatter profile, which consisted of 1727 scatter measurements per
material, was compared to its associated simulated profile.
Table II.1: Statistical comparison between laboratory and simulated angular scatter
distributions.
Statistical Test
t-test Kolmogorov-Smirnov Anderson-Darling
Sample (p-value) (p-value) (p-value)
Beef Fat 0.965 0.485 0.318
Beef Muscle 0.900 0.885 0.627
Water 0.636 0.695 0.411
Fat
The fat data set has the lowest measurement uncertainty due to its high scattering
and low attenuation properties. The molecules of fat, triglycerides, tend to be large
molecules composed of long chains of hydrogen and carbon. These long chains can
order themselves through intermolecular forces to compose relatively layered ordered
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Figure II.5: (a) Comparison of laboratory and EGS5 simulated photon scatter dis-
tribution from 1cm of beef fat. Laboratory data plotted as dots with error bars
representing one standard deviation of the measured data. Simulated data plotted as
a continuous stair step. (b) Quantile - Quantile plot. (c) Scatter plot.
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structures. It is this aspect which gives fat a more distinctive scatting profile than
that of either muscle or water.
The distribution in figure II.5 shows a slight mismatch between the simulated
and laboratory data for scatter angles 11 to 16 degrees. The simulated data in this
region tends to under estimate the amount of scatter. It is possible that the degree of
hydration in the fat sample may be slightly lower than the fat samples that were used
by Peplow et al. (1998) to determine the form factors for fat. In figure II.4(a & b),
between 12 and 18 degrees, the water and muscle signals are just below the fat signal.
It is conceivable that a more hydrogenous fat sample may lead to an increased scatter
signal in this region. In addition, the slightly wider and diverging laboratory beam
may contribute more photons to higher scatter angles than does the simulated parallel
beam. For example, photons traveling on an upward trajectory will scatter to high
angles compared to those traveling parallel to the source-object axis. The over shoot
in the simulated data fat data manifests itself clearly in the Q-Q plot, figure II.5(a),
where the quintile data points drift to the simulated data axis side of the dotted line.
The effects of the mismatch are seen in the K-S test for fat (table II.1), where the
p-value for fat is lower than the that for water or muscle.
The scatter plot in figure II.5(c) illustrates a nearly linear relationship except at
the lower angles, where the scatter around the laboratory beam stop has influenced
the weighting towards the laboratory data side of the line. The t-test indicates a high
degree of similarity between the profile means. All tests in table II.1 indicate that the
simulated scatter distribution matches the laboratory scatter distribution for beef fat.
Muscle
Figure II.4 shows a subtle difference in the relative position of the scatter profile
for muscle and water. An examination of figure II.4(a) shows that the muscle scatter
signal is drawn in the direction of the fat scatter peak for the laboratory samples.
A similar trend is noticed in the simulated muscle signal in figure II.4(b), where the
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Figure II.6: (a) Comparison of laboratory and EGS5 simulated photon scatter dis-
tribution from 1cm of beef muscle. Laboratory data plotted as dots with error bars
representing one standard deviation of the measured data. Simulated data plotted as
a continuous stair step. (b) Quantile - Quantile plot. (c) Scatter plot.
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muscle signal remains slightly higher than water signal at angles below the water
peak. Just beyond the muscle scatter peak, the muscle and fat signals are roughly
equivalent, after this point the two sample signals begin to diverge with the fat signal
remaining higher in both data sets. The most probable explanation is that the beef
muscle sample for the laboratory experiment contained a larger percentage of fat than
did the beef muscle samples that were used to generate the form factors for EGS5.
This may also explain why in figure II.6(b) the simulated profile tracks closely with the
measured data except around 8 degrees, where the laboratory signal is slightly higher
that the simulated signal. It may also be due to noise in the laboratory data as the
simulated profile appears to be within the two standard deviations of the laboratory
measurements.
Examination of figure II.6(a) reveals a noisier measured signal compared to the
fat measurements in figure II.5(a). Muscle is composed of many different molecules
that are not as strongly ordered to reinforce coherent scatter to the degree that fat
molecules are, hence the lower scatter signal compared to fat in both laboratory and
simulated cases. The Q-Q plot does show a subtle undulation along the unit slope
line, which indicates that there are regions where the simulated data measures higher
than the laboratory, and vice versa. However, the Q-Q plot for muscle (figure II.6(b))
shows an over all tighter agreement than do the fat quantiles. Also, the muscle scatter
plot remains essentially linear except for the extraneous measured data point due to
scatter around the beam stop. The statistical test results in table II.1 all indicate
that the laboratory and simulated distributions are similar.
Water
In addition to the water - muscle profile differences mentioned in the previous
section, there exists difference in the laboratory/simulated data sets between water
and fat. In the laboratory data set, figure II.4(a), the water profile remains below
the fat profile at all scatter angles. In the simulated data set, figure II.4(b) between
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Figure II.7: (a) Comparison of laboratory and EGS5 simulated photon scatter dis-
tribution from 1cm of water. Laboratory data plotted as dots with error bars rep-
resenting one standard deviation of the measured data. Simulated data plotted as a
continuous stair step. (b) Quantile - Quantile plot. (c) Scatter plot.
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12 to 16 degrees, the water profile is above the fat profile. As mentioned previously,
these differences are likely due to the differences in the amount of hydration and/or
fat content in the non-water samples.
Figure II.7 illustrates the similar properties as the muscle scatter data. The lab-
oratory measurements are noisier than the fat measurements, and like the muscle
profiles, are slightly higher than the simulated measurements in the region of 8 de-
grees. Again, this may be due to noise in the laboratory measurement, but since
there is close agreement with the remaining data points in both the water and muscle
profile, this could indicate that there is a slight discrepancy in processing the raw data
profiles or in simulating scatter on the lower scatter angle side of the scatter peak.
Given that the laboratory/simulated data match for higher angles, and that at scatter
angles below the scatter peak the fat profiles (figure II.5) match remarkably well, it
appears that the corrections applied to the scatter signal for beam geometry effects
are the cause. Extending the uncertainty in the measured data to two standard devi-
ations encompass the simulated profile. The Q-Q plot, (figure II.7(b)), shows a subtle
undulation about the unit slope line like the muscle data. The scatter plot shows
tight agreement, but with a slight weighting towards the laboratory data. Again the
statistical measures in table II.1 support equivalency of the distributions.
Conclusion
The EGS5 simulations utilizing embedded empirical form factor for coherent scat-
ter were found to reproduce the independently measured experimental scatter profiles
from three 1 cm thick samples (beef fat, beef muscle, and water) for a polyenergetic
source. Statistical measurements of the goodness-of-fit confirmed that the simulated
scatter profiles are in agreement with laboratory scatter profiles. From the results it
is concluded that the form factors used in EGS5 are appropriate for use in simulations
to model coherent scatter effects for beef fat, beef muscle, and water.
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CHAPTER III
EGS5 CSCT SIMULATIONS: PART I
Introduction
In Chapter II, a comparison of the laboratory and simulated scatter measure-
ments for select materials indicated that EGS5 properly modeled coherent scatter
interactions. In this chapter, the previously described pencil-beam geometry is used
to compose a discrete fan-beam CSCT acquisition geometry. That is, a 2D fan-beam
was composed of a number of individual 1D pencil-beams. The manner in which the
simulation was performed essentially mimicked a system with “perfect” post-scatter
collimators positioned at the detector face, which did not permit lateral photon scat-
ter detection. A description of how this simulated geometry is achieved is explained
in the next section. Extension of the scatter acquisition geometry to a fan-beam setup
permitted the investigation of 2D coherent scatter data acquisition in a more relevant
CT geometry.
Figure III.1 illustrates the simulated scatter pattern generated from a 32 kVp
molybdenum spectrum x-ray beam impinging on 1 cm thick sample of water. The
fan-beam produced the scatter line pattern in Figure III.1(b), which is essentially com-
posed of individual pencil-beams annular scatter patterns, where the annular scatter
patterns are reenforced to form the peak scatter lines above and below the fan-beam
plane. Without post-scatter collimators, it is difficult to determine the location from
which a scatter event occurred. Post-scatter collimators restrict the scatter in object
space, which permits the reconstruction method described in Chapter I to be used.
All current multi-slice CT scanners use an area-wide detector along with an area-
wide-beam source, see figure III.2(a). Source collimators are adjusted in the z-
direction (along the bore-axis direction) to permit the acquisition of a variable number
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(a) Mo 32 kVp pencil-beam sim-
ulated scatter pattern produced
from 1 cm of water.
(b) Mo 32 kVp fan-beam sim-
ulated scatter pattern produced
from 1 cm of water with no post-
scatter collimators. The intensity
of the scatter between the princi-
ple line peaks is due to lateral scat-
ter. Post-scatter collimators elim-
inate this phenomenon.
Figure III.1: Pencil and fan-beam scatter patterns
of transaxial-slices during a single rotation of the x-tube. By collimating the x-ray
area-wide beam in the z-direction into a thin fan-beam, a multi-slice scanner can be
made to mimic the acquisition geometry of a single-slice CT scanner. In this geometry,
with an area-wide detector, the detection of photons scattered out of the thin fan-
beam plane is possible. Currently, all clinical CT scanners reject photons detected
outside the specified slice width. In principle, area-wide detector elements located
above and below the fan-beam plane could be used to detect scattered photons for
use in CSCT image reconstruction, see figure III.2(b). This chapter explores this
possibility through EGS5 simulations.
Method
The segmented fan beam simulation geometry described in this section is also the
same setup used for the experiments in Chapter IV with a few minor exceptions,
which are noted in the next chapter. One of the most import differences between the
28
(a) Side view of fan-beam plane: source and detector geometry for three CT
systems. Gray detector elements in the CSCT geometry detect out-of-fan-beam-
plane scatter.
(b) Oblique view of fan-beam CSCT geome-
try sans post-scatter collimators, which pre-
vent lateral scatter detection.
Figure III.2: Multi-element detector configuration
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experiments in this chapter and the next is the difference in heterogeneous phantoms
used. This chapter used a 3-material phantom, while Chapter IV used a 4-material
phantom.
A total of three different phantoms were utilized in this chapter:
1. 10-cm diameter, heterogeneous, cylindrical phantom, labeled phantom#1.
2. 10-cm diameter, homogeneous, cylindrical phantom composed of beef fat.
3. 5-cm diameter cylinder composed of muscle.
Heterogeneous Phantom #1
Phantom #1 was composed of beef fat with two embedded 3.75 cm diameter
cylinders, one composed of beef muscle and the other with air, figure III.3.
Figure III.3: Phantom #1; 10 cm outer diameter.
The materials in this phantom were selected due their distinct scattering proper-
ties, which allowed separation of the material scatter peaks. Fat scattered at a lower
angle than muscle, which allowed for identification of the material based on scatter
angle. The results section contains an illustration of this property that will make this
more clear. Table III.1 lists the composition of the materials used.
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Segmented Fan Beam Geometry
Multiple simulated fan-beam geometry experiments were performed to investigate
the affects on CSCT image quality due to three principle variables (scatter material,
photon energy, and number of photons). Several CSCT images were generated for
various monoenergetic beams for phantom #1, a 10-cm diameter phantom. Filtered
back projection (FBP) was used to reconstruct all CSCT images.
EGS5 was used to generate scatter projections from four mono-energetic beams
(30, 50, 70, and 90 keV) for a 10-cm diameter cylindrical phantom composed of fat
enclosing two off-axis 3.75 cm diameter cylinders (one of muscle and the other of
air)[33]. The axes of the muscle and air cylinders are parallel to the axis of the fat
cylinder. The central axis of the phantom was positioned 30 cm from the x-ray source
and 30 cm from a cylindrical detection arc composed of Se (figure III.4(a)).
For the fan-beam geometry, the x-ray source had a vertical FWHM Gaussian
intensity distribution of 3.4 mm. The peak intensity of the source was coplanar
with the center of the semi-cylindrical detector array (dotted line in figure III.4(b)).
The detection plane consists of a 175 x 577 (row, column) array of 1mm2 photon-
integrating elements with 100% detection efficiency, positioned on a 55 ◦ cylindrical
arc at a distance of 60 cm from the source.
The fan-beam geometry was simulated by re-directing the beam toward each of the
detector columns along the 55-degree arc. The manner in which the simulation was
executed effectively simulated post-scatter collimation slits oriented parallel to the
axis of the cylindrical phantom and separating each vertical column of the detector
array (figure III.5).
Performing the simulation in this manner allowed for simpler coding of the geom-
etry by reducing the number of objects to code for (i.e., collimator vanes and other
detection elements) and also reduced the amount of memory and time necessary to
run simulations.
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60cm
30cm
detection elements
577 −− 1mm wide
Overhead View
55 degrees
10cm
adipose
Source muscle
air
(Horizontal − coplaner with source)
Phantom
(a) Overhead view of simulation geometry (not to scale);
source is coplanar with 577 central detection elements as
shown in figures III.4(b) and III.5.
17.5cm
60cm
175 −− 1mm high
detection elements
scattered
Cylindrical Phantom
30cm
scattered photon
photon
scatter angle
10cm
x−ray source, 3.4 mm FWHM
Gaussian distributed 
(vertical plane slice: source−to−detector)
Side View
(b) Side (vertical plane) view of simulation geometry
(not to scale); one of 221 simulation runs per angular
sample.
Figure III.4: Fan-beam geometry
Specifically, the simulation partitioned a fan beam setup into individually separate
vertical spatial segments. Photon transport only occurred within a rectangular space
with dimensions 1 mm wide x 175 mm high x 700 mm long. The transport space
included the source as it swept through the phantom and intersected the detection
plane, see figure III.5. Photons were only transported if they remained in this defined
volume. Unlike a full-fan beam geometry with an associated area-wide detector and
no post-scatter detector collimators, the restricted transport space ensured that the
individual detector columns recorded only scatter from the object within the transport
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ztransport allowed
phantom
sweep of transport space through object
x
y
space where photon
source
fan beam plane
active detector column
(nth column)
scattered photons
above & below fan plane
on cylindrical plane
detector
Oblique view
(not to scale)
Figure III.5: Oblique view of simulation geometry (not to scale); source is coplanar
with 577 central detection elements. The photon transport space is defined as a
rectangular space with dimensions 1 mm wide x 175 mm high x 700 mm long. This
corresponds to dimensions of a single detection column and the distance from the
source to the detector elements plus 10 cm.
region and no lateral scatter by other portions of the object located outside this region.
When the data from the individual detector columns are combined into a single 2D
data set, the setup essentially mimics a full fan beam source with perfect post-scatter
lateral collimation.
The range of scatter angle acceptance at a particular detector element from an
extended object is greatest for those elements located at the top and bottom of the
detector array (±8.75 cm above the central detector plane, which corresponds to a
scatter angle of ±16.1 ◦ relative to the center of the object). At those locations,
scatter from a 10-cm diameter cylindrical object with its center located 30 cm from
the detector results in a maximum of ±5.2 ◦ of scatter angle acceptance; at a scatter
angle of ±6 ◦ the range of scatter angle acceptance is only ±2 ◦. In contrast, the range
of the lateral scatter angular acceptance for each detector element is approximately
±0.3 ◦.
34
Processing Details
The EGS5 simulations were performed on a Dell (Dell, Inc., Round Rock, TX) n-
series high performance workstation utilizing a dual quad-core Xeon x5560 (2.8GHz)
processor. Each individual simulation segment, mentioned previously, is a run. Each
run simulated 107 photons and took approximately 12 minutes. The low energy photon
transport cutoff was 3 keV. The phantom was sampled at 5.54 ◦ intervals for 360
degrees (65 angles). Thus, a total of 650 million photons were used to interrogate
a section of the phantom with only about 2.4% to 3.6% of the photons utilized for
coherent scatter tomogram reconstruction. Each angular sample consisted of 221 runs
where the detector elements recorded scatter from the phantom plus approximately
ten detector columns on either side of the phantom in the air-filled space for a total
of 14365 runs per data set. Initially, one complete data set took approximately 14
days to simulate. No alteration of the EGS5 source code was attempted in order
to optimize the run time. Later on it was discovered that an approximately 70%
reduction in simulation time resulted if a separate dedicated binning program was
used to histogram photon counts outside of the EGS5 simulation. This aspect greatly
facilitated data acquisition and, thus, permitted more sample angles to be obtained
for the follow-on simulations that used phantom #2.
Image Reconstruction
Since each simulated data set contained both attenuation and scatter information,
both traditional attenuation-based CT and multiple CSCT images were reconstructed
from a single acquisition. Each sampling section along the vertical direction on the
detector plane corresponded to a different scatter angle. Data from a selected range
of scatter angles was used to create a sinogram, which was then reconstructed into a
CSCT image. The general assumptions and formalism covered in Chapter I permitted
the detected scatter signal to be interpreted as being proportional to the sum of
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scattering centers which scattered photons into a particular detection element. As
mentioned in Chapter I, the formula describing the photon scatter (equation I.12)
integrated over the length of the scattering object possesses the same form as the
line integral of the linear attenuation coefficient from a measured projection used in
conventional FBP CT image reconstruction, with the exception that the attenuation
coefficients are replaced by the quantity γ[l, x], the differential linear coherent-scatter
coefficient. From the simulated data, coherent scatter and conventional attenuation
images were reconstructed into 220x220 pixel images utilizing a java FBP code run
through ImageJ. This FBP method performed a spatial convolution as the filtering
operation with a kernel size of 65x65 with a standard Hamming window.
Results
The results section is divided into essentially two portions based on which phantom
was used in a simulation. Simulations that utilized the two homogeneous phantoms
were for illustrating the difference in material scatter angle through scatter profile
plots, while the those utilizing the heterogeneous phantom, phantom #1, were used
to generate CSCT images where the image contrast was derived from the number of
detected scattered photons.
Homogeneous phantoms: Scatter Profiles
The simulated fan-beam geometry illustrated in figures III.4 and III.5 was used to
collect simulated out-of-plane scattered photons from a homogeneous cylinder of fat
(figure III.6 top row) and muscle (figure III.6 bottom row) as a function of energy (30,
50, 70, and 90 keV). The unscattered photons in the fan-beam plane were removed
by means of the simulated beam-stop located in the plane of the fan-beam. By
segmenting the fan-beam and limiting the detector to a thin vertical section (see
figure III.5), a “virtual” ideal post-scatter collimator is simulated. Lateral scatter
36
contributions would result if the object was illuminated with a full fan beam and had
no post-scatter collimator.
Figure III.6: EGS5 simulated scatter patterns produced by four separate monoen-
ergetic x-ray beams incident upon two different homogeneous cylindrical phantoms
for the geometry illustrated in figures III.4 and III.5. Top row: 10 cm diameter of
simulated adipose tissue; bottom: 5 cm diameter of simulated muscle tissue. (a) 30
keV, (b) 50 keV, (c) 70 keV, and (d) 90 keV. Primary photons within the source plane
have been removed to reduce the display dynamic range in order to visually enhance
the scatter out of the source plane .
The images of figure III.6 represent one angular projection of the cylindrical phan-
tom (one of 65 - 5.54◦ samplings). The corresponding plots of scattered x-ray intensity
versus scatter angle for each x-ray energy used are shown in figure III.7. As illustrated,
the location of peak scatter intensities shown in figure III.7 are strongly dependent
upon beam energy; the peak intensity scatter angle is reflected in the distance of
vertical displacement from the source plane.
To illustrate the selection of a particular scatter angle for maximizing image con-
trast, figure III.8 presents the superposition of scatter profiles for both fat and muscle
for beam energies of 30 keV, 50 keV, 70 keV, and 90 keV. As an example, in the 50
keV graph a scatter angle of approximately 3◦ produces a maximum of scatter from
fat and a corresponding minimum amount of scatter from muscle.
Heterogeneous phantom: CSCT Image Contrast
For scatter from heterogeneous phantom #1, traditional FBP CT image recon-
struction was used to create the tomograms. As noted previously, angular projection
37
Figure III.7: Simulated scatter profiles produced from a homogeneous (a) 10 cm
diameter cylindrical phantom of fat and (b) a 5 cm diameter cylinder phantom of
muscle obtained in the fan-beam geometry at 30 keV, 50 keV, 70 keV, and 90 keV.
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Figure III.8: Comparison of simulated scatter profiles of photon scatter from separate
homogeneous fat and muscle cylindrical phantoms at 30 keV, 50 keV, 70 keV, and 90
keV.
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profiles from each scatter angle (vertical detector location) can be used to reconstruct
a separate transverse image of scattering sites within the plane of the x-ray beam
that contributed to a particular scatter angle. Figure III.9 presents the sinogram and
corresponding FBP reconstructed images produced from a complete 360-degree set
of scatter profiles taken at four different beam energies, 30, 50, 70, and 90 keV, of
phantom #1.
FBP images were reconstructed using both the attenuation data (figure III.9, col-
umn (a)) from detectors located on the central axis and from the coherent-scatter
data for three different scatter angles. In figure III.9, columns (b) through (d) contain
CSCT images produced from sinograms derived from summed scatter into a region
of the detector array that subtended 2.5 ◦, 2.5 ◦, and 3.9 ◦ of arc centered on a scatter
angle of 2.3 ◦, 5.0 ◦, and 9.8 ◦, respectively, see figure III.10). These windows were
selected because they fully include the peak scatter signal at 50 and 90 keV, and
partially at 70 keV. The 3.9◦ wide window at 9.8◦ degrees captures the fat signal for
30 keV along with the trailing scatter tails from the other energies.
Table III.2 illustrates how image contrast between muscle and fat is modulated
by the selection of beam energy and scatter angle. The contrast was calculated as
contrast = (mean(muscle)−mean(fat))/mean(fat), where mean(x) is the average
pixel value for material x in a 400 pixel circular area. As an example of contrast mod-
ulation, note that at 70 keV, when images are reconstructed from the 5.0 ◦ scatter
angle, the contrast between muscle and fat is roughly twice the contrast of the con-
ventional attenuation-based CT image (see figure III.9). Thus, the contrast between
any two tissues types may be enhanced by the appropriate selection of scatter angles.
Discussion
Figure III.9 illustrates how selecting different scatter angles can be used to manip-
ulate component image contrast (see table III.2). Specifically, in column (b) of figure
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Figure III.9: FBP reconstruction of object from simulated scatter data for 30keV,
50keV, 70 keV, and 90 keV x-ray beams. Column (a) is attenuation only data (tradi-
tional CT), remaining columns are CSCT images produced from coherent scatter at
angles: (b) 2.3 ◦, (c) 5.0 ◦, and (d) 9.8 ◦. Sinograms used for each reconstruction are
positioned directly above each tomogram. See figure III.3 for phantom diagram.
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Figure III.10: Sampling scatter windows relative position to scatter profiles.
Table III.2: Muscle-to-fat contrast
Energy Scatter angle
(keV) 0 ◦ 2.3 ◦ 5.0 ◦ 9.8 ◦
30 0.301 -0.192 -0.353 0.317
50 0.149 -0.424 0.269 0.151
70 0.097 -0.179 0.249 0.097
90 0.096 -0.088 0.191 0.047
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III.9, we see that muscle has a lower scatter intensity relative to the surrounding fat.
With the exception of the 30 keV images, at 5◦ the muscle is now depicted with a
greater scatter intensity; at 9.8◦ the contrast between muscle and fat is essentially
eliminated for 70 and 90 keV images. The reason for this is seen by referring back to
figure III.8, where at 5◦ muscle is the main scatter contributor at that angle for all
energies except 30 keV. In figure III.8 at 30 keV, muscle peaks around 7.5◦ and fat at
less than 5◦; therefore, scatter from muscle contributes more at higher scatter angles
than does fat, see figure III.9 column (d), which shows more pronounced contrast for
the 30 keV high-angle scatter image than for the other energies. Thus, the image
intensity of a CSCT image reveals the material that contributed the most to photon
scattering at a particular angle and energy. Table III.2 shows that the muscle-to-fat
contrast for images produced from 2.3◦ of scatter data is greater than the conventional
CT reconstructed images for all energies used. The greatest contrast difference is seen
in the 30 keV reconstructed image produced from 5◦ scatter data.
Relative to conventional attenuation-based CT images, this simulation demon-
strates that CSCT images reconstructed from scattered photons may be able to mod-
ulate image contrast and provide additional information about soft-tissue composition.
Such composition images extend the potential uses for CT imaging into the realm of
investigation of tissue properties that could have a significant impact on diagnostic
procedures involving subtle tissue differences, evaluation of treatment regimens, and
automatic image segmentation, which may be assisted by the varying amounts of
relative contrast seen in images produced from different scattering angles.
Simulations are essential for parameter space studies, and can be used to eval-
uate and optimize system parameters before moving to hardware implementation.
EGS5 can be extended to investigate CSCT with a poly-energetic x-ray beam en-
ergy spectrum. Poly-energetic simulations are of particular importance due to the
known bandwidth effect on angular broadening of coherent scatter patterns. Future
simulations may investigate coherent scatter produced from other medically relevant
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material in various positions, optimal system geometries, the dependence of absorbed
radiation dose on image noise, and reconstruction of material-specific images by using
the basis function analysis method described by Westmore[60]. Since the coherent
scatter dominates incoherent scatter at low x-ray energies and in low-Z materials,
CSCT may have the potential to allow differentiation of tissues of different molecular
composition but with similar physical density and/or similar effective Z, relative to
conventional attenuation-based x-ray computed tomography.
Conclusion
EGS5 potentially allows one to simulate geometries and materials in order to assist
in the design of a dedicated CSCT system for improved detection of a selected material
and/or tissue. The segmented fan-beam geometry used in this chapter demonstrated
a basic acquisition setup for gathering scatter data for producing CSCT images. The
experiments illustrated how the photon scatter angle is dependent on the material
and incoming energy of the photon, and how this manifests itself as different scatter
profiles, which can be used to generate contrast in CSCT images.
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CHAPTER IV
EGS5 CSCT SIMULATIONS: PART II
Introduction
The experiments in this chapter continued the use of the discrete fan-beam CSCT
acquisition geometry developed in the pervious chapter. A wider range of monoenergic
beams and polyenergetic spectra are used, and a more expansive set of image metrics
are measured and analyzed in order to explore how different materials and energy
spectra affect CSCT image quality. The 3-material cylindrical phantom has been
expanded into a 4-material phantom containing water, beef fat, beef muscle, and beef
kidney. These materials were selected as they are medically relevant tissues, and,
for muscle and kidney, create scatter profiles similar to that of water since they are
composed primarily of water. The amount to which fat and the water based tissues can
be distinguished in CSCT images is dependent upon the their scattering properties,
as the pervious chapter demonstrated. However, the amount to which similar-Z and
similar density material can be distinguished from each other is investigated in this
chapter.
In addition to acquiring a larger set of imaging metrics, an estimate of the dose
deposited to the various regions of the 4-material phantom was recorded. For the
polyenergetic CSCT acquisitions an attempt was made to associate the simulated
beam parameters used with clinical CT scanner techniques. This was accomplished
by relating CTDI100 measurements obtained from a clinical scanner using a pencil-
beam ionization chamber and a 10 cm cylindrical acrylic phantom with those obtained
from associated simulations, and by matching the simulated polyenergetic spectra to
the spectra of the clinical CT scanner.
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Method
Since the experimental methods in this chapter are similar to those in Chapter
III, only the differences in the simulations and processing parameters will be noted in
this section. These differences include the following:
• 4-material (phantom #2) vs. 3-material phantom (phantom #1).
• Total detector vertical dimension height was 20 cm vs. 17.5 cm (see figure III.4).
• Photon vertical scatter sample angles: 1.7◦, 3.0◦, 5.0◦, 7.4◦, and 9.8◦ vs. 2.3◦, 5.0◦,
and 9.8◦; this permitted sampling both sides of the main scatter peak and an
additional intermediate scatter angle.
• 65 sample angles (5.54◦ sampling interval) for energies 30, 50, 70, and 90 keV -
same as previous chapter’s experiments.
• 128 sample angles (2.81◦ sampling interval) for energies 45, 60, 75, and 85 keV
- different from previous chapter’s experiments.
• 128 sample angles for polyenergetic spectra.
• Polyenergetic spectra: Tungsten 80, 120, 140 kVp with 6.3, 10.6, and 15.5 mm
of Al filtration, respectively.
• Images were reconstructed using a MATLAB c© FBP function with a Hamming
window in the frequency domain vs. ImageJ[45] with filtering in the spatial
domain.
• CSCT images were reconstructed into 221x221 image arrays with pixel dimen-
sions of ∼0.5 mm x ∼0.5 mm vs. 220x220 and ∼1.0 mm x ∼1.0 mm for phantom
#1 CSCT images.
• Additional dose deposition data was acquired.
Many of the changes were implemented as greater experience with processing larger
data sets was gained. Increasing the number view angles to 128 aided in reducing
the angular sampling reconstruction artifact in FBP. Utilizing MATLAB c© provides a
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widely available reconstruction tool that other investigators can use to recreate CSCT
images similar to the ones in this chapter, unlike the custom written java class FBP
used with ImageJ in Chapter III.
Heterogeneous Phantom #2
Phantom #2 was composed of a 10 cm diameter water cylinder with three embed-
ded 3.75 cm diameter cylinders, each individually composed of beef fat, beef muscle,
and beef kidney, figure IV.1.
Figure IV.1: Phantom #2
As mentioned in the introduction, these materials were selected because they are
medically relevant tissues, and two of the tissues, muscle and kidney, are composed
primarily of water. In this phantom, differences in the scattering properties between
similar (e.g., water & muscle) and dissimilar (e.g., water & fat) materials can be
evaluated in the reconstructed CSCT images. The material compositions are listed in
table III.1 located in Chapter III.
Image Metrics: Contast, CNR, and SNR
For all reconstructed mono- and polyenergetic CSCT images, a common set of
measurements were taken with the same size ROI and at the same locations in each
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image. The circular ROI measured ∼ 1200 square pixels. The calculated quanti-
ties were SNR, CNR, and contrast. The image contrast was relative to the water
background. The equations used to calculate the metrics were:
SNR = mean(ROImaterial)/stdev(ROImaterial), (IV.1)
CNR = [mean(ROImaterial)−mean(ROIwater)]/stdev(ROIwater), (IV.2)
contrast = [mean(ROImaterial)−mean(ROIwater)]/mean(ROIwater). (IV.3)
Reconstructed images were created by performing FBP on the input scatter sino-
grams. Scatter sinograms were generated by accumulating forward-vertically scattered
photons at 1.7◦, 3.0◦, 5.0◦, 7.4◦, and 9.8◦ with an associated angular sampling range
of 1.14, 1.14, 2.50, 1.87, and 2.59 degrees, respectively.
Monoenergetic Beams
Monoenergetic beam simulations for this chapter can be divided into two major
data sets: those performed with 65 sampling angles, and those performed with 128
sampling angles. All mono energetic beams are within the clinical diagnostic x-ray
energy range.
The 65 sample angle simulations encompassed four photon energies (30, 50, 70,
and 90 keV), and two source photon amounts, a ×1 and a ×10 (×1 = 1.4 × 1010
photons per CSCT image acquisition). The angular sampling interval was selected
for continuity purposes with the data taken in Chapter III. The two different photon
source amounts were used to examine the SNR and CNR of the CSCT images.
The 128 sample angle simulations encompassed four photon energies (45, 60, 75,
and 85 keV), each used 2.8× 1011 photons per CSCT image acquisition. An increase
in the sampling interval was used to reduce FBP artifacts relative to the 65 sampling
interval data set, and also to illustrate how an increased number of total photons per
CSCT data set affects CSCT image SNR and CNR.
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Polyenergetic Beams
W 80, W 120, W 140 kVp
Three tungsten polyenergetic data set (80, 120, 140 kVp) were processed in an
identical manner as the mono energetic data sets. The polyenergetic spectra used for
the simulations are displayed in figure IV.2.
For each of the three polyenergetic beam simulations, the phantom was sampled
over 128 sample angles, and each spectra had three different source photon fluxes: ×1,
×10, and ×100. Table IV.17 in the results/dose section lists the number of photons
used for the simulations for each energy.
The base ×1 source photon flux for each energy (80, 120, 140 kVp) was different
due to the manner in which the spectra were normalized. Each spectrum was self-
normalized to the spectrum maximum and then multiplied by a constant to create a
scaled distribution of the original spectrum. The integral of the adjusted distribution
equaled the number of photon used for a particular simulation.
The x-ray spectra were produced utilizing the tungsten anode spectral model using
interpolating polynomials (TASMIP)[5]. This method is similar to the previously
mentioned MASMIP[4] method that was used to generate the molybdenum spectrum
used for the simulations in Chapter II. To quote the authors Boone and Seibert:
TASMIP is not semi-empirical and uses no physical assumptions regard-
ing x-ray production, but rather interpolates measured constant potential
x-ray spectra published by Fewell et al. [Handbook of Computed Tomog-
raphy X-ray Spectra (U.S. Government Printing Office, Washington, D.C.,
1981)].
The energy increment for the tungsten spectra was 1 eV, whereas the molybdenum
energy increment was 0.5 eV used in Chapter II. A larger energy increment was used
for tungsten due to the larger energy range covered by W-spectra.
In order to use the TASMIP technique, an appropriate beam filtration had to
be chosen. For selecting the appropriate beam filtration, half value layer (HVL)
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Figure IV.2: Simulated energy spectra.
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measurements for a clinical CT scanner ( Philips Brilliance 16) were determined at
80, 120, and 140 kVp. The CT tube was positioned at the bottom of the gantry (180◦
location), with the detector positioned at the gantry isocenter. A RTI Barracuda
x-ray multimeter[48] with a multipurpose detector (MPD) was used for the exposure
measurements. The CT was operated in scan mode, which held the tube stationary
at the 180◦ location. The source was collimated to 40 mm in the z-direction, and
the z-table movement was minimized to ensure that the detector sensitive area was
exposed to the x-ray field. Various thickness of aluminum were placed on the gantry
near the tube collimators, and exposure measurements recorded in order to determine
the quality of the beam at a particular kVp.
After determining the HVL for 80, 120, and 140 kVp, simulations of TASMIP
generated spectra with differing amounts of filtration for the three kVp energies were
conducted. A simulated beam attenuation experiment was performed on the generated
spectra to determine the associated HVL for each spectra. Filtration for a particular
simulated kVp spectrum was adjusted until its calculated HVL matched that of the
Philips scanner for the associated kVp setting. From the HVL measurements, the
effective energy of each spectra was interpolated from a NIST table of Al HVL vs.
photon energy. Table IV.1 contains the details for the polyenergetic spectra used in
the CSCT simulations. One of the motivations for matching the beam quality in
the simulation to an actual clinical scanner was to facilitate a number-of-photons-
to-mAs comparison between the two experimental environments through CTDI100
measurements.
Table IV.1: Polyenergetic spectra characteristics for the simulations.
Energy Eff. Energy Filtration HVL
(kVp) (keV) (mm of Al) (mm of Al)
80 46 6.3 6.1
120 60 10.5 9.0
140 66 15.5 10.3
50
Mo 32 kVp
The same experimental setup used for the tungsten spectra was repeated for a
single molybdenum spectrum, minus the CTDI100 aspect and HVL determination.
Two separate runs were performed, with one run utilizing ×10 the number of photons
than the other. Figure IV.3 shows energy molybdenum spectrum, which was generated
utilizing the MASMIP[4] method, and is identical to the spectra used in Chapter II
to verify EGS5’s ability to model coherent scatter.
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Figure IV.3: Simulated energy spectrum (32 kVp Mo). Same as figure II.2(a).
CTDI100
In order to relate the polyenergetic simulation techniques (kVp, beam width, num-
ber of sampling angles, and number of photons) to clinical scanner techniques (kVp,
mAs, collimator width), a Computed Tomography Dose Index 100 (CTDI100) compar-
ison was performed. Beam width and collimator width both refer to the total x-ray
beam incident upon an object at the CT isocenter. Appendix C contains additional
information regarding CTDI100.
A 10 cm diameter, cylindrical acrylic phantom (CIRS Model 007A - see figure
IV.4) used for clinical pediatric head CTDI measurements was used since it was the
same diameter as the two simulated material phantoms mentioned previously.
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Figure IV.4: 10 cm diameter CIRS model 007A phantom with Exradian A101 pencil
ionization chamber.
This acrylic phantom was 100 cm in length, and contained five 1.3 cm diameter
holes, four located at the cardinal angles and one located in the center of the phan-
tom. Each hole was designed to accommodate a standard Exradian A101 100 cm long
CT pencil beam ionization chamber. The ion chamber was placed in the central hole
of the acrylic phantom and the entire ensemble centered in the bore of the clinical
scanner with the ion chamber at the CT isocenter. Exposure measurements from a
single 360◦ tube rotation were then measured for a 7.5 mm collimator width (12x0.625
mm detector setting on the scanner). Clinical scanner CTDI100 measurements for a
7.5 mm collimator width were obtained for 80, 120, and 140 kVp, see table IV.19
in the Results section. Associated simulations utilizing the TASMIP generated spec-
tra on a simulated 10 cm diameter, cylindrical acrylic phantom were performed to
determine the simulation’s CTDI100 for a 7.5 mm collimator width. Simulated and
experimental CTDI100 measurements were then used to estimate the clinical technique
that corresponded to the simulated technique used.
Dose
Separate from the CTDI100 measurements comparison, all the mono- and polyen-
ergetic simulations performed on phantom #2 had energy deposition recorded for the
various materials. Since the density of the materials in the phantom were known, and
52
the sampling slice thickness was taken to be equivalent, the nominal x-ray beam width
of 3.4 mm FWHM, an estimate of the dose deposited to the various materials was
calculated. This was done in order to relate the imaging metrics of the reconstructed
CSCT images of phantom #2 to the number of photons used and dose deposited to
the phantom. Tables IV.14 - IV.17 contain the dose measurements and are located in
the results section.
Results
Phantom #2 monoenergetic beam experiments can be divided into two sets: those
performed with 65 sampling angles (30, 50, 70, and 90 keV) and those conducted with
128 sampling angles (45, 60, 75, and 85 keV). The 30, 50, 70, and 90 keV experiments
can be further divided into two more sets with one set using ×10 more source photons
than the other.
Two separate sets of sampling angles were used to illustrate the improvement in
the reconstructed CSCT image quality with increased sample angles. Imaging metrics
and the deposited dose all increased with an increase in the number of photons used
whether by increasing the number of sampling angles or just increasing the source
output. Two separate source photon fluxes were used to illustrate the image quality
improvement with increased number of detected photons.
The polyenergetic experiments include three different source energy spectra and
three different photon fluxes, with all simulations performed over 128 sample angles.
These parameters were adjusted to illustrate that the same effects occur for polyen-
ergetic sources as they did for the monoenergetic sources.
30, 50, 70, 90 keV; 65 Views; x1, x10
For the 30, 50 ,70, 90 keV simulations, two sets of experiments were conducted
with one set utilizing ×10 more source photons that the other.
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Figure IV.5 illustrates the FBP reconstructed CSCT images of phantom #2 for
30, 50, 70, and 90 keV and 65 samples angles. A total of 1.4 × 1010 photons were
used for each image acquisition. Figure IV.6 illustrates the FBP reconstructed CSCT
images of phantom #2 for 30, 50, 70, and 90 keV and 65 samples angles. A total of
1.4× 1011 photons were used for each image acquisition.
Contrast
A comparison of figure IV.5 to figure IV.6 reveals that the material regions were
easier to discern in figure IV.6 due to the reduced noise in those images, as expected.
For the 0◦ (attenuation-based) images, both the ×1 and ×10 case showed that the
contrast measurements between the insert material regions and the water background
were identical, see table IV.2, but fluctuated for the CSCT images, see figure IV.7.
The image noise appeared to give rise to fluctuations in contrast measurements, which
was seen primarily at lower scatter angles and lower energies. The ×10 measurements
in table IV.2 were within one standard deviation of the ×1 measurements if it was
assumed that the contrast measurements followed Poisson statistics, which was not
an unreasonable assumptions since the signal was derived from the number of photons
detected.
Also in figure IV.6 for the attenuation-based images, we see that the contrast for
each material region (fat, muscle, kidney) relative to the surrounding water is highest
for the lowest energy, 30 keV, and lowest for the highest energy, 90 keV, These values
are quantified in table IV.2 for the ×10 source photon flux case. At 0◦, the fat contrast
relative to water is negative indicating that the pixel values for water are greater than
those for fat; for the muscle and kidney regions the situation is reversed. The pixel
intensities at this angle correspond to the attenuation properties of the material at
that location within the object.
As we look at the scatter generated tomographs, we see that there is an inversion
of the material contrast that occurs at scatter angles beyond the peak fat contrast
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Figure IV.5: CSCT reconstructions for monoenergetic beams (30, 50, 70, 90 keV); 65
view angles; ×1 number of source photons.
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Figure IV.6: CSCT reconstructions for monoenergetic beams (30, 50, 70, 90 keV); 65
view angles; ×10 number of source photons.
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Figure IV.7: Absolute difference in contrast between ×1 and ×10 measurements.
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scatter angle for each beam energy. Specifically, the peak contrast for fat occurs at
a scatter angle of 5◦, 3◦, 1.7◦, and 1.7◦ for 30, 50, 70 and 90 keV, respectively. The
scatter peak for fat decreases as the photon energy increases illustrating the forward-
peaked nature of coherent scatter, which manifests itself as an increase in fat contrast
at lower angles for the higher energy beams. Pixel intensities in the scatter-generated
images reflect the scattering properties of the material at that location within the
object.
There are other notable CSCT images where several of the materials possess the
same contrast. For example, at 70 keV and 3◦, muscle, kidney, and fat roughly have
the same contrast, and at 70 keV and 5◦ muscle and kidney are virtually identical but
fat is visually distinct.
CNR
As the number of source photons increased from ×1 to ×10, the CNRs of the
CSCT images also increased (see table IV.3). Figure IV.8 shows the percent increase
in CNR with a ×10 increase in source photon flux. Although not plotted, the muscle
and kidney both exhibit an over all increase as well, as can be seen in the CNR table.
However, unlike the fat percent CNR increase, for muscle and kidney some of the
scatter angles showed a dramatic percent increase in CNR due to the nearly zero
CNR measurements at the ×1 photon flux level. For a ×10 increase in photon flux,
an increase in the CNR of about ≈ √10 = 3.16 would be expected. In figure IV.8,
the fat CNR increased around 250%, which is close to the anticipated amount.
As the photon energy increased more photons penetrated deeper into the phan-
tom, and fewer scattered photons were attenuated as they traveled from their point
of interaction to the the detector. An increase in scatter CNR coincided with an
increase in beam energy, as illustrated in table IV.3, and was highest for 90 keV for
all materials. However, at 0◦ the CNR trend is just the opposite, it is greatest for
all materials at 30 keV, since image contrast is generated by the spatial differential
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Figure IV.8: % increase in CNR for beef fat between images in figure IV.5 and IV.6.
attenuation of photons by an object. For CSCT images the CNR was highest at high
energies and low scatter angles. CNR followed the contrast trend of decreasing as
photon energy increased. This is visually noticeable in figure IV.6.
Although the 90 keV 1.7◦ scatter image had a higher CNR for fat compared to the
70 keV image at the same angle, an inspection of table IV.2 reveals that the 70 keV
image had a slightly higher contrast. This is most likely due to a larger amount of
separation between the maximum scatter peaks of different materials. That is, at 70
keV and 1.7◦ scatter from fat contributed slightly more to the signal in the fat region
than in the associated 90 keV image where the decreased forward scatter angle slightly
increased the amount of scatter in the fat region from other materials. The 70 keV
1.7◦ scatter image displays roughly equal contrast between fat, muscle, and kidney,
which indicates roughly equally photon scatter contributions from each material to
the same location on the detector.
There are several scatter angles and energy combinations that possess greater
image contrast than the 0◦ images in figure IV.6 ; however, since the CSCT images
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all have much less CNR/photon flux than the 0◦ images, the contrast resolution is
limited.
SNR
In figure IV.6 we see that an increased number of source photons had a positive
affect on image quality by reducing noise in the images. Table IV.4 contains the
SNR measurements for the material regions, and figure IV.9 displays a plot of the %
increase in SNR due to a ×10 fold increase in source photons.
By increasing the number of source photons by ×10 we see that in figure IV.9
SNR increased roughly 200% for all CSCT images, whereas for the attenuation-based
images only a 50-100% increase in SNR occurred depending on the material. This
demonstrated that CSCT systems were much more sensitive to the number of source
photons than traditional CT systems. As the number of photons increased, the num-
ber of potential interactions increased, and so did the number of scatter detections.
For all the attenuation-based (0◦) and CSCT images, SNR increased either as the
number of source photons increased or the energy of the number of source photons
increased. In comparison, the CNR for attenuation-based images only increased with
the number of photons and decreased with an increase in source photon energy, while
for CSCT images the CNR increased with either an increase in the number of source
photons or their energy, just like the SNR measurements.
45, 60, 75, 85 keV; 128 Views; x1
All simulations in this section used 128 sample angles and the same number of
source photons per image acquisition, 2.8× 1011 photons – essentially double of that
used for the 30, 50, 70, 90 keV ×10 simuliations. Figure IV.10 illustrates the FBP
reconstructed CSCT images of phantom #2 for 45, 60, 75, and 85 keV. Increasing
the number of angular samples reduced the FBP reconstruction artifact due to a
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Figure IV.9: % increase in SNR from ×1 to ×10 the number source photons.
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large sampling angle step size. This reduction can be noticed by comparing the space
outside the reconstructed object in both figures IV.10 and IV.6. Also, the reduced
sampled step size for the simulations in this section resulted in more photons being
used to generate scatter data for the CSCT images, which ultimately reduced the
amount of noise in the CSCT images. Most of the observations made for the 65
sample angle data set have their counterparts in 128 sample angle data set. Although
it was difficult to perform a straight comparison of the 45, 60, 75, 85 keV data set
with the 30, 50, 70, 90 keV as the energy and number photons used were different.
Contrast
The 45, 60, 75, 85 keV attenuation-based image contrast measurements in table
IV.5 showed a similar reduction in contrast like the data in table IV.2 for 30, 50, 70,
90 keV as the photon energy increased.
The CSCT images in figure IV.10 exhibited the same inversion of the material
contrast at scatter angles beyond the peak fat contrast scatter angle for each beam
energy, similar to the CSCT images in figure IV.6. However, since these simulations
were performed at slightly higher photon energies, the peak contrast for fat occurred
at a lower scatter angles: 3◦, for 45 keV and at 1.7◦ for 60, 75, and 85 keV.
The equal material contrast seen in figure IV.6 at 3◦ for 70 keV between muscle,
kidney, and fat has now changed in figure IV.10 such that all the materials are vir-
tually indistinguishable from water. This indicates that the contribution of photon
scatter into this sampling scatter angle was roughly the same for all materials. At
higher scattering angle the amount of material contrast is significantly reduced, but
figure IV.10 still showed a slightly discernible amount of contrast that was not easily
perceived in figure IV.6.
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CNR
Although the 65 and 128 sample angle data sets were performed at different beam
energies, it was interesting to note that by doubling the number of sample angles the
scatter CNR improved due to the increased number of source photons.
The CNR for the 45, 60, 75, 85 keV - 128 sample angle data set, table IV.6, showed
a roughly two fold increase over the CNR for the 30, 50, 70, 90 keV - 65 sample angle
data set, table IV.3 ×10. The increased energy of the 128 data set also contributed
to the greater scatter photon detection. As previously illustrated with the 65 sample
angle data set, an increase in energy results in an increase in CNR. The same is seen
with the 45, 60, 75, and 85 keV source beams. A combination of more photons and
higher energies lead to an increase in the penetration depth and the number of scatter
interactions within the phantom, which resulted in more detected scatter photons and
lower noise in the reconstructed CSCT images.
SNR
The most significant difference between the 45, 60, 75, 85 keV - 128 sample angle
data set and the 30, 50, 70, 90 keV - 65 sample angle data set, was in their SNR
measurements, see tables IV.7 and IV.4. The SNR measurements for the 45, 60, 75,
85 keV - 128 sample angle data set were approximately 1.5 to 2 times higher than
the 30, 50, 70, 90 keV - 65 sample angle data set at the same scatter angle. The
improvement in noise reduction due to the increased number of sampling angles and
increased number of source photons is evident in the improved resolution and detail
in distinguishing the material regions in figure IV.10 compared to figure IV.6.
69
W 80, W 120, W 140 kVp; 128 Views; x1, x10, x100
Contrast
Figures IV.11, IV.12, and IV.13 display the reconstructed CSCT images for a
relative number of source photons ×1, ×10, and ×100, respectively. Contrast mea-
surements for the three different source photon fluxes are listed in table IV.8. Like
the 30, 50, 70, 90 keV experiments, the attenuation-based images have constant image
contrast for the ×1, ×10, and ×100 source photon flux, while the CSCT images show
some fluctuations in image contrast at the lowest photon flux. Differences in image
contrast between ×10 and ×100 for all materials and energies appear to be minimal,
essentially the image contrast is constant between these two data sets. Since contrast
is a difference comparison between the signal intensity between regions, and since
signal in CSCT images is highly dependent upon the amount of detected scatter, any
variability in CSCT image contrast is due a reduction in scattered photons at lower
source photon fluxes.
In figure IV.13 the contrast in the 120 kVp and 140 kVp CSCT images were more
similar than either was with the 80 kVp images. Since the effective energies of the 80,
120, and 140 kVp spectra were 46, 60, and 66 keV, respectively, it was reasonable to
conclude that since the 120 kVp and 140 kVp have similar effective energies then the
contrast in their associated CSCT images should be similar, which they were.
As in the previous experiments, the peak scatter image for fat shifted to a lower
scattering angle as the effective energy of the spectra increased, which is consistent
with Rayleigh scattering theory.
CNR
Table IV.9 contains CNR measurements of the polyenergetic generated CSCT im-
ages for ×1, ×10, and ×100 the number of source photons. The CNRs of table IV.9
showed the same dependance on number of source photons as the monoenergetic CNRs
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Figure IV.11: 128 view angles; CSCT reconstructions for tungsten spectra with ×1
number of source photons.
71
1.
7 
de
gr
ee
s
3.
0 
de
gr
ee
s
5.
0 
de
gr
ee
s
7.
4 
de
gr
ee
s
9.
8 
de
gr
ee
s
W 80 kVp
0 
de
gr
ee
s
W 120 kVp W 140 kVp
Figure IV.12: 128 view angles; CSCT reconstructions for tungsten spectra with ×10
the number of source photons used in figure IV.11.
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Figure IV.13: 128 view angles; CSCT reconstructions for tungsten spectra with ×100
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in table IV.3, that is, CNR increased as the number of source photons increased. How-
ever, unlike the monoenergetic attenuation-based images, which exhibited a reduction
in CNR as the source photon energy increased, for the polyenergetic attenuation-based
images at ×10 and ×100 source photon flux, there was an increase in the CNR. The
material region scatter CNR were generally highest at 80 kVp and about equal at
120 and 140 kVp, and the scatter CNR tended to increase as the number of source
photons increased. (This observation is likely due to the effective energies of the the
120 kVp and 140 kVp beams being only 6 keV apart.)
SNR
Table IV.10 contains the SNR measurements for the polyenergetic beams. Similar
to the CNR measurements, the 120 kVp and 140 kVp SNR measurements were closer
to each other than the 80 kVp SNR measurement for the same number of source
photons. Again, this was likely due to the effective energies of the the 120 kVp and
140 kVp beams being only 6 keV apart. As expected, the SNR increased as the number
of source photons increased. This aspect is easily demonstrated in figures IV.11, IV.12,
and IV.13. As the noise was lowered, material region resolution improved and became
more distinguishable at the higher scatter angles.
Figure IV.14 shows the % increase in SNR as function of scatter angle for ten fold
increase in source photon flux. The plots in figure IV.14 for ×10 to ×100 are similar
to the plots in figure IV.9 for the 30, 50, 70, 90 keV beams. Both sets show an increase
of about 200% for the scatter SNR measurements.
Mo 32 kVp; 128 Views; x1, x10
Contrast
FIgure IV.15 shows the CSCT images produced from the 32 kVp molybdenum
spectrum. The contrast between the two molybdenum runs remained identical for the
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(b) Fat: ×10 to ×100
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(c) Muscle: ×1 to ×10
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(d) Muscle: ×10 to ×100
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(e) Kidney: ×1 to ×10
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(f) Kidney: ×10 to ×100
Figure IV.14: % increase in SNR from ×1 to ×10 & from ×1 to ×100 the number of
source photons.
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attenuation based images, just like for the monoenergetic and tungsten polyenergetic
experiments (table IV.11. The Mo 32 kVp attenuation based images also possessed
similar contrast for the muscle and kidney regions compared to the tungsten images,
but had higher contrast for the fat regions. The lower energy Mo spectrum produced
more CSCT images with a positive fat contrast than did any of the tungsten spec-
tra, which was expected since lower energy photons forward scatter at larger angles.
Assuming that the contrast measurements followed Poisson statistics, all of the ×10
measurements, except for fat and kidney at 3.0◦, were within one standard deviation
of the ×1 measurement. About the only material that can be distinguished visually
with any certainty is the fat region due to the high noise content.
Table IV.11: Contrast between insert materials and water background for phantom
#2 - Mo 32 kVp, 128 view angles. θ = scatter angle. ×10 = ten times more photons
than the ×1 data set.
Mo 32 kVp, ×1 Mo 32 kVp, ×10
θ fat muscle kidney fat muscle kidney
0 -0.26 -0.05 -0.04 -0.26 -0.05 -0.04
1.7 1.51 0.85 -0.06 0.78 0.05 0.18
3.0 0.70 -0.59 -0.12 1.39 0.62 0.40
5.0 4.32 1.12 0.84 3.70 0.75 0.79
7.4 0.63 0.44 0.49 0.43 0.30 0.31
9.8 -0.18 0.18 0.13 -0.31 0.02 -0.03
CNR
Like the contrast measurements, all the CNR measurements (table IV.12) were
less than the tungsten and monoenergetic spectra CSCT measurements. As can be
seen in figure IV.15, the ×10 images contained less noise than the ×1 images, and
thus, higher CNR. This observation tracks with the previous experimental results, as
does the higher CNR for fat compared to muscle and kidney regions. The high noise
definitely impairs visually distinguishing the different material regions.
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Figure IV.15: 128 view angles; CSCT reconstructions for Molybdenum spectra at 32
kVp; right column used ×10 more photons than the left column.
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Table IV.12: CNR of insert materials referenced to water background for phantom
#2 - Mo 32 kVp, 128 view angles. θ = scatter angle. ×10 = ten times more photons
than the ×1 data set.
Mo 32 kVp, ×1 Mo 32 kVp, ×10
θ fat muscle kidney fat muscle kidney
0 -4.03 -0.75 -0.69 -4.06 -0.76 -0.70
1.7 0.17 0.10 -0.01 0.36 0.03 0.09
3.0 0.13 -0.11 -0.02 0.60 0.27 0.17
5.0 0.66 0.17 0.13 2.13 0.44 0.45
7.4 0.22 0.16 0.17 0.50 0.35 0.35
9.8 -0.09 0.09 0.07 -0.55 0.03 -0.05
SNR
Due to the low penetrating ability of the photons in the Mo spectrum, the CSCT
images contained more noise than the previous tungsten and monoenergetic spectra
produced CSCT images.
The ×10 Mo CSCT 3◦ (figure IV.15) image is visually similar to the ×1 30 keV 3◦
image (figure IV.5); however, the number of photons used to create the molybdenum
image (1.4×1012 photons) was 100 times greater than the photons used in the 30 keV
case (1.43×1010). This demonstrated that a monoenergetic beam with fewer photons
produces a lower noise image than does a polyenergetic spectrum with roughly the
same peak kV and more than 100 times the number of photons. A greater number of
lower energy photons in the molybdenum spectrum were attenuated, which lead to a
lower scatter signal, than in the monoenergetic case. Attenuation of the lower energy
photons also contributes more to absorbed dose, as will be demonstrated in the dose
results section.
Dose
All CSCT images created in this chapter had the amount of energy deposited
in the various material regions recorded. The dose deposited in these regions were
calculated using a nominal acquisition and image slice thickness of 3.4 mm. Since the
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Table IV.13: SNR for phantom #2 - 32 kVp, 128 view angles. θ = scatter angle.
×10 = ten times more photons than the ×1 data set.
Mo 32 kVp, ×1 Mo 32 kVp, ×10
θ fat muscle kidney fat muscle kidney
0 46.46 49.89 45.96 48.73 53.28 48.60
1.7 0.27 0.17 0.08 0.71 0.36 0.43
3.0 0.28 0.06 0.14 0.86 0.49 0.44
5.0 0.70 0.25 0.24 2.11 0.76 0.77
7.4 0.58 0.39 0.41 1.52 1.16 1.20
9.8 0.45 0.45 0.46 1.22 1.36 1.39
simulation used a parallel ray, Gaussian distributed source, the collimator width and
slice thickness were the same and equal to FWHM of the source, which was 3.4 mm,
since collimator width is defined at the gantry isocenter.
The energy deposited was found to be proportional to number of source photons
used for the simulation. This is analogous to the linearity of dose with mAs for CT
scanners. The amount of energy deposited in the phantom is directly proportional to
the number of inelastic photon interactions, which in turn is directly promotional to
the number of source photons used. This property is used in order to normalize dose
by a specific number of photons used.
All Monoenergetic Beams
Table IV.14 and IV.15 contain the simulation dose measurements for two mo-
noenergetic data sets. Table IV.16 combines all the monoenergetic beam doses and
normalizes them to 1×1010 photons for comparison. In figure IV.16, a plot of the data
in table IV.16 revealed a u-shaped dose deposition profile as beam energy increased.
The dose minimum occurred around 60 to 70 keV, which was about the mid-range
photon energy used in the experiments. An explanation of the curve’s downward
portion could be that lower energy photons have higher probability interaction cross
section than do higher energy photon, therefore lower energy photons have more
inelastic interactions. As for the upward increase in dose with photon energy, its
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Table IV.14: Dose to phantom #2 segments; 65 view angles; 1.3×1011 source photons
reaching the phantom. These simulation measurements are from the 30, 50 70, 90 keV,
×10 flux data set.
Energy dose (mGy)
(keV) water fat muscle kidney
30 17.47 9.80 14.45 14.43
50 12.64 9.05 12.87 12.84
70 11.96 9.96 12.26 12.25
90 13.61 12.31 13.75 13.74
Table IV.15: Dose to phantom #2 segments; 128 view angles; 2.6×1011 source photons
reaching the phantom.
Energy dose (mGy)
(keV) water fat muscle kidney
45 26.52 18.10 26.55 26.50
60 23.43 18.27 24.10 24.06
75 24.11 20.62 24.63 24.61
85 25.78 22.95 26.13 26.12
Table IV.16: Slice thickness 3.4 mm; estimated dose per 1×1010 photons to phantom
#2 material regions. Data is plotted in figure IV.16.
Energy dose (mGy)
(keV) water fat muscle kidney
30 1.34 0.75 1.11 1.10
45 1.03 0.70 1.03 1.03
50 0.97 0.69 0.99 0.98
60 0.91 0.71 0.94 0.94
70 0.92 0.76 0.94 0.94
75 0.94 0.80 0.96 0.96
85 1.00 0.89 1.02 1.01
90 1.04 0.94 1.05 1.05
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possible that the fractional energy deposited per interaction for the highest energy
photons, though their interaction cross sections are smaller, is much greater than
the fraction energy deposition from the mid-range photons. Also, with an increase
in photon energy, there is an increase in photon penetration depth. Therefore, the
material regions that rotated towards the detector side and away from the x-ray source
see proportionally more higher energy photons, which helps explain the rise in dose
for all material regions.
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Figure IV.16: Monoenergetic beams: dose per 1 × 1010 photons to phantom #2 ma-
terial regions.
This suggests that imaging metrics could be optimized with respect to dose. A
look back at tables IV.2 and IV.5 showed that the fat contrast was 0.94, 1.01, 1.16,
1.75, 2.93, 3.11, 2.71, and 2.23 for 30, 45, 50, 60, 70, 75, 85, and 90 keV, respectively.
The highest fat contrast was 3.11 at 75 keV, which deposited a slightly higher dose
than the 60 and 70 keV beams with associated fat contrast simulation measurements
of 1.74 and 2.93, respectively. Thus we can conclude that either the 60 or 70 keV
beam would be the appropriate selection to minimize dose while maximizing image
contrast for fat.
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W 80, W 120, W 140 kVp
Table IV.16 reports the dose for the ×100 polyenergetic data set, which corre-
sponds the images in figure IV.13 . The dose deposited was linearly proportional to
the number of photons that interact within the object.
Figure IV.17 contains a plot of the data in table IV.16 normalized to 1 × 1010
photons. The plot absissa is labeled with both the kVp and effective energy of the
polyenergetic spectra used.
Table IV.17: Tungsten (W) spectra: dose to phantom #2 segments; 128 view angles;
×100 source photon flux.
Energy dose (mGy) Number of
(kVp) water fat muscle kidney photons
80 90.9 63.5 89.1 88.9 8.83×1011
120 55.2 43.4 55.6 55.6 5.57×1011
140 53.5 44.0 54.2 54.1 5.30×1011
Figure IV.17 showed relatively flat dose deposition in the water based materials
compared to monoenergetic beams, figure IV.16, however, the fat did show a similar
rise with higher photon energies. The subtle dip in dose to the water based materials
is not as dramatic as that for the monoenergetic beam. The dip occurs at the effective
energy, 60 keV, which appears to coincided with the same energy as the dose low point
in figure IV.16. Although it would be reasonable to conclude the dose to water, muscle,
and kidney was constant over the kVp range used, the fact there was significant dose
increase to fat indicates that the perceived dip may actually correspond to a true
reduction in dose deposition, like the monoergetic case. Like the monoenegetic case,
this also suggests that imaging metrics can be optimized for dose, but that the effect
may not be as dramatic. Figure IV.13 illustrated that there was not much of visual
difference between the three sets of CSCT images.
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Figure IV.17: Polyenergetic beams: dose per 1×1010 photons to phantom #2 material
regions.
Mo 32 kVp
Table IV.18 contains the absorbed dose to the phantom regions for the Mo 32 kVp
spectrum. It was interesting to note that a increase in the number of photons did not
exactly result in a 10 fold increase in absorbed dose to the water, muscle, and kidney
regions, as it did for the tungsten and mono energetic beams. It is possible that since
a much larger portion of the Mo spectrum contained low energy photons (<17 keV),
a greater percentage were attenuated and not detected compared to the higher energy
spectra. However, assuming Poisson statistical behavior for the dose, the ×10 doses
were within ten times the ×1 ±σ dose simulation measurements.
A look back at the 30, 50, 70 90 keV simulation measurements (table IV.14),
which used only 65 sample angles and 1.3× 1011 photons, showed that the difference
between the maximum and minimum dose was less than a factor of two, but for the
Mo 32 kVp doses (table IV.18) the maximum to minimum dose spread was about
four for roughly the same number of photons used. A comparison with the other
spectra revealed a similar trend. It was expected that a majority of the dose would
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Table IV.18: Molybdenum (Mo) spectra: dose to phantom #2 segments; 128 view
angles; ×1 and ×10 source photon flux. 1The simulated Mo 32 kVp beam had an
inherent filtration of 0.5 mm of Be and no additional filtration. The results in table
IV.18 indicated a high energy deposition at the surface of the phantom due to low
photon attenuation, as evident in figure IV.18.
Energy dose (mGy) Number of
(kVp) water fat muscle kidney photons
32 16.9 3.64 4.29 4.29 1.43×1011
32 148.61 36.0 31.8 39.0 1.43×1012
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Figure IV.18: Horizontal line profiles across selected attenuation based images. The
image produced from the Mo 32 kVp has a cupping artifact due to the attenuation
of the lower keV photons at the surface of the phantom. A ratio of the boundary to
center pixel values is ∼1.6.
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be deposited in the water due to the primarily low energy of the photons used –
matter has a higher interaction cross sections for lower energy photons. To put the
dose into perspective, the average glandular dose from a single view mammogram to
a 8 cm diameter breast composted of 100% glandular tissue is 5.2 mGy for a Mo/Mo
target/filter combination[6]. Over all, the molybdenum spectrum delivered the highest
dose and lowest CSCT image quality than any of the other spectra investigated.
CTDI100
Tungsten Polyenergetic Beams
CTDI100 dose measurements were taken on a Philips Brilliance 16 CT scanner
utilizing a 10 cm diameter acrylic phantom and are contained in table IV.19 for a 7.5
mm slice thickness. This data showed that CTDI100 increased with both peak photon
energy and the number of photons used (mAs). The dose increased linearly with mAs
and supra-linearly with kVp.
The associated simulated CTDI100 measurements for the 10 cm acrylic phantom
are contained in table IV.20. Due to the manner in which the polyenergetic spectra
were created attention must be paid to the total number of photons used for each
spectra. In the simulations, a set number of photons can be selected regardless of the
energy or slice thickness specified. This not the case with a real clinical CT scanner
where the number of photons emanating from the source is dependent on mAs, kVp,
and source collimation, and an increase in any one of these parameters increases the
number of source photons, and thus the dose deposited.
The simulated CTDI100 measurements were performed with the same scanning pa-
rameters that were used to generate the CSCT images; however, the energy deposited
in the simulated ion chamber was taken to be over a 7.5 mm slice thickness in order
to match the Philip CT scanner collimation. By comparing the real and simulated
88
CTDI100 measurements an equivalent CT scanner mAs was determined for the sim-
ulations. The equivalent mAs values for the simulated CSCT geometry and photon
source parameters are contained in table IV.20.
Table IV.19: Philips Brilliance 16: CTDI100 to 10 cm diameter acrylic phantom for
7.5 mm slice thickness.
CTDI100 (mGy)
mAs 80kVp 120kVp 140kVp
30 1.5 4.4 6.3
50 2.3 7.1 10.5
100 4.4 14.5 21.2
200 8.9 29.2 42.1
300 13.2 43.5 63.0
Table IV.20: Polyenergetic simulation: CTDI100 to 10 cm diameter acrylic phantom
and the equivalent mAs technique interpolated from the measurements in table IV.19.
Energy Number CTDI100 Equiv. mAs CTDI100 per
(kVp) of Photons (mGy) (mAs) Equiv. mAs
80 8.83×1011 27.0 620 0.04
120 5.57×1011 19.2 130 0.15
140 5.30×1011 19.0 90 0.21
A comparison between the simulated CTDI100 normalized by the equivalent mAs
of table IV.20 and the clinical CTDI100 data of table IV.19 revealed that the simu-
lated measurements and clinical measurements differed by approximately the same
percentage between kVp settings. Specifically, the average percent difference between
the clinical 80 kVp and 120 kVp CTDI100 per mAs measurements relative to the 120
kVp measurement was 68.5%, and between 120 kVp and 140 kVp relative to the 120
kVp measurement it was 45.3%. The associated simulated percent difference in the
simulated CTDI100 per effective mAs was 73.3% between 80 kVp and 120 kVp, and
40.0% between the 120 kVp and 140 kVp. Since the percent difference measurements
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appeared to be similar between the simulated and measured CTDI100, it was reason-
able to relate the simulated CSCT techniques to clinical scanner techniques through
CTDI100 measurements.
Discussion
The experiments in this chapter illustrate how various parameters affect CSCT
image quality and dose deposition. Although the experiments were all simulation
based with no identical associated laboratory experiments for confirming simulation
results, it is reasonable to assume that similar results would be obtained by laboratory
experiments, since it was shown in Chapter II that EGS5 properly modeled coher-
ent scatter in the diagnostic mammography energy range, and, in this chapter, that
the percent difference in CTDI100/mAs measurements between different kVp’s were
approximately the same for the simulated and clinical scanner.
Low-contrast detectability is one of the hallmarks of traditional CT. In comparison,
CSCT images achieve a far greater degree of image contrast between materials. For
example, an inspection of table IV.8 shows that for 120 kVp and ×100 at a 1.7◦
scatter angle, fat contrast is 1.94 and muscle is 0.39 for a total difference of 1.55. The
same difference in contrast between fat and muscle for the 120 kVp attenuation-based
image is only 0.13. The CSCT images has 11.9 time more contrast between fat and
muscle than does the traditional CT.
CSCT also allows for creating composite images that possess different weights
of the CSCT images. Any number of images in figure IV.13 can be processed and
combined to create additional images. For example, figure IV.19 shows a simple
manipulation of fat contrast in the 80 kVp image set: by subtracting from the 3.0◦
image the 7.4◦ image times the ratio of the water regions of the two images, a high-
contrast fat image is produced. Table IV.21 compares the image metrics of the output
composite image against its input images. The table shows that that the contrast for
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each of the materials increased dramatically over the input FBP CSCT images. This
method can be used to combine any number of CSCT images together, including those
produced from different spectra (e.g., 80 kVp and 120 kVp), to generate composite
images with enhanced contrast characteristics.
Figure IV.19: Composite image fat enhancement for 80 kVp. R is the ratio of the
average water pixel values of the 3◦ image to average water pixel values in the 7.4◦
image.
Table IV.21: Composite image metrics of resultant image in figure IV.19 compared
with 80 kVp ×100 simulation metrics in table IV.8, IV.9, IV.10.
Contrast CNR SNR
material 3.0◦ 7.4◦ result 3.0◦ 7.4◦ result 3.0◦ 7.4◦ result
fat 1.65 -0.27 144.30 7.41 -2.06 7.33 9.65 5.00 6.17
muscle 0.43 -0.01 33.08 1.93 -0.09 1.68 5.47 5.81 1.39
kidney 0.45 -0.04 36.63 2.00 -0.33 1.86 5.55 6.19 1.52
CTDI
For the polyenergetic beams, although no periphery measurements were taken on
the 10 cm diameter acrylic phantom, a reasonable estimate of the periphery dose was
that it was equal to the central dose, since the phantom diameter was < 16 cm[20].
The CTDIvol for this case was simply the CTDI100 measurement, since
CTDIweighted =
2
3
CTDIperiphery +
1
3
CTDIcenter, (IV.4)
CTDIvol =
1
pitch
CTDIweighted, (IV.5)
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where pitch = 1 for a single axial acquisition and CTDIcenter = CTDI100. The Amer-
ican College of Radiology recommends that clinical CT scanners maintain CTDIvol
for head techniques below 80 mGy as measured on a 16 cm acrylic phantom. As
the diameter of the acrylic phantom increases, the difference between the periphery
increases, and the CTDIperiphery measurement is weighted more heavily. Since it could
be assumed that the simulated CTDI100 ≈ CTDIvol, and all values were < 80 mGy,
this indicates that the simulated techniques were within the normal operating dose
ranges for traditional CT scanners. Therefore, it is plausible to conclude that doses
associated with CSCT are reasonable, and that CSCT may be a viable option to
explore for imaging appendage size objects that minimize attenuation of scattered
photons. However, the affects of a strong attenuator like bone in an appendage would
need to be studied before proceeding, as CSCT techniques may have to be adjusted,
which may lead to an unacceptable bone dose for a diagnostic study.
Nonetheless, the contrast, CNR, SNR, and dose tables presented in the results
section may be used to create a CSCT technique for generating a CSCT image with
a certain amount of contrast and noise for a specific absorbed dose. For example,
at a 3◦ scatter angle, the W 80 kVp ×100 beam deliver a dose of 90.9 mGy to the
water region, had fat to water contrast of 1.65, a CNR of 7.41, and achieved a SNR
9.65 for the fat region; by comparison, the W 140 kVp ×100 beam used 40% fewer
photons, delivered a dose of 53.5 mGy to water, had fat to water contrast of 0.33, a
CNR of 1.90, and achieved a SNR of 7.04 for the fat region. The molybdenum ×10
beam at the same scatter angle used 59% and 180% more photons than the W 80
kVp and W 120 kVp beam, respectively, deposited more dose to the water (148 mGy)
region, and produced an image with lower contrast (1.39), compared to W 80 kVp,
and higher noise content (SNR = 0.86, CNR = 0.6). From this analysis it is clear that
the tungsten beams are more dose efficient. A user could adjust the source flux to
control the amount of noise in the image and dose delivered to the object, while the
kVp could be adjusted to achieve a specific amount of contrast. When using ionizing
92
radiation for imaging purposes there is always a balance between dose delivered and
value added information.
Conclusion
This chapter used the simulated fan-beam geometry of Chapter III to conduct a
series of experiments on a 4-material phantom of medically relevant materials. The
simulation geometry served as tool for analyzing the CSCT parameter space and illus-
trated the effects that different parameters had on CSCT image generation and dose
deposition. An analysis of CSCT images generated from both monoenergetic and
polyenergetic beams revealed that subject contrast remained constant with photon
flux as expected, with CSCT images having more noise than the attenuation-based
images. Also, for the CSCT images, subject contrast between regions tended to shift
towards lower scattering angles as the photon energy increased. The effect of noise
greatly influenced the quality of CSCT images as was demonstrated through CNR and
SNR measurements. Generation of composite images that are mathematical combina-
tions of various CSCT images can be used to create material specific contrast images.
Increasing the photon flux resulted in lower noise for both the attenuation-based and
CSCT images, and greatly enhanced resolution of the material regions in CSCT im-
ages. It is possible to optimize CSCT image metics with respect to dose by selecting
an appropriate beam spectrum and source photon flux. The tungsten spectra sources
used five to eight times more source photons than did the molybdenum spectrum, but
deposited less dose and generated higher quality images. And, finally, a method was
demonstrated for relating simulated CSCT techniques to clinic CT scanner techniques
through CTDI100, which provided a reasonable estimate of a simulations’ equivalent
clinical technique.
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CHAPTER V
SINGLE SHOT COHERENT SCATTER COMPUTED
TOMOGRAPHY (SSCSCT)
Introduction
This last chapter deals with a hypothetical CSCT reconstruction technique that
is dependent upon an ideal detector that can resolve the trajectory of a photon at the
moment of detection. The polyenergetic simulated data generated for the experiments
conducted in Chapter IV was used to illustrate an individual photon back trajectory
method for reconstructing a CSCT image. The term single shot coherent scatter
computed tomography (SSCSCT) is used to describe this technique. Essentially, if it
was possible to record the position and direction vectors of a photon the moment it
was detected, then, hypothetically, by reversing the direction vector components of
a scattered photon and determining where the reverse trajectory intersects with the
fan-beam plane, it should be possible to localize where the scatter event occurred.
Currently, there are no detectors capable of measuring both the detected position
of a photon and its direction vectors (momentum vectors) at time of detection. How-
ever, if one did exist, and the resolution was fine enough, then it may be possible to
reconstruct a CSCT image without the use of a traditional reconstruction algorithm.
Method
For each photon detection in the polyenergetic data set (80, 120, and 140 kVp) of
Chapter IV, both photon position and photon direction vectors at the time of detec-
tion were recorded. Using simple vector geometry, the trajectories of the simulated
scattered photons were reversed and extended from their detection point through the
fan-beam plane. The point of intersection of the line and plane mark the interaction
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point for the photon. By grid addressing the intersection points into a 200x200 array
and counting the number of intersection points in each bin (pixel), a tomographic
CSCT image of the phantom was created. Since the detector was sensitive to all
photons regardless of energy and origin, stray bremsstrahlung or multiple scattered
photons were also detected; however, the back trajectory for these photons did not
necessarily intersect the fan-beam plane. Any intersection points that fell outside of
the support region where the phantom was located were eventually rejected from the
final reconstruction. Figure V.1 illustrates the intersection of the reverse trajectory
of the scatted photons with the fan-beam plane.
(a) Snapshot of reverse photon trajectory in-
tersections with the fan-beam plane for a single
view angle.
(b) Image of reverse trajectory scat-
ter data: 120 kVp at 2.3◦ scatter
angle. High intensity areas on the
periphery are due to the higher de-
tected scatter from the surface.
Figure V.1: Example of back trajectory reconstruction for a single view angle (1 of
128) for 120 kVp at a scatter angle of 2.3◦.
The 128 view angles comprised a set of 64 pairs of 180◦ opposing view angles. A
single composite image was formed by taking the geometric mean of the 128 images,
which produced a lower dishing effect (reduction in signal located towards the center
of the object) compared to an arithmetic mean; an example result is shown in figure
V.2(a).
To account for a lower number of photons emanating from the central portion of the
phantom due to attenuation of the scattered photons, a Chang correction was applied
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to increase the signal from the central region. The Chang correction is used in nuclear
medicine as a first order attenuation correction technique for single photon computed
tomography (SPECT), and is commonly used for SPECT brain and abdomen imaging
[8]. The technique calculates an average attenuation correction factor (ACF) at each
pixel location (x, y), and then divides by the ACF to correct the image. First, an
initial image f(x, y)′ is reconstructed without any attenuation correction. Then the
contours of the image are used to estimate the attenuation path length from each
location within the object to its boundaries. A constant linear attenuation coefficient
is used for each path length. The ACF is calculated as
ACF(x, y) =
1
1
N
∑N
i=1 e
−µdi
, (V.1)
where di is the attenuation path length for location (x, y) for the ith sampling angle
and µ is an assumed constant linear attenuation factor. The reconstructed image is
corrected by f(x, y)′ × ACF(x, y) to yield the attenuation corrected image, f(x, y).
Figure V.2 shows an example of ACF application.
Circular ROIs, with a diameter of 14 pixels, were used to sample the reconstructed
SSCSCT images in each of the material regions in order to calculate the image con-
trast, CNR, and SNR – similar to the procedure used in Chapter IV.
Results
Figure V.3 shows the results of the SSCSCT reconstructions. Tables V.1, V.2,
and V.3 contain simulation measurements for the images in figure V.3 images. For
the 80 and 120 kVp 1.7◦ reconstructions, there were noticeable locations where the
pixel values were either zero, or considerably lower than the surrounding pixels. Since
the phantom contained no voids, these holes indicated an absence of back trajectory
intersections with the fan-beam plane at those locations. This could result from an
absence of detected scatter photons originating from that location due to absorption
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Figure V.2: Example of ACF applied to data for 120 kVp and scatter angle 1.7◦.
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or scatter as they traveled towards the detector, or a lack of source photons reaching
that particular region to begin with. It could also be due to the finite precision of
the computer to calculate intersection points, which could result in a point being
incorrectly addressed into another bin for counting.
Over all, the most noticeable difference between the SSCSCT images (figure V.3)
and the FBP CSCT images of Chapter IV (figure IV.13) was the reduction in noise.
This was confirmed by all SNR comparison ratios being > 1.0 (table V.4). Assum-
ing Poisson statistics applied, all simulation measurements in table V.1 were within
roughly one standard deviation of the contrast simulation measurements in table IV.8
for the FPB CSCT images of Chapter IV, which indicated that noise in the FBP
CSCT images was likely the major contributor to any difference seen in the contrast
simulation measurements. Additionally, the SSCSCT CNR simulation measurements
(table V.2) were greater than the associated FBP CSCT CNR simulation measure-
ments (table IV.9) for all but seven points; and for those points, it was within one
standard deviation of the FBP CSCT CNR simulation measurements, assuming Pois-
son statistics.
In emission computed tomography, the linear attenuation coefficient of water se-
lected for use in the ACF is typically selected based on the principle energy of the
emission photons. The effective energies for the 80, 120, and 140 kVp beams were
46, 60, and 66 keV, which correspond to water linear attenuation coefficients of 0.238,
0.203, and 0.196 cm−1, respectively. However, it was necessary to use attenuation
coefficients that were 2.3 times higher in order to correct for the lower signal from
the central region of the phantom. This indicated the ACF, which only corrected for
attenuation of scattered photons from the scattering region to the detector, was insuf-
ficient. Another correction must be applied to account for the attenuation of source
photons to the central regions, which contributed to lower scatter interactions in the
central portion of the phantom. Also, the increase in the linear attenuation coefficient
used in the ACF resulted in a radial gradient in the SSCSCT images with higher pixel
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Figure V.3: SSCSCT reconstructed images from a polyenergetic source.
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values located towards the central region. Thus, the reconstruction method appears
to require two attenuation correction factors in order to account for loss of signal from
the central region of the phantom.
Discussion
Although the reconstruction method described above was for a hypothetical situa-
tion in which a detector, or set of detectors, was able to determine the trajectory of a
scattered photon upon detection, it does raise some interesting points. An inspection
of figure V.3 and table V.4 illustrated that the SSCSCT images had SNRs that were
on par with the FBP CSCT images, but generally possessed greater CNRs than the
CSCT images; thus, the material regions were more distinguishable than in the CSCT
images. Also, data from a single view angle acquisition can be used to create a single
tomogram (figure V.1(b)), whereas traditional fan-beam CT requires an arc rotation
of no less than 180◦ plus the fan angle.1 It is possible that a single shot scatter ac-
quisition system could be made portable, and could be used for imaging objects that
are unable to be transported to a traditional CT scanner (e.g., bed ridden patients,
stationary objects, infected lab animals). Also, a single shot scatter tomograph would
deliver less dose to the imaged object than a CT image.
Potential system designs may incorporate a two position detector – one located
closer to the object and another, or the same detector located a further distance
away. It may be possible to statistically determine trajectory information from a
pair or series of detected photon distributions from two or more exposures on the
same stationary object with detectors at different distances from the object. For a
traditional CT source, the detectors would have to possess a fast recovery time to
capture and correlation the incoming photons. However, it may be the case that only
1It may be possible to create CSCT images from only 180◦ of data, however, this was not explored
in this work.
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a fraction of the scattered photons need be detected. A potential detector component
could be cadmium zinc telluride (CZT) detectors.
CZT detectors possess some ideal characteristics for photon detection, to include
high Z (50), low band gap energy (1.5eV), room temperature operations, and high
resolution spectroscopy[53]. The detectors can be manufactured down to 2.5x2.5
mm2 elements and have been used to investigate mammography imaging through
scintimammography[38]. The fact that they are simultaneously both position sensi-
tive and have energy resolving capability may allow potential CSCT or a SSCSCT
system to reconstruction images using only selected photons based on their energy.
Also, knowing the energy of a detected photon may aid in determining the region from
where it was scattered, since each detector element subtends a certain field of view of
the object and the photon scatter angle is energy and material dependent. Area of
overlap may be formed to localize where the scatter event occurred. Reference [40]
lists other scintillation x-ray detection materials that may be of use.
The SSCSCT reconstruction method currently is technology limited. However,
SSCSCT images can be used in an identical manner as the FPB CSCT images of
Chapter IV. Specifically, composite or material specific images could be formed from a
weighed combination of the various scatter angle images, whether derived from scatter
position, scatter photon energy, or a combination of both, so long as photon trajectory
information at the time of detection is acquired. A combination of SSCSCT images
and FBP CSCT images could also be combined to provide additional information to
enhance a tomogram.
Conclusion
The method described in this section illustrated a reconstruction method for cre-
ating scatter generated tomograms by utilizing the reverse trajectory of a detected
scatter photon. The method is purely hypothetical, as no detection system currently
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exists can simultaneously detect and determine the exact trajectory of indirectly ion-
izing radiation (photons) at diagnostic energies. However, potential advantages exist
if it does become possible to obtain this type of precision measurement of scattered
photons, such as the creation of a tomogram from scattered photons for a single ac-
quisition view angle, and composite image generation for creating material specific
scatter images, as in FBP CSCT.
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CHAPTER VI
SUMMARY OF RESULTS
The goal of this work was to explore the parameter space for CSCT image gen-
eration. The manner in which this was accomplished was through the use of Monte
Carlo simulations of a CSCT system.
The ability of the EGS5 Monte Carlo code system to simulate coherent scatter was
investigated and shown to be valid for mammography energies ( < 32 kVp) – EGS5
simulated scatter generated in a pencil-beam geometry for beef fat, beef muscle, and
water produced scatter profiles that were in agreement with laboratory measurements.
A simulated pencil-beam geometry was extended to create a discrete fan-beam
geometry, thus mimicking current CT scanners with area wide detectors. This ge-
ometry also had the the added benefit of not detecting any lateral forward scatter
from extended regions of the phantom to reach the detector elements that were not
in-line with a source photon’s original trajectory from source to the detector. Both
monoenertic and polyenergetic spectra were used to create simulated scatter data
for performing CSCT reconstructions. Reconstructions were carried out using FBP
methods per Harding’s and Westmore’s formulations, which permitted the use of
FBP with a few underlying assumptions. Results from the polyenergetic simulations
(anodes: tungsten and molybdenum) were used to demonstrate that composite im-
ages can be formed from multiple images, at various angles and energies, to create
material specific images. A CTDI100 dose comparison between the simulated polyen-
ergetic techniques and a clinic CT scanner were performed in order to associate the
simulated source parameters to an equivalent clinical CT technique. Also, through
CTDI100 measurements, it was estimated that the simulated polyenergetic techniques
had a CTDIvol < 80 mGy, and were therefore dose feasible for at least a 7.5 mm beam
width or collimator thickness. A look at the dose tables in Chapter IV show that the
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simulated dose deposited in the various material regions were also less than 80 mGy
for all beams except the ×10 Mo 32 kVp spectra. The various image metric and dose
tables in Chapter IV also illustrate which source parameter to adjust to achieve the
desired amount of image contrast and noise.
Future investigations could expand on this work by experimentally verifying that
EGS5 does model coherent scatter properly for polyenergetic spectra > 32 kVp. Also
a more realistic detection system could be modeled which takes into account lateral
scatter and other elements that degrade signal detections to further investigate how
CSCT image quality is influenced by off-axis scatter and noise. With regards to the
SSCSCT reconstruction method, a more extensive investigation into an attenuation
correction factor that incorporates both primary beam attenuation as well as scatter
photon attenuation.
Since this work only investigated soft tissue with relatively moderate attenuation
properties compared to bone, a thorough investigation into how highly attenuating
objects affect CSCT images and dose deposited would be beneficial. It could be that
CSCT is limited to small diameter objects composed primarily of soft tissue. In that
case, it is possible that CSCT imaging could find a use in small animal imaging re-
search or breast imaging. For any imaging study, dose is a concern, and any future
CSCT study should contain a thorough review of potential benefits of the images
produced versus the risk associated with the dose for the examination. As men-
tioned in the “historical contributions to CSCT research” in Appendix A, there are
researchers who have created libraries of medically relevant coherent scatter form fac-
tors of healthy and diseased tissues. For small animal imaging, CSCT may potentially
provide another tool to assist in identifying and analyzing induced pathologies such
as specific types of cancers.
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APPENDIX A
HISTORICAL CONTRIBUTIONS TO CSCT RESEARCH
What follows is a brief summary of the research that has advanced the field of co-
herent scatter computed tomography. The discussion is not intended to be an inclusive
list of all research conducted in the field, but instead is designed to provide a frame-
work for referencing other works. Essentially, these contributions can be separated
into two broad categories: material investigation and image generation. A succinct
perspective of research conducted up to 1999 is summarized by Harding (1999)[17].
In 1895, Wilhelm Conrad Ro¨ntgen, winner of the first Nobel Prize in Physics in
1901, discovered x-rays and launched the field of planar radiography. The field of
coherent scatter x-ray research can draw its linage primarily back to Max Von Laue, a
German physicist who won the 1914 Noble Prize in Physics for his observations of in-
terference patterns produced by transmitted x-rays through crystalline materials. His
discovery in turn lead to William Henry Bragg and his son, William Lawrence Bragg,
the discoverer of the Bragg law of X-ray diffraction, winning the 1915 Nobel Prize
in Physics for their work in solving the inverse problem of determining crystal struc-
ture from images produced by coherently scattered photons. From that time forward,
the field of x-ray material analysis and x-ray planar imaging essentially developed
separately.
It wasn’t until after the invention of Computed Tomography (CT) in 1971 by
Godfrey Houndsfield and Allen Cormack, both co-winners of the 1979 Nobel Prize for
Physiology or Medicine, did a detailed study of how scattered x-rays, which produced
streaking artifacts in CT images, begin to take shape[17]. It had been known since
the early days of planar radiography that scattered photons degraded image contrast,
hence the use of anti-scatter grids on film cassettes. The degree to which coherent
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scatter contributed to image degradation had not begun to be quantified until the
early 1980’s.
In 1982, Johns and Yaffe definitively illustrated the effects of coherent scatter in
radiography. They showed that molecular form factors calculated from a weighted
sum of atomic form factors for hydrogen and oxygen failed to match experimentally
measured molecular from factors for liquid water, thus demonstrating the degree to
which intermolecular coherence effects x-ray scattering from liquid water.1 Addition-
ally, they quantitatively demonstrated that for a typical radiographic abdominal scan,
first coherent scatter photons comprises up to 26% of the primary exit fluence[23]. At
high diagnostic energies, first coherent scatter is highly forward peaked and diverges
very little compared to other scatter, thus making it more difficult to remove before
being detected, which leads to images with lower image contrast and CNR.
In 1985, Neitzel, Kosnaetzky, and Harding performed a Monte Carlo simulation
study utilizing tabulated molecular form factor data for liquid water compiled by
Morin (1982). The simulation produced scatter profiles for a mono-energetic 60 keV
and poly-energetic 140 kVp pencil beam incident on 10 cm of water. Their calcula-
tions indicated that coherently scattered photons dominate the scatter in the neigh-
borhood of the transmitted radiation beam. Building on their previous work two
years earlier, the trio described a technique called x-ray diffraction computed tomog-
raphy (XRDCT), in which the coherent scattering properties of a material can be
exploited to generate a tomogram of an object. This study used a first generation
CT acquisition geometry (pencil-beam source with step-and-shoot translation) with a
quasihexagonal array of 61 1x1cm2 bismuth germinate (BGO) scintillator coupled to
photomultiplier tubes to detected scattered photons, from which tomograms of vary-
ing contrast were reconstructed[16]. For amorphous materials, the coherent scatter
1It should be mentioned that by the early 1980’s, physicists had compiled libraries of calculated
atomic and measured molecular coherent scatter form factors primarily for validating theoretical
models and for use in crystallography. Major contributors to these libraries include Hubbell, Narten,
Levy, Morin, Roy, Kissel and Pratt.
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is isotropic and produces an annular scatter pattern centered on the primary beam.
For their experimental set up, they identified three principle factors contributing to
momentum resolution in XRDCT: 1) detector spatial resolution; 2) polychromatic
x-ray source (energy spread); and 3) the size of the region an object subtends at the
detector. Since the angle (θ) of photon scatter detection can be correlated with a mo-
mentum transfer argument (x), it is customary to see scatter profile plots with either
x or θ on the abscissa versus a measurement of detected intensity along the ordinate.
The invention of modern solid-state detectors with sub millimeter size detection el-
ements have mitigated the effect of factors 1 and 3; however, the polychromaticity
of the x-ray source still leads to a blurring of the annular scatter pattern, with the
amount of blurring linearly proportional to the distance between the detector element
and the center of the detector.
By the 1990’s, various researchers had created new ways to process the scatter data
in order to synthesize material-specific images, while other experimentalists measured
the molecular form factors of a variety of medically relevant materials. Westmore
(1996), Fenster, and Cunningham created a prototype imaging system that used a
polychromatic pencil beam source and an image intensifier as the detector. They
expanded the reconstruction of material-specific images by decomposing radial pro-
files on a pixel-by-pixel basis using known diffraction patterns from homogeneous
materials. A non-negative least squares fitting algorithm was used to minimize the
difference between the measured cross section at a particular detector location for a
multi-material phantom and the cross sections at the same detector location for single
materials[60].
On the material analysis front, Peplow and Verghese (1998) produced data tables
of measured molecular form factors for various animal tissues. A portion of this data
set is incorporated into the EGS5 distribution to provide the Monte Carlo system
with the ability to properly model coherent scatter interference. Peplows and Vergh-
eses molecular form factor data set include measurements for lucite, lexan, kapton,
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formaline, water, breast tissue, and fat, muscle, liver, kidney, heart muscle for both
pork and beef. A beam line at the National Synchrotron light source at Brookhaven
National Laboratory was used to irradiate their samples with two different energies,
8 and 70 keV, which corresponded to two momentum transfer range, x = 0.056 to 3.2
nm−1, and x = 0.14 to 13 nm−1, respectively[42].
Also in 1998, Kleuker et al. conducted a feasibility study on soft-tissue imaging
using x-ray diffraction computed tomography (XRDCT). His group used a 60 and 80
keV beam line at the European Synchrotron Radiation Facility to interrogate a pork
chop and reconstruct tissue-selective image from wide-angle diffracted photons. The
tissue-selective image produced by the mono-energtic x-ray source produced images
with high tissue contrast[28].
Continuing into the early 2000’s, researchers Schomka (2000), Schneider (2001),
and Harding, at Philips research laboratories in Germany, modeled and experimentally
verified the feasibility of a prototype CSCT system which used a fan beam x-ray source
in a third generation CT geometry[51, 52]. This was a significant step forward in
reducing the scan time in CSCT over the first generation (step-and-shoot) geometry.
Additionally, Schlomka (2004) when on to demonstrate the feasibility of incorporating
an energy-resolving detector into the third generation geometry, allowing increased
momentum transfer (scatter angle) resolution due energy discrimination when using
poly-chromatic sources[50].
In 2002, Poletti et al. (2002) investigated photon scatter from human breast tissue
(adipose and glandular) and from mammographic breast-equivalent materials: water,
polymethylmethacrylate (PMMA), nylon, PE, nylon, and four commercial breast-
equivalent materials. For the commercial breast materials, three samples from Com-
puterized Imaging Reference System, Inc. (CIRS) with different glandular content
were selected, and one sample from Radiation Measurements Inc. (RMI). The radi-
ation source was a 17.4 keV beam produced from a powder diffractometer operating
in transmission mode. For photon scatter less than 25 degrees, Poletti demonstrated
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that 1) scatter from breast tissue differed from scatter by breast-equivalent materials;
2) scatter from adipose tissue was similar to scatter from commercial breast-equivalent
material; and 3) glandular tissue scattered similar to water. Data generated by this
investigation can be used to model elastic scattering from breast tissue in Monte Carlo
programs.
Johns and Wismayer (2004) conducted coherent scatter experiments to measure
the molecular form factors of PMMA polystyrene, lexan, nylon, polyethylene, beef
muscle, and water utilizing the Rigaku and Scintag powder diffractometers, and com-
pared their results to previously published tables. They concluded that, although well
suited for samples with sharp Bragg peaks, powder diffractometers are not well suited
to handle amorphous materials
By 2005, Batchelar, Davidson, Dabrowski, and Cunningham demonstrated the
first quantitative use of CSCT by analyzing excised bone samples. A first genera-
tion pencil-beam geometry setup, similar to Westmore, was used to demonstrate how
CSCT could be used for tomographic densitometry. A year later, Davidson expanded
this technique to perform ex-vivo non-destructive analysis on intact urinary calculi.
The images generated were essentially mineral composition maps, which could aid in
recommending preventative measures since mineral spatial composition is an indicator
of the etiological process for non-calcium stones[9].
Lastly, King (2010, 2011) and Johns used a poly-chromatic source and an energy-
sensitive detector to develop an energy-dispersive technique to measure the coher-
ent molecular form factor for amorphous materials. Their measurements were in
close agreement with previously published data, and further confirmed the limitations
diffractometer based systems[25]. In collaboration with Landheer, the researchers
compiled a form factor library of medically relevant (fat, muscle, liver, kidney, bone,
and water) and phantom relevant (polyethylene, polystyrene, polycarbonate (lexan)
and nylon) materials[26].
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APPENDIX B
PHYSICAL PRINCIPLES OF COHERENT SCATTER
This section explains the physical principles underlying molecular coherent scatter
starting with the simplest form of coherent scatter – photon coherent scatter by a
free electron. The significance of the form factor is discussed and how it modifies
the Thomson differential scattering cross section in order to determine the Rayleigh
(coherent) differential scattering cross section for an atom/molecule.
Thompson Scatter - classical scattering from a single free elec-
tron
The scattering of an electromagnetic wave by a free electron was first analyzed in
terms of classical electromagnetic theory by J.J. Thomson. In his analysis, an incident
electromagnetic wave exerts a Coulombic driving force on an initially stationary free
electron. The incoming oscillating electric field causes the electron to experience accel-
eration oscillations, thus causing it to radiate electromagnetic radiation isotropically
at the same frequency as the incoming EM wave. Since the incoming and outgoing EM
wave are of the same frequency, no energy is lost and the interaction can be classified
as an elastic interaction. For an unpolarized incident radiation, Thomson determined
the electronic differential scattering cross section per unit solid angle (dσ/dΩ)T to be
(
dσ
dΩ
)
T
=
r2e
2
(1 + cos2 θ), (B.1)
where re is the classical electron radius and θ is the photon scattering angle.
Writing equation B.1 in terms of θ gives the Thomson differential scattering cross
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section per unit scattering angle (dσ/dθ)T :
(
dσ
dθ
)
T
=
r2e
2
(1 + cos2 θ)2pi sin(θ) = pir2e(1 + cos
2 θ) sin(θ). (B.2)
Figure B.1 shows the two differential cross sections plotted as a function of scattering
angle θ. Integrating equation B.2 over all scattering angles yields the total Thomson
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Figure B.1: Plot of the Thomson differential cross section per unit solid angle
(dσ/dΩ)T and the differential cross section per unit angle (dσ/dθ)T , as a function
of photon scatter angle. Units are in milli-barns per sr and rad, respectively.
cross section for a free electron for all photon energies (σT = 8/3pir2e = 66.53 ×
10−30m2). σT has the same value for all photon energies, however, this is only correct
for very low energies where the binding energy is insignificant. As the incoming photon
increases, an electron will recoil, and the amount of scattered radiation will be less.
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Rayleigh Scatter and Form Factors - coherent scatter from
multiple electrons
Rayleigh scattering extends the concept of elastic photon scattering by a station-
ary free electron to elastic scatter from a group of bound electrons in an atom through
use of the atomic form factor approximation. The form factor approximation satisfac-
torily describes the scattering differential cross section for x-ray photons with energies
greater than the ionization thresholds of the atomic shells[19]. Atomic coherent form
factors F 2a (x, Z) table have been calculated by Hubbell[21] using various quantum
mechanical models and approximations to atomic wave functions (e.g., Hartree–Fock,
Thomas–Fermi, or Hartree models), since only form factors for the Hydrogen atom
can be solved analytically[43].
The approximation allows the differential atomic cross section for Rayleigh (co-
herent) scatter to be written as:
(
dσ
dΩ
)
coh,a
=
(
dσ
dΩ
)
T
F 2a (x, Z), (B.3)
where x = sin (θ/2)/λ is the momentum transfer argument, which has units of in-
verse length. Extending the Thompson differential scattering cross section to atoms
amounts to just multiplying eqn B.1 by F 2a (x, Z).
For investigating the form factors for molecules, researchers conduct scatter exper-
iments and measure the amount of scatter per differential angle or solid angle[42, 24,
29, 30]. From these measurements, the molecular coherent form factor F 2(x)coh,mol is
calculated from the equation
(
dσ
dθ
)
coh,mol
=
(
dσ
dΩ
)
T
F 2mol(x). (B.4)
This method preserves the intra- and inter-atomic electron coherent scattering inter-
ference effects, which allows them to be used in calculations to predict a photon’s
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probability to undergo coherent scatter and its probable scattering angle (e.g., in
Monte Carlo programs). Other researchers have calculated molecular form factors
by applying an oscillatory factor s(x),which takes into account interactions between
atoms[31], to the free-atom model version of the form factor calculated from the in-
dependent atomic model (IAM):
F 2mol(x) = W
∑
i
wi
Ai
F 2a (x, Zi)s(x). (B.5)
where W is the molecular weight, wi is the mass fraction for element i, and Ai and
Zi are the atomic mass and the atomic number of element i, respectively.
The form factors modify the dσ/dθT and cause the coherent scatter photon distri-
bution to be skewed towards lower scatter angles. Figure B.2 shows the form factor
for water used in EGS5 over the momentum transfers over the range where coherent
scatter effects significantly influences the scatter angle distribution.
Figure B.2: Plot of the coherent form factors for water provided EGS5 and from
reference [42].
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Compton Scatter - incoherent scatter
In a Compton interaction energy is transferred from an incident photon to a loosely
bound electron, which recoils from the collision. The equation for the differential
incoherent scattering cross section is
(
dσ
dΩ
)
incoh,a
=
(
dσ
dΩ
)
KN
Sa(x), (B.6)(
dσ
dΩ
)
KN
=
(
dσ
dΩ
)
T
FKN, (B.7)
where (dσ/dΩ)KN is the differential Klein-Nishina electronic cross section per electron
per unit solid angle for the Compton effect, Sa(x) is the atomic incoherent scattering
function, and FKN is the Klein-Nishina form factor, which is dependent on incident
photon energy and the photon scattering angle. Hubbell[21] has generated an exten-
sive table of incoherent scattering functions. References [21] and [43] contain a good
description of Compton scatter and the details of the Klein-Hishina form factor.
Figure B.3 illustrates the impact that coherent scatter has at low scatter angles
compared to incoherent scatter. The plots shows that incoherent scatter is relatively
uniform over the scatter angles sampled and is contributes only insignificantly to the
scatter signal at low scatter angles. However, as the scatter angle increases, incoherent
scatter contributes a greater amount to the total scatter signal.
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Figure B.3: Result of simulated scatter detections in EGS5 with coherent scatter
modeling activated and de-activated.
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APPENDIX C
CTDI100
In computed tomography, a dose gradient exists in both the radial and z-axis
direction for the object being scanned. For a 32 cm diameter cylindrical acrylic
phantom, the radial component of dose is highest near the surface and lowest towards
the object center. As the radius of the phantom decreases (i.e., 16 cm or lower) the
radial dose distribution tend to become more uniform[20]. The variation in the z-
axis direction is illustrated in figure C.1 for a hypothetical non-helical multiple slice
acquisition.
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Figure C.1: Z-axis dose profile for multiple axial scans. N×T = beam width dimen-
sion. The rectangular area (MSAD×NT) is equal to the integrated dose under a single
dose profile.
The multiple scan average dose (MSAD) is the average dose to the central slice
from both the primary radiation and and scattered radiation from adjacent contiguous
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scanned sections[36]. For axial only scans, where the table increment is equal to
nominal beam width, the computed tomography dose index (CTDI) is an estimate of
the MSAD[35], since CTDI is the product of the MSAD and(NT) divided by (NT).
CTDI is also more convent to measure than MSAD.
The accumulated multiple scan dose at the center of a 100-mm scan is called the
CTDI100:
CTDI100 =
1
NT
∫ 50mm
−50mm
D(z)dz, (C.1)
where D(z) is the dose dose deposited at location z.
Since CTDI100 is measured using a pencil ionization chamber for a single CT slice
acquisition, the above equation can be simplified to:
CTDI100 = (f ∗ CF ∗ E ∗ L)/(N ∗ T), (C.2)
where:
f = conversion factor (from exposure to dose in air, use 8.7 mGy/R)
CF = calibration or correction factor for electrometer
E = average measured value (exposure or air kerma)
L = active length of pencil ion chamber (typically 100 mm)
N = actual number of data channels used during one axial acquisition
T = width of each channel (Note that N × T = nominal radiation beam width)
Because dose uniformity decreases with increasing object size, a weighted CTDI
measurement is derived from CTDI100 measurements taken at the center and periph-
ery of an acrylic phantom in order to provide a better estimate of the average dose
deposited in a nominal slice thickness for a specific scan-technique. The equations
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are:
CTDIweighted =
2
3
CTDIperiphery +
1
3
CTDIcenter, (C.3)
CTDIvol =
1
pitch
CTDIweighted, (C.4)
where pitch = 1 for axial acquisitions, and CTDIvol is a single CT dose parameter that
represents the average dose within the scan volume for a standardized acrylic CTDI
phantom. The American College of Radiology (ACR) recommends that CTDIvol for
head techniques, which are measured using a 16 cm diameter phantom, be less than
80 mGy.
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