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第 3 章では、 GBI 法の改良について述べた。探索空間を指数的にではなく線形に増加させるために Beam 探索の導
入が有効であることを説明した。別の改良として、 GBI 法でより良いパターンを抽出するためには、二つの評価基準
でパターンを評価すればよいことを提案した。また、ベアを正確に数えるために Canonical Label を用いてペアが表
現するグラフ構造をチェックする仕組みを取り入れ、その効率的な計算方法を提案した。さらに、 GBI 法により部分
グラフではなく誘導部分グラフで評価する手法を提案した。最後に、以上の改良を実装したアルゴリズムを
Beam .wise Graph Induction と新たに名付け、そのアルゴリズムをまとめた。





























(6) 上で述べた改良を施したアルゴリズムを B-GBI 法と新たに名付け、そのアルゴリズムを詳細に解説し、まとめて
いる。
(7) GBI 法および B-GBI 法について人工データを用いた計算時間等の定量的な評価実験により、提案手法が高速で
あり、大規模なグラフ構造データにも計算時間の観点から十分耐えうる手法であることを示している。
(8) GBI 法および B-GBI 法を実データに適用することで、現実世界の大規模なグラフ構造データからも高速に知識
を抽出できることを示している。また、抽出された知織の有用性を分類規則学習の予測精度により評価し、抽出
された知識の質という点からも提案手法が有用なものであることを確認している。
以上のように、本論文は大規模なグラフ構造データから高速に有用な知識を発見する手法についての多くの知見を
含んでおり、大規模構造データ解析の分野の発展に大きく寄与するものである。よって本論文は博士論文として価値
あるものと認める。
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