Tool life prediction is critical to workpiece quality and machining costs. In this paper, a remaining useful life prediction method was proposed, which considering the dimension optimization accuracy of vibration features and the iterative speed of industrial models. Firstly, an optimization method for extracting spatial information of vibration signals was found. The spatial topology of high dimensional vibration information was preserved, when achieving dimension reduction of high dimensional feature. Secondly, a determination method of loss function was proposed to ensure the extraction effects of spatial information. Meanwhile, the k value selection method was proposed which considered to balance the time efficiency factor by using the extraction effect of spatial information. Thirdly, an optimal strategy and model for the remaining useful life prediction of the tool which is suitable for industry was determined, in order to ensure the accuracy and increase the speed. Finally, the superiority and effectiveness of the proposed method were verified by using the processing data of practical tool life cycle.
I. INTRODUCTION
Tool life management plays an important role in industrial applications. With the rapid development of the modern Computer numerical control (CNC) machining industry, the CNC machine tool is developing in the direction of high speed, high precision, and high intelligence. Tool life prediction is critical to workpiece quality and machining costs. Therefore, how to effectively and accurately predict the remaining service life of the tool has been attracted great attention in recent years.
The method applied in the remaining life prediction, [1] used data fusion method in the neural network model for online monitoring of tool state in CNC milling, the effectiveness of the method was verified; [2] - [4] used Support Vector Regression (SVR) to predict tool wear; [5] considered these common uncertainties by studying the improved The associate editor coordinating the review of this manuscript and approving it for publication was Mauro Tucci . relevance vector machine (RVM) method, which can accurately describe the entire degradation process; Based on the probabilistic model, the literature [6] proposed a semiautomatic method that only needs to set one parameter to predict the fault signal, and proves proposed method is superior to the traditional semi-automatic method; [7] proposed a new tool wear evaluation technology of KPCA_IRBF and Gaussian process regression (GPR), which realized the accurate monitoring-processing parameters of tool wear; References [8] - [12] using deep learning networks to predict remaining life and fault detection; Ahmed and Namdi [13] compressed the sampling by using a combination of multiple measurement vectors (MMV) and feature sequencing frameworks, combined with three popular classifiers, multiple logistic regression classifiers, artificial neural networks and support vector machines to achieve high-precision classification of bearing faults; Li proposed a prediction method based on integrated learning in [14] and proved that the method is superior to the original member prediction algorithm; Application of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ other methods in feature extraction, in [15] , a technique called augmented Lagrangian was used as a tool for diagnosing faults in bearings and gearboxes for actual data; He et al. [16] diagnosed composite faults and locomotive bearings by using a convex sparsity regularization scheme; [17] developed a RUL prediction method based on wiener process model (WPM), which validated the effectiveness of the proposed method; Further, Guo et al. [18] proposed a method for constructing health indicators that considers trend burrs, and effectively uses this method to verify bearing predictions; Guo et al. [19] proposed a new intelligent method to identify the health of the machine by a deep convolutional transfer learning network (DCTLN) consisted of condition recognition and domain adaptation, and the effectiveness of the proposed method was verified by six transmission fault diagnosis tests; [20] proposed a prediction method based on deep learning which can only be used for the remaining service life, it improved the prediction accuracy of RUL; [21] used Kalman filter to fuse the estimation of remaining service life, and verified that the Kalman filter can be used to better optimize the data-driven model; Application of dimensionality reduction in feature extraction, [22] , [23] use the various features of the frequency domain and the time domain to effectively predict the fault. In [24] , a new method based on time-frequency representation and dimension reduction was proposed, and the superiority of the method was verified, this approach brings a lot of inspiration; Other than this, [25] introduced a fault detection method based on density clustering, it is used in applications when the fault threshold is difficult to determine, and it has achieved good results; Literature [23] used a combination of unsupervised and supervised learning to improve the prediction accuracy of RUL; Literature [26] also uses the dimension reduction method combined with the machine learning model for fault prediction.
References [27] - [29] use unsupervised learning such as PCA combined with machine learning models to predict failures; Ahmed and Nandi [30] used a three-stage hybrid approach, as compressed sampling of correlated principal discriminant components (CS-CPDC), bearing fault diagnosis based on the method of compression measurement. It proved that the proposed method has higher accuracy. It can be seen that dimension reduction is widely used in fault identification. The local linear embedding method proposed in the literature [32] [33] provides great inspiration. However, the existing research results have certain limitations. In the actual industrial prediction RUL, the following difficulties still needs to be solved: 1) The simple use of three-dimensional vibration signals in engineering cannot dig out high-dimensional meaningful features with spatial information, at this time, it is only a weak spatial feature brought by a single feature of the same type, and the spatial feature with relevance in the true sense cannot be extracted. It is necessary to find an optimization method to comprehensively extract the spatial information of the vibration signal.
2) The determination of reasonable k parameters affects the locally linear embedding (LLE) dimension reduction effect and dimension reduction efficiency. If k is too small, it is difficult for LLE to ensure the topological structure consistency of the sample points in the low-dimensional space and the high-dimensional space; If k is too large, LLE will affect the smoothness of the entire manifold structure, lose local characteristics, and cause a large increase in the time of calculation, which cannot meet the rapid requirements in the industry. Therefore, it is necessary to find a suitable value of k selection method to ensure the complete spatial information and reduce the consumption time after the reconstruction of dimension reduction.
To solve the above problems, in this paper a RUL prediction method which considering the dimensional optimization accuracy of vibration features and the iterative speed of industrial model is proposed. The contributions of this paper include:
1) An optimization method for realizing dimension reduction of high-dimensional features and preserving high-dimensional vibration information spatial topology is proposed.
2) A selection method of k value which can ensure the accuracy of the feature, and also consider the time and calculation cost is proposed at the same time.
3) An error index is proposed to ensure the complete spatial information after dimensional reconstruction.
The rest of this paper is organized as follows. Section II, Section III and Section IV are the architecture and description of the proposed method respectively. Then, the effectiveness of the proposed method is discussed in Section V. Finally, Section VI concludes the present work. Fig. 1 presents the architecture of RUL prediction method based on LLE and LightGBM, which consists of the following three parts, it includes data preprocessing, selection of model strategy, and selection of model. In part 1, proposed to use LLE to extract the spatial information features of high-dimensional vibration signals, and to preserve the spatial topology of high-dimensional vibration information while achieving dimension reduction of high-dimensional feature; A determination method of loss function is proposed to ensure the extraction effect of spatial information. At the same time, considering the time efficiency factor and the spatial information extraction effect, the selection method of k value is proposed. In part 2 and 3, comparing with traditional strategy, the Bagging strategy, and the Boosting strategy, in order to ensure accuracy and speed, it is important to determine the optimal strategy and model, which is suitable for the industrial tool to predict the remaining service life. All comparative verifications in this paper use different quantitative index for visual analysis, to ensure a comprehensive assessment of the model error, fitting degree, and generalization capabilities. 
II. ARCHITECTURE OF THE PROPOSED METHOD

III. LOCALLY LINEAR EMBEDDING
In the traditional RUL prediction research, the existing literatures are based on single-dimensional vibration data, without considering the multi-dimensional spatial vibration of the real vibration state, resulting in missing feature information; The three-dimensional vibration data selected in this paper takes into account the spatial information characteristics of the vibration signal, it is not possible to efficiently obtain more specific and strong association information from highdimensional space. In order to dig out high-dimensional meaningful features with spatial information, this paper proposes a method by using of LLE to extract spatial information features of high-dimensional vibration signals. If the individual characteristics of the vibration signals in the three directions are extracted, this does not connect them together, and the use of LLE will link the vibrations in the three directions together. This method preserves the spatial topology structure of high-dimensional vibration information while achieving dimension reduction of high-dimensional feature.
The LLE dimension reduction process is mainly divided into three parts: (1) Find k proximal points for each sample point; (2) Calculate local reconstruction weight matrix base on every proximal points of each sample point; (3) Calculate the output value of the sample point based on local weight matrix of the sample [31] , [32] . Take the dimension reduction of ''Swiss Rolls'' space point as an example to explain the LLE steps.
The core idea of LLE technology is using the linear relationship between samples in the preserved neighborhood. By abandoning the global optimal dimension reduction of all samples, the dimension is reduced only by guaranteeing the local optimal solution, and assuming that the local optimum satisfies the linear relationship:
where x i is the vector of target sample; ω ji is the weight coefficient; x ji is the vector of sample point. That is, it is assumed that the coordinates of the sample point x i can be reconstructed by linear combination of the coordinates of its neighborhood samples x 1 , x 2 , . . . , x k . In order to preprocess the data dimension reduction, we divide neighborhood around the sample point x i by k-NN algorithm.
where N i is the obtained neighborhood point after division; k is the number of sample points around the neighborhood of the sample point. After the division of the neighborhood, we prepare for mapping to low-dimensional space by solving the matrix of weight coefficients, first we set the input matrix as
In order to ensure the accuracy of linear substitution, we solve the weight matrix by setting the error function. The error function is as follows:
In order to solve the above formula, we solve the optimization problem by matrix and Lagrangian multiplier method, first matrixing it:
To further simplify the above formula:
Utilizing the boundary conditions and the matrixed minimum objective function to merge into an optimization goal using the Lagrangian multiplier method:
where 1 k is a vector in which all k dimensions are 1. Get the weight matrix W :
Finally, while we get the weight matrix, we can further reduce the dimension of the original high-dimensional vector, that is, using the weight matrix to inversely deduced the low-dimensional space vector, we establish its minimum loss function as:
Matrixing the above objective functions:
Therefore, it is obvious that Y is a matrix composed of eigenvectors of (I i -W i )(I i -W i ) T , in order to compress the data to d dimension, it is only necessary to take the feature vector corresponding to the minimum d non-zero eigenvalues of (I i -W i )(I i -W i ) T , as the dimensional reduction operation is completed.
IV. THE NUMBER OF THE NEIGHBOR
The determination of reasonable k parameters influences the effect of LLE dimension reduction and the efficiency of dimension reduction. When the value of k is too small, it is difficult for LLE to ensure the topological structure consistency of sample points in low-dimensional space and highdimensional space; When the value of k is too large, LLE will affect the smoothness of the entire popularity structure and lose local features. When the value of k is too large, LLE will affect the smoothness of the entire manifold structure and lose local features, and the calculation time will be greatly increased, unable to meet the rapidity requirements in the industry. Fig. 3 shows Swiss Rolls reduce the dimension of two extremes.
It can be seen in Figure 3 that when k considers only a few points in the neighborhood (k = 10), the dimensionality reduction graph cannot represent the spatial topology; When k considers the spatial structure position of the whole point (k = 999), the graphics from dimension reduction is consistent with the pattern we expect. Although the topology of the points in space is completely reproduced, it takes up a lot of computing resources and computing time, the consumed resources and time can only improve small effects, and it is not very intuitively reflected from the overall structure.
Therefore, for the time-consuming part of feature extraction, the necessary optimization should be carried out, to ensure the iteration speed of the model and the update speed of the training data.
A. SELECTION METHOD OF K VALUE
The core of machine learning models is to use historical data to predict future conditions. For this reason, the closer the data used by the model is to the current moment, the more accurate the model prediction will be. This is due to the variance between the data set and the data set. The closer the two are in time, the stronger their consistency. When predicting timingrelated tasks, the model should be iteratively updated with the newly generated data, a new and faster iterative model has a great significance for real-time monitoring of RUL in the industry. Therefore, this paper proposes a selection method of k value which is able to maintain the complete spatial information and reduces the consumption time after the dimension reduction reconstruction. That is, choosing a suitable k value not only ensures the accuracy requirement but also considers the cost of time.
(1) Considering the cost of time. Optimize the timeconsuming part of the extracted features, that is, ensure the model update speed and real-time effectiveness of industrial monitoring by selecting the appropriate k value, namely:
where t LLE is LLE required time for dimension reduction extraction; t feature is the required time to extract the original feature; t feature is the required time for the overall feature extraction; t train is the required time for model training; t collect is a single tool life cycle; t model is the duration of the model.
(2) Ensuring accuracy requirements. A larger k means more factors are considered in the process of dimensional reduction reconstruction, and the more the structure after dimension reduction conforms to the real structure in space.
The accuracy of the model error is ensured by selecting an appropriate k value. First consider the error of the target point linearly represented by different value size neighborhoods, that is to say, the preservation of local features when LLE is reduced in dimension is mainly considered. Different from the training process, in the case of highlighting the local linearity, the error vector in each neighborhood point should be equalized. Reverse deduce the weight matrix,
The existing weight matrix is used to construct the error vector between the neighborhood internal vector and the reconstructed vector:
At the same time, considering that x target is linearly consist of k neighborhood vectors, then the above equation becomes to:
Therefore, in order to quantitative assessment the error vector, taking the Euclidean norm to calculate the error of each point in every neighborhood is: Weighing the spatial topology of all points, the overall error of the entire spatial points after dimension reduction is:
where W is the final obtained weight matrix; k is the coefficient of dividing neighborhood; x i is the spatial sample point after dimension reduction; x ik is the sample point of original space. Obviously, the smaller the error indicator proposed in this paper is, the better the ability of low-dimensional space to reproduce high-dimensional spatial topology will be.
B. VERIFICATION OF K VALUE SELECTION METHOD
In order to verify effectiveness of the proposed k selection method, First reduce the dimension of the ''Swiss Rolls'' model in space, combining the k value selection method which considering accuracy and time, the result of error (W, k) and consumption time normalization is selected (Fig. 4) . The entire experimental process was performed under the configuration parameters of 32G RAM and 8 core Xeon X5570. Obviously, the mean value of the vector decreases as the value of k increases. However, the time consumption also increases as the value of k increases. At this point, the use of dimensionless time consumption and error intersections is used to limit the unlimited reduction in the spread error. Therefore, the intersection point can be considered as the most advantageous and will be verified later. And the position near the intersection as the final choice of k value (k = 450), then observe whether the spatial information is fully extracted before and after the dimension reduction, as shown in Fig. 5 .
It can be seen in Fig. 5 that when set k = 450, while saving computing resources and reducing time consumption, the spatial features are well reproduced. In order to more fully verify the feasibility of the method, illustrated by comparing the effects of dimension reduction at different k values. Fig. 6 shows the LLE dimension reduction under different k values. As can be seen in Fig. 6 , when k = 450, although LLE is not at the critical point when extracting the spatial features. However, the k value selection method which considering the accuracy and time, the range of k can be effectively controlled. That is to say, while retaining the complete spatial information after the dimension reduction reconstruction, the entire process is guaranteed to be completed within a suitable time consumption range. Which further proves that using the selection method proposed in this paper can effectively ensure the integrity of spatial information and reduce the time cost.
V. EXPERMENTS AND DISCUSSION
In this section, the proposed method is verified by 6 evaluation indexes and 9 groups of comparative experiments which were divided into 3 parts in TABLE 2 TABLE 3 and  TABLE 4 . Experiments in Part B-D were conducted to verify the effectiveness of the high-dimensional spatial information feature extraction method and the strategy selection of machine learning model.
A. PROCESS DESCRIPTION
The data used in the experiments was collected from a CNC machining process. This process is a full-life cycle cutting experiment using a ball end mill. Throughout the experiment, the data collects controller signals, process information and sensor data during processing according to the CPS framework. Altogether 745 minutes, 24.78GB, 149 valid data samples are collected. The acquired variables data are listed in Table 1 . The current signal in Table 1 actually obtains the voltage value of the three-phase current. Fig. 7 shows the main components and sensor positions of the CNC. And definition the remaining useful life is the total time that the tool has been in the machining state until the tool is broken.
B. ENGINEERING PRACTICE VERIFICATION OF HIGH-DIMENSIONAL SPATIAL INFORMATION FEATURE EXTRACTION METHOD EFFCTIVENESS
In order to verify the effectiveness of LLE in extracting the spatial information features of high-dimensional vibrations, the methods of vector feature extraction for spatial features were compared. Fig. 8 shows the flowcharts of two methods of extracting vibration spatial information. Among them, the Vector Synthetic method of extracting spatial features is to extract spatial information by using three directions of vibration acceleration through vector synthesis, that is: where a x , a y , a z is vibration acceleration in three directions respectively. Firstly, the time domain and frequency domain feature extraction of multi-dimensional data collected by the total life cycle cutting experiment of milling cutter are carried out, including root mean square, square root amplitude, kurtosis value, skewness value, peak to peak value, crest factor, impulse factor, clearance factor etc.. Then, LLE and Vector Synthetic were used to extract the spatial feature information, and finally added to the original feature matrix. In which, the k value in LLE is determined through the selection method of k value which proposed in this paper, namely k = 380. Fig. 9 shows comparisons of LLE before and after dimension reduction. Finally, three different characteristic matrices are obtained: the original three-dimensional vibration signal characteristic matrix, the vector synthetic space information characteristic matrix, and the LLE space information characteristic matrix. We use the LightGBM model for training. LightGBM is a GBDT model based on the histogram algorithm in the Boosting framework. LightGBM can speed up and optimize computational memory and efficiency, so we chose this model as the target model LightGBM model is used to train and test the three feature matrices with different spatial information. Different matrices results are listed in Table 2 . Among them, the comparison between the table and the single dimension data feature matrix is added.
Rounds index in Table 2 can be regarded as the convergence speed of the model. The mean square error (MSE) of the test set and the verification set evaluating the advantages and disadvantages of the model from the inspects of numerical and generalization respectively. By introducing goodness of fit R 2 for normalized comparison, the range of value is within [0,1] interval, and the closer the value is to 1, the better the fitting effect will become. At the same time, in order to compare the error size and generalization more intuitively, Fig. 10 shows comparison chart of different matrices.
From Table 2 and Fig.10 , it can be seen that in terms of error size, generalization and fitting effect, the feature matrix which using three-dimensional vibration data is better than the single dimension, when using characteristic matrix of three-dimensional vibration data, only the convergence speed of the model fluctuates slightly. The reason is the introduction of three-dimensional vibration information brings more vibration state information to the model; However, comparing LLE and vector synthetic in extracting spatial features, using LLE to extract spatial information can effectively reduce the error of the model (13.89% lesser than using vector synthesis), improves the fitting effect (10.34% higher than using vector synthesis). Convergence speed is also improved since dimension reduction of spatial information. In order to further verify the validity of LLE, the error distribution maps of different characteristic matrices (Fig. 11 ) are used to analyze. Fig. 11 can be seen that the error distribution of using onedimensional vibration information is slightly wider than the other three groups. In the acquisition of spatial information, using only three-dimensional vibration data or vector synthesis cannot effectively reduce the error distribution range. However, the spatial information matrix extracted by LLE effectively distributes the errors evenly on both sides of error 0, which ensures the validity of the model.
In summary, from the results of Engineering practice, it can be seen that the simple use of three-dimensional vibration signals cannot excavate the high-dimensional meaningful features with spatial information. At this time, only the weak spatial features caused by single overlapping of the same features type cannot extract the real spatial features with relevance. Compared with the three-dimensional vibration signal, the vector synthesis method can well express the real acceleration numerically, but at the same time, it forcibly eliminates the direction information in the space, therefore it cannot really represent the vibration characteristics of the tool under the real processing state in the space. LLE expands the spatial information of the original three-dimensional vibration data to form four vibration data, sequence of spatial information is formed that characterizes x-direction, y-direction, z-direction, and the spatial information sequence compressed into one-dimensional space. Which allows a better and effective description of the vibration signal in as many directions and angles as possible.
C. VALIDATION OF MACHINE LEARNING MODEL POLICY SELECTION
Ensuring accuracy and improving rapidity are the basic requirements for predicting the remaining useful life of tools in industry. On the premise of ensuring accuracy, a faster iteration update model can make the prediction task complete more timely and effectively. The appropriate data features can be effectively utilized when the suitable features combined with the corresponding model, Therefore, choosing the right machine learning strategy is especially important. This paper compares different machine learning strategies from the perspective of theoretical and engineering practice. Fig. 12 shows the flow chart of the traditional strategy, bagging strategy, and boosting strategy. We take SVM as a traditional strategy example.
Traditional strategies (taking SVM as an example) need to weigh all samples and maximize the hyper-plane interval. Therefore, in terms of efficiency, this method will take up a lot of training time, it is not suitable for industrial realtime scenes with large amount of data. It tends to solve one single problem with one single model, furthermore it cannot be optimized in the aspect of variance and deviation. Bagging Strategy through continuous random sampling of all samples, guarantee the independence of each sub-model as much as possible, and calculate the average value or weighted merge the sub-model. Although this method minimizes the variance as much as possible, improves the generalization of the model, but in terms of the model itself, this method cannot reduce the model deviation effectively. The Boosting Strategy gets the final strong model by continuously training the weak learner to weigh and average multiple sub-models to achieve the effect of 1+1>2. In this way, the task of the sub-model is to continuously reduce the error, while the final weighted average operation reduces the variance of the whole model. It can be seen that Boosting strategy should have better performance in the aspect of both error and variance, more in line with the requirements of accuracy and generalization in industry.
We choose three representative machine learning models and use the multi-dimensional data collected from milling life cycle cutting experiments to compare the advantages and disadvantages of the strategies in the perspective of industrial practice. SVM represents the traditional strategy, Random Forest represents Bagging strategy, XGBoost represents Boosting strategy. Table 3 and Fig. 13 shows the results of different strategy comparison.
From Table 3 and Fig. 13 , it can be seen that when applying the integrated learning model, we can obtain higher accuracy and better generalization than traditional machine learning models such as support vector machine (SVM). However, even if they all adopt the integrated learning model, there are still great differences in the application of different strategies. Compared with Boosting strategy, Bagging strategy has a certain gap in model accuracy and generalization. Therefore, we choose the machine learning model based on Boosting strategy by the contrast verification in aspects of theory and engineering practice
D. VERIFICATION OF XGBOOST AND LIGHTGBM SELECTION
In order to meet the need of fast iteration model in tool remaining useful life prediction, we need a fast, distributed and well performance gradient lifting framework based on tree model. At the same time, the training speed of the model is accelerated while ensuring a certain accuracy, and the iteration times of the model is increased to ensure that the task of tool remaining useful life prediction is faster and more effective. After determined to adopt the Boosting strategy, this paper further chooses a faster model. We choose XGBoost and LightGBM to make selection and validation in the perspective of both theory and engineering practice. It can be seen from Fig. 14, whether the Light-GBM or XGBoost, the part which presents time-consuming and accuracy of both training model is divided into two sections. One section is the preprocessing of data in Part1, the other section is to calculate the location of segmentation points in Part2 when building the decision tree. The processing and optimization of these two sections determine the training speed and accuracy of the model.
First, LightGBM's histogram optimization algorithm divides the data into k discrete intervals by traversal. At the same time, builds a histogram with width of k. This way can greatly reduce the amount of data and prepare for subsequent calculations. However, XGBoost's pre-sorting algorithm cannot reduce the amount of data to optimize. To deal with the same characteristics at the same time, the pre-sorting algorithm of XGBoost needs to compute one-time segmentation gain for each different eigenvalue, while the histogram algorithm of LightGBM only needs to calculate the partition gain of the partition bucket, which reduces time consumption by a large margin. Therefore, the feature partitioning process in LightGBM model is more rapid, the training speed of the model is greatly optimized. Then, on the accuracy requirement of tool remaining useful life prediction, LightGBM through the above sub-box operation, as being inaccurate statistics of values, can also contain outliers or noises, which improve robustness of models at the data level. This simple sub-box operation brings a great deal of computing advantages, which also enhance the data inclusion and improves the accuracy and generalization of the model. In summary, the LightGBM algorithm can better undertake the rapidity and accuracy requirements in the prediction of industrial tools remaining useful life theoretically.
In order to further verify the applicability of the algorithm, this paper verified the predictive effect of LightGBM and XGBoost algorithm on milling cutter life cycle cutting process from the perspective of engineering practice. We use the multi-dimensional data collected from milling life cycle cutting experiments, and use the characteristic matrix with spatial information as input for model training. Table 4 and Fig. 15 presents the results of XGBoost and LightGBM comparison.
It can be seen from Table 4 and Fig. 15 that in the comparison of rapidity which industrial required, LightGBM is much faster than XGBoost; while in the comparison of industrial requirements accuracy, the absolute error of XGBoost in MSE is slightly smaller than that of LightGBM. Although LightGBM sacrifices meticulous precision, the overall model has well goodness of fit (R 2 increased by 15.1%), which makes the model have good generalization. The result shows that, the LightGBM model not only guarantees good generalization and accuracy, but also greatly improves the training speed of the model, and meets the needs of accuracy and rapidity of remaining useful life prediction of industrial tools.
VI. CONCLUSION
In this paper, a RUL prediction method which considering both the dimension optimization accuracy of vibration features and the industrial model iterative speed was proposed. Selected an optimization method which can realize dimension reduction of high-dimensional feature and preserve spatial topology of high-dimensional vibration information. The k value selection method was found which can guarantee the feature precision and consider time and calculation costs, meanwhile, the error index was determined which can ensure the complete spatial information after the dimension reduction reconstruction. The effectiveness of the proposed method was verified through experimental comparison evaluation. Based on the results of data evaluation, we observed that LLE and LightGBM greatly improved the training speed of the model while ensuring good generalization and accuracy, and the accuracy and rapidity requirements of the industrial tools remaining useful life prediction were satisfied. In the future, we will continue the study on the issue of RUL based on AI to make the method more adaptable to actual engineering.
