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Abstract: Nowadays, it is of great interest to know and forecast the solar energy resource that will
be constantly available in order to optimize its use. The generation of electrical energy using CSP
(concentrated solar power) plants is mostly affected by atmospheric changes. Therefore, forecasting
solar irradiance is essential for planning a plant’s operation. Solar irradiance/atmospheric (clouds)
interaction studies using satellite and sky images can help to prepare plant operators for solar surface
irradiance fluctuations. In this work, we present three methodologies that allow us to estimate direct
normal irradiance (DNI). The study was carried out at the Solar Irradiance Observatory (SIO) at
the Geophysics Institute (UNAM) in Mexico City using corresponding images obtained with a sky
camera and starting from a clear sky model. The multiple linear regression and polynomial regression
models as well as the neural networks model designed in the present study, were structured to work
under all sky conditions (cloudy, partly cloudy and cloudless), obtaining estimation results with 82%
certainty for all sky types.
Keywords: cloud detection; digitized image processing; artificial neural networks; solar irradiance
estimation; solar irradiance forecasting; solar energy; sky camera; remote sensing; CSP plants
1. Introduction
One of the main factors supporting the continued consumption of energy from renewable
sources, such as solar energy, is their potential to substitute approximately 4% of the electricity
currently generated from burning fossil fuels. Given their high energy consumption, the world’s largest
economies are aiming to sustainably develop their own power generation processes by implementing
new technologies and methodologies. Using rigorous analytical models, research studies in this area
have evaluated the future costs, benefits and disadvantages for electricity generation; they have also
analyzed how solar energy generation will evolve [1–3]. According to the latest Global Data report,
the solar energy capacity is estimated to increase significantly from about 600 gigawatt (GW) in 2019 to
about 1600 GW in 2030 following significant additional capacity coming from China, India, Germany,
the US and Japan [4].
Over recent years, a wide body of research has been carried out to optimize the solar energy
resource using new technologies and taking advantage of regions where there is a high concentration
of surface solar irradiance. The beam irradiance has been predicted for cloudless, partially cloudy
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and overcast skies over the short-term (from 1 to 180 min) using a sky camera, where the average
nRMSE values obtained were 24.36%, 20.9% and 19.17%, respectively [5]. G. Reikard calculated the
solar irradiance over time horizons of 60, 30, 15, and 5 min, implementing Autoregressive Integrated
Moving Average (ARIMA) with errors between 20% and 90% [6]. Solar irradiance forecasting applied
to photovoltaic energy production was implemented using the Smart Persistence algorithm in Machine
Learning techniques, achieving an nRMSE of 25% on the best panels over short horizons, and 33%
over a 6 h horizon [7].
An analysis of energy forecasting in solar-tower plants combining a short-term solar irradiation
forecasting scheme with a solar-tower plant model, the System Advisor Model (SAM), was used to
simulate the behavior of the Gemasolar and Crescent Dunes plants. The findings showed that the best
results appeared for the 90-min horizon, where the annual forecasting energy yield for Gemasolar was
97.34 GWh year while for Crescent Dunes it was 392.57 GWh year [8]. Similarly, cloud abundance
forecasting has been studied for timescales of between (1–180 min), resulting in short-term forecasting
(of less than one hour) and medium-term forecasting (up to 3 h), which was proven to have an 80%
success rate—indeed, it was so successful that an application (portal) tool was developed that helps to
increase power plant production [9,10].
Recent studies have presented a method for the probabilistic forecasting of solar irradiance based
on the joint Probability Distribution Function (PDF) of irradiance predicted using the Numerical
Weather Prediction (NWP) and the irradiance observed; these are based on models of meteorological
processes such as atmospheric dynamics, cloud formation and radiative transfer processes [11]. H. Yang
and B. Kurtz estimated direct solar irradiance over the short and medium term for different sky
conditions using MSG satellite images, obtaining an nRMSE of 21% and an r value above 0.79 for
direct irradiance over a period of 0–3 h [12]. Studies performed at U.C. San Diego forecasted solar
irradiance based on cloud detection using a sky image system which evaluated cloud performance
over thirty-one consecutive winter days, maintaining nRMSE errors of 20% [13].
By developing a clear sky model, it might be possible to know the initial solar energy
conditions in the operation area of a power generation plant. Using the parameters included in
such a model, the theoretical solar irradiance could be calculated in real time by means of models that
methodologically apply numerical algorithms that could be related to clear sky images [14].
Machine-learning-based methodologies, such as genetic algorithms (GA) and neural networks,
have been proposed and applied to solar irradiance modeling [15]. Using various indices to
compute solar irradiance such as sky camera images, IR data, pyranometer data, pyrheliometers,
NOOA/AVHRR data and clarity indexes (amongst others), important research studies have focused
their attention on estimating solar irradiance using multiple linear regression models, polynomial
regression models and models that use artificial neural networks [16,17]. Another approach utilizes
the artificial neural networks method along with the backpropagation algorithm to forecast solar
irradiance; the simulation results have shown that mean absolute percentage errors in the four example
days of the forecasting are less than 6% [18].
Solar irradiance has a very high degree of variability, owing to many environmental factors,
including cloud cover, relative humidity, and air temperature [19]. Solar irradiance variability due
to clouds has become one of the main concerns for the electricity grid as the energy market has
steadily expanded over recent years [20]. Consequently, the ability to predict the presence of
clouds and interpret their relevant characteristics is essential for predicting solar energy variations,
and thus mitigate the effects of production fluctuations in concentrated solar energy systems [20].
Solar irradiance attenuation is caused mainly by the presence of gases in the atmosphere, aerosols,
clouds and dust particles, amongst others things. In physical terms, it is due to the reflection, absorption
and scattering that the radiation suffers along its path, linking surface measurements directly to the
volume, shape, thickness, and types of clouds. Most solar thermal power plants now employ a thermal
storage medium in order to stabilize the sudden variations between the electricity load and the
alternating solar energy, thus improving system operability and stability [21–23]. Therefore, the ability
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to characterize cloudiness is paramount. In this context, the technical use of sky cameras has been
expanding as a tool to forecast solar irradiance. There are records of its use at the University of
California Merced’s solar observatory station (2012), at CIESOL, University of Almeria, Spain (2013),
at the University of California, San Diego (2014), at UNAM in Mexico (2015) and at the University
of Singapore (2019), amongst others. Using this technology with models that convert the digitized
information into irradiance indices, it is possible to estimate the direct solar irradiance for different
sky conditions, as they occur, by modeling a camera calibration system (a process where an image’s
pixel intensity is related to the amount of solar radiation present at that moment) [5,24,25]. In addition,
remote sensing techniques (satellite images and sky cameras) have been combined with radiometric
data for sky classification processing [26].
Solar companies recognize that cost remains the main drawback of Concentrated Solar Power
(CSP) systems. Consequently, important projects such as CSPIMP (Concentrated Solar Power efficiency
IMProvement) have managed to make CSP plants more competitive [27]. R.Chauvin and J. Nou,
forecasted the cloud cover for different sky conditions over 5–30 min with a spatial resolution of
(1 km2) using sky images and algorithm development [27,28]. F. Batlles and J. Montesinos established
that detecting and classifying clouds as well as determining their trajectory are essential factors in
forecasting cloud cover [29]. Likewise, they demonstrated that infrared channels are essential for cloud
height assignment and the visible channel is necessary for cloud opacity determination; however, this
was solely applied to short-term cloud forecasting using multispectral satellite imagery [29,30]. It is
clear that a wide range of different technologies and systems have been used to estimate the solar
resource; nonetheless, most publications focus on solar resource assessment and not on estimating the
attenuation factor.
In this paper, three models were applied to estimate the direct normal irradiance for Mexico City
based on determining the attenuation percentage caused by clouds under different sky conditions.
To perform the study, a total sky camera was used (TSI-880 model) from which the digitized
image levels were characterized and modelled to determine the attenuation coefficient of this solar
irradiance component.
2. Methodology
2.1. Data
The data and images used in this work were obtained from the Solar Irradiance Observatory
(SIO) at the Geophysics Institute of the National Autonomous University of Mexico (latitude: 19.32,
longitude: −99.17, elevation: 2280 m above sea level). The observatory serves as the Regional Center
for the Measurement of Solar Irradiance, part of the World Meteorological Organization (WMO).
Direct Normal Irradiance (DNI) observations were taken over the period from 2016 to 2017 using
a CHP1 Kipp&Zonen pyrheliometer. Regarding the pyrheliometer’s operation, Kipp&Zonen state
that a maximum uncertainty of 2% is expected for hourly totals and 1% for daily totals. These data
pass from the instrument’s sensor to the Kipp&Zonen CR3000 data logger. The solar height (α) and
azimuth angle were recorded (in degrees) every minute.
A total sky camera with a rotational shadow band (a TSI 880 model) providing a hemispheric
view of the sky was used to obtain minute-by-minute images from 6:00 a.m. to 6:00 p.m. throughout
2016 and 2017. The device has a 352 × 288-pixel image resolution, represented by 24 bits. The camera’s
digitized image is composed of RGB channels [red, green, blue], HSV [hue, saturation, brightness]
and E [gray scale]. We call these the digitized channels. The RGB values range from [0–255] while the
HSVE values range from [0–1].
To work with solar irradiance models, it is necessary to include additional parameters.
We included local monthly values of the Linke turbidity index obtained from the SODA web page [31],
supported by Meteotest, Switzerland. The data processing and image analysis were carried out using
MATLAB R© mathematical software.
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2.2. Determination of the Attenuation Percentage
In the present study, an approach was carried out that uses sky camera images to estimate solar
irradiance for all sky types. This model allows us to determine the amount of lost solar irradiance
caused by the cloudiness factor.
To have reference elements for the attenuation percentage of the lost solar irradiance, we start
from a clear sky model, where it is possible to calculate 100% of the direct solar irradiance received at
each study moment. To estimate the solar irradiance attenuation, we started with the European Solar
Radiation Atlas (ESRA) clear sky model, which requires the Linke turbidity index to determine the
theoretical local solar irradiance of a clear sky [32,33]. With ESRA, we obtained the maximum DNI
clear-sky value corresponding to the date and time for 400 different images.
The sample of 400 images was selected from an image database recorded from February 2016 to
January 2017. We chose 400 images taken under different sky types (cloudy, partly cloudy and clear),
covering all the seasons of the year. The selected images were taken from sunrise to sunset every hour,
guaranteeing different solar zenith elevations and different sky conditions. The camera was correctly
maintained to provide good image definition and clarity thus reducing the risk of working with pixels
that were not typical of the sky or cloud type when digitally analyzing the images. All the images were
selected when the solar elevation was greater than 10 degrees. The images were classified into the
following sky types—233 belonging to partially cloudy skies, 68 to cloudy skies and 99 to clear skies.
The attenuation percentage recorded by the pyrheliometer sensor was calculated considering the
value of the direct solar irradiance corresponding to the date and the solar altitude at which the images
were taken. For any given sky camera image, the maximum DNI value was calculated from the ESRA
model and the DNI value obtained from the pyrheliometer was multiplied by the sine of the solar
height. Subsequently, we obtained the percentage of attenuation caused by the different cloud types
traversing the solar disk at the time the image was taken. According to the pyrheliometer specifications,
the attenuation percentage data obtained had an uncertainty of 2% because we considered the recorded
DNI data on an hourly basis. Nonetheless, there were clear days where the maximum DNI value
obtained by the ESRA model could not be reached. In this way, a small percentage of attenuation is
recorded that is important for solar energy capture.
2.3. Digitized Data That Represent the Percentage of Attenuation
A new database was created that included the percentage of DNI attenuation generated by the
different sky conditions and the respective cloud-type classification that caused it. Then, we calibrated
the DNI measured on the surface with the pixel values of the clouds near the solar disk. These values
better represent (at the pixel level) the solar irradiance attenuation caused by the cloud at that moment.
With this procedure, we hope to find patterns between the pixel values, the sky type and the estimated
DNI value measured [34]. This method offers better image calibration at the pixel level with respect
to the DNI attenuation than do other methods. Indeed, other methods study such a large image area
around the solar disk that different sky conditions can be present at the same time.
2.4. Extraction of the Image’s Digitized Data
In situations where the sun position is not known (due to the presence of clouds), an algorithm
was developed that allows us to know the sun position as Cartesian coordinates, which are those
that govern the interpretation of the image’s spatial position [35]. The solar position algorithm was
presented by Reda and Andreas (2013) to obtain the sun’s geographical location [36].
Therefore, the sun’s position can be ascertained on any day of the year regardless of the sky
conditions. In the 400 images we analyzed, different areas were plotted where we observed the same
pixel intensity – this was done to identify the pixel value corresponding to each sky type, which would
attenuate the DNI 1 to 3 minutes later. The method applied to define these uniform areas was visual
using an algorithm elaborated. We checked the uniformity of the areas by extracting the values of
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all the pixels for each selected area. In this way we could ensure that the pixels had the same values.
For conditions with different pixel values, the area was considered non-uniform and a new area was
redrawn. We selected areas near the sun’s position to avoid those areas where sunlight might provide
information that was not specific to the sky type. This is shown in Figure 1.
Figure 1. Selecting areas from the three different images representing each sky condition. The pixels in
each area have the same intensity.
During the area selection process, the digitized channel values attributed to each area were
extracted. Using an algorithm developed for the purpose, the pixel intensity averages were obtained
for the areas, and for each channel [R G B H S V E]. Since the average values of the areas are related
to solar height, we added an external geographic variable [A(α)] to our value sets, which describes
the selected areas. We will call the set of values for [R G B H S V E A] digitized data (DD). With this
method, it is possible to obtain the digitized data causing the attenuation recorded on the surface.
The temporal space between the selected area and the subsequent position of the sun fluctuates
between 1 and 2 min.
2.5. Combination of Digitized Data
The digitized channel values for blue sky during the day are not the same in the morning as they
are in the afternoon. The path that the sunlight takes through the atmosphere to the measurement
point changes, giving different shades of color in the sky owing to the light dispersion caused by the
presence of atmospheric particles. The blue wavelength is mainly scattered in the atmosphere while
the raindrops that make up the clouds do not disperse the sunlight wavelengths, hence making them
appear white to gray depending on their density (Rayleigh scattering). Accordingly, we used other
variables to identify or contrast the cloud or sky pixels, such as dividing the digitized data (e.g., R/B)
or multiplying certain digitized data by the sin of the solar height (e.g., V sin (α)), among others.
Essentially, we performed these division and multiplication operations on the DDs because this is
a widely used mechanism in digital image analysis. In our case, each channel is not equally relevant
for characterizing the clouds; therefore, it was necessary to manipulate the channels in this way to
distinguish the cloud pixels from the sky pixels. These results were then used as the new input variables
for the models. In this way, adequate patterns were acquired to determine the DNI attenuation caused
by cloud presence.
2.6. Estimation of the DNI Attenuation Factor Using Multiple Linear Regression
An initial model for measuring the surface DNI attenuation factor starts with the digitized
image data, developed using the multiple linear regression method. This model is similar to simple
linear regression, the difference being that we need to consider more than one explanatory variable
(x1, x2, ..., xn). The multiple linear regression model, using the least squares criterion in matrix
form, finds the coefficients (β1, β2, ..., βk) that best represent the dependent variable (y) via the
independent variables.
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Considering that the regression function that relates both variables is linear, the model to be
solved in its matrix form is defined by Equation (1):
yest =

y1
y2
.
.
.
yn

=

1 x21 x31 ... xk1
1 x22 x32 ... xk2
. . . . .
. . . . .
. . . . .
1 x2n x3n ... xkn


β1
β2
.
.
.
βk

, (1)
where yest is the estimated direct solar irradiance in percentage of attenuation plus an error term
between the independent and dependent variables.
To solve the proposed model, an algorithm was developed that uses the tools offered by the
software employed to resolve the multiple linear regression. The independent input variables chosen
for the model were DD.
Once the 8 independent variables were defined, we will call register to each area selected with their
respective [R G B H S V E A] value. In total, 400 registers were selected. To do this, 300 registers were
chosen randomly, generating a matrix (M1) with 2,400 data points in total (300 registers multiplied by
8 variables) for training the programmed multiple linear regression model. The algorithm allows us to
obtain the regression coefficients (βi) necessary to integrate the regression function. We used digitized
image analysis to combine the DD set, to obtain the maximum correlation coefficient (Equation (2))
for the direct solar radiation measured on the surface in percentage attenuation terms (ymea) and the
direct solar radiation estimated by the model (yest).
r =
σyestymea
σyestσymea
, (2)
where σyestymea is the covariance between the estimated and measured input databases, σyest is the
standard deviation of yest and σymea is the standard deviation from ymea.
When we observed combination types where the correlation coefficient tended to decrease, we did
not continue with those combination structures. Once the best combination was found from the DD
providing the best DNI estimation, the multiple linear regression function was validated with the
remaining 100 registers (M2, with 800 data points in total—100 registers multiplied by 8 variables),
where the same combination of the variables remained in the data validation set.
2.7. Estimation of the DNI Attenuation Factor Using polynomial Regression
Polynomial regression is another model used to estimate the DNI attenuation factor through
the sky camera. Similarly, by means of the least squares criterion, it returns the coefficients (p) for
a polynomial of degree (n) which is better adapted to the data behavior trend; the length of p is n+ 1.
Unlike the multiple linear model, when applying the polynomial model, one or two independent
variables are required to generate the regression function that fits a nonlinear relationship between the
value with independent variable exponents (xn) versus the dependent variable or explanatory variable
(yest). The matrix representation is shown in Equation (3).
yest =

y1
y2
.
.
.
ym

=

xn1 x
n−1
1 ...1
xn2 x
n−1
2 ...1
. . ..
. . ..
. . .
xnm xn−1m ...1


p1
p2
.
.
.
pn+1

. (3)
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Following graphical observation, the value dispersion between the estimated attenuation factors
was calculated using the clear sky model, and the polynomial behavior was observed. By performing
mathematical operations combining digitized channels and solar height to obtain a single independent
variable, we selected the one that had the highest correlation coefficient in terms of its linear relationship.
Once the independent input variable was defined, we created an algorithm that provided the
polynomial coefficients that best represented the dependent variable. To train the model, we worked
with 300 registers at random, that is, 1200 data points in total according to the combination found.
Once the polynomial function was defined, we validated it by making the same channel combination
for the 100 registers (400 data points) missing from the database. The polynomial regression using
two independent input variables to generate the polynomial function z = f (x, y) (x and y being the
independent variables) presented a maximum correlation coefficient of r = 0.5 therefore we decided to
continue with the polynomial regression of one independent variable.
2.8. Estimation of the DNI Attenuation Factor Using Neural Networks
We also implemented the neural networks method to estimate direct solar irradiance (yest). For this,
the Neural Net Fitting function was utilized, a function included in the interactive applications (APPS)
contained in the MATLAB tools. An artificial neural network perceptron of interconnected multilayers
was used, as shown in Figure 2.
Figure 2. Artificial neural network scheme.
The input data used for executing the neural networks were the same independent variables (xj)
as in the previous models. Each data entry in the neuron is multiplied by validating its corresponding
weight or significance (wij). All the weighted inputs are summed, and a neuron activation function is
activated, such that it generates neuronal learning; when passing to the last neuronal layer, the output
data are obtained - in our case, the (yest) results. A representation of the artificial neural networks
model is described, as in Equation (4), where N is the total number of neurons [37,38].
yest = fi
(
N
∑
j=0
wijxj
)
. (4)
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The Levenberg-Marquardt algorithm was used to train the neurons since it has a faster MSE
convergence speed, facilitating the computation time [37,38]. To maintain the same proportion as in
the previous models, we used 300 registers to train the neural network; 50 registers were occupied for
validation and 50 for testing (400 registers in total). Multiple combinations were performed between
the dependent variables to find the digitized data combination that returned the r and nRMSE with
the best results.
Once the best input values were found to explain the dependent variable, the neural network
was trained by modifying the number of hidden layers such that the r and RMSE results had the best
relationship between the estimated and the measured solar irradiance.
3. Results
The results from the proposed models are presented to estimate the attenuation factor of the direct
solar irradiance at the pixel level by means of images. To develop the models, we worked with 400
images chosen from a file containing a year’s worth of images captured every minute from February
2016 to January 2017 with their respective DNI surface measurements.
To quantify the models’ validity, the statistical estimation analysis was obtained for the three
cases: RMSE—the root mean square error (5), in which the results are shown as a value between 0 and
1 (0 being 0 attenuation and 1 being 100% attenuation), and where N is the total number of estimations;
nRMSE—the normalized mean square error (6), measured in percent (%); MBE—the mean deviation
(7), with the same unit as the RMSE; and nMBE—given by (8), expressed in (%) and the dimensionless
correlation coefficient Equation (2).
RMSE =
√√√√ 1
N
N
∑
i=1
(yest − ymea)2, (5)
nRMSE =
[
RMSE
ymax − ymin
]
100, (6)
MBE =
1
N
N
∑
i=1
(yest − ymea), (7)
nMBE =
[
MBE
(ymax − ymin)
]
100. (8)
3.1. Multiple Linear Regression Model
Table 1 displays the digitized data (DD) combinations of M1, carried out randomly, that had
the highest r value from which the best combination was chosen; this was based on the behavior of
the digitized channels in performing the linear regression training with 2400 data points, and then
validating the model for M2 with the remaining 800 data points.
In Table 1, we observe how the DD combination that allows a high correlation between the
measured and estimated data dominates the image’s red component. Once the best digitized data
(DD) combination was selected and used as the model’s independent input values, we proceeded to
validate Equation (9) on the M2 matrix.
yest = β1 + β2(DD)1 + β3(DD)2 + ...βn(DD)n−1. (9)
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Table 2 shows the coefficients obtained when developing the multiple linear regression during
the model training and when applied to the same DD combinations performed in M1.
Table 1. Combinations of digitized data for training the multiple linear model.
Num M1. Combination of Digitized Data (DD) RMSE nRMSE MBE nMBE r
1 R/E R/B R/V G/R R/G E/B G/B E/R R 0.207 33.761 3.6 × 10−15 5.9 × 10−13 0.782
2 R/E R/B R/V G/R R/G E/B G/B R 0.207 33.779 −4.0 × 10−15 −7.0 × 10−13 0.781
3 R/E G/B E/B S/H(sin(α)) R/V R/A(sin(α)) 0.209 34.085 −5.0 × 10−17 −9.0 × 10−15 0.777
4 R/E R/B R/V G/R R/G E/B G/B 0.209 34.188 −8.0 × 10−15 −1.0 × 10−12 0.776
5 R/E G/B E/B S/H(sin(α)) R/V A/H(sin(α)) 0.209 34.155 9.0 × 10−16 1.0 × 10−13 0.776
6 E/R B/V H 0.214 34.908 −2.0 × 10−15 −3.0 × 10−13 0.764
7 R/E R/B R/V 0.214 34.955 7.0 × 10−16 1.0 × 10−13 0.763
8 R/E G/B V(sin(α)) 0.215 35.059 7.0 × 10−16 1.0 × 10−13 0.762
9 R/E G/H(sin(α)) B/R S/H(sin(α)) V(sin(α)) 0.215 35.111 −8.0 × 10−16 −1.0 × 10−13 0.761
10 R/E 0.217 35.443 2.9 × 10−15 4.8 × 10−13 0.756
Table 2. Validation of the model and the multiple linear regression coefficients.
Num Coefficients (β1,β2,...,βn) RMSE nRMSE MBE nMBE r
1 −11.98, 3.95, 2.53, 0.0008, −11.79, −0.18, −4.58, 5.82, −0.002, 17.04 0.243 42.36 −0.054 −9.46 0.677
2 20.57, −21.04, 14.45, 0.0006, −5.07, 2.29, −11.48, 1.18, −0.002 0.243 42.37 −0.055 −9.61 0.678
3 −4.97, 2.91, −6.27, 11.81, −0.08, −0.01, −0.05 0.243 42.34 −0.059 −10.29 0.681
4 25.47, −34.22, 17.60, −0.002, −5.84, 11.54, −25.35, 11.89 0.244 42.47 −0.060 −10.57 0.681
5 −5.10, 3.66, −6.12, 11.98, −0.05, -0.015, 0.0002 0.244 42.58 −0.053 −9.22 0.673
6 6.50, −3.68, −0.01, 0.44 0.251 43.72 −0.057 −9.95 0.650
7 −4.13, 5.91, −0.007 0.254 44.26 −0.060 −10.58 0.645
8 −4.51, 4.79, 0.38, −0.12 0.253 44.17 −0.059 −10.35 0.643
9 -2.35, 3.77, −0.0001, −0.743, 0.0028, −0.087 0.251 43.67 −0.053 −9.23 0.647
10 −4.31, 4.92 0.249 43.47 −0.064 −11.24 0.662
Within the model validation, we noticed that the highest correlation between ymea and yest was
not necessarily presented in the same combination as that which gave the highest training value
(r = 0.782). Considering the same combination as in the test data, there is a value of r = 0.677
with an nRMSE = 42.36%, while for combination No. 3, a value of r = 0.681 was obtained with
an nRMSE = 42.34% and an overestimated value of nMBE = 10.29% (negative), indicating it was
a slightly greater correlation than that selected in the training.
The training (M1) and test (M2) graphs (Figure 3) display the behavior of the multiple linear
regression model on a linear trend; both graphs have a high concentration of points in larger
attenuations, but far from the linear trend.
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Figure 3. Dispersion between the measured data and the estimated direct normal irradiance (DNI) (%)
on a linear trend. (a) Training of the multiple linear regression model (M1). (b) Test of the multiple
linear regression model (M2).
3.2. Polynomial Regression Model
As discussed previously, it is essential to introduce an input variable to develop the polynomial
regression. The input variable was selected after creating combinations between the DDs. After 50
tests between the DD combinations, we noticed that the r value tendencies did not present better
results. For this reason, in Table 3, there are only 4 combinations shown - these were chosen because
they had the highest r value.
Table 3. Combination of the digitized data as the input variable for the polynomial regression.
Num M1. Combination of Digitized Data (DD) RMSE nRMSE MBE nMBE r
1 (R/G/B) × E 0.2133 34.77 −6.54 × 10−16 −1.07 × 10−13 0.766
2 R/E 0.2174 35.44 2.99 × 10−15 4.80 × 10−13 0.756
3 R/B 0.2191 35.71 −6.00 × 10−13 −1.00 × 10−15 0.602
4 R/G 0.2466 40.21 −1.00 × 10−15 −2.00 × 10−13 0.669
Once the input variable was defined as a DD combination, by means of an algorithm developed,
the characteristic polynomial function (Equation (10)) was obtained that best defined the percentage of
attenuation suffered by the solar irradiance, as measured on the surface.
yest = p1(DD)n + p2(DD)n−1 + ... + pn + pn+1. (10)
Considering the x-axis as the percentage of measured DNI attenuation and the y-axis as the
percentage of estimated DNI attenuation, we used a polynomial adjustment created in MATLAB
to compute the polynomial which best described our scatter plot for its highest value at r = 0.766;
the grade was n = 9, which is plotted in the same graph (Figure 4).
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Figure 4. Dispersion between the measured and the estimated DNI data (%) with polynomial adjustment.
For this reason, the polynomial regression for the M1 matrix was developed, applying
a polynomial of degree 9 (Figure 5) and, using a developed algorithm, the polynomial coefficients (p)
were obtained. Figure 6 shows the model validation applied to the M2 matrix.
Figure 5. Adjustment of polynomial grade 9 for the M1 training data.
Figure 6. Validation of the polynomial regression model for M2.
Predictably, both polynomial adjustment plots present a similar trend but with a slight precision
with respect to the scattering of the points. Table 4 shows the polynomial coefficients obtained from
the M1 training and the statistical results when validating the model with the M2 matrix.
Table 4. Validation of the model and the polynomial regression coefficients
Num Polynomial Coefficients (p1, p2, ..., pn+1 ∗ 1.0e+ 08) RMSE nRMSE MBE nMBE r
1 −0.0487,0.3984,−1.4433,3.0394,−4.00993,3.6721,−2.1846,0.8323,−0.1842,0.0181 0.2457 42.77 −0.0611 −10.633 0.6756
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Regarding the input variables in the polynomial model, the ratios between the RGB channels
multiplied by the gray scale data (E) predominated; this did not depend on the solar height
recorded in each image. Analyzing Table 4, we note that, with the polynomial model, a relationship
coefficient between the ymea and the yest of r = 0.6756 was obtained with an nRMSE = 42.77% and
an overestimated value of the nMBE = 10.633% (in negative), showing a very similar fit to that of the
multivariable linear regression model.
3.3. Neural Networks Model
Starting from the complete DD set, the number of variables was reduced, obtaining different
combinations among the DDs to identify which contributed less to the DNI estimation. Using Matlab
APPS to develop the model by means of artificial neural networks, we acquired the following statistical
results (Table 5), where the term AD refers to all the data, TRA refers to the training data, VAL refers
to the validation data and TST refers to the test data.
Table 5. Combination of the digitized data as input parameters for the neural networks model.
Combination of Digitized Data (DD) R(AD) R(TRA) R(VAL) R(TST) RMSE(TRA) RMSE(VAL) RMSE(TST)
R G B H S V E A 0.771 0.776 0.816 0.636 0.207 0.194 0.254
R G H S V E A 0.779 0.782 0.793 0.743 0.205 0.198 0.228
R G B S V E A 0.774 0.797 0.715 0.787 0.194 0.245 0.211
R G B H V E A 0.771 0.783 0.735 0.750 0.207 0.222 0.197
R G B H S E A 0.782 0.808 0.714 0.713 0.197 0.231 0.207
R G B H S V A 0.767 0.768 0.746 0.803 0.207 0.232 0.190
R G B H S V E 0.774 0.776 0.815 0.694 0.207 0.199 0.236
R B H S E A 0.773 0.809 0.692 0.725 0.190 0.246 0.251
R G H S E A 0.779 0.823 0.579 0.793 0.191 0.262 0.186
R G B S E A 0.756 0.785 0.731 0.616 0.204 0.230 0.268
R G B H E A 0.780 0.795 0.701 0.811 0.199 0.235 0.195
R G B H S A 0.770 0.814 0.624 0.706 0.193 0.246 0.249
R G B H S E 0.779 0.775 0.801 0.769 0.209 0.198 0.203
R H S V E A 0.779 0.782 0.789 0.736 0.209 0.191 0.211
R B S V E A 0.764 0.776 0.727 0.781 0.210 0.220 0.218
R B H V E A 0.714 0.714 0.747 0.651 0.233 0.222 0.255
R B H S E A 0.761 0.766 0.715 0.818 0.209 0.236 0.204
R B H S V A 0.768 0.761 0.778 0.810 0.215 0.205 0.191
R B H S V E 0.765 0.785 0.736 0.681 0.204 0.226 0.236
G B H S V E A 0.774 0.774 0.758 0.811 0.206 0.221 0.196
G H S V E A 0.751 0.760 0.755 0.667 0.220 0.207 0.229
G B S V E A 0.758 0.763 0.757 0.721 0.211 0.223 0.232
G B H V E A 0.770 0.768 0.806 0.677 0.207 0.211 0.227
G B H S E A 0.715 0.786 0.559 0.624 0.205 0.280 0.285
B H S V E A 0.765 0.760 0.796 0.720 0.209 0.218 0.224
B S V E A 0.743 0.730 0.759 0.852 0.224 0.233 0.176
B H V E A 0.754 0.790 0.657 0.687 0.205 0.235 0.253
B H S E A 0.732 0.776 0.616 0.491 0.218 0.242 0.233
B H S V A 0.769 0.751 0.808 0.790 0.210 0.213 0.207
B H S V E 0.765 0.770 0.750 0.765 0.204 0.237 0.212
Considering Table 5, we see that different DD combinations are presented, which are input
information parameters required by the neural network for the training. It operates by finding patterns
of interest between the DD and the percentage of attenuation values for the measured DNI (ymea)
allowing the neural network to learn.
The model results were obtained by training the network, which occupied 10 neurons in
a perceptron of two layers, (1. The hidden learning layer and 2. The output layer). After one
hundred input parameter combinations were introduced into the network, the combination [R G B
H S E A] was selected with the highest r value to make computational runs with a greater number
of neurons – this was done to achieve better network learning and thus, generate the computational
model that obtained the estimated DNI attenuation percentage with the best approximation to the
surface measurement. Table 6 shows that the final computational model for estimating the DNI
attenuation percentage using artificial neural networks was defined for a network model containing 60
neurons in the hidden learning layer.
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Table 6. Results of the neuronal network training varying the number of neurons.
Combination (DD) Neurons R(AD) R(TRA) R(VAL) R(TST) RMSE(TRA) RMSE(VAL) RMSE(TST)
R G B H S E A 10 0.782 0.808 0.714 0.713 0.197 0.231 0.207
R G B H S E A 20 0.773 0.798 0.705 0.719 0.201 0.228 0.233
R G B H S E A 30 0.775 0.786 0.701 0.713 0.877 0.198 0.248
R G B H S E A 40 0.780 0.781 0.777 0.768 0.206 0.203 0.219
R G B H S E A 50 0.772 0.805 0.721 0.597 0.198 0.220 0.271
R G B H S E A 60 0.818 0.875 0.657 0.804 0.159 0.267 0.204
R G B H S E A 70 0.795 0.830 0.696 0.722 0.185 0.231 0.227
R G B H S E A 80 0.733 0.746 0.648 0.796 0.226 0.246 0.229
R G B H S E A 90 0.782 0.820 0.620 0.864 0.190 0.264 0.173
R G B H S E A 100 0.793 0.836 0.580 0.829 0.184 0.249 0.212
Functionally, the model was chosen because, as seen in Figure 7, its training evaluation represented
the highest training and test data values, with a validation of r = 0.657, a RMSE = 0.267 and a test
value of r = 0.804, with a RMSE = 0.204 together with the training regression r = 0.875, with an
RMSE = 0.159 and the analysis of r for all data r = 0.818 (of approx. 0.82). The points dispersion in
the neural networks model shows a better fit to the linear trend proposed in the graphs. Consequently,
we determined that the neural networks model offered better results than the multivariable linear
regression model and the polynomial model.
Figure 7. Validation of the neural networks model. (a) AD (all data) (b) TRA (training data) (c) VAL
(validation data) and (d) TST (test data).
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3.4. Functioning of the Models
As we can see in Figures 3, 5 and 6 the models better estimate DNI attenuation for partly cloudy
and totally cloudy skies. With respect to the linear and exponential trend lines, we see that the
correlation between the attenuation of the measured DNI and the estimated DNI is greater in the
range of values between 0.6 to 1 (considering 1 as 100% attenuation). Obtaining attenuations above 0.6,
we performed digitized analysis of the images where the percentage of cloudiness was very dense or
we analyzed images where low clouds were present, usually nimbostratus or cumulonimbus-types in
different seasons and at different times of the year. Values below 0.6 indicated that we were assessing
images where high clouds, clear skies or low-density clouds were present, analogous to different
seasons and times of the year. These types of cloud, usually altostratus or cumulus clouds which were
not very dense, attenuate the DNI lesser degrees.
Regarding Figure 7, which corresponds to the neural networks model, we see that the training
graph exhibits a more uniform correlation between the attenuation of the measured and estimated
DNI for all sky conditions in all the range of values, from clear skies (0% attenuation) to cloudy skies
(1 ; i.e., 100% attenuation). In terms of validation and testing, we understand that the model functions
better (as with the 2 previous models) for partly cloudy and cloudy skies.
4. Discussion
We have determined that, of the three methods considered and applied to estimate the percentage
of DNI attenuation under all sky conditions, the neural networks model provided the best results
in terms of the correlation coefficient obtained, achieving a calibration system for the digitized data
and the DNI attenuation. To improve the model’s efficiency, more parameters need to be integrated
to help explain the dependent variable, such as adding cloud classification. Similarly, it is important
to experiment by adding more layers within the neural network so that learning by patterns of
interest becomes more and more accurate, thus obtaining output data comparable to what is measured
or known.
For all three methods, the estimates might be better if thousands of images were processed, thus
minimizing and compensating for errors. Another important point is that we should consider the
presence of different cloud layers. Viewing the cloud cover from a terrestrial viewpoint, each cloud
has a particular value in the digitized channels. The cloud is seen with particular digitized data
and, therefore, it has an attenuation coefficient. However, it is possible to have the same (or similar)
digitized data for a cloud but with a different attenuation coefficient because there are further cloud
layers above the low cloud, hidden from the sky camera. Such situations can occur and, consequently,
they increase the error in the models.
5. Conclusions
In this paper, we presented three models for estimating the DNI attenuation percentage under
all sky conditions. Images were taken using a sky camera with a rotational shadow band (model TSI
880). This is the first study carried out for Mexico City that estimates direct solar irradiance based on
determining the attenuation resulting from the percentage of cloudiness that is present.
Estimation by means of the multiple linear regression model offers an r reliability of approximately
0.70 while it can compute an error of 42%; however, it also achieves an approximation of r = 0.78,
decreasing the normalized error to 33%. The best combination was modeled to obtain the final function
of the linear model. The red component, used as the input parameter, turned out to be the most
predominant for the model, showing that the cloudiness contrast can be detected more easily on this
channel than on the other channels. The final model function consisted of 10 summed terms, of which
9 multiply the respective combination between the (DD) by the coefficients extracted from the multiple
linear regression.
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With regard to the polynomial model, the best model representation obtained was a polynomial
function of degree n = 9, achieving a certainty of r = 0.76 with a normalized error of 35%. The most
important combined digitized data for generating a single independent input variable are the RGB
channels and the pixel values in grayscale. Similarly, for the multiple linear regression, the final
function consisted of 10 summed terms, where 9 of them respectively multiply the coefficients of the
polynomial by the value of (DD) raised to a certain exponential degree.
The model built using neural networks achieved a better approximation of the data for the direct
solar irradiance attenuation percentage. Through neural networks, it is possible to have data reliability
of r = 0.82 in a layer of 60 neurons. The best DD combination forms part of the information data for the
neuronal model learning. Unlike the two previous cases, the DD combinations are integrated directly.
The input data are entered separately and mostly occupy the defined digitized data, excluding the V
channel, which represents the brightness in the image. The final model turns out to be an execution
code which determines the weights Wij and assigns them to the digitized data with respect to the
already known ymea data.
It was possible to develop a first DNI estimation system using sky images applicable in real
time for Mexico City. From these sky cam images, we developed a tool that can be applied to any
measurement system, complementing the solar irradiance information that reaches the Earth’s surface.
Our work serves as a preliminary study that helps anticipate drops in solar irradiance. Consequently,
if this system is installed in a solar plant, the operator can predict how much irradiance might be lost
as a result of passing clouds. This system may also contribute to the classification of clouds depending
on the level of attenuated irradiance and in determining the percentage of local cloudiness in the sky
on a particular day. The study complements a previous work that predicted solar irradiance over
the short or medium term in the hope of determining the vector movement of clouds. Accordingly,
the present article aims to be a reference for predicting DNI in the CSP environment.
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