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Context: Genetic algorithm (GA) is an important intelligent method in the area of automatic software 
test data generation. However, existing GAs tend to get trapped in the local optimal solution, leading to 
population aging, which can signiﬁcantly reduce the beneﬁts of GA-based software testing and increase 
cost and effort. Although much attention has been focused on solving this problem by improving chromo- 
some population, genetic operations, and genetic parameters adjustment, the applicability of most of the 
algorithms proposed is often narrow because of the complex operations involved and nondeterminism 
inherited from traditional GAs. 
Objectives: This paper proposes a new algorithm called the regenerate genetic algorithm (RGA), which 
is based on a new simple, stable, and easy-to-implement regeneration strategy that involves judging the 
population aging process. 
Methods: We propose a new regeneration strategy—called Regenerate Genetic Algorithm (RGA)—that 
solves these problems easily and effectively. The proposed strategy deﬁnes population aging factors and 
process in order to determine the degree of population aging. Subsequently, when population aging has 
reached a certain limit, a population regeneration operation is triggered. In contrast to other improved 
methods, the proposed regeneration strategy for population aging easily achieves a stronger ability to 
jump out of the local optimal solution, thereby preventing population aging and effectively improving 
test coverage, without modifying any parameter of the original GA. 
Results: The proposed algorithm is experimentally evaluated by comparing it to the basic GA, Random 
Testing (RT) and several other methods in terms of both eﬃciency and effectiveness on the Siemens 
Suite of test programs and a more complex real program. The results obtained indicate that the proposed 
algorithm can effectively increase search eﬃciency, restrain population aging, increase test coverage, and 
reduce the number of test cases. 
Conclusion: RGA has better optimization ability than the conventional algorithms, especially for large- 
scale and highly complex programs. 
© 2016 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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0. Introduction 
Despite decades of work on methods to generate high-quality
oftware, software testing remains one of the major and primary
pproaches for creating reliable, robust, and trustworthy software.
owever, software testing is still a very labor-intensive, time-
onsuming, and expensive task and accounts for approximately
0% of total software cost [1] . To minimize the effort expended
nd maximize the satisfaction of test coverage criterion, test data
eneration can be treated as an optimization problem to which∗ Corresponding author. 
E-mail address: ysk@buaa.edu.cn (S. Yang). 
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e
 
o  
ttp://dx.doi.org/10.1016/j.infsof.2016.04.013 
950-5849/© 2016 The Authors. Published by Elsevier B.V. This is an open access article ueta-heuristic methods, especially genetic algorithms (GAs), can
e applied. GA is a powerful search-heuristic inspired by biolog-
cal evolution that solves optimization problems by searching for
ood genes through genetic operations such as inheritance, selec-
ion, mutation, and crossover. GA is very popular and is widely ap-
lied for software testing because of its ability to produce effective
olutions for complex, discontinuous and nonlinear search spaces
ith many dimensions caused by the nonlinearity of complex soft-
are. It can be used to reduce the workload involved in designing
est data automatically and signiﬁcantly improves software testing
ﬃciency. 
However, traditional GAs are often easily trapped in the local
ptimal solution, which leads to population aging. This is one ofnder the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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λmost diﬃcult challenges currently faced by GAs. To solve these
problems, many methods involving improvement or adjustment of
factors such as ﬁtness function, chromosome population, genetic
operations, and parameter settings, have been proposed. Some
popular proposals to avoid the population falling into the local op-
timal solution and improve the execution eﬃciency for different
kinds of software testing applications include multiple populations
[2] and dynamic population [3] . From the viewpoint of improving
GA operations, different strategies have also been adopted to im-
prove the selection, crossover, and mutation operators, in order to
facilitate optimistic search in GAs [4] . Researchers have also pro-
posed adaptive GA that dynamically adjusts corresponding prob-
abilistic parameters for different operators to improve individual
search capabilities and enhance the ability to escape the local op-
timal solution [5,6] . Further, integrated algorithms in which GA is
combined with other intelligent algorithms such as simulated an-
nealing [7] , ant colony algorithm [8] , and particle swarm optimiza-
tion [9,10] , have also been proposed. 
Although the above improved techniques have several advan-
tages, practical diﬃculties that make these techniques unattractive
to the software testing industry still exist. One of the problems
being faced is diﬃculty implementing these techniques practically
without extra effort because of the highly complex nature of the
improvements [11] . Further, adapting these techniques to programs
in varied subject areas with relatively stable results is diﬃcult be-
cause of the inherent uncertain nature of GA itself. We propose
a new regeneration strategy-called Regenerate Genetic Algorithm
(RGA)-that solves these problems easily and effectively. The pro-
posed strategy deﬁnes population aging factors and the population
aging process in order to determine the degree of population aging.
Subsequently, when population aging has reached a certain limit, a
population regeneration operation is triggered. In contrast to other
improved methods, the proposed regeneration strategy for popu-
lation aging easily achieves a stronger ability to jump out of the
local optimal solution, thereby preventing population aging and ef-
fectively improving test coverage, without modify any parameter of
the original GA. 
The remainder of this paper is organized as follows. In
Section 2 , we deﬁne the population aging factor and describe the
GA population aging problem. In Section 3 , we present the pro-
posed regeneration strategy, a new GA called RGA, for coverage-
oriented software testing. In Section 4 , the experimental plat-
form utilized and experiments conducted are described. Correla-
tion analysis is also performed to verify RGA’s eﬃciency and op-
timization ability for highly complex programs. Section 4 presents
our conclusions. 
2. Methods 
2.1. Backgrounds 
GA is a popular optimization technique for eﬃcient test data
generation. However, a major problem with GA is that populations
often become trapped in the local optima without any continued
improvement in the objective space coverage of the software un-
der test because of limited effective diversity in these generated
populations, even with crossover and selection during population
evolution [12] . These results in population aging and stagnation
of coverage; consequently, the required test coverage for complex
programs is often diﬃcult to effectively satisfy. In this section, we
formally deﬁne and describe the aging problem faced in the pro-
cess of GA-based software testing. 
2.1.1. GA-based coverage-oriented software testing 
The objective of software testing for some speciﬁc coverage cri-
terion can be formally deﬁned as 
T S = { P, I, A, C, T , Cov , N P (A ) } here P is the program under test, I is the input space, A is the
dopted optimization algorithm, C is a suite of test cases, T is a set
f termination conditions, Cov is the test coverage, and N P (A) is
he number of genetic iterations. Further 
ov = { StCo v P (C) , BrCo v P (C) , Mc/dcCo v P (C) } 
here StCov P (C) represents statement coverage, BrCov P (C) repre-
ents branch coverage, and Mc/dcCov P (C) is the Modiﬁed Condi-
ion/Decision Coverage (MC/DC). In addition 
 = { E, P 0 , M, Sel, Cor, Mut, F } 
here E is the mode of genetic coding, P 0 is the initial popula-
ion, M is the population size, Sel is the selection factor, Cor is the
rossover factor, Mut is the mutation factor, and F is the adopted
tness function. 
The coverage usually adopted in software testing is calcu-
ated using Eqs. (1)–(3) . In the equations, S P denotes the set of
tatements of P and StateExec P ( C ) represents the set of state-
ents covered in P . For the statement coverage of test suite C,
tCov P ( C ) is deﬁned as the ratio of the statements executed by
est suite C to the total number of statements in the program.
rCov P ( C )and Mc / dcCov P ( C ) are also similarly deﬁned as follows: 
tC o v P (C ) = | StateExe c P (C ) | | S P | (1)
rC o v P (C ) = | BranchExe c P (C ) | | B P | (2)
c/dcC o v P (C ) = | Mc/dcExe c P (C) | | M P | (3)
In addition, in order to direct the meta-heuristic optimization
bility of the objective search algorithms, we provide here one ﬁt-
ess criterion for GA-based software testing 
Criterion 1: max { StCov P ( C ), BrCov P ( C ), Mc / dcCov P ( C )}, andmin | C | 
Criterion 1 states that the lowest number of test cases that can
chieve the maximum testing coverage for the program under test
hould be used. Although more test cases often equate to larger
overage, a large number of test cases also results in high soft-
are test execution cost and effort. Therefore, Criterion 1 is applied
o achieve maximum coverage with the lowest number of test
ases. 
.1.2. Aging problem in GA-based software testing 
In this section, we deﬁned several important concepts includ-
ng aging problem and aging factor to describe the possible aging
roblem in GA-based coverage oriented software testing. 
eﬁnition 1 (Convergence) . If no more new good individual could
e generated through the further iteratives of GA, then GA is in the
tate of convergence, which can be described formally as: 
Assuming f ∗( t ) represents the best ﬁtness at t generation, if
here is T satisfying ∀ T 1 > T and f ∗( T 1 ) ≤ f ∗( T ), we could call the
A convergence at T generation. 
eﬁnition 2 (Degree of population mature) . One population with
ize n and length m can be represented as a matrix X: 
 = 
⎡ 
⎢ ⎢ ⎣ 
x 1 , 1 x 1 , 2 · · · x 1 ,m 
x 2 , 1 x 2 , 2 · · · x 2 ,m 
. . . 
. . . 
. . . 
x n, 1 x n, 2 · · · x n,m 
⎤ 
⎥ ⎥ ⎦ 
The degree of population diversity λ( X ) can be deﬁned as the
umber of the columns in X which are not all 0 or 1. Then m −
(X ) represents the degree of Population Mature in GA. 
S. Yang et al. / Information and Software Technology 76 (2016) 19–30 21 
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h  eﬁnition 3 (Premature convergence) . Premature Convergence
eans that the individuals in population become very similar un-
er the function of genetic operators, which resulting that λ( X )
ecreases rapidly and the m − λ(X ) increases rapidly, but the GA
oes not converges to the global optimum. 
eﬁnition 4 (Population aging) . Population aging can be deﬁned
s a phenomenon to describe the speciﬁc state-dependent popu-
ation that no increase for the ﬁtness value on the basis of prior
opulations. Its state depends on the prior populations in the con-
ext of ﬁtness value representing some measure of increment. 
The population aging problem is not equivalent to the GA mat-
ration. For incremental of coverage of software testing, sometimes
lthough the larger difference among population is, the smaller the
ncremental of coverage is; sometimes although the smaller dif-
erence among population is, the larger the incremental of cover-
ge is. Therefore in order to describe the population aging problem
ore clearly, we further deﬁne a new concept named Aging Factor
n this section to give an understanding of the aging degree of the
opulation generated in the process of GA-based software testing. 
Let n i, j be the number of test cases in the i th individual in the
 th generation. Let N popt be the number of individuals in the t th
eneration. Denote N popt as the number of test cases in t th genera-
ion. The total number of test cases in the entire t th generation can
e deﬁned as 
∑ t 
j=1 
∑ N popj 
i =1 n i,t . Similarly, the number of test cases
n each of generation t , generation t + 1, generation t + 2, generation
 + 3, …, generation t + tis 
t 
 
j=1 
N popj ∑ 
i =1 
n i,t 
t+1 ∑ 
j=1 
N popj ∑ 
i =1 
n i,t+1 
t+2 ∑ 
j=1 
N popj ∑ 
i =1 
n i,t+2 
t+3 
 
j=1 
N popj ∑ 
i =1 
n i,t+3 · · ·
t+t ∑ 
j=1 
N popj ∑ 
i =1 
n i,t+t . 
If the population evolves t generations but the population
overage still remains the same, then the population is aging and
rapped in the local optimal solution. In order to describe this situ-
tion, in Eq. (4) , aging factor q is deﬁned as the percentage ratio of
he number of newly generated test cases that do not contribute to
overage promotion in t generations to the previous total num-
er of adopted effective test cases 
eﬁnition 5 (Aging factor) . 
 = the increased num of t c (t ) 
the total num of tc 
× 100% (4) 
Eq. (5) provides the details of the calculation involved 
alculation : q 
= 
∑ t+t 
j=1 
∑ N popj 
i =1 n i, j −
∑ t 
j=1 
∑ N popj 
i =1 n i, j ∑ t 
j=1 
∑ N popj 
i =1 n i, j 
× 100% 
= 
∑ N popt +1 
i =1 n i,t +1 + 
∑ N popt+2 
i =1 n i,t+2 + · · · + 
∑ N popt+t 
i =1 n i,t+t ∑ N popt+1 
i =1 n i,t+1 
× 100% (5) 
Eq. (5) shows that the aging factor is affected by larger t . The
ore newly generated test cases there are that do not improve the
overage, the greater the degree of population aging becomes. 
From the above description, we can see that Population Mature
n GA is a suﬃcient but not the only source of population aging.
t means that when population is mature, then the population ag-
ng problem will also happen; but when the population is not ma-
ure, there is still possibility for the happening of population aging,
hich is decided by the interaction of GA with the searching space.
or example, for coverage oriented software testing, even thoughhere is a bigger difference between the different populations of
est cases, there still may be no coverage increment in the pro-
ram space due to the unknown underlying combinations of dif-
erent equivalent intervals. On the other side, even though the di-
ersity between different populations of test cases are very small,
here, on the contrary, maybe a bigger improvement for the space
overage because this small difference is a critical for the change
f coverage space. So population aging can be seen as a superset
f premature convergence. The only criterion for judging the pop-
lation aging problem is the increment of coverage for different
opulations of test cases in the context of this paper. 
During the aging process, individuals tend to be no further con-
ribution, and crossover and selection operations lose their op-
imization function without any more improvement in coverage.
onsequently, one of our objectives is that after reaching a cer-
ain number of iterations, although the current population cover-
ge will stagnate [13] at some stage as before, the process of pop-
lation evolution is still expected to increase the coverage again
hrough the special strategy in our proposed method (outlined in
ection 2.2 ). 
.2. The proposed RGA 
In this section, we outline the proposed RGA introduced to
olve the population aging problem. When a population evolves
y a signiﬁcant number of iterations, sometimes the coverage does
ot increase. In such a case, the population is aging and a regener-
tion operation should be triggered so that a new population can
e regenerated to continually execute the new selection, crossover,
nd mutation operation. 
.2.1. Basic population in GA-based software testing 
A population is made up of individuals that contain multi-
le test cases. Eq. (7) deﬁnes an individual, with the transver-
al vector of X , { x 1, 1 x 1, 2 x 1, 3  x 1, m } representing the correspond-
ng test case [14] . Eq. (8) deﬁnes the total population, with
 pop j representing the population in the j th generation, and M pop 
epresenting the set of populations for all iterations. Elements can
e speciﬁed in different forms in accordance with the encoding
ethod used. 
 = 
⎡ 
⎢ ⎢ ⎣ 
x 1 , 1 x 1 , 2 · · · x 1 ,m 
x 2 , 1 x 2 , 2 · · · x 2 ,m 
. . . 
. . . 
. . . 
x n, 1 x n, 2 · · · x n,m 
⎤ 
⎥ ⎥ ⎦ (7) 
 pop = 
⎡ 
⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 
M pop 1 
M pop2 
. . . 
M popt 
. . . 
⎤ 
⎥ ⎥ ⎥ ⎥ ⎥ ⎦ (8) 
.2.2. Related population operations 
Assume that the selection factor is set to 0.6, then those indi-
iduals with ﬁtness values in the top 60% of the population will
e selected [15] . In Eq. (9) , X t 
i 
is the i th individual in the t th gen-
ration. If the individual ﬁtness value is in the top 60% of all indi-
iduals, the individual will be placed in the X t 
iselect 
set, whereas the
thers will not 
 
t 
iselect = 
{
X t 
i 
if ﬁtness (X t 
i 
) ≥ ﬁtness ( the top 60% X t ) 
null else 
(9) 
Assume that the crossover factor is set to 0.9 in Fig. 1 . In other
ords, two individuals randomly selected in a population should
ave a 90% probability of executing the crossover operation. The
22 S. Yang et al. / Information and Software Technology 76 (2016) 19–30 
Fig. 1. Example of Crossover and Mutation. 
Fig. 2. Individual crossover and mutation operations. 
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N
 speciﬁc operation is depicted in Fig. 2 (a); the two individuals ex-
ecute the crossover operation in random mode. Assume that the
mutation factor is set to 0.1 and adopt the random gene muta-
tion method, which means that each gene mutation probability
is 1%. Then, the speciﬁc mutation operation will be as shown in
Fig. 2 (b). 
2.2.3. Population regeneration strategy 
When the population is aging to a certain degree, the evolu-
tion of the population sometimes cannot increase the coverage as
desired. In order to solve this problem, we propose that the popu-
lation should execute a new strategy called the regenerate strategy
in aging population. After the speciﬁed regeneration condition is
triggered, the current population will be discarded and a new one
will be generated to continue the renewed evolving process. This
population regeneration strategy can be described as follows: 
R = { M POP , C N , q, q mat } 
where M POP is the population, C N is the test case suite in the N th
generation, q is the aging factor, and q mat is the threshold value of
the regeneration operation. q is calculated using Eq. (5) . q > q mat 
triggers the population regeneration operation, which is deﬁned in
Eq. (10) : 
M popt = [ X t 1 , X t 2 , · · · , X t N popt ] 
rand() −−−→ 
M popt+1 = [ X t+1 1 , X t+1 2 , · · · , X t+1 N popt+1 ] (10)
In Eq. (11) , M popt is the population of the t th generation, and
M popt+1 is population of the t + 1th generation. After the t th gener-
ation, q > q mat and the population regeneration operation is trig-
gered. The population is randomly regenerated, resulting in new
population M popt+1 . Theoretical analysis of the population regener-
ation strategy for new test cases and population coverage is pro-
vided in Table 1. Let q m be the mutation factor, q c be the crossover factor, q s 
e the selection factor, and M be the overlapping sets of regen-
rated population and aging population. Without the regenera-
ion strategy, the number of test cases in the t + 1 generation
s 
∑ N popt +t +1 
i =1 n i,t +t +1 q s ( q m · q + q c ) , which is greater than that of
he t generation. Further, following the triggering of regeneration,
he number of new test cases is 
∑ N popt +t +1 
i =1 n i,t +t +1 − M. Analysis
f the scope of parameter M is given in Table 2 . As shown in the
opulation description, the dimension of each test case is M . 
To carry out a comparison, subtract the number of new test
ases in the two methods; more speciﬁcally, subtract the number
f new test cases generated with the basic GA from those gener-
ted using the regeneration strategy. As shown in Table 2 , when
he chromosome type is Boolean or binary, the maximum expec-
ation value of M is obtained [16] . Consequently, we can obtain
erivation Eq. (11) . 
 popt +t +1 ∑ 
i =1 
n i,t +t +1 − M −
N popt +t +1 ∑ 
i =1 
n i,t +t +1 q s ( q m · q + q c ) 
= 
N popt +t +1 ∑ 
i =1 
n i,t +t +1 −
1 
2 m 
·
t+t ∑ 
j=1 
N popj ∑ 
i =1 
n i, j 
·
Npopt +t +1 ∑ 
i =1 
n i,t +t +1 −
N popt +t +1 ∑ 
i =1 
n i,t +t +1 q s ( q m · q + q c ) 
= 
N popt +t +1 ∑ 
i =1 
n i,t +t +1 
·
[ 
1 − 1 
2 m 
·
t + t ∑ 
j=1 
N popj ∑ 
i =1 
n i, j − q s ( q m · q + q c ) 
] 
(11)
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Table 1 
Comparison of test case (TC) numbers. 
No. of genes t t + 1 t regeneration strategy 
No. of TC 
t+t ∑ 
j=1 
N popj ∑ 
i =1 
n i, j 
t + t ∑ 
j=1 
N popj ∑ 
i =1 
n i, j + 
Npopt +t +1 ∑ 
i =1 
n i,t +t +1 q s ( q m · q + q c ) 
t + t ∑ 
j=1 
N popj ∑ 
i =1 
n i, j + 
Npopt +t +1 ∑ 
i =1 
n i,t +t +1 − M
Table 2 
Chromosome type and expected M value. 
Chromosome type Expected M value 
Boolean 1 
2 m 
·
t + t ∑ 
j=1 
N popj ∑ 
i =1 
n i, j ·
Npopt +t +1 ∑ 
i =1 
n i,t +t +1 
Binary 1 
2 m 
·
t + t ∑ 
j=1 
N popj ∑ 
i =1 
n i, j ·
Npopt +t +1 ∑ 
i =1 
n i,t +t +1 
Decimalism 1 
10 m 
·
t + t ∑ 
j=1 
N popj ∑ 
i =1 
n i, j ·
Npopt +t +1 ∑ 
i =1 
n i,t +t +1 
Character 1 
26 m 
·
t + t ∑ 
j=1 
N popj ∑ 
i =1 
n i, j ·
Npopt +t +1 ∑ 
i =1 
n i,t +t +1 
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Table 3 
RGA pseudocode for test case generation. 
Algorithm: Regenerate genetic algorithm (RGA) 
1: proc Input: (rga) 
2: t = 0 
3: q = 0 // q = aging factor 
4: P(t) ← Create_Population() // P = population 
5: while not Termination_Condition() do 
6: if not aging // q < aging value 
7: for i ← 1 to (rga.popSize) do 
8: parents ← Selection (P(t)) 
9: offspring ← Cross (rga.P C , parents) 
10: offspring ← Mutation (rga.P M , offspring) 
11: Evaluate_Fitness (offspring) 
12: end for 
13: else 
14: P(t) ← Regenerate() // regenerate the population 
15: end if 
16: t = t + 1 
17: q ← Calculate aging factor() // calculate aging factor 
18: end while 
19: end_proc 
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oIf the polynomial, Eq. (11) , is greater than zero, the regeneration
trategy can provide more effective test cases for the population to
ump out of the local optimal solution, and continually improve the
est coverage. 
.2.4. Coverage-oriented ﬁtness function 
In Eq. (12) , f i is the individual ﬁtness value. In this paper, we
se branch coverage as the objective ﬁtness value. 
∑ N popj 
i =1 f i is the
um of the ﬁtness value of the j th generation and f i, norm is the
tandard ﬁtness value of each individual [16] . In Eq. (12) , the ﬁt-
ess value is converted into standard ﬁtness values. In this way,
ndividual evaluation can be achieved 
itness : f i,norm = 
f i ∑ N popj 
i =1 f i 
(12) 
.2.5. RGA process and algorithm 
The proposed RGA can be deﬁned as follows: 
GA = { M pop , Sel, Cor, Mut, R, Cov , N P (A ) , T } 
here M pop represents the chromosome population; Sel , the select
peration; Cor , the crossover operation; Mut , the mutation oper-
tion; R , the regeneration strategy; Cov , the coverage; N P ( A ), the
teration number; and T , the termination conditions. 
By introducing an aging factor, RGA can determine population
ging and regeneration processes based on the basic GA. When
opulation aging is detected, the corresponding population regen-
ration operation is triggered, and a completely new population
ill be randomly generated. And the whole previous population
ill be replaced by this newly-generated population. But the se-
ection, crossover and mutation operations will not be applied to
he new population from the scratch immediately. Only if there
re new increment for the coverage contributed by the new popula-
ion, it can then be determined as the new basis for the subsequent
enetic operations. Otherwise it will directly trigger the aging condi-
ion which can then lead to the abandon of this useless popu-
ation immediately and a new generation will be randomly gener-
ted again until the aging conditions cannot be satisﬁed. We think
his is a very important point to respect the contribution from the
revious effort indirectly. Flowcharts for the simple GA and the
roposed RGA are given in Figs. 3 (a) and 3 (b) respectively. A com-
arison of the two ﬂowcharts clearly shows that the RGA is aug-
ented with a new sub-process that ascertains the degree of pop-
lation aging by calculating the population aging factor. The aging
actor is then used to decide whether to trigger the regeneration
trategies. The selection, crossover, and mutation part of the RGAre the same as that of the general GA. By ascertaining whether it
eets the termination conditions of the coverage or iteration num-
er, the algorithm outputs the satisﬁed software test cases. The
lgorithm in Table 3 outlines the process of test case generation
ased on RGA. 
.3. Experimental evaluation 
In this section, we evaluate the feasibility and effectiveness of
he proposed RGA from various viewpoints. In Section 2.3.1 , we
resent the basic experimental platform developed to automati-
ally generate test cases based on RGA and GA. In Section 2.3.2 , we
iscuss the test programs—seven programs in the Siemens Suites
nd a more complex real program. The details of the experimental
arameters used are given in Section 2.3.3 and, in Section 3 , we
nalyze and discuss the experimental data obtained. 
.3.1. Experimental platform 
We constructed an experimental platform comprising hardware
ayer, operating system layer, application support layer, and appli-
ation software layer (the core). The basic hardware and operating
ystem layers were implemented using WinXP on one PC with a
4 2.8 GHz CPU and 1 GB RAM. The application support layer was
ctualized using GAlib-V2.47 and Testbed-V7.0, in which the core
arts are GA and the data storage program. GAlib-V2.47 offers the
asic GA, and Testbed-V7.0 is used to obtain the test coverage in
he program space of the executing program. RGA is also imple-
ented based on GAlib in C/C ++ . Every new individual of each
eneration calls Testbed to analyze the program under test at the
ame time, and the related coverage information can then be out-
ut in the form of SIF ﬁles. Then, the experimental platform re-
rieves information such as coverage from the SIF ﬁles and outputs
he information as excel ﬁles, which can then be further used as
eedback input for the different experimental algorithms adopted
n the experimental design. The generated test cases information
or each generation is also stored in the ﬁle system until the end
f the genetic testing process, for future analysis. 
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Fig. 3. Flowcharts for GA and RGA. 
Table 4 
Test programs used in the experiments. 
Program name No. of processes No. of lines Cyclomatic complexity Termination coverage Description 
tcas.c 12 367 24 0 .98 Prevents aircraft collisions 
print_tokens.c 18 1043 72 0 .83 Designates identity print 
print_tokens2.c 19 1073 81 0 .94 Designates identity print 
tot_info.c 3 583 24 0 .90 Matrix statistics 
schedule.c 8 639 33 0 .96 Task scheduling 
schedule2.c 9 630 40 0 .91 Task scheduling 
replace.c 21 1179 93 0 .95 Content replacement 
Fft.c 37 5076 236 0 .86 Fast Fourier Transform 
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l2.3.2. Experimental test programs 
We selected the widely adopted Siemens Suites and one real
complex program called the Fast Fourier Transform Algorithm (FFT)
as test programs. The Siemens test suite includes tcas.c, print-
tokens.c, print-tokens2.c, tot-info.c, schedule.c, schedule2.c, and re-
place.c. These seven programs are widely adopted as standard
experimental test programs [17,18] . FFT is a more complex real pro-
gram that can be used to verify the eﬃcacy of RGA for more com-
plex structures and scalability. More information about these pro-
grams are given in Table 4. 
2.3.3. Experimental methods 
The basic random method (RT) and genetic algorithm from
GAlib were mainly selected as the algorithms to compare with
RGA. And several other global and local search methods includ-
ing (1 + 1) EA [19] , GA-greedy and Alternating Variable Method
(AVM) [20] are also selected as the compared methods. In order
to avoid the effects im posed by different algorithm parameters
[21] , the same parameters were set in GA and RGA. For all the
experiments in this paper, and without any special consideration
about optimization, we uniformly set the population size as six,
crossover factor as 0.9, mutation factor as 0.01, selection factor as
0.6, and the terminal iteration number to 300. In RGA, we set the
trigger condition for the regeneration strategy by deﬁning aging
factor q > 0.1. The proposed gene forms were complex, with a com-
bination of numbers and letters, and both initial populations wereenerated randomly. The most commonly used branch coverage
as selected as the objective ﬁtness function. We compared RGA
ith RT, GA and other methods in terms of iteration number, total
est case number, and ﬁnal test coverage. To minimize evaluation
oise resulting from the possible contingency of randomness and
ondeterminism, each program was executed 10 times with the
ame test conﬁguration for the various forms of statistical analy-
es. 
. Results 
.1. Experimental results 
In this section, the results of the proposed approaches are pre-
ented and analyzed. In Section 3.1.1 , RGA, GA, RT, (1 + 1) EA,
A-greedy and Alternating Variable Method (AVM) are compared
hrough number of iterations, number of effective test cases, and
nal test coverage before the termination condition. Time perfor-
ance is then compared statistically in Section 3.1.2 . In Section
.1.3 , we carry out correlation analysis to determine which at-
ribute has the strongest correlation with the proposed RGA, and
onsequently, select cyclomatic complexity and average coverage
or regression analysis to further verify this relevance. The results
how that RGA has better optimization performance particularly
or programs with a large number of processes, branches, and total
ines, and high cyclomatic complexity. 
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Table 5 
Results of statistical analysis. 
Number of iterations Number of test cases Branch coverage 
Test programs Methods average Standard Mann–Whitney average Standard Mann–Whitney average Standard Mann–Whitney 
deviation ( p ) RGA:X deviation ( p ) RGA:X deviation ( p ) RGA:X 
tcas.c RGA 10 3 .71 – 360 133 .626 – 0.98 0 –
GA 11 .1 6 .74 0.796 407 .2 258 .7 0.853 0.98 0 1 
RT 100 8 .09 0 600 230 .52 0 0.917 0.01636 0 
1 + 1EA 300 0 0 10,800 0 0 0.49 0.00638 0 
Greedy 300 0 0 10,800 0 0 0.762 0.00105 0 
AVM 300 0 0 10,800 0 0 0.259 0.00756 0 
print_tokens.c RGA 17 .1 4 .74 – 615 .6 170 .93 – 0.83 0 –
GA 300 0 0 10,800 0 0 0.775 0.0 0 02 0 
RT 102 113 .5 0.035 3686 .4 4087 .5 0.035 0.826 0.00843 0.481 
1 + 1EA 300 0 0 10,800 0 0 0.71 0.05121 0 
Greedy 300 0 0 10,800 0 0 0.575 0.03103 0 
AVM 300 0 0 10,800 0 0 0.416 0.08925 0 
print_tokens2c RGA 27 .7 10 .2 – 997 .2 367 .54 – 0.94 0 –
GA 36 .3 52 .69 0.353 1307 .4 1898 .7 0.351 0.916 0.0 0 01 0 
RT 300 0 0 10,800 0 0 0.93 0 0 
1 + 1EA 300 0 0 10,800 0 0 0.89 0.00985 0 
Greedy 300 0 0 10,800 0 0 0.614 0.10562 0 
AVM 300 0 0 10,800 0 0 0.326 0.00571 0 
tot_info.c RGA 57 .9 84 .37 – 2084 .4 3037 .5 – 0.755 0.0 0 09 –
GA 117 83 .42 0.089 4194 3003 .1 0.089 0.73 0 0.063 
RT 300 0 0 10,800 0 0 0.764 0.03098 0.218 
1 + 1EA 300 0 0 10,800 0 0 0.86 0.02007 0 
Greedy 300 0 0 10,800 0 0 0.537 0.06821 0. 
AVM 300 0 0 10,800 0 0 0.449 0.05239 0 
schedule.c RGA 1 0 – 36 0 – 0.96 0 –
GA 1 0 1 36 0 1 0.96 0 1 
RT 1 0 1 36 0 1 0.96 0 1 
1 + 1EA 1 0 1 36 0 1 0.96 0 1 
Greedy 1 0 1 36 0 1 0.96 0 1 
AVM 1 0 1 36 0 1 0.96 0 1 
schedule2.c RGA 1 0 – 36 0 – 0.91 0 –
GA 1 0 1 36 0 1 0.91 0 1 
RT 1 0 1 36 0 1 0.91 0 1 
1 + 1EA 1 0 1 36 0 1 0.91 0 1 
Greedy 1 0 1 36 0 1 0.91 0 1 
AVM 1 0 1 36 0 1 0.91 0 1 
replace.c RGA 76 .6 46 .66 – 2757 .6 1679 .8 – 0.949 0.0 0 0 01 –
GA 300 0 0 10,800 0 0 0.684 0.0025 0 
RT 300 0 0 10,800 0 0 0.819 0.01853 0 
1 + 1EA 300 0 0 10,800 0 0 0.18 0.05062 0 
Greedy 300 0 0 10,800 0 0 0.758 0.09620 0 
AVM 300 0 0 10,800 0 0 0.16 0.00793 0 
fft.c RGA 39 .4 5 .61 – 1223 17 .04 – 0.99 0 –
GA 42 .3 7 .82 0.003 1368 33 .11 0 0.915 0.032 0 
RT 300 0 0 10,800 0 0 0.916 0.03204 0 
1 + 1EA 300 0 0 10,800 0 0 0.37 0.06113 0 
Greedy 300 0 0 10,800 0 0 0.657 0.00879 0 
AVM 300 0 0 10,800 0 0 0.33 0.01025 0 
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o  .1.1. Results and analysis 
In this section, experiment results are collected in Table 5
nd RGA is compared with GA, RT and several other methods
rom the view of number of iterations, number of test cases
nd branch coverage respectively and comprehensively. From Table
 we can see that though in most conditions RGA can signif-
cantly reduce the average number of generations, the average
umber of test cases and improves the average branch cover-
ge, there are still some special conditions for several individu-
ls. Therefore, in order to further statistically analyze the stability
f RGA compared to that of GA, RT and others, the standard de-
iation and the Mann–Whitney test ( p -value) are also calculated
espectively between RGA and other methods (RGA:X) in Table 5. 
Firstly, we compare RGA with RT. Based on “average” from the
iew of number of iterations and number of test cases, for six
ut of eight software except (schedule.c and schedule2.c), RGA is
bviously better than RT due to its less average number of iter-
tions and test cases, and also at the same time Mann–Whitneyest ( p -value) between RGA and RT for the six program are all
ess than 0.05, which means signiﬁcant difference between GA and
GA. Both RGA and RT have the same good performance for the
eft two other software (schedule.c and schedule2.c). Further con-
idering that RGA also has an obvious improvement in term of
ranch coverage for four out of 8 software (bigger coverage and
ann–Whitney test less than 0.05 at the same time), it can be
oncluded that RGA is better than RT in most conditions. 
Secondly, we pay more attention to compare RGA with GA.
ased on Mann–Whitney test ( p -value), from the view of num-
er of iterations, number of test cases and branch coverage we
an see that there are three software(print_token.c, replace.c, fft.c)
hose p -value are less than 0.05, which means signiﬁcant differ-
nce between GA and RGA. Further considering the expectation
nd standard deviation, it can be concluded that RGA is totally
etter than GA for these three software. For print_tokens2.c and
ot_info.c, though the Mann–Whitney test ( p -value) from the view
f number of iterations, number of test cases are both a litter
26 S. Yang et al. / Information and Software Technology 76 (2016) 19–30 
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t  bigger than 0.05, but the Mann–Whitney test ( p -value) from the
view of branch coverage are both less than 0.05, which means
there exist signiﬁcant difference between GA and RGA on branch
coverage but not on the number of iterations and test cases for
these two software. But further considering the better expectation
and standard deviation, we still can conclude that RGA is better
than GA for these two software through this comprehensive anal-
ysis. This conclusion can also be applied for the software tcas.c
because the preferable expectation and standard deviation mean
a better level of stability even though the non-obvious difference
manifested by the Mann–Whitney test ( p -value). For example, the
standard deviation of tcas.c and print-tokens2.c in GA is very large,
indicating that the randomness of the data is also very large. In
contrast, in RGA, the standard deviation is reduced and data stabil-
ity is improved. For the other two software schedule.c and sched-
ule2.c, it is interesting that RGA and GA have the same results from
all the view of expectation, standard deviation and Mann–Whitney
test ( p -value) because both RGA and GA can converge at the ﬁrst
initial population to obtain the ﬁnal coverage criterion. So for these
two software, we can see that RGA is equal with GA. 
Thirdly, for (1 + 1) EA algorithm, it is very regretful that the
coverage rate obtained ﬁnally are far less than RGA for each sub-
ject program even though all after running the full 300 genera-
tions of iteration. For example, the ﬁnal coverage rate of (1 + 1)
EA for program replace.c and fft.c are only 0.18 and 0.37, but RGA
can achieve 0.99 and 0.949 respectively. This is far unsatisﬁed for
(1 + 1) EA compared with RGA. One of the possible reason for this
phenomenon we think is due to (1 + 1) EA employs mutation op-
erators for exploring the whole search space and sometimes it is
diﬃcult for (1 + 1) EA to ﬁnd optimal solutions that exist in a local
search space as compared with GA and RGA. On the contrary, as
compared with (1 + 1) EA, RGA and GA apply crossover operators
towards obtaining local optimal solutions, which may be the rea-
son for the better performance of RGA and GA as compared with
(1 + 1) EA. 
Finally, in order to further evaluate whether the proposed algo-
rithm RGA can outperform local search algorithms, we also com-
pared RGA with two local search algorithms: GA-greedy and Alter-
nating Variable Method (AVM). Similar results can also be observed
that in most conditions, both GA-greedy and Alternating Variable
Method (AVM) can only obtain far less coverage than RGA after
the full 300 generations. 
From these above analysis, we can see that in most conditions
RGA is better than GA, RT, (1 + 1) EA, GA-Greedy and AVM; and
in the left other less conditions RGA at least has the equal per-
formance with these compared methods. Therefore the compre-
hensive conclusion that RGA outperforms GA, RT, (1 + 1) EA, GA-
Greedy and AVM is sensible and acceptable. 
3.1.2. Time performance analysis 
In our experiments, the running time for each test includes the
whole process of automatic generation of test cases, test execution,
coverage acquisition and some additional time cost (the statistical
results of the data written to disk, etc.). This process is iterated
until the termination conditions are satisﬁed. We have two con-
ditions for the judgment of the termination: 1) maximum cover-
age requirement is achieved; 2) or the maximum number of pre-
deﬁned iterations (300 generation) is reached. For RGA, due to the
adoption of the regeneration strategy, maximum coverage require-
ments can often be achieved in far less than 300 generations, so
the corresponding time for each test will be saved a lot. While for
GA, RT, (1 + 1) EA, GA-Greedy and AVM, in most cases the gen-
erated test cases by these compared methods are often unable to
reached maximum coverage requirements within 300 generations,
so the time was usually longer than RGA because the full operation
of 300 generations should be completed for nearly each test. Onhe other hand, although sometimes GA, RT, (1 + 1) EA, GA-Greedy
nd AVM may use less time than RGA, however, their achieved ﬁ-
al coverage may be far less than RGA. Detailed time information
re shown in the Table 6. 
For tcas.c, the average running time of RGA is 24.4, far less than
8.6 of GA and 258.1 of RT, which shows that the time perfor-
ance of RGA is far better than RT and GA statistically for this
rogram because their p -value are both 0; For print_tokens.c, the
verage running time of RGA is 78.1 s, far less than GA’s 16.1 m and
 -value between the RGA and GA is 0, indicating that time perfor-
ance of RGA is statistically far superior to GA for this program;
or RT, although p -value between RGA and RT is 0.105 > 0.05,
hich means no signiﬁcant differences statistically for this pro-
ram, but the average and standard deviation of running time are
oth far greater than RGA, which means RT has greater volatility
ompared with RGA; For Print_tokens2.c, the average running time
f the RGA is 35.5 s, far less than GA’s 26.5 m and RT’s 17.3 m, and
oth their p -value are 0, which means the time performance of
GA is statistically far better than GA and the RT for this program;
or tot_info.c, the average running time of the RGA is 10.8 m, big-
er than GA’s 2.5 m, and p -value is 0, indicating that the time per-
ormance of the GA is better than RGA statistically. And there is
tatistically no signiﬁcant difference between RGA and RT because
heir p -value is 0.143 > 0.05; For schedule.c and schedule2.c, their
 -values between GA, RGA and RT are all greater than 0.05, which
eans that the time performance of the RGA is statistically no dif-
erent with GA and RT for these two program; For replace.c, time
erformance of RGA is statistically no signiﬁcant difference with
GA because their p -value is 0.631 > 0.05. and the average running
ime of RT is 49.1, greater than RGA’s 9.3, and p -values between
T and RGA is 0.002 < 0.05, which means that RGA is statistically
igniﬁcantly superior to RT for this program; For fft.c, the average
unning time of the RGA is 7.3, far less than GA’s 149 and RT’s 62.5,
nd their p -values are both 0, which means that the time perfor-
ance of the RGA statistically outperforms GA and RT for this pro-
ram. 
Based on these above analysis, we can see that in term of the
ime performance statistical analysis, RGA is obviously superior to
he GA and RT for three program out of eight. There is no obvi-
us performance difference for the other ﬁve program left; how-
ver, taking into account that in most conditions RGA can achieve
igher coverage with relatively less number of cases, RGA is more
referred even though there may be some acceptable time ﬂuctu-
tion overhead. 
.1.3. Correlation analysis 
In order to further investigate the major factors to affect the
ossible improvement of RGA compared with GA for different soft-
are under test, in this section we conduct correlation analysis for
his improvement with various program parameters to determine
he possible positive relationship between them. Correlation anal-
sis refers to the analysis of two or more relevant variables to mea-
ure the degree of variable factors [22] . In this experiment, corre-
ation analysis was performed between the essential attributes of
mprovement and those of the program under test to obtain the
orrelation between them. First, we conduct correlation analysis
f each program attribute [23] . Then, we select high correlation
airs for regression analysis and reliability validation. Table 7 lists
he correlation coeﬃcients between different attributes of the pro-
rams under test, RGA test cases number reduced percentage (TC-
RP), iteration number reduced percentage (ANRP), and coverage
ncreased percentage (CIP). We deﬁne TCNRP as the ratio of the
esult of subtracting the number of GA test cases from RGA test
ases to the number of GA test cases, INRP is the ratio of the re-
ult of subtracting the number of test case iterations of GA from
hat of RGA to the number of GA iteration test cases. CIP is the
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Table 6 
Time performance analysis. 
Test program methods Average (Seconds) Standard deviation Mann–Whitney ( p ) (RGA:other) 
tcas.c RGA 24 .4 10 .2 - 
GA 78 .6 41 .0 0 
RT 258 .1 6 .8 0 
1 + 1EA 810 56 .7 0 
Greedy 750 .2 51 .3 0 
AVM 782 .1 60 .2 0 
print_tokens.c RGA 78 .1 42 .3 - 
GA 966 282 0 
RT 611 .3 144 .3 0.105 
1 + 1EA 905 .4 256 .1 0 
Greedy 893 .2 279 .6 0 
AVM 918 .7 282 .7 0 
print_tokens2.c RGA 35 .5 34 .7 - 
GA 1038 282 0 
RT 1590 132 .6 0 
1 + 1EA 1166 .4 113 .9 0 
Greedy 1818 170 .1 0 
AVM 1185 .6 95 .8 0 
tot_info.c RGA 648 480 - 
GA 150 108 0 
RT 906 254 0.143 
1 + 1EA 1032 .4 162 .9 0 
Greedy 1014 190 0 
AVM 993 .8 117 .3 0 
schedule.c RGA 5 .8 1 .2 - 
GA 5 .2 1 .8 0.143 
RT 5 .3 1 .2 0.353 
1 + 1EA 5 .7 1 .3 0.239 
Greedy 5 .5 1 .6 0.217 
AVM 5 .6 1 .4 0.186 
schedule2.c RGA 6 .1 1 .4 - 
GA 6 .2 1 .1 0.912 
RT 5 .6 1 .8 0.353 
1 + 1EA 5 .8 1 .4 0.431 
Greedy 5 .9 1 .2 0.526 
AVM 5 .7 1 .5 0.389 
replace.c RGA 558 98 
GA 222 30 0.631 
RT 2946 394 0.002 
1 + 1EA 2986 .6 346 .1 0.007 
Greedy 3048 423 .6 0.005 
AVM 2826 297 .3 0.009 
fft.c RGA 438 180 - 
GA 8940 2250 0 
RT 3750 102 0 
1 + 1EA 3873 .2 149 .1 0 
Greedy 3906 168 .7 0 
AVM 3726 .5 110 .6 0 
Table 7 
Correlation coeﬃcient of attributes. 
Correlation coeﬃcient, R Process Total Cycloramic Branch Fan-in Fan-out Cycle TCNRP ANRP CIP 
number lines complexity number number 
Process number 1 – – – – – – – – –
Total lines 0.81 1 – – – – – – – –
Cyclomatic complexity 0.91 0.97 1 – – – – – – –
Branch number 0.81 0.99 0.96 1 – – – – – –
Fan-in 0.39 0.66 0.59 0.62 1 – – – – –
Fan-out 0.59 0.86 0.79 0.84 0.91 1 – – – –
Cycle number 0.06 0.56 0.43 0.53 0.40 0.47 1 – – –
TCNRP 0.48 0.64 0.58 0.64 0.15 0.46 0.52 1 – –
ANRP 0.48 0.65 0.58 0.64 0.17 0.47 0.53 0.99 1 –
CIP 0.59 0.65 0.69 0.60 0.33 0.41 0.63 0.60 0.60 1 
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t  atio of the result of subtraction of RGA coverage from GA cover-
ge to the number of iterations for GA. 
As shown in Table 7 , parameters such as process number, total
ines, cycloramic complexity, branch number, fan-in, fan-out, and
ycle number are the inherent attributes of the programs under
est. It can be seen that correlation coeﬃcient R of process number,otal lines, Cycloramic complexity and Branch number are greater
han 0.7, which means that the corresponding R value achieves
trong correlation [23] . We can conclude that process number, total
ines, cycloramic complexity, and branch number have a strong cor-
elation to each other for these program under testing adopted in
he experiments, which can also manifest that the more complex
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Fig. 4. (a): Cycloramic complexity residual. (b): Fitting of cycloramic complexity 
residual. 
Table 8 
Regression analysis. 
R Signiﬁcance F t Stat P -value 
Cycloramic complexity- 0.96 0.0 0 0305 8.858309 0.0 0 0305 
branch number 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 9 
Regression analysis. 
R Square Signiﬁcance F t Stat P -value 
cycloramic complexity- 0.69 0.08373 2.154759 0.08373 
branch coverage 
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t  the program is, these attribute are usually larger. We select correla-
tion analysis of cycloramic complexity and the branch number be-
low as examples to explain the correlation analysis. 
In Fig. 4 (a), the residual is evenly distributed near X, which il-
lustrates that the data are normal [24] , with no abnormal trend.
The ﬁtting effect is excellent in that the predicted Y forms a
straight line, and each discrete point offset is not high, as shown in
the ﬁtting chart [25] . The regression analysis data can be explained
as follows: It is known that F = 0.0 0 0305, and the probability of
cycloramic complexity and branch number has a 99.9695% corre-
lation with 0.0305% non-correlation. The closer R (which refers to
the accuracy of the model ﬁtting) is to one, the higher the ﬁtting
degree is. R is 0.940098 here, which means that the ﬁtting degree
is very good. T is statistically used to determine the signiﬁcant
degree of parameters. In general, T > 2 shows the parameters to
be signiﬁcant [26] . Here, T is 8.858309, which means the amount
contributed by the model is large, and the parameters cannot be
eliminated. In general, according to the statistics signiﬁcance test
method, P < 0.05 is signiﬁcant, and P < 0.01 is very signiﬁcant [27] ,
meaning that sample differences caused by sampling error prob-
ability is less than 0.05 or 0.01. Here, P = 0.0 0 0305 < 0.01 is very
signiﬁcant. In conclusion, cycloramic complexity and branch num-
ber have relevance. 
In fact, we are more interested in the analysis of the coeﬃcient
R of the three proposed features (TCNRP, ANRP and CIP) with the
inherent program properties, which are mainly in the mid-strong
correlation range from 0.48 to 0.69 as shown in Table 8 . Therefore,
for example, we further analyze the correlation coeﬃcient between
the average cycloramic complexity and the increased branch cover-
age of correlation in Table 8 . As shown in Fig. 4 (b), the residual is
evenly distributed near X, which illustrates that the data are nor-
mal with no abnormal trend. The ﬁtting effect is excellent in that
the predicted Y forms a straight line, and each discrete point off-et is low, as shown in the ﬁtting chart. In regression analysis, R
quare, Signiﬁcance F, t Stat, and P -value are shown in the follow-
ng analysis. 
Table 9 shows F = 0.08373, which illustrates that the probabil-
ty of existing correlation between cycloramic complexity and av-
rage coverage is 83.7397%, and the probability of no correlation is
6.2603%. R achieves 0.69, meaning that the ﬁtting degree is very
ood. T achieves 2.154759 (greater than two), showing that the pa-
ameter is signiﬁcant. In the linear ﬁtting ﬁgure, it can be seen that
ith the increase in the cycloramic complexity of the programs
nder test, the average coverage has an increasing trend. Each set
f data is near the ﬁtting line in Fig. 4 (b). 
Through these correlation analysis, it can be seen that some of
he properties of the experimental program have a certain posi-
ive correlation with the experimental results. One of the major
actors is the complexity of the program under test. Because it is
ot only related with some basic program properties (e.g. program
ize, process number, etc.), but also has some positive correlation
ith the improvement of RGA when compared with GA from the
iew of TCNRP, ANRP and CIP. That is to say, for more complex pro-
ram under test, it can relatively manifest the advantages of RGA
ore easily. The possible inherent reason is that the more complex
he program is, it is more prone to produce the so-called popula-
ion aging problem deﬁned in this paper for these kinds of search-
ased black-box software testing at interface level. Because in most
onditions, we do not know or we prefer not to know in advance
he logic relation of the internal space of the program under test.
terative test case generation based on heuristic search can only be
irected through the obtained coverage information from the pro-
ram space. But if there exist more complex constraints within the
rogram logic space or program input variable space, random or
raditional genetic algorithm for the generation of test cases would
e more likely to fall into some speciﬁc normal or abnormal space,
hich can lead to the so-called population aging problem. In fact,
or the three program fft.c, replace.c and print_tokens.c in the ex-
eriment studies, their cyclomatic complexity are 236, 93 and 72
espectively, which are also the most relatively complex compared
o other program under test. According to the ﬁnal result analy-
is we can see that the improvement of RGA compared to GA is
lso the most obvious for these three program under test. So we
ay that complexity can be considered as one of the major corre-
ation factors for the improvement of RGA, which means that RGA
as stronger optimization ability for more large-scale complex pro-
rams with more complex logic and constraint relationship that
re more likely to produce the so-called population aging problem.
.1.4. Discussions 
From the above experimental results and the various aspects
nalyzed, compared with the classical methods RT and GA, the
roposed RGA can effectively achieve greater test coverage using
ewer generated test cases without manifesting many extra timing
or the same program under test with a statistically strong and ro-
ust level. 
The correlation analysis and regression analysis conducted be-
ween cyclomatic complexity and other program properties show
hat process number, total number of rows, cyclomatic complexity,
nd branch number are strongly correlated. Strong correlation be-
ween cyclomatic complexity and average coverage has also been
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seriﬁed, and the correlations between these properties prove that
n the context of our experiments RGA has the ability to manifest
ts eﬃciency especially for programs with a large number of pro-
esses, branches, and total number of lines, and high cyclomatic
omplexity, which means that it is statistically more suitable for
ore complex and large-scale programs. 
.2. Related works 
As one of the major meta-heuristic techniques employed
or software testing, Genetic Algorithm has been proved to be
idely applicable and effective to generate test data. This
ection presents a brief review of the related GA based software test
ata generation techniques through different dimensions compared
ith RGA. 
Some software testing methods partially or completely based
n formal model for software under testing (e.g. State Diagram,
tc.) [1,4] , which can then be adopted by GA-like algorithms
o transverse all the states and transitions or just to ﬁnd the
pecially selected set of paths in the program. Effort s f or improve-
ents are more focused on the variant extended modeling. But for-
al modeling for complex software system is usually unacceptable
or industry application. On the contrary, without formal speciﬁ-
ation, automatically generated software test data by our method
akes it possible to produce the stronger test set for the exe-
utable software itself as soon as possible while keeping the num-
er of tests as small as possible. 
Many GA-based software testing methods emphasized on
he adaption or controlling of different parameters to im-
rove GA, such as coverage criterion, ﬁtness function, chro-
osome representation, the initial population, crossover and
utation operators [28] . For example, in order to overcome
he possible premature convergence of traditional GAs due
o the genetic drift, class of structured population GAs are proposed
or better exploration of the search space to keep diversity by con-
rolling the interactions among individuals in the population pool
nd restricting randomness in reproduction [29] . But it is often
howed that special parameter settings are only effective for
pecial problem and is something that differs from problem to
roblem both theoretically and empirically. And also some research
esults manifest that the recommended default parameter settings
re usually more effective by statistical analysis [30] . 
Online adaptive technique seems attractive to
ave positive effects for improving the eﬃciency and effective-
ess of GAs automatically and dynamically [31,32] . For example, a
ew adaptive optimization framework for generating test data is
roposed in [32] to adjust parameter values of a genetic algo-
ithm during the search by using feedback from the optimization
rocess. Some automated adaptive population sizing schemes have
lso been proposed to have a varying population size through a GA
un based either on biological grounds, population sizing theory,
r simply empirical evidence [32] . Our method RGA can also
e considered as a lightweight self- adaptive on the population
eneration, but not the parameter values or population size,
hrough the automatically trigger of the regeneration by judging
he aging factor, which is easy to execute due to temporarily
void the tedious process of parameter adjustment including many
ossible necessary learning, prior knowledge and multiple times of
epeated experiments. But we think that RGA are not contradictory
ith these adaptive optimization methods. Instead, we strongly
elieve that these methods can be used in orthogonal with RGA
o make the further possible optimization for GA-based software
esting, which will be investigated in our future studies. 
On the searching strategy level, the combination of global and
ocal search sound a good strategy to produce whole test suites
hat can maximize coverage while minimize the size at the sameime. For example, Memetic Algorithm (MA) is an extended Genetic
lgorithm that hybridizes global and local search by equipping it
ith several local search operators concentrated on some particular
spect of a test case, such that the individuals of a population in
 global search algorithm have the opportunity for local improve-
ent in terms of local search [33] . Although these extensions are
ntuitively useful and tempting, they still need to add additional
arameters to the already large parameter space that can even lead
o worse results by misusing these techniques. Though our method
GA shares partially the same goal with MA to try to obtain the
hole test suite generation with less test cases for more coverage,
ut through totally different mechanism. The philosophy of RGA is
o strengthen the diversity at the global level to obtain the quick
overage increment as early as possible, rather than to deliberately
over some special program space which is very diﬃcult to reach
t the current early stage. On the other side, RGA and MA are not
otally contradictory, and in fact there is even potential to com-
ine them together for further improvement by adopting MA after
GA to obtain some diﬃcult coverage increment if provided with
nough testing resources. 
From the view of diversity increment, RGA also have
artial aspects in common with the diversity oriented test data
eneration (DOTG) technique for the intent of improving the test
ffectiveness based on the concept of diversity of test sets [34] .
OTG in fact can be seen as a general diversity approach which can
e inherited as a speciﬁc diversity approach DOTG-ID focused on
he program input domain just like ART, anti-random, and quasi-
andom. But the effectiveness of DOTG-ID was only evaluated by
onte Carlo simulation and just one simple program. A signiﬁ-
ant difference between our work and DOTG-like algorithms lies
n that RGA can generate the diversiﬁed test sets as a natural
esult based on the coverage increment guided regeneration pro-
ess, rather than to consider the distances among the test data to
ompute a diversity value in DOTG. 
. Conclusions 
This paper proposed a new intelligent search-based method
hat generates test cases automatically for coverage-oriented soft-
are testing. The proposed method, called the regenerate genetic
lgorithm (RGA), adds a new regeneration strategy to traditional
A. In this proposed RGA, the population aging process is directed
y deﬁning a new population aging factor to determine the cur-
ent degree of population aging. When the population aging fac-
or reaches a speciﬁed limit, the population regeneration opera-
ion is triggered to increase the diversity from scratch again in the
ew iteration, which enables it to avoid the possible local stagna-
ion that poses a challenge to traditional GA in a simple and easy
ay without any complex and intense time-consuming operations.
he feasibility and effectiveness of RGA were systematically evalu-
ted via a series of experiments in which it was compared to RT,
A and several other methods using seven Siemens test programs
nd the more complex Fast Fourier Transform program. The results
btained indicate that RGA can effectively reduce the number of
est cases automatically generated for the required coverage crite-
ion. Further, it is more eﬃcient than RT, GA and others because
t has fewer iterations and test cases while achieving greater test
overage at a statistically robust level. Moreover, a series of corre-
ation analyses based on the experimental results obtained verify
hat RGA has stronger optimization ability than the conventional
ethods, especially for complex and large-scale programs. And we
lso believe that there are still many potential possibilities to fur-
her improve RGA by integrating it with other different strategies
nd methods, which will be one of our next future systematic re-
earch directions. 
30 S. Yang et al. / Information and Software Technology 76 (2016) 19–30 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
[  
 
 
 
[  
[  
 
 
 
[  
 
 
 
[  
 
 
 Acknowledgements 
This research is partially supported by the Aeronautics Sci-
ence Foundation of China (No. 2011ZD51055), Science and Tech-
nology on Reliability and Environmental Engineering Laboratory
(No. 302,367), the National Pre-Research Foundation of China (No.
51,319,080,201), YETP (no. 1121), and JBKYYWF (No. 30,367,201).
Parts of the experimental platform for this work used the GAlib
genetic algorithm package written by Matthew Wall at the Mas-
sachusetts Institute of Technology ( http://lancet.mit.edu/ga/ ). The
authors would also like to express their thanks to the anonymous
reviewers whose comments have helped to improve this paper
considerably. 
References 
[1] A. Orso , G. Rothermel , Software testing: a research travelogue (20 0 02014),
in: Proceedings of the Future of Software Engineering, vol. 1, ACM, 2014,
pp. 117–132 . 
[2] Y. Chen , Y. Zhong , Automatic path-oriented test data generation using a multi-
-population genetic algorithm, in: Fourth International Conference on Natural
Computation, vol. 1, 2008, pp. 566–570 . 
[3] M. Alshraideh , B.A. Mahafzah , S. Al-Sharaeh , A multiple population genetic
algorithm for branch coverage test data generation, Softw. Quality J. 19 (3)
(2011) 489–513 . 
[4] J. Miller , M. Reformat , H. Zhang , Automatic test data generation using genetic
algorithm and program dependence graphs, Inf. Softw. Technol. 48 (2006)
586–605 . 
[5] P. Srivastava , T. Kim , Application of genetic algorithm in software testing, Int.
J. Softw. Eng. Appl. 4 (3) (2009) 87–96 . 
[6] P. Lin , X. Bao , Z. Shu , Test case generation based on adaptive genetic algo-
rithm, in: International Conference on Quality, Reliability, Risk, Maintenance,
and Safety Engineering (ICQR2MSE), IEEE, 2012, pp. 863–866 . 
[7] H. Yu , H. Fang , P. Yao , A combined genetic algorithm/simulated annealing al-
gorithm for large scale system energy integration, Comput. Chem. Eng. 8 (24)
(20 0 0) 2023–2035 . 
[8] Z. Lee , S. Su , C. Chuang , Genetic algorithm with ant colony optimization
(GA-ACO) for multiple sequence alignment, Appl. Soft Comput. 1 (8) (2008)
55–78 . 
[9] Y. Marinakis , M. Marinaki , A hybrid genetic-particle swarm optimization al-
gorithm for the vehicle routing problem, Expert Syst. Appl. 2 (37) (2010)
1446–1455 . 
[10] B. Suri , I. Mangal , V. Srivastava , Regression test suite reduction using an hy-
brid technique based on BCO and genetic algorithm, Int. J. Comput. Sci. Inform.
(IJCSI) II (1,2) (2011) 2231–5292 . 
[11] R. Malhotra , M. Garg , An adequacy based test data generation technique using
genetic algorithms, JIPS 2 (7) (2011) 363–384 . 
[12] H. Sthamer , The automatic generation of software test data using genetic algo-
rithms PhD Thesis, University of Glamorgan, 1995 . [13] S. Yoo , M. Harman , Test data regeneration: Generating new test data from ex-
isting test data, Softw. Test. Verif. Rel. 3 (22) (2012) 171–201 . 
[14] C. Nguyen , S. Miles , A. Perini , Evolutionary testing of autonomous software
agents, Auton. Agents Multi Agent Syst. 2 (25) (2012) 260–283 . 
[15] M. Jeya , V. Mohan , M. Kamalapriya , Automated software test optimisation
framework-an artiﬁcial bee colony optimisation-based approach, Softw. IET. 5
(4) (2010) 334–348 . 
[16] T. Chen , Z. Zhou , Adaptive random testing through iterative partitioning, in:
Reliable Software Technologies–Ada-Europe, Springer, Berlin Heidelberg, 2006,
pp. 155–166 . 
[17] T. Chen , F. Kuo , D. Towey , Z. Zhou , A revisit of three studies related to random
testing, Sci. China Inf. Sci. 58 (5) (2015) 1–9 . 
[18] B. Suri , S. Singhal , Implementing ant colony optimization for test case selection
and prioritization, Int. J. Comput. Sci. Eng. 5 (3) (2011) 1924–1932 . 
[19] P.K. Lehre , X. Yao , Runtime analysis of the (1 + 1) EA on computing unique in-
put output sequences, in: Congress on Evolutionary Computation, IEEE, 2007,
pp. 1882–1889 . 
[20] A. Arcuri , Full Theoretical Runtime Analysis of Alternating Variable Method
on the Triangle Classiﬁcation Problem, in: Proceedings of the 2009 1st In-
ternational Symposium on Search Based Software Engineering, IEEE, 2009,
pp. 113–121 . 
[21] P. Srivastava , Software coverage analysis: Black box approach using ant system,
Int. J. Appl. Evol. Comput. (IJAEC) 3 (3) (2012) 62–77 . 
22] S. Singh , Software testing strategies and current issues in embedded software
systems, Int. J. Sci. Eng. Res. 3 (4) (2011) 2231–5292 . 
[23] B. Ahmed , K. Zamli , A greedy particle swarm optimization strategy for t-way
software testing, J. Artif. Intell. 2 (5) (2012) 85–90 . 
[24] G. Corsetti , M. Pericoli , M. Sbracia , Correlation analysis of ﬁnancial conta-
gion[M], in: Financial Contagion: The Viral Threat to the Wealth of Nations,
John Wiley & Sons, Inc., 2011, pp. 11–20 . 
25] S. Raju , G. Uma , Factors oriented test case prioritization technique in regression
testing using genetic algorithm, Eur. J. Sci. Res. 3 (74) (2012) 389–402 . 
26] P. Sengupta , T. Jovanovic-Talisman , J. Lippincott-Schwartz , Quantifying spatial
organization in point-localization superresolution images using pair correla-
tion analysis, Nature Protoc. 2 (8) (2010) 345–354 . 
[27] L.D. Souza , R. Prudencio , E. Aranha , Search based constrained test case selec-
tion using execution effort, Expert Syst. Appl. 12 (40) (2013) 4 887–4 896 . 
[28] R. Malhotra , M. Khari , Heuristic search-based approach for automated test data
generation: a survey, Int. J. Bio-Inspired Comput. 5 (1) (2013) 1–18 . 
29] T.Y. Lim , Structured population genetic algorithms: a literature survey, Artif.
Intell. Rev. 41 (3) (2014) 385–399 . 
[30] A. Arcuri , G. Fraser , Parameter tuning or default values? An empirical inves-
tigation in search-based software engineering, Emp. Softw. Eng. 18 (3) (2013)
594–623 . 
[31] A. Aleti, L. Grunske. Test data generation with a Kalman ﬁlter-based adaptive
genetic algorithm, J. Syst. Softw.. 103(2015)343–352. 
32] F.G. Lobo , C.F. Lima , in: Adaptive Population Sizing Schemes in Genetic Algo-
rithms, Parameter Setting in Evolutionary Algorithms, 54, Springer, Berlin Hei-
delberg, 2007, pp. 185–204 . 
[33] G. Fraser , A. Arcuri , P. Mcminn , A memetic algorithm for whole test suite gen-
eration, J. Syst. Softw. 103 (2) (2014) 311–327 . 
[34] P.M.S. Bueno , M. Jino , W.E. Wong , Diversity oriented test data generation using
metaheuristic search techniques, Inf. Sci. 259 (3) (2014) 490–509 . 
