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Abstract
An often used proxy in hydrogeology is the electrical condutctivity distributioni
to study flow and transport of groundwater in soil. In order to map the electri-
cal conductivity distribution of soil columns (length 0.5 m and 0.1 m radius),
traditionally ERT (Electrical Resistivity Tomography) is used. In this thesis the
ERT measurements will be complimented by magnetometric resistivity (MMR)
mearurements. Due to a low frequency current injection (25 Hz) a current
distribution is generated in the soil column of which the electrical potential is
measured at several electrodes. This current has an associated magnetic field,
also depending on the internal electrical conductivity distribution, this result-
ing magnetic field is measured in the MMR method.
The magneto-electrical resistivity imaging technique (MERIT) combines the
measurement of both electric and magnetic parameters. In this thesis the de-
velopment of a small laboratory scale system will be described. The electrical
potentials are measured by small stainless steel screws inserted into the plexi-
glass mantle of the soil column, the magnetic fields are measured with especially
designed sensor modules. The three component magnetic field modules are com-
posed of AMR sensors, and are located on a vertical moving scanning torus.
The magnetic field measurement system is designed to operate under ’typical’
laboratory noise conditions.
The development of this new measurement system also includes optimization
of the sensor positions and current injection geometries. The technique of sin-
gular value decomposition is applied to the Jacobian (or sensitivity matrix) of
a combined ERT and MMR dataset in order to obtain information on the be-
haviour of the system in the so-called model space as well as its data space.
This information can be used to obtain a quantitative measure of the optimum
measurement configuration and the optimum resolution of the MERIT system,
depending on the target of the survey.
Finally a 2D quasi-Newton inversion algorithm with Broyden type Jacobian
updating is used in order to image the electrical conductivity distribution of
the soil column.
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Chapter 1
Introduction
The near subsurface is the part of the subsurface that bears most of the burden
relating to anthropogenic activity, in the form of contaminations due to waste
or chemical spills. Also the ever increasing demand for clean water in industry,
agriculture or as drinking water has a great effect on the near subsurface. Due
to the increasing effect this part of the subsurface has on society in general, the
need for accurate investigation methods is also increasing. Since many striking
features are often closely linked with the water saturation of the soil or the
presence of for instance clay or sand layers, the electrical conductivity can be
a useful proxy in studying the subsurface.
The need for detailed knowledge of the subsurface combines several scientific
disciplines in a joint effort to understand the structure and behaviour of the
soil. The soil is thus seen as a delicate interaction of physical, chemical and
biological activity all set in a (hydro-) geological scenario, and is studied by
the relative new field of hydrogeophysics (see for instance Vereecken et al., 2004
and 2004b). Geophysics is implemented in this field in several ways, first of all
the characterisation of the subsurface in a non-invasive way (see for instance
Telford et al., 1990 or Reynolds, 1997). More focussed on groundwater stud-
ies (see Berthold et al., 2004, Furman et al., 2004 or Liu and Yeh., 2004) are
the monitoring or remediation of contaminants (Daily et al., 2004 and Bentley
and Gharibi, 2004), salt water intrusions or tracer plumes in groundwater (see
Daily et al., 1992 or Kemna et al., 2002).
The study of soil and groundwater related problems in not new in geophysics.
In the early 1940’s Archie (see Archie, 1942) already introduced an empirical
relation describing the dependency of the (bulk) electrical conductivity on the
pore fluid conductivity, matrix material and porosity, later known as Archie’s
law. This relation, developed for application in oil and gas reservoirs, could
easily be implemented for problems concerning the near surface. In addition
to theoretical considerations several geophysical techniques have been adapted
from other branches of the mineral exploration industry, including techniques
used to measure the electrical conductivity.
3
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1.1 Objectives
The electrical conductivity (or its reciprocal the electrical resistivity) can be
measured by so-called non-invasive methods, in which the electrical conduc-
tivity is measured directly on site. In general electrical (or its tomographical
implementation: Electrical Resistivity Tomography, ERT) or electromagnetical
(EM) surveys (see Telford et al., 1990) are carried out in order to map the
subsurface electrical conductivity.
In electrical measurements a number of electrodes are inserted into the ground,
and an electrical current is injected into the soil over two electrodes. The other
electrodes are used to measure the electrical potential resulting from the injec-
tion. By using several electrode configurations the electrical conductivity of the
subsurface at different depths can obtained.
Electromagnetics uses a transmitter coil to generate an alternating electromag-
netic field, which in its turn generates electrical eddy currents into the sub-
surface. These eddy currents have their own associated magnetic field, which
interferes with the transmitted field. This combined field is measured by a
receiver coil, and its phase and amplitude are then used to calculate the sub-
surface electrical conductivity.
In this thesis a third non-invasive technique is discussed which was developed
parallel to the electrical resistivity methods in the early days of exploration
geophysics (see Jakosky, 1933), but slowly disappeared from the geophysical
landscape. Difficulties in the application and processing of measurement tech-
nique were cause of the lagging behind of this method in comparison to other
exploration techniques.
The Maxwell equations establish a clear connection between electrical and
magnetic fields, every current flowing through a medium also is accompa-
nied by a magnetic field. This magnetic field also contains information on
the electrical current density and thus on the electrical conductivity distribu-
tion in the medium. In the magnetometric resistivity method (or MMR, see
Nabighian, 1991) the measurement of this magnetic field due to a current in-
jection into the subsurface is used to obtain this information. Only due to
the recent increase in computing power and the availability of reliable and ac-
curate magnetic field sensors, MMR has returned in the focus of exploration
geophysicists ( Boggs, 1999, Chen et al., 2002 and Rubin and Hubbart, 2005).
In addition to the increasing interest in MMR in geophysics there is also an
interest in the field of non-destructive testing (Nazarov et al, 2004) and the
medical field, where the need for non-invasive methods is even greater than in
geophysics (see Levy et al., 2002).
1.2. Outline 5
Since the current used in electrical methods can also be used as source for
an MMR signal, both measurements can be combined to obtain a better un-
derstanding of the electrical conductivity distribution. This thesis therefore
describes the development of the laboratory scale setup of the so-called magneto
electrical resistivity imaging technique (MERIT for short, see Kulessa et al., 2002),
in which the two methods of ERT and MMR are combined. The aim is to in-
crease the resolution capabilities of the system by the implementation of an ad-
ditionally measured parameter. The magnetic field measurements have several
advantages compared to the measurement of the electrical field. In electrical
measurements the data consists of electrical potential differences, which greatly
reduces the amount of data, since every data point consist of two measurements.
The magnetic field can be measured in three orthogonal components, generat-
ing at every measured location three data points. Also differences in sensitivity
in both techniques can lead to an increase in resolution. The true non-invasive
nature of magnetic field measurements is a large advantage when compared to
ERT. Since the magnetic fields also are present outside the studied volume no
actual contact with the object is necessary. Therefore the amount of possible
measurement locations is increased greatly.
The study presented in this thesis describes three years of cooperative work be-
tween the Central Institute for Electronics (Zentral Institut fu¨r Elektrotechnik)
and the Agrosphere Institute, Institute for Chemistry and Dynamics of the Geo-
sphere (Institut Agrospha¨re, Institut fu¨r Chemie und Dynamik der Geopsha¨re).
The institutes are part of the Research Centre Ju¨lich in Ju¨lich, (Forschungszen-
trum Ju¨lich GmbH.), one of the Helmholtz Research Centres in Germany. Both
institutes were involved in design and development of the measurement system,
the sensor modules used in the MERIT system and the routines used in process-
ing of the data. This work can be seen as the first steps in an ongoing project to
increase the imaging capabilities of hydrological processes by implementation of
geophysics, in which MERIT is used to characterizes the electrical conductivity.
Further work includes for instance the linking of spectral induced polarization
parameters to hydrological parameters (see Mu¨nch et al., 2005).
1.2 Outline
This thesis will start by introducing the two different components of MERIT,
by describing the physical laws of the electrical and magnetometric methods,
in addition a short overview of the historical developments of both systems will
be given. The numerical forward model used in this study is also presented
in this chapter. The third chapter will deal with the designed measurement
system. Since the MERIT system is a completely new system, several technical
developments had to be made in order to obtain a good data quality. The
tests of the system itself (with main focus on the measurement of the magnetic
fields) will be shown in the fourth chapter, the measurement scheme will be
described as well as the effect of magnetic noise and possible sources of noise. In
addition the developed measurement system will be tested against the numerical
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algorithms used in the modelling, and vice versa. In the fifth chapter a study for
the optimum measurement configuration (in terms of current injection dipole
and measurement locations) will be shown, and synthetic data will be used to
demonstrate the increase in resolution of a MERIT dataset in comparison with
traditional ERT or MMR data. Chapter five also will deal with importance of
the singular values of a given dataset on its resolving power and the amount
of information present. The sixth chapter describes a fundamental inversion
routine, which can be used to obtain an image of the electrical conductivity
distribution of a 2D plane through a synthetic soil column. Conclusions and
recommendations for further research can be found in chapters seven and eight.
Chapter 2
Historical Development and
Theory of ERT and MMR
In this chapter the two geophysical methods incorporated into the MERIT sys-
tem will be be described and compared: electrical resistivity tomography and
magnetometric resistivity. Traditionally resistivity measurements (or the to-
mographic implementation: electrical resistivity tomography (ERT)) is used to
map subsurface conductivity distributions. Historically the method of magne-
tometric resistivity (MMR) was developed for the same purpose. Since this
method is rather unknown the main focus will lie on the MMR part of the
MERIT system.
At first a short history of the development of each technique will be given,
secondly the focus will turn to the physical relations on which both meth-
ods are based. The differences between MMR and electrical resistivity will be
highlighted from a physical point of view and finally the numerical algorithm
developed for modelling purposes (see Tillmann et al., 2003) will be described.
2.1 Historical Development of the Electrical Meth-
ods
Electrical resistivity, or geoelectrics is an often used method in near surface geo-
physics with a relative long history in exploration geophysics. Already around
1912 Conrad and Marcel Schlumberger started experimenting with the measure-
ment of subsurface electrical resistivity. A measurement basically incorporates
four electrodes, where two are used for current injection, the other two are
used to measure the electrical potential difference, related to the current injec-
tion. Over the years several different current injection patterns emerged, each
with its distinct advantages and disadvantages in sensitivity or practical use
(Telford et al., 1990 and Reynolds, 1997). Data processing involved the match-
ing of datasets to pre-calculated type curves of known electrical conductivity
distributions
7
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The increase in computing power and availability of reliable multichannel mea-
surement system allowed measurement and processing of more dimensions as
compared to the 1D methods of the 80’s (images of resistivity versus depth
for instance). Secondly the numerical implementation of physical laws for two
or three dimensional structures (see Dey and Morrison., 1979) allowed the de-
velopment of numerical inversion routines, for characterisation of the subsur-
face electrical conductivity distribution. The combination of borehole and sur-
face electrodes introduced the true tomographic implementation of electrical
measurements (known as ERT). In contrast to tomographic methods, as im-
plemented in X-ray or seismic tomography (see Dines and Lytle, 1979), ERT
cannot use back-projection along the paths of electrical current. The electrical
current trajectories are not straight (as X-rays or seismic waves are), there-
fore at first the problem has to be approximated by linearization before an
inversion routine can be implemented (see for instance Daily and Owen, 1991).
This information allows the inversion routine to image the subsurface electrical
conductivity distribution by means of an iterative process where a model is
matched to the measured data.
Electrical resistivity methods have also found their way in the field of medicine
(often known there as electrical impedance tomography, see for instance
Malmivuo and Plonsey, 1995), technical applications (i.e. non-destructive test-
ing) or industrial processes (in observation of fluid mixing in vessels or pipes
for instance).
2.2 Theory of the Resistivity Method
The electrical resistivity methodhas been described in several geophysical text-
books (for instance Telford et al., 1990 or Reynolds, 1997) and will only be
touched upon in this section.
In any given body, either the subsurface or a defined volume in a laboratory,
a DC current is injected through electrodes at the surface. At several other
electrode pairs the electric potential is measured. With the use of Ohm’s law
the current density
−−→
J(r) and electric field
−−→
E(r) can be linked by the electrical
conductivity distribution σ(−→r ):
−−→
J(r) = σ(−→r )
−−→
E(r) (2.1)
Writing the electric field as the electrical potential U(−→r ) the following equations
can be obtained,
−−→
E(r) = −∇U(−→r )
−−→
J(r) = −σ(−→r )∇U(−→r )
(2.2)
Assuming no accumulation of electrical charge (Q) due to the current density
−−→
J(r), the divergence of
−−→
J(r) can be written as:
∇ ·
−→
J = ∂Q∂t = Iinj at a single current injection point
∇ ·
−→
J = 0 everywhere else
(2.3)
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Where Iinj is the current injected at a single electrode and
∂
∂t denotes the time
derivative. Inserting equation 2.3 into equation 2.2 and rewriting the equation
with basic vector algebra the following equation can be obtained:
∇σ · ∇U + (σ∇2U) = −Iinjδ(−→r −−→rs). (2.4)
The Dirac delta function is denoted by δ here, and the injection electrode
is located at −→rs . If σ is taken constant over the whole space, the Laplace
equation is obtained for every where except at the injection electrode (∇2U =
−Iinjδ(−→r −−→rs)).
After limiting the volume to a half-space (by the introduction of free air where
σ = 0) and application of suitable boundary conditions (∂U∂z = 0 at z = 0) the
electric potential can be written as:
U(−→r ) =
(
Iinj
2piσ
)
1
r
(2.5)
Normally in the field case two electrodes (a source and sink, depicted C1 and
C2, see figure 2.2) are used for current injection (Iinj). By application of super
positioning the electrical potential can be calculated for the two electrode case
from equation 2.5. Since the injected current flows into the ground at C1 and
leaves the subsurface at C2, the injected current has the opposite sign in the
electric potential at C2.
Now the electrical potential between the two measurement electrodes (∆U) due
to injection current Iinj can be written as:
∆U =
Iinj
2piσa
[(
1
r1
−
1
r2
)
−
(
1
r3
−
1
r4
)]
(2.6)
Where ri denote the distances from one electrode to the other (see also figure
2.2). From this equation the apparent conductivity (σa) can be obtained. In
case of a homogeneous electrical conductivity distribution, this apparent con-
ductivity is equal to the true electrical conductivity of the subsurface. If the
subsurface has a heterogeneous electrical conductivity distribution, the appar-
ent electrical conductivity is a bulk conductivity which incorporates the geom-
etry of the measurement. It is an equivalent homogeneous conductivity, giving
rise to the same electric potential as the real inhomogeneous subsurface. By
implementation of inversion techniques the apparent conductivity can be used
to obtain the actual electrical conductivity of the subsurface or volume.
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Figure 2.1: Electrode layout for a typical resistivity survey, (after
Telford et al., 1990). C1,2 denote the current injection electrodes, P1,2 the
potential electrodes, r1,2,3,4 are arbitrary lengths (m).
2.3 Historical Development of Magnetometric Resis-
tivity
The magnetometric resistivity method is primarily based on the patent of
Jakosky from 1933 (see Jakosky, 1933), in which he describes a system to mea-
sure the deviations from the earth’s magnetic field under influence of a DC or
low frequency AC ( up to 100 Hz) current injection through two electrodes in
the subsurface. For the field implementation of the MMR method his horseshoe
layout (see figure 2.2) of the cables and the measurement of the magnetic field
along parallel lines has basically remained the same over the years. The main
advance lies in the development of magnetic sensors and electromagnetic theory
(and thus modeling and processing of MMR datasets). Where Jakosky had to
measure the magnetic field with free-hanging bar magnets or vibrating string
magnetometers, nowadays a large range of highly sensitive magnetic sensors are
available (see Ripka, 2001).
Also in the 1930’s the Romanian scientist Stefanescu worked on the theoretical
background of the geophysical application of magnetic fields due to subsurface
current flow. For almost forty years a continuous science program concern-
ing magnetometric resistivity was pursued by the group around Stefanescu (see
Nabighian, 1991). This led to a whole range of type curves for simple geological
scenarios, similar to the type curves used in resistivity at the time. In 1974 the
company Scintrex developed a highly sensitive fluxgate magnetometer, allowing
detailed MMR studies to be undertaken (see Edwards, 1974). Parallel to this
development in MMR a closely related method emerged, magnetic induced po-
larization (MIP, see Seigel, 1974). This method is the magnetic field equivalent
of the induced polarization method (IP) and is as closely linked to MMR as IP
is to standard resistivity (see Fink et al., 1990).
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Figure 2.2: Original MMR measurement setup by Jakosky, Figure 1 shows
the ’horseshoe’ type of measurement configuration and explain the current flow
paths through the subsurface (P ), its resulting magnetic field B1 and the mag-
netic field due to the wire B2. A current generator is depicted by G, which is
connected to the injection points A and B. Figure 2 shows a typical MMR sur-
vey setup, with measured lines T1,2,3-T1,2,3 between current injection electrodes
A and B (adapted from U.S. Patent 1.906.271).
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Around mid 1970’s both Edwards (see Edwards, 1974) and Seigel (see Seigel, 1974)
pointed out that MMR could be superior to traditional resistivity soundings in
mapping shielded conductivity distributions. When an inhomogeneity is buried
beneath a conductive overburden, traditional resistivity has difficulty in pen-
etrating below the overburden, whereas MMR has less problem due to loss
of signal. Ever increasing amount of data sets and availability of more sen-
sitive magnetometers led to a whole range of applications in the late 1970’s
(Edwards and Howell., 1976, Edwards et al., 1978 and Go´mez-Trevino and Ed-
wards, 1979). In the early 1980’s MMR was also taken into the field of offshore
geophysics (see Edwards et al., 1984 and Edwards et al., 1985). The lack of
needing physical contact with the subsurface (as is needed in resistivity sur-
veys) except for a limited amount of injection electrodes, makes MMR ideal
as a borehole tool, as described by Acosta and Worthington, 1983. They also
pointed out the sensitivity of magnetic fields to concentrated current within a
resistive media, allowing MMR to perform better in high resistive media than
resistivity methods.
In the time ranging from mid 1980’s to mid 1990’s the MMR method gradually
disappeared from the applied geophysical landscape, only to be picked up again
in the late 1990’s by the University of New England and Flinders University
in Australia (see Cattach et al, 1993, Cattach, 1996, Boggs, 1999 and Fathian-
pour, 1997), the University of British Columbia, Canada (see Chen et al., 2002
and Chen et al., 2004) and the company Multi-Phase Technologies,LLC in the
USA (see Svoboda et al., 2002, Labrecque et al., 2002 and Labreque et al., 2003).
In addition to the surface based MMR techniques, the field of borehole geo-
physics also benefits from the new interest in MMR (Elders and Asten, 2004)
as an additional tool for electrical conductivity measurements next to borehole
EM. The development of new numerical techniques, increases in computational
power and ever increasingly more sensitive magnetometers made the applica-
tion of MMR again an interesting option. Kulessa et al., 2002 introduced the
Magneto-Electrical Resistivity Imaging Technique in which the combination of
both MMR and ERT was placed in a hydrogeophysical context. The truly
non-invasive character of the MMR technique can provide a large amount of
information concerning flow and transport processes in soil columns, as well as
on the field scale. The combined measurement of the electrical potential and
the magnetic field yields complementary information which will increase the
resolving capabilities in comparison to ERT datasets.
Similar as in the case of the electrical methods, MMR has also found its way in
other branches of science, for instance in non destructive testing (see Nazarov
et al, 2004) or medicine (Levy et al., 2002).
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2.4 Theory of Magnetometric Resistivity
The following section will describe the physical background on which MMR is
based. In addition several disadvantages inherent in the method it self, due
to the physical relations, will be highlighted. The described theory will closely
follow Nabighian, 1991.
The magnetic field (
−→
B 1) due to a steady volume current2 for a general case is
given by the Biot-Savart law:
−−→
B(r) =
µ
4pi
∫
V
−−−→
J(r′)× (−→r −−→r ′)
|−→r −−→r ′|3
dV ′, (2.7)
where µ is known as the magnetic permeabillity,
−−→
J(r) the current density, −→r ′
a vector pointing to the volume element, −→r a vector pointing to the magnetic
sensor position and finally dV’ a volume element (in the space spanned by the
unit vectors of −→r ′). For most non-magnetic soils, the magnetic permeabillity of
free space, µ0 = 4pi×10
−7 [ NA2 ] can be chosen, and disappears from the equation
as free parameter. With basic vector algebra equation 2.7 can be rewritten into:
−−→
B(r) =
µ
4pi
∫
V
−−−→
J(r′)×∇′
1
|−→r −−→r ′|
dV ′ (2.8)
For a steady current, this volume integral can be transformed into a volume and
a surface integral, first by applying the basic vector identity (for an arbitrary
vector −→η and an arbitrary scalar φ):
∇′ × (φ−→η ) = φ∇′ ×−→η −−→η ×∇′φ (2.9)
and secondly applying Stokes theorem. Thus equation 2.8 can be rewritten as:
−−→
B(r) =
µ
4pi
∫
V
∇′ ×
−−−→
J(r′)
|−→r −
−→
r′ |
dV ′ −
µ
4pi
∫
S
−→
nˆ ×
−−−→
J(r′)
|−→r −
−→
r′ |
dS′ (2.10)
Here the surface S denotes the bounding surface of the volume V and
−−−→
nˆ(r′) is a
unit vector along the outward normal to S. Inside any volume we may define an
electrical potential U(r′) for a steady current which relates the current density
distribution to the electrical conductivity distribution σ(r).
Further more, the volume V can thus be chosen that it is slightly larger as the
volume in which the conductivity distribution is located. This causes
−→
J = 0
everywhere along the boundary, and allows to negate the surface integral in
equation 2.8. Rewriting equation 2.8 and introducing the results from Ohm’s
1Although officially the parameter
−→
H is used to quantify the magnetic field, and
−→
B = µ
−→
H
is known as the magnetic flux density,
−→
B is the fundamental quantity concerning magnetic
fields, and will therefore in this thesis continually be used to describe the magnetic field.
2With the term steady current, a current stationary in both time and space is meant (see
Griffiths, 1989).
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Figure 2.3: Geometry used in calculation, the red dot indicates a current
source
law (equation 2.2), the magnetic field can be related to the electrical conduc-
tivity distribution in a known volume.
−−→
B(r) =
µ0
4pi
∫
V
∇′U(r′)×∇′σ(r′)
|−→r −
−→
r′ |
dv′ (2.11)
Comparing the MMR with the ERT method several differences become appar-
ent, the underlying physics is cause of differences in sensitive behaviour. In the
final equations, in case of ERT equation (2.2) and in case of MMR equation
(2.11), the first difference is apparent, MMR data does not contain information
on the electrical conductivity distribution itself but on the gradient of the elec-
trical conductivity.
The MMR method has several insensitivities not occurring in ERT when electri-
cal conductivity is concerned. Two main differences occur, MMR is insensitive
to horizontal layered media and it is physically impossible for the magnetic
field to change when the electrical conductivity is changed by a scaling fac-
tor. The consequences of both insensitivities will be described in the following
subsections.
2.4.1 MMR Data and a 1D Layered Earth
Already in the work of Stefanescu considerations on the insensitivity of the
magnetic field to a horizontally stratified subsurface are included. Stefanescu
(and later Nabighian, 1991) based his proof on symmetry and Ampe´re’s law.
Here, the mathematical proof will be given, based on the work of Inayat-
Hussain, 1989.
If equation (2.10) is taken, and Ohm’s law (equation (2.2)) is inserted, the com-
plete equation can be transformed into cylindrical coordinates (
−→
B = B(R, θ, Z)).
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Since we are dealing with a 1D earth (see figure 2.3), we can write for a sub-
surface layer (consisting of several sublayers), with depth h, the electrical con-
ductivity distribution as σ(z). The layer itself is located in a halfspace.
After implementing the symmetry conditions to exclude the θ component of
−→
B , introduction of Bessel functions and insertion of boundary conditions the
following equation can be obtained (see Inayat-Hussain, 1989):
−→
B ≡ B(R,Z)θˆ =
−µ0 [H(Z)−H(Z − h)] σ(Z) ·
∫∞
0 dλJ1(λR)
(
∂
∂Z
)
v(λ,Z)
+µ0sign(d−Z)4piR
(
1− |d−Z|
(R2+(d−Z)2) 12
)
.
(2.12)
where θˆ is the unit vector in θ direction, H(z) a Heaviside function (H(z >
0) = 1 and H(z < 0) = 0) and sign(z) a sign function. The depth of current
injection is denoted by d, J1(λR) a first order Bessel function and v(λ,Z) is the
Hankel transform of the electric potential.
Studying the first term of equation (2.12) in detail it now becomes obvious that
in the region Z< 0, or Z> h the first term vanishes and so does the dependency
on the electrical conductivity σ(Z).
Thus is shown that the magnetic field due to a horizontally stratified medium
does not produce any response, rendering the MMR method insensitive to hori-
zontally stratified media if the magnetic field is measured above (Z< 0) or below
(Z> h) the stratified layer. The magnetic field is only sensitive to horizontal
stratification if it is measured within the stratified layer (0 <Z> h).
2.4.2 MMR Data and Scaled Conductivity Contrasts
The magnetometric resistivity method is also insensitive between two models
where the electrical conductivity contrast only differs by a constant scaling fac-
tor a (see Chen et al., 2002). The cause of this phenomenon can be observed
from the Maxwell equations themselves.
Ampere`’s law (see Griffiths, 1989) states:
∇×
−→
H − σ(r)
−→
E =
−→
Js (2.13)
Where
−→
Js depicts the current due to the current injection through the two
electrodes. By writing
−→
E = −∇U and, application of the boundary condition,
we can obtain the electrical potential U . Inserting the value for U into equation
2.13 the magnetic field can be obtained by solving:
∇×
−→
B =
−→
Js − σ∇U = f (2.14)
Where a source term f can be introduced, satisfying ∇ · f = 0. If a new
conductivity model differing only a constant factor a, such that σ2(r) = aσ1(r),
is chosen and insert it into equation (2.13). It can easily be shown by taking
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the divergence of equation 2.14 that σ1(r)∇U1 = σ2(r)∇U2 since the injected
current
−→
Js will remain constant:
∇ · (σ1(r)∇U1) = ∇ ·
−→
Js = ∇ · (σ2(r)∇U2). (2.15)
With both terms of the source term f unchanged, the magnetic field remains
unchanged too (see equation 2.14 and equation 2.7). Thus indicating the in-
sensitivity of MMR data to the absolute conductivity of the subsurface.
2.5 Combining ERT andMMR: The MERIT System
The magneto-electrical resistivity imaging technique (MERIT) combines the
measurement of the electrical potential and the magnetic field due to a current
injection. With the increased focus of geophysics on MMR (see Chen et al., 2002
, Labrecque et al., 2002 and Labreque et al., 2003) the goal of increasing the
resolution of ERT surveys by the addition of MMR data is apparent. In this
thesis the MERIT system will be limited to cylindrical samples (with 0.1 m
radius and 0.5 m height). Similar as in the case of both ERT and MMR, the
technique itself is not limited to the laboratory scale, and can also be imple-
mented on the mineral exploration scale for instance (see Cattach et al, 1993).
In combining both methods the additional information inherent in the magnetic
field data can be used to increase the resolution of the system. Each magnetic
measurement point will lead to the addition of three measured values (the three
magnetic field components) to the system of equations. By introduction of the
magnetic field data the size of the dataset is increased considerable, which also
can lead to an increase in resolution.
Another advantage of the magnetic field measurements is the true non-invasive
nature of the measurements. No need for a physical connection between sample
and sensor is necessary (except for the current injection electrodes). This allows
the magnetic field to be measured at every available position. A free moving
vertical scanning system is therefore designed, to allow a great flexibility con-
cerning the measurement location of the magnetic field.
The sample volume for which this MERIT system is designed is a typical size
for laboratory scale hydrological experiments. The non-invasive character of the
magnetic field part of MERIT gives an additional advantage on this scale. The
presence of a large number of electrodes, as used in ERT to obtain an image
of the electrical conductivity, will influence the water flow through the column
considerable. The scanning system itself allows relative fast measurements,
which is also necessary in flow experiments.
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2.6 Forward Solutions for the Electric Problem
The goal of the measurements of both electrical potential and magnetic field
is to obtain an image of the subsurface electrical conductivity distribution.
In order to obtain such an image a forward modelling algorithm needs to be
developed which can be implemented into an inversion scheme (which will be
described in chapter 6). In this section the algorithms used in both numerical
modelling and the actual inversion will be described, and a comparison between
the numerical and the analytical solution will be made.
2.6.1 Analytical Solution of the Forward Problem
The analytical solution for the electrical field in a 3D cylindrical object due to
a dipole current injection has been well studied. In the study of the physical
properties of for instance core samples (see Lytle et al., 1979), but also in the
fields of medicine and industrial process tomography the use of cylindrical vol-
umes is well known. In this section only the calculations of the electric field
will be shown. The step from electric field to magnetic field (i.e. equation 2.11)
is similar for both analytical and numerical solutions. A solution for the vol-
ume integral in equation 2.11 cannot be easily implemented in a true analytical
sense. Therefore this step will be omitted in this comparison, and only the
electrical potential will be compared.
Figure 2.4: Electrode configuration for analytical calculations, after Ly-
tle et al., 1979.
Lytle et al., 1979, provided the analytical solution for a DC current injection
in a similar setup as the numerical solution of the MERIT system (see figure
2.6.1). The two injection electrodes with dimensions (s1,2×∆1,2) are located at
the surface of the cylinder at a height z1,2 below the cylinder top. The cylinder
itself has a radius of a and a height of 2c. This leads to a forward problem where
the Laplace equation has to be solved for inhomogeneous Neumann boundary
conditions. Since the choice of cylindrical coordinates is obvious, the Laplacian
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will be directly expressed in cylinder coordinates:
∇2U = 0 =
1
r
∂
∂r
(
r ∂U∂r
)
+ 1r2
∂2U
∂φ2 +
∂2U
∂z2
(2.16)
With the following boundary conditions:
∂U
∂n = 0 for boundary elements not containing electrodes
σ ∂U∂n = J for boundary elements where the electrodes are located
(2.17)
The partial derivative ∂∂n depicts the normal derivative to the surface, σ the
electrical conductivity and J the injected current density distribution.
If the two electrodes (see figure 2.6.1) have the same size (s1 = s2 = s,∆1 =
∆2 = ∆ and z1 = z2 = Z), the electrical potential distribution in the column
can be written in cylinder coordinates as:
U(ρ, φ, z) =
−Σ∞r=1Σ∞n=0[
(
4Ic cos(
rpiz1
c
) sin( rpis
2c
) sin(n∆
2a
)
σpi3r2ns∆(1+δ0n)
Bn(rpiρc)
B′n(rpiac)
cos( rpizc )
)
(cos(n(φ− φ1))− cos(n(φ− φ2)))+(
4Ic sin(
(2r−1)piz1
2c
) sin(
(2r−1)pis
4c
) sin(n∆
2a
)
σpi3[(2r−1)/2]2n(1+δ0n)s∆
Bn((2r−1)piρ2c)
B′n((2r−1)pia2c) sin(
(2r−1)piz
2c )
)
(cos(n(φ− φ1))− cos(n(φ− φ2))) ]−
Σ∞n=1
aI
σpin2c(ρa)
n
(
sin(n∆
2a
)
∆ (cos(n(φ− φ1))− cos(n(φ− φ2))
)
(2.18)
where, I is the total current strength injected, σ the (homogeneous) electrical
conductivity, δn0 the Dirac delta function (δ0n = 1 when n=0, otherwise δ0n =
0), B0 the modified Bessel function and B
′
0 its first derivative. When the
internal electrical potential distribution is known, equation 2.11 can be used to
calculate the magnetic field resulting from the current injection in the column.
2.6.2 Numerical Solution of the Forward Problem
Solving the forward problem with a numerical approach requires a discretiza-
tion of the measurement volume, similar to the volume used in the analytical
solution, (see Tillmann et al., 2003, and Tillmann et al., 2004). In the case
of a cylindrical body this volume will consists of a combination of prisms and
cubes (see figure 2.5, and Tillmann et al., 2003). In each element the electrical
conductivity is held constant, the electrical potential inside the element is ap-
proximated linearly. The current electrodes are located on the outside of the
cylinder as area electrodes, with dimensions equal to a single grid cell.
A finite element scheme (see Jin, 1993) is chosen to solve the forward problem,
with similar boundary conditions as in the analytical case. Therefore a similar
set of differential equations has to be solved as in equation 2.16, again with the
Neumann boundary conditions (see equation 2.17).
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Figure 2.5: Finite element grid used in the numerical modeling of the MERIT
system, after Tillmann et al., 2004
The Ritz method (see Jin, 1993) is used to formulate the system of equations and
a conjugate gradient algorithm is used to solve the linear system of equations
(see Barret et al, 1994). Similar as in the analytical solution the resulting
electrical potential distribution can then be used to calculate the magnetic field
at the outside magnetic sensors with the rewritten form of the law of Biot-Savart
(see 2.11).
2.7 Comparison Between Analytical and Numerical
Solution
In order to test the numerical algorithm a simple model was taken and a for-
ward calculation was made (see Tillmann et al., 2003). The model consists of a
homogeneous column with dimensions equal to the column used in the measure-
ment setup itself (radius of 0.1 m and a height of 0.5 m). The surface electrodes
used in both analytical and numerical solution had the size of an outer grid cell
of the discretization grid used in the numerical solution. In order to test the
analytical and numerical solutions both a horizontal and a vertical dipole were
modelled. The horizontal dipole was placed in the middle of the column height
and had a dipole length of 180 degrees (i.e. located at the opposite sides of the
cylinder), the vertical dipole had a dipole length of 20 cm. The areas of the
surface electrodes used in both modelling examples was set fixed at 1 grid cell,
as was the injected current (100 mA). Data is presented as folded out cylinder
mantles with 64 gridcells in the vertical and 48 in the horizontal direction.
Both the horizontal (figure 2.6) and the vertical injection dipole (figure 2.7)
show similar features, the areas in close vicinity of the electrodes has the largest
error percentage (up to 0.4 %), at all other locations the difference between
numerical and analytical solution is negligible.
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Figure 2.6: Electrical potential at the column mantle, a) the analytical solu-
tion, b) the numerical solution, c) the difference in % of the analytical solution
Figure 2.7: Electrical potential at the column mantle, a) the analytical solu-
tion, b) the numerical solution, c) the difference in % of the analytical solution
Chapter 3
Development of the MERIT
Measurement System
In this chapter the hardware for the laboratory scale version of the magneto-
electrical resistivity imaging technique (MERIT) will be described (see also
Zimmermann et al., 2003 and Zimmermann et al., 2005). The development and
design of the sensor modules, as well as the scanning system, is done in coop-
eration with the Central Institute for Electronics of the Research Centre Ju¨lich.
As explained before the MERIT system combines the measurement of the elec-
tric and the magnetic field due to a current injection into a medium. The
MERIT system developed in the course of this thesis, is designed to measure
the electrical conductivity distribution of cylindrical volumes. The main re-
quirement of the system will therefore be to accommodate cylindrical samples
(with a radius of 0.1 m and 0.5 m height) with only a limited amount of elec-
trodes available. Secondly the minimal resolution of the magnetic sensors was
set at 50 pT, in order to be able to measure even the rather small magnetic fields
with sufficient accuracy (see Tillmann et al., 2004). An additional requirement
for the system is the ability to measure under typical magnetic noise conditions.
This requirement was chosen for several reasons, firstly the development of a
good magnetic shielding system is very complex and expensive (for instance
magnetic shielding used in MEG (magnetoencephalography) systems or astro-
physical observatories). Secondly since the technique MERIT is not limited
to cylindrical samples, the system designed here will function as a prototype
for larger systems, up to the field scale, where the chance of implementing a
shielding system is negligible.
The main focus of this chapter will lie on the development of the magnetic
sensor modules, since the other components (i.e. the ERT part and the mea-
surement system itself) are more or less standard techniques. Therefore at first
an overview will be given on typical magnetic sensors, followed by a more in
depth discussion of the sensor type used (an anisotropic magnetoresistive sen-
sor, AMR) in the MERIT system, since this is a relative unknown magnetic
sensor in geophysics. Different type of AMR sensors will be described and
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compared in terms of their noise spectra, and one AMR sensor will be chosen
for implementation in the current MERIT system. The focus then changes to
the development of the magnetic sensor modules, including the electrical com-
ponents used to stabilize the sensor sensitivity or increase the signal to noise
ratio. Finally the electrical potential measurements will be discussed and the
complete MERIT system for small cylindrical samples will be introduced.
3.1 Magnetic Sensors
A wide range of magnetic sensors is available on the market, ranging from
high-tech low temperature SQUIDs (Superconducting Quantum Interference
Devices) to relative simple induction coils. In this section several magnetic
sensor types will be compared on basis of a possible implementation in the
MERIT system (for more in depth descriptions see Ripka, 2001 and Boll and
Overschott, 1989 for instance).
Keeping in mind that the system is to be designed to operate under laboratory
noise conditions, the high sensitivity of for instance SQUIDs (see Ripka, 2001)
is not applicable for this type of measurements due to the absence of a shielding
system, secondly the complexity of the operation of a SQUID based sensor sys-
tem is huge (i.e. cooling the sensors down to 77 K for high temperature SQUIDs
and 4.2 K for low temperature SQUIDs) which also implies the ineffectiveness
of an array system based on SQUIDs. From an operation complexity point of
view induction coils on the other hand are a good option, but the size of a three
component coil system is rather large. This also makes this sensor type not
applicable in a three component array based system on the scale of the MERIT
system (e.g. soil columns with 0.1 m radius and 0.5 m height).
The size of the sensors plays a rather important role, since the scale of the
MERIT system is in the order of tens of cm, the dimensions of the magnetic
sensor have to be known accurately. With large sensors, the measured magnetic
field will be averaged over a large volume (the dimensions of the actual sensor
head), causing errors due to uncertainty in the location of the sensitive mag-
netic axis. The smaller the sensor itself, the better the position of the sensitive
axis is known.
Traditionally the use of fluxgate, proton or cesium vapor sensors is wide spread
in geophysics. At low frequencies all sensors mentioned are slightly more sensi-
tive than coils, but have less sensitivity in comparison to coils at high frequency.
Again, the size of the sensors is a disadvantage in implementations on the scale
of the current lab-scale MERIT system.
Microchip based sensors do not have the size problems related to other sensors,
also they can easily be implemented on a circuit board, and the costs are rel-
atively low, making them ideal targets for an array based system. Although
Hall sensors are chip based, the sensitivity of a Hall sensor is much too low for
3.2. Magnetoresistive Sensors 23
implementation in this system. Two options of chip-based sensors then remain,
anisotropic magnetoresistive sensors (AMR) and giant magnetoresistive sensors
(GMR).
3.2 Magnetoresistive Sensors
The magnetoresistive effect has first been described in 1857 by Lord Kelvin
(see Thomson, 1857) and describes the changes in electrical resistivity of a
medium due to an outside magnetic field. The technical advances in the field
of microelectronics and demand for miniaturization revived his ideas in the last
three decades. Nowadays magnetoresistive sensors are implemented in a variety
of electronic systems. Common implementations are: reading-heads for data
storage systems, magnetic positioning, navigation and electrical current mea-
surements (see Ripka, 2001, Boll and Overschott, 1989 and Tumanski, 2001).
Since magnetoresistive sensors are relatively unknown in geophysical implemen-
tations, this section will deal with the physical background of the magnetore-
sistive effect, and the structure of the sensors itself.
3.2.1 The Magnetoresistive Effect
In general three different physical processes give rise to the magnetoresistive
effect. The Lorentz force, associated with magnetic fields and moving electric
charges, generates a torque and extends the current paths in any conductor,
causing the electrical resistance to increase (see figure 3.1). This change is pro-
portional to (µ · |B|)2 where µ is the electron mobility, and |B| the amplitude
of the magnetic flux density (see Boll and Overschott, 1989). Since the electron
mobility in metals is low, this effect, known as the Hall effect, can be neglected
in AMR sensors (which are metal based).
b)
J
a)
B
c)
Figure 3.1: The magnetoresistive effect in semiconductors; a) electron move-
ment (in red) due to the Lorentz force associated to the magnetic field (B, in
blue) on current J (green). b) current paths and equipotential line in a rect-
angular plate semiconductor. c) current paths and equipotential lines in the
semiconductor with an external magnetic field (after Tumanski, 2001).
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The second effect is caused by the bending of electron energy bands at the Fermi
surface in paramagnetic and diamagnetic materials. The bending influences the
electrical resistance also and is proportional to |B|2.
The last contribution is associated with ferro- and ferrimagnetic thin films.
Since this effect is the leading contribution in anisotropic magnetoresistive sen-
sors it will be discussed more in-depth.
In ferro- and ferrimagnetic material the conducting electrons from the band with
uncompensated spins are anisotropically scattered. This fact is what makes
materials ferro- or ferrimagnetic in the first place. The anisotropic scattering
causes effects in the electrical resistance of the material which depend on the
three dimensional shape of the Fermi surface. This shape is still being studied
and only well known for a limited amount of magnetic materials. The mag-
netoresistive effect of a material therefore is based on empirical data. Theory
only succeeds in approximations of the effect up to one order of magnitude (see
Boll and Overschott, 1989).
The AMR effect can be described as a two dimensional problem if a thin film,
single magnetic domain AMR element with length l, width w and thickness t is
assumed. An outside field (
−→
B ) pushes the magnetization of the element
−→
M out
of the ’easy’ axis (see figure 3.2). The easy axis lies parallel to the direction of
the spontaneous magnetization (
−→
Ms) of the element. This change in direction
can thus be used to obtain information on the outside field.
Figure 3.2: Geometry of an AMR sensor’s principle axis and orientation. B
is an outside magnetic field, pushing the magnetization M in an angle θ with
respect to the flowing current J . Dimensions of the senor itself are width (w),
length (l) and thickness (t).
The angle θ is defined ams the angle between the direction of the current
−→
J
running through the AMR element and the magnetization
−→
M of the element.
The resistivity ρ of the element depends on this angle . When ρ ≡ ρ‖ for θ = 0◦
and ρ ≡ ρ⊥ for θ = 90◦ the resistivity is given by:
ρ(θ) = ρ⊥ + (ρ‖ − ρ⊥) cos2 θ = ρ⊥ +∆ρ · cos2 θ. (3.1)
The magnetoresistive effect is then defined as the ratio ∆ρρ⊥ . Rewriting equation
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Figure 3.3: Stoner Wohlfahrt model of an ellipsoid single domain AMR ele-
ment. The easy axis is aligned with the x-axis of the ellipsoid, the hard axis
with the y-axis.
3.1 in terms of the resistance (R) of the sensor instead of the resistivity of each
element, the dimensions of the sensor have to be inserted:
R(θ) = ρ⊥
l
w · t
+∆ρ
l
w · l
· cos2 θ (3.2)
With equation 3.2 the relation between the magnetization M and the resistance
of the AMR element is given. For the relation between M and the outside field
H another model needs to be introduced. The Stoner Wohlfahrt model (see
Stoner and Wohlfahrt, 1991) describes an ellipsoid single domain element (see
figure 3.3). The energy (ET ) associated with such a domain boundary, subject
to an external magnetic field (H), is given by:
ET = Ek + EH + Ed (3.3)
where Ek describes the magnetic anisotropy energy due to the crystal orienta-
tion (E = Ksin2θ, with K the anisotropy constant, a material constant). The
energy from the external field H is depicted as EH = −HMs(cos(φ − θ), φ
being the angle of the external field relative to the easy axis. Finally the factor
Ed = NHd sin θ is known as the demagnetization energy, the demagnetization
field (Hd) is generated by the magnetization M in the element itself. The de-
magnetization field is a fraction of the actual magnetization and is described
as: Hd = NM , with N a demagnetization factor depending on the shape of
the domain. The demagnetization factor can only be calculated for ellipsoid
elements.
The angle θ is the angle with the minimum energy, which can be found by
taking the derivative of equation 3.3 and setting it to zero:
∂ET
∂θ = KMs cos θ sin θ −HaMs sin(φ− θ)−HsMs cos θ
= Hk cos θ sin θ −Ha sin(φ− θ)−Hs cos θ = 0
(3.4)
If the outside magnetic field (Ha) is acting in direction perpendicular to the
easy axis (i.e. the hard axis), the angle φ = 90◦ and the angle θ can be written
as (assuming cos θ 6= 0):
sin θ =
Ha +Hd
Hk
(3.5)
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If equation 3.5 is inserted in equation 3.2 a first order dependency of the re-
sistance of an AMR element on the external magnetic field is found. The
combination of both models used to obtain this relation agrees well with mea-
surements and is therefore often used to describe the AMR effect. The ratio
∆ρ
ρ⊥
for the materials used in AMR sensors is usually in the 2 to 4 % range.
3.2.2 AMR Sensor Layout
Typically AMR sensors consist of thin films of material with high electrical
conductivity (aluminum, gold, silver or copper) interbedded in films of AMR
material (usually Nickel Cobalt alloys, also known as Permalloy). In the sensor
models described here this material is slanted by an angle of about 45 degrees
creating a so-called barberpole 1 layout. The sensor itself consists of four com-
ponents in a resistive bridge configuration (see figure 3.4). The compensation
and set/reset straps shown in figure 3.4 are used to reset the magnetization of
the sensor into the easy axis, after being pushed into the direction of unaxial
anisotropy by the outside magnetic field. Thus preparing the sensor for another
measurement.
Figure 3.4: AMR sensor layout, a) shows the resistive bridge used in the AMR
sensors (after Pant and Caruso, -),and b) the actual layout of the sensor itself
(after Tumanski, 2001)
3.2.3 Magnetic Sensor Noise Spectra
As mentioned before, one of the main requirements of the system is to be able
to obtain accurate measurements in the magnetic noise of a typical laboratory
environment without the use of extensive magnetic shielding. Since the thermal
noise of AMR sensors is small enough to be used in this kind of noise environ-
ment, several types of AMR sensors and one GMR were tested. Each sensor
was supplied with a bridge voltage of 5 V and had a thermal noise level better
than 100 pT√
Hz
(see table 3.1).
In a shielded environment the noise spectra of these sensors were measured (see
figure 3.5), in order to study their behaviour more in depth. The noise spectrum
of a typical sensor incorporates two effects, at first the so-called 1f behaviour
1After the rotating signs used by barbershops
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sensor type thermal noise type manufacturer
pT√
Hz
AA002 46 GMR NVE
KMZ51 89 AMR Philips
HMC1023 85 AMR Honeywell
HMC1001 23 AMR Honeywell
Table 3.1: Thermal noise level of investigated magnetoresistive sensors (man-
ufacturer data)
(where f is frequency) which at higher frequencies will be substituted for a
second behaviour, the sensor’s thermal noise level.
Figure 3.5: Noise spectra of different magnetoresistive sensors, after Zimmer-
mann et al., 2001
From these noise spectra the superior noise behaviour of the Honeywell HMC1001
AMR sensor can be observed, leading to a noise level of lower than 50 pT√
Hz
in
the 10-100 Hz frequency range.
In addition, the noise spectrum of the HMC1001 sensor for the measured fre-
quency range, shows not only the typical low frequency 1f behavior, but also
thermal noise behavior (the flattening out of the noise spectrum). This implies
that when the sensor is operated with a higher bridge voltage of 10 V the ther-
mal noise level can be reduced even more. Since the noise spectra of the other
sensors did not show this behaviour in the studied frequency range, operation of
the sensor with a higher bridge voltage could not reduce the thermal noise level.
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The HMC1001 sensor is also available as a two directional sensor (HMC1002),
which means that in order to measure the three components of the magnetic
field, at least 2 sensor chips are needed (HMC1001 and HMC1002). The
HMC1002 has the same specifications as the HMC1001, and is constructed
in such a way that the two magnetic axis are perpendicular to each other.
Figure 3.6: Noise spectra of typical laboratory (green) noise compared to the
sensor noise of an AMR sensor (blue) and a fluxgate sensor(red) as reference.
Comparing the noise spectrum of the chosen sensor with the noise spectrum
of our laboratory (see figure 3.6) the application of this sensor can be justi-
fied. In the complete measured frequency range the sensor noise lies below the
environmental noise. As a reference the noise spectrum of a Bartington Flux-
gate magnetometer (Mag-03MSES) is also presented, measured under equal
conditions as the AMR sensor. Clearly present in the magnetic noise is the
50 Hz peak due to electrical appliances. The superior noise behaviour of the
fluxgate sensor does not bring any improvement when compared to the typical
laboratory noise.
3.3 Magnetic Sensor Modules
With the choice of sensors fixed, the other electronic components of the sensor
module will be discussed. In order to increase the signal to noise ratio several
techniques were implemented, i.e. a lock-in system was introduced, and an
integration time was chosen. Also a field-feedback system was used to decrease
the effect of the sensor sensitivity to the Earth’s magnetic field. The whole
module design is optimised such as to minimize magnetic field produced by the
measurement modules themselves during a measurement.
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3.3.1 Sensor Stability
The magnetic field of the Earth (with an intensity of about 50.000 nT) has a
large negative effect on any magnetic field measurement system. The presence
and direction of this field influences the sensitivity of the sensors and also the
direction of the magnetic axis of each sensor.
The sensitivity of a complete single sensor AMR bridge consisting of four bar-
berpole elements (see Ripka, 2001) can be defined as the variation of its bridge
voltage with respect to the applied magnetic field. The full bridge voltage (Us)
of this circuit as a function of the sensors sensitive magnetic axis (Hsen) and of
its orthogonal (Hort) axis can be written as (Boll and Overschott, 1989):
Us = U0
cHsen
H0 +Hort
√
1− (
Hsen
H0 +Hort
)2 (3.6)
The constant H0 describes the characteristic field strength of the sensor (see
Pant and Caruso, -) , c the AMR sensor’s magnetoresistive effect (∆ρρ ) and U0
the supply voltage of the bridge.
Due to the orientation of the sensor, the second orthogonal axis of the sensor
(normal to the sensor surface) can be negated and is therefore not taken into
account. If small changes in the external fields are assumed, the sensitivity can
be described by (Zimmermann et al., 2005):
Sort ≡
dUs
dHort
= − U0cHsen(H0+Hort)2
√
1−
(
Hsen
H0+Hort
)2
+ UocH
3
sen
(H0+Hort)
4 /
√
1−
(
Hsen
H0+Hort
)2 (3.7)
Ssen ≡
dUs
dHsen
= U0cH0+Hort
√
1− ( HsenH0+Hort )
2
− U0cH
2
sen
(H0+Hort)3
/
√
1− ( HsenH0+Hort )
2
(3.8)
Where Sort,sen is the sensor sensitivity in orthogonal and sensitive direction re-
spectively. The relative sensitivities (
Sort,sen
S0
) can then be calculated for static
fields in the order of magnitude similar to the Earth’s magnetic field (50 µT ).
Where S0 =
U0c
H0
describes the sensitivity in the direction of the sensitive axis
without any external magnetic field (Hort = Hsen = 0).
The sensitivity of the sensors can also be measured by using a triaxial Helmholtz
coil. Inside this large coil (where small magnetic fields can be generated with an
accuracy of about 0.1%) a second triaxial coil is located to generate the static
field. This whole system (see figure 3.7) was located in a magnetically shielded
area in order to negate the effect of the Earth’s magnetic field. In order to
test the compensation of the sensitivity dependence with the so-called flipping
technique (see Ripka, 2001) both positive and negative layer magnetization of
the sensor were measured (i.e. ±H0).
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Figure 3.7: Measurement setup for sensor sensitivity determination, after
Zimmermann et al., 2005
Table 3.2 shows the measured sensor sensitivities in orthogonal and sensitive
directions (S(ort,sen)m) and the calculated relative sensitivity values S(ort,sen)c
for the sensitive and orthogonal axes. Both datasets show errors due to changes
in sensitivity of up to 7%, influencing the measurements considerably. Com-
pensation of this error by means of introducing the flipping-technique does not
hold for the MERIT system, in several cases the sum of both magnetizations
do not give rise to a zero mean value. Therefore in order to compensate for this
static field dependency a field-feedback system is used.
In a field feedback system (see figure 3.8) a compensating coil is used to negate
the static field in the sensitive direction, this causes Sort to be zero at any time
(see equation 3.7). The output signal in a field feedback system is only de-
pending on the feedback coil sensitivity and no longer on the sensor sensitivity.
Therefore the static fields have no effect anymore on the sensor sensitivity. The
feedback system is incorporated in the sensor chip itself.
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H0 Hort Hsen Hort
Sortc
S0
Sortm
S0
Ssenc
S0
Ssenm
S0
[Am ] [
A
m ] [
A
m ] [
A
m ] - - - -
636.6 0.0 0.0 0.0 0.0000 0.0000 1.0000 1.000
-636.6 0.0 0.0 0.0 0.0000 -0.0000 1.0000 0.9999
636.6 39.8 0.0 0.0 0.0000 -0.0041 0.9412 0.9337
-636.6 39.8 0.0 0.0 0.0000 0.0049 1.0667 1.0749
636.6 0.0 39.8 0.0 -0.0621 -0.0711 0.9941 0.9982
-636.6 0.0 39.8 0.0 0.0621 0.0711 0.9941 0.9938
636.6 0.0 0.0 39.8 0.0000 0.0017 1.0000 0.9991
-636.6 0.0 0.0 39.8 0.0000 -0.0017 1.0000 0.9998
Table 3.2: Static field sensor sensitivity, S(ort,sen)c denote calculated values,
S(ort,sen)m measured values, after Zimmermann et al., 2005
Figure 3.8: Field feedback circuit with compensating coil, after Zimmer-
mann et al., 2005
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Since the sensitivity no longer depends on the sensor sensitivity itself, the tem-
perature drift of the coil (Rs) and resistor (Rv) can give rise to errors. This
effect is limited to about 0.1% for temperature changes of 5 K, and can therefore,
in a laboratory situation, be neglected. A second temperature related effect is
the heating of the circuits themselves. The HMC1001 requires compensation
currents as high as 25 mA, which leads to errors due to self-heating of 0.14%.
A good thermal coupling with the circuit board to dissipate the produced heat
and the use of two parallel SMD resistors limits the self-heating and allows to
neglect this error also.
3.3.2 Lock-in Amplification
Introduction of a lock-in system increases the signal to noise ratio consider-
ably, and allows the measurement of small amplitude periodical signals in a
environment with a high noise level . The lock-in technique is based on the
mathematical principle that two sine or cosine functions multiplied with each-
other only give rise to a non-zero value if both frequencies are the same. A
reference signal r(t) is therefore generated and multiplied with the measure-
ment signal um(t), see figure 3.9. A first-order moving average filter (with an
integration time T ) acts as a lowpass filter and gives rise to the output signal
uout :
uout =
1
T
∫ T
0
um(t)r(t)dt (3.9)
Figure 3.9: Schematic signal processing of a lock-in amplifier, after Zimmer-
mann et al., 2005.
The effect of introducing the lock-in technique to the system, and the influence
of the integration time can be seen in figure 3.10. Simulations of three differ-
ent integration times were compared, first with an integration time of 0.5 s,
secondly 3 s and finally a 10 s measurement cycle. Since one requirement of
the system is to operate with an accuracy of 50 pT, the 10 s integration time
is chosen. Using this integration time only a few noise peaks are above the 50
pT. The 50 pT was set as upper noise limit in order to be able to measure the
relative small magnetic signal.
Studying the final noise spectrum (see figure 3.10 c) two distinct frequency
ranges appear as good candidates to provide the lock-in frequency: 20-40 Hz
and 60-80 Hz. Traditional MMR, the patent by Jakosky for instance, is lim-
ited to frequencies below 100 Hz (see Jakosky, 1933), which imply that both
frequency ranges are acceptable. But since the MMR system, as used in this
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Figure 3.10: Lock-in signal frequency spectra, a) denotes a sine function with
an integration time of 0.5 s, b) an integration time of 3 s, c) of 10 s. In figure
d) a boxcar function as reference signal is used with an integration time of 10
s, after Zimmermann et al., 2005.
applicication, is developed as an addition to traditional DC-resistivity, the lower
frequency range was chosen. This also limits any possible unwanted induction
effects associated with alternating currents. The chosen range is on the low side
limited by the typical 1f noise, and on the high side by the 50 Hz peak due to
electrical appliances. Therefore a 25 Hz signal as lock-in reference signal was
chosen.
An alternative option to a sine function as reference signal is a boxcar function.
The effect of this type of signal was also tested with an integration time of 10 s.
The overall noise level of the box car function (see 3.10 d) is much higher than
that of the sine function with the same integration time, leading to the choice
of a sine function reference signal.
3.3.3 Displacement Currents
A short note needs to be made here concerning the fact that no real direct
current signal is used in the MERIT system, although the data is treated as
traditional DC resistivity data. The use of an alternating current as injection
current could give rise to unwanted effects due to displacement currents. This
subsection will show the behaviour of the injected AC current as DC phenom-
enan instead of AC (wave) phenomenan.
For a periodical signal the magnetic field strength (
−→
H ) due to a current (
−→
Jf ) in
matter can be written as:
∇×
−→
H =
−→
Jf +
−→
Jd
= σ
−→
E + ∂
−→
D
∂t
(3.10)
Where the displacement current is denoted by
−→
Jd and
−→
D the electric displace-
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ment. The ratio between
−→
Jf and
−→
Jd leads to information on the nature of the
electrical phenomenan, for DC resistivity surveys
−→
Jf is dominant, for the wave
behaviour of electromagnetic phenomenan
−→
Jd also plays an important part (see
e.g. Militzer and Weber, 1985). The displacement current can be written for a
periodical signal (eiωt) as:
−→
Jd =
∂
−→
D
∂t
= iεω
−→
E (3.11)
where ε describes the permittivity of the medium ( ε = ε0εr with ε0 the per-
mittivity of free space and εr the relative permittivity), and ω the frequency.
Since the current in the sample (
−→
Jf ) is given by:
−→
Jf = σ
−→
E (3.12)
Both current densities can be compared by building their ratio:
f =
|
−→
Jf |
|
−→
Jd|
=
σ
εω
(3.13)
For a small frequency ω, the value of f is very large, and allows to neglect the
influence of
−→
Jd with respect to
−→
Jf . With the chosen frequency of 25 Hz, and
assuming a typical value for the electrical conductivity and the permittivity of
soils (ranging from 0.01 to 1 Sm for σ and around 9 ×10
−12 for ε in non magnetic
soils, see e.g. Telford et al., 1990), this criterion is met and allows us to neglect
any effects associated with displacement currents.
3.4 Electrical Potential Measurements
A desktop computer is used to control the electrical potential measurements
in addition to the current injections. In the measurement setup 16 relays are
incorporated, allowing a maximum of 16 electrodes to be switched. The elec-
trical potential differences are also measured with lock-in technique, as is the
injection current. The current setup uses two reference signals, a sine and a
cosine wave (both with 25 Hz frequency) as part of a future development in
which not only the amplitude of the signal, but also the phase can be taken
into account. This way a future MERIT system could be able to combine other
geophysical methods (i.e. spectral induced polarization (SIP) and magnetic in-
duced polarization (MIP)).
In conjunction with the measurement of the electrical potential due to the cur-
rent injection, the injected current itself is also measured during the whole
measurement and returned to the computer for further processing. Measure-
ment of the input current is necessary to monitor the development of the contact
resistance, which can vary during a single measurement due to corrosion effects
at the electrodes for instance. Also typical hydrological scenarios (e.g. drying
of a sample during irrigation experiments) have a profound effect on the contact
resistance of an electrode, and thus the injected current.
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3.5 The Lab-scale MERIT Measurement Setup
The current MERIT system is designed to be implemented in laboratory scale
hydro-geological experiments (see for instance Tillmann et al., 2004 and Ver-
weerd et al., 2004). A typical size of laboratory samples in flow and transport
experiments are columns of several cm radius and a height of several tens of
cm. The measurement setup is therefore constructed to accommodate cylin-
drical objects with a radius of 10 cm and up to 50 cm height. In order to
monitor flow and transport on this scale a relatively fast scanning system is
required. For this system a plexiglas torus containing 24 measurement modules
was constructed. The torus can freely move in vertical direction by means of
a vertically moving belt (with a positioning accuracy of 50 µm) limiting the
spatial sampling only in the horizontal plane.
Figure 3.11: The MERIT scanning system, close up of scanning torus with
magnetic field measurement modules, after Zimmermann et al., 2005
The electrodes used for the ERT part of the system are located in the plexiglas
casing of the (soil-) sample itself and at three different heights. This way three
rings each with 5 evenly spaced electrodes are constructed. The 15 electrodes
themselves are stainless steel screws (size M4), with a length of 4 mm on the
inside of the column.
The magnetic field dataset is sent to the PC via a BUS after each measurement
cycle. During the measurements all data processing and storage is done on the
microchip located on the module, this limits additional magnetic noise due to
currents used in communication between each module and the PC.
Movement of the scanning torus, as well as the ERT data acquisition and cur-
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Figure 3.12: Block diagram of the MERIT scanning system, after Zimmer-
mann et al., 2005.
rent injection is controlled by a measurement PC. Close to the PC the current
generator, current amplifier and relays for switching electrodes on or off are
located. A twisted cable, of about 1.5 m length, runs between the relay board
and the soil column in order to limit the magnetic field due to the injection
current flowing in this cable. At the base of the column the cable is divided
into 15 smaller cables and connected to the electrodes (where shielding through
twisting is no longer possible).
Chapter 4
Testing the Measurement
System
Before the system, as described in the previous chapter, is used for actual mea-
surements of the conductivity distribution in cylindrical probes several tests
were undertaken to study the behaviour of the whole measurement system in
terms of measurement accuracy and repeatability.
To test the measurement system a reference magnetic field was used. In order to
have a good reference a small coil was constructed with well known properties,
the magnetic field generated by this coil was then measured and modelled (see
Zimmermann et al., 2005). In addition to the tests noise measurements were
carried out, to study possible disturbances in the vicinity of the measurement
system or construction errors in the modules.
4.1 Sensor Output Definitions
Since the sensors used in the MERIT system are placed in radial direction on
the scanning torus (see figure 3.11), each sensor in the horizontal plane has
a different orientation (for module i, −→x i and −→y i). Both sensors horizontally
mounted on the module measure components of both x and y components of
the magnetic field (see figure 4.1), the so-called module coordinate system. A
transformation is therefore needed, in which the measurements of each module
is transformed into the global coordinate system
−→
X ,
−→
Y ,
−→
Z . The z-component of
both coordinate systems is similar and does not change during transformation.
The sensitive axis of each sensor therefore measures a magnetic field composed
of all three components of the global field. If the contribution due to orthogonal
sensitivity is assumed zero, Ssen can be written as a function of the contributions
due to the three components (Ssen = f(SX , SY , SZ) and the total output of the
ith sensor um can be written as:
um(i) =
(
SX , SY , SZ
)
i

 BxBy
Bz

 . (4.1)
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Figure 4.1: Sensor coordinate systems, each module i has its local coordinate
system (xi, yi, zi) with respect to a global coordinate system
−→
X ,
−→
Y and
−→
Z .
Another aspect is the locations of the sensitive axes of the sensors themselves.
As a first order approximation one can assume the axes to be orthogonal and
oriented along the module coordinate system. Using the data obtained in the
measurement of the sensitivity a more accurate approximation can be made on
the location of the sensor sensitive axis, although only in the case of homoge-
neous fields.
This fact makes it practically impossible for inhomogeneous fields to represent
the measured data as magnetic fields. All measured magnetic data will therefore
be presented in sensor output value, instead of magnetic field strength. By using
equation 4.1 one can obtain relevant output sensor value for every calculated
magnetic field under the assumption of homogeneous outside magnetic fields
(the sensitivities for homogeneous fields can be obtained as described in the
previous chapter).
4.2 Magnetic Noise Sources
Even with the addition of the lock-in technique, the measurement of the mag-
netic field is still prone to disturbances by noise. First of all there are noise
sources which produce magnetic noise at the lock-in frequency of 25 Hz, which
will not be filtered out by the lock-in technique. Secondly the sensitivity of
the sensors changes considerably in the presence of outside magnetic fields,
thus making the measurements less accurate. In this section possible sources
of magnetic noise will be described, both environmental and anthropogenic dis-
turbances, which can influence the data quality of the MERIT system.
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Figure 4.2: Schematic overview of the electromagnetic noise spectrum, noise
is both of environmental and anthropological origin (after Macnae et al., 1984).
4.2.1 Environmental Disturbances
Natural magnetic fields in the extremely low frequency (ELF) range are well
documented (see, Barr et al., 2000). Most of these fields are either related to
volcanic eruptions, dust storms and tornadoes or lighting activity ( i.e. Sprites
or Schumann resonance, also known as E-I cavity resonance) but also solar or
other astrophysical phenomena can occur in this frequency range. Since these
effects cannot be predicted and the possibility of occurrence is not very large,
these effect are not taken into account in the MERIT setup. A schematic noise
spectrum with both environmental and anthropological noise sources can be
seen in figure 4.2.
4.2.2 Anthropogenic Disturbances
The frequency used in the MERIT system is normally not disturbed by any
effects due to human activity. The only known transmitter capable of trans-
mitting at 25 Hz frequency is a Russian ELF communication system on the
Kola Peninsula (see Barr et al., 2000). Other military systems are assumed to
operate in the 70-80 Hz range as minimum. Radio amateurs are not known
to operate in this frequency range due to the huge size of antennas necessary
for transmission. The frequency of the current in the overhead contact line of
trains used in much of north and middle Europe (Germany, Austria, Switzer-
land, Norway and Sweden) is 16.66 Hz and therefore also does not interfere.
4.2.3 Magnetic Noise Measurements
The offset and noise of the complete MERIT system (see chapter 3) can be
determined by measurement of the magnetic field without any current injection
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(see figure 4.3). This way all disturbances due to sensor modules and environ-
ment (i.e additional noise sources or changes in the direction of the sensitive
axis due to for instance the Earth’s field) can be determined. Since the three
component sensors on the module are split up in a single directional sensor
(HMC1001) and a two-directional sensor (HMC1002), this measurement also
can give information on any errors in the orthogonality of the sensor located
on the module. The measured magnetic fields were translated from the module
coordinate system to the global Cartesian coordinates. The sensitive magnetic
axes were supposed to be in the same coordinate system as the modules.
Figure 4.3: Sensor output values measured without a current injection, a),b)
and c) show the global x,y and z component of the magnetic field ’
The magnetic noise is presented in figure 4.3 as the output of the three magnetic
field sensors transformed to the global coordinate system. Thus three planes
are constructed, which can be seen as the x,y and z component of the magnetic
field of a folded out cylinder mantle.
The mean values of the measured sensor output for the x,y and z-component
are 0.05 mV, -0.1211 mV (without the two measurements with sensor output
values over 20 mV) and -0.413 mV respectively (see also figure 4.4). A clear co-
herent noise signal is present in the x and y component (hence the non-Gaussian
distribution of both histograms, in comparison to the typical Gaussian distri-
bution of the noise in the z component). These signals can be related to the
power supply for generation of the injection current. Due to the dimensions of
the laboratory the distance between scanning system and current generation is
about 1.5 m, tests have shown a distance of about 5 m to be sufficient to reduce
this error below 0.1 % . Since this error is supposed to be stationary in time,
it can easily be removed by subtracting this signal for the measurements.
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Figure 4.4: Histograms of the sensor output values without a current injection,
a), b) and c) depict the global x,y and z components’
Also the effect of one improperly constructed module (visible as the vertical
line with higher amplitude in the z-axis plot at module number 20) could be
determined.
4.2.4 The Laboratory Background Noise
An overview of the ambient noise sources in the laboratory used was obtained
by the measurement of a magnetic noise map of the room. Every 50 cm the
magnetic field was measured with a three component fluxgate sensor (Barting-
ton, Mag-03 MSES) at floor level. These data were then low-pass filtered (40
Hz low pass filter) and a noise map was constructed (see figure 4.5)
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Figure 4.5: Magnetic noise map of the test laboratory, figure a) to c) show
the x,y ,and z component of the 0-40 Hz frequency noise. figure d) shows the
general layout of the laboratory, the black boxes are wardrobes, the red block is
a sink (with the sink itself depicted in blue), and the green block is the plumbing
connecting the climate control. The location of the MERIT scanning system is
depicted by the red X.
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Figure 4.6: Magnetic noise spectrum of the test laboratory, in comparison to
the thermal noise spectrum of a shielded AMR sensor.
Clearly the right side of the room can be classified as the quieter side (due to
the fact that this was an outer wall no electrical cables were found in this wall).
The scanning system was therefore placed in this area, not far from the climate
control plumbing. Figure 4.6 shows a complete (total) noise spectrum up to
100 Hz at the approximate location of the scanning system. As a reference the
thermal noise spectrum of the used AMR sensor is also shown , which clearly
is lower than the ambient noise in that area.
4.3 The Magnetic Field Due to a Reference Coil
The magnetic field due to a coil can easily be calculated when the position of
the coil with respect to the positions of the magnetic field sensors is known.
Therefore a small coil was used to test the accuracy of the system in terms of
difference between a measured data set and a modelled data set. The coil was
placed inside the scanning torus of the MERIT setup and a 25 Hz current was
applied to the coil. For this test, just as in the case of real measurements, the
sensor voltage was measured and modelled. In order to obtain the sensor volt-
age from the calculated magnetic field equation 4.1 is used. The sensitivities of
each sensor are determined in a similar way as described in the previous chap-
ter, which is a sufficiently accurate description for the rather simple magnetic
field of a coil. The calculated data was then translated to the local module co-
ordinate system to observe the behaviour of each sensor more accurately. Both
measured (Umx, Umy, Umz) and calculated (Utx, Uty, Utz) sensor voltages, which
are proportional to the measured magnetic field, were subtracted from each
other.
The maximal errors relative to the maximal values of all sensor voltages are
0.6%, 0.5%, 1% for the x-,y-, and z-sensor. The RMS errors are 0.20%, 0.18%,
0.53%. Probably the errors are caused by magnetic distortions due to induced
eddy currents in metallic objects in the surroundings and not by calibration
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Figure 4.7: Sensor output due to the magnetic field of a coil, a) shows
the measured sensor output values (representing the x, y and z components
of the magnetic field respectively). Figure b) shows the differences between the
measured and calculated magnetic fields (again split up in x, y and z compo-
nents). All data is presented in the global coordinate system (after Zimmer-
mann et al., 2003).
errors. Comparisons between a traditional three-component fluxgate sensor
(a Bartington Mag-03 MSES) and the designed sensor modules show similar
behavior when compared to calculated magnetic field values in a laboratory
noise environment.
4.4 Repeatability of a Measured Dataset
The repeatability of a measurement system is also an important factor in ob-
taining a quantitative measure for the data quality. In order to test the re-
peatability, the magnetic field due to a coil was measured and the measurement
was repeated eight times . With use of the eight datasets the standard devi-
ation of the measurement sets was calculated. In order to obtain the correct
dimensions of the error with respect to a measurement the variance is depicted
as percentage of the absolute mean value at that location.
In order to characterise the repeatability of the measurements not all measured
data was used. Very small sensor outputs were not taken into account, due
to the fact that the effect of a disturbance on these very small values is much
greater (i.e. the percentile value) than on a measurement with an actual signal
(the magnetic field due to the coil instead of noise). A threshold was therefore
used to separate the low signal from the large signal subset. In this case 10
% of the mean maximum sensor output value (of the complete dataset of each
component) was chosen as threshold between large and small data values. The
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Figure 4.8: Repeatability of the measurements, figures a),b) and c) depict
the mean measured magnetic field by the three sensors in mV, figures d),e) and
f) the standard deviations as percentages of the mean maximum values after a
threshold has been implemented to divide between large and small signals.
white pixels in figure 4.8 denote the left out values. In general the repeatability
of the system is better than 1 %, for the x-sensor slightly larger (see figure 4.8).
4.5 The MERIT Measurement Scheme
Several aspects need to be taken into account when an actual measurement is
taken, for instance the effect of wires and natural disturbances in the magnetic
field. In this section the measurement scheme will be described and possible
errors due to measurements will be discussed.
The current wire carries the injection current from power generator to the soil
column. Since this current, and its associated magnetic field have the same
frequency as the reference signal, it cannot be removed by using the lock-in
technique. Therefore a different solution has to be found to negate the effect of
the magnetical field due to the wires.
The effect of the current running through the wires in comparison to the current
running to the sample can be modelled by application of the law of Biot-Savart
(for the wire) and the numerical algorithm presented earlier. The current wire
is twisted up to the point where it is connected to the first electrode to reduce
the magnetic field due to the current in the wire. From C1 to C2 it is a single
wire, in reality the twisting of the wire will give rise to an additional signal,
since twisting the two wires will not be as perfect as in the modelled case (and
a portion to the magnetic field will not be negated by twisting).
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Figure 4.9: Effect of the magnetic field due to the injection current, a) z-
component of the magnetic field of a horizontal current injection through a
homogeneous column, b) z-component of the magnetic field due to the wires
running between C1 and C2 (denoted as red pixels).
As can be seen in figure 4.9 the magnetic field due to the wires is almost an
order of magnitude larger than the magnetic field due to the currents in the
sample (see figure 4.9). This is a major problem in the field of MMR. Firstly
it poses a source of errors (measurement of an unwanted field) and secondly, a
it could cause problems related to the dynamic range of the sensors, which is
limited to about 200 nT (see chapter 3).
On the field-scale the solution is to place the wires in a horseshoe design (see
figure 2.2), and measure the magnetic field far away from the wires (several
100 m or even km). Application of the law of Biot-Savart to calculate the
magnetic field due to the wire, and subtraction of this magnetic field from the
measured data set, reduces this error to a minimum. Since the system has a
small laboratory scale setup, the physical consequences of this solution cannot
be applied due to the dimensions of the room used. The modelling of the wires
and subtraction of the wire effect (see Chen et al., 2002) itself also gives rise to
problems in this setup. Again the size of the setup is the cause, the modelling
the magnetic field due to a current wire requires only the implementation of the
law of Biot-Savart. But for the current setup this requires the location of the
wire has to be known at (sub-) mm scale which gives rise to practical problems,
in mapping the location of the wire with (sub-) mm accuracy.
In the laboratory scale MERIT system a so-called ’difference measurement’
scheme therefore is implemented, in which shortly after each other two mea-
surements are conducted with only slight changes in the probe (i.e. water
saturation or introduction of a single conductivity anomaly in a homogeneous
column). In this way the effect of the wires can be canceled when both data
sets are subtracted from each other and only the effect of the changed param-
eters remain. This can also be applied in the case of the monitoring of flow
experiments, in which in two consecutive measurements only slight changes are
visible, if the time between both measurements is small enough to negate other
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σ[ Sm ]
Figure 4.10: Electrical conductivity distribution of the rod model
changes in the system.
4.6 Numerical Magnetic Fields Compared to Real
Data
Finally the developed magnetic field forward routine has to be tested against the
real data acquired with the MERIT system and vice versa. In this comparison
only the MMR component of the MERIT system will be taken into account.
The effect of the current wire will be eliminated by the use of so-called difference
measurements, which will also be modelled in order to obtain a clear comparison
between modelling and measurements.
4.6.1 The Conductive Rod Modelled
To test the measurement signal of a typical 2D structure a rod was modelled
with an electrical conductivity of 100 S/m located in a 0.01 S/m column (see
figure 4.10). The vertical extensions of the rod are the same as the column
itself. The three components of the magnetic field due to a homogeneous column
and the model described above were modelled and the difference between both
datasets was calculated (see figure 4.11).
As a current injection 100 mA was used in the large vertical dipole configuration
(see chapter 5). The clear anomalies present in the difference image show the
ability of the MMR data to obtain a response due to the conductive rod.
4.6. Numerical Magnetic Fields Compared to Real Data 48
relative
sensor
output
Figure 4.11: The modelled differences in the three components of the magnetic
field due to the insertion of the rod (relative values)
4.6.2 The Conductive Rod Measured
A similar configuration was measured, in which an aluminum rod (2.5 cm ra-
dius) was placed in a saturated sand column (with an electrical conductivity of
0.013 Sm). The measurement configuration used here was as similar as possible
to the modelled case. In order to compare both results, the measured data was
transformed as described in chapter 4. This way both datasets was transformed
to the same orthogonal coordinate system as the modelled data.
In general the comparison between the modelled data (see figure 4.11) and
measured data (see figure 4.12) fits very well, although the measured magnetic
fields are still rather noisy, and show a stripey pattern especially the z com-
ponent. Still several notes have to be made, first of all, the forward image
was calculated without any knowledge on the location of the sensitive magnetic
axes. Therefore the sensitive axes were taken as Cartesian coordinates directed
along the sensor chips. Secondly the measured data are presented in mV sensor
output, implying that the amplitude of both signals cannot be compared, only
the shape of the anomalies is of relevance. The data is therefore presented as
relative values, each component weighted by the maximum absolute value of
each component. The two measured datasets used to build the difference image
were weighted with the injected current used at each measurement. This is
done to limit the effect of changes in the injection current due to changes in
for instance the contact resistance of the electrode between measurements, or
temperature effects on the electrical conductivity.
An additional note on the noise present in the measured data has to be made.
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Figure 4.12: The difference measurements for all three magnetic components,
due to the introduction of an alumunium rod (relative values)
Decrease of the noise present in measured data can be obtained by increasing the
current strength used, in the current set up the maximum current strength lies
between 12 and 13 mA, depending on the electrical conductivity of the medium.
For normal ERT measurements this value is sufficient if the values for a field
scale ERT survey are down-scaled to the column size. MMR measurements
on the other hand can still benefit from larger current strengths by increase of
the signal to noise ratio in comparison to ERT. The only limiting factor is the
magnetic field due to the current in the injection wires, this is obviously limited
to the dynamic range of the sensors. In addition more powerful microcontrollers
will be able to measure at a higher sampling rate, therefore increase the signal
to noise ratio by stacking more responses.
Chapter 5
Optimisation and Resolution
of the MERIT System
The optimisation of a system in terms of measurement efficiency and speed is
an important aspect of the design of any measurement system. The best choice
for sensor location and, in the case of MERIT, current injection electrodes can
lead to a better understanding of the studied volume and saves time, effort and
money.
A useful tool in understanding the behaviour of a system of linear equations
is the study of the so-called Jacobian, or sensitivity matrix of the system, by
means of singular value decomposition (see Lanczos, 1961). In this chapter
a detailed study of the Jacobian of several MERIT datasets will be shown,
leading to conclusions about the most favourable measurement configurations
in terms of amount of information contained in the data. Closely related to
the determination of the amount of information obtainable in a measurement is
the resolution of a dataset. Therefore the difference in resolution of ERT, pure
MMR and MERIT datasets will be shown, proving the increase in resolution of
a MERIT datasets when compared to either measurement technique as a stand
alone.
5.1 Background Mathematics
The following section will deal with the background mathematics used to char-
acterise the importance of different measurement locations. This information
will then be used to select the current injection pattern containing the most
information. Closely related to the mathematical technique used to distinguish
between important and non-important data points is the determination of the
resolution of the system.
At first the basics of singular value decomposition (SVD) will be laid down,
since SVD is used as basis of both techniques. SVD will be implemented on the
so-called Jacobian, or sensitivity matrix, which will lead to the desired charac-
terisation of information and resolution. The second part of this section will
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show the application of both techniques on the MERIT system, and conclusion
on the (in terms of information density and resolution) most optimum measure-
ment configuration. In addition comments on the inherent non-uniqueness of
geophysical inversion and the increase in resolution obtained in MERIT mea-
surements in comparison to ERT or MMR will be made.
5.1.1 Singular Value Decomposition
Solving a set of linear differential equations, will eventually lead to the task of
obtaining an inverse of a typical matrix A (with n rows and m columns). For
ill-posed problems (where the rank of the matrix A < n) difficulties occur due
to singular behaviour (or behaviour very close to singularity) of the matrix.
An important tool to understand this behaviour, for any given square matrix,
is to obtain information on its eigenvalues. Unfortunately most matrices are
non-square matrices, therefore the matrix has to be decomposed into its sin-
gular values, in order to understand its behaviour. Lanczos, 1961 described an
effective way to decompose any non-square (n×m) matrix into three different
matrices. Two of these matrices are square orthonormal 1 matrices, the third
one is a non square diagonal matrix. Starting with the non-square system of
equations:
A −→x = −→y
n×m m n
matrix rows rows
(5.1)
We now can expand the vectors −→x and −→y in a combination of two orthonor-
mal sets of n eigenvectors
−→
vˆ
n
and
−→
uˆ
n
, with a n number of eigenvalues λn
respectively.
Since A is not a square matrix, these two sets of eigenvectors are not the eigen-
vectors of matrix A. These eigenvectors are related to the matrix A in the
following way:
A
−→
vˆ
n
= λn
−→
uˆ
n
and AT
−→
uˆ
n
= λn
−→
vˆ
n
(5.2)
It can be easily seen that the vectors
−→
vˆ are the eigenvectors of the matrix
productAAT and
−→
uˆ the eigenvectors of ATA. The square matrices AAT and
ATA share the same eigenvalues λ2n. Equation (5.1) can thus be rewritten into:
A−→x = Σpn=1λn
−→
uˆ
(n)
(
−→
vˆ n · −→x ) (5.3)
where p depicts the number of non-zero eigenvalues, since zero eigenvalues evi-
dently play no further role in the system of equations. The vectors
−→
vˆ and
−→
uˆ
can be written as columns of matrices V and U respectively. These matrices
V and U span the basis of the vector space for −→x and −→y (as in equation 5.1)
since the eigenvectors are orthonormal. Due to the fact that zero eigenvalues
1For a typical orthonormal matrix M the following equations hold: MMT = MTM =
MM
−1 = M−1M = I, where I is the identity matrix.
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are present, these matrices V and U can additionally be split into Vp, V0 and
Up, U0. Matrix A can therefore be written as:
A = ( Up U0 )
(
Σp 0
0 0
)(
VTp
VT0
)
(5.4)
Where Up and Vp corresponds to the nonzero eigenvalues , and U0, V0 to the
zero eigenvalues. The matrix Σ is a diagonal matrix with the square root of
the eigenvalues values of AAT.
Σp =


λ1 0 0 . . . 0
0 λ2 . . . 0
0 0 λ3 . . . 0
...
...
...
. . .
...
0 0 0 . . . λp


(5.5)
Since the matrices U0 and V0 correspond to the elements of matrices U and V
which are multiplied with the zero eigenvalues, no contribution of these elements
is present in the system of equations (see Snieder and Trampert, -):
UT0A = 0 and AV0 = 0 (5.6)
The matrix U0 therefore is known as the data null-space: any component in
the data vector (−→y ) contained in the subspace U0 cannot be explained by any
model. In a similar way the matrix V0 is the model null-space, model elements
of −→x located in this space cannot be resolved by the set of data. The existence of
these null- spaces is the reason for the non-uniqueness in any inversion scheme.
Matrices U and V therefore contain information on the behaviour of the matrix
A in each different space, and can be used to determine the resolution (model
space) and optimal sensor location (data space). A geometrical interpretation
of the matrices U,V and their relation to matrix A is given in figure 5.1.
Figure 5.1: Visual interpretation of singular value decomposition, show-
ing the effect of transforming x resp. y from one space to another (after
Snieder and Trampert, -.
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Starting with a vector −→x on which the linear operator A acts to transform the
model vector −→x to the data vector −→y with the use of equation 5.4. For visualisa-
tion purposes we limit ourselves to a three dimensional space, two eigenvectors
span the Up plane and one eigenvector builds the U0 axis. This vector −→y is
split therefore into two parts, one lying in the Up plane and the other compo-
nent on the U0 axis, perpendicular to the Up plane. Returning to the model
space, the inverse operatorA−1 has to act on the vector −→y and we obtain a vec-
tor −→x again, only without the information contained in the blind spots of U0.
We therefore only have an estimate of −→x (denoted as −→xp), generated only by
the non-zero eigenvalues, indirectly proving the ground for the non-uniqueness
problem of inversion. When the data vector −→y is used as starting point, similar
conclusion can be made as in the case of the model vector, components of the
data vector that lie on the U0 axis cannot be explained by any model.
When only non-zero eigenvalues are in existence in matrix A (i.e. U0 = V0 = ∅
) , only one unique solution of the inverse calculation is given and the real vec-
tors −→x and −→y can be recovered, depending on starting space, and operation
(A or A−1).
After expansion of −→x and −→y in the vectors
−→
vˆ and
−→
uˆ without the use of the
zero valued eigenvalues, the following non- square system of equations can be
formulated for the solution of equation 5.3:
−→x = VpΣ
−1
p U
T
p
−→y (5.7)
where
Σ−1p =


1
λ1
0 0 . . . 0
0 1λ2 . . . 0
0 0 1λ3 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1λp


(5.8)
Note that for small eigenvalues (λn) variations in the dataset −→y , due to noise
or measurement errors, are exaggerated. This will lead to additional difficulties
in solving the system of equations. Therefore only a subset of all available
eigenvalues is used, including only eigenvalues larger than a certain threshold
value. This step also reduces the CPU time necessary to obtain a solution for
the system of equations.
5.1.2 Jacobian Calculation
The Jacobian (J), or sensitivity matrix, describes the system (denoted by the
operator A) in terms of partial derivatives of the measurement datasets to each
different model parameter (xi), where i is the number of model parameters. It
therefore can be used to gain insight in the response of the system to changes
in the model.
Ji,j =
∂Aj
∂xi
(5.9)
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In simple cases the Jacobian can be obtained analytically with the use of equa-
tion (5.9), but in many cases a numerical scheme must be chosen. In order to
numerically evaluate the Jacobian a difference scheme can be used to obtain
the partial derivative.
∂A
∂xi
= lim
∆x→0
A(xi +∆x)−A(xi)
∆x
(5.10)
In the case of MERIT the Jacobian describes the magnetic field and electrical
potential response due to small changes in the electrical conductivity and can
be calculated for several current injection patterns. These Jacobians will later
be used to obtain information on the optimum measurement configuration and
the resolution of the system.
After obtaining the Jacobian by implementation of equation 5.10 the matrix
can than be decomposed in the following way (see 5.4)
J = (Up,U0)
(
Σp 0
0 0
)(
Vp
V0
)
(5.11)
Following basic matrix algebra, the inverse of J can now be defined as:
J−1 = (Vp,V0)
(
Σ−1p 0
0 0
)(
Up
U0
)
, (5.12)
In the calculations for this chapter the Jacobian is calculated with a ∆x of 10 %,
further information on the parameterization of the model itself is discussed in
Chapter 2).
5.1.3 The Effective Independence Distribution Matrix
The effective independence distribution (Kammer, 1991) is a measure for the
behaviour of the system in the model space. The calculation of the effective
independence distribution shown here first follows an alternative approach in
comparison to Kammer, 1991, and will later be linked to his definitions.
A typical linear system of equations can be written as (compare to 5.1):
−→y = A−→x (5.13)
In the case of magnetic and electrical problems however, the system of equations
is not linear, therefore a linearized approximation of the problem will be used
(see Tillmann et al., 2003) in the following sections. Assuming the inverse of
A exists (i.e. A square matrix) , an estimate of −→x , depicted by −−→xest, can be
calculated according to:
−−→xest = A
−1−→y (5.14)
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If this estimate model vector is inserted into equation 5.13 , an estimate data
vector −→yest is calculated, establishing a connection between the forward operator
and the data vector.
−→yest = A−−→xest
= AA−1−→y (5.15)
If instead of any typical forward operator A, the Jacobian J is inserted, the
influence of the Jacobian on the data vector can be described. This matrix
product JJ−1 is known as the effective independence matrix. Unfortunately,
the inverse of the Jacobian can often not be calculated since J is not square.
If singular value decomposition is used (by implementing equation 5.7) this
problem can be averted (by inserting equation 5.12 for the inverse of J) and
equation 5.15 can be written as:
−→yest = JJ
−1−→y
= UΣVT
(
UΣVT
)−1−→y (5.16)
By removal of the null spaces of matrices U and V the inverse of J becomes a
square form and the introduction of a singular value threshold eliminates pos-
sible singular behaviour due to the determinant of J.
The effective independence was first introduced by Kammer, 1991 (and later
adapted by Poston, 1998), who originally conceived the method for location of
on-board monitoring sensors on large space craft. The effective independence
distribution matrix (or E ≡ JJ−1) relates the contribution of each measure-
ment to each different eigenvalue of the dataset.
Kammer, 1991 derived the effective independence distribution matrix in an
alternative way, by forming the product JTJ and stating that:
E = JΨλ−1ΨTJT (5.17)
WhereΨ is a matrix containing all the eigenvectors of JTJ and λ the eigenvalues
corresponding to these eigenvectors. Since JTJ is a square positive definite and
symmetric matrix its eigenvalues are real and positive, and its eigenvectors
orthonormal, thus:
ΨTJTJΨ = λ and ΨTΨ = I, (5.18)
Inserting λ as defined by equation 5.18 in equation 5.17 the independence dis-
tribution matrix can be written as:
E = J
(
JTJ
)−1
JT. (5.19)
The diagonal of this matrix is known as the effective independence distribution
vector (or EID ≡ diag (E), see Kammer, 1991), and sums the contribution of
each measurement location to each eigenvalue of JTJ. This way a quantitative
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image of the importance (in terms of contribution to the eigenvalues of the
system of equation) of measurement locations can be obtained. This can be used
to first of all determine which measurement locations are redundant, and which
are indispensable. In addition this information can be used to compare different
measurement strategies in terms of importance. In the case of the MERIT
system, one can build a Jacobian for several current injection patterns, and
calculate the EID values of all measurement locations for each injection. The
current injection with the largest amount of information at a given measurement
location can thus be seen as the most preferable current injection.
5.1.4 Adaptations and Assumptions in EID Calculation
Since equation (5.19) is numerically not very stable, and very CPU demanding,
several assumptions were made to facilitate the use of large sensitivity matrices
in a reasonable amount of time. By application of the orthogonality relations
of the SVD matrices one can write:
if: J = UΣVT
then E = J
[
JTJ
]−1
JT
= (UΣVT)
[
(UΣVT)TUΣVT
]−1
(UΣVT)T
= (UΣVT)
[
VΣUTUΣVT
]−1
(UΣVT)T
= (UΣVT)
[
VΣΣVT
]−1
(UΣVT)T
= UΣVTV
[
Σ2
]−1
VT(UΣVT)T
= UΣ
[
Σ2
]−1
ΣUT.
(5.20)
Where Σ2 denotes a diagonal matrix with the square of all elements of Σ on
its diagonal. If the problem is well posed, matrix Σ only contains non-zero
eigenvalues, in which case the Σ(Σ2)−1Σ term reduces to the identity matrix
I , and UUT also (due to orthogonality). In other words, each measurement
point contributes the same to the eigenvalues and each diagonal element of E
becomes a value of 1. In the case of an ill-posed problem, this is not the case,
and both matrices Σ and U need to be split into subsets, dividing the non-zero
eigenvalues from the zero eigenvalues (see equation 5.8). Equation 5.20 can
than be expanded by an additional term:
E = UΣ
[
Σ2
]−1
ΣUT
=
(
Up
U0
)(
Σp 0
0 0
)[
Σ2p 0
0 0
]−1 (
Σp 0
0 0
)(
Up
U0
)T
= UpU
T
p
(5.21)
Note that expanding matrices U and Σ at this point (and thus leaving matrix
V in one piece) into the two subsets by taking the non-zero eigenvalues into ac-
count does not violate any mathematical rules. The productVTV = VTpVp ≡ I
in contrast to the product UUT 6= UpU
T
p .
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In order to calculate the EID with 4 matrix multiplications and an inverse,
only a decomposition in SVD and one matrix multiplication also is sufficient ,
only the diagonal matrix Σ needs to be inverted, and multiplied with V and
VT. This leads to a relative faster and more stable EID routine when J first is
decomposed in its singular values. The EID will give rise to values in the [0,1]
domain, depicting unimportant elements of the data vector (i.e. a small or no
contribution to the eigenvalues) with 0 and important data points with 1.
The same expression for E, and thus the EID, can be obtained if equation 5.16
is inserted in equation 5.20, proving the similarities between E as derived by
Kammer and from basic inversion considerations as presented in the first past
of the subsection.
5.1.5 Resolution Calculation
The resolution of the system can be calculated in a similar way as the effective
information density (see Tillmann et al., 2003), by studying the behaviour of
the system in the model space. The model vector (−→x ) first is transformed to
the data space by an operator A and subsequently transformed back into model
space (by multiplication with the inverse operator A−1). This way the effect
of the loss of resolution due to the model null space can be studied, and only
an estimate of the original vector is returned (as depicted in figure 5.1). When
singular value decomposition is used to obtain a solution for the inverse problem
and the orthogonal behaviour of the matrix U is used we obtain:
−→y = A−→x (5.22)
−−→xest = A
−1−→y = A−1A−→x
= VΣ−1UTUΣVT−→x
= VVT−→x
(5.23)
The estimated model vector (−−→xest) can be obtained by multiplication of the
real model (−→x ) by the matrix product VVT. If J does not exhibit non-unique
behaviour, i.e. the matrix Vp = V, it follows from the orthogonality rela-
tions of V in equation 5.23, that VVT = I, and the rank of VVT is equal
to the number unknown model parameters. This means all parameters can be
uniquely resolved, exactly what a unique matrix J describes, the matrix VVT
is is known as the resolution matrix. The diagonal VVT (known as the resolu-
tion vector, or RES) illuminates the model parameters which can be resolved,
and hides the ones which are non-solvable by assigning a value between [0 (non-
resolvable) ,1 (resolvable)] to each model parameter (see also Wiggins, 1972 and
Sen and Stoffa, 1995).
Note the similarity between the resolution and the effective independence, both
parameters are derived using similar arguments, although in different space (i.e.
data and model space).
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5.1.6 The Singular Value Threshold
In a typical MERIT dataset, the number of measurements is much larger than
the number of model parameters. Unfortunately the non-uniqueness of any
magnetic or electrical problem will cause the matrix Σ to have a deficit rank:
Σ =
[
Σp 0
0 0
]
. (5.24)
This over-determined system of equations will give rise to EID and RES matri-
ces very close to I. Omitting the zero eigenvalues of the matrix Σ will not affect
the matrix V, since the reduction only affects the rows of Σ. The matrix U
on the other hand is greatly affected, by reduction of the rows of Σ, it will lose
the same amount of columns. This will change the EID matrix considerably,
and its form will no longer be close to I. This effect allows the existence of
the EID vector in the first place and allows to discern between important and
non-important elements of the data vector.
The matrix Σp consist of all eigenvalues, even the ones which are very small,
these small eigenvalues will give rise to problems in real measurements. The
small eigenvalues, will exaggerate effects of noise in the system of equations (as
described in section 5.1.1). Introduction of a singular value threshold will limit
the exaggeration effects considerable. Therefore the equations used to calculate
the EID and RES vectors of the system actually has the form:
EID = diag(UΣ−1t ΣtUT)
RES = diag(VΣ−1t ΣtVT)
(5.25)
where t is a chosen threshold value. The fact that the very small singular values
are omitted (in the following calculation the cut-off threshold was fixed at 15000
th
of the maximum singular value) of course reduces the amount of information
available in the data.
In actual measurements this threshold is much to low, it causes errors in the
measurement to be blown up to gigantic proportions in comparison to the very
small eigenvalues containing the desired information. For numerical modeling,
where the only error introduced is the machine (or SVD algorithm) precision
this threshold may work, normally a threshold of 11000 or even larger (if the
data is very unreliable due to noise effects) is chosen. Figure 5.2 shows a
typical eigenvalue spectrum, and the effect of the introduction of a singular
value threshold, with a 11000 threshold, more than half of the eigenvalues are
omitted, thus diminishing the information contained in the system of equations.
For the calculations a threshold of 15000 was therefore used, containing at least
half of all eigenvalues available, this effect is of course highly dependable on the
structure of the eigenvalue spectrum, and thus of the problem to be solved.
5.2 The Optimal Measurement Configuration
The application of the EID routines (see equation 5.21) leads to an image of the
importance of all data points present in the dataset. This information can be
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Figure 5.2: A typical Eigenvalue spectrum of a MERIT dataset, and two
possible eigenvalue threshold values.
used to discriminate important measurements from unimportant ones, and thus
to increase the speed of a measurement by reducing the amount of measure-
ments to the ones which contribute heavily to the eigenvalues of the Jacobian.
Alternatively, if the Jacobian consists of several different current injection pat-
terns, the EID can be used to determine which data vector from one current
injection contains the most information, and thus which current injection pat-
tern has to be preferred in terms of information content.
The measurement system designed for the MERIT system (see chapter 3) leads
to some limitations on the electrode and magnetic field sensor locations. The
electrodes used in this system are located on three horizontal planes, each with
5 electrodes evenly spread along the column casing. The magnetic field sensors
are located on a vertically moving scanning torus system with 24 modules,
evenly spaced along the torus. Each sensor module is located 5 cm from the
column casing and measures the three components of the magnetic field. The
numerical models used to obtain the optimal measurement configuration will
reflect both hardware criteria (see figure 5.3).
The three planes of 5 electrodes lead to 105 possible current injection patterns,
and potential difference measurements. Here two subsets will be studied, the
horizontal dipole2 (containing 10 possible dipoles per plane) and the vertical
dipole (with 15 possible dipoles) subsets. No combination of both subsets (i.e.
across the column) will be studied.
5.2.1 Horizontal Current Injection Scenarios
The horizontal current injection dipoles are most often used in the study of
the electrical properties of core samples. In order to limit the dataset used to
calculate the Jacobian and the further EID processing, not the complete finite
2Strictly speaking the current injection dipole is a bipole, the electrode spacing is to coarse
for a true dipole. During the rest of this thesis, however, the term dipole will be used in order
to emphasize the method MERIT (i.e. the addition of the magnetic field measurements to
traditional resistivity measurements) and use normal resistivity survey terminology.
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Figure 5.3: Current electrode distribution and numerical model used for res-
olution calculation, a) side view, b) top view.
element grid was used in the Jacobian calculation. A zone of interest was de-
fined, containing the 7 middle layers of the modelled column, and the Jacobian
was only calculated with perturbations of the model in this zone. For all further
processing steps the complete column was used, only the Jacobian was limited
to the zone of interest. The data itself will consist of 24 measurements of the
3 components of the magnetic field on a single vertical plane (in a circular lay-
out). In addition the electrical potential will be modelled at 48 points along
the column, and both measurements will be modelled at 44 vertical planes.
The dimensions of the model used were similar to the actual measurement col-
umn (0.1 m radius and 0.4 m height), the magnetic field data were calculated
for sensors at a distance of 5 cm from the casing. Since the whole system has
a cylindrical layout, dipole lengths in the horizontal plane will be depicted in
degrees instead of the usual distance.
Since five electrodes are available per plane no injection dipole straight through
the column can be made (i.e. 180 degrees between C1 and C2), therefore a
dipole length of 144 degrees was used in the first investigations. In this scenario
three different dipoles are possible, each at a different injection plane. The
data is presented as folded out cylinder mantles, similar to the magnetic fields
presented in chapter 4 (see figures 4.11 and 4.12). The ERT data is presented
in a similar way as the magnetic field data (i.e. pure electrical potential values
at the cylinder mantle), and thus not similar to traditional ERT data, in which
only electrical dipoles can be measured.
During the rest of the thesis the data will be presented in this way.
From figure 5.4 one can easily see the huge importance of the ERT3 dataset
3Note that these ERT values are pure electrical potentials and not the electrical potential
differences as used in a typical ERT survey
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Figure 5.4: EID results, horizontal current injection, figures a),b) and c)
denote the EID values for the x,y and z component of the magnetic field, figure
d) the EID values for the electrical potential data
when compared to the MMR data, where the ERT data have values close to 1
(i.e. the red colours), the magnetic field data does not have EID values much
higher than 0.15 (depicted as bluish pixels). For comparison reason both the
ERT dataset and the MMR data set in the Jacobian where weighted with their
maximum value, to limit the effect of the huge difference in magnitude of the
signal (V in the case of the ERT data versus nT in the MMR data). This
difference affects the eigenvalues of the Jacobian of a MERIT dataset, the large
values of the electrical part produce larger eigenvalues and thus bias the eigen-
value cutoff (and the EID calculation) to the ERT data. Figure 5.5 shows all
EID values at the cylinder mantle are plotted as a curve, the three magnetic
field components at first (in blue), the electrical potential data behind (in red).
Here the difference in importance is even more clear.
This could lead to the conclusion that ERT data contains practically all in-
formation in comparison to MMR data, and the addition of MMR data will
only lead to a minimal increase in information. Which is true for this modelled
geometry, however, one has to keep in mind that these ERT data are not data
which practically can be obtained by traditional ERT techniques. It consists
of a data set of electrical potential data which a large sampling density: 48
measurements on a circle with a circumference of only 0.628 m and each 0.01
m a measurement plane along a height of 0.44 m. This way the small cylin-
der is equipped with 2112 electrodes, a number which is not practically useful.
This large number of electrical potential measurements is chosen in order to be
able to compare the magnetic field and electrical field data on the level of the
magnetic data, i.e. to treat both data types as obtained in a similar fashion.
This way both dataset are treated as pure measured values, which is true for
the magnetic field, but the electrical potential is only measured as potential
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Figure 5.5: EID values for a horizontal current injection, included are data
for both electrical potential and magnetic field data.
difference between two electrodes.
In the case of the real column on 13 electrodes are available (15 - 2 for current
injection), this will lead to such a small amount of electrical data in comparison
to the magnetic dataset that the comparison would be erroneous due to differ-
ences in dataset size. Limiting the magnetic field data to the level of the ERT
data would have caused problems due to the under-determined nature of such
a problem (i.e. number of measurements vs. number of model parameters).
Since the main focus of the thesis lies on the magnetic field measurements, the
first option was chosen.
Figure 5.6: EID calculations, top ring horizontal current injection, figures
a),b) and c) denote the EID values for the x,y and z component of the magnetic
field.
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If a closer look of the MMR data is taken (and the EID values are calculated
without the addition of the ERT data), figure 5.6 can be obtained. The impor-
tant data points are biased towards the top of the column, due to the location
of the electrodes in the top part. The x component does worst in terms of infor-
mation, but only slightly worse than the y-component. The z-component data
clearly has the largest amount of information about the electric conductivity
distribution.
Data points in the lower part of the column do not contribute much since due
to the current injection configuration the current will be concentrated in the
top part, and so does the magnetic field. When the horizontal injection dipole
is lowered to the middle electrode ring, an unwanted effect occurs (see figure
5.7).
Figure 5.7: EID calculations, middle ring horizontal dipole current injection,
figures a),b) and c) denote the EID values for the x,y and z component of the
magnetic field.
The area in the close vicinity of the electrodes is deemed important, unfortu-
nately the area around the electrodes is not modelled correctly (see chapter 2).
In close vicinity of the electrodes the difference between numerical and analyti-
cal solution of the electric potential and magnetic field is largest (about 0.4 %).
This causes an additional error in the reconstruction (on top of ’normal’ errors
like noise). The most important measurement locations are thus modeled less
accurate, making this data set unusable in our applications.
Returning to the top electrode ring, the EID values of a smaller dipole (72
degrees dipole length, see figure 5.8). and a larger dipole (216 degrees) were
also calculated (see figure 5.9).
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Figure 5.8: EID values for a 72 degrees horizontal dipole current injection,
figures a),b) and c) denote the EID values for the x,y and z component of the
magnetic field.
Figure 5.9: EID values for a 216 degrees horizontal dipole current injection,
figures a),b) and c) denote the EID values for the x,y and z component of the
magnetic field.
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The 72 degrees current injection brings similar problems as the middle current
injection (see figure 5.7), the most important measurements are located in close
proximity to the electrodes , where the numerical modeling has the largest de-
viation from the analytical solution. The difference between the 216 degrees
dipole and the 144 degrees is practically not present, since the minimum dis-
tance from electrode to electrode is in both cases 144 degrees (clock wise for
the 144 degree dipole, anti-clockwise for the 216 degrees).
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5.2.2 Vertical Current Injection Scenarios
The subset vertical dipoles is divided into two parts (see figure 5.3), the so-
called large dipoles (with C1 located at the bottom row and C2 at the top) and
the small dipoles (C1 at the top, C2 the at middle or C1 at the the middle and
C2 at the bottom). At first a typical large dipole scenario will be studied and
the comparison between the ERT data and MMR data will be made:
Figure 5.10: EID values for a vertical current injection, located at 0 degrees.
figures a),b) and c) denote the EID values for the x,y and z component of the
magnetic field, figure d) the EID values for the electrical potential data
Figure 5.11: EID values vertical current injection, located at 0 degrees. Both
electrical potential and magnetic field data are presented.
Similar as in the case of the horizontal dipoles (see 5.4), the ERT data contains
the most important measurements (again the ERT data are located in the latter
part of the data vector as shown in figure 5.11). But as discussed in the previous
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section these results can only be obtained in modelling and not in a practical
experiment. When only the magnetic data is used in the EID calculation (see
figure 5.12) the decrease in importance of the z-component in ,comparison to
the y-component, becomes even more apparent (in comparison to figure 5.6).
Figure 5.12: EID calculations, single vertical current injection, 0 degrees,
figures a),b) and c) denote the EID values for the x,y and z component of the
magnetic field.
Due to the different sensitivity behaviour of a large dipole scenario the area
around the electrodes is deemed less important than in the horizontal dipole
scenarios. Also the shape of important zones the are more biased toward the
vertical direction.
Keeping in mind the measurement system layout with a limited number of sen-
sors in the horizontal plane, and a very good positioning accuracy of the vertical
moving belt, leads to a preference of the vertical scenarios over horizontal ones.
Small dipole scenarios come in two kinds, a top (top and middle electrodes)
and a bottom type (middle and bottom electrodes). Both show (see figures 5.14
and 5.13) the expected bias in importance to the top and bottom part of the
measurement locations respectively. But due to the fact that a homogeneous
model is used no real difference between both scenarios exists, as was to be
expected.
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Figure 5.13: EID results vertical current injection, top electrodes, figures a),b)
and c) denote the EID values for the x,y and z component of the magnetic field.
Figure 5.14: EID results vertical current injection, bottom electrodes, figures
a),b) and c) denote the EID values for the x,y and z component of the magnetic
field.
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5.2.3 Concluding Remarks on the Optimum Configuration
Comparison between the two different current injection scenarios can be made
by looking at the EID values itself. When both a horizontal dipole scenario and
a vertical dipole scenario are used in the EID calculation, a choice can be made
on the importance of data obtained in both data sets. Figure 5.15 therefore
shows the EID values of 3 datasets, one joint set with both horizontal (middle
electrode ring) and large vertical dipole measurements, and the EID values of
both data sets calculated separately. Only the magnetic field data is used, and
all components of the magnetic field are included.
Figure 5.15: EID values for comparison between horizontal and vertical dipole
data sets
At first the difference in amplitude of the values between the joint and the single
data sets is apparent, this can be explained by the increase in data points, the
more data points are available the larger the subset of important data points
becomes. This causes the absolute EID value of individual points to decrease,
and leads to an apparent decrease. The horizontal data subset of the joint
data set shows an increased lowering of the EID values, in comparison with the
vertical data subset. This indicates that in a direct comparison the horizontal
data subset is less important for reconstruction purposes than the vertical data
subset.
A comparison between large and small vertical dipoles leads to an expected
conclusion (see figure 5.16). Similar as in a traditional DC resistivity sounding
survey, the current density distribution in the small dipole scenario tends to be
more concentrated than the large dipole. This concentration of current gives
rise to a limited amount of information on the electrical conductivity. The over-
all information contained in the large dipole is larger than in the small dipole,
although the difference is less pronounced as in the comparison between vertical
and horizontal dipoles.
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Figure 5.16: EID values for comparison between small and large vertical
dipole data sets
The final conclusion on the type of current injection pattern was additionally
influenced by the numerical approximations made in the forward algorithms.
When the difference between the numerical and analytical solution for a typical,
in this case horizontal, current injection is studied (see chapter 2), the relative
large error in the vicinity of the electrodes is apparent. Therefore the vertical
dipole injections will be preferred above the horizontal injections. In the verti-
cal dataset the areas around both electrodes is deemed non-important, whereas
the horizontal datasets depends more heavily on the data in the vicinity of the
electrodes. When the numerical solution is less accurate in this area, additional
errors will be introduced, which can be avoided by choosing the current injec-
tion of more favourable scenarios.
Both arguments combined lead to the conclusion that the MERIT system will
mainly use vertical dipole current injections instead of horizontal scenarios. The
effect of this conclusion on the resolution of the whole system will be discussed
in the following section.
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5.3 Resolution of the MERIT System
In this section the resolution of the MERIT system will be discussed (see Till-
mann et al., 2003 and Sen and Stoffa, 1995), and compared to those of tradi-
tional ERT and MMR datasets. Since the large vertical dipole scenario gives
rise to less error and contains more information (as described in the previous
section) mainly large vertical current injection patterns will be studied. The
horizontal dipole will only be included as reference and only for a homogeneous
model. In order to compare both datasets both datasets will consist of data
from the same amount of measurement locations (i.e. 24 ERT measurement po-
sitions4 located at the surface of the column per vertical level, and 24 magnetic
field sensor positions located 5 cm away from the column mantle per vertical
level). In total the length of the column is divided into 40 height levels. This
will not be the case in the actual MERIT measurement setup where only a
limited number of electrodes will be used (see chapter 3). As current injection
electrodes only the 15 available electrode locations will be used.
Three different models will be used to determine the resolution vector (by cal-
culation of the diagonal of the resolution matrix, see equation 5.23), a homoge-
neous column and the so-called resistive and conductive shielding model. The
Jacobians themselves will consist of only a single plane of perturbed elements
in order to leave the CPU time needed for the calculation in acceptable levels.
5.3.1 Resolution of Homogeneous Scenarios
The first model to be studied is a homogeneous column (σ(r) = 0.1 Sm) as de-
picted in figure 5.3. As current injection both the horizontal (with a dipole
length of 144 degrees) and a large vertical dipole will be modelled. The hor-
izontal current injection is located at the middle of the column height (as is
the perturbed plane), the large vertical dipole (between the top and bottom
electrode) at 0 degrees. Results of the resolution calculations (depicted as RES
values) will be presented as cut-through of the column, showing the resolving
capabilities for each model parameter present in the Jacobian.
4Again pure electrical potentials will be used in contrast of the electrical potential differ-
ence.
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Figure 5.17: Homogeneous column scenario, horizontal current injection, 144
degrees , middle electrode ring, a) resolution of the MMR dataset, b) resolution
of the ERT dataset, c) resolution of the MERIT dataset , d) difference in
resolution between the MERIT and the ERT dataset
The additional value of the magnetic field in the horizontal dipole dataset (figure
5.17) is not that apparent as in the vertical dipole dataset (figure 5.18, which
reinforces the results of the EID calculation. The differences in resolution are
more striking in the vertical dipole data (compare the light blue interior grid
cells of figure 5.18 c with 5.17 c), although also inherent in the horizontal data.
The increased ability of the MMR data set to resolve model parameters in the
interior of the column is very striking. The ERT data on the other hand, has a
much better (near to perfect) resolution for the outer rim of the column. The
MERIT dataset doesn’t show the solving capability of the interior as good as a
single MMR data set, but incorporates the near perfect resolution of the ERT
data. It still has a better resolution than the ERT data for the interior (as
visible in the difference between MERIT and ERT). The lack of resolution in
the inner part of the column lies in the singular values of the MMR data set,
which are rather small in comparison with the ERT data in this case. Due to
the singular value decomposition and the implementation of the singular value
threshold, most singular values present in the MERIT dataset are contributions
of the ERT data, and the MMR data is represented in a lesser degree.
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Figure 5.18: Homogeneous column scenario, vertical current injection, a)
resolution of the MMR dataset, b) resolution of the ERT dataset, c) resolution
of the MERIT dataset , d) resolution difference between the MERIT and the
ERT dataset
5.3.2 Resolution of the Resistive Shield Scenario
As mentioned before in the early 1970’s symmetry considerations made by Ed-
wards, 1974 and Seigel, 1974 pointed out the increased sensitivity of MMR data
to conductive or resistive shielded objects in comparison to tradition resistivity
data. In order to prove these statements by resolution calculation two shielding
models were constructed, in this section the resistive shielding model will be
studied (see also Tillmann et al., 2004 and Verweerd et al., 2004), in the next
a conductive shielding model will be presented.
The resistive shielding model consists of a background conductivity of 0.1 Sm
in which a resistive (0.001 Sm) body is located. Inside this body a smaller
conductive body is place with a conductivity of 1 Sm). A 100 mA current is
applied in both a 144 degree horizontal dipole and as a large vertical dipole.
Again similar effects as in the homogeneous model occur when horizontal cur-
rent injection and vertical current injection are compared, the main focus will
therefore lie on the vertical dataset (figure 5.21). The MMR data clearly shows
a higher resolution for the conductive layer than the ERT data, where only the
outer corners show some resolution. The ERT data on the other hand shows
a much better resolution for the outer rim of the column than the MMR data.
The MERIT dataset clearly takes the best of both worlds, the good resolution
of the outer elements combined with the good resolution of the inner conductive
layer. In comparison with figure 5.18 the singular values in this MERIT dataset
compromise a larger portion MMR data, hence the greater effect of the MMR
data (i.e. better resolution in the interior). The difference between contribu-
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Figure 5.19: Shielded model configuration, a) as side view, b) top view, the
different colours denote different electrical conductivities (see text for more
details).
tions of the MMR data set in figures 5.18 and 5.21 shows also the importance
of the choice of the singular value threshold.
Comparing the results for a horizontal and a vertical current injection dipole,
the increase in resolution for the vertical dipole scenario is very great in com-
parison to the horizontal dipole scenario. Not only does it show more resolution
in the outer layer, it even is able to obtain a much better resolution inside the
resistive shielding.
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Figure 5.20: Resistive shielding scenario, horizontal dipole, 144 degrees, a)
resolution of the MMR dataset, b) resolution of the ERT dataset, c) resolution
of the MERIT dataset , d) resolution difference between the MERIT and the
ERT dataset
RES
Values
Figure 5.21: Resistive shielding scenario, vertical dipole, a) resolution of the
MMR dataset, b) resolution of the ERT dataset, c) resolution of the MERIT
dataset , d) resolution difference between the MERIT and the ERT dataset
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5.3.3 Resolution of the Conductive Shield Scenario
The conductive shielding scenario is practically the opposite of the conductive
shielding, the background conductivity is kept at 0.1 Sm but this time the outer
layer of the body is conductive (σ = 1 Sm) and the inner body has the high elec-
trical resistivity of 0.001 Sm . Only a vertical dipole scenario will be shown, due
to the increased resolution differences between the MERIT and ERT datasets
in comparison to a horizontal scenario as shown in the conductive shielding
scenario (see figure 5.21).
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Figure 5.22: Conductive shielding scenario, vertical dipole a) resolution of
the MMR dataset, b) resolution of the ERT dataset, conductive scenario. c)
resolution of the MERIT dataset , d) resolution difference between the MERIT
and the ERT dataset
Again the similar advantages of the MMR dataset in comparison with the ERT
dataset are apparent as in the case of the conductive shielding scenario.This time
more striking for the conductive shield, the ERT dataset shows the outline of the
body, whereas the MMR data allows a near perfect resolution of the conductive
shield. Also the inner resistive body is slightly better resolved in the MERIT
data than in the ERT data set. Again the near perfect resolution of the ERT
data for the outer rim is well retained in the MERIT dataset.
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5.4 Under-determined Systems and Resolution Ma-
trix Rank
Not only the spatial distribution of the resolution matrix on the model space
gives information on the resolving capabilities of the system. The rank of the
resolution matrix depicts the number of resolvable parameters in the system.
This information can also be used to study the additional value of a MMR
dataset in conjunction with the conclusions made in the previous section. But
the problem can also be studied in a more general way: How does the number
of observations influence the resolution of the datasets ?
In this section a single large vertical current injection Jacobian (for a homoge-
neous column) will be used to study the effect of the number of data points on
the resolution. Also the singular value threshold will be discussed (as used in
equation 5.8), since that is the most important parameter behind the resolution
calculations.
5.4.1 MMR Datasets
When the amount of data points is taken into account which are obtained by
a three component magnetic field dataset, one can easily be fooled in believ-
ing the amount of data points is sufficient for a good resolution. If a model is
constructed in which a single plane in a cylindrical body is composed of 312
different grid cells. The magnetic field due to a current injection is then mea-
sured along the whole column at 31 different height level and sampled at each
level with 24 three component sensors. This leaves a Jacobian matrix with
the dimensions of 2232 × 312. Since this can be seen as a system of equa-
tions with 2232 equations to solve for 312 unknowns, in other words a highly
over-determined system.
Figure 5.23: Development of the rank of the resolution matrix of the to-
tal magnetic field data with increase of data points for a homogeneous and a
resistive shielding model
Figure 5.23 shows the development of the rank of the resolution matrix with
the increase of data points. As expected the rank of the resolution matrix in-
creases with the number of measurements, but both the homogeneous and the
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resistive shielding (see figure 5.17) reach a maximum and stay on that plane.
This shows the inability of the data to solve more parameters than a certain
level. Other information is needed to achieve a better resolution, again the non-
uniqueness of geophysical data inversion plays a large role. Further increase in
resolution can only be obtained by introduction of a priori data, other measured
parameters or mathematical constrains applied in inversion algorithms (types
of inversion schemes or regularisation parameters for instance). In a noise free
case (for instance in modelling) the choice of the singular value threshold (as
described in equation 5.7) can also lead to increase in resolution, but is limited
by the dimensions of the null space (expanding the singular value threshold to
the zero valued singular values does not bring additional resolution).
If the effect of the contribution of the three different magnetic field components
on the rank of the resolution matrix is studied (see figure 5.24 and table 5.1),
one observes the slightly larger rank of the y-component dataset when com-
pared to the x and z components. But the effect is minimal, leading to the
conclusion that all magnetic field components practically give the same amount
of information on the internal electrical conductivity.
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Figure 5.24: Resolution matrices of the three magnetic field components due
to a vertical current injection, a) x component, b) y component, c) z component,
and d) all three magnetic field components combined.
As was already shown in the resolution calculations, the rank of the resolution
matrix is highly dependable on the current injection pattern (see table 5.1). If
a horizontal current injection is used in stead of a vertical, the behaviour of the
system will be completely different. Also the internal conductivity distribution
has a huge impact on the resolving capabilities (see figure 5.23).
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rank rank rank
B(x) B(y) B(z)
horizontal 76 74 73
vertical 111 112 103
Table 5.1: Rank of the resolution matrices for the three components of the
magnetic field with two different current injection patterns
5.4.2 ERT Datasets
Similar conclusions can be drawn from an ERT data set concerning the resolving
capabilities (see figure 5.25). Although the overall number measurement points
in the Jacobian is less (the Jacobian consists of 1488 × 312 elements), the
actual number of resolvable parameters is higher than in the case of a pure
MMR dataset. The behaviour of the rank shows similar features as the previous
figures (see figure 5.23), after a certain number of measurements a plateau is
reached.
Figure 5.25: Dependency of the resolution matrix rank of a homogeneous
column on the number of data points for an ERT dataset
5.4.3 MERIT Datasets
Comparing both the MMR and the ERT data resolution increases with the
number of measurements to a MERIT dataset the increase in resolution be-
comes apparent. From the example models showed in the previous section (the
homogeneous column and the shielding scenario) the maximum rank of the res-
olution matrix was compared (see table 5.4.3). Each model scenario shows the
improved resolution of the MERIT dataset very clearly, similar to the spatial
distribution of the resolution (figures 5.18,5.21 and 5.22). These results also
provide proof of the considerations made by Edwards and Seigel. In the case
of a conductive shielding layer, ERT data quickly looses its resolution, whereas
MMR data will provide a relative good resolution.
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RES RES RES
rank rank rank
ERT MMR MERIT
homogeneous 153 166 192
column
resistive 181 140 202
shielding
conductive 138 181 211
shielding
Table 5.2: The rank of the resolution matrix of pure ERT, pure MMR and a
MERIT data set for several conductivity scenarios. As current injection a large
vertical dipole is used. The total number of model parameters used to calculate
RES is 312.
5.4.4 The singular value threshold revisited
In studying the results of the resolution calculation the effect of the singular
value threshold becomes apparent. The difference in contribution of the MMR
data to the MERIT data in figures 5.18 and 5.21, proved this very clearly. When
the resolution is calculated of a Jacobian consisting of two (or more) different
data sets, one should pay careful attention to the behaviour of the singular
values of each part of the Jacobian.
In order to obtain a justified resolution, the singular values should be in the
same dimension range, and even then differences in the rate of decline can
cause a difference in the contribution of singular values between the different
measurement types. If the singular values of the pure ERT and MMR data sets
are plotted together (see 5.4.4), this difference become clear:
Figure 5.26: Singular value spectra of the Jacobian of an ERT and a MMR
data set, calculated for the same model, homogeneous column, σ = 0.1 Sm .
Clearly in this case, weighting of the data does bring both curves at the same
level, but the difference in shape will add a larger contribution of ERT to the
MERIT data set than MMR data. A perfect solution for all cases can not be
found, since the dimension and shape of the singular values is depends on the
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model and the type of measurement. In this thesis both datasets were weighted,
such that the maximum eigenvalues were in the same order of magnitude. This
can be seen as a minimum invasion in the Jacobian, in order to be able to
treat both datasets at the same level of importance. An over-weighting of the
MMR data set, will push behaviour of the system of equations in the direction
of MMR data, as will an over-weighting of ERT data in the direction of pure
ERT.
5.4.5 Concluding Remarks on the Resolution
The implementation of a MMR dataset to an ERT dataset increase the resolving
capability greatly. In case of a shielding conductive or resistive layer the effect
is so large that features which are not resolved by ERT alone can be resolved by
a MERIT dataset. This supports the analytical work done by Edwards, 1974
and Seigel, 1974 and gives the basic justification for the application of MERIT
in mapping an electrical conductivity distribution.
The resolution matrix can also be used to determine the maximum of resolvable
parameters, and how many elements of the model space cannot be resolved due
to the fact that the compromise a highly dependent system of equation instead
of an independent one. It can be shown that addition of a MMR data set to
an ERT dataset limits the model space with several dimensions (the increase in
resolution matrix rank), and therefore reduces the non-uniqueness of the sys-
tem. This effect is increased if a vertical dipole dataset is used in comparison
to a horizontal dipole data set.
Most important aspect however is the wise choice of the singular value thresh-
old. This choice will at first affect how much information is taken into account
in calculation of the resolution, on the second hand it will influence the contri-
bution of the MMR data to the MERIT data set. This effect occurs due to the
difference in singular values of both data sets, after singular value decompo-
sition and implementation of the threshold only the larger singular values are
taken into account, without any prejudice for the source of the values; ERT or
MMR.
Chapter 6
Synthetic Data Inversion
This chapter will address the combined inversion of both electrical potential and
magnetic field data, in order to obtain an image of the electrical conductivity
distribution of the column. The rudimentary inversion scheme described in this
chapter is included as a proof of the concept for the MERIT system, and clearly
needs further development. Since the forward operator is non-linear and shows
singular behaviour, direct inversion of the data is not possible, an iterative
inversion scheme needs to be implemented. Statistical inversion algorithms
(for instance Simulated Annealing or Monte Carlo schemes) are very CPU-time
demanding. Instead a Quasi-Newton algorithm is chosen in which a Broyden
Jacobian update is used. The algorithm is tested by implementation of simple
synthetic model data.
6.1 The Quasi-Newton Inversion Algorithm
In the inversion of 2D-resistivity surveys the use of a Gauss-Newton or Quasi-
Newton (or a combination of both) is widely spread (see e.g. Loke and Barker, 1994,
Loke and Dahlin, 1996, and Chambers et al., 2004). In this study the inversion
will be limited to the case of 2D electrical conductivity distributions due to the
large computing time associated with real 3D Jacobians for a high resolution
finite element grid. The 3D forward algorithm developed for MERIT (see Till-
mann et al., 2003) will be implemented in the inversion routine. Therefore an in
z-direction constant electrical conductivity distribution is assumed in a column
with 48 grid cells in both x and y direction (leaving due to the cylindrical shape
of the column 312 grid cells with unknown electrical conductivities, all other
grid cell represent free space, and have a known electrical conductivity of 0).
Inversion schemes are used to determine a model vector −→x which explains the
data vector −→y sufficiently (see equation 5.1), without the need to calculate the
inverse of the forward modelling operator A directly:
−→x = A−1−→y (6.1)
In most cases the inverse of matrix A can not be determined due to the fact
that matrix A is not square, and in the case of real data, also contaminated
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with noise. In addition to this comes the non-linear dependency of the mod-
elvector on the datavector in electromagnetic problems. To solve the system of
equations, the problem has to be linearized, and a new system of equations has
to be constructed, which allows solving an approximation of the real problem.
−→
d = F−→m (6.2)
where
−→
d is the linear approximated datavector −→y , F, the linear forward oper-
ator (equivalent to A) and −→m the linear approximation of the modelvector −→x .
The solution of this system of equation will be approximated by a least squares
cost functional (χ(m)),
which minimum corresponds to the best model that fits the data vector, while
subject to certain constraints:
χ(m) = χd(m) + λχc(m) (6.3)
functional χd corresponds to the misfit between the calculated data vector and
the actual data vector (χd = Σ(
−−→
ddata −
−→
d model)
2 where
−→
d model is the forward
calculated model data) and χc an a priori determined constraint function, which
is weighted by a regularization parameter λ. Minimization of the cost function
can follow several different iterative schemes, each with its own advantages and
disadvantages.
In this thesis a Quasi-Newton scheme is chosen to minimize the cost func-
tion, in which a smoothness constraint function ,the so-called roughness ma-
trix is implemented. The Quasi-Newton method basically is a Gauss-Newton
least-squares method without the need to calculate the Jacobian of every new
model. The solution of the inverse problem is therefore given by (see e.g.
Loke and Dahlin, 1996):
(
JTi Ji + λiC
TC
)−−→
∆mi = J
T
i
−→gi (6.4)
where Ji is the Jacobian of the current model, C the roughness matrix (con-
taining spatial derivatives with respect to both x- and y- direction (∇1,2 resp.):
C = ∇1+∇2)
−−→
∆mi is the current perturbation vector (the update of the model),
λi the current Lagrange multiplier or damping factor, −→gi the data misfit vec-
tor (the difference between measured data (
−−→
ddata) and current model (F(
−→mi)).
The Lagrange multiplier depends on the maxima of the Jacobian and roughness
matrices (λi =
max J
max C ∗ fi) and is first kept constant, later reduced stepwise
during the inversion process by the function fi = (1, 1, 0.5, 0.1, 0.001).
With the use of the perturbation vector
−−→
∆m an updated model is constructed
according to:
−−−→mi+1 = −→mi + α
−−→
∆mi (6.5)
Where α is determined by a line search algorithm in order to find the opti-
mum step size for the perturbation vector
−−→
∆mi. For the step size a third order
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polynomial function was fitted to the RMS misfit function of four step sizes
(A(
−−−−−−→
mi(α(j)) −
−−→
ddata) and the minimum value of the polynomial was obtained.
The Jacobian matrix for the starting model is calculated by application of
a difference scheme to the forward routine (see also chapter 5). Subsequent
Jacobian matrices are estimated (depicted by J†i ) by means of a Broyden scheme
(see Broyden, 1965).
J
†
i+1 = J
†
i +
−→ui
−−→
∆xi
T
where −→ui =
(−−→
∆yi−J†i
−−→
∆xi
)
−−→
∆xi
T−−→
∆xi
,
and
−−→
∆yi = −−→yi+1 −−→yi
(6.6)
here −→yi depicts the response of the i
th model and
−−→
∆di the change in model
response between the (i+ 1)th and ith model (i.e. F(−−−→mi+1) and F(−→mi)).
As stopping criterium for the inversion iteration, the difference between two
successive model vectors was chosen. If the two successive models did returned
similar values and the decrease in RMS misfit was negligible (i.e. ≤ 0.1%), the
scheme was terminated. The RMS value of the misfit was calculated according
to:
RMS =
√√√√√∑kj=1
(−−→
ddata−
−−−→
dmodel−−→
ddata
)2
k
(6.7)
6.2 Weighting Electric and Magnetic Data
A major point in the inversion routine is the weighting of the electrical potential
and the magnetic field data. The obvious difference in dimensions (potential
data in several V and the magnetic field data in nT) already implies the neces-
sity of a weighting factor.
In this scheme a rather simple weighting factor is used, the electrical potential
data is normalized by the ratio of the largest value in the magnetic and the
maximum of the electrical dataset in order to obtain similar dimensions as the
magnetic data.The datavector can therefore be written as:
−→
d =
[ −→
dB
max(dB)
max(dP )
−→
dP
]
(6.8)
Where
−→
dB describes the magnetic dataset, and
−→
dP the electrical dataset.
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6.3 Synthetic Data Inversion Test Scenarios
In order to test the developed inversion routine two different scenarios were
selected, a vertical anomaly and a shielded anomaly. Each synthetic 2D model
contains 312 model parameters, constructed in a similar way as presented in
chapter 2 . A single vertical current injection was used with an amplitude of
100 mA located at 0 degrees, and with a dipole length of 36.6 cm (equivalent to
the large vertical dipole scenario). The dimensions of the modelled column are
similar to the soil column used in the experimental setup. At a distance of 5 cm
from the column the magnetic field was calculated at 24 different positions (all
located in a circle). The electrical potential differences were measured at the
13 available electrodes which are not used for current injection. The electrical
potential at the location of the electrodes was interpolated if the location did
not coincide with a grid point. All vertical and horizontal dipoles possible in
this electrode orientation have been used in the model, leading to 40 possible
electrical potential differences. The magnetic field is measured at 44 height
levels and includes 3168 data points. To limit the time needed to calculate a
single iterative step, only one current injection is used to obtain an image of
the conductivity distribution.
6.3.1 Inversion Scenarios
Since the MMR data can only determine conductivity contrasts (see Chapter
1) no homogeneous model will be used to test the inversion algorithm, instead
two off axis anomalies will be used in this study to determine the capabilities
of the inversion scheme.
An square brick,with an electrical conductivity of 10 S/m, (see figure 6.1) is
introduced to an 0.1 S/m homogeneous column , and located off the central axis
of the column. The anomaly extends over the complete length of the column,
the imaging plane is located in the middle of the column, between both current
injection electrodes. After three iterations no decrease in the RMS misfit is
obtained, and the final inverse model is returned with and RMS error of 1.9
(see figure 6.2).
Altough a complete MERIT data set (ERT and MMR data) is used, the data
is unable to obtain the real electrical conductivity values , the ratio between
background and model on the other hand is well resolved. The cause of this
inability to map the real electrical conductivity values can be found in the dif-
ference between the MMR data and the ERT data used in the inversion, the
much larger amount of MMR data could force the inversion to get stuck in the
local ’MMR minimum’, which allows all absolute conductivity values as long as
the ratio is correct. Thus the real global minimum with both correct conductiv-
ities and ratio is not reached. This behaviour become more clear if both input
and modelled dataset are studied (see figure 6.3), the magnetic field data is
fitted quite nicely, contrary to the potential field data. Also the huge difference
in dimensions between magnetic data and electrical potential becomes clear.
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Figure 6.1: Numerical model used in the synthetic inversion
Alternatively a brick-like structure is modelled (see figure 6.4), the electrical
conductivities were taken similar to the previous model (0.1 S/m column and
10 S/m anomaly). Inverting this model proved to be a little more difficult (see
figure 6.5), hence a slightly larger RMS error of 2.0 % even after more iterations
(five iterations were necessary to reach no significant additional decrease in RMS
error). The returned model is also not as nicely placed as the column example,
and the ’banana-shape’ of the anomaly is more pronounced as in the column
case, an effect that is caused by the roughness matrix and amplified by the
elongated shape of the brick anomaly. Also the fact that only a single current
injection is used can give rise to a distorted anomaly.
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Figure 6.2: Returned model after 3 inversion iterations, RMS error between
input data and final data: 1.9%
Figure 6.3: Original data compared with the forward calculated data of the
returned model of figure 6.2, a) depicts the input magnetic field data and the
difference between input and modelled data, b) the potential field data and the
difference between input and modelled data.
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Figure 6.4: Start model for inversion for the brick scenario
Figure 6.5: Returned model after 5 inversion iterations, RMS error between
input and output data 2.0%
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Both examples show the relative accurate imaging of the object, both in anomaly
shape as in its electrical conductivity contrast. The exact conductivities could
not be found possibly due to the large difference in sizes of the MMR and ERT
data, which build these MERIT datasets.
6.3.2 Shielded Body Scenario
In order to test the enhanced ability of the MMR data to image shielded bodies
also a shielded body scenario was modeled (see figure 6.6). The model consists
of 3 different zones, an outer zone with an electrical conductivity of 0.1 S/m,
an resistive shell of 0.01 S/m and an inner zone with an electrical conductivity
of 10 S/m. In order to be able to present a good distinction between the
three electrical conductivity zones, the electrical conductivity in presented as
its logarithmic value.
Figure 6.6: Start model for inversion of the shielded model scenario (logarith-
mic values)
Returning the shielded body anomaly proves to be rather complicated for the
inversion routine, there is a some contrast visible between the middle and outer
body,but the inner body is imaged rather well. The absolute values are not
correct, similar as in the case of the column model (see figure 6.2), but the
contrasts are resolved rather well. In comparison to the input model the con-
trast of core:middle body:outer body is 1: 1100 :
1
10 , the inversion results shows a
contrast of about 1: 11000 :
1
10 ). Both anomalies appear to be pushed to the right
part of the column, the overall size of the inner bodies is still relative good, as
is the electrical conductivity contrast. Clearly the single current injection does
not contain enough information for a correct reconstruction of the input model.
Therefore the same model was also inverted with two vertical current injections,
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Figure 6.7: Returned model after 5 inversion iterations, RMS error between
input and output data 3.8% (logarithmic values)
the first located at the same position as depicted in figure 6.6, the other at the
opposite side of the column. The dipole length of both injections was taken
constant. The image obtained after 5 iterations 6.8 shows a better result than
figure 6.7, with a clearer difference in electrical conductivity contrast between
the middle and outer layer. Also the whole anomaly does not experiences the
shift to the right.
Although the result shows some improvement in comparison with the single
current injection, the reconstruction is still not satisfying. Figure 6.8 points
out the limits of this simple inversion scheme, and makes the development of a
more sophisticated scheme points out the limits of this simple inversion scheme,
and makes the development of a more sophisticated scheme
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Figure 6.8: Returned model after 5 inversion iterations with 2 opposite vertical
current injections, RMS error between input an d output data 3.0% (logarithmic
values)
6.4 Inversion of Noisy Data
Since a real life dataset always is contaminated by noise, the effect of noise
on the reconstruction also is modelled. For this the vertical column dataset is
taken (see figure 6.1) and to the forward calculated data 3% of random noise
is added. This dataset is then inverted along the same scheme as the original
noise free dataset.
The resulting electrical conductivity distribution (see figure 6.9) shows a very
similar image as the noise free case (figure 6.2). The anomaly is a little more
smooth and the absolute values are more off, although the contrast still is rather
good.
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Figure 6.9: Returned model after 3 inversion iterations, with 3% noise added
6.5 Horizontal and Vertical Current Injections Re-
visited
Finally the conclusions drawn in Chapter 5 were tested on an inversion exper-
iment. Two MERIT datasets of the same conductivity model were calculated
(see also Verweerd et al., 2005, one with a horizontal and one with a vertical
current injection. Both data sets were treated in the following inversion similar
(3 iteration steps, same grid and same lagrange multiplier). A horizontal cut
through the column was taken a height in the middle between the height of the
horizontal and the lower vertical injection electrodes. This was done in order
to prevent a bias of the inversion to the horizontal electrode case. If the plane
of inversion is taken at the same height level as the two horizontal, the current
distribution pattern can cause a relative high sensitivity in that level, a clear
benefit for the horizontal current injection.
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Figure 6.10: Comparison of Horizontal and Vertical current injection on the
imaging capabilities. Figure a) depicts the input model, b) a horizontal current
injection, c) a vertical current injection pattern.
Both datasets (see figure 6.10) are not able to image the conductivity distri-
bution correctly, although the ratio again is in quite good agreement with the
input model. Clearly the vertical current injection provides an image much
closer to the original model. Thus giving another indication of the superior
information content of a vertical current injection above a horizontal one.
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6.6 Concluding Remarks on Inversion
With the development of the 2D quasi-Newton inversion scheme a proof of
concept is given for the imaging of the MERIT system. The ability to locate
anomalous object is shown clearly, although some models tend to put more
emphasis on the MMR part of the system than on the ERT part (in imaging
the correct ratio of electrical conductivity between anomaly an column instead
of the correct values). The cause could be found in the larger amount of MMR
data in respect to the ERT data (in which only 3 rings of 15 electrodes were
used (-2 electrodes for current injection)).
Due to the cylindrical nature of the column different sizes in grid cells are nec-
essary to build the finite element grid. These different size in both x and y
length in grid sizes give rise to a so-called ’banana-effect’ in the returned mod-
els, caused by the calculated roughness matrix. The size of the anomaly affects
this ’banana-effect’ by accentuation of the banana shape for elongated (either
in x or y direction) anomalies.
More complicated anomalies (the shielded anomaly for instance) can only par-
tially be reconstructed by the inversion routine when only a single injection
current is used. Clearly the need of a more sophisticated inversion scheme,
especially tuned to the problems of joining two datasets with a large difference
in magnitude is apparent.
In addition the results from Chapter 5, in which a vertical current injection was
proven to contain more information than a horizontal one could be supported
by a synthetic model. The horizontal injection dataset did provide a far worse
image in comparison to the vertical injection dataset of the original conductiv-
ity distribution.
Main conclusion is that despite the use of only one current injection a good
reconstruction could be obtained by the introduction of the magnetic field data.
Proving the value of the addition of MMR data to traditional ERT. Even the
introduction of the in geophysics typical 3% noise does not introduce such errors
that a relative correct reconstruction is impossible. More complicated models
need the addition of more current injections in order to obtain and acceptable
result.
Chapter 7
Discussion and
Recommendations
In this chapter a discussion around several recommendations will be given,
leading to a possible outline for future research on the MERIT system. Also
several acquisition targets and other areas of science will be introduced in which
MERIT can lead to an increase in information.
With the construction of the scanning torus measurement system a working
prototype of the MERIT system is completed. The technique itself is also well
developed with the addition of the forward routines. Technical problems re-
main present, for instance the changes in the amplitude of the injected current
due to for instance corrosion effects at the electrodes will decrease the accuracy
of the difference measurements. Also the relative high contact resistance due
to the small size of the electrodes could give rise to problems in high resistive
media, increasing the electrode size will diminish the non-invasive character of
the method, especially on the soil column scale.
Also the measurement of magnetic fields is not trivial, sensors will always have
the difficulty of measuring a signal in an environment which is highly ’polluted’
by other magnetic fields (Earth’s magnetic field for instance, which is approx-
imately an order of 5 × 105 larger as the signal due to the injected current).
Advances in processing power of the micro controllers used in the sensor mod-
ules, for instance can increase the measurement quality and speed considerable.
The external field (of natural and anthropogenic origin) also has an effect on the
magnetic sensor sensitivity, since the direction of the sensitive axis depends on
the external magnetic field. A pre-measurement calibration scheme including a
small coil can be used to determine the direction of the sensitive axis by fitting
the measured values to the known (calculated) magnetic field of the coil.
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Further optimization of the system (for instance in terms of speed) can lead
to dynamic imaging of flow and transport processes in soil columns. Numeri-
cal experiments showed the ability of MERIT to map the changes in electrical
conductivity in these type of experiments (see Tillmann et al., 2004 ). The
flow and transport experiments can be also optimized to incorporate electrical
conductivity contrasts due to application of a salt tracer.
One can also introduce the ’sister’ technique of MMR: The Magnetic Induced
Polarization (see Seigel, 1974), and possibly increase the resolution of standard
spectral induced polarization (SIP) in a similar way as MMR supports ERT.
The MERIT system prototype can also be used as a basis to develop such
a measurement system. Especially when micro-controllers with a higher per-
formance are used which allows the processing of both signal amplitudes and
phases. High performance micro controllers can also be used to measure at
different lock-in frequencies, thus obaining even more information.
Up scaling of the MERIT system to so-called lysimeter scale (large soil mono-
liths ) will increase the capability to charactarise soil properties in a non-invasive
way and can lead to improvements due to the larger volume of investigation
in comparison with traditional sensor type used in lysimeter studies (time do-
main reflectometry, suction cups, tensiometers etc.). Up scaling onto the field
scale is also an important aspect (and already proven for mining application
by Cattach et al, 1993). A roving magnetometer system used in conjuction
with a standard ERT survey could also increase the imaging capability of ERT
surveys. The availabillity of boreholes for current injection will even enlarge
the complimentary effect of MMR on ERT.
Combined with the up scaling of the MERIT system, the system could also
be implemented in other branches of science. In the field of medicine (see
Levy et al., 2002), non-destructive testing (see Nazarov et al, 2004) or indus-
trial tomography (see Kemna et al., 2003 and Zimmermann et al., 2003) the
non- invasive aspect of the system is of great importance. With the additional
measurement of the magnetic an increase in resolution similar to the increase
described in this thesis can be expected. Although one has to keep in mind
that the measurement of magnetic fields is limited in application with metal-
lic objects (metal pipes or vessels for instance). These (ferro-)metallic objects
interfere in two ways: first due to the presence of eddy currents in the objects
which distorts the magnetic field lines. Secondly the magnetic properties (mag-
netic permeability) will cause magnetic signals on the same scale as signals due
to the current injection. Since these effects can not be separated, no clear imag-
ing of the electrical conductivity is possible.
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Finally, the inversion routine used is a relative simple scheme, and might not
be applicable for monitoring of dynamical processes. More sophisticated tech-
niques, especially tuned to the characteristic problems of magnetic and electrical
signals in inversion routines (signal amplitude for instance), can lead to better
images. Secondly the quasi-Newton inversion scheme described here is a 2D
inversion scheme, and therefore only applicable in a very limited amount of
scenarios. A 3D algorithm is therefore highly recommended and currently un-
der development (see Tillmann et al., 2005). Alternative inversion schemes are
beginning to emerge for the joint inversion of MMR and ERT data, for instance
Gauss-Newton based schemes by Labreque et al., 2003 or Chen et al., 2002.
Chapter 8
Summary and Conclusions
With the development of the MERIT system a new tool to map electrical re-
sistivity distribution is created. The current MERIT system accommodates
the measurement of the electrical potential and magnetic field due to a 25 Hz
current injection in cylindrical samples. The three components of the magnetic
field are measured with AMR sensors and is capable to operate without the use
of extensive magnetic shielding in a typical laboratory environment.
The addition of the information on the electrical conductivity contained in the
magnetic field leads to an increase in the resolving capability when compared to
tradition ERT data. By applying singular value decomposition to the Jacobian
of a MERIT dataset the effects of the introduction of the magnetic data could
be observed in both data and model space. In data space the contribution of
each measurement point to the eigenvalues of the system of equations can be
quantified leading to conclusions on the optimum measurement configuration
and current injection patterns. It could be proven that vertical current injec-
tion dipoles provide superior information in comparison to horizontal dipoles.
The increase in resolution can be made visible when the model space is studied.
The magnetic data is only sensitive to electrical conductivity contrasts which
lead to clear increases in resolution in model scenarios where a shielding layer
hides an anomalous object. Less pronounced is the resolution increase due to
the addition of MMR data to ERT in homogeneous scenarios. Also the superior
resolution of vertical current injections in comparison to horizontal ones could
be proven.
A fundamental inversion routine, and thus the final step towards completion of
the technique, was presented by the development of a 2D quasi-Newton inver-
sion routine in order to image the electrical conductivity distribution. Which
performance is satisfactory for simple models even with a single current injec-
tion, but becomes increasingly problematic for more complicated models.
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