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ILL-POSEDNESS OF THE INCOMPRESSIBLE
NAVIER-STOKES EQUATIONS IN F˙−1,q∞ (R
3)
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Abstract
In this paper, authors show the ill-posedness of 3D incompressible Navier-
Stokes equations in the critical Triebel-Lizorkin spaces F˙−1,q
∞
(R3) for any q >
2 in the sense that arbitrarily small initial data of F˙−1,q
∞
(R3) can lead the
corresponding solution to become arbitrarily large after an arbitrarily short
time. Thus extends Bourgain and Pavlovic´’s work [1]. In view of the well-
posedness of 3D-incompressible Navier-Stokes equations in BMO−1 ( i.e. the
Triebel-Lizorkin space F˙−1,2
∞
(R3) ) by Koch and Tataru, our work completes
a dichotomy of well-posedness and ill-posedness in the Triebel-Lizorkin space
framework depending on q = 2 or q > 2.
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1 Introduction
In this article, we are concerned with the following incompressible 3D Navier-
Stokes equations (NS): 
∂tu+∆u+ u · ∇u+∇p = 0,
div u = 0,
u(x, 0) = u0(x),
(1.1)
where (x, t) ∈ R3 × (0,∞), u(x, t) = (u1(x, t), u2(x, t),u3(x, t)) are unknown vector
functions, p(x, t) is unknown scaler function, and u0(x) is a given vector function
satisfying divergence free condition ∇ · u0 = 0.
Mathematical study on the existence and uniqueness of the incompressible Navier-
Stokes equations has a long history. In 1934, Leray [9] first proved existence of global
weak solution associated with any L2(R3) initial data by some weak compactness
arguments. Until now, whether such a weak solution is unique and smooth or not
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is still a great open problem, See Fefferman [4], also Caffarelli, Kohn and Nirenberg
[3] and F.-H. Lin [10] for partial regularity of suitable weak solution. Beginning
with a different method by semigroup and Picard’s iteration, Fujita-Kato [5] in 1964
established the local well-posedness of the N-S in Hs(R3) for any s ≥ 32 −1, and also
global well-posedness for any small initial data of Hs(R3). This remarkable approach
can be adapted to other various function spaces of initial data, see [2, 6, 8, 11] for
expositions and references therein. In particular, an interesting result that should
be mentioned is due to Koch-Tataru [7], where they proved that the N-S equation
is well-posed in BMO−1 ( i.e. the Triebel-Lizorkin space F˙−1,2∞ (R3) ).
On the other hand, recently, Bourgain and Pavlovic´ in [1] proved the ill-posedness
of the incompressible 3D-Navier-Stokes equations in the largest scaling invariant
Besov function space B˙−1,∞∞ (R3) in the sense that arbitrarily small initial data in
the space B˙−1,∞∞ (R3) can lead the solution to become arbitrarily large after an arbi-
trarily short time. Notice that BMO−1  B˙−1,∞∞ (R3), clearly, there exists a slight
difference between the well-posed space and the ill-posed space. Therefore, it would
be an interesting problem whether there exist strictly smaller ill-posed spaces than
B˙−1,∞∞ (R3). Such an improvement of illposedness was obtained by Yoneda [14] in a
logarithmic type Besov space near BMO−1. Motivated by that BMO−1 is identi-
cal to the end-pointed Triebel-Lizorkin space F˙−1,2∞ (R3), in the current paper, the
authors further study the interesting problem in a critical Triebel-Lizorkin space
framework and show that the the NS eqaution (1.1) is ill-posed in F˙−1,q∞ (R3) for
any q > 2, which are all strictly smaller than B˙−1,∞∞ (R3) ( See Theorem 1.3 be-
low). Hence our work along with [7] establishes a dichotomy of well-posedness and
ill-posedness in the Triebel-Lizorkin space framework depending on q = 2 or q > 2.
For the end, let us first recall the definitions of homogeneous Besov spaces/Triebel
-Lizorkin spaces. Let ϕ(ξ) = ϕ(|ξ|) ≥ 0 be a real-valued smooth function such that
suppϕ ⊂{ξ ∈ R3; 5/8 ≤ |ξ| ≤ 7/4},
ϕ ≡ 1 in {ξ ∈ R3; 7/8 ≤ |ξ| ≤ 5/4},∑
j ϕ(2
−jξ) = 1 for ξ ∈ R3\{0}.
(1.2)
For any tempered distribution f and i, j ∈ Z, define the dyadic block as follows:
∆jf(x) = ϕ(2
−j∇)f(x) and ∆i∆jf ≡ 0 if |i− j| ≥ 2. (1.3)
In order to exclude nonzero polynomials in homogeneous Besov spaces and Triebel-
Lizorkin spaces, it is natural to use Z ′(R3) to denote the subset of tempered distri-
bution f ∈ S ′(R3) modulo all polynomials set P (R3), i.e. Z ′(R3) = S ′(R3)/P (R3).
Now we are ready to give the definitions of Triebel-Lizorkin spaces F˙−1,q∞ (R3) and
Besov space B˙−1,∞∞ (R3), also see [13] for a detailed exposition about other general
spaces F˙ s,qp (R3) and B˙
s,q
p (R3).
Definition 1.1. For 1 < q <∞, we define F˙−1,q∞ (R3) as the following set so that
F˙−1,q∞ (R
3) =
{
f | f ∈Z ′(R3), ∃ {fk(x)}k∈Z s.t. f=
∑
k∈Z∆kfk(·)
2
in Z ′(R3) and
∥∥∥‖{2−k|fk(·)|}‖ℓ q∥∥∥
L∞(R3)
<∞
}
(1.4)
and the corresponding norm is defined by
‖f‖
F˙
−1,q
∞ (R3)
= inf ‖{2−k|fk(·)|}ℓ q‖L∞(R3),
where the infimum is taken over all admissible representations in the sense of (1.4).
Meanwhile, we denote by B˙−1,∞∞ (R3) the set of distribution f ∈Z ′(R3) such that
‖f‖
B˙
−1,∞
∞ (R3)
= sup
t>0
√
t ‖et∆f‖L∞(R3) <∞. (1.5)
Remark 1.2. It is known that F˙−1,2∞ (R3) = BMO−1(R3) and BMO−1(R3) has the
following equivalent Carleson measure characterization (cf. [7]):∥∥ f∥∥
BMO−1(R3)
= sup
x∈R3,R>0
( 1
|BR(x)|
∫ R2
0
∫
BR(x)
|et∆f(y)|2dtdy
) 1
2
<∞. (1.6)
Moreover, we remark that for any 1 < q <∞,
F˙−1,q∞ (R
3) →֒ B˙−1,∞∞ (R3).
As usual, we first write (1.1) into the following equivalent integral equations:
u = et∆u0 −B(u, u), (1.7)
where P denotes the Leray projection operator Id −∇ 1∆div, and the bilinear term
B(u, v) is defined by
B(u, v) :=
∫ t
0
e(t−τ)∆P(u · ∇v)dτ. (1.8)
For any u ∈ L2loc(R3 × R), we define that
‖u‖XT := sup
x0∈R3,0<R2<T
( 1
|BR(x0)|
∫ R2
0
∫
BR(x0)
|u|2dtdx
) 1
2
, (1.9)
and
‖u‖ET := sup
0<t<T
t
1
2 ‖u‖L∞(R3) + ‖u‖XT . (1.10)
Recall that B(u, v) satisfies the following a-priori bilinear estimates:
‖B(u, v)‖ET . ‖u‖ET ‖v‖ET . (1.11)
Applying boundedness property of P in F˙−1,2∞ (R3) and decay estimate for heat kernel,
following similar argument as in [8, Lemma 16.3], we have
‖B(u, v)‖
L∞
T
F˙
−1,2
∞
. ‖u‖ET ‖v‖ET . (1.12)
Based on (1.11), Koch and Tataru [7] established the existence of solutions to the
Navier-Stokes equation in BMO−1(R3). By using (1.11) and (1.12), we will further
prove the following ill-posedness in F˙−1,q∞ (R3) for any q > 2.
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Theorem 1.3. For any q > 2 and δ > 0, there exists a solution u to system (1.1)
with some initial data u0 ∈ F˙−1,q∞ (R3) satisfying
‖u0‖F˙−1,q∞ (R3) . δ
and div u0 = 0 such that for some 0 < T < δ,
‖u(T )‖
F˙
−1,q
∞ (R3)
&
1
δ
.
This paper is organized as follows: In Section 2, we first construct a very special
initial data and list some necessary remarks and lemmas. In section 3, we establish
all the desired estimates about the first and second approximation terms which
will be used in controlling the remainder term. Finally, combining all the a-priori
estimates we prove ill-posedness of the Navier-Stokes equations.
Notations: Throughout this paper, we shall use C and c to denote generic constants
and may change from line to line. Both Ff and f̂ stand for Fourier transform of f
with respect to space variable, while F−1 stands for the inverse Fourier transform.
We denote A ≤ CB by A . B and A . B . A by A ∼ B. For any 1 ≤ p ≤ ∞,
we denote Lq(0, T ), Lq(0,∞) and Lp(R3) by LqT , Lqt and Lpx, respectively. Later
on, we also use F˙ s,qp to denote F˙
s,q
p (R3) if there is no confusion about the domain,
and similar conventions are applied. For simplicity, we denote by BR(x) the ball
centered at x of radius R.
2 Construction of initial data
For any δ > 0, we define the initial data as follows:
u0(x)=
Q√
r
r∑
s=1
(
cos(ksx)Ψ1−|ks| sin(ksx)Ψ2+cos(k′sx)Ψ3+|ks| sin(k′sx)Ψ4
)
, (2.1)
where
ks=(0, 2
(s+1)(s+2m0)
2 , 0), k′s=(2
3, −2 (s+1)(s+2m0)2 , 0) with s= 0, 1, 2, · · · , r,
Ψ1=(0,−∂3ψ, ∂2ψ), Ψ2=(0, 0, ψ), Ψ3=(∂2ψ,−∂1ψ, 0), Ψ4=(ψ, 2
3ψ
|ks| , 0),
ψ(x) satisfies: ψ̂(ξ)= ψ̂(|ξ|) ≥ 0, supp ψ̂ ⊂ B 1
4
(0) and ‖ψ̂‖L1
ξ
= 1
 (H)
and Q, r, m0 will be chosen sufficiently large according to the size of δ.
Remark 2.1. From the above assumptions we have the following observations:
(i) From (2.1) and (H), it is easy to check that u0 is smooth, real-valued, divergence
free and L2x finite.
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(ii) For ∀ g∈S(R3) and ∀ k∈Z3 we have ĝ(ξ−k) = F(eikxg(x)), which shows that
suppF( ( cos(kx)± sin(kx) )ψ(x) ) ⊂B 1
4
(k) ∪B 1
4
(−k). (2.2)
(iii) Recall that |ks| = 2
(s+1)(s+2m0)
2 , for any s ∈ [0, r] ∩ N, we denote js = log2 |ks|.
Then for large enough m0 (m0 ≥7),
( cos(ksx)ψ, cos(k
′
sx)ψ )= (∆js(cos(ksx)ψ),∆js(cos(k
′
sx)ψ) ). (2.3)
Similar arguments work well for sin(ksx)ψ and sin(k
′
sx)ψ.
(iv) From (2.1) and (iii), we denote
fℓ=
{
cos(ksx)Ψ1−|ks| sin(ksx)Ψ2+cos(k′sx)Ψ3+|ks| sin(k′sx)Ψ4 if ℓ=js,
0 otherwise,
(2.4)
then u0=
Q√
r
∑
ℓ∈Z
∆ℓfℓ and
{
Qfℓ√
r
}
ℓ
is a decomposition of u0 in the sense of (1.4).
Lemma 2.2. Let a(D) be a 3-dimensional Fourier multiplier operator corresponding
to the homogeneous symbol a(ξ) of degree m ≥ 0. Then there exists some c > 0 such
that for any j ∈ Z and t ≥ 0, the following point-wise estimate holds∣∣(a(D)et∆∆jf)(x)∣∣ . 2mje−ct22j (Mf)(x), (2.5)
where ∆j is defined in (1.3) and Mf is the Hardy-Littlewood maximal function of f .
Proof. Let Kj(t, x) be the kernel of a(D)e
t∆∆j. Then by scaling we have
Kj(t, x) = 2
(m+3)j
∫
R3
ei2
jxξe−t2
2j |ξ|2a(ξ)ϕ(ξ)dξ,
which immediately yields |Kj(t, x)| . 2(m+3)je−ct22j . By integrating by parts we get
|2jx|4
∣∣Kj(t, x)∣∣ . 2(3+m)j ∑
|µ|=4
∣∣∣ ∫
R3
eiξ2
jx∂µξ
(
e−t2
2j |ξ|2a(ξ)ϕ(ξ)
)
dξ
∣∣∣
. 2(3+m)j
∫
suppϕ
e−t2
2j |ξ|2(t428j+1 )dξ
. 2(3+m)je−ct2
2j
,
where we used e−t22j |ξ|2tN22αNj ≤ CNe−ct22j for ξ ∈ suppϕ. Hence we obtain that
|Kj(t, x)| . 2mje−ct22j23j(1 + 2j |x|)−4,
which concludes the desired estimate (2.5).
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Lemma 2.3. Let ψ be defined in (H), Mψ be the Hardy-Littewood maximal function
of ψ and θ=(Mψ)2. For any (k, h)∈ Z3×Z3 and min{|h|, |k|, |h+k|} ≥ 6, we denote
F (t, τ, x; k, h) = a1(D) e
(t−τ)∆(a2(D)eτ∆ψk a3(D)eτ∆ψh) (x) (2.6)
where aℓ(D) are Fourier multipliers with homogeneous symbols aℓ(ξ) of degree mℓ ≥
0 (ℓ = 1, 2, 3), ψk is either cos(kx)ψ(x) or sin(kx)ψ(x) and ψh is either cos(hx)ψ(x)
or sin(hx)ψ(x). Then there exist positive constants c and C such that
|a1(D)et∆ψh(x)| ≤ C|h|m1 e−ct|h|2(Mψ)(x) (2.7)
and
|F (t, τ, x; k, h) | ≤ C |k+h|
m1 |k|m2 |h|m3
ec(t−τ)|k+h|2+cτ(|k|2+|h|2)
(Mθ)(x). (2.8)
Proof. We first recall that ψ satisfies: ψ̂(ξ) ≥ 0, supp ψ̂ ⊂ B 1
4
(0) and ‖ψ̂‖L1
ξ
= 1.
For any h ∈ Z3 and |h| > 22, we have1 [log |h|] ≥ 2. Furthermore, we get
7
8
2[log2 |h|] + 2−1 < |h| < 5
4
2[log2 |h|]+1 − 2.
Similar to Remark 2.1 (iii) and (iv), we get
a1(D)e
t∆ψh(x) = a1(D)e
t∆(∆[log2 |h|] +∆[log2 |h|]+1)ψh(x). (2.9)
Therefore, (2.7) follows immediately from (2.5), (2.9) and |ψh(x)|≤|ψ(x)|, i.e.
|a1(D)et∆ψh(x)| .
∑
σ=0,1
|a1(D)et∆∆[log2 |h|]+σψh(x)|
. |h|m1e−ct|h|2(Mψ)(x).
Again by applying Lemma 2.2 repeatedly to f = a2(D)e
τ∆ψk, f = a3(D)e
τ∆ψh and
f = a2(D)e
τ∆ψk a3(D)e
τ∆ψh, we can prove the desired estimate (2.8).
Lemma 2.4. Let µ ≥ 0 and ℓ = 0, 1. We have the following estimates
r∑
s=1
e−ct|ks|
2
tµ|ks|2µ|ks−ℓ| .
( r∑
s=1
e−
c
2
t|ks|2 |ks−ℓ|2
) 1
2
. (2.10)
Proof. Noticing that e−
c
2
t|ks|2tµ|ks|2µ . 1 and squaring the left side of (2.10) we get( r∑
s=1
e−
c
2
t|ks|2 |ks−ℓ|
)2
.
r∑
s=1
e−
c
2
t|ks|2(|ks−ℓ|2 + |ks−ℓ|(|ks−1−ℓ|+ · · ·+ |k1−ℓ|))
.
r∑
s=1
e−
c
2
t|ks|2 |ks−ℓ|2,
which concludes the desired estimates.
1[log2 |h|] stands for the integer part of log2 |h|.
6
3 Analysis of ill-posedness
In this section, we will prove “norm inflation” of the NS equaiton in F˙−1,q∞ with
q > 2. Following the ideas in [1], we rewrite the solution to the NS equations as a
summation of the first approximation terms, the second approximation terms and
remainder terms, i.e.
u = u1− u2 + y, (3.1)
where u1 = e
t∆u0 and u2 = B(u1, u1). Moreover, the remainder terms satisfy the
following integral equations:
y = G0 +G1 −G2, (3.2)
on (0,∞) with the initial conditions y(0) = 0, G0 = B(u2, u1−u2) +B(u1, u2) and
G1 = B(y, u2−u1) +B(u2−u1, y), G2 = B(y, y).
In the following, we will establish the a-priori estimates for u0, u1, u2 and y.
Precisely, In Subsection 3.1 we estimate the small upper bounds of u0 and u1; In
Subsection 3.2, we prove both upper bound and lower bound of u2; In Subsection
3.3, we prove the upper bound of y; In Subsection 3.4, we complete the proof of
Theorem 1.3.
3.1 Estimates for initial data and the first approximation terms
In this subsection, we will estimate u0 and e
t∆u0.
Lemma 3.1. For any initial u0 defined in (2.1) and any q≥ 2, we obtain that
‖u0‖F˙−1,q∞ + ‖e
t∆u0‖F˙−1,q∞ .Qr
1
q
− 1
2 , (3.3)
for some absolute constant c > 0.
Proof. In view of the construction of u0 and (2.4), we get
u0 =
Q√
r
∑
ℓ∈Z
∆ℓfℓ, e
t∆u0 =
Q√
r
∑
ℓ∈Z
∆ℓ e
t∆fℓ.
By Definition 1.1 and (2.4), we have
‖u0‖F˙−1,q∞ .
Q√
r
∥∥∥( r∑
s=1
|ks|−q|fjs(·)|q
) 1
q
∥∥∥
L∞x
,
‖et∆u0‖F˙−1,q∞ .
Q√
r
∥∥∥( r∑
s=1
|ks|−q|et∆fjs(·)|q
) 1
q
∥∥∥
L∞x
.
(3.4)
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Applying (2.5) to (2.4), recalling the properties of ψ(x) and definitions of Ψj (j =
1, 2, 3, 4) in (H), we have the following point-wise estimates
| cos(ksx)Ψ1(x)|+ | cos(k′sx)Ψ3(x)| . (M(∇ψ))(x),
| sin(ksx)Ψ2(x)|+ | cos(k′sx)Ψ4(x)| . (Mψ)(x),
where Mψ and M(∇ψ) are the Hardy-Littlewood maximal functions of ψ and ∇ψ,
respectively. Hence it follows from (2.4)-(2.5), (3.4) and Hardy-Littlewood theorem
[12, Chapter 1, p.13] that
(3.4) .
Q√
r
(( r∑
s=1
1
) 1
q ‖Mψ‖L∞x +
( r∑
s=1
|ks|−q
) 1
q ‖M(∇ψ)‖L∞x
)
.
Q√
r
(r
1
q ‖ψ‖L∞x + ‖∇ψ‖L∞x )
.
Q√
r
(r
1
q ‖ψ̂‖L1
ξ
+ ‖ξψ̂‖L1
ξ
).
Thus (3.3) follows immediately from ‖ψ̂‖L1
ξ
= 1 and ‖ξψ̂‖L1
ξ
∼ 1.
Lemma 3.2. For any T > 0, u0 given in (2.1), we obtain that
sup
0<t<T
t
1
2 ‖et∆u0‖L∞x . Qr−
1
2 .
Proof. In view of the initial data construction in (2.1), by making use of (2.4) and
‖Mψ‖L∞x + ‖M(∇ψ)‖L∞x . 1 as well as supt>0
∑r
s=1 e
−ct22js t
1
22js . 1, we have
sup
0<t<T
t
1
2‖et∆u0‖L∞x .
Q√
r
sup
t>0
r∑
s=1
e−ct2
2js
t
1
2 (2js‖Mψ‖L∞x + ‖M(∇ψ)‖L∞x )
. Qr−
1
2 .
Therefore, we obtain the desired estimate.
Next we need to estimates the norm ‖et∆u0‖XT , which is defined as follows
‖et∆u0‖XT =
(
sup
x0∈R3,0<R2<T
1
|BR(x0)|
∫ R2
0
∫
BR(x0)
|et∆u0(x)|2dtdx
) 1
2
.
In particular,
‖et∆u0‖XT ≤ ‖et∆u0‖L2TL∞x .
Lemma 3.3. For any T > 0, u0 is given in (2.1), for any 0 ≤ N0 ≤ r we have
‖et∆u0‖XT .
Q√
r
(T
1
2 |kr−N0 |+
√
N0).
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Proof. By the construction of u0, it suffices to estimate
Q√
r
∑
ℓ e
t∆fℓ. Using (2.4),
‖fℓ‖L∞x . |ks| for ℓ = ks and s ∈ {1, 2, · · · , r}, and ‖fℓ‖L∞x = 0 for other ℓ, we have
Q√
r
‖
∑
ℓ∈Z
et∆fℓ‖XT .
Q√
r
‖
∑
ℓ∈Z
et∆fℓ‖L2
T
L∞x
.
Q√
r
∥∥ r∑
s=1
e−ct2
2js
2js
∥∥
L2
T
. (3.5)
It follows from (2.10) and |ks| = 2js that for any N0 ∈ [1, r] ∩ N,
(3.5) .
Q√
r
∥∥∥( r∑
s=1
|ks|2e−
c
2
t|ks|2
) 1
2
∥∥∥
L2
T
.
Q√
r
( r∑
s=1
∫ T
0
|ks|2e−
c
2
t|ks|2dt
) 1
2
.
Q√
r
( r−N0∑
s=1
T |ks|2+
r∑
s=r−N0+1
1
) 1
2
.
Q√
r
(T
1
2 |kr−N0 |+
√
N0), (3.6)
where we used∫ T
0 |ks|2e−
c
2
t|ks|2dt . min{1, T |ks|2} and
r−N0∑
s=1
|ks|2. |kr−N0 |2.
By checking the estimate (3.6) for the case N0 = 0, we know that ‖et∆u0‖XT → 0
as T → 0. Similarly by checking the estimate (3.6) for the case N0 = r again, we
observe that the best upper bound of ‖et∆‖XT is actually cQ, which is not good
enough to bound the remainder y (defined in (3.1)). Therefore, we need to analyze
their contributions by using the time-step-division method introduced in [1].
Let
|kr|−2 = T0 < T1 < T2 < · · · < Tβ = |k0|−2, (3.7)
where β = Q3, Tα = |krα |−2, rα = r − αQ−3r and α = 0, 1, 2, · · · , β.
Lemma 3.4. Assume that u0 satisfies (2.1). Then we have∥∥∥ et∆u0χ[Tα,Tα+1](t)∥∥∥XTα+1 . Q√r (1 +
√
rQ−3). (3.8)
Proof. By the construction of initial data u0, we have
et∆u0χ[Tα,Tα+1](t) =
Q√
r
∑
ℓ∈Z
χ
[Tα,Tα+1]
(t) et∆fℓ.
Similar to (3.5) and (3.6), we get∥∥∥∑
ℓ∈Z
χ
[Tα,Tα+1]
(t) et∆fℓ
∥∥∥
XTα+1
.
∥∥∥χ[Tα,Tα+1](t) r∑
s=1
e−ct|ks|
2 |ks|
∥∥∥
L2
Tα+1
. (3.9)
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Applying (2.10) to (3.9), then using Fubini theorem and the following facts∫ Tα+1
Tα
e−
c
2
t|ks|2 |ks|2dt . min
{
Tα+1|ks|2, 1, e−
c
2
Tα|ks|2
}
,
we get
(3.9) .
( r∑
s=1
min{Tα+1|ks|2, 1, e−
c
2
Tα|ks|2}
) 1
2
. 1 +
√
rQ−3,
which can conclude the desired (3.8).
The following result is a consequence of Lemma 3.4 since
∑r
s=1 e
−cTβ |ks|2 . 1.
Corollary 3.5. For any T > Tβ = |k0|−2 = 2−2m0 , we have
‖ et∆u0χ[Tβ,T ](t) ‖XT . Qr
− 1
2 . (3.10)
3.2 Estimates for the second approximation terms
We start this subsection by making some preliminary calculations. In order to
study the bilinear form u2 = B(e
t∆u0, e
t∆u0), we first split the second approximation
terms u2 into
u2 = u20 + u21 + u22, (3.11)
where 
u20 =
Q2
r
r∑
s=1
∫ t
0
e(t−τ)∆Pdiv
(
eτ∆fjs ⊗ eτ∆fjs
)
dτ,
u21 =
Q2
r
r∑
s=1
s−1∑
l=1
∫ t
0
e(t−τ)∆Pdiv
(
eτ∆fjs ⊗ eτ∆fjl
)
dτ,
u22 =
Q2
r
r∑
l=1
l−1∑
s=1
∫ t
0
e(t−τ)∆Pdiv
(
eτ∆fjs ⊗ eτ∆fjl
)
dτ.
(3.12)
3.2.1 Analysis of u20. To obtain the lower bound of u20, we need to calculate the
exactly expressions of u20 and figure out which part plays the key role. From (2.4)
and (H), we observe that
eτ∆fjs⊗ eτ∆fjs = eτ∆(cos(ksx)Ψ1 + cos(k′sx)Ψ3)⊗ eτ∆(cos(ksx)Ψ1 + cos(k′sx)Ψ3)
+ |ks|eτ∆(cos(ksx)Ψ1 + cos(k′sx)Ψ3)⊗ eτ∆(sin(k′sx)Ψ4 − sin(ksx)Ψ2)
+ |ks|eτ∆(sin(k′sx)Ψ4 − sin(ksx)Ψ2)⊗ eτ∆(cos(ksx)Ψ1 + cos(k′sx)Ψ3)
+ |ks|2eτ∆(sin(k′sx)Ψ4 − sin(ksx)Ψ2)⊗ eτ∆(sin(k′sx)Ψ4 − sin(ksx)Ψ2)
:= Ls1 + Ls2 + Ls3 + Ls4.
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Noticing that Ls1, Ls2 and Ls3 are lower order of |ks|2, hence it suffices to estimate
Ls4 = |ks|2 eτ∆
(
sin(k′sx)Ψ4−sin(ksx)Ψ2
)⊗ eτ∆( sin(k′sx)Ψ4−sin(ksx)Ψ2), (3.13)
where we remark that Ls4 plays the key role in obtaining the best lower bound of u20.
To be more precisely, by plugging
sin(k′sx)Ψ4 =
eik
′
sxΨ4 − e−ik′sxΨ4
2i
and sin(ksx)Ψ2 =
eiksxΨ2 − e−iksxΨ2
2i
into (3.13), we can rewrite Ls4 into the following four parts:
Js1 = e
τ∆(eik
′
sxΨ4 + e
−iksxΨ2)⊗ eτ∆(eik′sxΨ4 + e−iksxΨ2),
Js2 = e
τ∆(e−ik
′
sxΨ4 + e
iksxΨ2)⊗ eτ∆(e−ik′sxΨ4 + eiksxΨ2),
Js3 = e
τ∆(eik
′
sxΨ4 + e
−iksxΨ2)⊗ eτ∆(e−ik′sxΨ4 + eiksxΨ2),
Js4 = e
τ∆(e−ik
′
sxΨ4 + e
iksxΨ2)⊗ eτ∆(eik′sxΨ4 + e−iksxΨ2)
such that
Ls4 = Js1 + Js2 + Js3 + Js4. (3.14)
Correspondingly, we can write that
u200 =
Q2
4r
r∑
s=1
|ks|2
∫ t
0
e(t−τ)∆Pdiv(Js3 + Js4)dτ,
u201 = −Q
2
4r
r∑
s=1
|ks|2
∫ t
0
e(t−τ)∆Pdiv(Js1 + Js2)dτ,
u202 =
Q2
r
r∑
s=1
o(|ks|2)
∫ t
0
e(t−τ)∆Pdiv(L1s + L2s + L3s)dτ.
(3.15)
In what follows, we will spend a lot of effort to deal with u200 and get the desired
lower bound. For any x0 ∈ R3, recalling the definition of Ψ2, Ψ4 in (H) and denoting
ν := ks + k
′
s = (2
3, 0, 0), we have
u200(x0, t) = Cn
Q2
r
r∑
s=1
∫
R3×R3
∫ t
0
|ks|2eix0ξ−(t−τ)|ξ|2−τ(|ξ−η|2+|η|2)P̂d̂iv
×
(
ψ̂(ξ−η−k′s)ψ̂(η+k′s)As+ψ̂(ξ−η−ks)ψ̂(η+ ks)B
+ ψ̂(ξ−η−k′s)ψ̂(η−ks)Ds+ψ̂(ξ−η+k′s)ψ̂(η+ks)Ds
)
dτdηdξ, (3.16)
where Cn is a positive constant depending only on dimension n, d̂iv = iξ ·, P̂ is a
real-valued vector function whose jl-th component is δjl − ξjξl|ξ|2 , and
As=
 2
24
|ks| 0
24
|ks|
27
|ks|2 0
0 0 0
 , B=
 0 0 00 0 0
0 0 2
 , Ds=
 0 0 10 0 23|ks|
1 2
3
|ks| 0
 . (3.17)
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Next we prove the lower bound of u200 in critical space F˙
−1,q>2∞ and the upper
bound of u200 in BMO
−1. Particularly, the lower bound of u200 plays a crucial role
in the proof of norm inflation. To obtain such bounds, we will use Fourier analysis
methods. Due to the vector-valued nature of velocity field and the divergence free
condition, we not only need to explore each of the three components but also need
to analyze the action of Leray projection operator P. Furthermore, we need to figure
out which of the three components is the largest one that produces norm inflation.
Lemma 3.6. (Lower/upper bound) For |k1|−2 ≪ T ≪ 1 and 1 ≤ q ≤ ∞, we have
‖u200(T )‖F˙−1,q∞ & Q
2, (3.18)
sup
0<t<T
‖u200‖L∞x + ‖u200‖XT . T
1
2Q2. (3.19)
Proof. We divide the proof of (3.18) and (3.19) into the following three steps.
Step 1. Recall that ν := ks + k
′
s = (2
3, 0, 0). From assumptions (H) and (3.14)–
(3.16) we have
supp û200⊂ B 1
2
(ν) ∪B 1
2
(−ν ) ∪B 1
2
(0) ⊂ B9(0). (3.20)
Hence for any t > 0, we have u200(·, t) ∈ C2(R3). Furthermore, by F˙−1,q∞ →֒ B˙−1,∞∞ ,
‖u200‖F˙−1,q∞ & ‖u200‖B˙−1,∞∞ & ‖u200‖L∞x (3.21)
follows from
‖u200‖L∞x ≤
∑
j≤3
2j2−j‖∆ju200‖L∞x . sup
j∈Z
2−j‖∆ju200‖L∞x = ‖u200‖B˙−1,∞∞ .
We refer readers to [9, Chapter 5] to see more information about the equivalence of
the definition of Besov spaces.
Step 2. Considering the arguments in Step 1, it suffices to prove that
u200(x0, t) & Q
2 (3.22)
at some point x0, for instance, here we chose x0 = (
π
24
, 0, 0). Once we prove (3.22),
then combining u200 ∈ C2(R3) with (3.21), we obtain that
‖u200‖F˙−α,rqα & ‖u200‖L∞x & Q
2,
which is the desired (3.18).
To prove (3.22), we first recall from (3.12) that u20 is real-valued which shows
that the imaginary parts of u200, u201 and u202 cancels. Therefore, it suffices to
bound the real part of u200(x0, t) with x0 = (− π24 , 0, 0). By (3.16), we set
Γs =Cn|ks|2
∫
R3×R3
∫ t
0
(sin
πξ1
24
)e−(t−τ)|ξ|
2−τ(|ξ−η|2+|η|2)P̂(ξ)
12
ξ ·
(
ψ̂(ξ−η−k′s)ψ̂(η+k′s)As+ψ̂(ξ−η−ks)ψ̂(η+ ks)B
+ ψ̂(ξ−η−k′s)ψ̂(η−ks)Ds+ψ̂(ξ−η+k′s)ψ̂(η+ks)Ds
)
dτdηdξ. (3.23)
It is clear that
(Re u200)(x0, t) =
Q2
4r
r∑
s=1
Γs.
It is also clear that the last two terms in (3.23) are identical since substituting (ξ, η)
by (−ξ,−η) yields the same results. Furthermore, As → A andDs → D asm0 →∞,
where
A=
 2 0 00 0 0
0 0 0
 , B=
 0 0 00 0 0
0 0 2
 , D=
 0 0 10 0 0
1 0 0
 . (3.24)
In order to compute the third component of Γs, for any
1
|k1|2 ≪ t≪ 1, recalling
that ν = (23, 0, 0), then by changing variables, we obtain that as m0 →∞,∫
R3×R3
∫ t
0
|ks|2 sin πξ124 P̂(ξ) ξ ·As
et|ξ|2+τ(|ξ−η|2+|η|2−|ξ|2)
ψ̂(ξ−η−k′s)ψ̂(η+k′s)dτdηdξ
−→
∫
R3×R3
sin πξ1
24
et|ξ|2
ξ3ξ
2
1
|ξ|2 ψ̂(ξ−η)ψ̂(η)dξdη ; (3.25)∫
R3×R3
∫ t
0
|ks|2 sin πξ124 P̂(ξ) ξ ·B
et|ξ|2+τ(|ξ−η|2+|η|2−|ξ|2)
ψ̂(ξ−η−ks)ψ̂(η+ks)dτdηdξ
−→
∫
R3×R3
sin πξ1
24
et|ξ|2
ξ3(−ξ21− ξ22)
|ξ|2 ψ̂(ξ−η)ψ̂(η)dξdη ; (3.26)∫
R3×R3
∫ t
0
|ks|2 sin πξ124 P̂(ξ) ξ ·2Ds
et|ξ|2+τ(|ξ−η|2+|η|2−|ξ|2)
ψ̂(ξ−η−k′s)ψ̂(η−ks)dτdηdξ
−→
∫
R3×R3
sin π(ξ1+2
3)
24
et|ξ+ν|2
(ξ1+2
3)((ξ1+2
3)2+ξ22−ξ23)
|ξ+ν|2 ψ̂(ξ−η)ψ̂(η)dξdη. (3.27)
Plugging the above three limits and ‖ψ̂‖L1
ξ
= 1 as well as suppψ̂ ⊂ B 1
4
(0) into (3.23),
for any 2−2m0 ≪ t ≤ 2−6 and any ks, if m0 is large enough, then we get Γs ∼ 1. As
a consequence,
‖u200(·, t)‖L∞x & ‖(Re u200)(·, t)‖L∞x &
Q2
r
r∑
s=1
Γs & Q
2.
Step 3. It remains to prove ‖u200‖XT . Q2T
1
2 and sup0<t<T t
1
2 ‖u2,0‖L∞x . Using
Hausdorff–Young’s inequality, we have
‖u200‖L2
T
L∞x
+ sup
0<t<T
t
1
2 ‖u200‖L∞x . ‖û200‖L2TL1ξ + T
1
2 ‖û200‖L1
ξ
.
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By checking the proof of Step 2, it is easy to show supt>0 |û2,0(ξ, t)| . Q2(ψ̂ ∗ ψ̂)(ξ).
Consequently, applying Young’s inequality to |û2,0| yields
‖û2,0‖L1
ξ
. Q2‖ψ̂‖L1
ξ
‖ψ̂‖L1
ξ
. Q2 and ‖û2,0‖L2
T
L1
ξ
. T
1
2Q2.
Hence we finish the whole proof.
Now we prove the following estimates for u201 and u202.
Lemma 3.7. For any q > 2, 0 < t < T ≪ 1 and large enough |ks| and r, we have
‖u201‖L∞
T
F˙
−1,q
∞
+ sup
0<t<T
t
1
2 ‖u201‖L∞x + ‖u201‖XT .
Q2√
r
, (3.28)
‖u202‖L∞
T
F˙
−1,q
∞
+ sup
0<t<T
t
1
2 ‖u202‖L∞x + ‖u202‖XT . o(Q2). (3.29)
Proof. First deal with the norm ‖u201‖L∞
T
F˙
−1,q
∞
. Noticing from (2.2) and (2.3) that
suppÎs1 ⊂ B 1
2
(2k′s) ∪B 1
2
(−2ks) ∪B 1
2
(k′s−ks),
suppÎs2 ⊂ B 1
2
(−2k′s) ∪B 1
2
(2ks) ∪B 1
2
(ks−k′s).
Hence by L∞x →֒ BMO, BMO−1 →֒ F˙−1,q∞ and isomorphism as well as boundedness
of P in homogeneous Tribel-Lizorkin spaces, for any 0 < t < T we get
‖u201(t)‖F˙−1,q∞ .
Q2
r
∥∥ r∑
s=1
|ks|2
∫ t
0
e(t−τ)∆(Is1 + Is2)dτ
∥∥
BMO
.
Q2
r
∥∥ r∑
s=1
|ks|2
∫ t
0
e(t−τ)∆(Is1 + Is2)dτ
∥∥
L∞x
. (3.30)
For any 0 ≤ τ ≤ t, by applying (2.8) of Lemma 2.3 to (3.30) we have∣∣e(t−τ)∆(Is1 + Is2)(x)∣∣ . e−ct|ks|2(Mθ)(x) where θ = (Mψ)2. (3.31)
Plugging (3.31), ‖Mθ‖L∞x . 1 and sup
t>0
r∑
s=1
t|ks|2e−ct|ks|2 . 1 into (3.30) we have
(3.30) .
Q2
r
r∑
s=1
t|ks|2e−ct|ks|2‖Mθ‖L∞x .
Q2
r
. (3.32)
To estimate t
1
2 ‖u2,1‖L∞x , by using (3.31) and sup
t>0
r∑
s=1
t
3
2 |ks|3e−ct|ks|2 . 1 we get
t
1
2 ‖u2,1‖L∞x .
Q2
r
r∑
s=1
t
3
2 |ks|3e−ct|ks|2‖Mθ‖L∞x .
Q2
r
. (3.33)
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To estimate ‖u2,1‖XT , by using (3.31) and (2.10) with µ = 1 and ℓ = 0 we get
‖u2,1‖XT . ‖u2,1‖L2TL∞x .
Q2
r
∥∥ r∑
s=1
t|ks|3e−ct|ks|2
∥∥
L2
T
∥∥Mθ∥∥
L∞x
.
Q2
r
∥∥( r∑
s=1
|ks|2e−
c
2
t|ks|2) 12∥∥
L2
T
.
Q2√
r
. (3.34)
Combining (3.30) and (3.32)–(3.34), we finish the proof of (3.28).
To estimate u202, we recall that similar to (3.13),
u202 ∼ Q
2
r
r∑
s=1
o(|ks|2)
∫ t
0
e(t−τ)∆Pdiv(L1s + L2s + L3s)dτ,
where o(|ks|2) is lower order term of |ks|2 satisfying 0 ≤ o(|ks|
2)
|ks|2 . 2
−m0 . Similar to
L4s, for large enough |k0| and r, we can prove the desired estimate.
3.2.2 Analysis of u21 and u22
Lemma 3.8. For any q > 2 and i = 1, 2, we have
‖u2i‖L∞
T
F˙
−1,q
∞
+ sup
0<t<T
t
1
2 ‖u2i‖L∞x + ‖u2i‖XT . Q2r−1. (3.35)
Proof. It suffices to estimate u21. To estimate ‖u21‖L∞
T
F˙
−1,q
∞
, recalling from the
support of f̂js and |kl| = jl 6= js = |ks|, we get
suppF(eτ∆fjs ⊗ eτ∆fjl) ⊂ B 1
2
(±k′s ± kl) ∪B 1
2
(±ks ± k′l).
Note that when s > ℓ, | ± k′s ± kl|∼ |ks|∼ | ± ks ± k′l|, thus the support of û21 is far
away from origin which ensures that P is well-defined and no singularity arguments
for P are involved. Moreover, P is a bounded operator in BMO. By L∞x →֒BMO,
BMO−1 →֒ F˙−1,q∞ , isomorphism, Lemma 2.3 and (H), we get
‖u21‖L∞
T
F˙
−1,q
∞
.
Q2
r
∥∥ r∑
s=1
s−1∑
l=1
∫ t
0
e(t−τ)∆(eτ∆fjs ⊗ eτ∆fjl)dτ
∥∥
L∞
T
BMO
.
Q2
r
∥∥ r∑
s=1
s−1∑
l=1
∫ t
0
e(t−τ)∆(eτ∆fjs ⊗ eτ∆fjl)dτ
∥∥
L∞
T
L∞x
.
Q2
r
sup
t>0
r∑
s=1
s−1∑
l=1
∫ t
0
e−ct|ks|
2
dτ∥∥M( ( |ks|Mψ +M(∇ψ)( |kl |Mψ +M(∇ψ) )∥∥L∞x
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.
Q2
r
sup
t>0
r∑
s=1
s−1∑
l=1
e−ct|ks|
2
t|ks||kl|
.
Q2
r
, (3.36)
where in the fourth inequalities we used the following simple fact:∥∥M((|ks|Mψ+M(∇ψ)(|kl|Mψ+M(∇ψ))∥∥L∞x . |ks||kl|. (3.37)
Next to the norm of ‖u21‖XT . By using Lemmas 2.3 and 2.4, then we have
‖u21‖XT . ‖u21‖L2TL∞x .
Q2
r
∥∥∥ r∑
s=1
s−1∑
l=1
t|ks|2|kl|e−ct|ks|2
∥∥∥
L2
T
.
Q2
r
∥∥∥( r∑
s=1
|ks−1|2e−
c
2
t|ks|2
) 1
2
∥∥∥
L2
T
.
Q2
r
. (3.38)
At last, we estimate t
1
2 ‖u21‖L∞x . By using Lemmas 2.3 and 2.4, we have
sup
0<t<T
t
1
2‖u21‖L∞x .
Q2
r
r∑
s=1
s−1∑
l=1
t
3
2 |ks|2|kl|e−ct|ks|2 . Q
2
r
. (3.39)
Thus combining (3.36), (3.38) and (3.39), we finish the proof of (3.35).
3.3 Estimates of remainder y
In this subsection, we use iteration arguments to prove the a-priori estimate for
remainder y. Recall that y satisfy the integral equations (3.2), i.e.
y = G0 +G1 −G2
with initial condition y|t=0 = 0, G0 = B(u2, u1) +B(u1, u2)−B(u2, u2) and
G1 = B(y, u2 − u1) +B(u2 − u1, y), G2 = B(y, y).
From Lemma 3.4, we observe that in order to obtain more accurate decay esti-
mate for y, it suffices to split u1, u2 and u2 into two terms, e.g.
u1 = u1χ[0,Tα](t) + u1χ[Tα,Tα+1](t),
u2 = u2χ[0,Tα](t) + u2χ[Tα,Tα+1](t),
y = yχ[0,Tα](t) + yχ[Tα,Tα+1](t),
Plugging the above decompositions of u1, u2 and y into G0, G1 and G2, we have the
following iteration rules which play an important role in controlling y.
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Lemma 3.9. If y solves system (3.2), then for any α = 0, 1, 2, · · · , Q3 and for large
enough r and |k0| we have
‖y‖XTα+1 . Qα+3( r−
1
2 + |k0|−1 ). (3.40)
Moreover, for any T > |k0|−2, we have
‖y‖XT . Q3(r−
1
2 + T
1
2 ) +QQ
3+3( r−
1
2 + |k0|−1 ). (3.41)
Proof. Applying 1.11 to (3.2), we have the following bilinear estimates:
‖y‖XTα+1 . ‖u2‖XTα+1 (‖u1‖XTα+1+‖u2‖XTα+1 ) + (‖u1‖XTα+1+‖u2‖XTα+1 )‖y‖XTα
+ (‖u1‖X[Tα,Tα+1]+‖u2‖X[Tα,Tα+1])‖y‖XTα+1
+ ‖y‖2XTα+1 , (3.42)
where in the second inequality we used
‖y‖XTα+ ‖y‖X[Tα,Tα+1] . ‖y‖XTα+1 and ‖u2‖XTα+ ‖u2‖X[Tα,Tα+1] .‖u2‖XTα+1 .
Recalling that for any 1 ≤ α ≤ β, Tα ≤ Tβ . Then from Lemmas 3.2–3.6, we get
‖u2‖XTα+1 .Q
2r−
1
2 +Q2T
1
2
β , ‖u1‖XTα .Q, ‖u1‖X[Tα,Tα+1] .Q
− 1
2 . (3.43)
Plugging (3.43) in (3.42), and assuming that r > Q10, Tβ = |k0|−2 < Q−5, we have
‖y‖XTα+1 . Q3( r−
1
2 + |k0|−1 ) +Q‖y‖XTα +Q−
1
2‖y‖XTα+1 + ‖y‖2XTα+1 . (3.44)
Similarly, when T > Tβ, by splitting [0, T ] into [0, Tβ ] and [Tβ , T ], then using Corol-
lary 3.5 and (3.42)–(3.44), we get ‖u1‖X[Tβ,T ] . Qr
− 1
2 and
‖y‖XT . Q3( r−
1
2 + T
1
2 ) +Q‖y‖XTβ +Q
− 1
2 ‖y‖XT + ‖y‖2XT . (3.45)
Lemma 3.2 ensures that ‖y‖XT0 can be small since T0 = |kr|−2 and
‖u1‖XT0 .
Q√
r
T
1
2
0 |kr| .
Q√
r
which can be arbitrarily small if r is large enough. Thus iteration argument can be
applied to (3.44)–(3.45). Iterating (3.44) and (3.45) give the desired results.
Making use of (1.11) and Lemma 3.9, we obtain the following estimate.
Corollary 3.10. For any q > 2, sufficiently large r and |k0| such that r ≫ Q2Q3+4,
|k0| ≫ Q−Q3−2 and |k0|−2 < T ≪ Q−2, we have
‖y(T )‖
F˙
−1,q
∞
≪ Q2. (3.46)
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Proof. From (3.2), we notice that y(T ) = G0(T ) + G1(T ) − G2(T ) and Gi(T ) are
several bilinear terms. By (1.11) and (1.12), we obtain that
‖y(T )‖
F˙
−1,q
∞
. ‖y(T )‖
F˙
−α,2
∞
. ‖y‖
L∞
T
F˙
−α,2
∞
. ‖u2‖XT (‖u1‖XT + ‖u2‖XT ) + ‖y‖XT (‖u1‖XT + ‖u2‖XT ) + ‖y‖2XT .
Applying Lemmas 3.2, 3.7–3.9 to the above inequality, we have
‖y(T )‖
F˙
−1,q
∞
. (Q2r−
1
2 +Q2T
1
2 )(Q+Q2r−
1
2 +Q2T
1
2 )
+ (Q+Q2r−
1
2 +Q2T
1
2 )
(
Q3(r−
1
2 + T
1
2 ) +QQ
3+3(r−
1
2 + |k0|−1)
)
+
(
Q3(r−
1
2 +T
1
2 ) +QQ
3+3( r−
1
2 + |k0|−1)
)2
≪ Q2.
Hence we prove the desired result.
3.4 Proof of Theorem 1.3
In this subsection, combining the results proved in Subsections 3.1–3.4, we are
ready to prove the norm inflation of the Navier-Stokes equations.
Proof of Theorem 1.3. Combining the equalities (3.1) and (3.11), the estimates (3.3),
(3.28), (3.35), (3.18) and (3.46), we have
‖u(T )‖
F˙
−1,q
∞
≥ ‖u200(T )‖F˙−1,q∞ − ‖u1(T )‖F˙−1,q∞
−
2∑
ℓ=1
(‖u20ℓ(T )‖F˙−1,q∞ + ‖u2ℓ(T )‖F˙−1,q∞ )−‖y(T )‖F˙−1,q∞
& Q2
(
1−Q−1r 1q− 12 − r− 12 − o(1)
)
& Q2,
where 0 < o(1)≪ 12 , r≫Q2Q
3+4 and |k0|−2<T≪Q−2. Hence we finish the proof.
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