Abstract-Super-Kamiokande (SK), a 50-kiloton water Cherenkov detector, is one of the most sensitive neutrino detectors. SK can be used also for supernova observations by detecting neutrinos generated at supernova. In order to improve the performance of the detector for supernovae, we are developing two new features, one for recording all information within one minute and the other for recording calorimetrical information for nearby supernovae.
Development of New Data Acquisition System at Super-Kamiokande for Nearby Supernova Bursts 
I. INTRODUCTION

S
UPER-KAMIOKANDE (SK) is a ring imaging water
Cherenkov detector located underground at the depth of 1000 m. It consists of 50 kilotons of pure water and about 13 000 photomultiplier tubes (PMTs). The outermost 2 m of the detector is called the Outer Detector equipped with 1885 8-inch PMTs, and the inside is called the Inner Detector equipped with 11 129 20-inch PMTs. Neutrinos from various sources are being studied with SK, such as atmospheric neutrinos [1] , solar neutrinos [2] , supernova burst neutrinos [3] , and artificial neutrinos from an accelerator [4] . We installed new front-end electronics in September 2008, and started data taking as SK-IV phase.
The observation of supernova burst neutrinos is one of the main goals of SK, since they contain the very important information concerning the mechanism of a supernova burst [5] . Supernova explosion is induced by the core collapse of a massive star, which releases about J ( erg) of energy per burst and emits about 99% of released energy in a burst of neutrinos. In 1987, neutrinos from a supernova burst in the Large Magellanic Cloud, called SN1987A, were detected by the Kamiokande II [3] , IMB [6] , and Baksan [7] experiments. Based on these observations, SK is expected to observe around 10 000 neutrinos if a supernova burst happens at the center of the Galaxy. The expected number of supernova burst neutrino events observed at the SK detector as a function of the distance to the supernova is shown in Fig. 1 [5] .
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In Jun 2009, it was reported that the luminosity of Betelgeuse had decreased by 15% over the past 15 years [8] . Betelgeuse and Antares are among the nearest supernova candidate stars around 500 light years distant. If a supernova burst occurs in Betelgeuse or Antares, tens of millions of neutrinos are expected to interact in the SK detector as shown in Fig. 1 , and the maximum event rate is estimated to be more than 30 MHz. Since the current SK data acquisition (DAQ) system is not designed to record such a huge amount of continuous data, another independent DAQ system is being prepared to record neutrino events from such bursts.
In this paper, we will describe the current SK DAQ system and the concept of the new DAQ system in Section II. Development of a prototype and its performance are presented in Section III. A summary and a plan appear in Section IV.
II. CONCEPT OF NEW DAQ SYSTEM
A. Current SK DAQ System and Its Limitation
In the current SK DAQ system, PMT signals are fed to custom front-end electronics called the QTC (charge-to-time converter) Based Electronics with Ethernet (QBEE) [9] . The QTC developed for QBEE digitizes the timing and charge information from PMTs [10] . The digitized data are sent to the front-end PCs via Gigabit Ethernet by SiTCP [11] and merged. Then, combined data are sent to another PC farm for event building and software triggering to select events. Finally, the selected events are written to the disk.
If a high rate burst happens, the current DAQ system starts getting behind of the input data flow due to the limitation of disk I/O. Each QBEE has a DRAM buffer to store data and it is possible to store 6 million events in 10 seconds. However, in case of a supernova at Betelgeuse or Antares, about a few tens of millions neutrinos are expected to interact and the maximum event rate is expected to exceed 30 MHz. Even in such a high event rate case, first 3 seconds of data can be written to the disk, but large fraction of events will be lost after the first 3 seconds due to the overflow of the DRAM buffer on QBEE.
B. Basic Idea of New DAQ System
In order to understand the mechanism of the supernova burst, it is important to record the neutrino event rate continuously during the burst, even if event-by-event information is not available. To achieve this, a new independent DAQ system is being developed. It is desirable to have fixed data size independent of the number of detected events. In this way, the DAQ system will be robust against data rate burst and have no deadtime.
The new DAQ system records the time profile of the total number of hit PMTs in the detector. This system is unable to record individual time and charge information of each PMT, but it can record calorimetrical information of the neutrino burst. Since most of the PMT hits from supernova neutrino events are at the one photoelectron level and the energy distribution of supernova burst neutrinos is rather narrow [5] , the number of hit PMTs is essentially proportional to the energy deposited in the detector and also to the number of neutrinos interacted in the detector. The number of hit PMTs in each QBEE is provided as a digital signal as shown in Fig. 2 . In addition to sending the charge and timing information via Ethernet, QBEE also outputs the total number of hits within 17-nanosecond timing resolution. This signal is called Digital HITSUM. The counting scheme of QBEE is shown in Fig. 3 . The Digital HITSUM uses Low Voltage Differential Signaling (LVDS) and contains 5 bits of digital information for the number of hits and a 60-MHz source clock. The Digital HITSUM is continuously output even if the data flow in Ethernet is suspended by disk writing limitations.
In order to collect and record the sum of the Digital HITSUM, a new module is developed. This module is designed to reduce the data size by averaging in time, because the 60-MHz sampling rate of original Digital HITSUM is still too high to record all the data. The data rate is about 500 TB/day, if we try to store the data at 60 MHz. To reduce the data size, Field-Programmable Gate Array (FPGA) based circuit is used to lower the sampling frequency. A schematic view of the new DAQ system is shown in Fig. 4 . The sampling frequency is chosen to be 0.06 MHz, based on the optimization of data quality against its size. The main background of this system is the 4.5-kHz PMT dark noise, which roughly corresponds to 0.83 hits in 17 ns. If the sampling frequency is too low, it becomes difficult to distinguish supernova neutrino events from the fluctuation of the PMT dark noise. The typical number of hit PMTs in the supernova neutrino events is about 120 hits/event [5] . The relationship between the timing resolution and the PMT dark noise fluctuation is summarized in Table I . By comparing the number of hit PMTs in supernova neutrino events and the dark noise fluctuation, it turns out that it is not possible to reduce the sampling frequency less than 0.01 MHz. Otherwise, the signal becomes indistinguishable from the noise. On the other hand, it is difficult to store data faster than 0.1 MHz due to the total data size. Considering these limitations, the sampling frequency is determined to be 0.06 MHz. Fig. 5 shows the expected number of PMT hits in each time window as a function of time for the supernova burst of Betelgeuse with 0.06-MHz sampling frequency. We still have a clear peak of anti-electron-neutrinos from neutronization even with the 0.06-MHz sampling rate. Thus, the sampling frequency of 0.06 MHz is fine enough to study the neutrino profile of supernova burst.
In addition to the usual 0.06-MHz summed HITSUM, the module is designed to store the original 60-MHz HITSUM information for up to 60 seconds. When a supernova-burst-like event is triggered, this system dumps 60-MHz sampled HITSUM information from 30 seconds before the trigger to 30 seconds after the trigger. To store this 60-MHz sampling data, the module is equipped with 4-GB DDR2 DRAM. This feature enables us to obtain data during the neutrino burst with higher timing resolution of 60 MHz. 30 seconds of data are long enough to cover the duration time of neutrino burst, and we can check also the 30 seconds of data before the supernova burst to see if there is any unexpected activity.
III. DEVELOPMENT OF PROTOTYPE
A. First Prototype and Test With SK Online System
A block diagram of this new module is shown in Fig. 6 . The module has also a summed 60-MHz HITSUM output port with LVDS, a Master Clock input port as a system clock and timestamps for the hits, and Gigabit Ethernet ports for summed 60-kHz HITSUM and data stored in a 4-GB RAM. The NIM inputs can be used to trigger externally the dump system for the 60-MHz sampled data (external SN trigger). The detection of the supernova-burst-like events can be done also by this module itself, by implementing the determination logic in the FPGA. In this case, NIM output can be used to distribute this trigger information to other modules or the other system (internal SN trigger).
We checked the basic input/output functionality and stability. In order to test the Ethernet interface and the event number readout, a test bench with this prototype module is built as shown in Fig. 7 . The VME TRG32 module generates an event number and sends it to the Master Clock module. The Master Fig. 7 . Test bench for the prototype module. The event number is generated by VME TRG32 module and sent to the Master Clock. 60 MHz clock and the event number are encoded by the Master Clock and sent to the prototype module. The prototype module sends decoded event numbers to a Linux PC via Gigabit Ethernet.
Clock encodes the event number and generates 60 MHz clock pulse. This 60 MHz clock pulse generated by the Master Clock module is used as a common system clock for the current SK DAQ system. A Linux PC is used to receive the Ethernet output from the prototype module. The data from the Ethernet output were successfully read out by the PC and the event number in the data was found to be correct. In order to test the stability of Digital HITSUM readout, a Digital HITSUM from a QBEE is sent to the prototype module and summed 60-kHz HITSUM is read out via Ethernet. A 10-kHz NIM signal was input to the QBEE. As a result, the Digital HITSUM readout system and its Ethernet interface were confirmed to work properly. Also, the memory system was found to be functioning.
This prototype module was also connected to the current SK online system in order to check if this module affects the performance of the SK online system. The data taken with and without the module connected were compared. So far, we found no significant influence on the pedestal level, gain, signal height for the 1-photoelectron events, and the noise.
B. Development of the Second Prototype
Though the basic tests with the first prototype module were successful, we needed to revise this module to correct the malfunctioning parts and to add more functionalities that we overlooked. The malfunctioning parts include the wrong wiring for the Master Clock, which was fixed by adding jumper cables to the prototype, and incompatible signal termination for the connection between DDR2 SDRAM and FPGA. The additional functionalities include the internal clock source for the standalone debugging of the module and the dip switches for more configuration options and better accessibility.
The second version of the prototype was being developed in parallel to the test of the first prototype. In this second prototype, all the malfunctioning parts were fixed and features mentioned above were added. Furthermore, we changed the FPGA chip from Xilinx Spartan-6 to Virtex-5 for the proper handling of the DDR2 SDRAM; added the connector for the chassis fan to supply power for the fan and monitor the operation of the fan.
The basic input/output functionality of the second prototype was checked in the same way as the first prototype. It was found to be working properly.
IV. SUMMARY AND PLAN
We are developing a new data acquisition system at SuperKamiokande for the nearby supernova explosion. This system will record the total number of hit PMTs at 60 kHz, and record 60-MHz data for 60 seconds if supernova-burst-like phenomena are detected. In this way, the system is robust against an event rate burst. A first prototype module with FPGA had been developed and tested. Basic functionalities of this module were checked and seemed to work as expected, though we needed to revise the module to correct the malfunctioning parts and to add some functionalities that we overlooked. We connected the prototype module to the SK detector and took some data. We checked the data and found no significant adverse effects from this module to the current SK online system, so far. In parallel to the test with SK detector, we have developed a second version of the prototype and checked its functionalities.
We will continue the tests with the second prototype both at the test bench with the full set of input QBEE boards and at the SK online system. Then, we will start the mass production of the module. We plan to deploy the new system by the end of March 2013.
