Aerodynamic shape optimization of wind turbine blades using a Reynolds‐averaged Navier–Stokes model and an adjoint method by Dhert, Tristan et al.
WIND ENERGY
Wind Energ. 2017; 20:909–926
Published online 5 December 2016 in Wiley Online Library (wileyonlinelibrary.com). DOI: 10.1002/we.2070
RESEARCH ARTICLE
Aerodynamic shape optimization of wind turbine
blades using a Reynolds-averaged Navier–Stokes
model and an adjoint method
Tristan Dhert1, Turaj Ashuri 2,† and Joaquim R. R. A. Martins1
1 University of Michigan, Ann Arbor, MI 48109 , USA
2 University of Texas at Dallas, Richardson, 75080 Texas, USA
ABSTRACT
Computational fluid dynamics (CFD) is increasingly used to analyze wind turbines, and the next logical step is to develop
CFD-based optimization to enable further gains in performance and reduce model uncertainties. We present an aerodynamic
shape optimization framework consisting of a Reynolds-averaged Navier Stokes solver coupled to a numerical optimiza-
tion algorithm, a geometry modeler, and a mesh perturbation algorithm. To efficiently handle the large number of design
variables, we use a gradient-based optimization technique together with an adjoint method for computing the gradients of
the torque coefficient with respect to the design variables. To demonstrate the effectiveness of the proposed approach, we
maximize the torque of the NREL VI wind turbine blade with respect to pitch, twist, and airfoil shape design variables
while constraining the blade thickness. We present a series of optimization cases with increasing number of variables, both
for a single wind speed and for multiple wind speeds. For the optimization at a single wind speed performed with respect to
all the design variables (1 pitch, 11 twist, and 240 airfoil shape variables), the torque coefficient increased by 22.4% rela-
tive to the NREL VI design. For the multiple-speed optimization, the torque increased by an average of 22.1%. Depending
on the CFD mesh size and number of design variables, the optimization time ranges from 2 to 24h when using 256 cores,
which means that wind turbine designers can use this process routinely. Copyright © 2016 John Wiley & Sons, Ltd.
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1. INTRODUCTION
Wind energy has experienced a considerable reduction in the levelized cost of energy over the last few years. However,
further cost reduction is needed for wind energy to become more competitive with traditional energy resources such
as coal and natural gas. Besides decreasing the turbine capital cost (TCC) and balance of station, the annual energy
production (AEP) has to increase to further reduce costs. This reduction can be achieved by upscaling wind turbines,
developing new optimization methods to further optimize wind turbine designs, and introducing new wind turbine concepts
and components.
The complexity of this challenge increases with the size of wind turbines,1 and placing wind turbines offshore
further exacerbates this problem.2 Given the multidisciplinary nature of wind turbines, their design hinges on opti-
mizing the trade-off between aerodynamic performance, structural efficiency, and operational and manufacturing cost.3
Therefore, multidisciplinary design optimization4 could become an important tool in the design of the next generation of
high-performance wind turbines by maximizing the levelized cost of energy while accounting for all relevant disciplines
and interactions.5
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Previous studies have tackled several areas in wind turbine design, ranging from the optimization of rotor design6–10 to
support structure design.11–13 These studies used various levels of fidelity in the models, ranging from low fidelity (blade
element momentum-based fidelity)14–20 to higher fidelity (free and prescribed vortex-based fidelity).21–27
Currently, most wind turbine blade designs are based on low fidelity models because of their ease of implementation,
lower computational cost, and fast convergence to feasible solutions. However, these models do not accurately represent
compressibility, viscosity and the three-dimensional (3D) effects present in wind turbines, which result in suboptimal
designs. These important effects can only be captured accurately by using 3D computational fluid dynamics (CFD) that
include viscous terms.
One approach adopted to incorporate high-fidelity simulations into wind turbine design is to use two-dimensional
Reynolds-averaged Navier–Stokes (RANS) CFD solvers to optimize wind turbine airfoils, neglecting 3D effects.28, 29
Another effort considered 3D CFD to optimize turbine blade winglets with respect to two design variables.30 However,
CFD-based aerodynamic shape optimization for wind turbine blades has not yet been done because of the compounding
challenges of high cost simulations and large numbers of shape design variables. In recent work, Economon et al.31 used
a RANS solver and a continuous adjoint approach to optimize the NREL VI wind turbine blade with respect to 50 airfoil
shape variables. Their optimization resulted in a 4% increase in torque, but only three design optimization iterations were
completed. Large-eddy simulation (LES) provides even higher fidelity than RANS for massively separated flow conditions,
but the computational cost is prohibitive for inclusion in an optimization cycle.
These challenges have been addressed in the aerospace engineering community, where CFD-based design optimiza-
tion has been used for decades, with applications to wing design32–35 and helicopter blade design.36–40 Given that wind
turbine blades are in essence rotating wings, and share some of the physics in helicopter blades, much of the design
optimization techniques developed by the aerospace community can be adapted to the design optimization of wind
turbine blades.
In the present work, we address the challenges of CFD-based wind turbine optimization by developing a robust and
efficient aerodynamic shape optimization framework. We use an arbitrary Lagrangian–Eulerian RANS model for the CFD
analysis and a discrete adjoint method that efficiently computes the gradients of the performance metrics with respect to the
design variables. In contrast to lower fidelity models, the RANS CFD used herein captures the complex flow phenomena
present in wind turbines, resulting in a more reliable performance analysis and ultimately a more refined design.
Unsteady effects such as tower shadow and dynamic stall are neglected in this work, since performing design optimiza-
tion based on unsteady CFD is currently too costly. While we perform some verification and validation of our CFD model
against the NREL VI experimental results, the focus of this work is on demonstrating the first CFD-based wind turbine
optimization that considers a comprehensive set of airfoil shape design variables. The validation of CFD models, including
the validity of turbulence models, is still the subject of ongoing research in the wind energy community.
To demonstrate the proposed approach, we present a series of torque coefficient maximization results starting with the
NREL VI as the baseline design. These optimizations range from a single wind speed case with pitch as a design variable
to a case that optimizes 251 design variables for multiple wind speeds within the rated region.
The remainder of this paper is organized as follows: First, we present the aerodynamic shape optimization methodology
for rotating flow problems. Next, we apply the methodology to the NREL VI wind turbine blade as a benchmark case.41
This requires a problem statement fitted for this particular case. Finally, we present the results of the NREL VI wind turbine
blade optimization, followed by the conclusions.
2. METHODOLOGY FOR AERODYNAMIC SHAPE OPTIMIZATION
We now describe the various aerodynamic shape optimization framework components used in this work. In addition to the
CFD solver, the following components are required: geometry parametrization, mesh deformation, gradient computation,
and numerical optimization algorithm.
2.1. Geometric parametrization
To optimize a given shape, we need to parametrize it by using a set of shape parameters that the optimizer ultimately
controls. This parametrization must result in smooth shape changes to ensure that our gradient-based optimizer is effective.
In addition, the geometry parametrization should be differentiable, and the gradients of the surface coordinates with respect
to the shape parameters should be computed accurately and efficiently.
In this work, we use the free-form deformation (FFD) volume approach to parametrize the blade geometry by embedding
the design inside a hexahedron.42 This approach is known to have an efficient and compact set of geometry design variables,
which facilitates the manipulation of complex geometries. Once the local coordinates of the vertices of the geometry are
expressed in the FFD volume by doing a Newton search, FFD control points on the surface of the volume are used to
deform the baseline design. When the lattice structure within the volume deforms by moving the surface control points, the
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Figure 1. Parametrization of FFD volume shape for the NREL VI rotor. [Colour figure can be viewed at wileyonlinelibrary.com]
FFD method deforms the embedded object as well. We use an FFD volume composed of B-spline tensor patches in three
dimensions; this is called a trivariate B-spline volume. B-spline volumes are chosen because derivatives of any point inside
the volume are easily computed.43
Two FFD volumes are constructed for the two-bladed NREL VI rotor: one for each blade. The control-point parameters
of the two FFD volumes are linked to ensure that the two blades have exactly the same shape. Figure 1 shows the FFD
volumes for the original NREL VI rotor. The control points are fixed in the cylindrical piece near the root because this
section is not shaped for aerodynamic performance.
Although the basic shape variables correspond to the movement of the control points at the surface of the FFD volume,
we also implement composite shape variables corresponding global shape changes, such as blade pitch and the spanwise
variation of twist, which rotate the blade sections about its 25% chord line. The twist can change in the 11 outboard
sections (the root section is set to match the blade pitch). The spanwise interpolation of the twist distribution is done by
using a cubic spline within the FFD. The airfoil is shaped at the 12 outboard sections (i.e., the whole blade excluding
the cylindrical piece next to the hub). Each airfoil section is shaped by moving 20 FFD control points (10 on the lower
surface and 10 on the upper surface), resulting in a total of 240 airfoil shape variables. Our previous work on wing design
shows that this number of shape design variables provides a good trade-off between computational effort and quality of
the optimum.35
The geometry parametrization can also handle chord and span variation, but we do not exploit them in this work because
this would require introducing other disciplines, such as structures, to make the appropriate optimization trade-offs.44
2.2. Mesh deformation
Once a new blade surface shape is determined from the set of shape variables obtained by using FFD, surface deformations
are applied to the CFD surface mesh, and then propagated to the entire CFD volume mesh.
To propagate the surface-shape deformations into the volume mesh, we use the hybrid approach developed by Ken-
way et al.,43 which combines algebraic and linear elasticity methods. The main idea of the hybrid approach is to
apply a linear elasticity method on a coarser approximation of the mesh for large, low-frequency perturbations, while
using an algebraic approach to attenuate small, high-frequency deformations. The hybrid approach consists of the
following steps:
1. Select a subset of nodes for each mesh edge. These nodes form a coarser approximation of the complete mesh.
2. Deform this coarser approximation of the initial mesh by using the linear elasticity method.
3. Regenerate each block with linear or cubic-Hermite spine interpolation to obtain the full mesh approximation.
4. Find the remainder of the deformed mesh by using the algebraic technique.
As an example, we compare the original and deformed mesh of the NREL VI S809 airfoil in Figure 2.
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Figure 2. Mesh deformation of the NREL VI blade at z D 3.3 m.
2.3. Computational fluid dynamics solver
In this research, we use the RANS-based CFD solver ADflow, which is an extension of the SUmb solver45 that adds
adjoint and optimization capability.46 ADflow uses parallel computing to solve the Euler, laminar Navier–Stokes and
RANS equations in either steady, unsteady or time spectral modes.47 Depending on the size of the computational domain,
a cluster of 16 to 256 processors is used for the cases presented in this paper. ADflow is a finite-volume, cell-centered
multi-block CFD solver that provides options for a variety of turbulence models with one, two and four equations, and
a variety of adaptive wall functions. The Roe scheme48 with no limiter and a four-stage Runge–Kutta scheme49 with a
segregated Spalart–Allmaras turbulence model50 are used for the design optimizations presented herein. It is a common
practice to use the k   turbulence model for wind energy applications; however, because we are simulating the rotor in
the attached flow conditions, the Spalart–Allmaras and k   turbulence models yield similar results.
When considering an isolated rotor rotating at a constant angular velocity ! D !x, !y, !zT , where the rotor plane
is perpendicular to a uniform steady wind in a fixed reference frame, the flow field is intrinsically unsteady. However, to
simplify the CFD analysis and make design optimization tractable, we approximate the flow as a steady-state solution by
solving the problem in a reference frame co-rotating with the rotor. Unsteady flow can still exist in the presence of unsteady
phenomena, such as flow separation. By using this approach, the computational domain does not rotate, but the flow field
incorporates a rotational term. Assuming that both reference frames have the same origin, the velocity u! of the co-rotating
reference frame can be related to the velocity u in a fixed reference frame as follows:
u D u! C!  x, (1)
where x D Œx  x0, y  y0, z  z0T is the position vector pointing from the origin of the reference frame .x0, y0, z0/ to a
point .x, y, z/ in the flow domain. The time derivative of a time-dependent vector function f .t/ in the co-rotating reference
frame is
df .t/
dt
D

df .t/
dt

!
C!  f .t/. (2)
The conservation of momentum of an arbitrary time-independent control volume  with permeable boundary @ is
governed by the Navier–Stokes equations. By using equations (1) and (2) in the momentum equations for a fixed reference
frame, conservation of momentum can be expressed in the integral conservation form with co-rotating motion (assuming
no external forces):
@
@t
Z

ud C
Z
@
u

Œu  .!  x/T  n dS D 
Z
@
.pn    n/ dS 
Z

 .!  u/d, (3)
where  is the local density, p is the static pressure,  is the viscous stress tensor (assuming a Newtonian fluid), u D
Œu, v, wT is the local velocity of the fluid, and n D nx, ny, nzT is the outward pointing unit normal vector. When using the
co-rotating reference frame, the momentum equations gain an extra body force that represents the combined effect of the
centrifugal and Coriolis forces. Since the forces are perpendicular to the direction of motion, no work is produced and thus
no additional term appears in the energy equation.
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2.4. Adjoint formulation
As previously mentioned, RANS-based aerodynamic shape optimization with respect to a large number of design variables
requires a gradient-based optimization algorithm and an efficient approach for computing these gradients.
One of the most popular methods for computing derivatives is the finite-difference method. However, the computational
cost of this method does not scale well with the number of design variables, and it is subject to large numerical errors
because of subtractive cancellation. The complex-step method is more accurate but does not scale any better.51 When using
the adjoint method, however, the cost of computing derivatives in a gradient is practically independent of the number of
design variables. For a review on derivative computation methods, see Martins and Hwang,52 or for a more specialized
review focused on CFD, see Peter and Dwight.53
A function of interest (I) for an aerodynamic shape optimization (which could be an objective or constraint function) is
dependent on the design variables describing the wind turbine blade geometry (x), and the flow state variables (w). Such a
function depends both directly on the design variables and indirectly through the solution of the governing equations. The
direct dependence assumes that the state variables remain constant, while the indirect dependence is due to the change in
the state variables required to satisfy the governing equations for a given set of design variables. Hence, the total derivative
of the function of interest can be written as
dI
dx
D @I
@x
C @I
@w
dw
dx
. (4)
The total derivative of the flow solution with respect to the design variables (dw=dx) can be found by observing that the
total derivative of the CFD residuals R.x,w.x// D 0 with respect to x remains zero for a feasible solution, and thus,
dR
dx
D @R
@x
C @R
@w
dw
dx
D 0. (5)
We can use the preceding equation to write a linear system whose solution is the total derivative of the flow solution with
respect to the design variables, i.e.,
@R
@w
dw
dx
D @R
@x
. (6)
Substituting the solution of this linear system into equation (4), we obtain
dI
dx
D @I
@x
 @I
@w

@R
@w
	1 @R
@x
. (7)
Noting that the matrix @R=@w can also be factorized with @I=@w, we can first solve the system of linear equations,

@R
@w
	T
 D 

@I
@w
	T
. (8)
where  are called the adjoint variables. In this equation, the design variables x do not appear explicitly, and the adjoint
vector does not depend on the design variables. This constitutes the major advantage of the adjoint method: the cost of
computing the gradient dI=dx is independent of the size of the vector of design variables x. After solving for the adjoint
variables, we substitute them into the total derivative (4) that we ultimately want to compute, yielding
dI
dx
D @I
@x
C T @R
@x
. (9)
The equations derived above represent the discrete adjoint approach for computing derivatives, where we are linearizing
the discrete system of equations R D 0, and then solving the linear equation. This approach contrasts with the continuous
approach, where the partial differential equations are linearized first and then discretized.54
In the adjoint equation (8) and total derivative equation (9), the partial derivatives must be computed. We derive the
code to compute these partial derivatives by using the algorithmic differentiation tool Tapenade,55 which automatically
parses source code and creates additional code that computes derivatives. Algorithmic differentiation relies on a systematic
application of the chain rule to each line in the source code. In this paper, we use the ADflow adjoint implementation of
Lyu et al.46
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Figure 3. Aerodynamic shape optimization procedure. [Colour figure can be viewed at wileyonlinelibrary.com]
2.5. Optimization algorithm
As previously mentioned, a gradient-based optimization algorithm is required to handle the large numbers of shape vari-
ables in this shape optimization problem. The use of such an algorithm, together with the adjoint method, allows us to solve
the design optimization problems presented herein.
We use the sparse nonlinear optimizer (SNOPT), which is a sequential quadratic programming algorithm capable
of solving large-scale nonlinear optimization problems with thousands of constraints and design variables.56 SNOPT
uses a smooth augmented Lagrangian merit function, and the Hessian of the Lagrangian is approximated by using a
limited-memory quasi-Newton method. The convergence criterion of SNOPT is quantified by the ratio between the largest
component of the gradient of the Lagrangian merit function and the L2-norm of the vector of the Lagrange multipliers. The
feasibility condition of SNOPT is the ratio of the largest violation of a constraint function with respect to the L2-norm of
the vector of design variables.57
2.6. Aerodynamic shape optimization framework integration
All components just described are integrated into a computational framework capable of optimizing the aerodynamic shape,
as shown in Figure 3. ADflow computes a steady-state flow solution for a given shape (corresponding to a specific set
of design variables x) and it also computes aerodynamic performance metrics such as the torque coefficient. The adjoint
solver then computes the total derivatives of the quantities of interest with respect to the design variables, as described in
Section 2.4.
Given the values of the objective and constraint functions, as well as the gradients of these functions computed by using
the adjoint solver, the optimization algorithm (SNOPT) determines the next set of design variables. The changes in shape
are applied to the CFD mesh by using the mesh deformation described in Section 2.2, and then a new CFD solution is
performed, yielding new values for the objective, constraints and corresponding gradients. This cycle constitutes a single
design optimization iteration and is repeated until both the optimality and feasibility conditions are met.
From the implementation point of view, the components in this framework are integrated by using the Python program-
ming language, which facilitates the coupling of the various codes. The underlying codes are programmed in Fortran for
the best possible computational performance, but each component is wrapped in Python to access the functions required
for the framework integration. To setup the optimization, we use pyOpt, which wraps several optimization codes including
SNOPT.58 One critical feature of this coupling is that no reading or writing to file occurs, and all the data transfer between
codes is done through memory, making it computationally efficient.
3. DESIGN OPTIMIZATION PROBLEM FORMULATION
A sound formulation for the design optimization problem is crucial to obtain realizable designs. The choice of objective
function is one of the key decisions in this formulation. Currently, most wind turbine optimization procedures use a systems
engineering approach in which the cost of energy is the key factor for optimization.
However, given the large number of disciplines involved in determining the cost of energy, it is not always possible
to directly optimize this cost. In this work, the objective is to maximize the energy production below the rated power for
a given cost, more specifically the TCC. In our optimizations, we keep the TCC approximately the same as the baseline
by keeping the rotor size constant. The baseline turbine is the NREL VI wind turbine, a two-bladed turbine developed to
provide validation data.41
We know that the NREL VI wind turbine performance is not optimal, since the thrust values are rather small for the
specified flow conditions. Unlike most modern wind turbines, the NREL VI wind turbine blade rotates at a constant angular
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velocity for every free-stream velocity. Therefore, the generated power is only dependent on torque,59 so maximizing
the torque directly maximizes the generated power. Thus, the objective function of our design optimization is the torque
coefficient Cq, which we seek to maximize.
In this work, we use three types of design variables: shape, pitch and twist. The shape variables s apply perturbations to
the surface of the blade in the x direction (Figure 1), thus controlling the airfoil shape, and allowing the airfoil shapes to
change in the spanwise direction. The twist variables  twist the airfoils about the 25% chord line and are distributed along
the spanwise direction. The pitch variable  twists the whole blade as a solid body and is equivalent to adding a constant
to all twist variables.
The twist and pitch are potentially redundant, because pitch can be expressed as a linear combination of twist variations.
This redundancy is problematic for optimization because it allows for an infinite number of valid solutions. To avoid this
problem, the twist variable closest to the hub is fixed, and the twist distribution is expressed relative to this fixed value. The
other alternative would be to remove the pitch variable and include twist closest to the hub. However, using pitch is more
intuitive to wind turbine designers and, in addition, explicitly including pitch results in superior optimization.. Finally, we
do not include blade radius or chord variables in our study because varying these variables impacts the TCC in ways that
we do not model.
Given that the turbine blade shape optimization does not consider any structural sizing, we need to add constraints to
avoid results that are physically unrealizable. To this end, we impose thickness constraints on the blade to ensure that there
is adequate depth for the structural box. The location of the structural box is assumed to be between 15% and 50% of the
local blade chord. We impose constraints in the structural box region such that the airfoil profiles cannot be thinner than
the original shape.
In this work, we solve a sequence of design optimization problems (whose results are presented in Section 5) developed
to progressively gain an understanding of the design optimization problem and to gradually verify our approach. One of the
features we change between each problem is the set of design variables. We use four distinct sets: The first set consists of
just the pitch angle. In the second problem, we solve a design optimization problem with twelve twist variables distributed
along the span of the blade, and in the third problem, we optimize only airfoil shapes when using 240 shape variables. The
fourth set combines the twist and shape variables, and constitutes what we consider to be the most complete set.
In addition to changing the design variables, we also optimize for a single wind speed and then progress to consider-
ing multiple wind speeds. The single-speed optimization consists in maximizing the torque coefficient Cq at 7 m/s. The
optimization problem is stated mathematically as follows:
max
 ,,s
Cq . , , s/
subject to 1  Nt  3,
(10)
where Nt is the vector of local thicknesses normalized with respect to the corresponding local baseline thickness values.
Because wind turbines must perform well for a range of wind speeds, multiple-speed optimization is also performed to
maximize the power generation for a range of wind speeds. The multiple-speed optimization maximizes a weighted average
of the torque coefficients at wind speeds from cut-in to rated and take the values Ui D Œ5, 6, 7, 8, 9 m/s. The multiple-speed
optimization can be written as
max
 ,,s
5X
iD1
wiCq . , , s, Ui/
subject to 1  Nt  3.
(11)
Although the weights wi in the weighted average are all the same here, they could be changed according to the frequency
distribution of wind speeds at a certain location to yield a more tailored design.7
4. VERIFICATION AND VALIDATION
To have confidence in our design optimization results, we verify the convergence of our RANS solver and validate it by
using the experimental results of the NREL VI turbine blade. Our RANS solver had difficulty converging when doing a
CFD analysis with the original NREL VI geometry. We determined that this was due to the cylindrical shape at the blade
root, which causes massively separated flow, and thus the steady RANS solver did not converge to the desired tolerance. To
address this issue, we removed the cylindrical section at the blade root that starts from the hub center and extends 1.257 m
in the spanwise direction. Thus, we only modeled the portion of the blade with an airfoil shape. With the cylindrical portion
of the blade removed, steady CFD solutions converge well. Removal of the cylindrical section results in a small decrease
in the computed torque (by 2–5% for fully attached flow conditions, depending on wind speed).
We use three meshes with an increasing level of refinement both to make the most of the available computational
resources and to verify the results via CFD. These meshes are listed in Table I. The level 2 (L2) mesh is the coarsest and is
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DOI: 10.1002/we
915
Aerodynamic shape optimization of wind turbine blades T. Dhert, T. Ashuri and J. R. R. A. Martins
Table I. Mesh convergence of the modified
NREL VI blade for 7 m/s wind.
Level Mesh cells Cq Ct
L0 (finest) 22  106 0.4258 0.6529
L1 (fine) 2.6  106 0.3889 0.6667
L2 (coarse) 325  103 0.3019 0.5791
Figure 4. The computed torque values compare well against experimental data until the onset of separation, and the impact of
removing the cylindrical root section is not significant. [Colour figure can be viewed at wileyonlinelibrary.com]
used in our first optimization runs to make sure that the problem is well posed. Table I also lists the torque coefficient Cq
and thrust coefficient Ct, which are computed with these meshes. The torque coefficient computed with the coarse mesh is
29% greater compared with the torque coefficient computed with the finest mesh, whereas the fine mesh differs by 8.7%.
Although this difference seems significant, as shown in previous work, the improvement in the performance is accurately
quantified even when the performance is not accurately quantified.35
To validate our CFD analysis against the experimental data provided by NREL,60 we compute the torque for wind
speeds ranging from cut-in to cut-out, and plot both sets of results in Figure 4. For fully attached flow—in wind speeds
ranging from 5 to 7 m/s—our numerical results agree with the experimental results within the experimental error. At 10
m/s, the flow is separated, and the steady CFD does not yield reliable results. This is expected, since steady RANS becomes
less accurate as the separated region increases. However, most optimizations presented in Section 5 are for a wind speed
of 7 m/s. The exception is the multiple wind speed optimization, where we include two speeds above 7 m/s. We include
the torque computations both with and without the root cylindrical section to show that removing this section does not
significantly affect the accuracy.
5. RESULTS
We now present the solution of the optimization problems described in the previous section and discuss the results.
We present a series of designs with increasing complexity and optimize the blade design with respect to blade pitch
angle, twist angle, and airfoil shape variables for single and multiple wind speeds. We compare all the results to obtain
an intuitive understanding of blade design optimization. Unless otherwise stated, the results are obtained with the L2
(coarse) mesh.
5.1. Single wind speed optimization
This section presents the optimization results obtained by solving the optimization problem (10) at a fixed wind speed of
7 m/s. We solve a sequence of three problems with an increasing number of design variables, culminating in a case that
includes the complete set of variables.
5.1.1. Pitch angle.
For a first optimization, we only optimize the blade pitch angle. As shown in Figure 5, only five optimization iterations are
required to satisfy the optimality conditions. The optimization increases the pitch angle by 5.14 degrees, which yields an
increase of 5.1% in torque.
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Figure 5. Optimization history with pitch angle as design variable. [Colour figure can be viewed at wileyonlinelibrary.com]
Figure 6. NREL VI baseline blade (red) compared to the blade optimized with respect to pitch angle (blue). [Colour figure can be
viewed at wileyonlinelibrary.com]
Figure 6 shows that the magnitude of the optimized pressure distributions increases, resulting in a higher torque. The
largest increase in torque is near the tip, which is expected because most of the power extraction occurs near the tip. The
sensitivity contours shown in Figure 7 are consistent with this result, because the largest sensitivity occurs in the tip region.
The largest pressure difference is at the upper part of the leading edge of the blade, whereas the pressure coefficient at
the trailing edge does not change significantly compared with the baseline design. The magnitude of the negative torque at
the tip of the original blade, which is due to tip losses, increases during optimization, but this has a positive overall impact
on maximizing the torque by using a single pitch value for the entire blade.
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Figure 7. Torque coefficient sensitivity (@Cq=@s) distribution on lower and upper surface of NREL VI blade. [Colour figure can be
viewed at wileyonlinelibrary.com]
Figure 8. NREL VI baseline blade (red) compared to the twist optimized blade using the coarse (L2) mesh (blue). [Colour figure can
be viewed at wileyonlinelibrary.com]
5.1.2. Pitch angle and twist variables.
The second optimization study adds the spanwise twist distribution to the blade pitch angle, and optimization is done
with 11 sections relative to pitch angle. The resulting twist distribution is shown in Figure 8, which shows that the torque
coefficient increases by 5.9% compared with the baseline design. This corresponds to a less than 1% improvement in per-
formance compared with the pitch-only optimization. Note that the twist angle reduces abruptly in the tip region, although
this localized feature has no significant effect overall on the optimized results.
As seen from Figure 8, the optimized twist distribution oscillates. This result is typical of cases where too few design
variables are used. As we shall see in the next section, this problem vanishes when airfoil shape variables are added.
5.1.3. Pitch angle, twist, and shape variables.
In conventional wind turbine blade design methods, designers choose from a limited set of predefined airfoil shapes.
CFD-based aerodynamic shape optimization enables the design of fully customized airfoil shapes along the span.
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Figure 9. NREL VI baseline blade (red) compared to the blade optimized with respect to pitch angle, twist and airfoil shape variables
using the coarse (L2) mesh (blue); showing chordwise Cp distributions and airfoil shapes for cross sections A–C. [Colour figure can
be viewed at wileyonlinelibrary.com]
For this design optimization, we added airfoil shape variables to the 11 twist variables and the blade pitch angle used
in the previous optimization. The airfoil shape is controlled at the 12 spanwise stations described in Section 2.1. The total
number of design variables (shape, twist, and pitch) is thus 252.
The results of this design optimization are shown in Figure 9. The torque coefficient increases by 31%, which is signifi-
cantly greater than the 5.9% increase obtained in the previous optimization. Additionally, the twist distribution is smoother,
but the abrupt change in twist at the tip persists because of the relatively coarse CFD mesh.
To resolve this problem of abrupt change in twist at the tip and thereby obtain a better overall result, we repeat the same
design optimization but with the L1 (fine) CFD mesh. The resulting optimum is shown in Figure 10, which shows that the
spanwise oscillation present in the results obtained with the coarse mesh completely disappears when using the fine mesh.
In addition, the twist no longer changes abruptly at the tip. These results confirm that the L1 mesh sufficiently resolves the
complexity in the flow field. As a result, the distribution of the pressure coefficient is now smooth, which is consistent with
a well resolved flow solution.
When using the L1 mesh, the torque coefficient increases 22.4% relative to the baseline torque of the NREL VI blade.
This increase in torque is less than the 31% obtained with the coarse mesh, which reinforces the point that optimization
must be done with a sufficiently fine mesh.
As shown in Figure 10, the airfoils optimized with this fine mesh exhibit more camber, and the root region has a highly
cambered trailing edge. The optimizer converged to this shape to increase the lift in the absence of high wind speeds near
the root. Figure 11 shows the thrust of the optimized design with 69% increase in the outboard region of the blade. This
also increases the blade flapwise bending moment, so the blade structure should be reinforced were this blade constructed.
For future design optimization studies, we recommend considering how aerodynamic shape optimization affects struc-
tural design. This could be achieved by enforcing a bending moment constraint to limit blade mass. A better approach,
however, is to consider the trade-offs between structural weight and aerodynamic performance. This requires modeling
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Figure 10. NREL VI baseline blade (red) compared to the blade optimized with respect to pitch angle, twist and airfoil shape variables
using the fine (L1) mesh (blue); showing chordwise Cp distributions and airfoil shapes for cross sections A–C. [Colour figure can be
viewed at wileyonlinelibrary.com]
Figure 11. The optimized blade thrust spanwise distribution (blue) exhibits a large thrust increase compared with the baseline (red).
[Colour figure can be viewed at wileyonlinelibrary.com]
the blade aeroelasticity, which has been done for aircraft wing design,44, 61 and doing the same for wind turbine blade
design should be possible.
The L0 mesh results in highly accurate CFD simulation results that are within the standard deviation of the experimental
results (96% accurate with respect to averaged torque value). However, the computational cost incurred when using this
mesh is too high for performing optimization. Therefore, we used the L0 mesh only for analysis, that is, we analysed the
optimum shape obtained with the L1 mesh using the L0 mesh. Given the increase in predicted torque for larger mesh
resolutions, the increase in optimized torque should be even higher when using the L0 mesh.
We show the result of this analysis in Figure 12 in the form of airfoil pressure distributions only, since the twist and
airfoil shapes remain the same. It is clear that the pressure coefficient distributions are even smoother than for the L1
mesh. Also, the pressure distribution at root region is better resolved, and the root vortex can be observed. The L0 mesh
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analysis estimates a 29.1% increase in torque, which is 6.7% more than the increase predicted with the L1 mesh. This can
be explained by the fact that the tip and root vortices are better resolved, and that the torque is predicted more accurately
when using the finest mesh.
Figure 12. Chordwise Cp distributions for the fine mesh (L1) optimized geometry analysed using the finest (L0) mesh (blue),
compared with the baseline case analysed using the same level mesh (red). [Colour figure can be viewed at wileyonlinelibrary.com]
Figure 13. Multiple speed optimization result analysed at a wind speed of 7 m/s. Red line is for the baseline case, and blue line is
for the optimized case. For cross sections A–C, the upper figure shows the Cp, and the lower figure shows the airfoil cross section.
[Colour figure can be viewed at wileyonlinelibrary.com]
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5.2. Optimization for multiple wind speeds
The design optimization results reported in the previous sections consider only a single wind speed. However, real wind
turbines must operate over a wide range of wind speeds that may range anywhere between cut-in to cut-out. Therefore, the
design should be optimized for multiple wind speeds and by using site-specific wind profiles.7, 62
We solve the optimization problem (11) with five different wind speeds, ranging from cut-in (5 m/s) to the rated wind
speed (9 m/s), with 1 m/s increments (region-2 operation). The weights associated with each wind speed are equal, so the
objective function is the average torque coefficients for these wind speeds. Given the propagation of flow separation from
the root to tip of the NREL VI blade at 5 to 10 m/s because of rotational effects, it is expected that the accuracy of the flow
solution decreases with higher wind speeds. As a result, it is assumed that this multiple speed optimization yields valid
results for wind speeds between 5 and 9 m/s. The optimization is done with the L1 (fine) mesh and the blade pitch, twist
and shape variables.
The multiple-speed optimized blade is shown in Figure 13. The multiple speed design exhibits characteristics similar to
those of the single-speed design. The camber is increased over the entire span of the airfoils, with the airfoil near the root
exhibiting extreme cambering at the trailing edge.
Figure 14 shows the results for a wind speed of 7 m/s for single-speed and multiple-speed torque, twist and distri-
bution of airfoil pressure at 30%, 63% and 95% of the blade length. The multiple-speed optimization converges to a
lower twist in the mid sections of the blade, so the torque is slightly less than for the single-speed design. The pres-
sure coefficient distributions and the airfoil shape are approximately the same, with a small increase in the camber of the
multiple-speed airfoils.
Figure 15 compares the torque obtained from multiple-speed optimized design with that obtained from the baseline
design. The torque averaged over all wind speeds increases by 22.1% compared with that of the baseline design. Using
these torques to compute power output at a fixed angular velocity of 7.5 rad/s allows us to calculate the AEP assuming a
Rayleigh probability density function with a shape factor of 2 and a scale factor of 9.47.* The optimized NREL VI blade
delivers a 22.2% increase in AEP relative to the baseline design below the rated wind speed.
Figure 14. Comparison of multiple-speed (red) and single-speed (blue) optimized designs at 7 m/s. [Colour figure can be viewed at
wileyonlinelibrary.com]
*These values represent typical conditions in the Dutch part of the North Sea.63
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Figure 15. Torque as a function of wind velocity for baseline (red) and multiple-speed optimized blade (blue). [Colour figure can be
viewed at wileyonlinelibrary.com]
Table II. Computational performance of aerodynamic shape optimization run on 256
computing cores.
Optimization case Iterations Optimality Wall time [hr]
Single-speed pitch, twist, and shape (L2) 23 101.89 1.58
Single-speed pitch, twist, and shape (L1) 9 101.94 8.25
Multiple-speed pitch, twist, and shape (L1) 15 101.42 27.75
5.3. Computational performance
One of the main motivations of this work was to make RANS-based aerodynamic shape optimization of wind tur-
bines a tractable method with fast turnaround by using high-performance computing resources. Table II summarizes the
computational performance of the optimization studies. These cases were run in parallel on 256 processors.
All CFD simulations converge by six orders of magnitude with respect to the residual of density. The optimality tolerance
achieved by the SNOPT optimizer varies, as shown in Table II; this variation in tolerance is due to noise in the torque
coefficient, whose fourth significant digit fluctuates.
These optimizations take between less than 2 h of computation time (for single-speed optimization using the coarse
mesh) and just over 1 day (for multiple-speed optimization using the fine mesh). These times are short enough for designers
to use this approach in practice.
6. CONCLUSION
This work shows that RANS-based aerodynamic shape optimization of wind turbine blades that considers the detailed shape
of the entire blade is now possible and results in significant improvements in performance. To demonstrate the capability
of our framework, we start with the NREL VI wind turbine blade as a baseline and maximize the torque coefficient with
respect to blade shape. Thickness constraints prevent the blade from getting any thinner than the NREL VI blade. The
optimization results in a 22.4% increase in the torque coefficient.
With computational times ranging from under 2 h up to just over one day when using 256 processors, such optimizations
are now sufficiently efficient to be used routinely by wind turbine designers. The efficiency of this approach to optimize
the aerodynamic shape hinges on a fast CFD solver and the use of gradient-based optimization in conjunction with a
method to accurately compute gradients efficiently by using an adjoint method. Robust geometry parametrization and mesh
deformation are also critical.
7. FUTURE WORK
While we have shown that it is possible to perform aerodynamic shape optimization based on steady-state RANS, unsteady
effects due to tower shadow and massive flow separation are present and should be modeled to obtain truly high-fidelity
results. To overcome this limitation, we could model the separated unsteady flow at the higher speeds using large-eddy
simulation, detached eddy simulations, or unsteady RANS. Given the high computational cost of the flow solutions using
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these approaches, together with the cost of solving the unsteady adjoint equations, it is currently not viable to include them
in an optimization iteration.
Variable-speed operations of wind turbines with a controller could also be performed. This can be implemented by
adding the partial derivatives in adjoint equations corresponding to the rotational speed. Constraints on the rotational speed
variable can then be implemented as well. For example, a constant rotational speed can be imposed at certain wind speeds
to prevent structural failure.
Other avenues of developments would be to do static aeroelastic (aerostructural) optimization, as already done for aircraft
wing design.44, 61 Such an approach would eliminate the need for explicit thickness constraints and take into account the
trade-off between aerodynamic performance and weight, resulting in optimal passive load alleviation.
The high-fidelity aerodynamic shape optimization developed in this research can be extended to other rotational
problems such as helicopters, gas turbines and propellers for both aircraft and marine applications.
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