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Abstract 
We present in this paper hybrid and semi-hybrid vector extrapolation methods. For a vector sequence transformation, we 
will define the generalized residual which allows us to introduce a new hybrid vector transformation. When solving linear 
systems, this new transformation reduces to the hybrid procedure defined by Brezinski and Redivo Zaglia (1994) which is 
a generalization of the smoothing technique. In the second part of this paper, we define a new composite transformation 
called semi-hybrid. When applied to linearly generated sequences, we will show that the residual polynomial of the 
semi-hybrid transformation is the product of two residual polynomials. 
Keywords: Sequence transformations; Extrapolation; Projection; Hybrid transformations; Linear systems; Nonlinear 
systems 
AMS classijication: 65FlO; 65HlO 
1. Introduction 
Let s1,s2,..., be a sequence of vectors of RN or CN and let s be its limit when the sequence 
converges or its antilimit otherwise. In the two cases, we can apply a vector extrapolation method to 
get good approximations to s. The most popular vector extrapolation methods are the reduced rank 
extrapolation (RRE) method of Eddy [9] and Messina [ 181, the minimal polynomial extrapolation 
(MPE) method of Cabay and Jackson [7], the modified minimal polynomial extrapolation (MMPE) 
method of Smith Ford and Sidi [24], Pugachev [ 191 and Brezinski [2] and the Topological epsilon 
algorithm (TEA) of Brezinski [2]. When applied to linearly generated vectors, it was proven in [23] 
that the RRE, the MPE and the TEA are Krylov subspace methods and are, respectively, equivalent 
to GMRES [21], the method of Amoldi [20] and the method of Lanczos [17]. Convergence of these 
vector extrapolation methods have been fully developed in [24], [25] and [22]. Applications to linear 
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and nonlinear systems of equations and the connection with other known methods has been studied 
in [23, 12, 14, 151. 
Our aim in this paper is to introduce hybrid and semi-hybrid vector extrapolation methods. The 
new transformations that will be obtained are a composition of extrapolation methods. We will also 
apply these new procedures for solving linear and nonlinear systems of equations. In particular, 
when the sequence is generated linearly our hybrid transformation reduces to the hybrid procedure 
introduced in [5]. 
The second part of this paper will be devoted to semi-hybrid vector transformations. 
2. Hybrid transformations 
2.1. Dejhitions and properties 
Let (3,) be a sequence of vectors of RN and let s be its limit or antilimit. 
Many vector extrapolation transformations such as the MPE, RRE, MMPE, TEA and others can be 
written as 
(n) = S, + f: a~‘lJi(n), tk (2.1) 
i=l 
where the auxiliary vector sequence (gi(n)) are given. Using some orthogonality property, the pa- 
rameters a:“); i = 1 , . . . , k are obtained as a solution of a k x k linear system of equations. 
Now, given a transformation tk of the form (2.1), we associate a new one denoted by fk and 
defined as follows: 
k 
fp’ = S,+l + C a!“)gi(tl+ 1). (2.2) 
i=l 
Note that the coefficients a’“‘. i = 1 I 3 , . . . , k are the same in the expressions of tf’ and ?p). For such 
transformations, we define the generalized residual as 
F(p) = dtk - (n) = p _ p, 
hence from (2.1) and (2.2), 2t.f’ is expressed as 
k 
Lit;’ = AS, + C ai(“)Llgi(TZ). 
i=l 
For the known vector extrapolation methods such as 
gi(n) = dsn+i-19 and the coefficients a!“’ are such that 1 
LL~’ I span{yF’, . . . , yf)}, 
follows: 
(2.3) 
(2.4) 
the RRE, the MPE, the MMPE and others, 
(2.5) 
where yi @) = dS,+i_i for the MPE; _y/“’ = d’s,+i-i for the RRE and uy’ = yi for the MMPE. 
When applied to sequences generated linearly, the vector extrapolation methods above are oblique 
or orthogonal projection methods. Using the generalized residual defined by (2.3), we show now 
that these vector extrapolation methods could be still defined as projection methods. 
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Let fik and 6 denote the subspaces: F&i = span{dg,(n), . . . , dgk(n)} and 6 = span{ yp’, . . . , yf’}. 
Then (2.4) and (2.5) are, respectively, equivalent to 
Lb;’ - As, E I& 
and 
LiP _L c. k 
Let Qf’ be the projector onto I&, projecting orthogonally to I$ Then hf’ can be written as 
it?’ = As n - Qf’ As n. 
If @k = 6, then Qf ’ is an orthogonal projector which is the case for the RRE method. Otherwise 
it is an oblique projector. 
In a matrix form, hf’ can be expressed as 
it?’ = As, - AGk,, (Y& A&,)-’ Y&As, (2.6) 
where Y,, and C&n are the matrices whose columns are, respectively, { yp’, . . . , yf’} and { Ag,(n), . . . , 
Agdn)h 
We notice that tf’ and ht’ could be computed recursively by using some algorithms given in 
[3, 11, 151. 
Consider now two vector sequence transformations tk,, and t@ of the form (2.1) with the same 
auxiliary sequence of vectors (gi(n)), and define the rank two hybrid transformation Tk as follows: 
The parameter a will be chosen such that 
]].@]I = i$l I~aLitf, + (1 - a)Lrt&q. 
The minimization problem (2.8) 
line spanned by itfi - $‘;. 
(2.7) 
(2.8) 
is equivalent to the orthogonal projection of h&) or (at:;)) on the 
In fact, (2.8) can be written as 
where Pk is the orthogonal projector onto span{d”t~~~ - @:j}. 
Then the parameter a is such that 
And the solution of the problem (2.8) is obtained for 
(2.9) 
We will see later that, when solving systems of linear equations the previous choice of a corresponds 
to the hybrid procedure defined in [5]. In this case, the tp” s are the approximations, at step k, of 
the solution of the considered linear system and it;’ represents the corresponding residual. 
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If 0, i = 1,2 denotes the acute angle between J$’ and L$$) - &ir,‘, then we have 
[ld”&@112 = (1 - cos2 19:)) ll&j~~]]2, i = 1,2. 
Hence, 
jlJT,(“)]] d min(/(&)]], /&&II). 
With the choice (2.9) of a, the hybrid transformation & is expressed as 
(2.10) 
(2.11) 
As a simple example of such a hybrid transformation, we set t,‘“/ = s, and tryi = s,+~, hence the 
transformation Ti is given as 
Since in the scalar case we obtain the classical Aitken’s LI~ process, the transformation T, is a vector 
A&en’s transformation. 
For the kernel of the transformation Tk, we have: 
Proposition 1. Assume that Vn, @‘/ # &f’~. A sufJicient condition that 3N such that ‘dn 2N, 
I$“) = s is that 3N, co and cl with co + cl # 0 such that Vn 2 N, co(tir,) - s) + q(tfi - s) = 0. 
For a given transformation tk of the form (2.1), the corresponding residual it?‘, for a fixed value 
of n (it is the case when we are dealing with systems of linear and nonlinear equations), can be 
computed by the following algorithm [3]: 
itt’ = As n, ho,i = 4(n), i 2 1, 
hk,i=hk-Ii- (y’)‘hk-l’i) hk-l,k, 
’ (.$),hk-l,k) 
i=k+ l,... . 
(2.12) 
Now, more generally, consider k + 1 transformations tk$, tk, 1,. . . , k,k t with the same sequence (gi(n)),, 
i= l,..., k and define the rank k + 1 transformation G as follows: 
(2.13) 
i=O 
where the scalars cc!“’ are such that I 
k 
Cay) = 1 
i=O 
(2.14) 
and 
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From (2.13) and (2.14), we have 
And hence, (2.15) becomes 
(2.15) 
(2.16) 
where v!“) = tjn) - t(“) i = 1 ,k. 
It is known’ (seek&) that ‘the solution of the problem (2.16) can be given as a ratio of two 
determinants and d”T,(“) can then be expressed as 
Liy(n) . . . d"$' 
1 
d”T’“’ = - 
(A$, hi”‘) (hi”), hp) . . . (L&p, Lhp) 
k DC”’ : > 
k 
I( Lit;” &If’) (Lw , ’ 1 ,d”@) . . . (dv~‘,h~))I 
where Or’ is the determinant obtained from the preceding one by delating the first row and the first 
column. The determinantal expression of T,n) 
(n) (n) 
is obtained from that of d”T,‘“’ by replacing the first 
row by tk.O~vl ?--d+ (n). We have the following result. 
Proposition 2. Assume that V’n, 0;’ # 0. A su&ient condition that 3N such that Vln >N, Tk(“)=s is 
that 3N,Co,Cl,...,Ck with co+cl+...+ck#O such that c,&$-s)+c&J-s)+.“+ck(tk,k-s)=O, 
b>N. 
If $“’ is the matrix whose columns are &I”‘, . . . , d”uf’), then AC(‘) is expressed in a matrix form as 
Let Pin) denote the orthogonal projector onto the subspace generated by the vectors d”$‘, . . . , d”ur), 
then it is easy to see that the solution of the minimization problem (2.16) is given as 
(2.17) 
If we denote by O,$ the acute angle between iti:) and span{d”uy), . . . , dvr’}, then form (2.17), we 
have the relation 
Ij,“p))* = ptj,)))* (1 - cos* e$>. 
This shows that 1 Id”T,(“) I I < I I h,$ I I which 
]]~T,(“)II < min(]]d”t:“o)]],. . . , Ild”t~~~ll). 
(2.18) 
is already known from (2.16). We also have 
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When solving systems of linear equations, the transformation c reduces to the generalized hybrid 
procedure studied in [ 1, 41. 
In the special case where $’ = s,+~; i = 0,. . . , k, then v!“’ = s,+i - S, and J$’ = ds,+i. Hence the 
hybrid transformation & becomes the RRE method. 
2.2. Application to systems of linear equations 
Consider the linear system of equations 
Ax=b, 
where A is an N x N nonsingular matrix and b is a vector of RN. 
From an arbitrary vector so, we define the sequence (s,), as follows: 
(2.19) 
s,+~ = Bs, + b with B = I - A. (2.20) 
From now on, we set gi(n) = dS,+i_l; i > 1. The residual is defined by r(x) = b - Ax for x E RN. 
Note that r(s,+i) = b - As,+i = ds,+i. 
With the above choice of the gi’s, we have 
tf’ = k yy)~,+~ with e y,‘“) = 1 
i=O i=O 
and then 
k 
F(tf’) = it;’ = C y$“’ dS,+i. 
i=O 
On the other hand, the residual of tf’ is given by 
r( t;‘) = 6 yy’(b - s,+i + B s,+i). 
i=O 
Hence, 
Y( tf’) = 5 y~)LlS,+i. 
i=O 
(2.21) 
(2.22) 
This shows that for the sequence defined by (2.20), we have 
Y( tf ‘) = y”( ty ) = /by. 
Hence, the generalized residual is identical with the true residual. 
Consider now two vector extrapolation methods t k,l and tk,2 applied t0 the sequence (2.20) for 
solving the linear system (2.19). Let us denote by xi and x$’ the approximations generated, re- 
spectively, by tk,l and tQ. If we denote xk = Tie’ the approximation given by applying the hybrid 
transformation Tk, then we have 
xk =x; - ak(xL - xi). 
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Now since the generalized residual is identical with the true residual and by using (2.9), the coeffi- 
cient ak is given by 
(0) _ 
ak = ak - - 
Hence, we obtain the hybrid procedure defined in [5] which generalizes the smoothing technique [27]. 
2.3. Application to systems of nonlinear equations 
Let us consider the nonlinear system of equations 
G(x) = x, (2.23) 
where G : RN -+ RN and let s denotes a solution of (2.23). For a vector x, the residual is defined by 
r(x) = G(x) - x. 
Let (s,) be the sequence, generated from SO, by 
s,+~ = G(s,), II = O,l,... 
then we have 
(2.24) 
Y(s,) = G(s,) - s, = As, (2.25) 
and 
iys,) = Y(S,). 
If we set gi(n) = ds,+i_i, as is usually done in practice, the approximation tr’ given by (2.1) is 
such that 
tF) = & yl”’ s,+i with 2 yy’ = 1. 
i=O i=O 
Then the generalized residual is given by 
(2.26) 
k 
r”( tt’) = d”tr’ = C y!“’ dS,+i. 
i=O 
Remark that for nonlinear systems, the generalized residual is not identical with the true residual. 
If the sequence (s,) converges to S, then for n sufficiently large, (s,) behaves linearly at infinity 
and then the generalized residual F(tr’) is an approximation of the residual r(tF’). 
Consider now two vector extrapolation methods t 
approximations xy’ and x, 
,‘I and tk,* producing, respectively, at step k, the 
“@) of the solution of (2.23) and denote by $” and F:(n) the generalized 
corresponding residuals. Let xr’ denotes the approximation given by the hybrid transformation Tk. 
Then from (2.7) and (2.9) we obtain 
,,(n) = ,;‘“’ _ af’(xy’ _ xy’) (2.27) 
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and 
-(n) = j?(n) 
rk 
(n) J’(n) 4 ) 
k - ak kk - rk ). (2.28) 
Using (2.9) the coefficient a:) is given by 
4(n) 4(n) -0) 
(n) = _(‘k yrk - rk 
'k 
) 
We notice that, for nonlinear systems of equations, it is possible to define another hybrid procedure 
by using the same relations as above and by taking in the expression of at) the true residuals. This 
needs more evaluation of the function G. 
3. Semi-hybrid vector extrapolation methods 
Given a transformation tk of the form (3.1) with gj(n) = d~,+~_~, j = 1,. . .,k, we consider the 
composite transformation itk, i Z 0, defined by the following ratio of determinants: 
Sri+++ %+i+1 . . . Sn+i+k 
(YI”‘, As,) (y’1”‘, &+l> . . . (.#‘, Asn+k) 
p _ <yf’, Asn) CYf', AhI+* > * - * <_$‘, &z+k > 
lk - 
1 1 1 
(yr”‘,ds ) n <Yi”’ ~~n+l) -** 3 . . . (_#),&t+k) 
(Yf Gs. 1 <Y;‘, is.+* > ’ . . . <Yf ‘9 b+k) 1 
where y,‘“’ = ds,+j_r for the MPE, yj’“’ = d2s,+j-l for the RlU& (n) = Yj yj for the MMPE. 
From (3.1), we have 
it?’ = e bj”)S,+i+j with 5 by’ = 1. 
j=O j=O 
Then, in a matrix form, itf’ is expressed as 
.t(“) = s,+i lk - d$f$ (Y;k d2&k)-1 Y;k h,, 
(3.1) 
(3.2) 
where Yn,k, ,AS,$ and d2S,,k are the matrices whose columns are, respectively, {yy’, . . . , yf’}, 
{As,+i, * * * > AS,+i+k_l} and {A2s,, . . . , A2Sn+k_l}. 
As a particular case, we consider the composite MPE with i = 1 and k = 2. So we obtain 
(n) = s , + l  _  (Asny “%) As,+l 
1t2 
(4n A2sn > ’ 
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The preceding transformation is exactly the vector Aitken’s A2 process defined by Graves-Morris 
[ 131 who remarked that, among the generalizations of the Aitken’s A2 process for vector sequences 
given by many authors, the transformation It2 is the appropriate one. 
As we observed, the coefficients by’, j = 0,. . . , k in (3.2) are the same for &’ and tf’:‘, then the 
computation Of it(“) 
(4 
can be obtained from that of tf’. However, for MPE, RRE and MMPE, the 
computation of tk needs the knowledge of s,, . . . ,s,+k+l whereas s,+i,. . . ,s,+i+k are also needed for 
itf’. Note that in the case i = 1, the same number of vectors is required for the two transformations. 
If we consider the RRE method and if we take i = 1, then the transformation 1 tk is identical with 
a transformation proposed by Kaniel and Stein in [ 161. 
We define now the new semi-hybrid transformation & as follows: 
j=O 
where the coefficients by’, j = 0,. . . , k are the same as in tf’ and in jtr’e Then convergence analyses 
for jtk and for Sk can be obtained from that of tk. The determinantal expression of SF) is obtained 
from that of it?’ by replacing the first row in the numerator of (3.1) by otf’, 1 tr ‘, . . . , k tr ‘. 
Let us consider again the nonsingular linear system of equations 
and 
For 
define the sequence (s,), from an arbitrary vector so, by 
s ,,+, = Bs, + b with B = I -A. 
this sequence, the residual is Y(s,) = ds,. Then 
k 
j=O 
But since AS+i+j = Bj As,+ip we also have 
r(&‘) = Asn+i. 
Let us define the polynomial Pk by Pk(x) = X:=0 by’ xj, then 
r(itr’) = Pk(B) AS,+i. 
Ax = b 
Now using (3.3) we get 
k 
j=O 
Replacing (3.7) in (3.8), we obtain 
(3.4) 
(35) 
(3.6) 
(3.7) 
(3.8) 
r(Sf)) = e by’Pk(B) AS,,. 
j=O 
(3.9) 
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Using the fact that As,, = Bj As, and the definition of the polynomial Pk, we get 
r($)) = Pk(B) I-(@‘“‘> = [Pk(B)12 As,,. 
From the preceding relation, we immediately have 
The same procedure has been used in [6] to derive the CGS [26] method from the topological 
epsilon algorithm. 
In the semi-hybrid transformations we defined above, we have considered only one transformation 
and constructed the considered semi-hybrid transformation. 
Consider now two vector extrapolation methods (for example the MPE and the RRE). Let it;’ be 
the composite transformation, as defined by (3.1), corresponding to the first extrapolation method 
k k 
itf’ = C bj”)Sn+i+/, with C by’ = 1. (3.10) 
j=O j=O 
Now, we define the new semi-hybrid transformation as 
p=~ q' jtp; 
k 
with c ~7’ = 1. (3.11) 
j=O j=O 
The coefficients Ci(n)‘s correspond to the second extrapolation method. 
Let us define the polynomial Qk by Qk(x)=~!z (“’ , o c, xi. Hence, if those transformations are applied 
to the sequence defined by (3.4) for solving the preceding linear system, we have 
t-(Sf)) = 2 Cj”b( jtf’). 
j=O 
Using (3.7), we also have 
j=O 
and since As,, = Bj As,, we finally 
r($? = (K&O &(B)) As,. 
(3.12) 
(3.13) 
have 
(3.14) 
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