Abstract. We study the complexity of computing one or several terms (not necessarily consecutive) in a recurrence with polynomial coefficients. As applications, we improve the best currently known upper bounds for factoring integers deterministically and for computing the Cartier-Manin operator of hyperelliptic curves. 1. Introduction. We investigate complexity questions for linear recurrent sequences. Our main focus is on the computation of one term, or several terms not necessarily consecutive, in a recurrence with polynomial coefficients. As applications, we improve the deterministic complexity of factoring integers and of computing the Cartier-Manin operator of hyperelliptic curves.
Introduction.
We investigate complexity questions for linear recurrent sequences. Our main focus is on the computation of one term, or several terms not necessarily consecutive, in a recurrence with polynomial coefficients. As applications, we improve the deterministic complexity of factoring integers and of computing the Cartier-Manin operator of hyperelliptic curves.
A well-known particular case is that of linear recurrences with constant coefficients. In this case, the N th term can be computed with a complexity logarithmic in N , using binary powering. In the general case, there is a significant gap, as no algorithm with a complexity polynomial in (log N ) is known. However, Chudnovsky and Chudnovsky showed in [11] how to compute one term in such a sequence without computing all intermediate ones. This algorithm is closely related to Strassen's algorithm [48] for integer factorization; using baby steps/giant steps (BSGS) techniques, it requires a number of operations which are roughly linear in √ N to compute the N th term.
Precisely, let R be a commutative ring with unity and let M (resp., MM) be a function N → N such that polynomials of degree less than d (resp., matrices of size n × n) can be multiplied in M(d) (resp., MM(n)) operations (+, −, ×); for x ∈ R − N, we write M(x) = M( x ). Next let M (X) be an n × n matrix with entries in R[X] of degree at most 1. Given a vector of initial conditions U 0 ∈ R n , define the sequence (U i ) of vectors in R n by the vector recurrence
Then, assuming that 2, . . . , √ N are units in R, Chudnovsky and Chudnovsky showed that U N can be computed using
operations. Both terms in this estimate describe basic operations on polynomial matrices of degree √ N (resp., multiplication and multipoint evaluation); using FFTbased multiplication, the cost becomes linear in √ N , up to polylogarithmic factors. Our goal in this paper is to improve, generalize, and give applications of this algorithm.
• We prove that the N th term in the sequence (U i ) above can be computed in
operations. Compared to [11] , the dependence in n stays the same; however, for fixed n, we save polylogarithmic factors in N . Chudnovsky and Chudnovsky suggested a lower bound of about √ N base ring operations for this problem; thus, our improvement gets us closer to the possible optimal bound. Furthermore, in practice, saving such polylogarithmic factors is far from negligible, since in some instances of an application, as detailed below (Cartier-Manin operator computation) , N may be of order 2 32 .
• We give a generalization to the computation of several selected terms, which are of indices N 1 < · · · < N r = N . When the number r of terms to be computed does not exceed √ N , we show that all of them can be obtained in a time complexity which is the same as above, that is, essentially linear in √ N , so we are close to the optimal.
• Along the way, we consider a question of basic polynomial arithmetic: Given the values taken by a univariate polynomial P on a large enough set of points, how fast can we compute the values of P on a shift of this set of points? An obvious solution is to use fast interpolation and evaluation techniques, but we show that this can be done faster when the evaluation points form an arithmetic progression. In all these algorithms, we will consider polynomial matrices with coefficients of degree at most 1, which is quite frequent in applications, e.g., in the two applications presented below. However, this is not a real restriction: the case of coefficients of larger degree can be handled mutatis mutandis at the cost of a more involved presentation.
A first application is the deterministic factorization of integers. To find the prime factors of an integer N , we note that Strassen's algorithm [48] has a complexity of
bit operations, where we denote by M int a function such that integers of bit-size d can be multiplied in M int (d) bit operations (as above, we extend this function to take arguments in R). Chudnovsky and Chudnovsky's algorithm generalizes Strassen's; thus, our modifications apply here as well. We prove that there exists a deterministic algorithm that outputs the complete factorization of an integer N with a bit complexity in
To our knowledge, this gives the fastest deterministic integer factorization algorithm. Prior to Strassen's work, the record was held by Pollard's algorithm [35] ; for any δ > 0, its bit complexity is in O(M int ( 4 √ N log N )N δ ). Other deterministic factorization algorithms exist [36, 30] ; some have a better conjectured complexity, whose validity relies on unproved number-theoretic conjectures. The fastest probabilistic algorithm for integer factorization, with a fully established complexity bound, is due to Lenstra, Jr. and Pomerance [27] , with a bit complexity polynomial in exp( √ log N log log N ). The number field sieve [26] has a better conjectured complexity, expected to be polynomial in exp( 3 log N (log log N ) 2 ). In accordance with these estimates, the latter algorithms are better suited for practical computations than our deterministic variant, and all recent record-sized computations rely on the number field sieve. However, as already pointed out by Pollard [35] , proving unconditional, deterministic upper bounds remains an important challenge.
Our second application is point-counting in cryptography, related to the computation of the Cartier-Manin operator [10, 28] of hyperelliptic curves over finite fields.
The basic ideas already appear for elliptic curves [44, Chapter V]. Suppose we are to count the number n of solutions of the equation y 2 = f (x) over F p , where p > 2 is prime and f has degree 3. Let χ : F p → F p be the map x → x (p−1)/2 . For x = 0, χ(x) = 1 when x is a square, and χ(x) = −1 otherwise. Hence, n equals x∈Fp χ(f (x)) modulo p. For i = 0, x∈Fp x i equals −1 if p − 1 divides i, and 0 otherwise; one deduces that n modulo p is the opposite of the coefficient of
(p−1)/2 . Generalizing these ideas to hyperelliptic curves leads to the notions of the HasseWitt matrix and Cartier-Manin operator. Using a result of Manin [28] , the HasseWitt matrix can be used as part of a point-counting procedure. As above, for hyperelliptic curves given by an equation y 2 = f (x), the entries of this matrix are coefficients of h = f (p−1)/2 . The coefficients of h satisfy a linear recurrence with rational function coefficients. Using our results on linear recurrences, we deduce an algorithm to compute the HasseWitt matrix whose complexity is essentially linear in √ p. For instance, in a fixed genus, for a curve defined over the finite field F p , the complexity of our algorithm is
bit operations. This improves the methods of [18] and [29] which have a complexity essentially linear in p. Note that when p is small enough, other methods, such as the p-adic methods used in Kedlaya's algorithm [24] , also provide very efficient pointcounting procedures, but their complexity is at least linear in p; see [17] . Main algorithmic ideas. We briefly recall Strassen's factorization algorithm and Chudnovsky and Chudnovsky's generalization, and describe our modifications.
To factor an integer N , trial division with all integers smaller than √ N has a cost linear in √ N . To do better, Strassen proposed to group all integers smaller than √ N into c blocks of c consecutive integers, where c ∈ N is of order
If the values f 0 , . . . , f c−1 can be computed efficiently, then finding a prime factor of N becomes easy, using the gcd's of f 0 , . . . , f c−1 with N . Thus, the main difficulty lies in computing the values f i , whose cost will actually dominate the whole complexity.
To perform this computation, let R = Z/N Z and let F be the polynomial (X + 1) · · · (X + c) ∈ R[X]. The "baby steps" part of the algorithm consists of computing F : using the subproduct tree algorithm [15, Chapter 10] , this is done in O(M(c) log c) operations in R. Then, the "giant steps" consist of evaluating F at 0, c, . . . , (c − 1)c, since F (ic) = f i . Using fast evaluation, these values can be computed in O(M(c) log c) operations. Since c has order 4 √ N , the whole process has a complexity of O(M(
This is the core of Strassen's factorization algorithm; working out the complexity estimates in a boolean complexity model yields the bounds given before.
Independently of the factorization question, one sees that multiplying the values f 0 , f 1 , . . . , f c−1 yields the product 1 · · · c 2 modulo N . Thus, this algorithm can be used to compute factorials: the analysis above shows that in any ring R, for any N ≥ 0, the product 1 · · · N can be computed in O(M( √ N ) log N ) operations in R. Note the improvement obtained over the naive iterative algorithm, whose complexity is linear in N . Now, the sequence U N = N ! is a basic example of a solution of a linear recurrence with polynomial coefficients, namely U N = NU N −1 . Chudnovsky and Chudnovsky thus generalized the above BSGS process to compute the N th term of an n × n matrix recurrence with polynomial coefficients of degree at most 1. The main tasks are the same as above. Computing the matrix equivalent of the polynomial F can be done using
operations. This gives the complexity estimate mentioned before.
Let us now describe our approach for the factorial (the matrix case is similar). We are not interested in the coefficients of the polynomial F , but in its values on suitable points. Now, both F and the evaluation points have special structures: F is the product of (X + 1), (X + 2), . . . , (X + c), whereas the evaluation points form the arithmetic progression 0, c, . . . , (c − 1)c. This enables us to reduce the cost of evaluating
We use a divide-and-conquer approach; the recursive step consists of evaluating a polynomial akin to F , with degree halved, on an arithmetic progression of halved size. Putting this idea into practice involves the following operation, which is central to all our algorithms: Given the values of a polynomial P on an arithmetic progression, compute the values of P on a shift of this arithmetic progression.
In the general case of an n×n matrix recurrence, our fast solution to this problem will enable us to dispense completely with polynomial matrix multiplications, and to reduce by a logarithmic factor all costs related to multipoint evaluation. However, it will impose suitable invertibility conditions in R; we will pay special attention to such conditions, since in our two applications the base ring contains zero-divisors.
Organization of the paper. Section 2 introduces notation and previous results. Section 3 gives our algorithm for shifting a polynomial given by its values on an arithmetic progression; it is used in section 4 to evaluate some polynomial matrices, with an application in section 5 to integer factorization. In section 6, we give our modification on Chudnovsky and Chudnovsky's algorithm for computing one term in a recurrence with polynomial coefficients; a generalization to several terms is given in section 7. In section 8, we apply these results to the computation of the Cartier-Manin operator.
Notation and basic results.
We use two computational models. Our algorithms for linear recurrent sequences apply over arbitrary rings, so their complexity is expressed in an algebraic model, counting at unit cost the base ring operations. Algorithms for integer factorization and Cartier-Manin operator computation require us to count bit operations: for this purpose, we will use the multitape Turing machine model.
Our algorithms use BSGS techniques. As usual with such algorithms, the memory requirements essentially follow the time complexities (whereas naive iterative algorithms for linear recurrences run in constant memory). We will thus give memory estimates for all our algorithms.
In what follows, log x is the base-2 logarithm of x; x and x denote, respectively, the largest integer less than or equal to x, and the smallest integer larger than or equal to x.
To make some expressions below well defined, if f is defined as a map N → N we may implicitly extend it to a map R → N by setting f (x) = f ( x ) for x ∈ R − N.
All our rings will be commutative and unitary. If R is such a ring, the map N → R sending n to 1 + · · · + 1 (n times) extends to a map ϕ : Z → R; we will still denote by n ∈ R the image ϕ(n).
2.
1. Algebraic complexity model. The algorithms of sections 3, 4, 6, and 7 apply over arbitrary rings. To give complexity estimates, we use the straight-line program model, counting at unit cost the operations (+, −, ×) in the base ring; see [8] . Hence, the time complexity of an algorithm is the size of the underlying straight-line program; we will simply speak of "ring operations." Branching and divisions are not used; thus, if we need the inverses of some elements, they will be given as inputs to the algorithm.
To assign a notion of space complexity to a straight-line program, we play a pebble game on the underlying directed acyclic graph; see [3] for a description. However, we will not use such a detailed presentation: we will simply speak of the number of ring elements that have to be stored, or of "space requirements"; such quantities correspond to the number of pebbles in the underlying pebble game.
Basic operations. Let R be a ring. The following lemma (see [32] and [33, p. 66 ]) shows how to trade inversions (when they are possible) for multiplications.
In what follows, we need to compute some constants in R. For i, d ∈ N, and a ∈ R, set 
Proof. We use the following formulas, where i ranges from 1 to d:
Algorithms for polynomials. We denote by M : N − {0} → N a function such that over any ring, the product of polynomials of degree less than d can be computed in M(d) ring operations. Using the algorithms of [41, 39, 9] (2) and that the product in degree less than d can be computed in space O(d). These assumptions are satisfied for naive, Karatsuba, and Schönhage-Strassen multiplications. The first inequality implies that
We use the following results for arithmetic over a ring R. The earliest references we know of are [22, 31, 47, 4] , and [7] gives more recent algorithms.
Evaluation 
See the appendix for a description of the underlying algorithmic ideas. Matrix multiplication. We denote by MM : N − {0} → N a function such that the product of n × n matrices over any ring can be computed in MM(n) base ring operations, in space O(n 2 ). Thus, one can take MM(n) ∈ O(n 3 ) using classical multiplication, and MM(n) ∈ O(n log 7 ) ⊂ O(n 2.81 ) using Strassen's algorithm [46] . We do not know whether the current record estimate [13] of O(n 2.38 ) satisfies our requirements. Note that n 2 ≤ MM(n); see [8, Chapter 15] .
Boolean complexity model.
In sections 5 and 8, we discuss the complexity of factoring integers and of computing the Cartier-Manin operator on curves over finite fields. For these applications, the proper complexity measure is bit complexity. For this purpose, our model will be the multitape Turing machine; see, for instance, [40] . We will speak of bit operations to estimate time complexities in this model. Storage requirements will be expressed in bits as well, taking into account input, output, and intermediate data size.
Boolean algorithms will be given through high-level descriptions, and we shall not give the details of their multitape Turing implementations. We just mention the following relevant fact: for each algorithm, there is a corresponding multitape Turing machine. Using previously designed algorithms as subroutines is then possible; each of the corresponding machines is attributed a special band that plays the role of a stack to handle subroutine calls. We refer to [40] for examples of detailed descriptions along these lines.
Integer operations. Integers are represented in base 2. The function M int : N → N is such that the product of two integers of bit-size d can be computed within M int (d) bit operations. Hence, multiplying integers bounded by N takes at most M int (log N ) bit operations.
We suppose that M int satisfies inequalities (2) , and that product in bit-size d can be done in space O(d). Using the algorithm of [41] [25, 38] .
Effective rings. We next introduce effective rings as a way to obtain results of a general nature in the Turing model.
Let R be a finite ring, let be in N, and consider an injection σ : R → {0, 1} . We use σ to represent the elements of R. Polynomials in R[X] are represented by the sequence of the σ-values of their coefficients. Matrices over R are represented in row-major ordering:
An effective ring is the data of such R, , and σ, together with constants m R , s R ∈ N, and maps M R , S R and MM R , SM R : N − {0} → N meeting the following criteria. First, through the σ representation, we ask that
• the sum and product of elements in R can be computed in time m R ≥ and space s R ≥ ; • the product of polynomials of degree less than
• the product of size n matrices over R can be computed in time MM R (n) and space SM R (n). We ask that for all d and d , M R satisfies the inequalities (2),
We also ask that, for all d and d , S R satisfies
Finally, as to matrix multiplication, we require that for all n, MM R and SM R satisfy
In what follows, our results will be first given in the algebraic model, and then on an effective ring, with a bit complexity estimate; note that for both algebraic and Turing models, all constants hidden in the O( ) estimates will be independent of the base ring.
Effective rings will enable us to state bit complexity results similar to algebraic complexity ones. We have, however, no general transfer theorem from algebraic to bit complexity. First, nonarithmetic operations (loop handling, stack managing for recursive calls) are not taken into account in the former model. In most cases however, the corresponding cost is easily seen to be negligible, so we will not spend time discussing this. A more important difference is that the algebraic model does not count time to access data, that is, the number of tape movements done in the Turing model. This point will be checked for the algorithms we will discuss on Turing machines.
For concrete applications, the following lemma, proved in the appendix, gives the basic examples of effective rings. The results for matrix multiplication are not the sharpest possible, since this would take us too far afield.
Lemma 3. Let N be in N, let R 0 = Z/N Z, and let P be monic of degree m in 
Shifting evaluation values.
We now address a special case of the question of shifting evaluation values of a polynomial. Let R be a ring, let P be of degree d in R [X] , and let a and r 0 , . . . , r d be in R. Given P (r 0 ), . . . , P (r d ), how fast can we compute P (r 0 + a), . . . , P (r d + a)? We stress the fact that the coefficients of P are not part of the input.
Suppose that all differences r i − r j , i = j are units in R. Then using fast interpolation and evaluation, the problem can be solved using
We propose an improved solution, in the special case when r 0 , . . . , r d form an arithmetic progression; its complexity is in O(M(d)), so we gain a logarithmic factor.
Our algorithm imposes invertibility conditions on the sample points slightly more general than those above. Given α, β in R and d in N, we define the following property:
one can compute
Proof. Our algorithm reduces to the multiplication of two suitable polynomials of degrees at most d and 2d; O(d) additional operations come from pre-and postprocessing operations. All operations below on integer values take place in R.
First, we perform a change of variables. Define P (X) = F (βX + r); then our assumption is that the values P (0), P (1), . . . , P (d) are known. Let us write a = α/β; our objective is then to determine the values P (a), . . . , P (a + d). To this effect, assumption h(α, β, d) enables us to write the Lagrange interpolation formula:
We can thus complete each product by the missing factor a + k − i:
We now use the sequence Δ(a, k, d) introduced in (1) and define
Using these values, (3) reads
Let P and S be the polynomials When R is effective, we have to implement this algorithm on a multitape Turing machine. For this simple algorithm, there is no difficulty; we give details to show the manipulations that need to be made, making no effort to minimize the number of tapes. For the next algorithms, we will be more sketchy and concentrate on difficult points. 
The coefficients of S are copied from T 3 to a tape T 6 , and those of P are computed and stored on a tape T 7 ; the cost is O(dm R ), since the data are well organized on tapes. We then compute the product of S and P . The result is the list of coefficients Q k , stored on a tape T 8 after a time 2M R (d) + O(dm R ). Finally the target values P (a + k) are computed at an additional cost of O(dm R ), since again everything is well organized. This concludes the time analysis. The space complexity is easily seen to fit the required bound.
Remark 1. In [20] , the operation called middle product is defined: Given a ring R, and A, B in R[X] of respective degrees at most d and 2d, write
, with all C i of degree at most d; then the middle product of A and B is the polynomial C 1 . This is precisely what is needed in the algorithm above.
Up to considering the reciprocal polynomial of A, the middle product by A can be seen as the transpose of the map of multiplication by A. General program transformation techniques then show that it can be computed in time M(d) + O(d) (but with a possible loss in space complexity): this is the transposition principle for linear algorithms, which is an analogue of results initiated by Tellegen [49] and Bordewijk [2] in circuit theory. Thus, the time complexity of the algorithm above can be reduced to M(d) + O(d) ring operations, but possibly with an increased space complexity. We refer to [23, Problem 6] for a longer discussion and [8, Theorem 13.20] for a proof; see also [20] for the independent discovery of the middle product, and [7] for additional applications.
Remark 2. Using the notation of the proof above, we mention an alternative O(M(d)) algorithm which does not require any invertibility assumption, in the special case when a = d + 1. The key fact is that for any polynomial P of degree d, the sequence P (0),
4. Algorithms for polynomial matrix evaluation. In Strassen's algorithm sketched in the introduction, an important part of the effort lies in evaluating polynomials on points that form an arithmetic progression. A generalization of this question appears in Chudnovsky and Chudnovsky's algorithm for matrix recurrences, where one has to evaluate a polynomial matrix at points in an arithmetic progression. We now present such an evaluation algorithm, in the special case when the polynomial matrix has the form
where M (X) is a given n × n polynomial matrix with entries of degree at most 1: this is enough to handle both Strassen's and Chudnovsky and Chudnovsky's algorithms. Using the result of the previous section, we propose a divide-and-conquer approach, which, for fixed n, saves a logarithmic factor in k compared to classical multipoint evaluation techniques.
Let R be a ring. We will need several invertibility assumptions in R, in order to apply Theorem 5 along all recursive steps of the algorithm; we discuss this first. With a positive integer k, we associate the sequence k 0 , . . . , k log k defined by k 0 = k and
Then, given α, β in R and k in N, we say that assumption H(α, β, k) holds if assumptions h(β(k i + 1), β, k i ) and h(αk i , β, k i ) of the previous section hold for i = 1, . . . , log k : this is what we need for the algorithm below. We write D(α, β, k) for the product
note that H(α, β, k) holds if and only if D(α, β, k) is a unit in R. We mention a few basic results related to this definition; the straightforward proofs are left to the reader. 
and the space complexity is O(n 2 k + S R (k) + SM R (n)) bits. Proof. We first deal with inverses. Let k 0 , . . . , k log k be defined as above. In the following we need the inverses of all To this effect, we will use Theorem 5, using the fact that all entries of M ki (X) have degree at most k i . To keep control on the O( ) constants, we let C be a constant such that the complexity estimate in Theorem 5 is upper-bounded by 2M(d) + Cd.
• • Suppose first that k i−1 is even, so that k i−1 = 2k i . Using the equality 
for a constant C that can be taken to be C = 3C + 4. Using the definition of the sequence k i and our assumptions on the function M, we deduce the estimate
The space complexity estimate is easily dealt with, since all computations at step i can be done in space O(n 2 k i ). We now come to the last statement, where R is effective. In the Turing context, we have to pay attention to the way matrices and vectors are represented. The preamble, where inverses are precomputed, poses no problem; it suffices to organize the elements to invert in the correct order. However, at the heart of the procedure, we have to switch between two representations of matrices of vectors over R. This is free in an algebraic model but has to be justified to have negligible cost in a Turing model.
At the input of the inner loop on i, we have on a tape the values of M ki (X) at 0, β, . . . , k i β. They are stored as a sequence of matrices over R, each in row-major representation. In order to apply Theorem 5, we need its input to be contiguous on a tape. Hence, we must first reorganize the data, switching to a representation as a matrix of vectors, with vectors of size k i + 1: Corollary 19 in the appendix shows how to do this in cost O( n 2 k i min(log k i , log n)). After the applications of Theorem 5, we have at our disposal the values of M ki (X) and of M ki (X + k i α) at 0, β, . . . , (2k i +1)β, organized as matrices of vectors. We switch back to their representation as a sequence of matrices over R to perform the matrix multiplications. This is the converse problem as before, and it admits the same O( n 2 k i min(log k i , log n)) solution. The matrix products can then be done at the expected cost, since the input data is contiguous, and finally we are ready to enter again the loop with the next value of i.
Putting together the costs of these operations, the additional cost compared to the algebraic model is O( n 2 k min(log k, log n)). The memory requirements consist of O(n 2 k ) for storing all intermediate matrices and polynomials, plus a term in O(S R (k)) coming from Theorem 5, and the term SM R (n) for matrix multiplication.
The case α = β = 1 is not covered in the last theorem. However, this case is easier to handle (note also that there are no invertibility conditions).
be computed using O(MM(n)k) ring operations, in space O(n 2 k). If R is effective, the bit complexity is O(MM R (n)k) and the space requirement is O(n
We first evaluate all matrices M (1), . . . , M(2k); this requires O(n 2 k) operations and takes space O(n 2 k). The conclusion is now similar to the proof of Lemma 1. Denoting by I the n × n identity matrix, we first compute the products
This takes O(MM(n)k) ring operations, and O(n
2 k) space. We conclude by computing the matrices M k (i) = L i R i for 0 ≤ i ≤ k. This also takes O(MM(n)k) ring operations and O(n 2 k) space. The estimates in the Turing model come similarly. In section 7, we have to deal with a similar evaluation problem, but with arbitrary sample points. The following corollary of Proposition 9 will then be useful; compared to the particular case of Theorem 8, we lose a logarithmic factor in the evaluation process.
Corollary 10. Let notation be as in Proposition 9 and assume that 2, . . . , k are units in R, and that their inverses are known. Then for any set of k + 1 elements
and the space requirement is O(k n 2 + SM R (n) + k log k + S R (k)) bits. Proof. We start by evaluating M k (X) on 0, . . . , k; by Proposition 9, this takes O(MM(n)k) operations and space O(n 2 k). Using the inverses of 2, . . . , k, it is then possible to interpolate all entries of M k (X) in O(n 2 M(k) log k) operations, in space O(k log k). Then, we can evaluate all entries of this matrix at the points β 0 , β 1 , . . . , β k , with the same cost.
In the Turing model, we face the same problem as in Theorem 8. The output of Proposition 9 is given as a sequence of scalar matrices, so we switch to a matrix of vectors to apply interpolation and evaluation, and convert it back to a sequence of matrices. Proposition 9 gives the cost for evaluation at 0, . . . , k; Lemma 4 gives that for interpolation at these points, and for evaluation at β 0 , . . . , β k ; Corollary 19 gives the cost for changing the data's organization. The conclusion follows.
Application to integer factorization.
In this section, we apply the algorithm of Theorem 8 to reduce by a logarithmic factor the best upper bound for deterministic integer factorization, due to Strassen [48] . Strassen's result is that a positive integer N can be completely factored using at most O M int ( 4 √ N log N ) log N bit operations. The following theorem improves this result. N log N ) bits. Our proof closely follows that of Strassen, in the presentation of [15] , the main ingredient being now Theorem 8; some additional complications arise due to the nontrivial invertibility conditions required by that theorem. First, applying Lemma 3 (with m = 1) gives the data describing Z/N Z as an effective ring: (dN ) ). The data for matrix multiplication is not required here, since all matrices have size 1.
Lemma 12. Let f 0 , . . . , f k−1 be in Z/N Z. Then one can decide whether all f i are invertible modulo N and, if not, find a noninvertible f i in time
Proof. For i ≤ k − 1, we will denote by F i the canonical preimage of f i in [0, . . . , N − 1]. Hence, our goal is to find one F i such that gcd(F i , N) > 1.
We first form the "subproduct tree" associated with the values F i . By completing with enough 1's, we can assume that k is a power of 2, i.e., that k = 2 m . First, we define F i,m = F i for i = 0, . . . , k−1; then iteratively we let F i,j−1 = F 2i,j F 2i+1,j mod N , for j = m, . . . , 1 and i = 0, . . . , 2 j−1 − 1. These numbers are organized in a tree similar to the one described in the appendix for evaluation and interpolation; see also [15, Chapter 10] . The number of multiplications to perform in Z/N Z is at most k; hence, their total cost is O(k M int (log N )), the number of tape movements being a negligible O(k log N ). The space complexity is O(k log N ) bits as well.
By computing gcd(F 0,0 , N), we can decide whether all of F 0 , . . . , F k−1 are invertible modulo N . If this is not the case, finding one i for which gcd(F i , N) > 1 amounts to going down the tree from the root to one leaf. Suppose indeed that we have determined that gcd(F i,j , N) > 1 for some j < m. Computing gcd(F 2i,j+1 , N) enables us to determine one of F 2i,j+1 or F 2i+1,j+1 which has a nontrivial gcd with N .
The cost of a gcd is O(M int (log N ) log log N ). Since the tree has depth log k, we compute only log k gcd's. Again, since the tree is well organized on the tape, going down the tree is done in a one pass process; so our claim on the time complexity is proved. The space complexity does not increase, concluding the proof.
Our second intermediate result is the cornerstone of the algorithm; we improve the estimate of [15, Theorem 19 .3] using Theorem 8. 
Our first goal is to compute the values
To this effect, we want to apply Theorem 8 with n = 1, α = c, β = 1, and k = c. This can be done under suitable invertibility conditions: by Lemma 7, O( √ b) integers bounded by c 2 ≤ b must be invertible modulo N . All these integers are easily computable and less than N . Using Lemma 12, we can test whether one of these integers is not invertible modulo N and, if this is the case, find one such integer in 
Since F (i) is not invertible, gcd(ck+i+1, N) is nontrivial for some k ≤ c−1. Applying Lemma 12 again, the element ck + i + 1 can be found in time
By definition, ck + i + 1 ≤ b, so by trial division, we can then find a prime factor of 
, and since all these numbers are in O(b), we can finish using trial division with the same time complexity bounds as above. The space complexity is dominated by those of Theorem 8 and Lemma 12.
The proof of Theorem 11 follows from successive applications of the lemma above with increasing values of b. Starting with b = 2, the algorithm of Lemma 13 is run with the same value of b until no more factors smaller than b remain in N ; then the value of b is doubled. The algorithm stops as soon as b ≥ √ N . The space complexity estimate comes immediately. However, analyzing the time complexity requires more work. Indeed, since there are at most (log N ) prime factors of N , a rough upper bound on the runtime of the whole factorization would be (log N ) times the runtime of Lemma 13 with b = √ N , which is too high for our purposes. We show now that this (log N ) factor can in fact be avoided, thus proving Theorem 11.
When Lemma 13 is run with a given parameter b, all prime divisors of N less than b/2 have already been found and divided out. Therefore the primes that can be detected are greater than b/2; since their product is bounded by N , we deduce that the number of runs of Lemma 13 for the parameter b is upper-bounded by O (log N/ log b) .
In the complexity estimate of Lemma 13, the sum of all M int (log N ) log b log log N terms is bounded by a polynomial in (log N ), so its contribution in the total runtime is negligible. We are thus left with the problem of evaluating the following quantity:
where the upper bound follows from the first assumption of (2). Then, the sum is upper-bounded by a constant times N 1/4 , giving the runtime of Theorem 11.
Computing one term in a linear recurrence.
We now address the following problem: given an n × n matrix M (X) with entries in R [X] , all of them of degree at most 1, and a vector of initial conditions U 0 , define the sequence (U i ) of elements in R n by the linear recurrence
Our question is to compute the vector U N for some N ∈ N. In the introduction, we gave the complexity of Chudnovsky and Chudnovsky's algorithm for this task. Our modification is similar to the one for integer factorization in the previous section. 
The proof is divided into two steps. We begin by proving the assertion in the particular case when N is a power of 4; then we treat the general case. Dealing with powers of 4 makes it possible to control the list of elements that need to be units.
• The case when N is a power of 4. Let us suppose that k = 2
then, the requested output U N can be obtained by the equation
Taking α = 1 and β = k = 2 s , Lemma 7 shows that condition
can be computed within the required time and space complexities. Then, by formula (5), the result is obtained by performing √ N successive matrix-vector products, which has a cost in both time and space of O(n 2 √ N ). There is no additional complication in the Turing model, since in the row-major representation of matrices, matrix-vector products do not involve expensive tape movements.
• The general case. Let N = s i=0 N i 4 i be the 4-adic expansion of N , with N i ∈ {0, 1, 2, 3} for all i. Given any t ≥ 0, we will denote by N t the integer
Using this notation, we define a sequence (V t ) 0≤t≤s as follows: We let V 0 = U 0 and, for 0 ≤ t ≤ s we set
One checks that V t = U N t for all t, and in particular that V s+1 = U N . We will compute all V t successively. Suppose thus that the term V t is known. If N t is zero, we have nothing to do. Otherwise, we let V (0) t+1 = V t , and, for 1 ≤ j ≤ N t , we let
By (6), we have V (Nt) t+1 = V t+1 . Thus, passing from V t to V t+1 amounts to computing N t selected terms of a linear recurrence of the special form treated in the previous case, for indices of the form 4 t ≤ 4 s . With all necessary assumptions being satisfied, using the complexity result therein and the fact that all N t are bounded by 3 we see that the total cost of the general case is thus
Using the fact that 2 s ≤ √ N ≤ 2 s+1 and the assumptions on the function M, we easily deduce that the whole complexity fits into the bound
and the bound concerning the memory requirements follows. As before, porting this algorithm on a Turing machine does not raise any difficulty.
7.
Computing several terms in a linear recurrence. We now study the case when several terms in a linear recurrence are questioned; this will be applied in the next section for the computation of the Cartier-Manin operator. We use the same notation as before: M (X) is an n × n matrix whose entries are degree 1 polynomials over a ring R; we consider the sequence (U i ) defined for all i ≥ 0 by U i+1 = M (i+1)U i , and let U 0 be a vector in R n . Given r indices N 1 < N 2 < · · · < N r , we want to compute all the values U Ni , 1 ≤ i ≤ r.
An obvious solution is to repeatedly apply Theorem 14 to each interval [N
and with a memory requirement of O(n 2 max r i=1
, where we have set N 0 = 0. In special cases, this might be close to optimal, for instance if N 1 , . . . , N r−1 are small compared to N r . However, in most cases it is possible to improve on this: we now present an alternative algorithm, which improves on the time complexity, at the cost, however, of increased memory requirements. 
and the space complexity is O(n
bits. In other words, the complexity of computing several terms is essentially the same as that of computing the one of largest index, as long as the total number of terms to compute is not too large. If the N i form an arithmetic progression, and if the multiplication function M is essentially linear, we gain a factor of √ r compared to the naive approach. In the limiting case, where r = √ N , and for fixed size n, our algorithm is optimal up to logarithmic factors, as it takes a time essentially linear in the size of the output.
Proof. The algorithm proceeds as follows: we start by applying Theorem 8 with k ≈ √ N , so as to compute k terms in the sequence with indices separated by intervals of size about √ N . If all indices N i have been reached, then we are done. Otherwise, we have reached r indices that are within a distance of about √ N of N 1 , . . . , N r . A recursive refining procedure is then done simultaneously for all these r indices. When we get close enough to the wanted indices, we finish with a divide-and-conquer method. The refining and the final steps make use of Corollary 10.
We now describe more precisely the first step (named Step 0), the ith refining step, and the final step. In what follows, given k ∈ N, we denote by
Step 0. Let k 0 = 2 s . As a preliminary, from the inverse of D(1, 2 s , 2 s ), we deduce using Lemma 1 the inverses of all integers 1, . . . , k 0 in R. This will be used later on.
Define
Step 0 consists of computing U N Step i. We assume that after step (i − 1), we are given an integer k i−1 and indices N
are known. In other words, we know r vectors whose indices are within a distance of k i−1 of the wanted ones. Then, the ith refining step is as follows. Set
then the new terms that we want to compute correspond to the indices
which satisfies the induction assumption for entering step (i + 1). To compute these values, we evaluate the new polynomial matrix M ki (X) at the points
There are r
ki−1 ki
≤ k i points of evaluation. We have already computed the inverses of 1, . . . , k 0 in R; in particular, we know the inverses of 1, . . . , k i , so Corollary 10 can be applied to perform the evaluation. Then, for all j ≤ r, we successively multiply
j , so we obtain in particular the requested value U N (i) j . Final step. The refining process stops when k i is close to r, namely k i ≤ 2r. In this situation, we have at our disposal r indices N 1 , . . . , N r such that N j ≤ N j < N j + 2r for all j, and such that all values U N 1 , . . . , U N r are known. Then another recursive algorithm is used: M r (X) is computed, evaluated at all N j using Corollary 10, and used to reduce all gaps that were of size between r and 2r; again, the invertibility conditions cause no problem. As a result, all the gaps are now of size at most r. Then M r 2 (X) is computed and used to reduce the gaps to at most r 2 , and so on until we get the result.
It remains to perform the complexity analysis. The cost of Step 0 is dominated by that of evaluating the matrix M k0 (X); by Theorem 8, it can be done in
operations in R, and space O(n 2 √ N ). By Corollary 10, the ith refining step has a cost of
operations, and requires O(n 2 k i + k i log k i ) temporary memory allocation; the total cost of this phase is thus
where i max is the number of refining steps. Our hypotheses on the function M show that this fits into the bound
An easy induction shows that k i is at most (4r)
, whence i max = O(log log N ). Furthermore, using r < N 1 2 −ε , we get
log log N .
Using the second assumption in (2), the cost of the refining steps is negligible compared with that of the first step, since the N −ε/2 compensates for all logarithmic factors. The memory requirement also is negligible compared with that of Step 0.
Using Corollary 10, the cost of the first reduction in the final step is O MM(n)r + n 2 M(r) log r ring operations and O(n 2 r + r log r) temporary space. Due to our hypotheses on the function M, the second reduction costs at most half as much, the third reduction costs at most 1 4 of it, etc. Summing up, we see that the whole cost of the final step is bounded by twice that of the first reduction, which is itself less than the cost of
Step 0.
There is no complication in the Turing model. Indeed, between the calls to Theorem 8, to Corollary 10, and the successive matrix-vector products, there is no need to reorganize data, so the tape movements' cost is negligible. Furthermore, our assumptions on M R and S R imply that, as in the arithmetic model, the time and space costs of Step 0 are predominant.
Application to the Cartier-Manin operator.
Let C be a hyperelliptic curve of genus g defined over the finite field F p d with p d elements, where p > 2 is prime. We suppose that the equation of C is of the form y 2 = f (x), where f is monic and square free, of degree 2g + 1. The generalization to hyperelliptic curves of the Hasse invariant for elliptic curves is the Hasse-Witt matrix [21] : Let h k be the coefficient of degree x k in the polynomial f (p−1)/2 . The Hasse-Witt matrix is the g ×g matrix with coefficients in F p d given by H = (h ip−j ) 1≤i,j≤g . It represents, in a suitable basis, the operator on differential forms introduced by Cartier [10] ; Manin [28] showed that this matrix is strongly related to the action of the Frobenius endomorphism on the p-torsion part of the Jacobian of C. The article [50] provides a complete survey about these facts; they are summarized in the following theorem.
Theorem 16 (Manin) . This result provides a method to compute the characteristic polynomial of the Frobenius endomorphism. As such, it can be used in a point-counting algorithm, which is the main application we have in mind; see the end of this section for more comments.
To compute the entries of the Hasse-Witt matrix, the obvious solution consists of expanding the product f (p−1)/2 . Using binary powering, this can be done in O(M(gp)) base ring operations, whence a time complexity that is essentially linear in p, if g is kept constant. In what follows, we show how to obtain a complexity essentially linear in √ p using the results of the previous sections. We will make the additional assumption that the constant term of f is not zero; otherwise, the problem is actually simpler.
Introduction of a linear recurrent sequence. In [14] , Flajolet and Salvy already treated the question of computing a selected coefficient in a high power of some given polynomial, as an answer to a SIGSAM challenge. The key point of their approach is that h = f (p−1)/2 satisfies the following first-order linear differential equation
This shows that coefficients of h satisfy a linear recurrence of order 2g + 1, with polynomial coefficients of degree 1. Explicitly, denote by h k the coefficient of degree k of h, and for convenience, set h k = 0 for k < 0. Similarly, the coefficient of degree k of f is denoted by f k . Then the differential equation above implies that, for all k in Z,
, and let A(k) be the companion matrix:
] t can be computed using binary powering techniques in O(log p) operations; then for k ≥ 0, we have U k+1 = A(k + 1)U k . Thus, to answer our specific question, it suffices to note that the vector U ip−1 gives the coefficients h ip−j for j = 1, . . . , g that form the ith row of the Hasse-Witt matrix of C.
Theorems 14 and 15 cannot be directly applied to this sequence, because A(k) has entries that are rational functions, not polynomials. Though the algorithm could be adapted to handle the case of rational functions, we rather use the very specific form of the matrix A(k), so only a small modification is necessary. Let us define a new 
Lifting to characteristic zero. A difficulty arises from the fact that the characteristic is too small compared to the degrees we are aiming for, so p! is zero in F 
Computing at fixed precision. We do not want to compute in K at arbitrary precision, since this is not an effective ring (even in a much weaker sense than the one we defined). For our purposes, it suffices to truncate all computations modulo a suitable power of p. To evaluate the required precision of the computation, we need to check when the algorithm operates a division by p.
To compute the vectors V ip−1 and the denominators f 
Overall complexity. Since the ring
[X]/P for some monic polynomial P of degree d, Lemma 3 shows that R is an effective ring with
• m R ∈ O(M int (dg log(dp))) and s R ∈ O(dg log(dp)),
From the results of sections 6 and 7, we deduce the following theorem on the complexity of computing the Hasse-Witt matrix. We give two variants that follow the two strategies described above. The first one follows from applying g times Theorem 14 with n = 2g + 1, N = p, = d g log p ; the second one come from applying Theorem 15 with n = 2g + 1, N = gp, = d g log p . Both theorems require us to compute the inverses of some integers in R as prerequisites; the cost of their computation is negligible. From now on, all operations are done in the effective ring R = F p d ; hence the cost of the basic operations becomes m R ∈ O(M int (d log(dp))) and s R ∈ O(d log(dp)). The matrix H π is the "norm" of H and as such can be computed with a binary powering algorithm. For simplicity, we assume that d is a power of 2; then, denoting
we have
Hence computing H π,i+1 from H π,i costs one matrix multiplication and 2 i matrix conjugations. A matrix conjugation consists of raising all the entries to the power p; therefore it costs O(g 2 M int (d log(dp)) log p) bit operations. The matrix we need to compute is H π = H π,log d . Hence the cost of computing H π is O dg 2 log p + g log 7 log d M int (d log(dp)) bit operations. The general case, where d is not a power of 2, is handled by adjusting the recursive step according to the binary expansion of d and yields the same complexity up to a constant factor. The cost of the characteristic polynomial computation of an n × n matrix defined over an effective ring can be bounded by O(n 4 ) operations in the ring using a sequential version of Berkowitz's algorithm [1] . This adds a negligible O(g 4 M int (d log(dp))) contribution to the complexity. The evaluation algorithm uses the subproduct tree as follows. Let P = P 0,0 be of degree at most d, and set P 2i,j+1 = P i,j mod A 2i,j+1 and P 2i+1,j+1 = P i,j mod A 2i+1,j+1 , for 0 ≤ i ≤ 2 j − 1 and 0 ≤ j ≤ k. We write P j for the sequence P 0,j , . . . , P 2 j −1,j .
On input the sequences P j and A j+1 , given on two distinct tapes, one can compute P j , P j+1 in O(M R (d)) bit operations and space O( d + S R (2 k−j )): we read once the input sequences and compute on the fly the remainders P 2i,j+1 and P 2i+1,j+1 , storing them on an auxiliary tape; then they are appended to the sequence P j . The estimates for Euclidean division and the superadditivity property then give the complexity estimate. Applying this k = log d times, given P and the sequence A k , . . . , A 0 , one can compute all P i,k = P (r i Matrix of vectors and vectors of matrices. Let R be an effective ring, with elements represented using bits. Two representations for matrices with vector entries are used in this paper:
1. the row-major representation, where each entry is a vector over R, say of size k; 2. the vector representation, through a sequence of k scalar matrices, each in row-major representation. In the Turing model, we must take care of data contiguity. We now give an algorithm that converts efficiently from one representation to the other; we start with a lemma on matrix transposition.
Lemma 18. In row-major representation, the transpose of an m × n matrix A can be computed in bit complexity O( mn min(log m, log n)) and space O( mn).
Proof. Suppose that n ≤ m. We first copy A from the input tape to an auxiliary tape, and pad on the fly the end of each line with an arbitrary symbol to make the column dimension equal to a power of 2. Thus we obtain an m × n matrix A , where n is a power of 2; the cost is in O(mn ). We describe now a recursive algorithm that transposes A ; the transpose of A can be deduced as the top-left n × m submatrix of the transpose of A , and it can be copied on the output tape at a cost of O(mn ).
We are thus reduced to transposing an m × n matrix A with n a power of 2. First, note that if n = 1, then the representations of A and of its transpose are the same. For n ≥ 2 we proceed as follows. Let A 1 be the submatrix of A formed of the n/2 first coefficients of each row and A 2 the submatrix of A formed of their n/2 last coefficients. Then, the row-major representation of the transpose of A is the rowmajor representation of the transpose of A 1 followed by the row-major representation of the transpose of A 2 . Hence computing the transpose of A amounts to the following operations:
• Uninterleaving: put A 1 followed by A 2 on a tape in place of the original A, using a temporary auxiliary tape.
• Recursively call to replace A 1 by its transpose at the same place, using a temporary auxiliary tape, and do the same with A 2 . The number T (m, n) of tape movements verifies an equation of the form T (m, n) ≤ λ mn + 2T (m, n/2), for some constant λ. Therefore the overall cost is O( mn log n) and the number of cells visited on each tape is at most mn. This concludes the proof in the case n ≤ m.
In the case m ≤ n, we use essentially the same recursive algorithm but with the matrix split in two blocks of complete rows. Hence the algorithm for size m decomposes in two recursive calls at size m/2 and one subsequent step of interleaving the resulting matrices. In this way the log n factor is replaced with log m.
Corollary 19. Let M be an n×n matrix, with entries in R k . Switching between the two possible representations of M has bit complexity in O( n 2 k min(log n, log k)) and space complexity in O( n 2 k). Proof. Let M be represented on tape as a matrix of vectors. We can see the data of this tape as the row-major representation of an n 2 × k matrix over R. Let us compute the transpose of this matrix using the algorithm of Lemma 18. We obtain the representation of a k × n 2 matrix over R; for i ≤ k, its ith entry is the row-major representation of the n × n matrix made of the ith entries of M .
