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LIPSCHITZ SUBTYPE
R.M. CAUSEY
Abstract. We give necessary and sufficient conditions for a Lipschitz map, or more generally a uniformly Lipschitz
family of maps, to factor the Hamming cubes. This is an extension to Lipschitz maps of a particular spatial result of
Bourgain, Milman, and Wolfson [3].
1. Introduction
In 1969, M. Ribe [15] proved that two Banach spaces which are uniformly homeomorphic must be crudely finitely
representable in each other. Since then, the Ribe program has attracted significant attention (see [13] for a survey on
the Ribe program), with the goal of providing purely metric characterizations of local properties of Banach spaces.
An important result in this area is that of Bourgain, Milman, and Wolfson, who defined one notion of metric type
p and proved that any family of metric spaces with no non-trivial type must contain almost isometric copies of the
Hamming cubes. Another goal within the Ribe program is to find, for a given class of important linear operators
between Banach spaces, natural metric analogues within the class of Lipschitz maps between metric spaces (see [5][8],
[11]). One such class is the class of super-Rosenthal operators, for which Beauzamy [2] gave a linear characterization
in terms of a sequence of subtype constants (we discuss the notion of subtype in Section 2). The goal of this work
is to undertake the process of proving the Lipschitz analogue of Beauzamy’s linear result for the super-Rosenthal
operators. We define different notions of subtype constants for a Lipschitz map (or more generally, a uniformly
Lipschitz collection of maps) between Banach spaces, which are the analogues of linear subtype constants appearing
in the literature in the aforementioned work of Beauzamy and the work of Hinrichs [10]. We prove the non-linear
analogues of the results found in the work of Beauzamy and Hinrichs, in that if the subtype constants of a uniformly
Lipschitz family of maps exhibit the asymptotically worst possible behavior, then the Lipschitz maps preserve copies
of the Hamming cubes. Our subtype constants are based on the Bourgain, Milman, Wolfson notion of metric type.
We next make these descriptions precise, and then state the main result.
We agree to the convention that 00 = 0. Given a map g : (U, dU )→ (V, dV ) between metric spaces, we let
Lip(g) = sup
x,y∈U
dV (g(x), g(y))
dU (x, y)
.
For a map g : (U, dU )→ (V, dV ), we let dist(g) =∞ if g is not injective, and otherwise we let dist(g) = Lip(g)Lip(g
−1),
where g−1 is understood to be defined on g(U).
We let 2n = {±1}n be the (vertex set of the) Hamming cube. Given ε ∈ 2n, we denote the coordinates of ε by
ε(1), ε(2), . . .. We endow 2n with the normalized graph metric
∂n(ε, δ) =
1
n
|{i : ε(i) 6= δ(i)}|.
When no confusion can arise, we will suppress the subscript n and just write ∂. We also endow 2n with the uniform
probability measure Pn, also suppressing the subscript when no confusion can arise. Given 1 6 i 6 n, we let di
denote the function on 2n which changes the ith coordinate and leaves the other coordinates unchanged.
To avoid cumbersome notation, if (X, dX), (Y, dY ) are metric spaces and f : 2
n → X , F : X → Y are functions,
we let ̺fX , ̺
f
Y , respectively, denote the pseudometrics on 2
n given by
̺fX(ε, δ) = dX(f(ε), f(δ))
and
̺fY (ε, δ) = dY (F ◦ f(ε), F ◦ f(δ)).
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Now suppose we have λ > 0 fixed and a collection F of λ-Lipschitz functions between (possibly different) metric
spaces. For n ∈ N, we let an(F) denote the infimum of those a > 0 such that for each F : X → Y ∈ F and
f : 2n → X ,
E̺fY (ε,−ε) 6 aLip(f : 2
n → X).
Note that a 6 λ. These are the Lipschitz analogues of the linear quantities appearing in [2]. We note that there
appears a factor of n−1 on the expectation. The reason is because this constant n−1 has been subsumed by Lip(g)
and our convention of using the normalized graph metric on 2n.
For 1 < p <∞, let bp,n(F) denote the infimum of those b > 0 such that for each F : X → Y ∈ F and f : 2
n → X ,
E̺fY (ε,−ε)
p 6 bpnp−1
n∑
i=1
E̺fX(ε, diε)
p.
Let us note that by combining the triangle and Ho¨lder inequalities, bp,n(F) 6 λ. In the case p = 2, these are the
Lipschitz analogues of the linear quantities appearing in [10], as well as the generalization to maps of the metric type
1 constant as defined by Bourgain, Milman, and Wolfson.
Let us say that F crudely factors the Hamming cubes provided that there exist constants c,D > 0 such that for
each n ∈ N, there exist F : X → Y ∈ F and f : 2n → X and constants a, b > 0 such that for each ε, δ ∈ 2n,
a
D
∂(ε, δ) 6 dX(f(ε), f(δ)) 6 aD∂(ε, δ),
b
D
∂(ε, δ) 6 dY (F ◦ f(ε), F ◦ f(δ)) 6 bD∂(ε, δ),
and b > ac. An important feature of this definition is that the scaling factors a, b be uniformly equivalent (that is,
ac 6 b 6 aλD2). Let us say that F factors the Hamming cubes provided that there exists a constant c > 0 such that
for each D > 1 and each n ∈ N, there exist F : X → Y ∈ F and f : 2n → X and constants a, b such that for each
ε, δ ∈ 2n,
a
D
∂(ε, δ) 6 dX(f(ε), f(δ)) 6 aD∂(ε, δ),
b
D
∂(ε, δ) 6 dY (F ◦ f(ε), F ◦ f(δ)) 6 bD∂(ε, δ),
and b > ac.
We now present the main theorem.
Theorem. The following are equivalent:
(i) F factors the Hamming cubes.
(ii) F crudely factors the Hamming cubes.
(iii) lim supn an(F) > 0.
(iv) For each 1 < p <∞, lim supn bp,n(F) > 0.
(v) For some 1 < p <∞, lim supn bp,n(F) > 0.
It is obvious that (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v). To see why (iii) ⇒ (iv), note that for F : X → Y ∈ F and
f : 2n → X , since ̺fX(ε, diε) 6 Lip(f)/n for each ε ∈ 2
n and 1 6 i 6 n,
E̺fY (ε,−ε) 6
[
E̺fY (ε,−ε)
p
]1/p
6 bp,n(F)
[
np−1
n∑
i=1
̺fX(ε, diε)
p
]1/p
6 bp,n(F)Lip(f),
so an(F) 6 bp,n(F). Thus the main part of this work is concerned with proving the implication (v)⇒ (i).
We note that if l/2 6 k 6 l, then bp,k(F) 6 2
1−1/pbp,l(F). Indeed, for F : X → Y ∈ F and f : 2
k → X , we can
extend f : 2k → X to a function g : 2l → X by g(ε) = f(ε(1), . . . , ε(k)). Then
E2k̺
f
Y (ε,−ε)
p = E2l̺
g
Y (ε,−ε)
p 6 bp,l(F)
plp−1
l∑
i=1
E2l̺
g
X(ε, diε)
p 6 2p−1bp,l(F)
pkp−1
k∑
i=1
E2k̺
f
X(ε, diε)
p.
Applying this to k ∈ N and l = 2⌈log2(k)⌉, we deduce that lim supn bp,n(F) > 0 if and only if lim supn bp,2n(F) >
0. Thus our goal, completed in the fourth section of this work, will be to show that if for some 1 < p < ∞,
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lim supn bp,2n(F) > 0, then F factors the Hamming cubes. In the fifth section, we use concentration of measure to
provide a quantitatively sharp proof that (iii)⇒ (i).
We note that the definition of our quantities bp,n(F) are reminiscent of metric type as defined by Bourgain,
Milman, and Wolfson in [3]. One may also ask about Enflo’s [6] definition of non-linear type. In the subtype regime,
however, the two notions coincide. We give the details of this in the next section.
The author wishes to thank B. Randrianantoanina for making him aware of the coarse differentiation method of
Eskin, Fisher, and Whyte.
2. Spatial versus operator results; Subtype
We first recall a result implicitly shown in [3] in the particular case p = 2. The general case 1 < p <∞ follows by
substituting their Fact 2.5 with our Lemma 3.1.
Theorem 2.1. [3, Theorem 2.6] For 1 < p < ∞, l ∈ N, and D > 1, there exists a constant 0 < a < 1 such that if
(Z, dZ) is a metric space and h : 2
l → Z is a function such that
EdZ(h(ε), h(−ε))
p > (1− a)lp−1
l∑
i=1
EdZ(h(ε), h(diε))
p
and if
tp =
1
l
l∑
i=1
EdZ(h(ε), h(diε))
p,
then for any ε1, ε2 ∈ 2
l,
1
D
∂(ε1, ε2) 6
dZ(h(ε1), h(ε2))
t
6 D∂(ε1, ε2).
With the preceding remarkable result, in the case that F is a collection of identity operators (that is, in the spatial
case), it is easy to complete the main theorem. This is because the function n 7→ bp,n(F) is submultiplicative in
the spatial case. From this it follows that either bp,n(F) = 1 (worst possible value) for all n ∈ N, in which case we
immediately finish by Theorem 2.1, or bp,n(F)→
n
0. But this method does not apply to the map case because of the
lack of submultiplicativity of n 7→ bp,n(F) in the non-spatial case.
More generally, one is often interested in a sequence of composition submultiplicative seminorms (Tn)
∞
n=1 defined
on the class of bounded, linear operators between Banach spaces (such as Rademacher or gaussian type p [10], Haar or
marginale type p [16], or asymptotic notions of Rademacher or basic type p [4]). By “composition submultiplicative,”
we mean that for any pair of operators A,B such that the composition AB is defined, Tmn(AB) 6 Tn(A)Tm(B)
for any natural numbers m,n. In the case that A = IX , we can apply this fact with B = A = IX to deduce that
Tmn(IX) = Tmn(I
2
X) 6 Tm(IX)Tn(IX). The standard procedure in this case is to use these inequalities to prove that
either (Tn(IX))
∞
n=1 exhibits the quantitatively worst possible behavior for each n and use this to prove the presence of
certain structures (such as ℓn1 subspaces in the Rademacher case), or to prove that (Tn(IX))
∞
n=1 is growing/shrinking
rapidly enough to ensure some non-trivial power type behavior. This “automatic power type” phenomenon fails for
all examples in the non-spatial case. One example, which is relevant to the subject of this work, is the diagonal
operator F : ℓ1 → ℓ1 given by F
∑∞
n=1 anen =
∑∞
n=1
an
log(n+1)en. This is compact, and cannot factor the Hamming
cubes. But one can check that F has no non-trivial Rademacher type, and therefore no non-trivial non-linear type
in the sense of Bourgain, Milman, and Wolfson. This is because for 1 < p <∞,(
E‖F
n∑
i=1
ε(i)ei‖
p
)1/p
>
n
log(n+ 1)
and ( n∑
i=1
‖ei‖
p
)1/p
= n1/p = o(n/ log(n+ 1)).
More generally, we can choose any 1 < p < ∞ and a sequence (wn)
∞
n=1 of positive numbers vanishing as slowly as
we like and define the diagonal operator F : ℓ1 → ℓ1 by F
∑∞
n=1 anen =
∑∞
n=1 anwnen. Then bp,n(F ) is necessarily
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vanishing, but as slowly as we like. Examples such as this motivate the search for a characterization of when the
worst possible behavior does not hold (in our case, worst possible behavior means factoring the Hamming cube, while
in other cases it is crude finite representability/asymptotic crude finite representability of the identity operator of
ℓn1 , non-super weak compactness, or non-asymptotic uniform smoothability). A technique in this case is to define a
sequence of subtype constants of the map (or family of maps). One instance of this approach is due to Beauzamy [2],
who gave a characterization of when the identity on ℓ1 is crudely finitely representable in a linear operator using a
sequence of constants which are the linear analogues of our an(F). Hinrichs proved a similar result using constants
which are the linear analogues of our b2,n(F). In [4], asymptotic analogues of the results of Beauzamy and Hinrichs
were proven for both the asymptotic linear analogues of the an(F) and bp,n(F) constants.
The general approach to subtype problems is as follows: Suppose we have a sequence (Tn)
∞
n=1 as in the previous
paragraph and positive numbers (cn)
∞
n=1 such that for each λ > 0, λcn is the supremum of Tn(A) as A ranges over all
bounded, linear operators with ‖A‖ 6 λ. Then one may ask if, for a given class A of operators with norms not more
than λ, does (supA∈A Tn(A))
∞
n=1 exhibit the essentially worst possible behavior with respect to the sequence (cn)
∞
n=1
(that is, lim supn supA∈A Tn(A)/cn > 0)? We then say A has subtype if it does not exhibit the worst possible behavior
(that is, limn supA∈A Tn(A)/cn = 0). This has been applied when Tn is the Rademacher/gaussian/Haar/martingale
type p norms. More generally, we may isolate non-linear subtype properties by replacing continuous, linear operators
with Lipschitz functions, replacing the (Tn)
∞
n=1 sequence with a sequence (τn)
∞
n=1 defined on the class of Lipschitz
maps between metric spaces, and by replacing operator norm with Lipschitz constant. One then says that a class F
has subtype if limn supF∈F τn(F )/cn = 0. This is the approach we take.
Now for a family F of λ-Lipschitz maps, let us define ep,n(F) to be the smallest constant t > 0 such that for any
F : X → Y ∈ F and f : 2n → X ,
E̺fY (ε,−ε)
p
6 tp
n∑
i=1
E̺fX(ε, diε)
p.
Note that ep,n(F ) 6 λn
1−1/p. Therefore with cn = n
1−1/p, we can say F has Enflo subtype if limn ep,n(F)/cn = 0.
But ep,n(F)/n
1−1/p = bp,n(F). Therefore the subtype approach applied to Enflo type recovers the same condition
as the Bourgain, Milman, Wolfson approach.
3. Rigidity results
Lemma 3.1. For 1 < p < ∞, n ∈ N, and Φ > 1, there exists φ = φ(p, n,Φ) ∈ (0, 1) such that if a = (ai)
n
i=1 ∈ ℓ
n
p
satisfies ‖a‖pℓn
1
> φnp−1‖a‖pℓnp
, then maxi |ai| 6 Φmini |ai|.
Proof. By the uniform convexity of ℓnp , there exists 0 < δ < 1 such that if x, y ∈ Bℓnp are such that ‖x+y‖ℓnp > 2(1−δ),
then ‖x− y‖ℓnp <
1
2n1/p
· Φ−1Φ . Now let φ = (1− δ)
p. Suppose a = (ai)
n
i=1 ∈ ℓ
n
p satisfies ‖a‖
p
ℓn
1
> φnp−1‖a‖pℓnp . Without
loss of generality, let us assume that ai = |ai| for all 1 6 i 6 n. Let xi = ai/‖a‖ℓnp and x = (xi)
n
i=1 ∈ Sℓnp . Let
yi = n
−1/p for 1 6 i 6 n and y = (yi)
n
i=1 ∈ Sℓnp . Note that ‖x‖ℓn1 > φ
1/pn1−1/p = (1− δ)n1−1/p and ‖y‖ℓn
1
= n1−1/p.
Then
‖x+ y‖ℓnp > ‖x+ y‖ℓn1 /n
1−1/p =
‖x‖ℓn
1
+ ‖y‖ℓn
1
n1−1/p
> (1 − δ) + 1 > 2(1− δ).
Therefore ‖x− y‖ℓnp 6
1
2n1/p
· Φ−1Φ . Since maxi xi > 1/n
1/p, we deduce that
max
i
xi −min
i
xi 6 |n
−1/p −max
i
xi|+ |n
−1/p −min
i
xi| 6 2‖x− y‖ℓn
∞
6
1
n1/p
·
Φ− 1
Φ
6
(Φ− 1
Φ
)
max
i
xi.
Rearranging yields that
max
i
xi 6 Φmin
i
xi,
and we deduce the result by homogeneity.

Lemma 3.2. Fix 1 < p < ∞. Let Ω be a probability space and let DY , DX , EY , EX : Ω → R, λ,Θ > 0, a, b, ν, µ ∈
(0, 1) be such that
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(i) DY , DX , EY , EX are non-negative, measurable functions on Ω such that DY 6 EY , DX 6 EX , DY 6 λ
pDX ,
EY 6 λ
pEX , DY 6 (1 + ν)Θ
pEX ,
(ii) EDY > (1− ν)Θ
p
EEX , EDY > (1− µ)EEY , EDX > (1 − µ)EEX ,
(iii) λp
(
2µ
a +
2ν
b
)
< Θp(1− ν).
Then there exists ε ∈ Ω such that DY (ε) > (1− a)EY (ε), DX(ε) > (1 − a)EY (ε), and DY (ε) > (1 − b)Θ
pEX(ε).
Proof. Let AY = (DY 6 (1− a)EY ), AX = (DX 6 (1− a)EX), and B = (DY 6 (1− b)Θ
pEX). Then the conclusion
of the lemma is equivalent to AcY ∩ A
c
X ∩ B
c 6= ∅. We work by contradiction. Assume AcY ∩ A
c
X ∩ B
c = ∅, so
Ω = AY ∪ AX ∪B. Let us first note that
(1− µ)EEY < EDY = E1AY DY + E1AcY DY 6 (1− a)E1AY EY + E1AcY EY = EEY − aE1AY EY .
From this it follows that
E1AY EY 6
µ
a
EEY .
By replacing each Y with X , we deduce that
E1AXEX 6
µ
a
EEX .
Also,
Θp(1− ν)EEX < EDY = E1BDY + E1BcDY 6 Θ
p(1− b)E1BEX +Θ
p(1 + ν)E1BcEX .
Dividing by Θp and rearranging yields that
E1BEX 6
2ν
b
EEX .
Recalling that AY ∪AX ∪B = Ω, we deduce that
Θp(1− ν)EEX < EDY 6 E1AY DY + E1AXDY + E1BDY
6 E1AY EY + λ
p
E1AXEX + λ
p
E1BEX
6
µ
a
EEY +
µλp
a
EEX +
2νλp
b
EEX
6 λp
(2µ
a
+
2ν
b
)
EEX .
Since EEX > 0, this contradicts (iii) and finishes the proof.

For a natural number n, we let [n] = {1, . . . , n} denote the integer interval. Fix natural numbers l1, . . . , ld and let
L =
∏d
j=1 lj. We define T = ∪
d
i=0Λi as follows. We let Λ0 = {[L]} consist of a single integer interval. Now suppose
that for i < d, Λi has been defined and consists of pairwise disjoint subintervals of [L] each of which has cardinality∏d
j=i+1 lj. For each I ∈ Λi, let II = {J
I
1 , . . . , J
I
li+1
} be a partition of I into subintervals of equal cardinalilty (and
therefore of cardinality
∏d
j=i+2 lj). Now let Λi+1 = ∪I∈ΛiII . This completes the recursive definition of Λ0, . . . ,Λd.
Now let T = ∪di=0Λi. We refer to T as the (l1, . . . , ld) interval tree. For 0 < j 6 d and J ∈ Λj, let J
− be the member
I of Λj−1 such that J ⊂ I. That is, J
− is the interval I ∈ Λj such that J ∈ II .
Remark 3.3. Suppose l1, . . . , ld+1 are natural numbers and T is the (l1, . . . , ld+1) interval tree. Suppose that (tI)I∈T
is a collection of non-negative numbers such that for each 0 6 j 6 d and I ∈ Λj, tI 6
∑
J−=I tJ . Then using this
fact repeatedly yields that for any 0 6 i < j 6 d+ 1 and I ∈ Λi,
tI 6
∑
I⊃J∈Λj
tJ .
Also, by Ho¨lder’s inequality, it follows that for any such j and I,
tpI 6 l
p−1
j+1
∑
J−=I
tpJ ,
6 R.M. CAUSEY
and more generally,
tpI 6
( j∏
m=i+1
lp−1m
) ∑
I⊃J∈Λj
tpJ
for any 0 6 i < j 6 d+ 1 and I ∈ Λi. We will use this fact frequently in this section.
Lemma 3.4. Fix 1 < p < ∞. Fix natural numbers l1, . . . , ld, 0 < µ < 1, λ,Θ > 0, and M > λ/Θ. Then for
any 0 < η1 < 1, there exists 0 < η < η1 with the following property: Suppose ld+1 is a natural number, T is the
(l1, . . . , ld+1) interval tree, and (rI)I∈T , (sI)I∈T are non-negative numbers such that
(i) for each I ∈ T , rI 6 λsI ,
(ii) for each I ∈ T \ Λd+1, rI 6
∑
J−=I rJ and sI 6
∑
J−=I sJ ,
(iii) for each I ∈ Λd, r
p
I 6 (1 + η)Θ
plp−1d+1
∑
J−=I s
p
J ,
(iv) r[L] > (1− η)Θ
p
(∏d+1
i=1 l
p−1
i
)∑
I∈Λd+1
spI .
Then for any 0 6 j 6 d, 0 6 i < d, and I1 ∈ Λi, maxI∈Λj sI 6M minI∈Λj sI and r
p
I1
> (1 − µ)lp−1j+1
∑
J−=I1
rpJ .
Proof. First fix Φ > 1 such that M > Φ3λ/Θ. Now let 0 < φ < 1 be such that for any 1 6 n 6
∏d
i=1 li and
any v = (vi)
n
i=1 ∈ ℓ
n
p with maxi |vi| > Φmini |vi|, ‖v‖
p
ℓn
1
< φnp−1‖v‖pℓnp
. Such a φ exists by Lemma 3.1. Now fix
0 < η < η1 so small that
(a) φ(1 + η) < 1− η,
(b) Φ
p
1+η −
1
1−η >
(
1
1−η −
1
1+η
)(∏d
i=1 li
)
Φp,
(c) M > Φ
3λ
(1−η)1/pΘ
,
(d)
(
1− µ
Φp
∏
d
i=1 li
)
(1 + η) < (1− η).
Now suppose that ld+1, (rI)I∈T , (sI)I∈T are as in the lemma.
Step 1: For any 0 6 j 6 d, maxI rI 6 ΦminI rI .
If it were not so, then by the choice of φ applied to the vector (rI)I∈Λj ∈ ℓp(Λj),
(∑
I∈Λj
rI
)p
6 φ
( j∏
i=1
lp−1i
) ∑
I∈Λj
rpI .
Then
rp[L] 6
(∑
I∈Λj
rI
)p
< φ
( j∏
i=1
lp−1i
) ∑
I∈Λj
rpI 6 φ
( d∏
i=1
lp−1i
) ∑
I∈Λd
rpI
6 φ(1 + η)Θp
(d+1∏
i=1
lp−1i
) ∑
I∈Λd+1
spI .
But since rp[L] > (1− η)Θ
p(
∏d+1
i=1 l
p−1
i )
∑
I∈Λd+1
spI , we contradict item (a) of our choice of η. This completes Step 1.
Note that this implies that for each 0 6 j 6 d and I ∈ Λj, rI > 0.
Step 2: For any 0 6 j 6 d,
max
I∈Λj
∑
I⊃J∈Λd+1
spJ 6 Φ
2p min
I∈Λj
∑
I⊃J∈Λd+1
spJ .
If it were not so, we could find 0 6 j 6 d and I1, I2 ∈ Λj such that
1
Φ2p
∑
I1⊃J∈Λd+1
spJ >
∑
I2⊃J∈Λd+1
spJ .
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Then by Step 1,
rpI1 6 Φ
prpI2 6 Φ
p
( d∏
i=j+1
lp−1i
) ∑
I2⊃J∈Λd
rpJ 6 Φ
p(1 + η)Θp
( d+1∏
i=j+1
lp−1i
) ∑
I2⊃J∈Λd+1
spJ
6
(1 + η)Θp
Φp
( d+1∏
i=j+1
lp−1i
) ∑
I1⊃J∈Λd+1
spJ .
Note that for any I ∈ Λj ,
rpI 6
( d∏
i=j+1
lp−1i
) ∑
I⊃J∈Λd
rpJ 6 (1 + η)Θ
p
( d+1∏
i=j+1
lp−1i
) ∑
I∈Λd+1
spI .
Since
(1 − η)Θp
(d+1∏
i=1
lp−1i
) ∑
I∈Λd+1
spI < r
p
[L] 6
( j∏
i=1
lp−1i
) ∑
I∈Λj
rpI ,
we see that
1
(1 + η)Θp
[
ΦprpI1 +
∑
I1 6=I∈Λj
rpI
]
6
( d+1∏
i=j+1
lp−1i
) ∑
I∈Λd+1
spI 6
1
(1− η)Θp
∑
I∈Λj
rpI .
Manipulating the first and last terms of this inequality, we deduce that( Φp
1 + η
−
1
1− η
)
rpI1 6
( 1
1− η
−
1
1 + η
) ∑
I1 6=I∈Λj
rpI 6
( 1
1− η
−
1
1 + η
)
Φp|Λj|r
p
I1
6
( 1
1− η
−
1
1 + η
)
Φp
( d∏
i=1
li
)
rpI1 .
Since rI1 > 0, we reach a contradiction of (b) of our choice of η.
Step 3: For any 0 6 j 6 d, maxI∈Λj sI 6M minI∈Λj sI . Fix such a j and let
R = max
I∈Λj
rI S = max
I∈Λj
sI S1 = max
I∈Λj
( d+1∏
i=j+1
lp−1i
) ∑
I⊃J∈Λd+1
spJ
and
r = min
I∈Λj
rI s = min
I∈Λj
sI s1 = min
I∈Λj
( d+1∏
i=j+1
lp−1i
) ∑
I⊃J∈Λd+1
spJ .
We know from Step 1 that R 6 Φr. We know from Step 2 that S1 6 Φ
2ps1. We know from hypothesis that R 6 λS,
and we know from Remark 3.3 that Sp 6 S1. Moreover,
( j∏
i=1
lp−1i
)
s1|Λj | 6
(d+1∏
i=1
lp−1i
) ∑
I∈Λj
∑
I⊃J∈Λd+1
spJ =
(d+1∏
i=1
lp−1i
) ∑
I∈Λd+1
spI < [(1− η)Θ
p]−1rp[L]
6 [(1− η)Θp]−1
( j∏
i=1
lp−1i
) ∑
I∈Λj
rpI 6 [(1− η)Θ
p]−1
( j∏
i=1
lp−1i
)
Rp|Λj |
6 [(1− η)Θp]−1Φp
( j∏
i=1
lp−1i
)
rp|Λj | 6 [(1− η)Θ
p]−1Φpλp
( j∏
i=1
lp−1i
)
sp|Λj|.
Therefore s1 6 [(1 − η)Θ
p]−1Φpλpsp. Also, Sp 6 S1 6 Φ
2ps1, so
Sp 6 Φ2ps1 6 [(1 − η)Θ
p]−1Φ3pλpsp.
Taking pth roots and appealing to (c) finishes Step 3.
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Step 4: For any 0 6 j < d and I ∈ Λj, r
p
I > (1 − µ)l
p−1
j+1
∑
J−=I r
p
J . If it were not so, then for some I1 ∈ Λj ,
rpI 6 (1− µ)l
p−1
j+1
∑
J−=I1
rpJ . Let us note that
∑
J−=I1
rpJ >
1
Φp|Λj+1|
∑
J∈Λj+1
rpJ >
1
Φp
∏d
i=1 li
∑
J∈Λj+1
rpI ,
so
∑
I∈Λj
rpI 6 (1 − µ)l
p−1
j+1
∑
J−=I1
rpJ + l
p−1
j+1
∑
I1 6=I∈Λj
∑
J−=I
rpJ 6 l
p−1
j+1
∑
J∈Λj+1
rpJ − l
p−1
j+1µ
∑
J−=I1
rpJ
6
(
1−
µ
Φp
∏d
i=1 li
)
lp−1j+1
∑
J∈Λj+1
rpJ .
Then
rp[L] 6
( j∏
i=1
rp−1i
) ∑
i∈Λj
rpI 6
(
1−
µ
Φp
∏d
i=1 li
)(j+1∏
i=1
lp−1i
) ∑
I∈Λj+1
rpI
6
(
1−
µ
Φp
∏d
i=1 li
)( d∏
i=1
lp−1i
) ∑
I∈Λd
rpI
6
(
1−
µ
Φp
∏d
i=1 li
)
(1 + η)Θp
(d+1∏
i=1
lp−1i
) ∑
I∈Λd+1
spI .
But since rp[L] > (1− η)Θ
p
(∏d+1
i=1 l
p−1
i
)∑
I∈Λd+1
spI , this contradicts (d) and finishes the proof.

The following result is similar in spirit to the coarse differentiation result of Eskin, Fisher, and Whyte [7].
Lemma 3.5. Fix 1 < p <∞. Fix natural numbers (l1, . . . , ld+1) and let T be the (l1, . . . , ld+1) interval tree. Suppose
0 < ∆, µ < 1, M > 1, m ∈ N, λ > 0, and (sI)I∈T ⊂ (0,∞) are such that
(i) for each I ∈ T \ Λd+1, sI 6
∑
J−=I sJ ,
(ii) for all 0 6 j 6 d, maxI∈Λj sI 6M minI∈Λj sI ,
(iii) sp[L] > (1 − ν/2)
Θp
λp
(∏d+1
i=1 l
p−1
i
)∑
I∈Λd+1
spI ,
(iv) (1− µ∆/Mp)m < (1− ν/2)Θ
p
λp .
For each 0 6 j < d, let Ij = {I ∈ Λj : s
p
I 6 (1 − µ)l
p−1
j+1
∑
J−=I s
p
J} and let B = {j < d : |Ij | > ∆|Λj |}. Then
|B| 6 m.
Proof. First suppose j ∈ B. Let s = minI∈Λj+1 sI and S = maxI∈Λj+1 sI 6 sM . Let A = {J ∈ Λj+1 : J
− ∈ Ij} and
note that |A|/|Λj+1| = |Ij |/|Λj | > ∆. Then
∑
I∈Λj
spI =
∑
I∈Ij
spI +
∑
I∈Λj\Ij
spI 6 (1− µ)l
p−1
j+1
∑
I∈Ij
∑
J−=I
spJ + l
p−1
j+1
∑
I∈Λj\Ij
∑
J−=I
spJ
= lp−1j+1
∑
I∈Λj+1
spI − µl
p−1
j+1
∑
I∈A
spI 6 l
p−1
j+1
∑
I∈Λj+1
spI − µl
p−1
j+1s
p|A| 6 lp−1j+1
∑
I∈Λj+1
spI − l
p−1
j+1
µSp
Mp
|A|
6 lp−1j+1
∑
I∈Λj+1
spI −
µSp
Mp
lp−1j+1∆|Λj+1| 6 l
p−1
j+1
∑
I∈Λj+1
spI −
µ∆
Mp
lp−1j+1
∑
I∈Λj+1
spI
= (1− µ∆/Mp)lp−1j+1
∑
I∈Λj+1
spI .
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Now suppose that |B| > m and fix 0 6 j0 < . . . < jm, ji ∈ B for each 0 6 i 6 m. Then
sp[L] 6
( j0∏
i=1
lp−1i
) ∑
I∈Λj0
spI 6
(
1−
µ∆
Mp
)(j0+1∏
i=1
lp−1i
) ∑
I∈Λj0+1
spI
6
(
1−
µ∆
Mp
)( j1∏
i=1
lp−1i
) ∑
I∈Λj1
spI 6
(
1−
µ∆
Mp
)2(j1+1∏
i=1
lp−1i
) ∑
I∈Λj1+1
spI
6 . . . 6
(
1−
µ∆
Mp
)m(jm+1∏
i=1
lp−1i
) ∑
I∈Λjm+1
spI
6
(
1−
µ∆
Mp
)m(d+1∏
i=1
lp−1i
) ∑
I∈Λd+1
spI .
This contradicts (iii) and (iv) and finishes the proof.

Lemma 3.6. Fix 1 < p <∞. Fix natural numbers (l1, . . . , ld+1) and let T be the (l1, . . . , ld+1) interval tree. Suppose
0 < ∆, ν < 1, λ > 0, M > 1, and (rI)I∈T , (sI)I∈T ⊂ [0,∞) are such that
(i) for each I ∈ T , rI 6 λsI ,
(ii) for each I ∈ T \ Λd+1, rI 6
∑
J−=I rJ , sI 6
∑
J−=I sJ ,
(iii) for all 0 6 j 6 d, maxI∈Λj sI 6M minI∈Λj sI ,
(iv) ∆Mp 6 νΘp/2λp,
(v) rp[L] > (1− ν/2)Θ
p
(∏d+1
i=1 l
p−1
i
)∑
I∈Λd+1
spI .
Then for any 0 6 j < d, |{I ∈ Λj : r
p
I 6 (1− ν)l
p−1
j+1Θ
p
∑
J−=I s
p
I}| < (1−∆)|Λj |.
Proof. Suppose not. Fix 0 6 j < d such that B = {I ∈ Λj : r
p
I 6 (1 − ν)Θ
p
∑
J−=I s
p
I} has cardinality at least
(1 − ∆)|Λj |. Let s = minI∈Λj+1 sI and S = maxI∈Λj+1 sI 6 sM . Let A = {J ∈ Λj+1 : J
− ∈ B} and note that
|A|/|Λj+1| = |B|/|Λj | > 1−∆. Now∑
J∈Λj+1\A
spJ 6 |Λj+1 \A|S
p
6 ∆|Λj+1|S
p
6 ∆Mp
∑
I∈Λj+1
spI 6
νΘp
2λp
∑
I∈Λj+1
spI .
Then
rp[L] 6
( j∑
i=1
lp−1i
) ∑
I∈Λj
rpI =
( j∑
i=1
lp−1i
)[∑
I∈B
rpI +
∑
I∈Λj\B
rpI
]
6
(j+1∑
i=1
lp−1i
)[
(1− ν)Θp
∑
I∈B
∑
J−=I
spJ + λ
p
∑
I∈Λj\B
∑
J−=I
spJ
]
=
(j+1∑
i=1
lp−1i
)[
(1− ν)Θp
∑
I∈A
spI + λ
p
∑
I∈Λj+1\A
spI
]
6
(j+1∏
i=1
lp−1i
)[
(1− ν)Θp
∑
I∈Λj+1
spI +
νΘp
2
∑
I∈Λj+1
spI
]
= (1− ν/2)Θp
(j+1∏
i=1
lp−1i
) ∑
I∈Λj+1
spI
6 (1− ν/2)Θp
(d+1∏
i=1
lp−1i
) ∑
I∈Λd+1
spI .
This contradiction finishes the proof.

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4. Proof of (v)⇒ (i)
Fix 1 < p <∞. Let λ = supF∈F Lip(F ) ∈ (0,∞) and let Θ = lim supn bp,2n(F) ∈ (0, λ]. Fix 0 < ϑ < Θ.
Fix 0 < b < 1 such that (1 − b)1/pΘ > ϑ. Next fix 0 < ν < b such that ν/b < (1 − ν)Θp/4λp. Fix n0 ∈ N such
that for all n > n0, bp,2n(F) 6 (1 + ν)
1/pΘ. Fix n > n0 and D > 1, and let l = 2
n. By Theorem 2.1, there exists
0 < a < 1 such that if (Z, dZ) is any metric space and h : 2
l → Z satisfies
EdZ(h(ε), h(−ε))
p > (1 − a)lp−1
l∑
i=1
dZ(h(ε), h(diε))
p
and if
tp =
1
l
l∑
i=1
dZ(h(ε), h(diε))
p,
then for any ε1, ε2 ∈ 2
l,
1
D
∂(ε1, ε2) 6
dZ(h(ε1), h(ε2))
t
6 D∂(ε1, ε2).
Now fix 0 < µ < a such that µ/a < (1 − ν)Θp/4λp. Fix M > λ/Θ. Fix 0 < ∆ < 1 such that ∆Mp < νΘp/2λp. Fix
m ∈ N such that (
1−
∆µ
Mp
)m
< (1 − ν/2)
Θp
λp
.
Fix d > m+1 and let l1 = . . . = ld = l. Fix 0 < η < ν according to Lemma 3.4 with all of these choices of parameters.
Fix n1 ∈ N such that for all n > n1, bp,2n(F) 6 (1 + η)
1/pΘ. Fix n2 > n1 + nd such that bp,2n2 (F) > (1− η/2)
1/pΘ.
Let ld+1 = 2
n2−nd > 2n1 and let L =
∏d+1
i=1 li = 2
n2 . Let T be the (l1, . . . , ld+1) interval tree. Fix F : X → Y ∈ F
and f : 2L → X such that
E̺fY (ε,−ε)
p > (1− η/2)Θp
(d+1∏
i=1
lp−1i
) L∑
i=1
E̺fX(ε, diε)
p.
For an interval I ∈ T and ε ∈ 2L, let Iε ∈ 2L be the member of 2L given by
Iε(i) =
{
ε(i) : i ∈ [L] \ I
−ε(i) : i ∈ I.
For each I ∈ T , let
rI =
[
E̺fY (ε, Iε)
p
]1/p
and
sI =
[
E̺fX(ε, Iε)
p
]1/p
.
Claim 1. (i) rp[L] > (1− η/2)
(∏d+1
i=1 l
p−1
i
)
Θp
∑
I∈Λd+1
spI .
(ii) For any I ∈ T , rI 6 λsI .
(iii) For any 0 6 j 6 d and I ∈ Λj, rI 6
∑
J−=I rJ and sI 6
∑
J−=I sj.
(iv) For all I ∈ T , rpI 6 (1 + ν)Θ
plp−1j+1
∑
J−=I s
p
J .
(v) For any I ∈ Λd, r
p
I 6 (1 + η)l
p−1
d+1Θ
p
∑
J−=I s
p
J .
Proof. (i) This follows from our choice of F , f , and the fact that
rp[L] = E̺
f
Y (ε,−ε)
p
and (d+1∏
i=1
lp−1i
) ∑
J∈Λd+1
spI =
(d+1∏
i=1
lp−1i
) L∑
i=1
̺fX(ε, diε)
p.
(ii) This follows from the fact that Lip(F ) 6 λ.
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(iii) Fix 0 6 j 6 d and I ∈ Λj. Enumerate {J ∈ T : J
− = I} as (Ii)
lj+1
i=1 . For i = 0, . . . , lj+1, define Ji : 2
L → 2L
by letting J0 be the identity and Ji = IiJi−1. For any ε ∈ 2
L, J0ε = ε and Jlj+1ε = Iε. Then for any ε ∈ 2
L,
̺fY (ε, Iε) 6
lj+1∑
i=1
̺fY (Ji−1ε, Jiε).
Now the triangle inequality on Lp(2
L) yields that
rI 6
lj+1∑
i=1
[
E̺fY (Ji−1ε, Jiε)
p
]1/p
.
But ̺fY (Ji−1ε, Jiε) and ̺
f
Y (ε, Iiε) have the same distribution, so
rI 6
lj+1∑
i=1
[
E̺fY (Ji−1ε, Jiε)
p
]1/p
=
lj+1∑
i=1
[
E̺fY (ε, Iiε)
p
]1/p
=
∑
J−=I
rJ .
Replacing each Y with X yields that sI 6
∑
J−=I sJ .
(iv) and (v) Let I and (Ii)
lj+1
i=1 be as in the proof of (iii). Define g : 2
L × 2lj+1 → 2L by letting
g(ε, δ)(i) =
{
ε(i) : i ∈ [L] \ I
δ(k)ε(i) : i ∈ Ik.
For fixed ε ∈ 2L, let fε : 2
lj+1 → X be given by fε(δ) = f(g(ε, δ)). Note that g(ε,−δ) = Ig(ε, δ) and g(ε, diδ) =
Iig(ε, δ) for all ε ∈ 2
L, δ ∈ 2lj+1 , and 1 6 i 6 lj+1. From this it follows that fε(−δ) = f(Ig(ε, δ)) and for 1 6 i 6 lj+1,
fε(diε) = f(Iig(ε, δ)). Then
rpI = E̺
f
Y (ε, Iε)
p = EδEε̺
f
Y (g(ε, δ), Ig(ε, δ))
p
= EεEδ̺
fε
Y (δ,−δ)
p 6 Eεbp,lj+1(F)
plp−1j+1
lj+1∑
i=1
Eδ̺
fε
X (δ, diδ)
p
= Eεbp,lj+1(F)
plp−1j+1
lj+1∑
i=1
Eδ̺
f
X(g(ε, δ), Iig(ε, δ))
p
= bp,lj+1(F)
plp−1j+1
lj+1∑
i=1
EδEε̺
f
X(g(ε, δ), Iig(ε, δ))
p
= bp,lj+1(F)
plp−1j+1
lj+1∑
i=1
Eε̺
f
X(ε, Iiε)
p = bp,lj+1(F)
plp−1j+1
∑
J−=I
spJ .
The fact that bp,lj+1(F) 6 (1 + ν)
1/pΘ for all j yields (iv), and the fact that bp,ld+1(F) 6 (1 + η)
1/pΘ yields (v).

Claim 2. There exist 0 6 j0 < d and I ∈ Λj0 such that
(i) rpI > (1 − µ)l
p−1
∑
J−=I r
p
J ,
(ii) spI > (1− µ)l
p−1
∑
J−=I s
p
J , and
(iii) lp−1
∑
J−=I r
p
J > rI > (1− ν)Θ
plp−1
∑
J−=I s
p
J .
Proof. For each 0 6 j < d, let
Aj =
{
I ∈ Λj : s
p
I 6 (1− µ)l
p−1
∑
J−=I
spJ
}
and
Bj =
{
I ∈ Λj : r
p
I 6 (1 − ν)Θ
plp−1
∑
J−=I
spJ
}
.
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By Lemma 3.5, there are at most m values of j < d such that |Aj | > ∆|Λj |. Here we note that
sp[L] >
rp[L]
λp
> (1− η/2)
Θp
λp
(d+1∏
i=1
lp−1i
) ∑
I∈Λd+1
spI .
Since m + 1 < d, there exists at least one value j0 < d such that |Aj0 | < ∆|Λj0 |. By Lemma 3.6, for this j0,
|Bj0 | < (1−∆)|Λj0 |. Thus
|Aj0 |+ |Bj0 | < |Λj0 |,
whence there exists I ∈ Λj0 \ (Aj0 ∪Bj0). Since I ∈ Λj0 \Aj0 , (ii) is satisfied for this I. Since I ∈ Λj0 \Bj0 and since
lp−1
∑
J−=I r
p
J > r
p
I , (iii) is satisfied for this I. Since j0 < d and I ∈ Λj0 , (i) is satisfied for this I by Lemma 3.4.

For the remainder of the proof, I is the fixed interval from Claim 2. Enumerate {J ∈ T : J− = I} as (Ii)
l
i=1 and
define g : 2L × 2l → 2L by letting
g(ε, δ)(i) =
{
ε(i) : i ∈ [L] \ I
δ(j)ε(i) : i ∈ Ij .
We also define the functions J0, . . . , Jl : 2
L → 2L by letting J0 be the identity function and Ji = IiJi−1. Note that
ε = J0ε and Jlε = Iε.
Now define DY , EY , DX , EX : 2
L → [0,∞) by
DY (ε) = Eδ̺
f
Y (g(ε, δ), Ig(ε, δ))
p,
EY (ε) = l
p−1
l∑
i=1
Eδ̺
f
Y (Ji−1g(ε, δ), Jig(ε, δ))
p,
DX(ε) = Eδ̺
f
X(g(ε, δ), Ig(ε, δ))
p,
and
EX(ε) = l
p−1
l∑
i=1
Eδ̺
f
X(Ji−1g(ε, δ), Jig(ε, δ))
p.
Claim 3. The functions DY , EY , DX , EX satisfy the hypotheses of Lemma 3.2.
Proof. DY 6 λ
pDX and EY 6 λ
pEX follow from the fact that Lip(F ) 6 λ. For a fixed δ ∈ 2
l and ε ∈ 2L,
̺fY (g(ε, δ), Ig(ε, δ))
p
6 lp−1
l∑
i=1
̺fY (Ji−1g(ε, δ), Jig(ε, δ))
p
follows from the triangle and Ho¨lder inequalities. Taking expectations over δ with ε held fixed yields that DY 6 EY .
Replacing Y with X yields that DX 6 EX . Now fix ε ∈ 2
L and define fε(δ) = g(ε, δ). Define d<i, d6i : 2
l → 2l by
letting d<iδ be the member of 2
l by replacing δ(k) with −δ(k) for each k < i and leaving the other coordinates of
δ unchanged. Let d6i = did<i. Note that ̺
fε
X (δ, diδ)
p and ̺fεX (d<iδ, d6iδ) have the same distribution as functions of
δ ∈ 2l. Note also that g(ε, d<iδ) = Ji−1g(ε, δ) and g(ε, δ6iδ) = Jig(ε, δ). Then
DY (ε) = Eδ̺
f
Y (g(ε, δ), Ig(ε, δ))
p = Eδ̺
fε
Y (δ,−δ)
p
6 bp,l(F)
plp−1
l∑
i=1
Eδ̺
fε
X (δ, diε)
p = bp,l(F)
plp−1
l∑
i=1
Eδ̺
fε
X (d<iδ, d6iδ)
p
6 (1 + ν)Θplp−1
l∑
i=1
Eδ̺
f
X(Ji−1g(ε, δ), Jig(ε, δ))
p = (1 + ν)ΘpEX(ε).
This yields that DY , EY , DX , EX satisfy hypothesis (i) of Lemma 3.2.
For a fixed δ ∈ 2l and 1 6 i 6 l, ̺fY (ε, Iε) and ̺
f
Y (g(ε, δ), Ig(ε, δ)) have the same distribution as functions of
ε ∈ 2L, as do ̺fY (ε, Iiε) and ̺
f
Y (Ji−1g(ε, δ), Jig(ε, δ)). The analogous statements hold with each Y replaced by X .
By exchanging order of integration of ε and δ, we see that
EεDY (ε) = EεEδ̺
f
Y (g(ε, δ), Ig(ε, δ))
p = EδEε̺
f
Y (g(ε, δ), Ig(ε, δ))
p = Eε̺
f
Y (ε, Iε)
p = rpI .
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We similarly deduce that EεEY (ε) = l
p−1
∑
J−=I r
p
J , EεDX(ε) = s
p
I , and EεEX(ε) = l
p−1
∑
J−=I s
p
J . Thus hypoth-
esis (ii) of Lemma 3.2 is satisfied because I satisfies the conclusions of Claim 2.
Hypothesis (iii) of Lemma 3.2 is satisfied by our chocies of µ, a, ν, and b.

Now by Lemma 3.2, there exists ε0 ∈ 2
L such that
DY (ε0) > (1− a)EY (ε0),
DX(ε0) > (1− a)EX(ε0),
and
EY (ε0) > DY (ε0) > (1− b)Θ
pEX(ε0).
Now define h : 2l → X by letting h(δ) = f(g(ε0, δ)). Let
rp =
1
l
l∑
i=1
Eδ̺
h
Y (δ, diδ)
p = EY (ε0)/l
p
and
sp =
1
l
l∑
i=1
Eδ̺
h
X(δ, diδ)
p = EX(ε0)/l
p 6 (1− b)Θprp.
Then since
Eδ̺
h
Y (δ,−δ)
p = DY (ε0) > (1− a)EY (ε0) = (1− a)l
p−1
l∑
i=1
Eδ̺
h
Y (δ, diδ)
p
and
Eδ̺
h
X(δ,−δ)
p = DX(ε0) > (1 − a)EX(ε0) = (1 − a)l
p−1
l∑
i=1
Eδ̺
h
X(δ, diδ)
p,
it follows from our choice of a and Theorem 2.1 that for any δ1, δ2 ∈ 2
l,
1
D
∂(δ1, δ2) 6
dY (h(δ1), h(δ2))
r
6 D∂(δ1, δ2)
and
1
D
∂(δ1, δ2) 6
dX(F ◦ h(δ1), F ◦ h(δ2))
s
6 D∂(δ1, δ2).
Since r > ϑs, this finishes the proof.
Remark 4.1. We observe the following quantitative consequence of the previous proof and our remark from the
introduction. If we define c(F) to be the supremum of those c > 0 such that for each D > 1 and n ∈ N, there exist
F : X → Y ∈ F , f : 2n → X , and a, b > 0 such that b > ac and for each ε1, ε2 ∈ 2
n,
a
D
∂(ε1, ε2) 6 dX(f(ε1), f(ε2)) 6 aD∂(ε1, ε2)
and
b
D
∂(ε1, ε2) 6 dY (F ◦ f(ε1), F ◦ f(ε2)) 6 bD∂(ε1, ε2),
then
lim sup
n
bp,n(F) > c(F) > lim sup
n
bp,2n(F) > 2
1/p−1lim sup
n
bp,n(F).
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5. The quantities an(F)
The goal of this section is to prove the implication (iii) ⇒ (i) with the additional quantitative information: If
(i) is satisfied and c(F) is as defined in Remark 4.1, then c(F) = lim supn an(F) = limn an(F). It is obvious that
c(F) 6 lim supn an(F), so we establish the following criterion for obtaining the reverse inequality. The basis of this
criterion is to use standard self-improvement arguments for embeddings into X without worsening the scaling factors
between the embeddings of the cube into X via some f and the corresponding embedding of the cube into Y via
F ◦ f .
Lemma 5.1. Suppose λ = supF∈F Lip(F ) ∈ (0,∞). If Θ > 0 is such that for any 0 < ϑ < Θ, D > 1, and l ∈ N,
there exist F : X → Y ∈ F and h : 2l → X such that dist(F ◦h) 6 D and ̺hY (ε1, ε2) > ϑd
h
X(ε1, ε2) for all ε1, ε2 ∈ 2
l,
then c(F) > Θ.
Proof. First fix 0 < ϑ < Θ. For each l ∈ N, let ξn = ξn(F) be the supremum of those constants ξ > 0 such that
for all D > 1, there exist F : X → Y ∈ F and f : 2n → X such that dist(F ◦ f) 6 D, for each ε1, ε2 ∈ 2
n,
̺fY (ε1, ε2) > ϑd
f
X(ε1, ε2), and
E̺fX(ε,−ε)
2 > nξ2
n∑
i=1
E̺fX(ε, diε)
2.
Let us observe the following facts:
(i) For all n ∈ N, ϑ/λ 6 ξn 6 1.
(ii) For all m,n ∈ N, ξmn 6 ξmξn.
For the first fact, ξn 6 1 follows as usual from the triangle and Ho¨lder inequalities. By hypothesis, for each
D1, D2 > 1, there exist F : X → Y ∈ F and f : 2
n → X such that dist(F ◦ f) 6 D = min{D1, D2} and
ϑ̺fX(ε1, ε2) 6 ̺
f
Y (ε1, ε2) for all ε1, ε2 ∈ 2
n. Then
λ2E̺fX(ε,−ε)
2 > E̺fY (ε1,−ε)
2 > D−4n
n∑
i=1
̺fY (ε, diε)
2 > ϑ2D−4n
n∑
i=1
̺fX(ε, diε)
2.
Now applying this as D1 ↓ 1 with D2 > 1 held fixed, we deduce that ξn > ϑ/λD
2
2 . Unfixing D2 > 1 yields that
ξn > ϑ/λ.
For the second item, suppose ξmn > ξmξn for some m,n ∈ N. Fix α > ξm and β > ξn such that αβ < ξmn. By
definition of ξm, there exists D1 > 1 such that for all F : X → Y ∈ F and f : 2
m → X with dist(F ◦ f) 6 D1 and
ϑ̺fX(ε1, ε2) 6 ̺
f
Y (ε1, ε2) for all ε1, ε2 ∈ 2
m,
E̺fX(ε,−ε)
2 6 mα2
m∑
i=1
E̺fX(ε, diε)
2.
Similarly, there exists D2 > 1 such that for any F : X → Y ∈ F and f : 2
n → X with dist(F ◦ f) 6 D2 and
ϑ̺fX(ε1, ε2) 6 ̺
f
Y (ε1, ε2) for all ε1, ε2 ∈ 2
n,
E̺fX(ε,−ε)
2 6 nβ2
n∑
i=1
E̺fX(ε, diε)
2.
Let D = min{D1, D2} > 1 and fix ξ, F, f such that αβ < ξ < ξmn and F : X → Y ∈ F , f : 2
mn → X satisfy
dist(F ◦ f) 6 D, ϑ̺fX(ε1, ε2) 6 ̺
f
Y (ε1, ε2) for all ε1, ε2 ∈ 2
mn, and
E̺fX(ε,−ε)
2 > mnξ2
mn∑
i=1
̺fX(ε, diε)
2.
Now as usual, let I1, . . . , Im be a partition of [mn] into intervals of cardinality n and define
Ijε(i) =
{
ε(i) : i ∈ [mn] \ Ij
−ε(i) : i ∈ Ij
Define g : 2mn×2m → 2mn be defined by g(ε, δ)(i) = δ(j)ε(i), where i ∈ Ij . We identify ε with (εi)
m
i=1, where (ε((i−
1)n+1), . . . , ε(in)) = εi ∈ 2
n. For ε ∈ 2mn, we let ε−i ∈ 2
(m−1)n be defined by ε−i = (ε1, . . . , εi−1, εi+1, . . . , εm). Note
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that for a fixed ε−i and a fixed ε
′ ∈ 2mn, if h is the map from 2n to X given by ε 7→ f((ε1, . . . , εi−1, ε, εi+1, . . . , εm)) or
if h is the map from 2m to X given by δ 7→ f(g(ε′, δ)), then dist(F ◦h) 6 dist(F ◦f) 6 D and ϑ̺hX(ε1, ε2) 6 ̺
h
Y (ε1, ε2)
for all ε1, ε2 ∈ 2
n (resp. ε1, ε2 ∈ 2
m). Then
mnξ2
mn∑
i=1
E̺fX(ε, diε)
2 < E̺fX(ε,−ε)
2 = EεEδ̺
f
X(g(ε, δ), g(ε,−δ))
2
6 mα2
m∑
i=1
EεEδ̺
f
X(g(ε, δ), g(ε, diδ))
2 = mα2
m∑
i=1
EεEδ̺
f
X(g(ε, δ), Iig(ε, δ))
2
= mα2
m∑
i=1
E̺fX(ε, Iiε)
2 = mα2
m∑
i=1
Eε−iEεi̺
f
X(ε, Iiε)
2
6 mnα2β2
m∑
i=1
Eε−i
ij∑
j=(i−1)+1
Eεi̺
f
X(ε, djε)
2 = mnα2β2
mn∑
i=1
E̺fX(ε, diε)
2.
This contradiction yields (ii).
Now since (ξn)
∞
n=1 is submultiplicative and lies in [ϑ/λ, 1], it must be that ξn = 1 for all n ∈ N. Indeed, if ξn < 1,
then for large enough t ∈ N, ξnt 6 ξ
t
n < ϑ/λ. Now fix n ∈ N and D > 1. By Theorem 2.1, there exists 0 < µ < 1
such that if f : 2n → X satisfies
E̺fX(ε,−ε)
2 > (1− µ)n
n∑
i=1
E
f
X(ε, diε)
2,
then dist(f) 6 D. By the definition of ξn and since ξn = 1 > 1 − µ, there exist F : X → Y ∈ F and f : 2
n → X
such that dist(F ◦ f) 6 D, ϑ̺fX(ε1, ε2) 6 ̺
f
Y (ε1, ε2) for all ε1, ε2 ∈ 2
n, and
E̺fX(ε,−ε)
2 > (1− µ)n
n∑
i=1
E̺fX(ε, diε)
2.
From this it follows that dist(f) 6 D. Moreover, if a, b > 0 are such that
a
D
∂(ε1, ε2) 6 ̺
f
X(ε1, ε2) 6 aD∂(ε1, ε2)
and
b
D
∂(ε1, ε2) 6 ̺
f
Y (ε1, ε2) 6 bD∂(ε1, ε2)
for all ε1, ε2, then aϑ/D 6 bD. Since D > 1, n ∈ N are arbitrary, c(F) > ϑ. Now we unfix 0 < ϑ < Θ and deduce
that c(F) > Θ.

Proposition 5.2. If F is a uniformly Lipschitz collection of maps, then limn an(F) = infn an(F).
Proof. Let λ = supF∈F Lip(F ) ∈ (0,∞). Fix k, l ∈ N. Let I1, . . . , Il be a partition of [kl] into subintervals of
cardinality k. Let Ij : 2
kl → 2kl be such that
Ijε(i) =
{
ε(i) : i ∈ [kl] \ Ij
−ε(i) : i ∈ Ij .
Define g : 2kl × 2l → 2kl by g(ε, δ)(i) = δ(j)ε(i), where j is such that i ∈ Ij .
Now fix any F : X → Y ∈ F and f : 2kl → X . Note that for fixed ε ∈ 2kl, the function δ 7→ g(ε, δ) is
distance preserving. Therefore for each fixed ε ∈ 2l, the function fε : 2
l → X given by fε(δ) = f(g(ε, δ)) satisfies
Lip(fε) 6 Lip(f). Then
Eε̺
f
Y (ε,−ε) = EδEε̺
f
Y (g(ε, δ), g(ε,−δ)) = EεEδ̺
fε
Y (δ,−δ)
6 al(F)EεLip(fε) 6 al(F)Lip(f).
From this it follows that akl(F) 6 al(F).
Now fix l ∈ N. For m > l, write m = kml + rm where km ∈ N and 0 6 rm < k. For the moment, we
suppress the subscript m and simply write km = k and rm = r. Now fix F : X → Y ∈ F and f : 2
m → X . Let
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δ = (δ(1), . . . , δ(r)) ∈ 2r be arbitrary and define g : 2lk → 2m by g(ε) = (ε(1), . . . , ε(lk), δ(1), . . . , δ(r)). Define
h : 2m → 2lk by h(ε) = (ε(1), . . . , ε(lk)). Note that for each ε1, ε2 ∈ 2
lk,
1
lk
∂(ε1, ε2) =
1
m
∂(g(ε1), g(ε2)).
Therefore the map G : 2lk → X given by G(ε) = f(g(ε)) has Lip(G) 6 mlk∂(ε1, ε2). Define H : 2
m → X by
H(ε) = G(h(ε)) = f(g(h(ε))). Let us also note that E̺GY (ε,−ε) = E̺
H
Y (ε,−ε). For any ε ∈ 2
m, since ε and g(h(ε))
differ in at most r coordinates,
̺fY (ε, g(h(ε))) 6 λLip(f)r/m.
Therefore
E̺fY (ε,−ε) 6 E̺
f
Y (g(h(ε)), g(h(−ε)) + E̺
f
Y (ε, g(h(ε)) + E̺
f
Y (g(h(−ε)),−ε)
6 E̺fY (g(h(ε)), g(h(−ε)) + 2λLip(f)r/m = E̺
H
Y (ε,−ε) + 2λLip(f)r/m
= E̺GY (ε,−ε) + 2λLip(f)r/m 6 alk(F)Lip(G) + 2λLip(f)r/m
6
[
al(F)
m
lk
+
2λr
m
]
Lip(f).
From this it follows that
am(F) 6 al(F)
m
lk
+
2λr
m
.
Now once more writing k = km and r = rm and noting that
m
lkm
→ 1 and 2λrmm → 0 as m → ∞, we deduce that
al(F) > lim supm am(F). Since l ∈ N was arbitrary, we are done.

Remark 5.3. If L, l ∈ N are two natural numbers, g : 2L×2l → 2L is a function such that for each δ ∈ 2l, ε 7→ g(ε, δ)
is a bijection, and Ω ⊂ 2L is such that P(Ω) < 1/2l, then there exists ε ∈ 2L such that {g(ε, δ) : δ ∈ 2l} ⊂ Ωc.
Indeed, for each ε0 ∈ 2
L and δ0 ∈ 2
l, define Ωε0 = {δ ∈ 2
l : g(ε0, δ) ∈ Ω}, Ω
δ0 = {ε ∈ 2L : g(ε, δ0) ∈ Ω}, and
Ω1 = {(ε, δ) ∈ 2
L × 2l : g(ε, δ) ∈ Ω}. Then if for each ε, there exists δ ∈ 2l such that g(ε, δ) ∈ Ωc,
P(Ω) =
1
2l
∑
δ∈2l
P(Ω) =
1
2l
∑
δ∈2l
P(Ωδ) = P(Ω1) =
1
2L
∑
ε∈2L
P(Ωε) >
1
2L
∑
ε∈2L
1/2l = 1/2l.
Let us also recall the following simple consequence of the reverse triangle inequality, which we use as a substitute
for Theorem 2.1 in this section.
Proposition 5.4. For each l ∈ N and D > 1, there exists 0 < a < 1 such that if (Z, dZ) is any metric space and
h : 2l → Z is a map such that (1 − a)Lip(h) < minδ∈2l dZ(h(δ), h(−δ)), then h is an embedding with distortion not
more than D.
Proof. Fix 0 < a < 1/l so small that 1− al > 1/D. Fix δ 6= δ1 ∈ 2
l and let m = l∂(δ, δ1). Then
dZ(h(δ), h(δ1)) > dZ(h(δ), h(−δ))− dZ(h(−δ), h(δ1)) > (1 − a)Lip(h)−
l −m
l
Lip(h)
=
(m
l
− a
)
Lip(h) >
m
l
(1− al)Lip(h) >
Lip(h)
D
∂(δ, δ1).
From this it follows that Lip(h−1) 6 D/Lip(h), so Lip(h)Lip(h−1) 6 D.

We next recall the concentration of measure for the Hamming cube.
Lemma 5.5. [9, 1] There exist constants α, β > 0 such that for any n ∈ N and λ1 > 0, if Φ : 2
n → R is λ1-Lipschitz
and if φ is a median of Φ, then for any t > 0,
P
(
|Φ− φ| > tλ1
)
6 α exp(−βtn).
LIPSCHITZ SUBTYPE 17
Proof of (iii)⇒ (i). Let λ = supF∈F Lip(F ) ∈ (0,∞) and Θ = limn an(F) ∈ (0, λ]. Fix 0 < ϑ < Θ. Fix l ∈ N and
D > 1 such that ϑ < Θ/D. Let 0 < a < 1 be chosen according to Proposition 5.4. Now fix 0 < µ < 1/2 such that
1+µ
1−µ > 1− a and
(1−2µ)
D Θ > ϑ. Fix 0 < η < µ such that
1− µ
l
+ (1 + η)
( l − 1
l
)
< 1− η.
Fix t > 0 such that t < µΘ/l and
(l + 1)t < µ(1− 2µ)Θ.
Note that the second inequality implies that for any M > (1 − 2µ)Θ,
(l + 1)t+M 6 (1 + µ)M.
Fix k ∈ N so large that for all m > k, am(F) ∈ ((1 − η)Θ, (1 + η)Θ), λα exp(−βtm/8λ) < t/4λ, and (l +
1)α exp(−βtm/8λ) < 1/2l. Fix F : X → Y ∈ F and f : 2lk → X such that
E̺fY (ε,−ε) > (1− η)ΘLip(f).
Let T be the (l, k) interval tree and for each I ∈ T , define ΦI : 2
lk → R by ΦI(ε) = ̺
f
Y (ε, Iε), where Iε is obtained
by changing the signs of the coordinates of ε which lie in I and leaving the other coordinates unchanged. Let φI be a
median of ΦI and let rI = EΦI . For the remainder of the proof, fix a partition of [lk] into intervals I1, . . . , Il, where
Ij = {(j − 1)k + 1, . . . , jk}.
We first claim that
(1− η)ΘLip(f) < r[lk] < (1 + η)ΘLip(f)
and for each I ∈ Λ1,
(1 − µ)ΘLip(f) 6 lrI 6 (1 + η)ΘLip(f).
The first pair of inequalities follows from the fact that r[lk] = E̺
f
Y (ε,−ε) 6 alk(F)Lip(f) < (1 + η)ΘLip(f) and F, f
were chosen such that (1 − η)ΘLip(f) < E̺fY (ε,−ε). Now fix 1 6 j 6 l and define g : 2
lk × 2k → 2lk by letting
g(ε, δ)(i) =
{
ε(i) : i ∈ [lk] \ Ij
δ(m)ε(i) : i = (j − 1)k +m.
Note that for a fixed ε ∈ 2lk, the map fε : 2
l → 2lk given by fε(δ) 7→ g(ε, δ) scales distances by a factor of 1/l. From
this it follows that for a fixed ε, the map δ 7→ f(g(ε, δ)) has Lipschitz constant not more than Lip(f)/l. Therefore
rIj = Eε̺
f
Y (ε, Ijε) = EεEδ̺
f
Y (g(ε, δ), g(ε,−δ)) 6 ak(F)EεLip(fε) 6 (1 + η)ΘLip(f)/l.
From this we deduce that
max
I∈Λ1
lrI 6 (1 + η)ΘLip(f).
To see that (1− µ)ΘLip(f) 6 lrI for all I ∈ Λ1, suppose that there exists I0 ∈ Λ1 such that rI0 < (1− µ)ΘLip(f)/l.
Then
(1− η)ΘLip(f) < r[lk] 6
∑
I∈Λ1
rI < (1 − µ)ΘLip(f)/l+ (l − 1)(1 + η)ΘLip(f)/l
=
[1− µ
l
+ (1 + η)
( l − 1
l
)]
ΘLip(f) < (1− η)ΘLip(f).
This is a contradiction and yields the remaining inequality. Here we are using the fact that r[lk] 6
∑
I∈Λ1
rI , which
follows from the triangle inequality as in the proof from the previous section.
Let ΥI = (|ΦI − φI | > tLip(f)/4) and ΩI = (|rI − φI | > tLip(f)). We claim that ΦI is 2λLip(f)-Lipschitz taking
values in [0, λLip(f)], so P(ΥI) 6 t/4λ, |φI − rI | 6 t/2, and P
(⋃
I∈T\Λ2
ΩI
)
< 1/2l. Since diam(2lk) = 1 and
Lip(F ◦f) 6 λLip(f), we deduce that ΦI takes values in [0, λLip(f)]. Next let us show that ΦI is 2λLip(f)-Lipschitz.
Fix ε1, ε2 ∈ 2
lk and note that
̺fY (ε1, Iε1)− ̺
f
Y (ε2, Iε2) 6 ̺
f
Y (ε1, ε2) + ̺
f
Y (ε2, Iε2) + ̺
f
Y (Iε2, Iε1)− ̺
f
Y (ε2, Iε2)
= ̺fY (ε1, ε2) + ̺
f
Y (Iε1, Iε2) = 2̺
f
Y (ε1, ε2) 6 2λLip(f)∂(ε1, ε2).
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By symmetry, we deduce that ΦI is 2λLip(f)-Lipschitz. From this it follows that
P(ΥI) = P
(
|ΦI − φI | >
t
8λ
(2λLip(f))
)
6 α exp(−βtk/8λ) < t/4λ.
Therefore
|φI − rI | 6 E1ΥI |φI − ΦI |+ E1ΥcI |φI − ΦI | 6 λLip(f)P(ΥI) + tLip(f)/4 6 tLip(f)/2.
Therefore ΩI ⊂ ΥI and
P
( ⋃
I∈T\Λ2
ΩI
)
6
∑
I∈T\Λ2
P(ΥI) 6 (l + 1)α exp(−βtk/8λ) < 1/2
l.
From this and Remark 5.3, we may define g : 2lk × 2l → 2lk by g(ε, δ)(i) = δ(j)ε(i) when i ∈ Ij and choose ε0 ∈ 2
lk
such that {g(ε0, δ) : δ ∈ 2
l} ⊂
⋂
I∈T\Λ2
ΩcI .
Now define h : 2l → X by h(δ) = f(g(ε0, δ)). Note that
(1− µ)l max
i∈[l],δ∈2l
̺hY (δ, diδ) 6
1− η
1 + η
· l max
I∈Λ1,δ∈2l
ΦI(g(ε0, δ)) 6 ltLip(f) +
1− η
1 + η
· lrI
6 ltLip(f) + (1 − η)ΘLip(f) 6 ltLip(f) + r[lk]
6 (l + 1)tLip(f) + min
δ∈2l
Φ[lk](g(ε0, δ))
< (1 + µ)min
δ∈2l
Φ[lk](g(ε0, δ)) = (1 + µ)min
δ∈2l
δhY (δ,−δ).
Here we are using the fact that since
MLip(f) := min
δ∈2l
Φ[lk](g(ε0, δ)) > r[lk] − tLip(f) > ((1 − µ)Θ− t)Lip(f) > (1 − 2µ)ΘLip(f),
it follows from our choice of t that
(l + 1)tLip(f) +MLip(f) < (1 + µ)MLip(f).
Now our choice of a and µ combined with Proposition 5.4 yield that dist(F ◦ h) 6 D.
We next show that for any δ1, δ2 ∈ 2
l, ϑ̺hX(δ1, δ2) 6 ̺
f
Y (δ1, δ2). First observe that the map δ 7→ g(ε0, δ) is length
preserving, so Lip(h) 6 Lip(f). Therefore
̺hX(δ1, δ2) 6 Lip(f)∂(δ1, δ2).
Now let us observe that
Lip(F ◦ h) = max
i∈[l],δ∈2l
l̺hY (δ, diδ) > min
I∈Λ1,δ∈2l
lΦI(g(ε0, δ))
> min
I∈Λ1
lrI − ltLip(f) > (1− µ)ΘLip(f)− ltLip(f) > (1 − 2µ)ΘLip(f).
Since h has distortion at most D, for any δ1, δ2 ∈ 2
l,
̺hY (δ1, δ2) >
(1− 2µ)
D
·ΘLip(f)∂(δ1, δ2) > ϑLip(f)∂(δ1, δ2) > ϑ̺
h
X(δ1, δ2).
An appeal to Lemma 5.1 finishes the proof.

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