When designing the route metrics for wireless mesh networks, we can improve network capacity by considering the traffic load, the link loss rate, and the medium contention. In this letter, we propose as the route metrics for wireless mesh networks the number of contention nodes that reflects both the traffic load and the medium contention as well as the aggregated traffic bandwidth that reflects the traffic load. To the best of our knowledge, no studies to date have compared the performances of route metrics with different features in the wireless mesh network. We therefore compared the performances of the proposed route metrics and the existing route metrics of the hop count and the expected transmission count to reflect the link loss rate. Simulation results show that the proposed route metrics perform better than the existing route metrics. key words : IEEE 802.11, wireless mesh network, route metric 
Introduction
Wireless mesh networks (WMN) have recently emerged as an alternative network infrastructure because of their flexible and low-cost deployment. A WMN consists of mesh routers that form a wireless mesh infrastructure and mesh clients that access the wireless mesh infrastructure through the mesh routers [1] .
Compared with ad hoc nodes, which constitute mobile ad hoc networks, mesh routers can be either stationary or minimal mobile; they also have a sufficient battery power and a powerful processing capacity. On account of these differences, the design of WMN routing protocols should target a high network capacity rather than the preferred design features of ad hoc routing protocols: namely adaptability to fast mobility, low routing and processing overheads, and efficient power consumption [2] , [3] . To get a high packet delivery ratio and a low packet delay when designing WMN routing protocols, we need route metrics that reflect the traffic load, the link loss rate, and the medium contention between multiple simultaneous transmissions.
The hop count and expected transmission count (ETX) are the route metrics of typical WMN routing protocols [4] , [5] . Protocols based on the hop count [4] find a route with minimal hop counts between a source and destination pair. The hop count maximizes the link loss rate and does not reflect the traffic load or the medium contention by maximizing the distance traveled by each hop, by minimizing the strength of signal, and by ignoring the possibility that a longer route might perform better [5] . The ETX-based routing protocol, on the other hand, can get high packet delivery ratio by selecting a route with minimally expected transmission counts reflecting the link loss rate [5] . However, the ETX does not reflect the traffic load or the medium contention. We therefore propose two route metrics: the number of contention nodes (CN) and the aggregated traffic bandwidth (B agg ). The CN of a node is equal to the number of nodes that prevent the node from obtaining the shared communication medium when the node tries to reserve the medium in order to transmit data packets. Thus, the CN reflects the medium contention and the traffic load. The B agg of a node reflect the traffic load because it represents the total amount of traffic transmitted through the shared medium to which the node belongs.
To the best of our knowledge, no studies to date have compared the performances of a variety of route metrics with different features in the WMN. Thus, we have had no guidelines for determining which route metric is suitable for WMNs. We therefore used a computer simulation to compare the performances of four route metrics with the different features. The results reveal the advantages and disadvantages of each metric and they indicate which route metric is suitable for WMNs.
Proposed Route Metrics

Number of Contention Nodes (CN)
We classified neighbors as a tx-neighbor, an rx-neighbor, a tx/rx-neighbor, and a null-neighbor and defined each classification as follows: A tx-neighbor of a node is a neighbor with a data packet to send to the node. An rx-neighbor of a node is a neighbor that the node has a data packet to send to. A tx/rx-neighbor of a node is a neighbor that is tx-neighbor and rx-neighbor of the node. A null-neighbor of a node is a neighbor that has no data packet to send to or receive from the node.
We assumed that IEEE 802.11 [6] , with the virtual carrier sensing mechanism, is used as the underlying medium access control protocol in WMNs. The contention nodes of a node generally prevent the node from obtaining a shared medium when the node tries to reserve the medium in order to transmit data packets. By using our classification of neighbors and the general definition of contention nodes, we can deduce, with respect to the virtual carrier sensing mechanism of IEEE 802.11, that the contention nodes of a node are its neighbors with at least one rx-neighbor and tx-neighbors of its neighbors. If one of contention nodes of a node reserves the shared medium faster than the node, the node should defer its transmission of data packets. The number of contention nodes of a node is therefore equal to the total number of its neighbors with at least one rxneighbor and tx-neighbors of its neighbors.
In the CN-based routing protocol, whenever a node sends or receives a data packet to or from a neighbor, the node sets the type of the neighbor according to the classification of neighbors. If a neighbor is a tx-neighbor, the Type Tx of the neighbor's entry is set to 1. And, if a neighbor is an rx-neighbor, the Type Rx of the neighbor's entry is set to 1. In Fig. 1 , node I sets the type of neighbors as shown in the columns Type Tx and Type Rx of Fig. 2 . A node in the CN-based routing protocol also periodically broadcasts hello messages that contain the IP addresses of its txneighbors, along with information that indicate whether the node has at least one rx-neighbor. Node A in Fig. 1 , for example, broadcasts a hello message that contains the IP addresses of nodes E and G, along with information indicating that node A has at least one rx-neighbor. On the basis of information in the hello message from node A, node I updates the Tx-Neighbors and Rx-Existence of node A's entry, as shown in Fig. 2 . If a node has at least one rx-neighbor, the Rx-Existence of the node's entry is set to 1; otherwise, it is set to 0. Figure 2 shows the neighbor table of node I in Fig. 1 .
A node can calculate its own CN using its neighbor table and the definition of the number of contention nodes. The number of contention nodes of a node can be exactly calculated on the basis of the IP addresses of its neighbors with at least one rx-neighbor and tx-neighbors of its neighbors. Node I in Fig. 1 has seven contention nodes because the contention nodes of node I are its neighbors (nodes A, B, and C) with at least one rx-neighbor and tx-neighbors of its neighbors (nodes E, G, K, and L) but neither of which belong to node I or to node I's neighbors (nodes A, B, C, and D).
The number of contention nodes of a node is proportional to the contention time, which is the time the node spends obtaining the shared medium. The number of contention nodes of a node is also proportional to the number of nodes that send data packets around the node. Moreover, the number of nodes that send data packets around a node is proportional to the amount of traffic around the node. Therefore, the number of contention nodes simultaneously reflects the traffic load and the medium contention.
Aggregated Traffic Bandwidth (B agg )
The definition of contention nodes implies that the contention nodes of a node transmit data packets through the shared medium to which the node belongs. We can therefore define the B agg of a node as the total amount of traffic transmitted by the node, its neighbors with at least one rxneighbor, and tx-neighbors of its neighbors. For example, the B agg of node I in Fig. 1 can be expressed as follows:
• B agg (X): the total amount of traffic transmitted through the shared medium to which node X belongs.
• B X (Y): the total amount of traffic from node Y to node X.
• B X (T x): the total amount of traffic from the txneighbors of node X to node X.
• B NB of X (T x): the total amount of traffic from the txneighbors of the neighbors of node X to the neighbors of node X.
• B Rx (NB of X): the total amount of traffic from the neighbors of node X to their rx-neighbors that do not belong to node X's neighbors.)
In the B agg -based routing protocol, a node calculates the amount of traffic received from each of its tx-neighbors and the amount of traffic sent to each of its rx-neighbors on the basis of the amount of traffic measured during a constant time. In addition, a node periodically broadcasts hello messages that contain the total amount of traffic received from its tx-neighbors and a pair of the IP address of its rxneighbor and the amount of traffic sent to its rx-neighbor for all rx-neighbors of the node. In Fig. 1 , node A broadcasts a hello message that contains B A (T x) = B A (E) + B A (G) and { (F, B F (A)), (B, B B (A)), (I, B I (A)), (D, B D (A) )}. On the basis of the hello message received from node A, node I updates the B NB (T x) and B Rx (NB) of node A's entry, as shown in Fig. 2 . In the update procedure, node I sets the B Rx (NB) of node A's entry to the total amount of traffic sent to node A's rx-neighbors, none of which belong to node I's neighbors (nodes A, B, C, and D) via the checking process based on the IP addresses of node A's rx-neighbors in the received hello message. Figure 2 shows the neighbor table of node I in Fig. 1 . Node I can calculate its own B agg using its neighbor table and the B agg equation of node I.
Simulation Environment and Results
To evaluate the performances of the four route metrics, we performed a computer simulation via ns-2 [7] . Each route metric was implemented in a table-driven routing protocol with the periodic route table update. Because the ETX, CN, and B agg -based routing protocols have heavy hello messages that contain information such as IP addresses, the hello messages were broadcasted at the interval of 5 s. As the interval of the hello messages diminished, the performances of the route metrics degraded. The values of CN and B agg were calculated on the basis of the neighbors' information, which was obtained from hello messages, at the interval of 6.5 s. The value of ETX is based on the number of hello messages received for 15 s. The periodic route table update was performed at the interval of 15 s.
A hundred mobile nodes, which were randomly located in an area of 1000 m by 1000 m, remained stationary for a simulation time of 600 s. We vary the number of traffic connections from 15 to 35 to investigate the performance variance in differently offered traffic loads. The traffic sources generated 512 byte UDP packets at the rate of 2 pkts/s for the simulations. In our simulation, we used WaveLAN parameters as the medium access control parameters [8] . To reduce the dependence of the performance on the simulation topologies between the route metrics, we executed the simulations with the same traffic model but four different topologies. We also used an average of four simulation executions as the simulation results. To evaluate the performances of the route metrics, we used the following performance metrics: the packet delivery ratio, the average end-to-end delay, the average hop count, and the average per-hop delay [8] . Figures 3, 4 , 5, and 6 show the packet delivery ratios, the average end-to-end delays, the average hop counts, and the average per-hop delays of the route metrics, respectively. Because the hop count-based routing protocol selects routes in which the maximum distance is traveled by each hop, the packet delivery ratio and the average end-to-end delay are not good by high link loss rate. Moreover, because the hop count does not reflect the traffic load, the average per-hop delay is also long.
The ETX-based routing protocol finds the routes with the least expected number of transmissions required to deliver data packets to destinations. Reflecting the link loss rate, the ETX performs better than the hop count in terms of all kinds of performance metrics except the average hop count. In the ETX-based routing protocol, a node should broadcast heavy hello messages that contain the IP addresses and ETX values of its neighbors at a periodic interval. Because ETX has heavier hello messages than CN and B agg and reflects neither the traffic load nor the medium contention, ETX dose not perform as well as CN and B agg in terms of the packet delivery ratio, the average end-to-end delay, and the average per-hop delay.
Although CN and B agg perform similarly in terms of all kinds of performance metrics, CN performs slightly better than B agg because CN simultaneously reflects the traffic load and the medium contention, whereas B agg reflects only the traffic load. As a result, the proposed CN and B agg are suitable for the route metrics for WMNs.
Conclusion
Recently, WMNs have emerged as an alternative network infrastructure. We therefore proposed two route metrics that reflect the traffic load and the medium contention, which affect the performance of route metrics for WMNs. Using computer simulation we compared the performances of the two existing route metrics and the two proposed route metrics. As shown in Sect. 3, CN, which reflects both the medium contention and the traffic load, has the best performances in a WMN. Furthermore, because no other studies to date have compared the performances of route metrics with different features, this letter serves as a good reference for designing route metrics for WMNs. We now plan to compare the performances of route metrics in multiradiobased WMN.
