We introduce a relaxed version of the Bellman operator for q-functions and prove that it is still a monotone contraction mapping with a unique fixed point. In the spirit of the linear programming approach to approximate dynamic programming, we exploit the new operator to build a simplified linear program (LP) for q-functions. In the case of discretetime stochastic linear systems with infinite state and action spaces, the solution of the LP preserves the minimizers of the optimal q-function. Therefore, even though the solution of the LP does not coincide with the optimal q-function, the policy we retrieve is the optimal one. The LP has fewer decision variables than existing programs, and we show how it can be employed together with reinforcement learning approaches when the dynamics is unknown.
I. INTRODUCTION
The term optimal control came into use in the 1950s to describe the problem of designing a controller to minimize a measure of a dynamical system's behavior over time [1] . The problem formulation is widely applicable and it arises in many disciplines, from robotics to bioengineering to finance [2] , [3] , [4] , to name a few. In the same years, R. Bellman developed a method, based on the principle of optimality [5] , that uses the concept of value function to define a functional equation -the Bellman equation [6] . The class of methods for solving optimal control problems by solving this equation came to be known as dynamic programming (DP). Most of these methods are based on three fundamental approaches: value iteration (VI), policy iteration (PI) and linear programming (LP) [5] . The mathematical foundations of these approaches lie in the monotonicity and contractivity properties shown by a functional Bellman operator, implicitly defined in the Bellman equation [7] . DP methods suffer from what Bellman called the curse of dimensionality, meaning that the computational requirements grow exponentially with the number of state and input variables. Several approximation methods have been developed to mitigate the sources of intractability, collectively known as approximate dynamic programming (ADP) [8] , [9] .
In this context, our work focuses on the LP approach to ADP. The LP approach, introduced by [10] in the 60s, exploits the aforementioned properties of the Bellman operator to build linear programs whose solution coincides with the optimal value function. In the context of ADP, the exact infinite-dimensional LPs are approximated by tractable finite dimensional ones [11] , [12] , [13] , [14] .
In many real-world applications one has to operate a system without the knowledge of its dynamical equation. Learning how to optimally regulate a system is possible by letting it interact with the environment and collect costs (or rewards) over time, an approach known as reinforcement learning (RL) [1] , [15] , [16] . To extend RL methods in the LP approach framework, one can reformulate the Bellman equation in terms of the q-function [17] , and set up a new class of LPs based on the Bellman operator for qfunctions [18] , [19] . The main advantage of the q-function formulation is that one can extract a policy directly from q, without knowledge of the system dynamics or stage cost. The problem of learning the optimal q-function from data with the LP approach has been recently addressed for both deterministic [20] , [21] and stochastic [22] systems.
In this paper, we introduce a modified version of the Bellman operator for q-functions, and we prove that it retains the same monotonicity and contractivity properties as the standard operator. We show that, in the case of stochastic linear systems in continuous spaces, the unique fixed point of the new operator does not coincide with the optimal qfunction but, nevertheless, preserves the minimizers with respect to the control variable, hence recovers the optimal policy. Moreover, our LP has half the decision variables of existing programs for stochastic systems, thanks to the relaxation induced by the modified operator. Finally, we demonstrate how to build and solve a sampled version of the LP with RL techniques.
A. Functional Analysis
Let X be a finite dimensional vector space. We introduce a weight function r : X → R such that r(x) > 0 ∀x ∈ X, and denote with S(X) the vector space of all real-valued measurable functions v :
The following definitions and theorem can be found in [23, §1] and [24, Def. 5.1-1 and Thm. 5.1-2], respectively.
Next, consider a metric d on the space S(X), making (S(X), d) a metric space.
Definition 2 (Contraction):
A map T : S(X) → S(X) is a contraction with respect to the metric d if there exists a constant γ ∈ [0, 1) such that
Theorem 1 (Banach's Theorem): Let (S(X), d) be a complete metric space with a contraction T : S(X) → S(X). Then, T has a unique fixed point.
B. Stochastic Optimal Control
Consider a discrete-time stochastic dynamical system
with (possibly infinite) state and action spaces x k ∈ X ⊆ R nx and u k ∈ U ⊆ R nu . Here, ξ k ∈ Ξ ⊆ R n ξ denotes the realizations of independent identically distributed random variables with zero mean and covariance matrix Σ = E[ξ k ξ ⊤ k ], and f : K × Ξ → X, with K = X × U, is the map encoding the dynamics. We consider stationary feedback policies, given by functions π : X → U; for more general classes of policies, see [12] . A nonnegative cost is associated to each state-action pair through the stage cost function l : K → R + . We introduce a discount factor γ ∈ (0, 1) and consider the infinite-horizon cost associated to policy π
The function v : X → R + is the value function. The objective of the optimal control problem is to find an optimal policy π * such that v π * (x) = v * (x) = inf π v π (x). Throughout the paper, we work under [12, Assump. 4.2.1 and 4.2.2] to ensure that v * ∈ S(X), π * is measurable and the infimum of v π is attained.
II. CONTRACTION MAPPINGS AND LINEAR PROGRAMMING
The optimal policy π * is generally difficult to compute since, amongst other issues, it involves the minimization of an infinite sum of costs. However, the value function associated to π can be recursively defined as [6] v π (x) = l(x, π(x)) + γE ξ v π (f (x, π(x), ξ)) ,
for all x ∈ X. From now on, whenever possible we will denote f (x, π(x), ξ) as x + π . Equation (4), of course, also holds for an optimal policy v * (x) = l(x, π * (x))
The operator T is the Bellman operator, it maps from S(X) to itself and can be shown to possess the two fundamental properties of monotonicity (Definition 1) and γ-contractivity with respect to the sup-norm (Definition 2) [7] , [25] . Thanks to Banach's Theorem we are then guaranteed that T has a unique fixed pointv given bȳ
Therefore, we know that v * is unique and can be obtained by iteratively applying T starting from any function v ∈ S(X), a process known as value iteration. By exploiting both the monotonicity and contractivity property, we observe that
meaning that any v satisfying the Bellman inequality (7) is a pointwise lower bound to v * . It is then natural to look for the greatest v ∈ S(X) that satisfies (7):
where c is a finite measure that assigns positive mass to all open subsets of X. Notice that T is a nonlinear operator, and therefore the optimization problem (8) is not a linear program. However, it is possible to reformulate (8) as an equivalent linear program [13] by dropping the infimum operator
where (9) is in general an infinite dimensional linear program, and it is not solvable due to several sources of intractability, which are collectively known as curse of dimensionality. See, e.g., [19] and [26] . If one is able to obtain v, they can in principle compute the corresponding policy by
However, if the dynamics f or the stage cost l are not known, this calculation is also impossible. In this regard, we introduce the q-function [17] associated to a policy π as
for all (x, u) ∈ K. This can be interpreted as the cost of applying control input u at state x, and following policy π thereafter. The optimal q-function is expressed by
The link between v π and q π is given by
and the advantage of the q-function reformulation is that the policy extraction does not require knowledge of f and l:
Since the operator F shares the same monotonocity and contractivity properties of T [27] , we can write again a (nonlinear) exact program for the q-function
This time it is not straightforward to replace the nonlinear constraints in (15) with linear ones due to the nesting of the E and inf operators in (12) . A linear reformulation of (15) can be obtained, as shown in [18] for finite state and action spaces and in [19] for infinite ones, by introducing additional decision variables
Following [20] , in the case of deterministic systems the lack of expectation makes possible to compute q * by solving the simpler LP
LP (17), besides having half the decision variables of (16), also allows one to exploit an iterative algorithm [20, Alg. 1] to approximate q * even if the dynamics and stage cost are not known. The rationale is to explore the state-space with some control policy and collect associated costs, in a reinforcement learning fashion [1] , and build a sampled version of (17) . At each iteration step, a greedy policy is extracted from (17) and is used to drive the exploration process, in the spirit of policy iteration [5] . Our objective here is to derive a linear program for stochastic systems but with the same structure of (17), i.e. referred to q only and with the additional degree of freedom w. To achieve this, we introduce a new functional operator.
III. THE RELAXED BELLMAN OPERATOR
Consider the relaxed Bellman operatorF :
Note that the operator (18) retains the same structure as the standard Bellman operator (12), but the expectation and infimum are exchanged. In the following, we show several fundamental properties of (18) .
A. Properties of the Relaxed Bellman Operator
The aim of this section is to show thatF is a monotone contraction mapping with a unique fixed pointq ∈ S(K). Moreover,q is an upper bound to the fixed point of F .
Proposition 1: The operatorF is monotone.
Proof: Consider two functions q 1 , q 2 ∈ S(K),
and the operator is monotone.
Proposition 2: The operatorF is a γ-contraction with respect to the sup-norm.
Proof: Given q 1 , q 2 ∈ S(K), we have that
The latter implies
hence the operator is γ-contractive. Proposition 3: The operatorF has a unique fixed point in S(K).
Proof: As the vector space S(K) is complete under the sup-norm [7, §B.2], the result follows from Proposition 2 and Theorem 1.
Proposition 4: The fixed point ofF is an upper bound to the fixed point of F .
Proof: Since
which implies that q * ≤q.
B. The Relaxed Linear Program
Consider the (nonlinear) program 
Proposition 5: If q is feasible for (15) , then is feasible for (20) . Moreover, the unique optimal solution to (20) is the fixed point ofF .
Proof: According to inequality (19) , if q is feasible for (15) then q ≤ F q ≤F q ∀(x, u) ∈ K. The second statement follows from Propositions 1-3. On the same line of the linearizations in (8)- (9) and (15)- (16) , one can replace the nonlinear contraints in (20) with linear ones and obtain the relaxed linear program (RLP) (16), then q is feasible for (21) . Moreover, the unique optimal solution to the RLP (21) is the fixed point ofF .
Proof: If (q, v) is a feasible pair for (16) , then q ≤ l + γE ξ v ≤ l + γE ξ q =F L q ∀(x, u, w) ∈ H. Furthermore, thanks to Proposition 5, we know thatq is the unique optimal solution to (20) . As the RLP (21) is a relaxation of (20),q is feasible for (21) . On the other hand, any feasible solution q ′ to (21) satisfies q ≤F L q for all (x, u, w) ∈ H and, in particular, for the w that minimizes E ξ q(x + u , w). That is, q ′ satisfies q ≤F q and therefore it is a lower bound toq. As a consequence,q is the unique optimal solution to (21) . Note that, according to Propositions 5 and 2, the programs (20)-(21) are relaxations of (15)-(16), respectively. Hence, the name of relaxed Bellman operator forF. Indeed, according to Proposition 4, the optimal solution to the RLP is an upper bound to q * . The RLP can be considered as the stochastic counterpart to (17) . In contrast to (16) , the RLP requires q only and involves half the decision variables. We are interested in the relation between the optimisers of (16) and (21) and the corresponding optimal policies.
IV. FIXED POINT ANALYSIS FOR LINEAR DYNAMICAL SYSTEMS
A special case of the infinite-horizon optimal control problem arises when the dynamical map is linear
with X = R nx , U = R nu , Ξ = R nx , A ∈ R nx×nx , B ∈ R nu×nx , and the cost function is quadratic
Assumption 1: The pair (γ 1 2 A, γ 1 2 B) is stabilizable. The optimal q-function for such a problem is [28] 
with q * xx = L xx + γA ⊤ P A, q * xu = L xu + γA ⊤ P B, and q * uu = L uu + γB ⊤ P B.
The matrix P ∈ R nx×nx is the solution of the discrete-time algebraic Riccati equation (DARE)
and Q * /q * uu = q * xx − q * xu q * −1 uu q * ⊤ xu indicates the Schur complement of block q * uu of matrix Q * . Under Assumption 1, P can be shown to be positive definite and unique [29, Cond. 6.1.32 ]. The optimal policy can then be found by extracting the minimizers with respect to u of (24), resulting in
Theorem 3: In the linear quadratic case (22)-(23) under Assumption 1, the unique fixed point of the operatorF iŝ
and the greedy policyπ associated withq coincides with the optimal policy π * in (26) . Proof: Consider a positive definite quadratic q-function
We want to characterize the fixed pointq of
Note that q(x, u) ∈ S(K), hence the solution to (28) is unique according to Proposition 3. Moreover,
where
Since Q is positive definite by assumption, we have that (#) is minimized by
If we substitute (30) into (#), we can write the fixed point equation (28) as
Since (28) has to hold for all (x, u) ∈ K, we impose
Notice that Q * defined in (24) is a solution of (31a). In fact, we can decompose it as
where we exploited equivalence (25) in the last step. Moreover, equation (31b) is satisfied by
Therefore, the unique solution of (28) iŝ
That is, the fixed points of F andF , in the linear quadratic (LQ) case, only differ by a constant term and have the same minimisers with respect to the control variable. As a consequence, the policy associated withq iŝ
which is the optimal policy of the LQ problem. Note that the solution to the RLP (21) preserves the shape of the optimal q-function, in the sense that bothq and q * attains the same minimizers with respect to u. The functionq is shifted with respect to q * by a constant positive offset (27) , which agrees with Proposition 4. The constant offset depends on the discount factor and the covariance matrix, which means we can retrieve the optimal policy π * independently of the magnitude of the noise covariance.
A major breach between our method and the classical LP approach is that we do not try to recover the optimal q-function but, instead, we are interested in preserving its minimizers only. This opens the doors to the potential employment of different operators in the theory of the LP approach to ADP.
V. LEARNING EXAMPLE
Consider the problem of learning an optimal control policy for the following system
when its dynamics is not known. We have that x k ∈ R 2 , u k ∈ R, and ξ k ∈ R 2 is the realization of two independent Gaussian processes with zero mean and covariance matrix Σ = diag(0.1, 0.1). The discount factor is γ = 0.95 and the stage cost is l(x, u) = x ⊤ diag(1, 1)x + 0.1u 2 .
The objective is to solve the RLP (21) and find the optimal control policy. We stress again that all the LPs introduced in this paper are not directly solvable, in general, due to the curse of dimensionality (see Section II). First, q is an optimization variable in the infinite dimensional space S(K). As suggested in [11] and [13] , a first approximation can be to restrict q in the span of a finite family of basis functions. Since (γ 1 2 A, γ 1 2 B) form a stabilizable pair, we know that q * lies in the following subspace of quadraticŝ
In particular, as pointed out in [19] , we can rewrite the objective of (21) as
where C = diag(1, 1, 0.1) is the covariance of the measure c. As highlighted in [13] , the choice of C is not relevant whenŜ(K) ⊆ S(K).
A second source of intractability is that the RLP (21) has an infinite number of constraints. A possible approach is then to sample only a finite subset of the constraints, as argued in [30] . In a reinforcement learning fashion, we run a sequence of state-space explorations (roll-outs), starting from random initial conditions x 0 ∼ N (0, √ 5). For each collected data tuple (x, π(x), x + π , w, l(x, u)) we construct one of the constraints in (21) . After roll-out i, we solve a sampled version of (21) with objective (33) and we extract the corresponding greedy policy π i . At the next iteration step, we can use π i to drive the exploration process, in a policy iteration spirit. As shown in [20] and [21] for deterministic systems, we can also exploit the additional degree of freedom w (e.g. by setting w = π i ) to build new constraints from those we computed previously, without the need to run new roll-outs every time.
Notice that the constraints we sample depend on the realization of the stochastic process ξ k , while the constraints we need to implement has to hold with expectation (see (21) ). Therefore, we re-initialize the dynamics at the same stateaction pairs many times (∼ 750), as suggested in [22] , and we compute the average constraint. Fig. 1 displays the result of 10 identical experiments, initialized with random stabilizing gains, conducted on system (32) with the reinforcement learning method described above. After less than 10 policy updates and for all 10 experiments, the learned policyπ converges to π * (x) = k * 1 k * 2 x ≃ 0.93 −0.14 x. On the right-hand side of Fig. 1 we show how the performance measure E cq does not tend to E c q * , as theoretically anticipated in (27) , but it is shifted by a positive offsetq − q * ≃ 2.41.
VI. CONCLUSIONS
We introduced a relaxed Bellman operatorF for qfunctions, and we proved that it retains the key properties of monotonicity and contractivity with respect the the supnorm. We characterized its fixed pointq in the LQ case with infinte dimensional spaces, and we showed thatq preserves the minimizers of the optimal function q * . Then, we illustrated how to exploitF to build an LP that retrieves q and how to extract the optimal policy π * from it. A major difference with the classical ADP methods is that we are not approximating the optimal q-function directly, but we look for functions that preserve the minimizers of q * with respect to the control variable. Moreover, the new LP provides significant simplification with respect to already existing LPs, since it involves fewer decision variables.
This work introduces new insights for the LP approach to optimal control problems, and many promising research directions remains open. First, one could try to relax the LQ assumptions by enlarging the function classes of the dynamical map and stage cost, and characterize again the fixed point ofF with respect to q * . The ideal case would be to defineq with respect to q * in the most general case, i.e. when there are no assumptions on f and l at all. A second research direction might involve the exploration of different monotone contractive operators. There is no limitation in the employment of other operators to build LPs, as long as one can characterize the relationship between the minimizers of the fixed points. Finally, more insights can be given about the sampling process for reinforcement learning. In particular, it would be appropriate to derive a different method that does not need to re-initialize the dynamics at the same stateaction pairs to build the constraints for the LP. In fact, the re-initialization might not always be practically possible for stochastic systems. In addition, probabilistic error bounds could be provided to link to amount of data collected with the performance measure.
