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Abstract
Originally proposed by Duffy et al., Diffusion is a variant of chip-firing
in which chips from flow from places of high concentration to places of low
concentration. In the variant, Perturbation Diffusion, the first step involves a
“perturbation” in which some number of vertices send chips to each of their
respective neighbours even though the rules of Diffusion only permit for chips
to be sent from richer vertices to poorer vertices. Perturbation Diffusion allows
us to expand our study of Diffusion by asking new questions such as “Given
an initial configuration, which vertices, when perturbed, will return the initial
configuration after some number of steps in Diffusion.” We give some results in
this paper that begin to answer this question in the specific case of every vertex
initially having 0 chips. We characterize some of the ways a graph can reach
such a state in Perturbation Diffusion before focusing on paths in particular
with more specific results.
1 Introduction
In this paper, we inspect a model regarding the distribution and transfer of chips in a
graph. We define our model to be such that every vertex sends a dollar simultaneously
to every neighbouring vertex that is poorer than itself, and that this transfer of
chips happens continuously, over and over again, ad infinitum. This model is called
Diffusion and was introduced on graphs by [4]. We turn our focus to those particular
examples in which the number of chips in the system is divisible by the number of
people, and the model will eventually lead to a situation in which every vertex winds
up with the same number of chips. We will expand on the work of Duffy et al. by
introducing a situation in which a vertex will send chips to a neighbour that is neither
poorer nor richer than itself. This slight change to the rules laid out by Duffy et al.
will be the catalyst for the results in this paper.
Introduced by [4], Diffusion is a process defined on a simple finite graph, G, in
which each vertex is assigned an integer to represent the size of a stack of chips. At
each time step, the chips are redistributed via the following rules. If a vertex v is
adjacent to a vertex u with fewer chips, v takes a chip from its stack and adds it to
the stack of u. We say that v sends a chip and u receives a chip. When a vertex sends
a chip, we say it fires. An example of Diffusion is provided in Figure 2. In Figure 2,
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we see at each time step, the vertices of P5 have a stack size. This assignment of
stack sizes to the vertices of a graph is referred to as a configuration.
In this paper, we define and analyze the Diffusion variant, Perturbation Diffusion.
We define Perturbation Diffusion on a graph G as the variant of Diffusion where
the first firing (which takes place at step 0 and is referred to as the initial firing) is
such that for some H ⊆ V (G), for each vertex v ∈ H , v sends a chip to each of its
neighbours. After the initial firing, Perturbation Diffusion is identical to Diffusion.
We refer to the configuration in which every vertex has 0 chips as the 0-configuration.
Note that [4] refer to any configuration in which every stack size is equal as “fixed.”
Let G be a graph with the 0-configuration and H be a subset of V (G), a perturbation
of H is when the vertices of H each send a chip to each of their respective neighbours
in G. In this case, we call H a perturbation subset (an example of a perturbation is
shown in Figure 1). Let Seq(C0) = (C0, C1, C2, . . . ) be the configuration sequence on
a graph G with initial configuration C0. The positive integer p is a period length if
Ct = Ct+p for all t ≥ N for some N . In this case, N is a preperiod length. For such a
value, N , if k ≥ N , then we say that the configuration, Ck, is inside the period. For
the purposes of this paper, all references to period length will refer to the minimum
period length p in a given configuration sequence. Also, all references to preperiod
length will refer to the least preperiod length that yields that minimum period length
p in a given configuration sequence.
Note how Diffusion allows a vertex to go into debt if adjacent to more poorer ver-
tices than it has chips. This is notable because otherwise Diffusion would necessarily
exhibit periodic behaviour given that it runs for infinitely many time steps and each
vertex would only have finitely many possible stack sizes between 0 and the total
number of chips in the model. It is true that Diffusion is eventually periodic, but
this result is far from trivial. [5] showed that given any configuration on any graph,
the minimum period length is always either 1 or 2. This result however, provides no
insight into the length of pre-periods. So, in attempting to determine the number of
steps between a perturbation and the beginning of the period, we will not be able to
lean on this previous result.
[4], showed that Diffusion is such that an addition of some constant k, k ∈ Z, to
each stack size will have no effect on determining when and if a chip will move from
one vertex to another.
So if one wanted to view Diffusion as a process in which stack sizes are never
negative, one would only need to add a sufficient constant k, k ∈ N, to each stack
size. [2] showed how to find such a constant in their paper.
Definition 1. Let G be a graph and let H be a subset of V (G).
• We say H is 0-invoking if a perturbation of H eventually results in a 0-
configuration.
• We say H is 02-invoking if after a perturbation of H and the subsequent firing,
the resulting configuration is the 0-configuration.
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• The perturbation quiescent number of a graph G, denoted PQ(G), is
the size of the smallest nontrivial 0-invoking subset of V (G). So, PQ(G) =
min{|H| : H 6= ∅ is 0-invoking in G}.
• The 2-perturbation quiescent number or PQ2(G) is the size of the smallest
nontrivial 02-invoking subset of V (G). So, PQ2(G) = min{|H| : H 6= ∅ is 02-
invoking in G}.
Note that PQ(G) and PQ2(G) are well-defined because V (G) is itself both a
0-invoking subset and a 02-invoking subset of V (G).
In this paper, we study the following question: Which perturbation subsets will
yield a period of length 1? We first characterize all 02-invoking subsets on all graphs
in Theorem 1 and then leave open the problem of determining if there exists a per-
turbation subset on any graph G that is 0-invoking and not 02-invoking. We then
turn our attention to paths in particular. In Theorem 9, we count the number of
02-invoking subsets that exist on Pn for all n ≥ 1. In Theorem 7, we show that
PQ2(Pn) = ⌈
n
3
⌉, the same as the domination number, for all n ≥ 1.
H
0
H
0 0
H
0
H
0 0
0 -1 2 -1 -1 1
Figure 1: Perturbation of the subset H (marked with black vertices) of V (P6) with
directed edges depicting the flow of chips: first from vertices of H to vertices of
V (P6) \H , and then from richer vertices to poorer vertices
We now offer more formal definitions regarding Diffusion. The assigned value of
a vertex v in a configuration C is its stack size in C and is denoted |v|C. We omit
the superscript when the configuration is clear. A vertex v is said to be richer than
another vertex u in configuration C if |v|C > |u|C. In this instance, u is said to be
poorer than v in C. If |v|C < 0, we say v is in debt in C. In Diffusion, the stack
size of a vertex, v, at step t, is referred to as its stack size at time t. If the initial
configuration is C, then the stack size of v at time t is denoted |v|Ct . This implies
that |v|C = |v|C0 . We omit the superscript when the configuration is clear.
In Diffusion, given a graph G and a configuration C on G, to fire C is to decrease
the stack size of every vertex v ∈ V (G) by the number of poorer neighbours v has and
increase the stack size of v by the number of richer neighbours v has. More formally,
for all v, let ZC−(v) = {u ∈ N(v) : |v|
C > |u|C} and let ZC+(v) = {u ∈ N(v) : |u|
C >
|v|C}. Then, firing results in every vertex v changing from a stack size of |v|C to a
stack size of |v|C+ |Z C+ (v)|−|Z
C
−(v)|. Given a set of vertices A ⊆ V (G), the subgraph
induced by A will be denoted as G|A.
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v5
0
v4
2
v3
0
v2
4
v1
1
v5 v4 v3 v2 v1
Step 0 0 2 0 4 1
Step 1 1 0 2 2 2
Step 2 0 2 1 2 2
Step 3 1 0 3 1 2
Step 4 0 2 1 3 1
Step 5 1 0 3 1 2
Step 6 0 2 1 3 1
Figure 2: Stack sizes during several steps in a Diffusion process on P5
2 02-invoking
In this section, we characterize all 02-invoking subsets of a graph G. We begin by
defining a new concept complementary component dominance and then show, with
Theorem 1, that a subset of vertices in a graph is 02-invoking if and only if it is
complementary component dominant.
Definition 2. Given a graph G, a subset H of V (G) is Complementary Compo-
nent Dominant or CCD if both
(i) For all adjacent pairs of vertices, x, y ∈ H, the number of neighbours of x in
V (G) \H is equal to the number of neighbours of y in V (G) \H
and
(ii) For all adjacent pairs of vertices, u, v ∈ V (G) \H, the number of neighbours of
u in H is equal to the number of neighbours of v in H.
Note that this definition implies that if H is complementary component dominant
in G, then so is V (G) \H .
Theorem 1. Let G be a graph with the fixed configuration. A subset H of V (G) is
02-invoking in G if and only if H is CCD.
Proof. (⇐) Let a graph G have the fixed configuration. Suppose H ⊆ V (G) is
CCD. In Figure 3, we see G|H and G|V (G)\H separated into their respective connected
components.
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H V (G) \H
Figure 3: Graph, G, with 02-invoking subset, H , of V (G)
Remember that when H perturbs, the edges that have both endpoints in H will
have chips travelling along them both ways. So, we can equivalently view these edges
as not having any chips travelling along them. For all vertices h in H , let degV (G)\H(h)
be the number of vertices in V (G) \ H that are adjacent to h, and for all vertices
g in V (G) \ H , let degH(g) be the number of vertices in H that are adjacent to g.
Thus, when every vertex in H sends a chip to each of its neighbours as a result of
the perturbation, the resulting configuration (at step t = 1) leaves every vertex, h, in
H with a number of chips equal to 0 − degV (G)\H(h). Every vertex, g, in V (G) \H
would be left with 0+degH(g) chips. We know from the definition of CCD that every
pair of adjacent vertices in H must be adjacent to the same number of vertices in
V (G) \ H . By transitivity, this will extend to entire connected components within
G|H .
Since the definition of CCD also states that the vertices of V (G) \ H follow the
same rule with every adjacent pair of vertices being adjacent to the same number
of vertices in the complement, we get, by transitivity, that this extends to entire
connected components in G|V (G)\H . Thus at step 1, each connected component of
G|H will have the same stack size and each connected component of G|V (G)\H will
have the same stack size.
At step 1, every vertex in H has a negative stack size and each vertex in the
complement has a positive stack size. So, when the vertices fire at step 1, every
vertex in H will receive from each of its neighbours in V (G) \ H and will not send
to or receive from any vertices in H . Likewise, every vertex in V (G) \ H will send
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to each of its neighbours in H and will not send to or receive from any vertices in
V (G) \H . So for each h ∈ H , we get that
|h|2 = |h|1 + degV (G)\H(h)
= −degV (G)\H(h) + degV (G)\H(h)
= 0
and for all g ∈ V (G) \H ,
|g|2 = |g|1 − degH(g)
= degH(g)− degH(g)
= 0
Thus, the fixed configuration is restored in the first two steps.
(⇒) Let H be a perturbation subset of V (G). Suppose H is 02-invoking. This
means that if the configuration at step 0 is the fixed configuration, then so is the
configuration at step 2. This implies that the net effect of two steps of firings on
each vertex is +0. This implies that for all vertices h in H , if h receives a chip from
a vertex in H during the firing at step 1, then h must also send a chip to a vertex
in H at step 1 as well. Every vertex in H will necessarily send a chip to each of its
neighbours in V (G) \ H as a result of the perturbation (at step 0) and will receive
from those same vertices in the firing at step 1. However following the perturbation,
for each connected component Hi in H , there must exist some vertex in Hi that has
no poorer neighbours in Hi. So if any chip is sent from a vertex in H to another
vertex in H during the firing at step 1, then there will exist at least one vertex hi
that received a chip from a neighbour in H , but did not send a chip to a neighbour
in H . This implies that hi will have a positive stack size at step 2, having received
more chips in the firing at step 1 than it sent in the initial firing. This, however,
contradicts our assumption that H is 02-invoking. Thus, we can conclude that every
vertex in a connected component in G|H has a common stack size after the initial
firing. This implies that each vertex belonging to the same connected component in
G|H shares the same number of neighbours in V (G) \ H . A similar argument will
show the result for vertices in V (G) \H . Thus, we can conclude that all 02-invoking
subsets are CCD.
Corollary 1. If H is 02-invoking in G, then so is V (G) \H.
Note that not all graphs have a proper non-trivial 02-invoking subset. In Figure 4,
we see such a graph. This can be justified by first supposing that v2 were in a such a
subset. Now note that either v5 or v6 must be in such a subset. If this subset contains
both v2 and v6, then v5 is adjacent to two vertices in H and v3 is adjacent to only
one vertex in H . So, v3 must be in H . Now, v4 must be in H since it is adjacent to
only one vertex in H while v5 is adjacent to 3 vertices in H . Now, v1 must be in H
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because v4 is adjacent to 2 vertices in H while v3 is only adjacent to 1. Now, we have
finally reached a contradiction as v1 is adjacent to 0 vertices in V (G) \H . The other
cases can be shown similarly.
v6
v5 v4
v3 v2 v1
Figure 4: Graph with no proper nontrivial 02-invoking subsets
We must define some terms to clarify our remaining corollaries, lemmas, and
questions regarding 02-invoking subsets.
Given a graph G, a dominating set is a subset D of V (G) such that every vertex in
V (G) is either in D or adjacent to a vertex in D. The domination number of a graph
G, γ(G), is the size of the smallest dominating set in G. A minimal dominating set is
a dominating set M such that if any vertex were removed fromM , then the resulting
set would not be dominating. Given a graph G, an independent set is a subset I or
V (G) such that no pair of vertices in I are adjacent in G.
Note that the graph in Figure 4 has a domination number of 2, while the size of
the smallest nontrivial 02-invoking subset of its vertices is 6. This shows us that the
2-perturbation quiescent number of a graph G, PQ2(G), is not necessarily equal to
the domination number γ(G).
Corollary 2. For all graphs G, all nontrivial 02-invoking subsets of V (G) are also
dominating sets.
Proof. Let G be a graph and let H ⊆ V (G) be a nontrivial 02-invoking subset. By
Theorem 1, H is CCD. By the definition of CCD, every vertex in the complement
of H must be adjacent to at least one vertex in H unless H is empty. Since H is
nontrivial, H is dominating.
From [1], an efficient dominating set, or perfect code, is an independent subset,
A, of the vertex set of a graph, G, such that every vertex in V (G) \ A is adjacent to
exactly one vertex in A.
Corollary 3. Efficient dominating sets (or perfect codes) are CCD and thus 02-
invoking.
Lemma 2. Every minimal dominating set of Pn, n ≥ 2, is CCD and thus, 02-
invoking.
Proof. Let H be a minimal dominating set of Pn, n ≥ 2. We will show thatH is CCD.
Since H is a minimal dominating set, every pair of adjacent vertices in V (Pn) \ H
are adjacent to exactly one vertex in H each. Since H is a minimal dominating set,
every pair of adjacent vertices in H are adjacent to exactly one vertex in V (Pn) \H
each. Thus, H is CCD.
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Question 3. Is there a characterization of minimal dominating sets that are also
02-invoking subsets?
If γ(G) = 1, then there must be a dominating vertex. This vertex is itself a
02-invoking set. If γ(G) = 2, with dominating set {x, y}, then the solution is not so
simple. We will break the problem into two cases: x not adjacent to y, and x adjacent
to y. Suppose first that x and y are not adjacent. For this pair of vertices to also be a
02-invoking set, it must be true that the set {x, y} is also complementary component
dominant.
So, every vertex in a given connected component in G\{x, y} must be adjacent to
the same number of vertices in {x, y} (either 1 or 2). Consider the subset of vertices
adjacent to x and not adjacent to y, call it Vx, and the subset of vertices adjacent to
y and not adjacent to x, call it Vy, and the subset of vertices adjacent to both x and
y, call it Vxy. In order for {x, y} to be complementary component dominant, it must
be true that no edges exist between Vxy and Vx ∪ Vy.
Now, if x and y are adjacent,we must also have an additional rule since {x, y} is
CCD. If x is adjacent to y, then we have the additional rule that |Vx| = |Vy| since
both x and y must be adjacent to the same number of vertices. Moving to dominating
sets of size 3 or greater appears to be much more difficult.
In Kn,n, n ≥ 1, minimal dominating sets come in two forms: either one vertex
from each partition, or an entire partition. In both instances, these sets are CCD and
thus, 02-invoking.
In complete multi-partite graphs, minimal dominating sets come in two forms:
either one vertex from two different partitions, or an entire partition. The former is
not necessarily CCD, while the latter is necessarily CCD.
Question 4. Is there a graph G such that some subset of V (G) is 0-invoking but not
02-invoking.
3 Paths
With a general result characterizing 02-invoking subsets on all graphs, we now focus
on paths to show PQ2(Pn) = ⌈
n
3
⌉, for all n ≥ 1 (Theorem 7), and we determine the
number of 02-invoking subsets on a path (Theorem 9).
3.1 Path Introduction
Before our results on counting 02-invoking subsets and calculating PQ2(Pn), we must
introduce some definitions and lemmas regarding Diffusion on paths.
Let G be a finite simple undirected graph with vertex set V (G) and edge set E(G).
Let A ⊆ E(G). A graph orientation of a graph G is a mixed graph obtained from
G by choosing an orientation (x → y or y → x) for each edge xy in A ⊆ E(G). We
refer to the edges that are in E(G) \A as flat. We refer to the assignment of either
x → y, y → x, or flat to an edge xy as xy’s edge orientation. On a path drawn on
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a horizontal axis, two directed edges in a graph orientation agree if they either both
point left or both point right.
Let R be a graph orientation of a graph G. A suborientation R′ of R is a graph
orientation of some subgraph G′ of G such that every edge xy in G′ is assigned the
same edge orientation as in R.
Given two configurations, C andD, of a graphG, in which the vertices are labelled,
C and D are equal if |v|C = |v|D for all v ∈ V (G).
In Figure 2, the period length is 2 and the preperiod length is 3.
Lemma 5. In Diffusion, every configuration induces a graph orientation.
Proof. Let G be a graph and Ct a configuration on G. For all pairs of adjacent vertices
u, v in G at step t, either u gives a chip to v, v gives a chip to u, the stack sizes of u
and v are equal in Ct. Let uv be an edge. Assign directions as follows:
• If u gives a chip to v at time t, assign uv the edge orientation u→ v.
• If v gives a chip to u at time t, assign uv the edge orientation v → u.
• If the stack sizes of u and v are equal at time t, do not direct the edge uv.
Thus, a graph orientation on G results.
We say that this graph orientation is induced by Ct, the configuration of G at time
t. We see an example of a graph orientation induced by a configuration in Diffusion
in Figure 5.
v1
15
v2
9
v3
8
v4
2
v5
12
v1 v2 v3 v4 v5
Figure 5: Configuration on P5 and its induced graph orientation.
Let Seq(C0) = {Ct, Ct+1, . . . , Ct+p−1} be the ordered set of configurations con-
tained within the period of a configuration sequence Seq(C0), where p is the length
of the shortest period, and the period begins at step t. A configuration D on a graph
G is a period configuration if D ∈ Seq(C) for some configuration C. A configuration
D on a graph G is a p2-configuration if D ∈ Seq(C) for some configuration C and
Seq(C) has exactly 2 elements. A period orientation is a graph orientation that is
induced by a period configuration. A p2-orientation is a graph orientation that is
induced by a p2-configuration. A 0-orientation is a graph orientation that is induced
by a 0-configuration.
A configuration at step t in a configuration sequence is a 0-preposition if the
configuration at step t+1 is the 0-configuration. The underlying orientation, R, of a
configuration is a 0-preorientation if there exists a 0-preposition which has R as its
underlying orientation.
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Lemma 6. Given a graph, G, and an orientation R, there is at most one configuration
which both induces R and is a 0-preposition.
Proof. Let G be a graph and R an orientation of G. The orientation R dictates the
number of chips that each vertex will give and receive at the next firing. Thus, for
each vertex vk in G, the stack size of vk following the next firing is equal to the current
stack size of vk plus the number of edges directed toward vk, Avk , minus the number
of edges directed away from vk, Bvk . So, if we have that |vk|+Avk−Bvk = 0, then the
stack size of vk can be determined because it is the only unknown in the equation.
3.2 Results on Paths
Now, with sufficient background information, we introduce our two main results on
paths with Theorems 7 and 9.
Theorem 7. PQ2(Pn) = ⌈
n
3
⌉, n ≥ 1.
Proof. We will first prove that PQ2(Pn) ≥ ⌈
n
3
⌉ and then prove that PQ2(Pn) ≤ ⌈
n
3
⌉.
(≥) From [3], the domination number of a path Pn is ⌈
n
3
⌉, n ≥ 1. By Corollary2,
we know that every nontrivial 02-invoking subset of a graph is also a dominating set.
Thus, PQ2(Pn) ≥ ⌈
n
3
⌉.
(≤) By Lemma 2, we know that every minimal dominating set of a path, Pn, is
also a 02-invoking subset of V (Pn). Therefore, PQ2(Pn) ≤ ⌈
n
3
⌉.
Let Jn represent the number of 02-invoking subsets that exist on Pn. We will now
count all 02-invoking subsets on a path with n ≥ 2 vertices.
We will label Pn to have vertices v1, v2, v3, . . . , vn.
Lemma 8. Let H ⊂ V (Pn) = {v1, v2, . . . , vn−1, vn}, n ≥ 2 be proper, non-trivial, and
02-invoking. Then vn ∈ H if and only if vn−1 ∈ V (G) \H.
Proof. Let H ⊂ V (Pn) = {v1, v2, . . . vn−1, vn} be 02-invoking, proper and nontrivial.
(⇒) Suppose first that vn ∈ H . We know that vn−1 is the only neighbour of vn in
Pn. If vn−1 ∈ H , then vn would be adjacent to 0 vertices in V (Pn) \ V (H) and thus,
since H is 02-invoking, every vertex in the same connected component as vn in G|H
would be adjacent to 0 vertices in V (G) \H . Since Pn is connected, this implies that
H is not a proper subset of V (Pn) which is a contradiction. Thus, if vn ∈ H , then
vn−1 ∈ V (G) \H .
(⇐) Suppose now that vn−1 ∈ V (G)\H . Then if vn ∈ V (G)\H , it would be adjacent
to 0 vertices in H and thus, since H is 02-invoking, every vertex in the same connected
component as vn in G|H would be adjacent to 0 vertices in H . Since Pn is connected,
this implies that H is the trivial subset of V (G) which is a contradiction. Thus, if
vn−1 ∈ V (G) \H , then vn ∈ H .
Theorem 9. Jn = Jn−1 + Jn−2 − 2, for n ≥ 3, with J1 = 2 and J2 = 4.
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Proof. Note first that we are including the trivial and improper cases, so as to count
every 02-invoking set on Pn. We begin with the initial values. The path with only
one vertex cannot send chips because it has no edges. Thus, whether the lone vertex
is in the perturbation subset or not, the chosen set is 02-invoking. So, P1 has two
02-invoking subsets: ∅ and V (P1). On P2, a perturbation of any subgraph will return
to the fixed configuration after another step. Thus, P2 has four 02-invoking subsets.
Trivially, the empty subset and the entire vertex set are 02-invoking in Pn. We
will take note of this and move forward counting the 02-invoking subgraphs that are
both nonempty and have nonempty complement.
We will view the problem of partitioning the vertices of a path intoH and V (G)\H
as a colouring problem, colouring the vertices of Pn, n ≥ 2, red if they are in H and
blue if they are in V (G)\H . Suppose we have Pn coloured in such a way that H (and
thus, also V (G) \H) is a 02-invoking subset. Suppose also that at least one vertex
is red and at least one vertex is blue. We will now count all such possible colourings
and we will refer to these as 02-invoking colourings.
By Lemma 8, we know that vn and vn−1 must be different colours, see Figure 6.
vn
Blue
vn−1
Red
vn−2
Figure 6: The two vertices, vn and vn−1 must have different colours since they are
adjacent to different numbers of blue vertices.
Suppose Pn has a 02-invoking colouring. Look at the colours assigned to the final
three vertices: vn, vn−1, and vn−2. By Lemma 8, we are able to exclude some possible
colourings of these final three vertices. See Table 1.
Colouring of vnvn−1vn−2 # of 02-invoking colourings
RRR · ·· 0
RRB · ·· 0
RBR · ·· ?
RBB · ·· ?
BRR · ·· ?
BRB · ·· ?
BBR · ·· 0
BBB · ·· 0
Table 1: Colourings of the last three vertices of a path
For the four remaining possible colourings of vn, vn−1, and vn−2, we will develop a
recurrence relation, building on values from smaller paths.
Case 1: Suppose Pn has a 02-invoking colouring in which vn is red, vn−1 is blue,
and vn−2 is red. In Theorem 1, it is shown that a subset of the vertices of a graph
is 02-invoking if and only if it is CCD and in Corollary 1, it is shown that a subset
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of the vertices of a graph is 02-invoking if and only if its complement is 02-invoking
as well. So a colouring is 02-invoking if and only if the two colour classes are CCD.
Clearly if we were to remove vn from this colouring, yielding a colouring on Pn−1, the
resulting colouring would be CCD since vn−1, the only vertex which was adjacent to
vn, is not adjacent to any other blue vertices. Thus, for every 02-invoking colouring
of Pn in which vn is red, vn−1 is blue, and vn−2 is red, there exists exactly one 02-
invoking colouring of Pn−1 in which vn−1 is blue and vn−2 is red. Since there is no
fundamental difference between the colours red and blue, and the final two vertices
must have opposing colours by Lemma 8, the number of 02-invoking colourings of
Pn−1 in which vn−1 is blue and vn−2 is red is equal to half of the total number of
02-invoking colourings of Pn−1. The number of 02-invoking colourings of Pn−1 is equal
to Jn−1 − 2 (remembering to account for the improper and trivial cases which are
02-invoking but are not defined to be 02-invoking colourings). Thus, the number of
02-invoking colourings of Pn in which vn is red, vn−1 is blue and vn−2 is red is equal
to 1
2
(Jn−1 − 2) =
1
2
Jn−1 − 1.
Case 2: Suppose Pn has a 02-invoking colouring in which vn is blue, vn−1 is red, and
vn−2 is blue. Since there is no fundamental difference between the colours red and
blue, we know that there are also 1
2
Jn−1−1 02-invoking colourings of this form on Pn.
Colouring of vnvn−1vn−2 . . . # of 02-invoking colourings
RRR · ·· 0
RRB · ·· 0
RBR · ·· 1
2
Jn−1 − 1
RBB · ··
BRR · ··
BRB · ·· 1
2
Jn−1 − 1
BBR · ·· 0
BBB · ·· 0
Table 2: Colourings of the last three vertices of a path
Case 3: Suppose Pn has a 02-invoking colouring in which vn is red, and both vn−1
and vn−2 are blue. By Theorem 1, we know that both colour sets are CCD. So we
know that vn−2 must be adjacent to a red vertex. Thus, vn−3 is red. However, we
do not know whether vn−4 is red or blue. We have no knowledge of the remainder of
the colours except that both colour sets are CCD. If we were to remove vn and vn−1,
the resulting colouring of Pn−2 would be 02-invoking because the only vertex adjacent
to either of these vertices is vn−2, and in the resulting colouring of Pn−2, vn−2 is not
adjacent to any other blue vertices. Thus, the number of 02-invoking colourings of
Pn in which vn is red, and both vn−1 and vn−2 are blue is equal to the number of
02-invoking colourings of Pn−2 in which vn−2 is blue and vn−3 is red. Since there is no
fundamental difference between the colours red and blue, and the final two vertices
must have opposing colours by Lemma 8, the number of 02-invoking colourings of
Pn−2 in which vn−2 is blue and vn−3 is red is equal to half of the total number of
02-invoking colourings of Pn−2. The number of 02-invoking colourings of Pn−2 is equal
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to Jn−2 − 2 (remembering to account for the improper and trivial cases which are
02-invoking but are not defined to be 02-invoking colourings). Thus, the number of
02-invoking colourings of Pn in which vn is red, and both vn−1 and vn−2 are blue is
equal to 1
2
(Jn−2 − 2) =
1
2
Jn−2 − 1.
Case 4: Suppose Pn has a 02-invoking colouring in which vn is blue, and both vn−1
and vn−2 are blue. Since there is no fundamental difference between the colours red
and blue, we know that there are also 1
2
Jn−2 − 1 02-invoking colourings of this form
on Pn.
Colouring of vnvn−1vn−2 . . . # of 02-invoking colourings
RRR · ·· 0
RRB · ·· 0
RBR · ·· 1
2
Jn−1 − 1
RBB · ·· 1
2
Jn−2 − 1
BRR · ·· 1
2
Jn−2 − 1
BRB · ·· 1
2
Jn−1 − 1
BBR · ·· 0
BBB · ·· 0
Table 3: Colourings of the last three vertices of a path
So Jn − 2 = Jn−1 − 2 + Jn−2 − 2. Therefore Jn = Jn−1 + Jn−2 − 2.
Corollary 4. Let Fi be the i
th Fibonacci number with F0 = 0, F1 = 1, and Fi =
Fi−1 + Fi−2. Then Jk+1 = 2(Fk + 1).
Proof. Note that
J1 = 2(F0 + 1) = 2;
J2 = 2(F1 + 1) = 4;
J3 = 2(F2 + 1) = 4.
Assume for 2 ≤ i ≤ k that Ji = 2(Fi−1 + 1). Then
Jk+1 = Jk + Jk−1 − 2
= 2(Fk−1 + 1 + Fk−2 + 1)− 2
= 2(Fk−1 + Fk−2 + 1)
= 2(Fk + 1).
4 Conclusion
The results in this paper revolve around the broad question ”How can we categorize
those perturbation subsets that lead to the 0-configuration being eventually restored
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after some amount of steps?” The definition of a 02-invoking subset and the charac-
terization of all 02-invoking subsets as CCD (Theorem 1) begins to paint this picture
for us. This naturally gives rise to Question 4, which we restate here:
Question 4: Is there a graph such that some subset of its vertex set is 0-invoking
but not 02-invoking.
In [6], we develop a method of counting and characterizing every configuration on
a path that will lead to the 0-configuration in the next step. This serves as the first
step in what may be a method of answering Question 4, because characterizing all
of the configuration sequences that can eventually lead to the 0-configuration would
inevitably determine whether or not any such firing set exists (at least on a path).
In its most general form, a perturbation is just some kind of disruption to the
stack sizes of a configuration. In this paper, we analyzed when a perturbation of the
0-configuration eventually returned to the 0-configuration. However, a more general
question would be “Which configurations can return after being perturbed?” Does it
matter how many vertices are in a perturbation set when answering this question?
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