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Continuous hidden shift problem on Rn
Eunok Bae∗ and Soojoon Lee†
Department of Mathematics and Research Institute for Basic Sciences, Kyung Hee University, Seoul 02447, Korea
There have been several research works on the hidden shift problem, quantum algorithms for the
problem, and their applications. However, all the results have focused on discrete groups. So, we
define a continuous hidden shift problem on Rn as an extension of the hidden shift problem, and
construct a quantum computing algorithm for solving this problem efficiently.
I. INTRODUCTION
Quantum computers can solve certain problems exponentially faster than classical computers by taking advantage
of the quantum mechanical properties such as quantum interference and superposition. Many researchers have been
studying algebraic problems which can be solved efficiently on a quantum computer, for instance, hidden subgroup
problem [1–8], hidden shift problem [9–12], hidden polynomial problem [13–15], and hidden symmetry subgroup
problem [16, 17]. In particular, the hidden shift problem has provided a frame work to solve various problems such
as the shift Legendre symbol problem [10], Gauss sum estimation [18], and the stabilizer problem [9]. It has been
shown that several interesting and important problems have been related to the hidden shift problem. For example,
it was proved that the hidden shift problem for the abelian group ZN can be used to solve some lattice problem over
ZN [3, 19], and it was also discovered that an efficient algorithm of the hidden shift problem for the symmetric group
Sn would yield an efficient algorithm for the graph isomorphic problem [13].
The hidden shift problem can be cast in the following terms: Let f0 and f1 be two injective functions from a finite
group G to a finite set satisfying that there exits an element u in G such that the equality f0(x) = f1(xu) holds for
all x in G. The task is to find the hidden shift u. Although there is no general algorithm to solve the hidden shift
problem even for abelian groups, it has been known that there are efficient algorithms to solve the problem for some
groups. Friedl et. al [9] found an efficient quantum algorithm for the hidden shift problem over Znp for any fixed prime
number p, and a similar work for the problem over the group Znpk has been done by Ivanyos [12], where p
k is any
fixed prime power. However, when m is not a prime power, the hidden shift problem for the group Znm still remains
unsolved.
All known results on the hidden shift problem have been concerned with only discrete groups. Thus, it is natural
to ask whether there exits an efficient quantum algorithm for solving a continuous hidden shift problem, which is the
hidden shift problem on a continuous group. Considering a continuous version of a certain problem can be helpful to
solve unsolved problems as in the results of Eisentra¨ger et. al [20]. They found an efficient quantum algorithm for
solving a continuous hidden subgroup problem to compute the unit group of an arbitrary degree number field. It was
also shown that the algorithm can pose a threat to certain lattice-based cryptosystems. In this paper, we consider a
hidden shift problem for a continuous group, and answer the question.
Our paper is organized as follows. In Sec. II, we give a definition of hidden shift problem on the continuous group
Rn, and present our algorithm to solve the problem. In Sec. III, we analyze the efficiency of our algorithm, and
conclude with discussion on our results in Sec. IV.
II. HIDDEN SHIFT PROBLEM ON A CONTINUOUS GROUP
To deal with the hidden shift problem on a continuous group, we need a suitable definition. The following definition
can be considered as a continuous version of the original problem.
Definition 1 (Continuous hidden shift problem over Rn). Let S be the set of unit vectors in a Hilbert space. For two
injective functions f0, f1 : R
n → S, let f : Rn × Z2 → S be defined by fa(x) = f(x, a), with the following promises:
1. f(x, 0) = f(x+ u, 1) for all x ∈ Rn and for some u ∈ Rn;
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22. There exists α > 0 such that ‖|f(x, a)〉 − |f(y, b)〉‖ ≤ α · |x− y − (a− b)u| for all x, y ∈ Rn and a, b ∈ Z2,
where |f(·, ·)〉 is a pure state corresponding to f(·, ·).
The goal of the problem is to find u, which is called the hidden shift.
Note that the given oracle function f is efficiently computable, and the positive constant α in condition 2 is called
a Lipschitz constant of the function f .
As in Ref. [20], let us first define a window function ω : R→ C as
ω(x) =
{√
2 sin(pix) if x ∈ [0, 1],
0 otherwise.
Then ω is a Lipschitz function with unit L2-norm supported on [0, 1]. For a sufficiently large number ∆ and a
sufficiently small number δ = ∆−1, let us define
w(x1, . . . , xn) =
1
∆n/2
n∏
j=1
ω
(xj
∆
)
for x = (x1, . . . , xn) ∈ Rn. For convenience, we assume that ∆ =
√
2q for sufficiently large q with u2i ≤ ∆ for all i.
Now, we are ready to construct our algorithm for solving the hidden shift problem with the above materials as
follows.
Algorithm 2 (Quantum algorithm for the hidden shift problem on the group Rn).
Input : The oracle function f : Rn × Z2 → S that hides the shift u = (u1, . . . , un) ∈ Rn.
0. If f(0, 0) = f(0, 1), then output 0.
1. Create the initial state √
δn
2
∑
x˜∈Zn
∑
c∈Z2
w(x) |x˜〉 |c〉
with x = δx˜.
2. Apply the oracle function f .
3. Perform the QFTZn×Z2 , which can be implemented by the phase estimation technique as in Ref. [20], and
measure on the first two registers.
4. Consider the samples (y˜, 1).
5. Use the values of y˜ non-orthogonal to u˜ among the samples (y˜, 1) to find u˜.
6. Compute u = δu˜.
Output : u
Remark 3. Since it is difficult to compute continuous variables, we need to truncate and discretize the continuous
domain Rn of the oracle functions by using the window function w and the small number δ. As in Ref. [20], we use
the following variables in our calculations; Real Domain: x = δx˜ ∈ δZn and Fourier Domain: y = δ−1y˜ ∈ Rn/δ−1Zn
• In Step 2, the state becomes
|ψδ〉 =
√
δn
2
∑
x˜∈Zn
∑
c∈Z2
w(x) |x˜〉 |c〉 |f(x, c)〉 .
• In Step 3, QFTZn×Z2 means the quantum Fourier transform performing over the group Zn×Z2. As in the original
hidden shift problem, it is necessary to perform the Fourier transform and measure in the standard basis for
the continuous hidden shift problem as well. However, the Fourier transform over any infinite group cannot
be implemented by a quantum computer. So, we can perform the approximate quantum Fourier transform on
the infinite group by means of a variation of the phase estimation algorithm on the register on the group and
ancillary register, which was used in Ref. [20].
• In Step 5, we reduce the hidden shift problem to the random-linear-disequations problem to find the hidden
shift u as in the method of Ref. [12].
3III. ANALYSIS OF OUR ALGORITHM
In this section, we analyze our quantum algorithm presented in the above section. As in the way of Ref. [20],
instead of directly measuring in the Fourier basis of the continuous group directly, we use the phase estimation to
approximate the probability distribution pδ(y, 1) of the variable δ
−1y˜ by the distribution of p(y, 1), when δ is close to
0. We can derive these two distributions from the following quantum states:
|ψδ〉 =
√
δn
2
∑
x˜∈Zn
∑
c∈Z2
|x˜〉 |c〉 |ψ(x, c)〉 ,
|ψ〉 = 1√
2
∫
Rn
∑
c∈Z2
|x〉 |c〉 |ψ(x, c)〉 dx,
where |ψ(x, c)〉 = w(x) |f(x, c)〉. Precisely, pδ and p are from the Fourier transform of ψδ and ψ, respectively:
pδ(y, 1) =
〈
ψˆδ(y, 1)|ψˆδ(y, 1)
〉
,
p(y, 1) =
〈
ψˆ(y, 1)|ψˆ(y, 1)
〉
with ψˆδ = FδZnψδ and ψˆ = FRnψ. We can show that pδ goes to p as δ approaches 0.
So, it is enough to focus on the distribution p(y, 1) which can be calculated precisely as follows.
p(y, 1) =
〈
ψˆ(y, 1)|ψˆ(y, 1)
〉
=
1
4
∫
Rn
∣∣∣w(x) − e2pii〈x,y〉w(x + u)∣∣∣2 dx
=
1
4
[∫
[0,∆]m
w(x)2 + w(x + u)2dx − 2 cos 2pi 〈u, y〉
∫
[0,∆]m
w(x)w(x + u)dx
]
=
1
2
− 1
2
cos(2pi 〈u, y〉)
n∏
i=1
cos
(piui
∆
)
.
Although the probability that a sample y is orthogonal to u is not zero, which is different from the original hidden
shift problem, it can be shown that the probability is (exponentially) small when n is large enough by the following
Propositions and Lemma. In other words, the samples (y, 1) after the Fourier sampling subroutine are mostly non-
orthogonal to u.
In order to show that the probability that a sample y is orthogonal to u is small enough when n is sufficiently large,
we consider the case when the number of y satisfying the equation 〈u, y〉 = 0 attains a maximum value. Note that we
actually get the samples y˜ instead of y to return u˜ first and recover u from u˜ in the practical implementation of our
algorithm.
We first show that if u˜ has the same coordinates, the number of y˜ satisfying the equation 〈u˜, y˜〉 = 0 in Z2q becomes
less than when we make one of the same coordinates of u˜ twice.
Proposition 4. For any n, k ∈ N, let q = 4k. The number of y˜ ∈ Zn2q which is orthogonal to u˜ = (u˜1, . . . , u˜n) with
u˜i = u˜j for some i 6= j is less than or equal to the number of y˜ ∈ Zn2q which is orthogonal to u˜′ = (u˜′1, . . . , u˜′n) =
(u˜1, . . . , 2u˜i, . . . , u˜n) or (u˜1, . . . , 2u˜j, . . . , u˜n)
Proof. Without loss of generality, we may assume that u˜1 = u˜2. We want to show that the number of y˜ satisfying
〈u˜, y˜〉 = 0 mod 2q for u˜ = (u˜1, u˜1, u˜3, . . . , u˜n) is less than or equal to the number of y˜ satisfying 〈u˜′, y˜〉 = 0 mod 2q for
u˜′ = (2u˜1, u˜1, u˜3, . . . , u˜n). We can establish an injective function from the solutions y˜ = (y˜1, . . . , y˜n) of the equation
〈u˜, y˜〉 =∑ni=1 u˜iy˜i = 0 mod 2q to the solutions y˜′ = (y˜′1, . . . , y˜′n) of the equation 〈u˜′, y˜′〉 = 0 mod 2q as follows.
(y˜1, . . . , y˜n) −→ (y˜′1, . . . , y˜′n) =
{
(m1, y2, . . . , yn) if y˜1 = 2m1,
(m1, y2 − 1, . . . , yn) if y˜1 = 2m1 − 1.
Then it can be easily shown that 〈u˜, y˜〉 = 〈u˜′, y˜′〉. In fact, if y˜1 = 2m1, then
〈u˜′, y˜′〉 = u˜′1m1 + u˜′2y˜′2 + · · ·+ u˜′ny˜′n = 2u˜1m1 + u˜2y˜2 + · · ·+ u˜ny˜n = 〈u˜, y˜〉 .
4Similary, if y˜1 = 2m1 − 1, then
〈u˜′, y˜′〉 = u˜′1m1 + u˜′2(y˜2 − 1) + · · ·+ u˜′ny˜′n
= 2u˜1m1 + u˜1y˜2 − u˜1 + · · ·+ u˜ny˜n
= u˜1(2m1 − 1) + u˜1y˜2 + · · ·+ u˜ny˜n = 〈u˜, y˜〉 .
For the next step, we show that if all coordinates of u˜ has the form of 2t, the number of y˜ which is orthogonal to u˜
becomes less than when we change the smallest coordinates of u˜ to the second smallest one.
Proposition 5. For any n, k ∈ N, let q = 4k and let u˜ = (2t1 , . . . , 2tn) such that ti ≤ k for all i and ti’s are all
distinct, say ti1 < · · · < tin with ij ∈ [n]. The number of y˜ ∈ Zn2q which is orthogonal to u˜ = (2t1 , . . . , 2tn) is less than
or equal to the number of y˜ ∈ Zn2q which is orthogonal to u˜′ = (u˜′1, . . . , u˜′n) with
u˜′i =
{
2ti2 i = i1,
2ti i 6= i1.
Proof. Suppose that u˜i
′ are all distinct. Without loss of generality, assume that t1 < t2 < · · · < tn, where ti ≤ k for
all i. Then we can construct an injective functions from the solutions y˜ = (y˜1, . . . , y˜n) of the equation 〈u˜, y˜〉 = 0 mod
2q for u˜ = (2t1 , . . . , 2tn) to the solutions y˜′ = (y˜′1, . . . , y˜
′
n) of the equation 〈u˜′, y˜′〉 = 0 mod 2q for u˜′ = (2t2 , 2t2 , . . . , 2tn)
as follows.
(y˜1, . . . , y˜n) −→ (y˜′1, . . . , y˜′n) = (2t1−t2 y˜1, y˜2, . . . , y˜n).
Note that y˜1 is a multiple of 2
t2−t1 . Indeed, since the condition 〈u˜, y˜〉 = 0 mod 2q implies that
y˜1 + 2
t2−t1
(
y˜2 + 2
t3−t2+t1 y˜3 + · · ·+ 2tn−t2+t1 y˜n
)
= l2q−t1 for l = 0, 1, . . . ,
n∑
i=1
u˜i − 1,
it is clearly true that 2t2−t1 |y˜1 and hence, y˜′1 belongs to Z2q .
Also, we have
〈u˜′, y˜′〉 = 2t2(2t1−t2 y˜1) + 2t2 y˜2 + · · ·+ 2tn y˜n = 〈u˜, y˜〉 .
On the other hand, when u˜ has at least one coordinate which cannot be written as the form of 2t, we can show
that the number of y˜ which is orthogonal to u˜ is exactly the same as the number of y˜ which is orthogonal to u˜′ whose
all coordinates are in the form of 2t.
Proposition 6. For any n, k ∈ N, let q = 4k and u˜ ∈ Zn2q . If there is j such that u˜j = v2t with gcd(v, 2) = 1
and t ≥ 0, the number of y˜ ∈ Zn2q which is orthogonal to u˜ is exactly the same with the number of y˜ ∈ Zn2q which is
orthogonal to u˜′ = (u˜′1, . . . , u˜
′
n) with
u˜′i =
{
2t i = j,
u˜i i 6= j.
Proof. Without loss of generality, we may assume that u1 ∤ 2
q. Then we can construct a one-to-one correspondence
between the solutions y˜ = (y˜1, . . . , y˜n) of the equation 〈u˜, y˜〉 = 0 mod 2q for u˜ = (2tv, u˜2, . . . , u˜n) to the solutions
y˜′ = (y˜′1, . . . , y˜
′
n) of the equation 〈u˜′, y˜′〉 = 0 mod 2q for u˜′ = (2t, u˜2, . . . , u˜n) as follows.
(y˜1, . . . , y˜n) −→ (y˜′1, . . . , y˜′n) = (y˜′1, y˜2, . . . , y˜n),
where, if ⌊l 2q−tv ⌋ ≤ y˜1 < ⌊(l + 1)2
q−t
v ⌋ for l = 0, 1, . . . , u˜1 − 1,
y˜′1 = v
(
y˜1 −
⌊
l
2q−t
v
⌋)
− rl
with rl = l2
q−t − v⌊l 2q−tv ⌋ for l = 0, . . . , u˜1 − 1.
5Note that r0 = 0 and rl ≡ lr1 mod v for each l = 1, . . . , u˜1 − 1. Since
gcd(v, r1) = gcd(2
q−t, v) = 1,
r1 6= 0 and rl’s must be all distinct for each l 6= 0. So the above mapping is bijective. Furthermore, it can be shown that∑n
i=2 u˜iy˜i =
∑n
i=2 u˜i
′y˜i
′ and hence, when y˜1 is fixed, the rest part of y˜, (y˜2, . . . , y˜n), is exactly same with that of y˜
′,
(y˜′2, . . . , y˜
′
n). Indeed, for any nonzero y˜1, we can write it as y˜1 = ⌊l 2
q−t
v ⌋+ml withml ∈ {1, 2, . . . , ⌊(l+1)2
q−t
v ⌋−⌊l 2
q−t
v ⌋}.
Then
u˜1y˜1 = 2
t
(
v⌊l2
q−t
v
⌋+ vml
)
= 2t(l2q−t − rl + vml) = l2q + 2t(vml − rl) = l2q + u˜′1y˜′1.
Since 〈u˜, y˜〉 = 〈u˜′, y˜′〉 = 0 mod 2q, we can get
n∑
i=2
u˜iy˜i = (l + a)2
q − u˜1y˜1 = a2q − u˜1′y˜1′ =
n∑
i=2
u˜i
′y˜i
′,
where a ∈ {1, 2, . . . ,∑ni=2 u˜iy˜i}.
Combining the above propositions, we finally prove that the number of y˜ which is orthogonal to u˜ attains a maximum
value when all coordinate of u˜ has the maximum value, 2k, and thus we can get an upper bound of the probability
that y˜ is orthogonal to u˜.
Lemma 7. For any n, k ∈ N, let q = 4k, ∆ = 2q/2 and u˜ ∈ Zn2q . The number of y˜ ∈ Zn2q which is orthogonal to u˜
has the maximum value, 2k(4n−3), when u˜ = (u˜1, . . . , u˜n) = (
√
∆, . . . ,
√
∆). Moreover, the probability that y˜ ∈ Zn2q is
orthogonal to u˜ is at most 1/23k in our algorithm.
Proof. By repeated use of Proposition 6, we know that the number of solutions y˜ satisfying the equation 〈u˜, y˜〉 = 0
mod 2q when there is j such that u˜j ∤ 2
q is always equal to the number of that when u˜ = (2t1 , . . . , 2tn) for some
(t1, . . . , tn) with ti ≤ k for all i.
Now, let us consider the case when u˜ = (2t1 , . . . , 2tn) with ti ≤ k for all i. Without loss of generality, we may
assume that t1 ≤ · · · ≤ tn with ij ∈ [n]. If ti’s are all distinct, it follows from Proposition 5 that the number of the
solutions y˜ satisfying the equation 〈u˜, y˜〉 = 0 mod 2q is less than or equal to the number of the solutions in the case
when we raise t1 up to t2. If ti = tj for some i 6= j, by applying Proposition 4 and Proposition 5 repeatedly, we can
show that the number of the solutions y˜ satisfying the equation 〈u˜, y˜〉 = 0 mod 2q is less than or equal to the number
of solutions in the case when we raise ti up to maxi ti for all i. Therefore, the number of y˜ ∈ Zn2q which is orthogonal
to u˜ has the maximum value when u˜ = (2k, . . . , 2k).
For the next step, we want to calculate the exact number of y˜ satisfying 〈u˜, y˜〉 = 0 mod 2q when u˜ = (2k, . . . , 2k).
Note that y˜i ∈ Zn2q so that 0 ≤ y˜i ≤ 2q−1 for all i. We can prove that the number of integer solutions y˜, 0 ≤ y˜i ≤ 2q−1
for all i, of the equation 2ky˜1 + · · ·+ 2ky˜n = 0 mod 2q is
2k
n−1∑
i=0
(−1)i
(
n− 1
i
)(
n− 1 + (n− i)24k − 23k
n− 1
)
= 2k24k(n−1) = 2k(4n−3)
by induction on n ≥ 1 (See Appendix A for the detailed proof).
Since the number of all possible y˜ is 2qn, the probability that y˜ ∈ Zn2q is orthogonal to u˜ is at most 2k(4n−3)/2qn
which is equal to 1/23k.
Thus, we can apply the classical method in Ref. [12] to find the hidden shift u with high probability in polynomial
time in n, and we have the following theorem.
Theorem 8. There is a quantum algorithm for solving the continuous hidden shift problem on Rn in polynomial time
in n.
Proof. In the problem, we first set the number ∆ as
√
2q with some sufficiently large q which makes the condition
u2i ≤ ∆ hold for all i. As we can see in Ref. [20], we can perform the approximate Fourier transformation to get
approximate samples with the desired precision. It follows from Lemma 7 that the probability that the samples
are non-orthogonal to the hidden shift u is bounded above by some small constant number. Now, we can use the
method in Ref. [12] to calculate u in quantum polynomial time in n. In detail, the hidden shift problem over Zn2q
can be reduced to the decision version of Random Linear Disequations(Zn2q , 2). The authour of Ref. [12] shows that
the decision version of Random Linear Disequations is reducible to its decision version in the abelian group Znm for
any numbers n and m. Thus, we can get the hidden shift u as the output of the search version of Random Linear
Disequations in Zn2q . Here, all reductions can be done in the polynomial time in n.
6IV. DISCUSSION
It has been known that the hidden shift problem over discrete groups can affect cryptosystems [21, 22]. In particular,
Bonnetain and Naya-Plasencia [22] recently constructed an efficient quantum algorithm to solve the hidden shift
problem over the abelian group Zw2p , and proved that the algorithm can be used to establish a quantum attack in a
cryptosystem claimed to be secure quantumly.
In this work, we have defined a continuous hidden shift problem over the group Rn, and have shown that a
quantum computer can efficiently solve the problem. Thus it is natural to consider whether the continuous version of
this problem can also have any crypto-related applications. In fact, a similar consideration has been involved in the
previous results. In Refs. [20, 23], it has been shown that a continuous hidden subgroup problem induces a quantum
attack on cryptosystems based on the hardness of finding a short generator of a principal ideal, although the discrete
hidden subgroup problem cannot break them [6, 24]. Inspired by these results, we expect that our result could have
an application related to cryptography.
Whereas the original hidden shift problem restricts the oracle function to be injective, the hidden shift problem
without this restriction can be also considered. van Dam et al. [10] gave three types of the hidden shift problems with
non-injective oracle functions, and one of them is the shift Legendre symbol problem which has an application to any
algebraically homomorphic encryption [10]. Therefore, it would be meaningful to consider a continuous version of the
hidden shift problem without the injectivity assumption for the next step.
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Appendix A
In this appendix, we prove that the number of integer solutions y˜ ∈ Zn, 0 ≤ y˜i ≤ 2q − 1 for all i, of the equation
2ky˜1 + · · ·+ 2ky˜n = 0 mod 2q is
2k
n−1∑
i=0
(−1)i
(
n− 1
i
)(
n− 1 + (n− i)24k − i23k
n− 1
)
= 2k24k(n−1) = 2k(4n−3) (A1)
by induction on n ≥ 1.
To do this, we need the following propositions.
Proposition 9. For any fixed numbers L, l with L ≥ nl and n ≥ 0,
n∑
i=0
(−1)i
(
n
i
)(
L− il
n
)
=
n∑
i=0
(−1)i
(
n
i
)(
L− il − 1
n
)
(A2)
Proof. We use the induction on n. If n = 0, the statement is clearly true. Thus let us suppose that Eq. (A2) holds
for a certain n ≥ 0. Observe that
n+1∑
i=0
(−1)i
(
n+ 1
i
)(
L− il
n+ 1
)
=
n+1∑
i=0
(−1)i
(
n+ 1
i
)[(
L− il − 1
n+ 1
)
+
(
L− il− 1
n
)]
=
n+1∑
i=0
(−1)i
(
n+ 1
i
)(
L− il− 1
n+ 1
)
,
and hence Eq. (A2) holds for n+ 1 as well. Here, the last equality holds since
n+1∑
i=0
(−1)i
(
n+ 1
i
)(
L− il − 1
n
)
=
(
n
0
)(
L− 1
n
)
+ (−1)n+1
(
n
n
)(
L− (n+ 1)l − 1
n
)
+
n+1∑
i=1
(−1)i
[(
n
i
)
+
(
n
i− 1
)](
L− il− 1
n
)
=
n∑
i=0
(−1)i
(
n
i
)(
L− il− 1
n
)
−
n∑
i=0
(−1)i
(
n
i
)(
L− (i+ 1)l − 1
n
)
= 0,
by using the induction hypothesis l times.
Now, using Proposition 9, we can prove the following proposition, which can be directly used to prove the Eq. (A1).
Proposition 10. For each i = 1, 2, . . . , 2k and n ≥ 1,
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n− 1 + (n− j)24k − i23k
n− 1
)
= 24k(n−1) (A3)
Proof. We prove this proposition by induction on n ≥ 1. It is easy to check that the statement is true for n = 1. Now,
suppose that it is true for a fixed n ≥ 1. It follows from the Pascal’s triangle that
L ≡
n∑
j=0
(−1)j
(
n
j
)(
n+ (n+ 1− j)24k − i23k
n
)
=
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n+ (n+ 1− j)24k − i23k
n
)
−
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n+ (n− j)24k − i23k
n
)
.
8By applying the Pascal’s triangle to the second binomial coefficient term in the first summation,
L =
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n− 1 + (n+ 1− j)24k − i23k
n
)
+
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n− 1 + (n+ 1− j)24k − i23k
n− 1
)
−
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n+ (n− j)24k − i23k
n
)
=
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n− 1 + (n+ 1− j)24k − i23k
n
)
+ 24k(n−1) −
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n+ (n− j)24k − i23k
n
)
=
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n− 2 + (n+ 1− j)24k − i23k
n
)
+ 2 · 24k(n−1) −
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n+ (n− j)24k − i23k
n
)
,
where the second and the last equalities come from the induction hypothesis. Continuing this procedure 24k times, it
can be shown that
L =
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n+ (n− j)24k − i23k
n
)
+ 24k24k(n−1) −
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n+ (n− j)24k − i23k
n
)
= 24kn,
which completes the proof.
Now, we show that the number of integer solutions y˜ ∈ Zn, 0 ≤ y˜i ≤ 2q−1 for all i, of the equation 2ky˜1+· · ·+2ky˜n =
0 mod 2q is
2k∑
i=1
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n− 1 + (n− j)24k − i23k
n− 1
)
. (A4)
Then it follows from Proposition 10 that Eq. (A4) equals the value 2k24k(n−1), or equivalently, 2k(4n−3).
Let S = {(y˜1, . . . , y˜n) ∈ Zn | 2ky˜1 + · · · + 2ky˜n = 0 mod 2q, y˜i ≥ 0} and Ai = {(y˜1, . . . , y˜n) ∈ S | y˜i ≥ 2q} for
each i = 1, . . . , n. Then by the inclusion-exclusion principle, the number of integer solutions y˜ ∈ Zn2q of the equation
2ky˜1 + · · ·+ 2ky˜n = 0 mod 2q is |Ac1 ∩ · · · ∩Acn| which can be exactly calculated as
|S|+
n∑
i=1
∑
I⊆[n]
(−1)|I|
∣∣∣∣∣∣
⋂
j∈I
Aj
∣∣∣∣∣∣ =
n−1∑
j=0

 j∑
l=0
(−1)l
(
n
l
) 2k∑
i=1
(
n− 1 + (n− j)24k − i23k
n− 1
)
=
n−1∑
j=0
(−1)j
(
n− 1
j
) 2k∑
i=1
(
n− 1 + (n− j)24k − i23k
n− 1
)
=
2k∑
i=1
n−1∑
j=0
(−1)j
(
n− 1
j
)(
n− 1 + (n− j)24k − i23k
n− 1
)
.
