Abstract. Let R: M ® M -* M ® M be a solution to the quantum YangBaxter equation, where M is a finite-dimensional vector space over a field k . We introduce a quotient Anä(R) of the bialgebra A(R) constructed by Fadeev, Reshetihkin and Takhtajan, whose characteristics seem to more faithfully reflect properties R possesses as a linear operator. We characterize all R such that Ared(R) is a pointed bialgebra, and we determine all solutions R to the quantum Yang-Baxter equation when Ared(R) is pointed and dim M = 2 (with a few technical exceptions when k has characteristic 2). Extensions of such solutions to the quantum plane are studied.
Introduction
In this paper we study the quantum Yang-Baxter equation from the point of view of the Faddeev, Reshetikhin and Takhtajan construction [2] to refine techniques for constructing solutions using bialgebra methods. Applying our methods in the two-dimensional case we generate with relative ease six extensive classes of solutions. In particular we find all solutions R: M ® M -* M ® M, where M is a two-dimensional vector space over a field k of characteristic not 2, which are represented by an invertible upper triangular matrix with respect to a basis of the form & = {m®m,n®m,m®n,n®n}.
Included among these is the familiar quantum Yang-Baxter operator Our paper has its origins in Yetter's work [15] and in [12] . Let M be a finitedimensional vector space over a field k and suppose that R: M®M -► M®M is a solution to the quantum Yang-Baxter equation. Let A(R) be the bialgebra associated with R constructed by Faddeev, Reshetikhin and Takhtajan mentioned above. Then M has a left ^(iî)-module structure (M, •) and a right 4(i?)-comodule structure (M, p) from which R can be computed [12] . The triple (M, •, p) is a left crossed y4(i?)cop-bimodule [15] , and R is accounted for by the prebraiding structure described in that paper. The triple (M, •, p) is also called a left quantum Yang-Baxter ^4(iî)-module in [12] . Generally we will replace A(R) with a more closely related bialgebra H. Our primary interest here is the case when H is pointed. Our method of finding solutions to the quantum Yang-Baxter equation is to determine crossed bimodule structures on M.
Crossed bimodules arise in another context. Let H be a finite-dimensional Hopf algebra over k. Majid shows that the left crossed //cop-bimodules can be identified with the left modules for the Drinfel'd double (as he formulates it) of H in [8] . See also [12] . This paper is organized as follows. In §2 we discuss the quantum Yang-Baxter equation R: M ® M -► M® M in connection with crossed bimodules and the bialgebra A(R). We also discuss the notion of congruence, or similarity, of solutions.
We introduce Af-reduced bialgebras in §3 and develop their properties which will be useful to us in solving the quantum Yang-Baxter equation. We describe an Af-reduced quotient ATed(R) of A(R) and show that it satisfies a universal property similar to that satisfied by A(R) [12, Theorem 2] . For us the bialgebra ATed(R) better suited than A(R) for calculation. We also find a necessary and sufficient condition for ATeà(R) to be a pointed bialgebra in terms of the operator R. Section 4 is devoted to a description of the quantum Yang-Baxter solutions R such that Aied(R) is generated as an algebra by its grouplike elements.
In § §5 and 6 we treat the case when R: M® M -» M®M is a solution to the quantum Yang-Baxter equation when dimAf = 2 and ^4red(i?) is pointed. We apply these results in §7 to determine those solutions R in the two-dimensional case with an upper triangular matrix representation as described above. In §8 we describe a family of solutions on the quantum plane which arises from the two-dimensional case.
Very few results from the theory of coalgebras and bialgebras are needed in this paper. Sweedler's book [13] is a good reference. The reader is referred to [12, 15] for a discussion of crossed bimodules.
PRELIMINARIES
Let Af be a finite-dimensional vector space over a field k and suppose that R = E"=i s' ® T' € End^Af) ® Endfc(Af). Define Rn , R13, R2* e Endfc(Af) ® Endk(M) ® Endk(M) by R12 = ¿Xi $ ® T¡ ® IM, Rli = £"=i S¡ ® IM ® T and R23 = ¿3¿=i 1m ® S¡ ®T¡. By the quantum Yang-Baxter equation we mean (1) Rl2oRl3oR2i=R2ioRi3oR12.
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If we set J?* = R23, R2 = R13 and R3 = Rn , then (1) becomes (2) R3oR2o Rl =RioR2oR3.
For finite-dimensional vector spaces M\, ... , Mr over k we make the usual identification End/t(Af1) ® ■■■ ® Endfc(Afr) = Endfc(Afi ® ■■■ ® Mr) given by T\ ® ■ ■ • ® Tr(m\ ® ■■■ ® mr) = T\(m\) ® ■■■ ® Tr(mr), where 7} e End,t (Af,-) and m, e Af, for 1 < i < r. Thus we may regard R e End^(Af ® Let if be a bialgebra over k and suppose that Af has a left H -module structure (Af, •) and a right f/-comodule structure (Af, p). Then (Af, •, p) is called a left crossed f/cop-bimodule [15] , or a left quantum Yang-Baxter Hmodule [6, 12] 
holds for all h e H and m e Af. Here we write p(m) = ¿Zfit(i)®fit(2) e M®H for m e M. Hcop is the bialgebra which is H as an algebra and has coproduct Acop = 7>/oA.
We let Hp& denote the category whose objects are those structures (Af, • ,p) such that (3) is satisfied and whose morphisms are simply maps of the underlying module and comodule structures. Majid shows in [8] that the category /fcopJî s naturally identified with the category of left modules for the Drinfel'd double of H when H is a finite-dimensional Hopf algebra (using a slightly different formulation of the double). For a variety of reasons the compatibility condition (3) is important.
To show that (3) holds for all h G H and m e M is a matter of checking that the equation holds on generators; for the set of all h e H such that (3) holds for all m e M is a subalgebra of H. For future reference we record: Lemma 1. Suppose that H is a bialgebra over a field k and M has a left H-module structure (M, •) and a right H-comodule structure (M, p). Then (M, ', p) is an object of hP& if and only if (3) holds for a set of algebra generators for H and a set of spanning vectors for M.
Suppose that (M, •, p) is an object of h^^S . Then R(Mr>py. M ® M -> M® M defined by R(M,-,P)(m ®n) = £3"(2) • m ® «(i> for m, n G Af is a solution to the quantum Yang-Baxter equation by part (b) of [12, Proposition 2] . We note that R(M,-,p) is accounted for by the prebraiding structure defined in [15] . Every solution R to the quantum Yang-Baxter equation arises in this manner in the finite-dimensional case, where we may take H -A(R) to be the bialgebra constructed by Faddeev, Reshetikhin and Takhtajan [2] . The bialgebras in this paper are for the most part pointed which means that their simple subcoalgebras are one-dimensional. A one-dimensional subcoalgebra of a coalgebra C over k is spanned by a grouplike element, which is a nonzero g e C which satisfies A(g) = g ® g, and consequently e(g) = 1. We let G(C) denote the set of grouplike elements of C. By [13, Proposition 3.2.1] the set G(C) is linearly independent. An element c e C is said to be nearly primitive if A(c) = g®c + c®g' for some g, g' e G(C). Most of the bialgebras in this paper are generated as an algebra by their nearly primitive elements.
Let R: M ® M -► Af ® M and R': M' ® M' -> Af' ® M' be solutions to the quantum Yang-Baxter equation, where Af and Af' are vector spaces over k, and suppose that U : M -* Af ' is linear isomorphism. Then R" = (U ® U) o R o (U ® U)~l is a solution as well. We say that R and R' are congruent, and write R « R', if R' = R" for some U as above. Observe that if R and R' are congruent then they are similar linear transformations. When Af is finite-dimensional, the notion of congruence mirrors isomorphism of objects of hP^ by [6, (3.6 .1) and (3.6.2)]. 3 . ATed(R) AND A/-REDUCED BIALGEBRAS Let Af be a finite-dimensional vector space over k and suppose that R: M® M -► M® M is a solution to the quantum Yang-Baxter equation. In this section we associate to R a bialgebra ATed(R) which is a quotient of A(R) and is in principle better suited for calculation. We will find a necessary and sufficient condition for Ared(R) to be pointed in terms of the linear operator R. Now suppose that H is a bialgebra over k, (M, •, p) is an object of hP%% , and that R = R(Mt.tP). There are two very simple necessary and sufficient conditions for H to be isomorphism to ATed(R). The most important one of these is that H be Af-reduced.
Let Af be any left ff-module. We say that H is M-reduced if (0) is the only coideal I of H such that I • M = (0). Proof We first show part (a).
Since / and g are coalgebra maps, Im(/ -g) is a coideal of H. Since the condition n o f = % o g implies that Im(/ -g) annihilates Af, part (a) now follows. To show part (b), we first note that if h e H satisfies hg = 0 or gh = 0 then n(h) = 0 since n(g) is invertible. Now the kernel of left or right multiplication in H by g is a coideal of H since these maps are coalgebra maps. Therefore part (b) follows.
Part (c) follows since a nearly primitive spans a coideal of H. Part (d) follows from part (c) since the difference of two grouplike elements of a coalgebra is a nearly primitive. This concludes the proof of the proposition.
If H is a bialgebra over k and Af is any left H -module, then H has a quotient which is Af-reduced. More precisely Lemma 2. Suppose that H is a bialgebra over a field k and that M is a left H-module. Let I be the sum of all the coideals of H which annihilate M. Then I is a bi-ideal of H, and the quotient H/I is an M-reduced bialgebra. Proof. The sum of coideals in a coalgebra is a coideal, and the ideal generated by a coideal in a bialgebra is again a coideal. Therefore / is a bi-ideal. It remains to show that H/I is Af-reduced.
Let n: H -> H/I be the projection and suppose that J is a coideal of H/I which annihilates Af. Since n is a coalgebra map it follows that n~l(J) is a coideal of H. But n~l(J) • M = (0), so jc-1(/)ÇJ. Thus / = (0), and the lemma is proved. Primarily under the assumption that H is Af-reduced, finding solutions to the quantum Yang-Baxter equation in the finite-dimensional case and determining structures satisfying (3) are the same. Proposition 2. Suppose that H is a bialgebra over a field k and that M is a finite-dimensional vector space over k with a left H-module structure (M, •) and a right H-comodule structure (M, p). Assume that H is M-reduced, H is By definition Ared(R) is Af-reduced. As a consequence of part (b) of Theorem 2, AKd(R) is generated as an algebra by its smallest subcoalgebra C such that p(M) ç M ®C. These properties characterize ATed(R) as a bialgebra. As a corollary to the proof of the theorem: and (Af, •', p') be the structures on Af and Af' respectively described in Theorem 2. Now U induces a left y4red(i?)-module structure (Af, •") and a right v4red(i?)-comodule structure (Af, p") on Af' in such a manner that U is a module and comodule isomorphism. It is easy to see that (Af, •", p") is an object of a^{R)V^ and that R(M',->,p>) -R(M\-",p")-At this point we conclude that ATed(R) ~ Aied(R') by part (b) of Corollary 1. Now we turn our attention to finding a necessary and sufficient condition for ATed(R) to be a pointed bialgebra in terms of the linear operator R. ) whenever j < I < i. But the span of these /z,/s is a coideal of H. Since H is Af-reduced, it follows that «,-_,■ = 0 whenever j < I < i. Therefore F is a subcomodule of Af, and the proof is complete.
If V is an «-dimensional vector space, we recall that a flag for F is a sequence of subspaces (0) = V0 ç V\ ç V2 ç • • • ç Vn -V such that dim V¡ = i for 0 < z < n . There is a simple characterization of when ATed(R) is pointed in terms of flags. Af,/Af,_i must be one-dimensional by [7, p. 354 ]. Therefore dimAf, = i for all 0 < i < r, which means that the composition series is a flag. By Lemma 3 we have that R(M ® Af,) ç Af ® Af, for all 0 < z < r. We have noted that C generates AKd(R) as an algebra. Thus by [3, (2.3.13) and (2.3.9)] to show that AKd(R) is pointed it suffices to show that C is pointed. For each 1 < i < r let 7, be the annihilator of the one-dimensional C* -module Af,/Af,_i. Then 7, is a maximal ideal of C* of codimension one. Set J = I\-Ir.
Then / • Af, ç Af,_i for all 1 < i < r ; thus Jr • Af = (0). Therefore /r = (0) since Af is a faithful C*-module. This means that I\, ... , Ir runs over the maximal ideals of C*. Therefore the simple subcoalgebras of C are one-dimensional by [13, Proposition 1.4.3] . Consequently C is pointed, and thus part (b) implies part (a).
When ATed(R) is generated by grouplike elements
Let Af be a finite-dimensional vector space over k and suppose that R: M® M -> M®M is a solution to the quantum Yang-Baxter equation. In this section we find necessary and sufficient conditions on R for ATed(R) to be generated by grouplike elements. When R is invertible and this is the case, we show how to construct R from a certain family of linear automorphisms of Af.
Suppose that C is a coalgebra over k and (Af, p) is a right C-comodule. For g g G(C) we set Mte) = {m G Af\p(m) = m ® g}. Clearly Mte) is a subcomodule of Af. Since G(C) is a linearly independent set, the sum M(G(C)) _ Y,g€G{C) Mte) is direct. Notice that Af(G(C" is the sum of all onedimensional subcomodules of Af. Now suppose that H is a bialgebra over k and that Af has the structure of an object (Af, •, p) of hP^ ■ Set R -R(M,',p) ■ It is useful to note that (4) R(x ®m) -g • x ® m for x G Af and m G Af(?). Consequently, if me Mte) then R(M®m) ç M®m . When H is Af-reduced, this last inclusion implies that m G Mte) for some g G G(H) by Lemma 3.
If a coalgebra over a field is spanned by its grouplike elements, then each of its nonzero comodules is spanned by one-dimensional subcomodules by [ When R is invertible and AKd(R) is generated by grouplike elements, we show in Theorem 4 how to construct R very simply from certain families of linear automorphisms of Af. To do this, we need to examine the action of grouplike elements on the subspaces Af te). Proof. We first show part (a). Choose a nonzero m e Mte). Then R(x ®m) -n(g)(x) ® m for x e M by (4). Since R is one-one, n(g) therefore must be as well. Since Af is finite-dimensional, n(g) must be onto since it is one-one. To show part (b), let m e M^ be nonzero. Then g-m ^ 0 since n(g) is invertible.
Choose The argument to show that part (b) implies part (a) is the prototype of arguments omitted in subsequent sections. Thus we will treat the details with some care.
Let C be a coalgebra over k with basis of grouplike elements {gi,... , gn} ■ Extend the coalgebra structure of C to a bialgebra structure on the tensor algebra T(C) of the vector space C. Extend the linear map C -► Endfc(Af) defined by g¡ h-> 7} to an algebra homomorphism %: T(C) -► End^(Af).
Suppose that the hypothesis of part (b) holds and let 7 be the ideal of T(C) generated by the differences g¡gj -gig¡ where 1 < z", j < n and / satisfies Tj o Tj -T¡ o T¡. Since these differences span a coideal, it follows that 7 is a bi-ideal. Suppose that m G Af is nonzero and (M, -, p) is an object of hP^ such that R = R(M,-,p) satisfies R(M ® m) ç M® m. Let C be the smallest subcoalgebra of 77 such that p(M) ç Af ® C. Then we may assume that 77 is generated by C as an algebra. By part (a) of Corollary 1 we may assume that 77 is Af-reduced. Thus 77 ~ ATed(R) by part (b) of the same.
By Theorem 3 we have that p(m) = m®A for some A e H. Let N = k-m and give M/N the quotient C-comodule structure (M/N, p). Let n: M -> M/N be the projection and extend {m} to a basis {m, n} for Af. Since M/N is one-dimensional, M/N = sp(n(n)) and ~p(n(n)) = n(n)®D for some D e 77. Since n is a comodule map, it follows that p(n)-n®D e ker(n®Ic) = N ®C. Therefore B -{m, n) is a basis for Af such that (5) p(m) = m®A and p(n) = m ® X + n ®D for some X e C. Applying the comodule axioms to m and n we see that (6) A, D are grouplike elements,
A(X) = A ® X + X ® D and e(X) = 0.
The following is useful to note. Proof. We really need only show that part (b) implies part (c). Suppose that C is cocommutative. Then A ® X + X ® D -X ® A + D ® X. Therefore A , D and X do not form a linearly independent set. Since G(C) is linearly independent, it follows that X = a A + ßD for some a, ß e k. Using the axiom (e ® Ic) ° A = 7C we deduce that a + ß = 0. This concludes our proof. Now suppose that (5)- (7) hold. Since Af^> ^ (0), it follows that
by part (a) of Lemma 4. Since R(M ®m)CM®m and R(x ® n) = X • x ® m + D-x®n for x G Af, we conclude that (9) n(D) is invertible since R is invertible.
For the remainder of this section we assume that 7f is generated as an algebra (or equivalently is spanned by) its grouplike elements. Thus C is spanned by grouplike elements. There are two cases to consider; A -D and A^D.
Suppose that A = D. Now X is a linear combination of grouplike elements. Since G(C) is a linearly independent set and A(X) = X®A + A®X ,it follows that X = 0. All that is required is the existence of a bialgebra 77' over k generated as an algebra by A, D and X which has a left 77'-module structure (Af, •) and right 77'-comodule structure (Af, p) on Af satisfying the given conditions. 77' need not be Af-reduced. More relations may be needed to define the algebra structure in that case. Now we return to our original assumption that (Af, •) is a left 77-module and (Af, p) is a right 77-comodule with no a priori connection. We are assuming that 77 is spanned by grouplike elements A and D. We want to find necessary and sufficient conditions for (Af, •, p) to be an object of hP-^ , given that (5)- (10) hold. These conditions are (11) aAX + bAD = bA2 + cXA, (12) AD = DA and (13) dDX + eD2 = eAD + fXD. Since X = a(A-D) and AD = DA , (11) and (13) 
Solutions in the two-dimensional case when AKd(R) is pointed, II
We continue the analysis of the two-dimensional case begun in the last section. Here we are going to determine the solutions to the quantum Yang-Baxter equation R which satisfy the condition R(M®m) ç M®m for some nonzero m unique up to scalar multiple. This is the case when AKd(R) is pointed, but not spanned by grouplike elements.
The assumptions of §5 up to (9) are in force, and we are commencing from that point. H is a bialgebra over k generated by C = sp(A, D, X) as an algebra, (Af, •) is a left H -module structure on Af and (Af, p) is a right 77-comodule structure on Af. We have a basis B = {m, n} for Af such that (5)-(9) hold. We also are assuming that 77 is Af-reduced and is not spanned by grouplike elements.
Since G(C) is linearly independent, it follows that A and D are the only grouplike elements of C. Now Af (A) ^ Af since C is not spanned by grouplike elements. Therefore Af^ = k • m . Thus m is an eigenvector for both n(A) and n(D) for the reasons cited in the preceding section. Therefore (10) holds. Since 77 is Af-reduced and 77 is not generated by grouplike elements, (15) «(X)«(j sr)#0
by part (c) of Proposition 1. Again we return to our original assumption that (Af, ■) is a left 77-module and that (Af, p) is a right 77-comodule with no a priori connection. We want to find necessary and sufficient conditions for (Af, •, p) to be an object of Hp£$ , given that (5)- (10) and (15) which has the block decomposition ( "^ *$, ). For the remainder of this section we assume that (5)- (10) and (15) and we assume that the characteristic of k ^ 2.
Observe that any bialgebra realizing Case 3 cannot be spanned grouplike elements. For if this were so, we could write X as a linear combination of grouplike elements. Since G(C) is linearly independent, the equation A(X) = A ® X + X ® A would force X = 0. Now suppose that A ^ D. Since 7f is Af-reduced, it follows that n(A) n (D) by part (d) of Proposition 1. We consider the case a ^ c, and when a -c, the cases b ^ 0 and ¿z = 0.
First suppose that a # c. Then 7r(,4) is diagonal. We can choose n to be an eigenvector of n(A). Thus we may assume that b = 0. We point out that this is the only time in our analysis when we place a restriction on n. Since b = 0 it follows that p = 0 by (20) and e = 0 by (17). Since e = 0 we have that j = 0 by (20) again. Now (16) reduces to a AX = cZ^. Applying 7T to both sides of this equation yields ra2 -re2. Likewise (18) reduces to dDX = fXD, and subsequently rd2 = rf2. Since n(X) -a(n(A) -n(D)) has no solution for a e k, it follows that any bialgebra which satisfies Case 5 is not cocommutative, and hence is not generated by grouplike elements, by Lemma 5. Also note that n(AD) / n(A2) Therefore such a bialgebra is not commutative.
Suppose By Lemma 5 any bialgebra satisfying Case 6 is not cocommutative, and hence is not generated by grouplike elements. Since n(XD) ^ n(DX) it follows that any such bialgebra is not commutative. -,p) ) where (Af, •, p) is an object of h^38 for some bialgebra H over k. We will assume that R(M ®m) = Af ®m and that i7 is generated as an algebra by A, D and X where (5)- (10) and (15) Suppose that R arises from Cases 1 or 2. Then ^4red(i?) is spanned by grouplike elements. This is not the case if R' arises from Cases 3-6. Therefore R' arises from Cases 1 or 2. In this situation we showed that R and R! arise from the same case in §5.
Suppose that R arises from one of Cases 3-6. If R arises from Case 3, then ATed(R) is cocommutative, which is not true if R arises from a subsequent case. By part (a) of Lemma 6, n(A) and n(A') are similar matrices. With these facts in mind, a quick inspection shows that R' cannot arise from a case subsequent to the one in which R is found. Hence the proposition follows.
Using Lemma 6 it is not hard to determine congruence classes of solutions arising from the same case. The reader is referred to [6, §10] for details. In particular the extension of the solution described above to the quantum plane is computed there.
