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Introduction
The accuracy of a constitutive model is tied directly to the ability of that model to be well characterised with experimental data. When characterising a model for mechanical response, consideration must be given to the method for handling several data sets. This is especially important for biological materials in which the constitutive equations can be relatively complex and the amount of observed variability between samples can be substantial. Several transversely isotropic, hyperelastic, threedimensional formulations have been developed recently for modelling biological soft tissues such as tendon and skeletal muscle (Weiss et al. 1996; Johansson et al. 2000; Criscione et al. 2001; Jenkyn et al. 2002; Van Loocke et al. 2006; Odegard et al. 2008) . Although many functional forms of constitutive equations are generally used for these materials, a polynomial strain energy density function could be used with varying polynomial orders to represent the toe regions typical at low strains. Increases in polynomial order does not always result in a more accurate representation of the data being modelled, as oscillations not observed in the experimental data can appear in curves of models with unnecessarily high order.
Characterisation of constitutive models is often achieved using stress -strain curves from multiple uniaxial load-deformation tests for all manner of biological soft tissues including, but not limited to tendon (Yin and Elliott 2004; Ciarletta et al. 2008 ), ligament (Weiss et al. 2002 Cheng and Gan 2008), meniscus (Sweigart et al. 2004; Villegas et al. 2007 ) and muscle tissue (Van Loocke et al. 2006 . Constitutive model parameters can be determined through optimisation-based curve-fitting techniques, either simultaneously fitting all available stress -strain data from multiple samples or fitting data curves from individual samples and averaging resultant model parameters. It remains unclear, however, which method, if any, is preferable for this class of materials.
The goal of this study was to examine the differences in methods that can be used to determine the coefficients of a material model and provide a framework for a practical method to determine if a proposed model adequately characterises the data it is to represent. This was explored through the analysis of a model of a transversely isotropic and hyperelastic material using the two techniques described above. The characterised data were previously reported stress -strain data from skeletal muscle tissue under longitudinal extension (LE), transverse extension (TE) and longitudinal shear (LS; Morrow et al. 2008) . Characterisation methods have been evaluated using the root mean square error (RMSE) between the resultant model and each dataset. The determined constitutive functions have been assessed through an analysis of the residuals and variances between the models and experimental data.
Materials and methods

Experimental data
Twelve fresh-frozen extensor digitorum longus muscles from skeletally mature New Zealand white rabbits underwent uniaxial material tests, with the institutional approval, experiencing deformations under either LE (n ¼ 4), TE (n ¼ 4) or LS (n ¼ 4). Full details on the experimental set-up are available in Morrow et al. (2009) . In brief, the tissue was strained under position control at 0.05% s 21 , to minimise viscoelastic effects, and sampled at 20 Hz. The second Piola -Kirchoff stress was calculated as the measured force divided by the initial cross-sectional area. Lagrange strain was calculated from the applied displacement and initial specimen length (for LE and TE) or thickness (for LS). Results of these tests are shown in the stress -strain plots of Figure 1 .
Constitutive model
The skeletal muscle tissue was modelled as an incompressible (Blix 1894) , transversely isotropic, hyperelastic material. Because of the incompressible transverseisotropy, only the terms associated with the Green deformation tensor invariants I 1 , I 2 and I 4 were included (Malvern 1969) . A polynomial expansion of these invariants was used for the strain energy function (Holzapfel 2000) .
In order to fit this model to the experimentally derived stress -strain data, the second Piola -Kirchoff stress function was calculated as
where C is the Green deformation tensor. Substitution of Equation (2) into Equation (1) 
where I is the identity matrix and M is the structural tensor which defines material symmetry, itself defined as
For this case, the axis of transverse isotropic symmetry was defined as m 0 ¼ [1 0 0]. The stress function can then be solved for each of the three applied deformations (i.e. LE, TE and LS) through appropriate selection of the Green deformation matrix C.
Curve fitting
Unconstrained nonlinear optimisation was performed to obtain the model parameter coefficients using the FMINUNC function of the MATLAB Optimization Toolbox (Mathworks Inc., Natick, MA, USA). In order to obtain the model parameters for this three-dimensional material, stress -strain data from each test direction needed to be considered simultaneously. Best-fit model parameters were found using two different methods of curve fitting: data was curve-fitted using all data as a single data set (ALL method); obtaining model parameters iteratively using one trial from each of the test directions (LE, TE and LS) and averaging the four sets of model coefficients (EACH method).
In order to evaluate the effect of level of the polynomial order, these methods were further assessed by fitting the model using the EACH and ALL methods for all permutations of the polynomial function. Best-fit parameters were determined for the 45 combinations of the constitutive model, varying between one and three I 1 terms, one and three I 2 terms and one and five I 4 terms. Where model formulations are specified, a three-digit name is used, where the digits denote the included number of I 1 , I 2 and I 4 terms, respectively (i.e. models are referred to as a-b-c, where a is the number of I 1 terms, b is the number of I 2 terms and c is the number of I 4 terms).
Data analysis
Curve-fits were assessed using the RMSE to compare the derived models against each of their experimental stress -strain curves using
where n is the number of points in each data set, s m,i and s e,i are the model-predicted and experimentally measured stresses for the ith strain, respectively and q is the number of terms in the model. The RMSE was determined for each modelling method and polynomial formulation combination. A two-tailed, pairwise Student's t-test was used to determine if there is any difference in the RMSE between the ALL and EACH methods for each material test direction.
The goodness-of-fit of the optimised models was further evaluated using the standardised variance (s var ). The models for the computed EACH and ALL models for each polynomial formulation were individually compared against experimental stress -strain data using
For a good curve-fit, the variance between a model and experimental for each direction should have an overall mean value of zero. Since LE, TE and LS data are modelled simultaneously, the multivariate Hotelling's T 2 -test was used to evaluate the null hypothesis
For all statistical tests, significance was set at p , 0.05.
Results
Model parameters for each of the 45 model combinations are given in Appendix 1; the mean and standard deviations for each curve-fitting method in each test direction are reported in Table 1 . The mean RMSEs for models characterised using the ALL method were found to be significantly lower than those characterised using the Hotelling's T 2 -test revealed that the standardised variance was not significantly different from zero for any polynomial formulations derived by the ALL method, and for most of those resulting from use of the EACH method. The only combinations whose variance was significantly different from 0 were 1 -1-1, 1-1 -2, 1 -1 -4, 1-1 -5 and 2-2-1.
Discussion
While results indicate that the ALL method provides a better fit, the effect of polynomial terms is unknown. Since the ultimate goal is to use this material model in a finite element formulation, having fewer terms, thereby reducing the computational cost of the model, would be beneficial. Figure 2 shows plots of the RMSE for the LE, TE and LS against the total number of terms in the various ALL models. These plots reveal the presence of two or three striations, or mean levels, of RMSE for the available combination of terms. Observing the patterns of the LE and TS RMSE (Figure 2(a) and (c) ) indicate that the lower RMSEs for those directions can be attained using four variables. Examination of the TE RMSE (Figure 2(b) ), however, reveals that five variables need to be used to minimise RMSE.
Even though the RMSE for curve fits are the largest for testing in the LE direction (Figure 3) , it should be noted that the higher magnitudes of the stresses in that direction result in a lower coefficient of variance than either TE or LS (Table 1) . This is encouraging since extension in the longitudinal direction is considered the most clinically relevant loading condition. Further, the magnitudes of the changes in RMSE indicate a substantially better fit when all data are considered in fitting a model; the mean RMSE for EACH method curve fits is greater than that of ALL method fits by 45 and 17% for LE and TE, respectively.
To find which combination of five terms gave the closest fit to the experimental data, the RMSE for each direction was plotted for each five-term model (Figure 3) . It is clear from the figure that the 1-2-2 and 2-1-2 models have the smallest overall RMSEs when considering all the three directions of testing. The characteristic variables found for these models are shown in Table 2 . Further, with p-values from the Hotelling's T 2 -test of 0.771 and 0.562, respectively, the standardised residuals of these curve-fits are both indistinguishable from zero. In order to further determine whether one model is superior, plots of the model against the experimental data are examined (Figure 4) . While the 1-2-2 and 2-1-2 models both appear to fit the general trend of the experimental data well, it is clear by visual inspection that the 1-2-2 LS model (Figure 4(a) ) is not a good fit. At the same time, the fit of LE, TE and LS data for the 2 -1-2 model all follow the general tenor of their respective experimental data, making it a good fit from RMSE, variance and visual inspection standpoints.
While the RMSE values for ALL method curve fits are significantly lower for EACH models, this does not automatically translate into differences that are biologically and/or clinically significant. As a measure of relative goodness-of-fit, RMSE can be used to discriminate between given models. This discrimination does not, however, give an indication of how the differences in these fits translate into the material properties described by a given model. Also, given the nature of the complex polynomial selected for this constitutive model, a direct comparison of the individual coefficients cannot be used to discern downstream differences in the tissue description.
In order to establish a sense of the magnitude of the biological relevance of the differences in the models found using the EACH and ALL methods, we have chosen to examine the linear elastic portions of the stress -strain curves that the models describe. This was done on the model that was ultimately deemed to best represent the example data, the 2-1-2 model (i.e. two I 1 terms, one I 2 term and two I 4 terms). The linear moduli for the EACH and ALL 2-1-2 models were found for all the three material directions, using the method described by Haut Donahue et al. (2001) . These moduli, along with the RMSE values for these two models have now been included in the manuscript as Table 3 .
While these results show that there is roughly a 10% change in the moduli across all directions between the ALL and EACH methods, this would not be enough to put the change into context. As such, we have gone to the literature to look for what would constitute significant changes in linear modulus of passive skeletal muscle. Examination of the data in Table 3 shows that there are differences in the linear moduli of 60, 1 and 0.1 kPa for the LE, TE and LS directions, respectively. While there has been little in the way of examining passive skeletal muscle tissues (in comparison to the prolific volume of work done on active muscle properties), there has been even less 
Computer Methods in Biomechanics and Biomedical Engineering 5
to show differences in transverse material properties in particular. However, in the data on passive longitudinal properties, Bensamoun et al. (2007) showed that a difference of 3.41 kPa in stiffness could be attributed to improvement in muscle function in patients undergoing treatment to hyperthyroidism, and Van Ee et al. (2000) found that stiffness would increase by over 40 kPa as a skeletal muscle progressed from immediate post-mortem 
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to post-mortem hour 10. Given these supporting data, we feel that the differences that are found between modelling methods are biologically and clinically significant.
Additionally, it may be noted that, while assessments concerning inter-specimen variability could be addressed through testing a single specimen under each test condition, the destructive nature of these experiments (e.g. straining samples beyond 15%) precluded the use of specimens for more than one trial.
The fitting of multi-dimensional data to a multivariate model is complex, and often requires a multifaceted approach to find the solution that best realises the goal of the modeller. The RMSE is very useful as one gauge of the goodness-of-fit between a model and the data it represents. By the nature of its mean normalisation, the coefficient of variance can help to further elucidate relative differences in samples. While the Hotelling's T 2 -test did not eliminate many of the models under consideration from contention, it is still necessary to make sure that the overall variance between data and representative model is zero overall. In general terms, this indicates that the model effectively splits the data, with data equally spread above and below the model. Lastly, as was obvious in the final criteria for making a distinction between the 1-2-2 and 2-1-2 models, a computational model should never be accepted entirely based on overall statistical measures; qualitative inputs, such as visual inspection, can provide invaluable assistance in the selection between the otherwise indistinguishable models.
With a lower RMSE between experimental data and characterised models than that of the EACH method for every evaluated case, the use of the ALL method fits data better for every combination of terms in this polynomial formulation. In turn, this formulation, having up to three I 1 terms, three I 2 terms and five I 4 terms, is highly flexible, making it capable of replicating other isotropic or transversely isotropic constitutive functions used in the mechanical analysis of biological tissues. While a particular case may exist for which the EACH method would be suitable, the RMSE findings and general flexibility of the model suggest that the ALL method will be the best at characterising 3D stress -strain data.
Conclusions
When fitting a material model to experimental data from multiple trials, a better fit is obtained by fitting all data simultaneously. While RMSE can be used to find which combination of terms in a polynomial constitutive formulation most closely characterises experimental data, visual inspection should still be performed to ensure that the resulting model has an appropriate general shape and inflection points. 
