Abstract-We propose clipping methods that are capable of using complex geometries for volume clipping. The clipping tests exploit per-fragment operations on the graphics hardware to achieve high frame rates. In combination with texture-based volume rendering, these techniques enable the user to interactively select and explore regions of the data set. We present depth-based clipping techniques that analyze the depth structure of the boundary representation of the clip geometry to decide which parts of the volume have to be clipped. In another approach, a voxelized clip object is used to identify the clipped regions. Furthermore, the combination of volume clipping and volume shading is considered. An optical model is introduced to merge aspects of surface-based and volumebased illumination in order to achieve a consistent shading of the clipping surface. It is demonstrated how this model can be efficiently incorporated in the aforementioned clipping techniques.
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INTRODUCTION
V OLUME clipping plays a decisive role in understanding 3D volumetric data sets because it allows us to cut away selected parts of the volume based on the position of voxels in the data set. Very often, clipping is the only way to uncover important, otherwise hidden details of a data set. We think that this geometric approach can be regarded as complementary to the specification of transfer functions, which are based on the data values and their derivatives only. Therefore, we suggest using a combination of datadriven transfer functions and geometry-guided clipping to achieve very effective volume visualizations.
The design of useful transfer functions has recently attracted some attention [1] . One important issue is how to generate a transfer function automatically [2] . Current work is focused on other aspects and mainly deals with the question how multidimensional transfer functions [3] are better suited to extract information than a classification that is only based on the scalar values of the data set.
In most applications of interactive volume clipping, however, only a straightforward approach is adoptedwith one or multiple clip planes serving as clip geometry. Typical applications are medical imaging of radiological data or volume slicing of huge seismic 3D data sets in the oil and gas industry [4] , [5] . Although some clip geometries can be approximated by multiple clip planes, many useful and important geometries are not supported. Cutting a cubeshaped opening into a volume ( Fig. 1) is a prominent example. Therefore, it is quite surprising that volume clipping has been rather neglected as a research topic in scientific visualization and that clipping approaches beyond standard clip planes have rarely been considered.
In this paper, we extend previous work [6] on texturebased volume clipping. Several techniques to efficiently implement complex clip geometries for volume visualization are presented and discussed. All methods are tailored to texture-based volume rendering on graphics hardware.
All hardware-based volume visualization approaches reduce the full 3D problem to a collection of 2D slices. Since these slices are displayed by the graphics hardware, we can make use of its features, such as advanced fragment operations. Our clipping approaches support both 3D textures with slices perpendicular to the viewing direction [7] , [8] and stacks of 2D textures. For each fragment of a slice, fragment operations and tests on the graphics hardware decide whether the fragment should be rendered or not. Therefore, operations on the slower CPU are avoided. The proposed clipping techniques allow the user to change the position, orientation, and size of clip objects in real time. This is an important advantage because interactivity provides the user with immediate visual feedback.
In addition to the core clipping techniques for volume visualization, issues related to volume shading are specifically considered in this paper. Volume shading, in general, extends mere volume rendering by adding illumination terms to the volume rendering integral. Lighting introduces further information on the spatial structure and orientation of features in the volume data set and can thus facilitate a better understanding of the original data. The combination of volume shading and volume clipping, however, introduces issues of how illumination needs to be computed in the vicinity of the clipping object. On the one hand, the orientation of the clipping surface should be represented. On the other hand, properties of the scalar field should still influence the appearance of the clipping surface. In this paper, we propose an optical model which takes into account consistent shading of the clipping surface.
Two basic approaches to volume clipping are discussed. In the first approach, a clip object is represented by a tessellated boundary surface. The basic idea is to store the depth structure of the clip geometry in 2D textures whose texels have a one-to-one correspondence to pixels on the viewing plane. The depth structure of the clip object can be used by fragment operations to clip away unwanted parts of the volume. This depth-based approach is particularly wellsuited for producing high-quality images because clipping is performed with per-pixel accuracy. In the second approach, a clip object is voxelized and represented by an additional volume data set. Clip regions are specified by marking corresponding voxels in this volume. Both approaches can be used with or without volumetric shading.
We think that complex clip geometries could improve visualization in many fields of application. For example, current implementations of 3D LIC (line integral convolution) [9] already benefit from the use of volume clipping. Without clipping, the dense representation of a flow by streamlines would hide important features further inside the volume. Complex clip geometries can be adapted to curved boundaries of the problem domain in flow simulations. For example, the clip object could be aligned to the surface of a car body in automotive applications of CFD (computational fluid dynamics) to explore interesting features of a flow close to such boundaries.
Medical imaging is another field that would benefit from sophisticated clipping approaches. For example, segmentation information, which is often available, could serve as a basis for defining curved clip geometries. In this way, features of the data set could specifically be uncovered. In a sense, volume clipping is able to map outside semantic information into the volume data set.
Finally, volume clipping in combination with volume shading is particularly well-suited for volume illustrations. Illustrations usually contain elements with rather high opacity to facilitate the recognition of spatial structure and orientation. On the other hand, small transparency requires clipping to allow the viewer to watch interior, otherwise occluded parts. Therefore, we think that clipping is very important for shaded volume illustrations.
The paper is organized as follows: In the next section, previous work is briefly described. In Section 3, different clipping techniques based on the evaluation of depth information are presented. Section 4 contains a description of clipping by means of a voxelized clip object. It is followed by a treatment of clipping in the context of volume shading. In Section 6, results are presented and the advantages and disadvantages of the different clipping techniques are discussed. The paper ends with a short conclusion and an outlook on future work.
PREVIOUS WORK
Clip planes are frequently used in texture-based volume rendering. For example, van Gelder and Kim [10] use clip planes to specify the boundaries of the data set in 3D texture-based volume rendering.
Westermann and Ertl [11] propose volume clipping based on stencil tests. In this approach, the geometry of the clip object has to be rendered for each slice to set the stencil buffer correctly. A clip plane that is coplanar with the current slice discards the clip geometry in front of this slice. In this way, stencil buffer entries are set at the positions where the clip plane is covered by an inside part of the clip geometry. Finally, the slice that is textured by the actual data set is rendered into the frame buffer, using the stencil test to correctly clip away fragments.
Our clipping techniques based on a volumetric description of clipping objects are related to so-called volume tagging or attributed volumes. Volume tagging is particularly useful in medical applications which provide segmentation data. For example, Hastreiter et al. [12] modify texture-based volume rendering with preclassification by applying different transfer functions to different regions of the segmented data set. In their approach, volume tags are spatially fixed and cannot be modified interactively. Tiede et al. [13] use a similar approach for the visualization of attributed volumes by ray casting. In a recent publication on texture-based volume visualization with OpenGL Volumizer [14] , a clipping mechanism based on a volumetric description of clipping objects is described. The implementation requires two-pass rendering and models the visibility by means of a stencil test on each slice.
In [15] , an approach similar to one of the depth-based methods of this paper is used for depth sorting semitransparent surfaces. This technique is related to depth-peeling by Everitt [16] , facilitating the ideas of virtual pixel maps [17] and dual depth buffers [18] . A related field of research deals with issues of spatial sorting in more generality without considering specific issues of volume rendering. For a survey of this well-established topic, we refer, for example, to Foley et al. [19] or Durand [20] . These references also cover object-space algorithms, which are not discussed in this paper.
DEPTH-BASED CLIPPING
In this section, we focus on algorithms for volume clipping that exploit the depth structure of the clip geometry. In all of our depth-based approaches, we assume that clip objects are defined by boundary surface representations. Graphics hardware expects surfaces to be tessellated-usually in the form of triangular meshes. Fig. 2 illustrates the depth structure of a typical clip object. In what follows, we will no longer consider a complete 3D scenario, but reduce the problem to a 1D geometry along a single light ray that originates from the eye point and reaches into the scene. From this point of view, just the corresponding single pixel on the image plane is taken into account. Therefore, the following descriptions can be mapped to operations on the fragments that correspond to the respective position of the pixel in the frame buffer.
Let us start with a generic algorithm for clip objects of arbitrary topology and geometry. First, the depth structure of the clip geometry is built for the current pixel. This structure stores the depth values for each intersection between eye ray and object. In this way, the 1D depth values are partitioned into intervals whose bounds are given by the boundaries of the objects. In addition, the intervals are classified either as inside or as outside of the clip object. The classification is determined by the clip geometry and could be based on the orientation of the tessellated surface or on the direction of normal vectors associated with the clip geometry. For a closed, non-selfpenetrating clip surface, the classification alters repeatedly from outside to inside and vice versa. The user can choose to clip away either the inside or outside of the clip object. In this way, the intervals are uniquely specified as visible or invisible. Second, the rendering of each fragment of a volume slice has to check to which class of interval the fragment belongs. Based on the visibility, the fragment is blended into the frame buffer or clipped away.
As mentioned before, intervals are either marked as visible or invisible. We introduce the term volume probing for a scenario where the volume is clipped away outside the clip geometry and the volume inside the clip object remains unchanged. Conversely, a volume cutting approach inverts the role of the visibility property. Here, only the volume outside the clip object remains visible.
The following issues have to be considered for an actual implementation of the above algorithm: What kind of data structure is appropriate to store the depth structure? How is the depth structure generated from the clip geometry? How is the visibility property of a fragment evaluated?
To be more specific, the question is how the above algorithm can be efficiently implemented on current graphics hardware. Since the depth structure is stored on a per-pixel basis, a pixel-oriented mechanism has to be considered, such as a buffer or texture on the graphics board. However, the need for high-precision depth values rules out color-based "storage media" on the GPU (graphics processing unit) such as the frame buffer or a texture with low accuracy (for example, a standard RGB texture).
Depth-Based Clipping against a Single Boundary
A straightforward approach exploits the depth buffer as a storage medium for interval boundaries. A major disadvantage of this approach is the fact that only one depth value per pixel can be stored. Therefore, just a single boundary can be implemented, which greatly reduces the fields of application. The implementation of this approach begins with rendering a simple clip geometry to the depth buffer, i.e., the depth structure is generated from the clip geometry by standard scan conversion by the graphics hardware. Then, writing to the depth buffer is disabled and depth testing is enabled. Finally, the slices of the volume data set are rendered and blended into the frame buffer. Here, the depth test implements the evaluation of the visibility property of a fragment. The user can choose to clip away the volume in front of or behind the geometry, depending on the logical operator for the depth test.
Two-Pass Rendering for Convex Volume Cutting
In this section, we show how volume cutting with a convex and closed clip object can be implemented by a two-pass rendering based on depth tests. A convex and closed object implies that the number of boundaries along the depth structure is not larger than two because, regardless of the viewing parameter, an eye ray cannot intersect the object more than twice. Concave clip geometries can benefit from this approach as well: Very often, a concave clip geometry can be approximated by two boundaries without introducing inappropriate artifacts, see the results and discussion in Section 6. The algorithm is illustrated in Fig. 3 . First, the depth values z back for the second boundary are determined by rendering the backfaces of the clip geometry into the depth buffer. The depth buffer contains the initial value for the far plane of the viewing frustum in regions where the clip object is not apparent. Then, volume rendering is applied with the depth test set to "greater" and without modifying the depth buffer. In this way, the volume behind the clip object is drawn (cf., the gray portion in Fig. 3) .
The second rendering pass is responsible for drawing the volume in front of the clip object and in regions not covered by the clip object (i.e., the hatched portion in Fig. 3) . First, the depth buffer is filled with the depth values z front for the first boundary by rendering the frontfaces of the clip geometry. Afterward, volume rendering is accomplished with the depth test set to "less" and without modifying the depth buffer.
Single-Pass Rendering for Convex Volume
Probing Based on Depth Clipping
Let us now consider a volume probing approach for a convex clip object. We demonstrate how a maximum number of two boundaries along the depth structure can be implemented as single-pass rendering by exploiting depth tests, depth clipping, and depth computations in the fragment operations unit. The basic algorithm for depth-based volume probing is as follows: First, the depth values z front for the first boundary are determined by rendering the frontfaces of the clip geometry into the depth buffer. Second, the contents of the depth buffer are stored in a texture and the fragment shader is configured to shift the depth values of all fragments in the following rendering passes by Àz front . Third, the depth buffer is cleared and the backside of the clip geometry is rendered into the depth buffer (with depth shift enabled) to build the second boundary. Finally, slices through the volume data set are rendered and blended into the frame buffer, without modifying the depth buffer. However, depth shift and depth testing have to be enabled.
Let us examine in more detail how the depth of a fragment determines its visibility. The visibility depends on both depth clipping and depth testing. The decision whether a fragment passes depth clipping and depth testing can be expressed by a Boolean function d f ðz f Þ, where z f is the depth of the fragment. Depth values are assumed to be described with respect to normalized window coordinates, i.e., valid depth values lie in ½0; 1. In general, the value of d f ðz f Þ can formally be written as a logical expression,
In this notation,^symbolizes a logical "and." The function d clip ðz f Þ describes depth clipping against the bounds 0 and 1 of the view frustum. The binary logical operator op is used for depth testing against z b , the current entry in the depth buffer. Fig. 4 illustrates how our clipping algorithm operates on the depth structure. A shift by Àz front is applied to all depth values. By rendering the backfaces of the clip object with the same shift, entries in the depth buffer are initialized to z back À z front , where z back is the unmodified depth of the backface's fragment. During the final rendering of the volume slices, the logical operator for the depth test is set to " ". Therefore, (1) can be written as
The term d probe ðz f Þ exactly represents the required logical operation for displaying the volume only in the interval ½z front ; z back . The last term, ðz f 1 þ z front Þ, implies just a clipping against a modified far clipping plane. A shift of depth values by Àz front can be efficiently accomplished on a per-fragment basis by modern graphics hardware. We refer to previous work [6] for a detailed description of the implementation on an NVidia GeForce 3/4. A high-resolution texture is used to store the respective depth values z front and a fragment program is employed to replace the z value of a fragment by z À z front . The details of the fragment program are presented in [6] . Furthermore, that paper describes how texture coordinates for this multitexturing are issued on a per-vertex basis within the transform and lighting part of the rendering pipeline by means of a vertex program.
Cutting Based on Depth Clipping
In this section, we adapt the previous clipping mechanism to invert the role of the visibility property. Volume cutting replaces the above volume probing approach, i.e., only the volume outside the clip object remains visible. Once again, we restrict ourselves to a maximum number of two boundaries along the depth structure. By inverting (2) for volume probing, one obtains for volume cutting, with _ representing the logical "or" operator. The cutting function d cutting ðz f Þ is almost identical to the negation of the probing function, : d probe ðz f Þ-except for the fact that z front and z back satisfy the Boolean functions for both volume probing and volume cutting. Unfortunately, logical operations for depth clipping and depth testing have to be of the form of (1), which is not compatible with (3). Our solution to this problem is based on the following considerations: Let us first have a look at a simplified scenario with the expression ðx ! À1Þ^ðx 1Þ for values x. This expression can be rewritten as ðfðxÞ ! À1Þ^ðfðxÞ 1Þ by introducing an identity function fðxÞ ¼ x.
The valid values x are determined by the intersection of fðxÞ with the horizontal lines at AE1. Now, consider a similar situation in which the function fðxÞ is replaced by another function gðxÞ ¼ 1=x. In this case, valid values of the logical expression ðgðxÞ ! À1Þ^ðgðxÞ 1Þ satisfy ðx À1Þ _ ðx ! 1Þ. Therefore, a mapping between the form of (3) and the required form of (1) can be achieved. As a matter of fact, there are other possible choices of mapping functions to achieve a similar inversion of z clipping. The advantage of a hyperbolic mapping is its availability in the fragment operations of modern graphics boards.
The adaption of this idea to the graphics hardware needs to take into account that window coordinates lie in ½0; 1 and not in ½À1; 1. Moreover, the vertical asymptote of the hyperbola must not meet the origin, z ¼ 0, but has to be located at the midpoint of the clip geometry. The midpoint is obtained by z mid ¼ ðz front þ z back Þ=2. In addition, the actual distance between the front and the back boundaries of the clip geometry is taken into account by the scaling factor z scale ¼ ðz back À z front Þ=2. Fig. 5 illustrates how the quantities of the clip object can be used for volume cutting via 1=z mapping. The correct function has to be gðzÞ ¼ 1 2
in order to produce the graph of Fig. 5 . The algorithm for depth-based volume cutting can now be formulated as follows: First, the depth values of the frontfaces of the clip geometry are rendered into the depth buffer. Then, these values z front are transferred to main memory. Analogously, the depth values of the backfaces, z back , are determined and copied to main memory. Based on z front and z back , the CPU computes z mid and z scale and stores them as first and second components of a high-resolution texture.
A fragment program is enabled to implement the mapping according to (4) by employing the above-mentioned texture to modify the depth value of each fragment. Finally, slices through the volume data set are rendered and blended into the frame buffer. In contrast to the volume probing described in the previous section, the depth buffer does not contain any information on the clip geometry and depth testing is not required. Volume cutting is only based on the data from the high-resolution texture and on view frustum clipping.
Once again, we refer to previous work [6] for details of the implementation on a GeForce 3/4, including both the fragment program and the vertex program that issues texture coordinates on a per-vertex basis.
Convex Volume Clipping Based on Shadow Test
The two previous clipping techniques are based on highresolution textures, transformation of depth values, and view frustum clipping. An alternative, similarly structured approach exploits shadow mapping and the shadow test to achieve comparable results. A similar approach is taken by Everitt [16] for spatial sorting in surface-based rendering.
Compared to the algorithm from the previous two sections, shadow-based clipping introduces the following modifications: First, the contents of the z buffer are transferred to a depth texture that can store values for a subsequent shadow test with high accuracy. Second, the fragment operations now perform a comparison between the depth of a fragment and the stored depth structure (from the depth texture) by means of the shadow test. In a typical application of shadow mapping, the positions of the virtual light and camera are different. In this paper, the virtual light for shadow testing is identical to the camera. The test result is stored in the component of the fragment. Finally, the fragment may be removed by the test, depending on the result of the precedent depth comparison.
An advantage of the shadow-mapping approach is the fact that only one texture stage (in the fragment operations unit) is needed for each depth texture, whereas the approach based on view frustum clipping needs three texture stages to implement the shift of z values on a GeForce 3/4. On the other hand, the techniques from Sections 3.3 and 3.4 have the advantage that the visibility property is checked by a clipping test against the z values of the viewing frustum. Since the fragment's color attribute is not needed to code the result of the clipping test, clipped fragments can be distinguished from fragments that are transparent because of their value assigned by the transfer function.
Multipass Rendering for Concave Clip Objects
So far, only convex clip objects can be correctly handled. In order to allow for concave objects, the management of the depth structure has to be extended to consider a larger number of possible intersections between the clipping geometry and an eye ray.
We propose the following multipass rendering technique for concave clipping. First, the depth structure of the clip object is analyzed and neighboring pairs of z values in this depth structure are combined. These pairs are organized in a way that ensures that each pair represents one visible segment of the viewing ray, i.e., the volume remains visible within the interval bounded by such a pair of z values. Note that, in the case of volume cutting, this organization generates single, unpaired depth entries at the front and back parts of the depth structure. The depth-peeling algorithm [16] can be used to determine the depth structure from a triangle mesh. Each pair of z values is stored in separate textures, i.e., n pairs of textures are required if n describes the maximum number of depth pairs in the depth structure. Note that this process is performed only once per frame.
Second, the actual multipass rendering of the volume is accomplished. For each pair of z values from the depth structure, the corresponding region of the volume is rendered. Since each depth pair represents a local volume probing against two boundaries, rendering is based on the techniques from Sections 3.3 or 3.5. To put it another way, the complete volume is reconstructed in a layer-by-layer fashion by processing the depth structure pair-by-pair. The depth structure is processed in the same direction as the direction of slice compositing. For example, a back-to-front compositing implies that the depth pairs are also processed back-to-front. The case of volume cutting-with single depth values at the front and back of the depth structurecan be handled by clipping only at a single boundary, as described in Section 3.1.
CLIPPING BASED ON VOLUMETRIC TEXTURES
In contrast to the depth-based clipping algorithms from the previous sections, volumetric clipping approaches model the visibility information by means of a second volume texture whose voxels provide the information for clipping voxels of the "real" volume. Here, the clip geometry is voxelized and stored as a binary volume. This clipping texture is either a 3D texture or a stack of 2D textures. It is initialized with one for all voxels inside the clip geometry and with zero for all voxels outside. Thus, arbitrary voxelized clip objects are possible.
Conceptually, the clipping texture and the volume data set are combined by multiplying their texture entries. In this way, all the voxels to be clipped are multiplied by zero. During actual rendering, a texture slice of the data set and a slice of the clip texture are simultaneously mapped onto the same slice polygon and combined using a per-component multiplication. Fragments lying outside the clip object have an value of zero and can be discarded by a subsequent test.
The clip object can be scaled and moved by adapting the texture coordinates of the clipping texture. Additionally, when using 3D textures, a rotation of the clip object is possible. To be more precise, any affine transformation of the 3D texture-based clip geometry can be represented by a corresponding transformation of texture coordinates. Switching between volume probing and volume cutting is easily achieved by applying a per-fragment invert mapping to the clipping texture. In this way, the original texture value is replaced by ð1 À valueÞ. Since all these operations only require the change of texture coordinates or a reconfiguration of per-fragment operations, all of the above transformations of the clip geometry can be performed very efficiently. Only a complete change of the shape of the clip geometry requires a revoxelization and a reload of the clipping texture.
The above technique is based on a binary representation and therefore requires a nearest neighbor sampling of the clipping texture. If a bilinear (for a stack of 2D textures) or a trilinear (for a 3D texture) interpolation was applied, intermediate values between zero and one would result from a texture fetch in the clipping texture. Therefore, a clearly defined surface of the clip geometry would be replaced by a gradual and rather diffuse transition between visible and clipped parts of the volume, which is inappropriate for most applications. However, a missing interpolation within the clipping texture introduces quite visible, jaggy artifacts similar to those in aliased line drawings.
To overcome this problem we use the following modification of the original approach: The voxelized clipping texture is no longer used as a binary data set, but interpreted as a distance volume: Each voxel stores the (signed) Euclidean distance to the closest point on the clip object. Since all common 3D texture formats are limited to values from the interval ½0; 1, the distance is mapped to this range. In this way, the isosurface for the isovalue 0:5 represents the surface of the clip object. During rendering, a trilinear interpolation in the 3D clipping texture is applied (a stack of 2D textures is not considered here because of the missing interpolation between slices). Based on the comparison of the value from the clipping texture with 0:5, either the RGB value from the data set (for a visible fragment) or zero (for an invisible fragment) is used as the final fragment color. In this way, a clearly defined surface without jaggy artifacts is introduced at the isovalue 0:5.
Due to the availability of multiple texturing units, usually no or only little performance penalty is introduced for the actual rasterization. However, performance might be affected by additional memory access for the clipping texture. An important advantage of this method is the fact that any kind of clip geometry can be specified-without any limitation with respect to topology or geometry. The main disadvantages of the approach are the additional texture memory requirements for the clipping volume, the need for a voxelization of the clip geometry, and possible artifacts due to the limited resolution of the clipping texture. Moreover, the clipping surface can only be represented as an isosurface in a piecewise trilinearly interpolated scalar field. Therefore, it is difficult to reproduce clip objects with sharp edges and creases.
CLIPPING FOR VOLUME SHADING
Volume shading extends mere volume rendering by adding illumination terms. It is based on gradients of the scalar field and works very well if clipping is not applied. The combination of volume shading and volume clipping, however, introduces issues of how illumination has to be computed in the vicinity of the clip object. Here, illumination should not only be based on the properties of the scalar field, but should rather represent the orientation of the clipping surface itself. On the other hand, the scalar field should still influence the appearance of the clipping surface, for example, with respect to color and transparency. Fig. 6b demonstrates how lighting the volume and the clipping surface improves the perception of the spatial structure of the clip object. For comparison, Fig. 6a shows the same data set without specific lighting on the clipping surface; it is difficult to recognize the spherical cutting surface because of the inappropriate lighting conditions.
In the remaining parts of this section, we discuss ways to combine illuminated clipping surfaces with shaded volumes in a meaningful way. Both depth-based and volumetric clipping techniques from the previous sections are extended to take into account a consistent shading of the clipping surface.
Optical Models for Volume Shading
To clarify the issues related to clipping in illuminated volumes, we begin with a brief review of the mathematical foundation of the optical models for volume rendering and volume shading. A detailed presentation of the underlying physical and mathematical models can be found in the review articles by Hege et al. [21] or Max [22] . In this paper, we follow the terminology used by Max.
By ignoring scattering, the generic equation of transfer for light can be reduced to the simpler emission-absorption model or density-emitter model [23] . The respective volume rendering equation can be formulated in the form of the differential equation
The amount of radiative energy is described by radiance IðsÞ and its derivative with respect to the length parameter s is taken along the direction of the light flow. The source term gðsÞ describes the emission of light from the participating medium (and later reflection as well). The extinction coefficient ðsÞ defines the rate that light is attenuated by the medium. The optical properties are determined by a transfer function that assigns a value for the extinction coefficient and the source term to each scalar value. Radiance and optical properties are written as scalars, which is appropriate for luminance-based gray-scale images. A wavelength-dependent behavior or multiple wavelength bands (for example, red, green, and blue) can be taken into account by computing theses quantities for each wavelength separately. The volume rendering equation in the differential form (5) we obtain the volume rendering integral
Scattering of light from outside a voxel of the participating medium has to be included to introduce greater realism into this optical model. In a simple volume shading model, the external illumination is assumed to unimpededly reach a voxel from an outside light source, neglecting any volume absorption on the way to the voxel. Volume scattering at a voxel can be computed similarly to local illumination models known from surface rendering, such as the Phong or the Blinn-Phong models. In volume shading, the gradient of the scalar field serves as the normal vector for these local illumination models because the gradient is identical to the normal vector on an isosurface through the respective point in space. In this way, volume shading produces an effect similar to an illuminated isosurface. Local illumination is included in the volume rendering integral (6) by extending the source term to gðx x;! !Þ ¼ Eðx xÞ þ Sðx x;! !Þ:
The nondirectional emissivity Eðx xÞ is identical to the source term in the pure emission-absorption model. The additional scattering term Sðx x;! !Þ depends on the positionx x, the direction of the reflected light,! !, and the properties of the light source. In slice-based volume rendering, the integral in (6) is approximated by a Riemann sum over n equidistant segments of length Áx ¼ ðD À s 0 Þ=n. The approximation yields where
is the transparency of the ith segment and
is the source term for the ith segment. (Note that the factor Áx for g i is erroneously missing in [22] ). It is important for the subsequent discussion that both the discretized transparency t i and source term g i depend on the segment length Áx. In texture-based volume rendering, fragments are assigned opacities i ¼ 1 À t i and gray values (or colors) g i . The opacity and source term have to be adapted if the slice sampling distance Áx is changed.
An Optical Model for Clipping in Illuminated Volumes
For a consistent combination of volume clipping and volume shading, the following requirements should be met: First, the illumination of the clipping surface should allow the viewer to recognize the orientation and shape of this surface. Second, the optical properties of the clipping surface should be compatible with the optical properties of the scalar data field at the same position to avoid discontinuous changes in the visual appearance. Third, volume shading in regions distant from clipping surfaces should not be affected by the clipping algorithm. Fourth, the generated images should be independent of the chosen sampling rate Áx-up to improvements of accuracy by a refinement of the Riemann sum. In particular, from a mathematical point of view, the image of a clipped volume has to converge to a reasonable limit value for Áx ! 0. Let us consider a first approach to combining clipping and volume shading. The idea is to apply unmodified clipping techniques (e.g., from the previous sections) to the shaded volume. Illumination is based on the gradient of the scalar field and on the optical properties assigned by the transfer function. Afterward, the shaded clipping surface is layered on top of the volume, applying illumination based on the normal vector of the surface. The optical properties and, thus, the material properties of the clipping surface are defined by the same transfer function and scalar values as for volume shading. Furthermore, the same local illumination model is applied as for volume shading. The surface of the clip object can be pictured as a "skin" surrounding the actual volume, as illustrated in Fig. 7a .
This approach meets the first three requirements for a successful combination of clipping and volume shading. First, the lighting computation at the "skin" is based on the normal vector on the clipping surface. Therefore, the orientation of the cut can be recognized. Second, the appearance of the "skin" and the neighboring volume is compatible because identical material properties are applied. Third, volume shading away from the clipping surface is not affected at all.
Unfortunately, this first approach is not invariant if the sampling rate Áx changes. In the discretized form of (9), the source term g i converges to zero for Áx ! 0, i.e., the color contribution of a 2D surface (of infinitely small thickness) converges to zero as well. Similarly, the transparency t i from (8) converges to one for Áx ! 0 unless is infinite. (The special case of completely opaque, surface-like regions in the volume-where transparency is zero and and g are delta distributions-is automatically handled by the "skin" and the following approach alike.) The underlying problem is that a continuous volumetric description of a 3D volume is combined with an infinitely thin 2D hypersurface. In the original, continuous representation by the volume rendering integral (6), the contribution of terms g and is zero if their support is of zero length.
This problem can be overcome by modifying the first approach in a way that the "skin" is broadened to a finite thickness. The volume is covered by a thick layer whose illumination is governed by the normal vectors on the clipping surface. The influence of the orientation of the surface reaches into the volume for some distance, which could be pictured as "impregnating" the shaded volume with lighting information from the surrounding clipping surface. Fig. 7a and Fig. 7b compare both the original "skin" approach and the modified "impregnation" approach. The "impregnation" reaches only into the remaining volume; it may not change the geometric clipping (i.e., the visibility of voxels), but only the illumination in the layer region.
The transition between clipping surface and interior volume is introduced into the volume shading model by extending the source term to gðx x;! !Þ ¼ Eðx xÞ þ wðx xÞS srf ðx x;! !Þ þ 1 À wðx xÞ ð Þ S vol ðx x;! !Þ;
with the weight function wðx xÞ, the surface-based illumination term S srf ðx x;! !Þ, and the volumetric scattering term S vol ðx x;! !Þ. From construction, the thickness of the layer is limited and, therefore, the support of the weight function wðx xÞ has to be compact (i.e., closed and bounded). Moreover, the function values wðx xÞ have to be from ½0; 1 to ensure a convex combination of the two illumination terms. We propose restricting the model to a uniform thickness of the layer. In this way, one important parameter-the thickness of the "impregnation"-is introduced. It is assumed that the thickness parameter is specified by the user. Another choice concerns the functional behavior of the weight itself. A linear behavior with respect to the distance from the clipping surface (i.e., a linear ramp), a step function (i.e., w ¼ 1 if inside the boundary layer and w ¼ 0 elsewhere), or a more sophisticated function could be used. A continuous or even smooth weight function has the advantage that the illumination shows a continuous or smooth transition between the "impregnation" layer and the remaining parts of the volume. One further issue is the evaluation of the surfacerelated illumination part, S srf ðx x;! !Þ, at positions away from the clipping surface. In particular, what is the normal vector in those regions? Our definition of a surface-based normal vector in the "impregnation" layer makes use of the concept of parallel transport. For each point in the layer, the closest point on the clipping surface is determined. The normal vector is evaluated at that point on the surface and then transported to the respective location within the layer. The material parameters can be directly computed from the optical properties of the scalar data set at any point in the layer.
The "impregnation" approach meets all four requirements for an appropriate combination of clipping and volume shading. By introducing a finite boundary region, the contribution of the illuminated clipping surface to the volume rendering integral (6) is finite. The discretized version of the integral (7) converges to this contribution for successive refinements of the sampling rate. Furthermore, volume shading in regions distant from clipping surfaces is not affected by clipping because of the compact support for the weight function. The first two requirements are met due to the same arguments as for the "skin" approach.
Combining Clipping and Volume Shading in an
Object-Space Approach
The above mathematical discussion of the "impregnation" approach leads to the following algorithm for combining clipping and volume shading. All considerations are based on object space. We assume that the clipping object is defined as the isosurface of a signed distance volume for the isovalue zero (analogously to volumetric clipping in Section 4). We furthermore require that the distance field is based on the Euclidean norm in 3D Euclidean space and that the clipping surface is non-self-penetrating and smooth. With these assumptions, a direct mapping of the above mathematical formulation can be accomplished. The generic weight function wðx xÞ can be expressed in terms of the distance volume v distance ðx xÞ and an alternative weight functionw wðdÞ according to wðx xÞ ¼w w v distance ðx xÞ ð Þ :
The weight functionw wðdÞ has support ½0; d max , where d max describes the thickness of the "impregnation" layer. Function valuesw wðdÞ are from ½0; 1. By the above construction, wðx xÞ models a uniform thickness of the layer.
Surface-based illumination also makes use of the distance volume. Not only is the signed distance stored, but the gradient of the distance field as well. The gradient is identical to the normal vector of a respective isosurface, i.e., the gradient represents the normal vector on the clipping surface. Furthermore, even in a small neighborhood ( neighborhood) around the smooth clipping surface, the gradient reflects the normal vector that could be obtained by parallel transport from the isosurface. This specific property of a distance volume is caused by the fact that the gradient represents the direction to or from the closest point on the isosurface. This behavior is illustrated in Fig. 8 . The maximum size of the neighborhood depends on the curvature of the clipping surface; the neighborhood shrinks with increasing curvature. If the "impregnation" layer is contained in these local neighborhoods, the surface-shading term S srf ðx x;! !Þ can be computed inside the layer by using the gradient of the distance field and the optical properties of the scalar field in that region.
Therefore, a quite generic formulation is available to combine clipping and volume shading. This object-space approach can be incorporated in a wide class of volume rendering algorithms, such as ray casting or splatting. In this paper, we rather focus on texture-based rendering and thus demonstrate how the previously described depthbased and volumetric clipping techniques can be extended to allow for consistent volume and surface shading.
Volumetric Clipping and Volume Shading
Volumetric clipping from Section 4 already models the clipping object by means of an isosurface through a distance field. Accordingly, the above formulation can be directly mapped to volumetric clipping. The following minor changes need to be included in the original clipping algorithm:
First, the texture representations of the volume data set and the distance field are extended to include both scalar values and gradients. For example, an RGB texture format can be employed to store the scalar value in and the gradient in RGB. The gradient fields serve as a basis to evaluate the local illumination model. Second, the fragment operation unit is reconfigured to evaluate local illumination for the original data set and the distance field. The material properties for both volumes are based on the entries in the data set and the transfer function. Since lighting is not precomputed, the user may change lighting parameters, such as material properties or color and position of the light source, without redefining the RGB textures for the volume data set and the distance field.
Third, the weight functionw wðdÞ is evaluated per fragment to implement (10) . The distance d is obtained from the distance field. The thickness of the "impregnation" layer can be adapted by scaling d. A linear ramp behavior forw wðdÞ can be realized by a linear interpolation with subsequent clamping at 0 and 1; a step function is implemented by a comparison operation. More sophisticated weighting functions need respective numerical operations. The final function valuew wðdÞ serves as weight for a linear interpolation between the lighting computation for the original data set and the distance field (from Step 2). An even simpler comparison operation is sufficient providedw wðdÞ is a step function. It is important that all these computations can be accomplished by fragment operations on modern GPUs. Our implementation, for example, is based on the register combiner unit of the GeForce 3/4.
All other parts of the original clipping algorithm are not affected. In particular, actual clipping is still based on a comparison between the entry in the distance field and the isovalue of the clip geometry, followed by an test. Moreover, the number of texture fetches is not increased -two textures are still sufficient for the data set and the distance field.
Depth-Based Clipping and Volume Shading
The ideas from the above object-space approach need some modifications before they can be applied to depth-based clipping. The main problem is that a measure for the distance from the clipping surface is not available. We propose an approximation of our basic optical clipping model which does not require any distance information.
The reason for introducing an "impregnation" layer of finite thickness was the fact that transparency t i and source term g i in (8) and (9) depend on the slice distance. In particular, an infinitely thin layer will have no effect on the final image when the sampling rate is very high. This observation leads to the following modified approach:
The clipping boundary is not modeled as a thick layer but as a 2D hypersurface. Shading inside the volume is based on transparency values and source terms that are adapted to the slicing distance Áx. Surface-based shading on the clip geometry, however, yields modified contributions to transparency
Àðs srf ÞÁx srf ;
and source term
where s srf describes the location of the clipping surface and Áx srf represents the thickness of the original "impregnation" layer, which is not dependent on the sampling rate. Once again, the optical properties are defined by the volume data set and the transfer function. To put it another way, geometrically the clip boundary is treated as a 2D surface, whereas the contribution to the rendering integral comes from a thick virtual layer. This approach results in the following approximations of the original distance-based model: First, the terms gðs srf Þ and ðs srf Þ are evaluated only at the clipping surface and, thus, the surface-based transparency and source term are constant inside the "impregnation" layer. Second, the weight functionw wðdÞ is implicitly set to a step function. Third, the volume rendering integral has double contributions from the "impregnation" layer-both from the above terms, t srf and g srf , and erroneously from the slice-based sampling of the volume data set. Fourth, the layer is rendered as a surface of infinitesimal thickness.
The effects of these approximations depend on the thickness of the layer, the rate of change of scalar values around the clipping surface, and the opacity. In typical applications, the approximations are not noticeable to the user because the layer thickness is rather small and, more importantly, the opacity is quite high in regions that have strong illumination. A clipping surface of high opacity essentially covers parts of the volume that are further away.
On the other hand, the following benefits are introduced by surface-based shading: First, surface shading has higher visual quality than volume shading because of a better representation of normal vectors. Second, the normal vector is always well-defined because no parallel transport is employed. The normal vector field on the clipping surface does not even need to be continuous and, thus, clipping geometries with sharp edges and creases are possible.
For the actual implementation, the following modifications are introduced into the original depth-based clipping techniques from Section 3. Essentially, pure slice-based volume rendering is extended to hybrid volume and surface rendering. The volume and the surface parts are interleaved according to the depth structure of the clip geometry and so is the order of surface and volume rendering. Accordingly, multipass rendering approaches have to be used; singlepass rendering for convex volume cutting (Sections 3.4 and 3.5) is not suitable because the surface part is contained within the volume part and cannot be separated. All other techniques from Section 3, however, are prepared to alternatingly render regions of the clipped volume and the surrounding clipping surfaces.
Volume rendering and volume clipping are directly adopted from Section 3, with volume shading being added. Surface rendering is based on the tessellated representation of the clip object. Material properties are obtained from the 3D scalar data set and the transfer function, i.e., texture coordinates are assigned to the vertices of the surface in order to access the 3D texture of the data set. The normal vector is computed from the surface model. Fragment operations compute the modified source and transparency terms to obtain the contribution of the clipping surface to the image. Finally, this contribution is combined with the volume parts by blending into the frame buffer. Fig. 9 illustrates the different volume clipping methods of this paper. The underlying test data set is of size 128 3 and shows a piecewise linear change of scalar values along the vertical axis, which are mapped to yellow and blue colors. The boundary of the cubic volume has a different scalar value that is mapped to a brownish-range color. Lighting is disabled and texture-based rendering with preclassification based on paletted textures is used.
RESULTS AND DISCUSSION
The first three images in the top row of Fig. 9 are produced by volume probing, the images in the second row are produced by volume cutting. Fig. 9a, Fig. 9b, Fig. 9e , and Fig. 9f show clipping based on a volumetric texture-as described in Section 4. The clipping texture has the same resolution as the data set. In Fig. 9a and Fig. 9e , nearest neighbor sampling is applied; in Fig. 9b and Fig. 9f , a trilinear interpolation within the distance field is used. Artifacts are clearly visible for nearest neighbor sampling but not for trilinear interpolation. Fig. 9c and Fig. 9g demonstrate depthbased clipping as presented in Sections 3.3 and 3.4. Depthbased clipping produces visualizations of high quality because clipping is performed with per-pixel accuracy. Depth-based clipping from Section 3.5 (via shadow tests) achieves the same visual quality as in Fig. 9c and Fig. 9g because a similar basic clipping mechanism is used. For  Fig. 9h , only a single clip surface is implemented according to the depth-based approach of Section 3.1. This technique erroneously removes parts of the volume data set around the closest vertical edge. In an interactive application, the introduced errors are quite disturbing; the spatial structure is very hard to grasp because clipping properties become view-dependent in this simple approach. Finally, Fig. 9d shows the clip geometry in the form of an opaque sphere.
In Fig. 10 , a cube-shaped voxelized clip object is used for volume cutting within the data set of an engine block. Trilinear interpolation is applied in Fig. 10a , nearest neighbor sampling in Fig. 10b . Due to trilinear interpolation, the corners and edges of the cubic clip object are smoothed out unless the faces of the cube are identical with voxel boundaries in the clip volume. Therefore, the original clip geometry cannot be reproduced in Fig. 10a . An example of a significant difference between both methods is marked by red arrows. For this specific example of an axis-aligned cube, nearest neighbor sampling gives good results. However, a generic clip object that contains both smooth regions and sharp features can only be accurately handled by depth-based clipping. Fig. 11 shows clipping in a nonilluminated medical MR data set. Fig. 11a uses a voxelized spherical clip object and Fig. 11b a voxelized of the volume is moved away from the remaining parts of the volume. Fig. 11c demonstrates that volumetric clipping is capable of processing rather complex clip geometries and topologies. Fig. 11d shows that depth-based volume clipping allows for geometries with a large number of triangles-such as the Stanford bunny.
Figs. 12 and 13 demonstrate the consistent combination of clipping and volume shading. Depth-based clipping via shadow testing (according to Section 3.5) is applied to a medical CT data set in Fig. 12 . A specular highlight on the clipping surface is apparent and allows the viewer to recognize the orientation of the surface. Here, the transfer function is chosen to render the head almost opaque, i.e., the image resembles surface-based graphics. In contrast, the visualization of the orbital data set in Fig. 13 reveals both transparent and opaque structures. Fig. 13a shows the original data set. Fig. 13b and Fig. 13c are based on depthbased clipping by means of shadow testing, whereas Fig.  13d is based on volumetric clipping. This comparison demonstrates that the quality of the specular highlight is very high for surface-based shading in Fig. 13b and Fig. 13c . In contrast, the highlight in Fig. 13d is based on the gradients of the clip volume and shows artifacts caused by an inaccurate reconstruction of the gradients and by quantization. In Fig. 13b , an extended version of surface shading is applied to specifically mark the clipping surface for a fast recognition of its shape, position, and orientation. An additional ambient lighting term makes the clipping object visible as a dark-gray surface.
The implementation of our volume renderer is based on C++, OpenGL, and GLUT. It is platform-independent and Table 1 were conducted on a Windows XP PC with an Athlon XP 1800+ CPU and an NVidia GeForce 4 Ti 4600 graphics board with 128 MB texture memory. The size of the data set was 256 3 and the viewport sizes were 512 2 or 1; 024 2 . A slicing approach for a 3D texture was chosen, preclassification by paletted textures was applied, and volume shading was disabled.
The performance numbers show that clipping based on a voxelized geometry causes rather modest additional rendering costs. The performance of depth-based clipping depends on the chosen implementation. On the GeForce 3/4, the shadow-testing approach is faster than the approach based on view frustum clipping. The main reason is the larger number of texture stages required by depth clipping. Because of the rather restricted functionality of the GeForce 3/4, a shift of depth values needs three texture stages. On the other hand, a lookup in a depth texture combined with a shadow test can be handled by a single texture stage. Another reason is that data can be directly copied from the z buffer into a depth texture, whereas the high-resolution texture for the depth-clipping approach can only be filled by data from main memory. Moreover, the early z test can improve the performance of shadow-based probing. Depth-based cutting by means of shadow testing is slower than shadow-based probing because a second depth texture has to be used. For volume shading, the above relative performance behavior with respect to different clipping approaches remains roughly the same; however, the overall performance is reduced due to the additional texture and fragment operations for postclassification and illumination. All mentioned effects on the rendering performance are dependent on the specific architecture of the GeForce 3/4 and might very well change on other GPUs.
From our experiments with the different clipping techniques, we have learned that each method has specific advantages and disadvantages. The best-suited technique has to be chosen by the type of application and the requirements stated by the user.
The main advantage of the volumetric clipping approach is that it provides explicit control over each voxel of the clip volume. Therefore, arbitrarily complex objects can be used as clip geometry. Furthermore, only modest additional rendering costs are introduced due to the availability of multiple parallel texturing units-as long as the memory bandwidth is not the limiting factor. Moreover, the required per-fragment operations are available on most current GPUs.
The main disadvantage of the volumetric clipping approach is a possibly inaccurate reproduction of the clip geometry. Nearest neighbor sampling of the clipping texture results in visible, jaggy artifacts and a poor image quality. Trilinear interpolation, on the other hand, does not allow for arbitrary sharp geometric features of the clip object. For volume shading, the image quality can further suffer because of the sometimes inaccurate reconstruction of normal vectors from an interpolated gradient field. Moreover, the voxelization approach prohibits changing the shape of a clip object in real time. Affine transformations of the clip object, however, can be performed at interactive frame rates. Another problem is the additional texture memory requirements for the clipping volume. However, the size of the clipping texture can be chosen independently of the size of the volume to save texture memory.
An advantage of depth-based volume clipping is the high quality of the resulting images since clipping is performed with per-pixel accuracy. High image quality is even more noticeable for clipping in shaded volumes because the illumination of the clipping surface is derived from surface-based information and not from a volumetric gradient field. Aliasing problems related to texture mapping cannot occur because there is a one-to-one mapping between pixels on the image plane and the texels representing the clip geometry. Arbitrary changes of the clip geometry cause no additional costs because no voxelization is required. The rendering performance is comparable to the voxel approach and allows interactive applications. Our depth-based volume clipping methods benefit from the fact that the clip geometry has to be processed only once per frame. This is an important difference from the method by Westermann and Ertl [11] , which needs to update the values in the stencil buffer for each slice by rendering the whole clip geometry. This approach does not scale well for complex clip geometries or large volume data sets with many slices.
The main problem of depth-based volume clipping is the costly treatment of concave and complex clip geometries by means of multipass rendering. Therefore, we often restrict ourselves to single-pass depth-based algorithms even if concave clip geometries are used. From our experience, artifacts that might occur for concave objects used in conjunction with these single-pass methods are negligible in many applications. Once a high enough opacity is collected along a light ray, voxels further away from the viewer do not contribute to the final image. Often the artifacts caused by concave objects are located in these "hidden" regions.
CONCLUSION AND FUTURE WORK
We have introduced clipping methods that are capable of using complex clip geometries. All methods are suitable for texture-based volume rendering and exploit per-fragment operations on the graphics hardware to implement clipping. The techniques achieve high overall frame rates and therefore support the user in interactive explorations of volume data. Depth-based clipping analyzes the depth structure of the clip geometry to decide which regions of the volume have to be clipped. Depth-based clipping is particularly well suited to produce high-quality images. In another approach, a clip object is voxelized and represented by a volumetric texture. Information in this volume is used to identify clipping regions. This approach allows us to specify arbitrarily structured clip objects and is a very fast technique for volume clipping with complex clip geometries. Furthermore, an optical model has been proposed to combine clipping and volume shading for consistent shading of the clipping surface. We have demonstrated how this model can be efficiently incorporated in the aforementioned clipping techniques.
In future work, it could be investigated how visualization applications can benefit from sophisticated volume clipping. In particular, medical imaging could be enhanced by including clipping geometries extracted from segmentation information. In this context, volume tagging could be of specific interest. Here, a voxelized "clip" object would not only contain information on the visibility property, but more detailed information such as an object identification number. This ID could help to apply different transfer functions to different regions of the data set. As another variation, the "clip" volume could contain continuously varying values to allow for a smooth fading of volumetric regions. Furthermore, appropriate methods to visualize dense representations of 3D vector fields by means of volume clipping could be investigated. Future work could also deal with interaction techniques and user interfaces to specify clip geometries effectively.
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