Recently, Serfling and Xiao (2007) extended the L-moment theory (Hosking, 1990) to the multivariate setting. In the present paper, we focus on the two-dimension random vectors to establish a link between the bivariate L-moments (BLM) and the underlying bivariate copula functions. This connection provides a new estimate of dependence parameters of bivariate statistical data. Consistency and asymptotic normality of the proposed estimator are established. Extensive simulation study is carried out to compare estimators based on the BLM, the maximum likelihood, the minimum distance and rank approximate Z -estimation. The obtained results show that, when the sample size increases, BLM-based estimation performs better as far as the bias and computation time are concerned. Moreover, the root mean squared error (RMSE) is quite reasonable and less sensitive in general to outliers than those of the above cited methods. Further, we expect that the BLM method is an easy-to-use tool for the estimation of multiparameter copula models.
Introduction and motivation
The copula method is a tool to construct multivariate distributions and describe the dependence structure in multivariate data sets (e.g., Joe, 1997 or Nelsen, 2006 . Modelling dependence structures by copulas is a topic of current research and of recent use in several areas, such as financial assessments (e.g., Malevergne and Sornette, 2003) , insurance (e.g., Drees and Müller, 2008) and hydrology (e.g., Dupuis, 2007) . For the sake of simplicity, throughout the paper, we restrict ourself to the two-dimensional case. Let X (1) , X (2) be a bivariate random variable with joint distribution function (df)
and marginal df F j (x j ) = P X (j) ≤ x j for x j ∈ R and j = 1, 2. If not stated otherwise, we assume that the F j are continuous functions. According to Sklar's theorem (Sklar, 1959) there exists a unique copula C : I 2 → I, with I = [0, 1] , such that
The copula C is the joint df of the uniform random variables (r.v.'s) U j = F j X (j) , j = 1, 2, defined for (u 1 , u 2 ) ∈ I 2 , by
where G −1 is the generalized inverse function (or the quantile function) of a df G.
A parametric copula model arises for X (1) , X (2) when C is unknown but assumed to belong to a class C := {C θ , θ ∈ O} , where O is an open subset of R r for some integer r ≥ 1. Statistical inference on the dependence parameter θ is one of the main topics in multivariate statistical analysis. Several methods of copula parameter estimation have been developed, including the pseudo maximum likelihood (PML), inference of margins, minimum distance and others, see for instance Genest et al. (2009) . All these methods use constrained some optimization techniques, and may require substantial computational time. In this paper, we present a new estimation method of θ based on the bivariate L-moments that serves as alternative in front of computation's time issue and produces results leads to reasonable estimation performances. The multivariate L-moments have been introduced by Serfling and Xiao (2007) as an extension of the univariate L-moments introduced by Hosking (1990) . The L-comoments have interpretations similar to the classical central moment covariance, coskewness, and cokurtosis that also possess the features of the L-moments. This extension is useful to solve some problems in connection with multivariate heavy-tailed distributions and small samples. As mentioned, for instance, in Hosking (1990) and recently in Delicado and Goria (2008) , the main advantage of L-moments vis-a-vis of classical estimation methods (e.g. least squares, moments and maximum likelihood) is their relative slight sensitivity to outlying data and their performance in statistical inference with small samples.
In this paper we establish a functional representation of bivariate L-moments (BLM) by the underlying copula function and propose a new estimation method for parametric copula models. By considering multiparameter Farlie-Gumbel-Morgenstern (FGM) and Archimedean copulas, simulation studies are carried out to compare the performance of this method with those of the PML, minimum distance (MD) and rank approximate Z -estimation.
The L-moment approach is of interest for multiparameter distributions. In the case of one parameter distributions, it is equivalent to the classical method of moments (see e.g. Hosking, 1990 )(since the first L-moment corresponds to the expected value). Next we see, that this property applies also in the case of multivariate setting for multiparameter copulas.
The rest of the paper is organized as follows. In Section 2, we briefly introduce the univariate and bivariate L-moment approaches. We present, in Section 3, functional representations of the bivariate L-moments by copula functions and give some examples. A new estimator of copula parameter and its asymptotic behavior are given in Sections 4. In Section 5, a simulation study evaluates the BLM performance is given.
Bivariate L-moments
First we begin with a brief introduction on the univariate L-moments. Hosking (1990) introduced L-moments λ k as an alternative to the classical central moments
by the df F Y of the underlying r.v. Y. An L-moment λ k is defined as a specific linear combination of the expectations of the order statistics
More precisely, the kth L-moment is defined by
By analogy with the classical moments, the first four L-moments λ 1 , λ 2 , λ 3 and λ 4 measure location, scale, skewness and kurtosis features respectively. The L-functional representation of λ k is terms of the quantile function F
−1
Y is given by (see Hosking, 1998) :
where
! is the shifted Legendre polynomials (SLP). In the sequel, we will make use of the three first SLP
A straightforward transformation in (2.1) using P 0 ≡ 1 and the orthogonality of P k−1 leads to a representation in terms of covariance, that is
L-moments may be used as summary statistics for data samples, to identify probability distributions and fit them to data. A brief description of these methods is given in Hosking (1998 
k , respectively. By analogy with the covariance representation (2.2) for L-moments, and the central comoments, Serfling and Xiao (2007) defined the kth L-comoment of X (1) with respect to X (2) by the covariance of the couple of r.v.'s X (1) and P k−1 (F 2 (X (2) )), for every k ≥ 2, as
.
Thus, the kth L-comoment of X (2) with respect to X (1) is defined by
If we suppose that F belongs to a parametric family of df's, then the kth L-comoment λ k [12] depends on the parameters relies the margins and the dependence structure between X (1) and X (2) . Since we focus only on the estimation of copula parameters, then it is convenient to use the kth L-comoment of F 1 X (1) with respect to X (2) instead of λ k [12] , that is
Similarly the kth L-comoment of F 2 X (2) with respect to X (1) is given by
, k = 2, 3, ...
For the sake of notation simplicity, we set
If the copula C is symmetric in the sense that
, for each k = 1, 2... We call the coefficient δ k [12] by "the kth bivariate copula L-moment" of X (1) with respect to X (2) , similarly we call δ k [21] by the kth copula L-moment of X (2) with respect to X (1) .
In application, we will often make use of the three first bivariate copula L-moments, that is:
3. Bivariate copula representation of kth copula L-moment 
Observe that δ 1 [12] = δ 1 [21] = ρ/6 where ρ is the Spearman rho ρ, coefficient defined in term of copula C by ρ = 12
(see Nelsen, 2006 , page 167).
In view of Theorem 3.1, according to our needs, we can construct a system of equations that will serve to the estimation of multiparameter copula models. For this reason, the proposed estimator is more likely to be used for the multiparameter copulas. In the case of the one-parameter copulas, it is equivalent to the rho-inversion method (see (4.22) below). Indeed, suppose that we are dealing with the estimation of one dimension parameter of a copula model, then it suffices to use one of the kth bivariate copula L-moment, says δ 1 [12] . In the case of r−dimension parameters we have to take the r first bivariate copula L-moment, so we obtain a system of r equations with r unknown parameters. Then, by replacing the coefficients δ k [12] , k = 1, ..., r by their empirical counterparts, we obtain estimators of the r parameters. Indeed, suppose that r = 3 and C = C θ , θ = (θ 1 , θ 2 , θ 3 ) , then from Theorem 3.1, the first three bivariate copula L-moments of X (1) with respect to X (2) are
Since, in general the copula of (X (1) , X (2) ) is not the same as of (X (2) , X (1) ), the corresponding parameters could be estimated accordingly to δ k [12] or δ k [21] .
Next we present applications of Theorem 3.1 to parameter estimation of two popular families of copula, namely the FGM and Archimedean copulas.
3.1. FGM families. One of the most popular parametric family of copulas is the FGM family defined for |α| ≤ 1 by
with u j := 1 − u j , j = 1, 2. The model is useful for the moderate correlation which occurs in engineering and medical applications (see, e.g., Blischke and Prabhaker Murthy, 2000 and Chalabian and Dunnington, 1998). The Pearson correlation coefficient ρ corresponds to the model (3.6) can never exceed 1/3, (see, e.g., Huang and Kotz, 1984) . In order to increase the dependence between two random variables obeying the type of FGM distribution, Johnson and Kotz (1977) introduced the (r − 1)-iterated FGM family with r-dimensional parameter α = (α 1 , ..., α r ) :
where [z] denotes the greatest integer less than or equal to z. For example, the one-iterated FGM family (Huang and Kotz, 1984 ) is a two-parameter copula model:
The range of parameters (α 1 , α 2 ) is given by the region
The maximal reached correlation for this family is 9) and the minimal correlation is ρ min
and it has been discussed by Lin (1987) .
According to Theorem 3.1, we may give explicit formulas of bivariate copula L-moments for the FGM, the one-iterated FGM and the two-iterated FGM. Since the number of parameters equals k ∈ {1, ..., r} , then we are dealing with first k bivariate copula L-moments that will provide a system of k equations and therefore a tool for the estimation of the parameters of the copulas. We have :
• The first bivariate copula L-moment of FGM family C α is
• The two first bivariate copula L-moments of one-iterated FGM copula C α 1 ,α 2 are:
(3.10)
• The three first bivariate copula L-moments of two-iterated FGM copula C α 1 ,α 2 ,α 3 are:
3.2. Archimedean copula families. The Archimedean copula family is one of important class of copula models that contains the Gumbel, Clayton, Frank, ... (see , Table 4 .1 in Nelsen, 2006, page 116). In the bivariate case, an Archimedean copula is defined by
where ϕ : I → R is a twice differentiable function called the generator, satisfying: ϕ (1) = 0, ϕ ′ (x) < 0, ϕ ′′ (x) ≥ 0 for any x ∈ I/ {0, 1} . The notation ϕ −1 stands for the inverse function of ϕ. For examples, the three generators ϕ θ (t) = (− ln ((1 − θ (1 − t)) /t)) , ϕ α (t) = (t −α − 1) /α and ϕ β (t) = (− ln t) β define, respectively, the one parameter Frank, Clayton and Gumbel copula families. For example, the Gumbel family is defined by
For more flexibility in fitting data, it is better to use the multi-parameters copula models than those of one parameter. To have a copula with more one parameter, we use, for instance, the distorted copula defined by
, where Γ : I → I is a continuous, concave and strictly increasing function with Γ (0) = 0 and Γ (1) = 1. Note that if C is an Archimedean copula with generator ϕ, then C Γ is also Archimedean copula with generator generator ϕ • Γ. For more details see Nelsen (2006) , page 96 . As example, suppose that Γ = Γ β 2 , with Γ β 2 (t) = exp t −β 2 − 1 , β 2 > 0 and consider a Gumbel copula C β 1 with generator ϕ β1 (t) = (− ln t)
which is a two-parameter Archimedean copula with generator ϕ β 1 ,β 2 (t) := t −β 2 − 1 β 1 . (see Nelsen 2006 , page 96).
To have the two first bivariate copula L-moments correspond to C β 1 ,β 2 , we apply Theorem 3.1 to get the following system of equations:
In this case we cannot give explicit formulas, in terms of δ 1 [12] , δ 2 [12] , for the parameters {β 1 , β 2 } , however for given values of the bivariate copula L-moments, we can obtain the corresponding values of {β 1 , β 2 } by solving the previous system by numerical methods.
Remark 3.1. The previous system provides estimators for copula parameters by replacing the bivariate copula L-moments by their sample counterparts. This is similar to the method of moments (see Section 4).

Semi-parametric BLM-based estimation
The aim of the present section is to provide a semi-parametric estimation for bivariate copula parameters on the basis of results of Section 3. Suppose that the underlying copula C belongs to a parametric family C θ with θ = (θ 1 , · · · , θ r ) ∈ O an open subset of R r satisfies the concordance ordering condition of copulas (see, Nelsen, 2006 , page 135), that is:
The above inequalities mean that for any (u, v)
It is clear that condition (4.14) implies the well known identifiability condition of copulas:
Identifiability is a natural and even a necessary condition: if the parameter is note identifiable then consistent estimator cannot exist (see, e.g., van der Vaart, 1998, page 62). A wide class of copula families satisfy condition (4.14), and therefore (4.15), including the iterated FGM and the archimedean models. Indeed, the iterated FGM family is linear with respect to their parameters, then by a little algebra we easily verify this condition. For two-parameter Gumbel family, the condition (4.14) is already checked in Nelsen (2006), page 144, example 4.22. Consider now a random sample X
(1)
from the bivariate r.v. X (1) , X (2) . For each j = 1, 2, let F + j:n := nF j:n / (n + 1) denotes the rescaled empirical df corresponds to the empirical df
We are now in position to present, in three steps, the semi-parametric BLM-based estimation:
given in equation (2.3).
• Step 2 : Using Theorem 3.1 to generate a system of r equations given by equation (3.4), for k = 1, ..., r.
. . .
(4.17)
The obtained solutionθ BLM := θ 1 , ...,θ r is called a BLM estimator for θ = (θ 1 , ..., θ r ) .
The existence and the convergence of a solution of the previous system are established in Theorem 4.1, (see Section 4.2).
As an application of the BLM based estimation, we choose the one-iterated FGM copula C α 1 ,α 2 given in (3.7) and propose estimators for the parameters (α 1 , α 2 ) noted ( α 1 , α 2 ) . For this family, using (3.10), system (4.17) becomes
α 2 /120 = δ 2 [12] , where δ k [12] , k = 1, 2 are given in (4.16). Therefore
4.1. BLM as a rank approximate Z -estimation. Tsukahara (2005) introduced a new estimation method for copula models called the rank approximate Z-estimation (RAZ) that generalizes the PML one. The BLM method may be interpreted as a RAZ estimation. Let Ψ (·; θ) be an R r -valued function on I 2 , called "score function", whose components Ψ j (·; θ) satisfy the condition
Any solution θ RAZ in θ of the following equation
is called a RAZ estimator. There may not be an exact solution to equation (4.18) in general, so in practice, we should choose θ RAZ to be any value of θ for which the absolute value of the left-hand side of equation (4.18) is close to zero. It is worth mentioning that if the copula C θ is absolutely continuous with density c θ , then the function Ψ =
• c θ /c θ , with
..,r , leads the PML based estimation (see for instance Genest et al., 1995) . The existence of a sequence of consistent roots of Z-estimation in this context is discussed in Theorem 1 in Tsukahara (2005) . One of the main question of RAZ-estimation is the choice of the score function Ψ producing, in a certain sense, the best estimator. In Section (5), we show that the the copula L-moment score (CLS) functions (4.19) improve the concordance score functions in terms of bias and root mean square error (RMSE).
The univariate L-moments are a special case of the L-statistics with a specific choice of the weight coefficients. This fact makes the L-moments interpretable and popular. In a similar way, the BLM-based estimator represents an important special case of the RAZ one. In our case, the score function Ψ (u 1 , u 2 ; θ) corresponds to the function L k given in (4.19) below. Recall that from Theorem 3.1 we have
and define the CLS functions by
21) therefore δ k [12] (θ) = δ k [12] , k = 1, ..., r, which in fact the system of bivariate copula L-moments given in system (4.17).
On the other hand, the measures of concordance produce also a Z-estimation for copula models. Indeed, the most popular measures of concordance (see, Nelsen, 2006 , page 182) are Kendall's tau (τ ), Spearman's rho (ρ) , Gini's gamma (γ) and Spearman's foot-rule phi (ϕ) , given respectively by
It follows that the concordance score (CS) functions associated to τ, ρ, γ and ϕ respectively are
It is clear that I 2 Ψ j (u 1 , u 2 ; θ) dC θ (u 1 , u 2 ) = 0, j = 1, ..., 4, then whenever the dimension of parameters r = 4, the function Ψ = (Ψ 1 , ..., Ψ 4 ) provides Z-estimators for copula models. If the dimension of parameters r < 4, then we may choose any r functions from Ψ 1 , ..., Ψ 4 to have a system of r equations that provides estimators of the r parameters.
Tsukahara (2005) also discussed the RAZ-estimators based on Kendall's tau (τ ) and Spearman's rho (ρ) , called τ -score and ρ-score RAZ-estimators. Suppose that r = 1 and let τ n and ρ n be the sample versions of Kendall's tau (τ ) and Spearman's rho (ρ) . By using the same idea as the method of moments, the τ -inversion θ τ estimator and the ρ-inversion θ ρ estimator of θ are defined by
In the case when r = 2, we may also estimate θ = (θ 1 , θ 2 ) by solving the system
We call, the obtaining solution of the previous system, by (τ, ρ) −inversion estimator of θ. Suppose that we are dealing with the estimation of parameters (α 1 , α 2 ) of the one-iterated FGM copula
. Then, the associated Kendall's tau (τ ) and Spearman's rho (ρ) are
The (τ, ρ)-inversion estimator of parameters (α 1 , α 2 ) is the solution of the system
Similarly, if we consider the FGM family C α 1 ,α 2 ,α 3 we have to add γ−score and ϕ−score to have a system of four equations, we omit details. •
is differentiable with respect to θ with the Jacobian matrix denoted by
is continuous both in (u 1 , u 2 ) and θ, and the Euclidian norm
• 25) where (ξ 1 , ξ 2 ) is a bivariate r.v. with joint distribution function C θ 0 , u 2 ) and, from assumption (4.14) , C θ 0 (> or <) C θ 1 . It follows, by monotonicity of the integral, that δ k [12] (θ 1 ) (> or <) δ k [12] (θ 0 ) , this implies that δ k [12] (θ 1 ) − δ k [12] (θ 0 ) = 0, for every k ∈ {1, ..., r} .
which is a contradiction with equation (4.26) , as sought. Let's now discuss the rest of assumptions. In .7)), by letting α 1 = α and α 2 = β, it is readily to verify that Let (α 0 , β 0 ) denote the true value of parameter (α, β) and by calculating the elements of the matrix
we get Finally, we note that assumptions [H.1] − [H.3] may be also verified for one and two parameters copula families given in (3.11) and (3.12), respectively, but that requires tedious calculations which would get us out of the context of the paper.
Simulation study
To evaluate and compare the performance of BLM's estimator with other estimators a simulation study is carried out with r = 2 by considering C α 1 ,α 2 (the one iterated FGM family) and C β 1 ,β 2 (the two parameters Gumbel family) given in (3.10) and (3.12) respectively. The evaluation of the performance is based on the bias and the RMSE defined as follows: 27) whereθ i is an estimator (from the considered method) of θ from the ith samples for N generated samples from the underlying copula. In both parts, we selected N = 1000. We compare the BLM estimator with the PML, (τ, ρ) −inversion (4.23) and MD estimators (see the Appendix). The procedure outlined in Section (4) is repeated for different sample sizes n with n = 30, 50, 100, 500 to assess the improvement in the bias and RMSE of the estimators with increasing sample size. Furthermore, the simulation procedure is repeated for a large set of parameters of the true copulas C α 1 ,α 2 and C β 1 ,β 2 . For each sample, we solve systems (3.10) and (3.13) to obtain, respectively, the BLM-estimators ( α 1,i , α 2,i ) and β 1,i , β 2,i of (α 1 , α 2 ) and (β 1 , β 2 ) for i = 1, ..., N, and the estimators α k , β k for k = 1, 2 are given by
5.1.
Performance of the BLM-based estimation. We first select parameters, as the true values of the parameters, of Gumbel and FGM copula models. The choice of the parameters have to be meaningful, in the sense that each couple of parameters assigns a value of one of the dependence measure, that is weak, moderate and strong dependence. In other words, if we consider Spearman's rho ρ as a dependence measure, then we should select values for copula parameters that correspond to specified values of ρ by using equation (3.5) . Recall that for the FGM family C α 1 ,α 2 , the dependence reaches the maximum ρ max F GM = 0.42721 in α 1 = −1 + 7/ √ 13 ≈ 0.941 and α 2 = 2 − 2/ √ 13 ≈ 1.445 (see (3.9) ). So, we may chose (α 1 , α 2 ) = (0.941, 1.445) as the true parameters of FGM family that correspond to the strong dependence. For the true values of (α 1 , α 2 ) corresponding to the weak and the moderate dependence, we proceed as follows. We assign a value to the couple (ρ, α 1 ) such that |α 1 | ≤ 1, then we solve by numerical methods the equation (3.5) in the region (3.8) and get the corresponding value to α 2 . We summarize the results in the following table: Table 5 .1. The true parameters of FGM copula used for the simulation study .
By the same procedure, we select the true parameters (β 1 , β 2 ) of the Gumbel copula C β 1 ,β 2 and get:
0.001 1 0.001 0.500 1.400 0.200 0.900 2.500 1 Table 5 .2. The true parameters of Gumbel copula used for the simulation study.
To evaluate the performance of the BLM estimators, we proceed as follows: 129, respectively, we generate twice N samples of size n from each one the considered copulas C α 1 ,α 2 and C β 1 ,β 2 .
(2) Obtain the BLM estimators ( α 1 , α 2 ) of (α 1 , α 2 ) and β 1 , β 2 of (β 1 , β 2 ) . (3) By computing, for each estimator, the appropriate Bias and RMSE, we compare ( α 1 , α 2 ) and β 1 , β 2 , respectively, with the true parameters (α 1 , α 2 ) and (β 1 , β 2 ) .
All computations were performed in the R Software version 2.10.1. The results of the simulation study are summarized in Tables 7.3 and 7.4. We observed that BLM's method provides, in terms of bias and RMSE, reasonable results, notably when the sample size increases. However, in the case of strong dependence for FGM's family when the sample size is small and less than 30, the estimation of the first parameter α 1 is better that of the second one α 2 . However, for the sample sizes greater than 100 the results become reasonable and more better for sample sizes greater than n = 500. For Gumbel family the performance of BLM's method looks good even for small samples.
5.2.
Comparative study: BLM, (τ, ρ) −inversion, MD and PML. As the previous Subsection, we consider the bivariate two-parameter FGM and Gumbel copula families with the trues parameters those given in Tables 5.1 and 5 .2 respectively. The simulation study proceeds as follows:
(1) Generate N samples of size n = 30, 50, 100, 500 from the copula C θ . It is clear, from Tables 7.5 to 7.10, that the BLM estimate preforms better than the (τ, ρ) −inversion, MD and PML ones as far as the Bias is concerned. On the other hand, in the case of small samples the (τ, ρ) −inversion, MD and PLM methods give better RMSE than the BLM one. However, when the sample size increases, the RMSE of the BLM estimator becomes reasonable. Moreover, for the computation time point of view, we observed that the (τ, ρ) −inversion, MD and PLM estimates require hours to be obtained, notably when the sample size becomes large, whereas the BLM estimate execution time is in terms of minutes. This is a natural conclusion, because the (τ, ρ) −inversion, MD and PLM methods use the optimization problem under constraints, while the BLM method uses systems of equations.
5.3.
Comparative robustness study: BLM, (τ, ρ) −inversion, MD and PML. In this subsection we study the sensitivity to outliers of BLM's estimator and compare with those of the (τ, ρ) −inversion, MD and PML ones. We consider an ǫ−contaminated model for two-parameters FGM familly by means of a copula from the same family. In other terms, we are dealing with the following mixture copula model:
where 0 < ǫ < 1 is the amount of contamination. For the implementation of mixtures models to the study outliers one refers, for instance, to Barnett and Lewis (1994) , page 43. In this context, we proceed our study as follows. First, we select (α 1 , α 2 ) = (0.4, 0.9) corresponds to Spearman's Rho ρ = 0.208 (see Table 5 .1) and chose (α * 1 , α * 2 ) = (0, 0) to have the contamination model as the product copula that is C α * 1 ,α * 2 (u, v) = uv. Then we consider four contamination scenarios according to ǫ = 5%, 10%, 20%, 30%. For each value ǫ, we generate 1000 samples of size n = 40 from the copula C α 1 ,α 2 (ǫ) . Finally, we compare the BLM, (τ, ρ) −inversion, MD and PML estimators with the true parameter (α 1 , α 2 ) by computing, for each estimator, the appropriate Bias and RMSE and summarize the results in Table 7 .11. We observed that, for example, in 0% contamination the (Bias, RMSE) of α 1 equals (0.044, 0.832) , while for 30% contamination is (−0.165, 0.835) . We may conclude that the RMSE of BLM's estimation in less sensitive (or robust) to outliers, however the Bias is not. The same conclusion is for the (τ, ρ) −inversion method but the BLM one is better. For PLM's estimation both the Bias and the RMSE are sensitive, indeed for 0% contamination the (Bias, RMSE) of α 1 equals (−0.238, 0.440) , while for 30% contamination is (−0.328, 0.589) . Both the bias and the RMSE of MD's estimation are note sensitive to outliers, then we may conclude that is the better among the four estimation methods. However, the computation time cost in MD's method is important which is considered as an handicap from practitioners.
Conclusions
In this paper, a formula of the bivariate L-moments in terms of copulas is given. This formula leads to introduce a new estimation method for bivariate copula parameters, that we called the BLM based estimation. The limiting distribution of the estimators given by the BLM method are established. Moreover, we compared by simulations the BLM method with the (τ, ρ)-inversion, the minimum distance (MD) and the pseudo maximum likelihood (PML) estimators by focusing on the Bias and the RMSE. We conclude that the BLM based estimation performs well the Bias and reasonably the RMSE. However, BLM's method may be an alternative robust method as far as the RMSE is concerned. As final conclusion, it is worth noting that computation's time of the proposed method is quite small compared to MD and PML ones. Since we are dealing with an asymptotic result, we may consider that, for all large n, without loss of generality, that the empirical df F j:n and their rescaled version F + j:n have a same effect. Therefore throughout the proof, we will make use of F j:n instead of F + j:n . For convenience we set
By assumption [H.2]
, it is clear that the following derivatives exist:
Next, we verify that
for any real sequence ǫ n → 0. By using the triangular inequality we get
On the other hand, from the law of the large number, we infer that
Moreover, in view of the continuity of
It follows that 7.3. Minimum distance based estimation. We briefly present the minimum distance (MD) base estimation for copula models that possesses a qualitative robustness (Genest and Rémillard, 2008 ), this will be compared with the BLM method (see Subsection 5.2). Let C be the true copula associated to the df of X (1) , X (2) and suppose that we have a given parametric family of copula C := {C θ , θ ∈ O} to fit data. Let us define the minimum distance functional T on the space of the copula by
Here µ is a distance between probabilities on I 2 . In the present paper, we consider the Cramér-von Mises distance defined by
Consider now a random sample X
, from the bivariate random variables X (1) , X (2) .
The joint empirical distribution functions is given by
Following Deheuvels (1979), we define the empirical copula by
The corresponding Cramér-von Mises statistics is
This may be rewritten into
, i = 1, ..., n, for each j = 1, 2 (see, Genest and Rémillard, 2008, eq. 31). The MD estimator of the parameter θ is defined by
Note that we may also use the Kolmogorov-Smirnov distance but this is awkward in practice due to the supremum norm uses. Also since the Hellinger distance is defined by copula densities, other nonparametric estimators of the underling copula are needed (see, Biau and Begkamp, 2005) and therefore non-standard computational procedures are required.
Suppose now that we are dealing with the estimation of parameters of one iterated FGM copula family C α 1 ,α 2 in (3.7) by means of the MD method. The MD estimator for α = (α 1 , α 2 ) noted α M D results by minimizing the function (α 1 , α 2 ) → ρ (C n , C α 1 ,α 2 ) over the region R given in (3.8) . Then to solve the previous optimization problem, we will introduce the Lagrange multiplier principle, that is we have to rewrite the region R into
and then minimize the function
over the whole R 5 , with α = (α 1 , α 2 ) ∈ R 2 and ν = (ν 1 , ν 2 , ν 3 ) ∈ R 3 . So, the new formulation of the MD estimator of parameter α is
We note here that it is difficult, in general, to have an explicit form for α M D , then only the numerical computation can solve this issue. This is observed for the one-iterated FGM family, that the optimization problem requires tedious tools. Table 7 .10. Bias and RMSE of the BLM, (τ ,ρ)-inversion, MD and PML estimators for two parameters of Gumbel copula for strong dependence (ρ = 0.9). Table 7 .11. Bias and RMSE of the BLM, (τ ,ρ)-inversion, MD and PML estimators for ǫ-contaminated two-parameters of FGM copula by product copula.
