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Abstract
For any finite-dimensional Hopf algebra H we construct a group homomorphism
BiGal (H) → BrPic(Rep(H)), from the group of equivalence classes of H-biGalois
objects to the group of equivalence classes of invertible exact Rep(H)-bimodule
categories. We discuss the injectivity of this map. We exemplify in the case H = Tq
is a Taft Hopf algebra and for this we classify all exact indecomposable Rep(Tq)-
bimodule categories.
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1 Introduction
The Brauer-Picard group BrPic (C) of a finite tensor category C is the group of equivalence
classes of invertible exact C-bimodule categories. This group, and its higher versions, were
introduced in [10] to classify extensions of a given tensor category C by a finite group.
Also, it has a close relation to certain structures appearing in mathematical physics,
like rational Conformal Field Theory or 3-dimensional Topological Field Theory, see for
example [12], [9], [16].
In order to classify extensions of a tensor category C by a finite group G one needs a
group map G→ BrPic (C) and certain cohomological data, [11]. Henceforth, determining
any subgroup of BrPic (C) presents a significant step in the mentioned classification.
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The Brauer-Picard group is a complicated group to compute even in the simplest
examples. One interesting problem is the computation of BrPic (Rep(H)), where H is a
finite-dimensional Hopf algebra. It is known that any exact Rep(H)-bimodule category
is equivalent to the category of finite-dimensional representations of a left H ⊗ Hcop-
comodule algebra. Given a left H⊗Hcop-comodule algebra the problem of deciding when
its category of representations is invertible is not solved. The main difficulty is that the
Deligne’s tensor product of bimodule categories is not easy to compute explicitly.
One of the principle goals of this paper is the description of a certain family of invertible
exact Rep(H)-bimodule categories coming from H-biGalois objects. They give rise to a
subgroup of BrPic (Rep(H)). This result is expressed in Corollary 4.9. Here we construct
a short exact sequence involving a map from the group of isomorphism classes of H-
biGalois objects BiGal (H) to BrPic (Rep(H)) and its kernel. As a consequence we get
that for any co-quasitriangular Hopf algebra H the group BiGal (H) embedds into the
Brauer-Picard group BrPic (Rep(H)).
The subsequent part of the paper (the Section 5) is dedicated to the study of the case
when H is the Taft Hopf algebra Tq = k〈g, x|gn = 1, xn = 0, gx = qxg〉, where q is a
primitive n-th root of unity. Our second main goal is to classify all exact indecomposable
Rep(Tq)-bimodule categories; we obtain five families of them. As announced, some families
of invertible bimodule categories arise from biGalois objects.
The approach we use to classify the exact indecomposable Rep(Tq)-bimodule categories
is the following. Let H be a finite-dimensional Hopf algebra. Any exact indecomposable
Rep(H)-bimodule category is equivalent to the category of finite-dimensional representa-
tions of a left H ⊗Hcop-comodule algebra which is H ⊗Hcop-simple (it has no non-trivial
ideals which are simultaneously left H ⊗ Hcop-comodules) and with trivial coinvariants.
So it is enough to find all comodule algebras over H⊗Hcop with these properties. By [23]
any coideal subalgebra A of H is H-simple, and due to [18, Remark 3.2] the representa-
tion category of A twisted by a compatible 2-cocycle over H is an exact indecomposable
Rep(H)-bimodule category. Morevover, the liftings of cocycle twisted coideal subalge-
bras are as well H-simple comodule algebras with trivial coinvariants. Here, a lifting
of a coideal subalgebra K is a comodule algebra A such that grA ≃ K. Then setting
H = Tq ⊗ T copq , we determine all homogeneous coideal subalgebras of H and their 2-
cocycle twists. We determine the liftings of them and get five families of H-comodule
algebras. By the above, the representation categories of these five families are exact in-
decomposable Rep(Tq)-bimodule categories. In Theorem 5.17 we prove that every exact
indecomposable Rep(Tq)-bimodule category is of this form. This classification result is
interesting in itself. The biGalois objects over Tq arise from one of the five families of the
above comodule algebras and from their form it is straightforward that the kernel of the
map BiGal (Tq) → BrPic (Rep(Tq)) is trivial. Hence, the group BiGal (Tq) embedds into
BrPic (Rep(Tq)), although Tq is not co-quasitriangular.
The contents of the paper are the following. In Section 2 we give the necessary
preliminaries on tensor categories and their representations. We also prove that for Galois
objects over Hopf algebras, the tensor product of bimodule categories can be given in an
explicit form. In Section 3 we recall some basic notions on bicategories that we use later.
We also give a proof of a known result; that the bicategory of representations of a given
tensor category determines the tensor category up to Morita equivalence. In Section 4 we
present a group homomorphism BiGal (H) → BrPic (Rep(H)). The major part of this
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section is dedicated to describe its kernel as well as possible. For co-quasitriangular Hopf
algebras this map is always injective. In Subsection 5.1 we compute the 2-cocycle twists of
H = Tq ⊗ T
cop
q . In the next subsection we find all homogeneous coideal subalgebras of H .
In Subsection 5.3 we introduce five families of H-comodule algebras that are H-simple
and with trivial coinvariants which turn out to be liftings of the coideal subalgebras.
In Subsection 5.4 we classify all exact indecomposable Rep(Tq)-bimodule categories and
prove that they all come from the above five families of comodule algebras. We also
determine the biGalois objects over Tq. The last subsection is dedicated to the explicit
embedding of k× ⋉ k+ ≃ BiGal (Tq) into BrPic (Rep(Tq)).
2 Preliminaries and Notation
We shall work over an algebraically closed field k of characteristic zero. If G is a fi-
nite group and ψ ∈ Z2(G, k×) is a 2-cocycle there is another 2-cocycle ψ′ in the same
cohomology class as ψ such that
ψ′(g, 1) = ψ′(1, g) = 1, ψ′(g, g−1) = 1, ψ′(g, h)−1 = ψ′(h−1, g−1), (1)
for all g, h ∈ G.
All vector spaces and algebras are assumed to be over k. We denote by vectk the
category of finite-dimensional k-vector spaces. If A is an algebra we shall denote by AM
the category of finite-dimensional left A-modules.
If C is a coalgebra and V is a right C-comodule with comodule structure ρV : V →
V⊗kC andW is a left C-comodule with comodule structure λW : W → C⊗kW , we denote
by W coC = {w ∈ W : λW (w) = 1 ⊗ w} the set of (left) coinvariants of W and V✷CW is
the equalizer of the arrows ρV ⊗ id, id⊗λW : V⊗kW → V⊗kC⊗kW .
Let H be a finite-dimensional Hopf algebra. We denote by G(H) the group of group-
like elements in H . We shall denote by Rep(H) the tensor category of finite dimensional
leftH-modules and Comod(H) the tensor category of finite dimensional leftH-comodules.
For the basic notions and definitions of Hopf Galois extensions over a Hopf algebra the
reader is referred to [22].
2.1 Hopf algebras and comodule algebras
Given a coradically graded Hopf algebra H = ⊕mi=0H(i) we say that a left coideal subalge-
bra K ⊆ H is homogeneous if it is a graded algebra K = ⊕mi=0K(i) such that K(i) ⊆ H(i).
Let H be a finite-dimensional Hopf algebra. If (K, λ) is a left H-comodule algebra
we denote by K the right H-comodule algebra with opposite underlying algebra Kop and
coaction λ : K → K⊗kH given by
λ(k) = k(0) ⊗ S
−1(k(1)), for all k ∈ K.
If L,K are right H-comodule algebras, we denote by LM
H
K the category of (L,K)-
bimodules with a right H-comodule structure such that it is a morphism of (L,K)-
bimodules. If L,K are left H-comodule algebras the category HLMK can be defined
similarly.
An H-comodule algebra is said to be H-simple if it has no non-trivial H-costable
ideals.
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2.2 Twisting Hopf algebras
Let H be a Hopf algebra. Let us recall that a Hopf 2-cocycle for H is a map σ : H⊗kH →
k, invertible with respect to convolution, such that
σ(x(1), y(1))σ(x(2)y(2), z) = σ(y(1), z(1))σ(x, y(2)z(2)), (2)
σ(x, 1) = ε(x) = σ(1, x), (3)
for all x, y, z ∈ H . Using this cocycle there is a new Hopf algebra structure constructed
over the same coalgebra H with the product described by
x ·σ y = σ(x(1), y(1))σ
−1(x(3), y(3))x(2)y(2), x, y ∈ H (4)
This new Hopf algebra is denoted by H [σ]. If σ : H ⊗H → k is a Hopf 2-cocycle and A
is a left H-comodule algebra, then there is a new product in A given by
a ·σ b = σ(a(−1), b(−1)) a(0) · b(0), (5)
a, b ∈ A. We shall denote by Aσ this new algebra. The algebra Aσ is a left H [σ]-comodule
algebra.
Let H be a coradically graded pointed Hopf algebra with coradical H0 = kG. Let
ψ ∈ Z2(G, k×). For the proof of the next result see [15, Lemma 4.1].
Lemma 2.1 There exists a Hopf 2-cocycle σψ : H⊗kH → k such that for any homoge-
neous elements x, y ∈ H
σψ(x, y) =
{
ψ(x, y), if x, y ∈ H(0);
0, otherwise.
(6)
2.3 Relative Hopf modules
Let H be a finite-dimensional Hopf algebra. Let K be a left H-comodule algebra and L
a right H-comodule algebra. Define the functors
F : L✷HKM→ LM
H
K
, G : LM
H
K
→ L✷HKM
as
F (M) = (L⊗kK)⊗L✷HK M, G(N) = N
coH,
for all M ∈ L✷HKM, N ∈ LM
H
K
.
Theorem 2.2 [7, Thm. 4.2] If L is a Hopf-Galois extension then the pair of functors
(F,G) gives an equivalence of categories.
Lemma 2.3 There is an equivalence of categories LMHK ≃
H
KML.
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Proof. Define the functor I : LMHK →
H
KML by I(M) = M . If δ : M → M⊗kH ,
δ(m) = m(0)⊗m(1), m ∈M , is the comodule structure then the left H-comodule structure
on I(M) is given by
δ̂ : M → H⊗kM, δ̂(m) = S
−1(m(1))⊗m(0),
for all m ∈ M . It is not difficult to prove that this functor is well-defined and gives an
equivalence of categories.
2.4 Tensor categories, their representations and the Brauer-
Picard group
A tensor category over k is a k-linear Abelian rigid monoidal category with k-bilinear
tensor product. Hereafter all tensor categories will be assumed to be over a field k. A
finite category is an Abelian k-linear category such that it is equivalent to the category
of finite-dimensional representations of a finite-dimensional k-algebra. A finite tensor
category [12] is a tensor category with finite underlying Abelian category such that the
unit object is simple. All functors will be assumed to be k-linear and all categories will
be finite.
If C is a tensor category, we shall denote by Crev the tensor category whose underlying
Abelian category is C and the reversed tensor product: X ⊗rev Y = Y ⊗X, X, Y ∈ C.
The associativity of Crev is given by arevX,Y,Z = a
−1
Z,Y,X for X, Y, Z ∈ C.
For the definition of left and right module categories over a tensor category we refer
to [12]. Let C,D be finite tensor categories. For the definition of a (C,D)-bimodule
category we refer to [16], [11]. In few words a (C,D)-bimodule category is the same as
left C ⊠ Drev-module category. Here ⊠ denotes the Deligne tensor product of two finite
abelian categories.
A (C,D)-bimodule category is decomposable if it is the direct sum of two non-trivial
(C,D)-bimodule categories. A (C,D)-bimodule category is indecomposable if it is not
decomposable. A (C,D)-bimodule category is exact if it is exact as a left C⊠Drev-module
category, [11], [16].
If C1, C2, C3 are tensor categories and M is a (C1, C2)-bimodule category and N is
a (C2, C3)-bimodule category, the tensor product over C2 is denoted by M ⊠C2 N . This
category is a (C1, C3)-bimodule category. For more details on the tensor product of module
categories the reader is referred to [11], [16].
If M is a right C-module category then Mop denotes the opposite Abelian category
with left C action C ×Mop → Mop, (X,M) 7→ M⊗X∗ and associativity isomorphisms
mopX,Y,M = mM,Y ∗,X∗ for all X, Y ∈ C,M ∈M. Similarly, ifM is a left C-module category.
If M is a (C,D)-bimodule category then Mop is a (D, C)-bimodule category. See [16,
Prop. 2.15].
A (C,D)-bimodule category M is called invertible [11] if there are equivalences of
bimodule categories
Mop ⊠C M≃ D, M⊠D M
op ≃ C.
Tensor categories C and D are said to be Morita equivalent if there exists an indecom-
posable exact left C-module category M and a tensor equivalence Drev ≃ EndC(M).
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The following result seems to be well-known.
Lemma 2.4 Let C,D be tensor categories. The following statements are equivalent.
1. The categories C and D are Morita equivalent;
2. there exists an invertible (C,D)-bimodule category.
Proof. (2) implies (1) is part of [11, Proposition 4.2]. Now, let us assume that the
tensor categories C, D are Morita equivalent. Let Φ : Drev
≃
−→ EndC(M) be a tensor
equivalence. Since M is an indecomposable exact left EndC(M)-module category then
it is an indecomposable exact right D-module category. The right D-action is given as
follows:
M×D →M, M⊗Y = Φ(Y )(M),
for all M ∈M, Y ∈ D. It is easy to prove that M is an exact (C,D)-bimodule category.
The functor Φ is an equivalence of (D,D)-bimodule categories. Thus M is an invertible
(C,D)-bimodule category.
Given a finite tensor category C, the Brauer-Picard group BrPic(C) of C [11] is the
group of equivalence classes of invertible exact C-bimodule categories. This group does
not depend on the Morita class of the tensor category; if D is another tensor category
Morita equivalent to C there is an isomorphism BrPic(C) ≃ BrPic(D). Let us explain this
isomorphism. Let M be an invertible (C,D)-bimodule category. Define
Φ : BrPic(C)→ BrPic(D),Φ([N ]) = [Mop ⊠C N ⊠C M], (7)
for all [N ] ∈ BrPic(C). Here [N ] denotes the equivalence class of the module category N .
2.5 Generating some invertible bimodule categories
There is a natural way to construct invertible C-bimodule categories using tensor au-
toequivalences. See for example [11], [14]. Let C,D be finite tensor categories and
(F, ξ) : C → C, (G, ζ) : D → D be tensor autoequivalences. If M is a (C,D)-bimodule
category we shall denote by FMG the following (C,D)-bimodule category. The category
FMG has underlying Abelian category equal to M. The left and right actions are given
by
X⊗M = F (X)⊗M, M⊗Y =M⊗G(Y ),
for all X ∈ C, Y ∈ D, M ∈M. The left and right associativity
mFX,Y,M = m
l
X,Y,M(ξX,Y ⊗ idM), m
G
M,X,Y = m
r
M,X,Y (idM ⊗ζX,Y ).
Here ml (resp. mr) is the left (resp. the right) associativity constraint of M. If G is the
identity functor we shall denote FMG simply by FM and if F is the identity we shall
denote FMG by MG. Let Aut(C) denote the group of tensor autoequivalences of C.
Lemma 2.5 Let F,G ∈ Aut(C) and let M be a C-bimodule category. The following
statements hold.
1. There are equivalences of bimodule categories CF ⊠C CG ≃ CFG. In particular CF is
invertible.
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2. There are equivalences of bimodule categories
M⊠C C
F ≃MF ,
(
Mop
)F
≃
(
FM
)op
.
Proof. (1) This is statement [14, Lemma 6.1]. (2) The proof of the first equivalence goes
mutatis mutandis as the one of [16, Prop. 3.15]. The second equivalence is straightforward.
2.6 Tensor product of bimodule categories over Hopf algebras
Let A,B be finite-dimensional Hopf algebras. A (Rep(B),Rep(A))-bimodule category is
the same as a left Rep(B⊗kA
cop)-module category. By [1, Theorem 3.3] we know that any
exact indecomposable (Rep(B),Rep(A))-bimodule category is equivalent to the category
SM of finite-dimensional left S-modules, where S is a finite-dimensional right B⊗kAcop-
simple left B⊗kAcop-comodule algebra.
Remark 2.6 The identity object in BrPic (Rep(A)) is the class of the Rep(A)-bimodule
category diag(A)M, where diag(A) = A as algebras, and the left A⊗kA
cop-comodule struc-
ture is given by:
λ : diag(A)→ A⊗kA
cop⊗k diag(A), λ(a) = a(1) ⊗ a(3) ⊗ a(2), a ∈ A.
We proceed to determine the tensor product over Rep(B) of a (Rep(A),Rep(B))-
bimodule category and a (Rep(B),Rep(A))-bimodule category, both exact indecompos-
able. Throughout, for such a product we shall shortly say tensor product of bimodule
categories over a Hopf algebra.
Define πA : A⊗ B → A, πB : A⊗B → B the algebra maps
πA(x⊗ y) = ǫ(y)x, πB(x⊗ y) = ǫ(x)y,
for all x ∈ A, y ∈ B.
LetK be a right B⊗Acop-simple left B⊗Acop-comodule algebra and L a right A⊗Bcop-
simple left A ⊗ Bcop-comodule algebra. Thus the category KM is a (Rep(B),Rep(A))-
bimodule category and LM is a (Rep(A),Rep(B))-bimodule category.
Recall that L is the left B ⊗ Acop-comodule algebra with opposite algebra structure
Lop and left B ⊗ Acop-comodule structure:
λ : L→ B⊗kA
cop⊗kL, l 7→ (S
−1
B ⊗ SA)(l(−1))⊗ l(0), (8)
for all l ∈ L.
We denote by BKML the category of (K,L)-bimodules and left B-comodules such that
the comodule structure is a bimodule morphism. See [19, Section 3]. It has a structure
of Rep(A)-bimodule category.
Also L is a right B-comodule and K is a left B-comodule with comodule maps given
by
l 7→ l(0) ⊗ πB(l(−1)), k 7→ πB(k(−1))⊗ k(0), (9)
for all l ∈ L, k ∈ K. Using this structure we can form the cotensor product L✷BK.
Define
λ(l ⊗ k) = πA(l(−1))⊗ πA(k(−1))⊗ l(0) ⊗ k(0), (10)
for all l⊗ k ∈ L✷BK. Then L✷BK is a left A⊗kAcop-comodule algebra. See [19, Lemma
3.6].
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Recall that in [19] we have defined a structure of Rep(A)-bimodule category on BKML.
Similarly, we can define a of Rep(A)-bimodule category structure on LMBK .
Theorem 2.7 (a) There is a Rep(A)-bimodule equivalence:
LM⊠Rep(B) KM≃
B
KML.
(b) The functor I from Lemma 2.3 is an equivalence of Rep(A)-bimodule categories.
(c) If L is a Hopf-Galois extension, as a right B-comodule algebra, then there is an
equivalence of Rep(A)-bimodule categories
L✷BKM≃ LM⊠Rep(B) KM.
Proof. Item (a) was proven in [19]. Item (b) is straightforward and (c) follows from
Theorem 2.2 and items (a) and (b).
3 Bicategories and tensor categories
For a review on basic notions on bicategories we refer to [3, 6]. When the associativity
constraint of a bicategory is the identity, the bicategory is said to be a 2-category. For
completeness we add that a 2-equivalence between 2-categories B and B′ is a pseudo-
functor (Θ, θ) : B → B′ such that there is another pseudo-functor (Π, π) : B′ → B and
two pseudo-natural isomorphisms σ : (Π, π) ◦ (Θ, θ)→ IdB and τ : (Θ, θ) ◦ (Π, π)→ IdB′.
It is well-known that any monoidal category C gives rise to a bicategory with only
one object. We shall denote by C this bicategory. If C,D are strict monoidal categories,
a pseudo-functor (F, ξ) : C → D is nothing but a monoidal functor between C and D.
If (F, ξ), (G, ζ) : C → D are monoidal functors between two strict monoidal categories,
a pseudo-natural transformation between them is a pair (η, η0) : (F, ξ) → (G, ζ) where
η0 ∈ D is an object and for any X ∈ C natural transformations
ηX : F (X)⊗ η0 → η0 ⊗G(X),
such that
(idη0 ⊗ζX,Y )ηX⊗Y = (ηX ⊗ idG(Y ))(idF (X)⊗ηY )(ξX,Y ⊗ idη0) (11)
Set ξ˜X for the natural isomorphism ξ1,X : F (X) → F (X) (and similarly for ζ1,X). Then
η1C is a morphism η1 : η0 → η0 in D satisfying
(idη0 ⊗ζ˜X)ηX = (η1 ⊗ idG(X))ηX(ξ˜X ⊗ idη0).
for every X ∈ C. Given two pseudo-natural transformations (η, η0) : (F, ξ) → (G, ζ) and
(σ, σ0) : (G, ζ) → (H,χ) their composition is given by ((idη0 ⊗σ)(η ⊗ idσ0), η0 ⊗ σ0) :
(F, ξ)→ (H,χ). A pair (η, η0) is a pseudo-natural isomorphism if there exists a pseudo-
natural transformation (σ, σ0) such that (η, η0)(σ, σ0) = (idF , 1D) and (σ, σ0)(η, η0) =
(idG, 1D). Consequently, the object η0 is invertible in D, that is, there exists an object
η0 ∈ D such that η0 ⊗ η0 = 1D = η0 ⊗ η0. Any natural monoidal transformation µ :
(F, ξ)→ (G, ζ) gives rise to a pseudo-natural transformation (µ, 1).
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Lemma 3.1 Let (D, c) be a strict braided monoidal category. Then any pseudo-natural
isomorphism (η, η0) : (F, ξ)→ (G, ζ) between two monoidal functors as above produces a
natural monoidal isomorphism.
Proof. Given a pseudo-natural isomorphism (η, η0) : (F, ξ) → (G, ζ) define µ : (F, ξ) →
(G, ζ) as the composition
F (X)
=
−→ F (X)⊗ η0 ⊗ η0
ηX⊗id−−−→ η0 ⊗G(X)⊗ η0
cη0,G(X)⊗id−−−−−−−→ G(X)⊗ η0 ⊗ η0
=
−→ G(X)
for any X ∈ C. Here η0 is the inverse objet of η0. Then µ is clearly a natural transforma-
tion. We prove that it is monoidal:
ζX,Y µ(X⊗Y ) =
(
(ζX,Y⊗ idη0)(cη0,G(X⊗Y )◦ηX⊗Y )⊗ idη0
)
(idF (X⊗Y )⊗η0 ⊗ η0)
=
(
(idG(X)⊗cη0,G(Y ))(cη0,G(X)⊗ idG(Y ))(idη0 ⊗ζX,Y )ηX⊗Y⊗ idη0
)
(idF (X⊗Y )⊗η0 ⊗ η0)
=
(
(idG(X)⊗ idη0⊗η0 ⊗cη0,G(Y ))(cη0,G(X)⊗ idη0⊗η0 ⊗ idG(Y ))(ηX⊗ idη0⊗η0 ⊗ idG(Y ))
(idF (X)⊗η0 ⊗ η0 ⊗ ηY )(ξX,Y⊗ idη0)⊗ idη0
)
(idF (X⊗Y )⊗η0 ⊗ η0)
=
((
(cη0,G(X)⊗ηX)⊗ idη0
)
(idF (X)⊗η0 ⊗ η0)⊗ ((cη0,G(Y )◦ηY )⊗ idη0)(idF (Y )⊗η0 ⊗ η0)
)
ξX,Y
= (µ(X)⊗µ(Y ))ξX,Y .
The second equality holds by naturality of the braiding and the third one is due to (11)
and because η0⊗η0 = 1.
Remark 3.2 In Lemma 3.1 the category D need not necessarily be braided. Observe
that it suffices that the object η0 is equipped with a lift to the Drinfel’d center Z(D) of
D. That is, that there exists a family of natural isomorphisms cη0,X : η0 ⊗ X → X ⊗ η0
satisfying cη0,X⊗Y = (X ⊗ cη0,Y )(cη0,X ⊗ Y ), for all X, Y ∈ D.
Let C be a finite tensor category. We denote by C-Mod the 2-category (of C-module
categories) whose 0-cells are C-module categories, 1-cells are C-module functors between
them and 2-cells are natural transformations between such functors (i.e. for two 0-cells
M,N there is a category FunC(M,N ) whose objects and morphisms present the 1- and 2-
cells of C-Mod). A C-module functor F :M→N is equipped with a natural isomorphism
cX,M : F(X⊗M) → X⊗F(M) for X ∈ C,M ∈ M. Then a natural transformation
between two such functors (F , c) and (G, d) is α : F → G such that (X⊗α(M))cX,M =
dX,Mα(X⊗M).
Remark 3.3 For a left C-module category M the action functor ⊗ is biexact. There-
fore, for a C-D-bimodule category M and N ∈ D-Mod we have canonical isomorphisms
X⊗(M ⊠D N) ∼= (X⊗M)⊠D N for all X ∈ C,M ∈M, N ∈ N .
The following result seems to be well-known. We write the proof for the reader’s sake.
Theorem 3.4 Two finite tensor categories C and D are Morita equivalent if and only if
there is a 2-equivalence (H, h) : D-Mod→ C-Mod.
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Proof. Let (H, h) : D-Mod→ C-Mod be a 2-equivalence. For two 0-cells N ,L we have an
equivalence functor HN ,L : FunD(N ,L)→ FunC(H(N ),H(L)) equipped with a monoidal
structure h for the composition of 1-cells. Let N ,L,P ∈ D-Mod and let F : N → L and
G : L → P be two 1-cells. There is a natural isomorphism
h
N ,L,P : HN ,P(F◦G)→HN ,L(F)◦HL,P(G) (12)
(we usually write these in the reverted order ofF and G). Then EndC(H(D)) = FunC(H(D),
H(D)) ≃ FunD(D,D) ≃ D as monoidal categories, thus C and D are Morita equivalent.
If C and D are Morita equivalent, by Lemma 2.4, there is an invertible (C,D)-bimodule
category M which gives rise to the desired 2-equivalence functor (H, h) : D-Mod →
C-Mod. On 0-cells define H = M ⊠D − : D-Mod → C-Mod, that is H(N ) = M ⊠D
N for N ∈ D-Mod. For two 0-cells N ,L define the functor HN ,L : FunD(N ,L) →
FunC(H(N ),H(L)) by HN ,L = M ⊠D −, i.e. for a D-module functor F : N → L we
have HN ,L(F) = M ⊠D F : M ⊠D N → M ⊠D L. For objects M ∈ M, N ∈ N it is
(M⊠DF)(M⊠DN) = M⊠DF(N). If F is a left D-module functor thenM⊠DF is a left
C-module functor with the canonical isomorphism: c˜Y,M⊠DN : (M⊠DF)(Y⊗(M⊠DN))→
Y⊗(M⊠D F)(M ⊠D N) = Y⊗(M ⊠D F(N)) where Y ∈ C and M ∈ M, N ∈ N . Due to
Remark 3.3 the source object of c˜Y,M⊠DN is isomorphic to (Y⊗M)⊠DF(N) which is clearly
isomorphic to the target object. For two 1-cells F ,G : N → L and a 2-cell α : F → G we
define HN ,L(α) =M⊠D α :M⊠DF →M⊠D G by (M⊠D α)(M ⊠DN) = M ⊠D α(N) :
M⊠DF(N)→M⊠DG(N). The natural transformationM⊠Dα fulfills the compatibility
condition (Y⊗(M ⊠D α)(M ⊠D N))c˜Y,M⊠DN = d˜Y,M⊠DN(M ⊠D α)(Y⊗(M ⊠D N)) by
Remark 3.3 and since c˜Y,M⊠DN and d˜Y,M⊠DN are canonical isomorphisms.
Observe that a monoidal structure h for the composition of 1-cells (12) in this case is
an isomorphism fromM⊠D (F◦G) to (M⊠DF)◦(M⊠D G). Though, these two functors
are equal, so we take hN ,L,P to be the identity for all N ,L,P ∈ D-Mod.
Since M is invertible, the pseudo-functor (H, h) is a 2-equivalence.
4 Bi-Galois objects and invertible bimodule categories
Let H,L be finite-dimensional Hopf algebras. An (H,L)-biGalois object, introduced by
Schauenburg in [22], is an algebra A that is a left H-Galois extension and a right L-Galois
extension of k such that the two comodule structures make it an (H,L)-bicomodule. Two
biGalois objects are isomorphic if there exists a bijective bicomodule morphism that is also
an algebra map. Denote by BiGal (H) the set of isomorphism classes of (H,H)-biGalois
extensions. It is a group with product given by ✷H .
If A is an (H,L)-biGalois object then the functor FA : Comod(L) → Comod(H),
FA(X) = A✷LX , X ∈ Comod(L), is a tensor equivalence functor [24]. The tensor
structure on FA is as follows. If X, Y ∈ Comod(L) then
ξAX,Y : (A✷LX)⊗k(A✷LY )→ A✷L(X⊗kY ), ξ
A
X,Y (ai⊗ xi ⊗ bj ⊗ yj) = aibj ⊗ xi ⊗ yj (13)
for any ai⊗xi ∈ A✷LX, bj⊗yj ∈ A✷LY . If A,B are (H,L)-biGalois objects then there is
a natural monoidal isomorphism between the tensor functors FA,FB if and only if A ≃ B
as biGalois objects, [22, Corollary 5.7].
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Lemma 4.1 Let A be an (H,H)-biGalois object.
1. The category AM is an invertible Rep(H)-bimodule category.
2. Comod(H)FA is an invertible Comod(H)-bimodule category.
Proof. (1) is a consequence of Theorem 2.7 (c) and (2) is a particular case of Lemma 2.5.
Bimodule categories in Lemma 4.1 are related via the isomorphism presented in (7).
Let us explain this assertion in detail. The category of finite-dimensional vector spaces
vectk is an invertible (Comod(H),Rep(H
op))-bimodule category. Let us denote
Φ : BrPic (Comod(H))→ BrPic (Rep(Hop)) (14)
the isomorphism described in (7) using M = vectk.
Proposition 4.2 Let A be an (H,H)-biGalois object, then Φ([Comod(H)FA]) = [MA].
Proof. Let us denote C = Comod(H). By definition we get
Φ([CFA ]) = [vectopk ⊠C C
FA ⊠C vectk]
= [
(
vectopk
)FA
⊠C vectk]
= [
(
FAvectk
)op
⊠C vectk]
= [HomC(
FAvectk, vectk)].
The second and third equality follow from Lemma 2.5 (2). The last equality is [16, Thm.
3.20]. It remains to prove that there is an equivalence of bimodule categories
MA ≃ HomC(
FAvectk, vectk).
We shall only sketch the proof. Given an object (U, µ) ∈MA, µ : U⊗kA→ U , define the
functor (G, c) ∈ HomC(FAvectk, vectk) as follows. For any M ∈ vectk set G(M) = U⊗kM,
and cX,M : U⊗k(A✷HX)⊗kM → X⊗kU⊗kM is
cX,M(u⊗ ai ⊗ xi ⊗m) = xi ⊗ u · ai ⊗m,
for all u ∈ U , m ∈ M ,
∑
ai ⊗ xi ∈ A✷HX . Conversely, given a module functor (G, c) ∈
HomC(
FAvectk, vectk), since it is exact, there exists an object U ∈ vectk such that G(M) =
U⊗kM for any M ∈ vectk. The object U has a right A-module structure µ : U⊗kA→ U
defined by
µ = (ǫ⊗ idU)cH,k(idU ⊗ρ).
Here ρ : A → A⊗kH is the right H-comodule structure. Both constructions are well-
defined and inverse of each other.
If (A, λ) is a left H-comodule algebra and g ∈ G(H) is a group-like element we can
define a new comodule algebra Ag on the same underlying algebra A with the coaction
given by λg : Ag → H⊗kAg:
λg(a) = g−1a(−1)g ⊗ a(0) (15)
for all a ∈ A. If A is an (H,H)-biGalois object let Ag denote the above left comodule
algebra whose right comodule structure remains unchanged.
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Lemma 4.3 Ag is an (H,H)-biGalois object.
Definition 4.4 If A,B ∈ BiGal (H) we shall say that A is equivalent to B, and denote
it by A ∼ B if there exists an element g ∈ G(H) such that Ag ≃ B as biGalois objects.
Theorem 4.5 Let A,B ∈ BiGal (H). The following statements are equivalent.
1. A ∼ B;
2. there exists an equivalence Comod(H)FA ≃ Comod(H)FB of Comod(H)-bimodule
categories;
3. there exists an equivalence AM≃ BM of Rep(H)-bimodule categories;
4. there exists a pseudo-natural isomorphism (η, η0) : FA → FB.
Proof. The equivalence between (2) and (4) is given in [14, Lemma 6.1]. The equivalence
between (2) and (3) follows from Proposition 4.2. Let us prove that (1) is equivalent
to (4). Assume that there is a group-like element g ∈ G(H) and a bicomodule algebra
isomorphism f : Ag → B. Define η0 = k with left H-comodule action η0 → H⊗kη0,
1→ g ⊗ 1, and for any X ∈ Comod(H)
ηX : FA(X)⊗kη0 → η0⊗kFB(X), ηX(a⊗ x⊗ 1) = 1⊗ f(a)⊗ x,
for all a⊗x ∈ FA(X). Since f is a rightH-comodule morphism the map ηX is well-defined.
Let X, Y ∈ Comod(H), a⊗ x ∈ FA(X), b⊗ y ∈ FA(Y ), then
(idη0 ⊗(ξ
B
X,Y )
−1)(ηX ⊗ id)(id⊗ηY )(a⊗ x⊗ b⊗ y ⊗ 1) = 1⊗ f(a)f(b)⊗ x⊗ y
= 1⊗ f(ab)⊗ x⊗ y
= ηX⊗Y ((ξ
A
X,Y )
−1 ⊗ idη0)(a⊗ x⊗ b⊗ y ⊗ 1).
Thus (11) is fulfilled and (η, η0) is a pseudo-natural transformation.
Now, let us assume that there exists a pseudo-natural isomorphism (η, η0) : FA → FB.
Since η0 ∈ Comod(H) is an invertible object it is one-dimensional. Hence, there exists a
group-like element g ∈ G(H) such that the coaction η0 → H⊗kη0 is given by 1 7→ g ⊗ 1.
Define f : A→ B as the composition
A
ι
−→ A⊗kη0
ρ⊗id
−−→ A✷HH⊗kη0
ηH−→ η0⊗kB✷HH
id⊗ǫ
−−→ η0⊗kB
π
−→ B.
We must show that f is an algebra map and an H-bicomodule homomorphism.
Claim 4.6 f : A→ B is an algebra map.
Proof of Claim. It is enough to prove that ηH is an algebra map. Observe that A✷HH
is a subalgebra of A⊗kH and the algebra structure on A✷HH⊗kη0 is that of the tensor
product algebra. We shall denote
m1 : FA(H)⊗kη0⊗kFA(H)⊗kη0 → FA(H)⊗kη0,
m2 : η0⊗kFB(H)⊗kη0⊗kFB(H)→ η0⊗kFB(H),
12
the algebra structures. Define the isomorphisms
γ0 : η0⊗kFB(H)⊗kFB(H)→ η0⊗kFB(H)⊗kη0⊗kFB(H), γ0(1⊗ a⊗ b) = 1⊗ a⊗ 1⊗ b,
γ1 : FA(H)⊗kFA(H)⊗kη0 → FA(H)⊗kη0⊗kFA(H)⊗kη0, γ1(x⊗ y ⊗ 1) = x⊗ 1⊗ y ⊗ 1,
γ2 : FA(H)⊗kη0 ⊗ FB(H)→ FA(H)⊗kη0⊗kη0⊗kFB(H), γ2(x⊗ 1⊗ b) = x⊗ 1⊗ 1⊗ b,
for all a, b ∈ FB(H), x, y ∈ FA(H). It is not difficult to prove that
(idFA(H)⊗ idη0 ⊗ηH)γ1 = γ2(idFA(H)⊗ηH), (16)
(ηH ⊗ idη0 ⊗ idFB(H))γ2 = γ0(ηH ⊗ idFB(H)). (17)
Let us denote m : H⊗kH → H the product. Since m is a morphism in Comod(H),
the naturality of η implies that (idη0 ⊗FB(m))ηH⊗H = ηH(FA(m) ⊗ idη0). The following
equalities are readily verified:
FA(m)⊗ idη0 = m1γ1(ξ
A
H,H ⊗ idη0), idη0 ⊗FB(m) = m2γ0(idη0 ⊗ξ
B
H,H). (18)
Since η is pseudo-natural, then
(ηH ⊗ idFB(H))(idFA(H)⊗ηH)(ξ
A
H,H ⊗ idη0) = (idη0 ⊗ξ
B
H,H)ηH⊗H . (19)
Let us denote the isomorphism φ = γ1(ξ
A
H,H ⊗ idη0). We have that
(ηH ⊗ ηH)φ = (ηH ⊗ idη0⊗FB(H))(idFA(H)⊗η0 ⊗ηH)γ1(ξ
A
H,H ⊗ idη0)
= (ηH ⊗ idη0⊗FB(H))(γ2(idFA(H)⊗ηH))(ξ
A
H,H ⊗ idη0)
= γ0(ηH ⊗ idFB(H))(idF (H)⊗ηH)(ξ
A
H,H ⊗ idη0)
= γ0(idη0 ⊗ ξ
B
H,H)ηH⊗H .
The second equality follows from (16), the third equality by (17) and the last equality
follows from (19). Now, we have that
ηHm1φ = ηH(FA(m)⊗ idη0) = (idη0 ⊗FB(m))ηH⊗H
= m2γ0(idη0 ⊗ξ
B
H,H)ηH⊗H = m2(ηH ⊗ ηH)φ.
The first and third equalities follow from (18). Hence ηHm1 = m2(ηH ⊗ ηH) and ηH is
an algebra map. That ηH(1 ⊗ 1 ⊗ 1) = 1 ⊗ 1 ⊗ 1 follows from the naturality of η (since
A✷Hk = k, it is ηk = idk).
For any vector space V we shall denote by V t the same vector space V with trivial
left H-coaction: λt : V t → H⊗kV t, λt(v) = 1 ⊗ v for all v ∈ V . Then A✷HV t = V t and
η is additive, because for any vector space V we have that ηV t = idV .
Claim 4.7 f : A→ B is a right H-comodule map.
Proof of Claim. The spaces A✷HH⊗kη0 and η0⊗kB✷HH have a right H-comodule struc-
ture as follows:
ρ1 : A✷HH⊗kη0 → A✷HH⊗kη0⊗kH, ρ2 : η0⊗kB✷HH → η0⊗kB✷HH⊗kH,
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ρ1(a⊗ h⊗ 1) = a⊗ h(1) ⊗ 1⊗ h(2), ρ2(1⊗ b⊗ h) = 1⊗ b⊗ h(1) ⊗ h(2),
for all a⊗h ∈ A✷HH , b⊗h ∈ B✷HH . With these structures, the maps ι, ρ⊗ id, id⊗ε and
π are comodule morphisms. Hence, it is enough to prove that ηH is a right H-comodule
map. First note that
ρ1 = (id⊗ηHt)(ξ
A
H,Ht ⊗ idη0)(id⊗∆⊗ id), ρ2 = (idη0 ⊗ξ
B
H,Ht)(id⊗ id⊗∆).
Now, we have
(ηH ⊗ idH)ρ1 = (ηH ⊗ idH)(id⊗ηHt)(ξ
A
H,Ht ⊗ idη0)(id⊗∆⊗ id)
= (idη0 ⊗ξ
B
H,Ht)ηH⊗kHt(id⊗∆⊗ id)
= (idη0 ⊗ξ
B
H,Ht)(id⊗ id⊗∆)ηH = ρ2ηH .
The second equality follows from (11), and the third one follows from the naturality of η
since ∆ : H → H⊗kH t is a left H-comodule map.
Claim 4.8 f : Ag → B is a left H-comodule map.
Proof of Claim. If λ : C → H⊗kC is a left H-comodule and g ∈ G(H), define the left
H-comodules C(g) and (g)C as follows. As vector spaces C(g) = (g)C = C, the comodule
structures λ(g) : C(g) → H⊗kC(g), (g)λ : (g)C → H⊗k(g)C are defined by
λ(g)(c) = c(−1)g ⊗ c(0),
(g)λ(c) = gc(−1) ⊗ c(0),
for all c ∈ C. Note that f : Ag → B is a left H-comodule map if and only if f : A(g) →
(g)B is a left H-comodule map. It is enough to observe that ι : A(g) → A⊗kη0 and
π : η0⊗kB → (g)B are comodule morphisms.
Define InnbiGal(H) as the set of isomorphism classes of (H,H)-biGalois objects A
such that A ∼ H .
Corollary 4.9 There is an exact sequence of groups
1→ InnbiGal(H)→ BiGal (H)→ BrPic (Rep(H)).
Proof. Define the map φ : BiGal (H)→ BrPic (Rep(H)), φ([A]) = [AM], for any isomor-
phism class [A] ∈ BiGal (H). Here [AM] denotes the equivalence class of the bimodule
category AM. By Lemma 4.1 it follows that φ is well-defined and by Theorem 2.7 it is a
group map. If φ([A]) is the trivial element in BrPic (Rep(H)), by Theorem 4.5 it follows
that A ∼ H .
Remark 4.10 The above exact sequence can be thought of as an analogue of the sequence
studied in [5]. It would be interesting to give an interpretation of the results obtained in
[5] in this context.
Corollary 4.11 If H∗ is a quasi-triangular Hopf algebra, there is an injective group ho-
momorphism BiGal (H)→ BrPic (Rep(H)).
Proof. Let A ∈ InnbiGal(H). It follows from Theorem 4.5 that there is a pseudo-natural
isomorphism between the monoidal functors FA and FH . From Lemma 3.1 it follows that
there is a natural monoidal isomorphism between FA and FH . This implies that A ≃ H
as biGalois objects.
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5 Families of invertible Rep(Tq)-bimodule categories
Let n > 2 be a natural number and q a n-th primitive root of unity. The Taft algebra is
Tq = k〈g, x|g
n = 1, xn = 0, gx = q xg〉.
The structure of a Hopf algebra on Tq is such that g is group-like, x is (1, g)-primitive,
that is, ∆(x) = x ⊗ 1 + g ⊗ x with S(x) = −g−1x. When n = 2 note that we recover
Sweedler’s Hopf algebra H4. The Taft algebra is isomorphic to a Radford biproduct
Tq ∼= k[x]/(x
n)#kZn (20)
(send G 7→ 1 ⊗ g and X 7→ x ⊗ 1), where g · x = q x. The following technical result will
be needed later.
Lemma 5.1 There is a Hopf algebra isomorphism φ : Tq−1
≃
−−→ T copq .
Proof. Let us assume that Tq is generated by elements g, x such that g
n = 1, xn = 0, gx =
q xg and
∆(g) = g ⊗ g, ∆(x) = x⊗ 1 + g ⊗ x,
and Tq−1 is generated by elements g, y such that g
n = 1, yn = 0, g−1y = q−1 yg−1 and the
coproduct is determined by
∆(g) = g ⊗ g, ∆(y) = y ⊗ 1 + g−1 ⊗ y.
(Strictly speaking, in Tq−1 we should take g
−1 for a generator rather than g, but all the
relations remain the same.) The algebra map φ : Tq−1 → T
cop
q determined by φ(g) =
g, φ(y) = xg−1, is a well-defined Hopf algebra isomorphism.
As we are interested in finding invertible Rep(Tq)-bimodule categories, which are left
Rep(Tq ⊗ T copq )-module categories, from now on we shall consider the Hopf algebra H =
Tq ⊗ Tq−1 .
Let V1 and V2 be the one dimensional vector spaces spanned by x and y respectively,
Zn = 〈g〉 = 〈g−1〉 with gn = 1 and let G = Zn×Zn = 〈g〉× 〈g〉. The vector spaces V1 and
V2 are G-modules via
(gi, gj) · x = gi · x = qix and (gi, gj) · y = gj · y = qjy.
The algebra H is generated by the elements {f ∈ G, x, y} subject to relations
xn = 0 = yn, xy = yx, fx = (f · x)f, fy = (f · y)f.
Its Hopf algebra structure is given by
∆(x) = x⊗ 1 + (g, 1)⊗ x, ∆(y) = y ⊗ 1 + (1, g−1)⊗ y, ∆(f) = f ⊗ f.
In other words, H = B(V )#kG where B(V ) is the Nichols algebra of the Yetter-Drinfeld
module V = V1 ⊕ V2 over kG. The coaction δ : V1 ⊕ V2 → kG⊗k(V1 ⊕ V2) is given by
δ(v) = (g, 1)⊗ v, δ(w) = (1, g−1)⊗ w,
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for all v ∈ V1, w ∈ V2. Let us define a new Hopf algebra that will be used later. If
χ1, χ2 : G → k are characters then V has a new action of G as follows. For any f ∈ G,
v ∈ V1, w ∈ V2
f ✄ v = χ1(f) f · v, f ✄ w = χ2(f) f · w.
Let χ1, χ2 be characters such that χ1(1, g
−1)χ2(g, 1) = 1. In this case V with the new
action and the same coaction is a Yetter-Drinfeld module over kG that we shall denote
by V(χ1,χ2). Observe that V and also V(χ1,χ2) are quantum linear spaces, see [2].
Definition 5.2 If χ1, χ2 : G → k are characters such that χ1(1, g−1)χ2(g, 1) = 1 we
denote H(χ1,χ2) = B(V(χ1,χ2))#kG.
The algebra H(χ1,χ2) is generated by elements {f ∈ G, x, y} subject to relations
xn = 0 = yn, xy = χ2(g, 1) yx, fx = (f ✄ x)f, fy = (f ✄ y)f.
Its coproduct is the same as the coproduct of H .
5.1 Twisting Tq ⊗ Tq−1
We will next investigate the Hopf algebra (Tq ⊗ Tq−1)
[σ] for Hopf 2-cocycles σ obtained as
in Lemma 2.1. Let ψ ∈ Z2(G, k×). We define χ1, χ2 : G→ k× characters on G, via
χ1(f) =
ψ(f, (g, 1))
ψ((g, 1), f)
and χ2(f) =
ψ(f, (1, g−1))
ψ((1, g−1), f)
. (21)
The proof of the following result is straightforward.
Proposition 5.3 Assume ψ ∈ Z2(G, k×) is a 2-cocycle. Let σ : H ⊗ H → k be a 2-
cocycle coming from ψ as in Lemma 2.1 and χ1, χ2 characters in G defined in (21). There
is an isomorphism of Hopf algebras H [σ] ≃ H(χ1,χ2).
5.2 Homogeneous coideal subalgebras in Taft Hopf algebra
Due to [23, Theorem 6.1] any coideal subalgebra of a finite-dimensional Hopf algebra H
is an H-simple comodule algebra. Its lifting will also be of that type and thus it will de-
termine an exact indecomposable Rep(H)-bimodule category. Any exact indecomposable
module category emerges in this way. This is why a fundamental piece of information
needed to compute exact Rep(Tq)-bimodule categories is the classification of its coideal
subalgebras. This is the main goal of this section. As before, we set H = Tq ⊗ Tq−1 .
Note that H(1) = (V1 ⊕ V2) ⊗ kG. For (v1, v2) = (αx, βy) ∈ V1 ⊕ V2, with α, β ∈ k,
we will denote
[(v1, v2)] = v1 + v2(g, g) ∈ H(1) and ˜[(v1, v2)] = v2 + v1(g
−1, g−1) ∈ H(1).
Remark 5.4 The following holds:
[(v1, v2)]
n = ˜[(v1, v2)]
n
= 0 (22)
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∆([(v1, v2)]) = v1 ⊗ 1 + v2(g, g)⊗ (g, g) + (g, 1)⊗ [(v1, v2)] (23)
∆( ˜[(v1, v2)]) = v2 ⊗ 1 + v1(g
−1, g−1)⊗ (g−1, g−1) + (1, g−1)⊗ ˜[(v1, v2)]. (24)
Observe that if K is a homogeneous left coideal subalgebra of H and [(v1, v2)] ∈ K or
˜[(v1, v2)] ∈ K where some vi is not null then, since both (23) and (24) are elements in
H(0)⊗K(1) ⊕ H(1)⊗K(0), it follows that (g, g) ∈ K(0).
Definition 5.5 A coideal subalgebra datum is a collection (W 1,W 2,W 3, F ) such that
1. W = W 1 ⊕W 2 ⊕W 3 is a subspace of V1 ⊕ V2 such that
W ∩ V1 =W
1, W ∩ V2 = W
2;
2. W 3 ⊆ V1 ⊕ V2 is a subspace such that
W 3 ∩W 1 ⊕W 2 = 0, W 3 ∩ V1 = 0 =W
3 ∩ V2;
3. F ⊆ G is a subgroup that leaves invariant all subspaces W i, i = 1, 2, 3;
4. if W 3 6= 0 then (g, g) ∈ F ;
We denote by C(W 1,W 2,W 3, F ) the subalgebra of H generated by kF and elements in
W 1 ⊕W 2 and {[w], [˜w] : w ∈ W 3}.
If χ1, χ2 : G→ k are characters such that χ1(1, g
−1)χ2(g, 1) = 1 and (W
1,W 2,W 3, F ) is
a coideal subalgebra datum, we shall denote by C(χ1,χ2)(W
1,W 2,W 3, F ) the subalgebra
of H(χ1,χ2) generated by kF and elements in W
1 ⊕W 2 and {[w], [˜w] : w ∈ W 3}.
Remark 5.6 If (W 1,W 2,W 3, F ) is a coideal subalgebra datum then we conclude that
if W 3 6= 0 then W 1 = W 2 = 0. Indeed, suppose that W 3 6= 0 and W 1 6= 0. Then
W 1 ⊕W 3 = W and (W 1 ⊕W 3) ∩ V2 6= 0, since V1 has dimension 1. This implies that
W 2 6= 0, but if W 1 6= 0 and W 2 6= 0, then it must be W 3 = 0, contradiction.
Lemma 5.7 The algebra C(W 1,W 2,W 3, F ) (resp. C(χ1,χ2)(W
1,W 2,W 3, F ) ) is a homo-
geneous left coideal subalgebra of H (resp. H(χ1,χ2)).
Theorem 5.8 Any homogeneous left coideal subalgebraK = ⊕mi=0K(i) inH (resp. H(χ1,χ2))
is of the form K = C(W 1,W 2,W 3, F ) (resp. C(χ1,χ2)(W
1,W 2,W 3, F ) ), for some coideal
subalgebra datum (W 1,W 2,W 3, F ).
Proof. We shall assume that χ1, χ2 are trivial, since the proof for non-trivial characters
is completely analogous.
Given that K(0) ⊆ kG is a left coideal subalgebra, it is K(0) = kF for some subgroup
F ⊆ G. If K(1) = 0, then K = kF . Indeed, if x ∈ K(2) then ∆(x) ∈ H(0) ⊗ K(2) ⊕
H(2)⊗K(0), therefore x ∈ H(0)⊕H(1), and since (H(0)⊕H(1))∩H(2) = 0, it follows
x = 0. Similarly, one proves that K(n) = 0 for all n.
Suppose that K(1) 6= 0. The vector space K(1) is a kG-subcomodule of (V1⊕V2)⊗kG
via
(π ⊗ id)∆ : K(1)→ kG⊗K(1),
17
where π : H → kG is the canonical projection. We may write K(1) = ⊕f∈GK(1)f where
K(1)f = {x ∈ K(1)|(π ⊗ id)∆(x) = f ⊗ x}. Then it is
K(1)f ⊆ V1 ⊗ k〈(g
−1, 1)f〉 ⊕ V2 ⊗ k〈(1, g)f〉.
In particular we have:
K(1)(g,1) =W
1 ⊕ W˜ 2(g, g)⊕ U3 K(1)(1,g−1) = W
2 ⊕ W˜ 1(g−1, g−1)⊕ U˜3.
Here W 1 is the intersection of K(1)(g,1) with V1, W˜
2(g, g) is the intersection of K(1)(g,1)
with V2 ⊗ k〈(g, g)〉, and U3 is a direct complement. Concretely, U3 is a subspace of
V1⊕V2⊗k〈(g, g)〉 consisting of elements of the form [w], where w ∈ W 3 andW 3 ⊆ V1⊕V2.
Given that U3 ∩W 1 ⊕ W˜ 2(g, g) = 0, it follows that W 3 ∩W 1 ⊕ W˜ 2 = 0.
Analogously, for K(1)(1,g−1) we have that W
2 is the intersection of K(1)(1,g−1) with V2,
W˜ 1(g−1, g−1) is the intersection of K(1)(1,g−1) with V1 ⊗ k〈(g
−1, g−1)〉, and U˜3 is a direct
complement. The elements of U˜3 are of the form [˜w], where w ∈ W˜ 3 and W˜ 3 ⊆ V1 ⊕ V2.
We next prove the following two results:
Claim 5.9 If any of W˜ 1, W˜ 2, W˜ 3 or W 3 is different from 0, then (g, g) ∈ F . If W˜ 1 6= 0,
then W˜ 1 = W 1. If W˜ 2 6= 0, then W˜ 2 = W 2.
Proof. Take 0 6= (v1, v2) ∈ W 3. Then 0 6= [(v1, v2)] ∈ U3 and by Remark 5.4 (g, g) ∈ F .
The proof is analogous if W˜ 1, W˜ 2 or W˜ 3 are different from zero. For the second claim
take w ∈ W˜ 1. Then w(g−1, g−1) ∈ K(1)(1,g−1) and w ∈ K(1)(g,1) and it must be w ∈ W
1.
Similarly, one proves the other inclusion and we get W˜ 1 = W 1. The other equality is
proven analogously.
Claim 5.10 K(1) =W 1F ⊕W 2F ⊕ U3F .
Proof. Take f ∈ G and 0 6= x ∈ K(1)f . Then for some v1 ∈ V1 and v2 ∈ V2 it is
x = v1(g
−1, 1)f + v2(1, g)f
and
∆(x) = v1(g
−1, 1)f ⊗ (g−1, 1)f + v2(1, g)f ⊗ (1, g)f + f ⊗ x
is an element in H(0)⊗K(1) ⊕ H(1)⊗K(0). If v1 6= 0, then (g−1, 1)f ∈ F and hence
xf−1(g, 1) ∈ K(1)(g,1) and x ∈ K(1)(g,1)F ⊆ W
1F ⊕ W˜ 2(g, g)F ⊕ U3F ⊆ W 1F ⊕W 2F ⊕
U3F - the latter inclusion is due to Claim 5.9. If v1 = 0, then v2 6= 0 and it follows
(1, g)f ∈ F . Thus xf−1(1, g−1) ∈ K(1)(1,g−1). If W˜
1 = U˜3 = 0, then xf−1(1, g−1) ∈ W 2
and x ∈ W 2F and the claim follows. If any of W˜ 1 and U˜3 is not zero, then (g, g) ∈ F .
But then (g−1, 1)f = (g−1, g−1)(1, g)f ∈ F and thus xf−1(g, 1) ∈ K(1)(g,1). It follows
x ∈ K(1)(g,1)F , which we already have proved is a subspace of W
1F ⊕W 2F ⊕ U3F .
To finish the proof of the Theorem we will prove that K is generated as an algebra
by K(0) and K(1), which yields K = C(W 1,W 2,W 3, F ). Let B = {bi} be a basis of
V1 ⊕ V2. For any v1 ∈ V1 and v2 ∈ V2 it is (v1, 0) =
∑
i αibi and (0, v2) =
∑
i βibi for
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some αi, βi ∈ k. Then v1 =
∑
i αi[bi] and v2 =
∑
i βi[bi](g
−1, g−1). So we have that H is
generated as an algebra by the set
{[bi], f : bi ∈ B, f ∈ G}.
Now, let {b1, ..., br} be a basis of W = W 1⊕W 2⊕W 3 and extend it to a basis {b1, ..., bt}
of V1 ⊕ V2 with r ≤ t. For n > 1 an arbitrary x ∈ K(n) has the form
x =
∑
sj∈{0,1}
fi∈G
αs1,...,st,i[b1]
s1 [b2]
s2 · · · [bt]
stfi
for some αs1,...,st,i ∈ k, where s1 + ... + st = n. Let p : H → H(1) be the canonical
projection. Then
(id⊗p)∆(x) =
∑
l
∑
sj∈{0,1}
fi∈G
αs1,...,st,ihs1,...,st,i,l ⊗ [bl]fi
for some 0 6= hs1,...,st,i,l ∈ H(n− 1) is an element in H(n− 1)⊗K(1). So for all l > r with
sl = 1 it must be αs1,...,st,i = 0 and K(n) is generated as an algebra by K(1).
Remark 5.11 A coideal subalgebra datum depends whether it is on H or H(χ1,χ2). Since
V1, V2 are 1-dimensional vector spaces we can give a description of all possible coideal
subalgebra data. Let (W 1,W 2,W 3, F ) be a coideal subalgebra datum (either for H or
H(χ1,χ2) ). Then W
3 is either null or 1-dimensional. If W 3 6= 0 then, using Remark 5.6
we get that W 1 = W 2 = 0 and
(W 1,W 2,W 3) = (0, 0, < ξ x+ y >k)
for some 0 6= ξ ∈ k. We call this coideal subalgebra datum of type ξ.
If W 3 = 0 then
(W 1,W 2,W 3) = (< δ1 x >k, < δ2 y >k, 0)
for some δ1, δ2 ∈ {0, 1}. We call this coideal subalgebra datum of type (δ1, δ2). We have
already observed that if W 3 6= 0, then (g, g) ∈ F .
Assume (W 1,W 2,W 3, F ) is a coideal subalgebra datum for H(χ1,χ2). Let f = (g
i, gj) ∈
F . Since F leaves invariant the subspace W 3, then
f · (ξ x+ y) = ξqiχ1(f) x+ q
jχ2(f) y ∈< ξ x+ y >k .
Hence
qiχ1(f) = q
jχ2(f) (25)
for all f ∈ F . In particular, if χ1 = χ2, then i = j. Therefore F contains the cyclic group
generated by (g, g).
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5.3 Families of Tq ⊗ Tq−1-comodule algebras
We shall introduce families of non-equivalent right H-simple left H-comodule algebras
and a fortiori, families of exact indecomposable Rep(H)-module categories, where H =
Tq ⊗ Tq−1 . We shall define them by generators and relations extending the information
from the coideal subalgebras from the previous section. It will turn out that the former
families are liftings of the latter.
Definition 5.12 Given a subgroup F ⊆ Zn × Zn we shall say that a 2-cocycle ψ ∈
Z2(Zn × Zn, k×) is compatible with F if
qi
ψ((g, 1), f)
ψ(f, (g, 1))
= qj
ψ((1, g−1), f)
ψ(f, (1, g−1))
(26)
for any f = (gi, gj) ∈ F . We shall say that a 2-cocycle ψ ∈ Z2(F, k×) is compatible with
F if the corestriction (see [4, p. 81]) of ψ in Z2(G, k×) satisfies (26).
Remark 5.13 Equation (26) is obtained by replacing the values of χ1, χ2 given in (21),
using ψ−1, in equation (25).
Let us introduce five families of left H-comodule algebras.
• Let F ⊆ Zn × Zn be a subgroup such that (g, g) ∈ F , ψ ∈ Z2(F, k×) a 2-cocycle
compatible with F , ξ, µ ∈ k with ξ 6= 0. Set L(ξ, µ, F, ψ) for the algebra generated
by elements {w, ef : f ∈ F} subject to relations
wn = µ1, efef ′ = ψ(f, f
′) eff ′ , efw = τf wef .
Here τf = q
i if f = (gi, gj). The left comodule structure λ : L(ξ, µ, F, ψ) →
H⊗kL(ξ, µ, F, ψ) is defined by
λ(ef) = f ⊗ ef , λ(w) = ξ x⊗ 1 + y(g, g)⊗ e(g,g) + (g, 1)⊗ w.
• Let a, b, ξ ∈ k, F ⊆ G a subgroup, ψ ∈ Z2(F, k×). Set K11(a, b, ξ, F, ψ) for the
algebra generated by elements {z, u, ef : f ∈ F} subject to relations
zn = a 1, un = b 1, zu− uz = ξ e(g,g−1), efef ′ = ψ(f, f
′) eff ′,
e(gi,gj)z = q
i ze(gi,gj), e(gi,gj)u = q
j we(gi,gj) if (g
i, gj) ∈ F.
If (g, g−1) /∈ F then ξ = 0. The coaction λ : K11(a, b, ξ, F, ψ)→ H⊗kK11(a, b, ξ, F, ψ)
is defined by
λ(ef ) = f ⊗ ef , λ(z) = x⊗ 1 + (g, 1)⊗ z, λ(u) = y ⊗ 1 + (1, g
−1)⊗ u.
• The algebra K01(a, F, ψ) is the subcomodule algebra of K11(a, b, ξ, F, ψ) generated
by elements {z, ef : f ∈ F}.
• The algebra K10(b, F, ψ) is the subcomodule algebra of K11(a, b, ξ, F, ψ) generated
by elements {u, ef : f ∈ F}.
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• Let F ⊆ Zn×Zn be a subgroup, ψ ∈ Z2(F, k×) a 2-cocycle then kψF is the twisted
group algebra.
Remark 5.14 The first family of comodule algebras is related to the coideal subalgebra
datum of type ξ and the other four families are related to the coideal subalgebra datum
of type (1, 1), (0, 1), (1, 0) and (0, 0) respectively.
Lemma 5.15 The algebras L(ξ, µ, F, ψ), K11(a, b, ξ, F, ψ), K01(a, F, ψ), K10(b, F, ψ) are
right H-simple left H-comodule algebras with trivial coinvariants.
Proof. It is enough to note that
kψF = L(ξ, µ, F, ψ)0 = K11(a, b, ξ, F, ψ)0 = K01(a, F, ψ)0 = K10(b, F, ψ)0
and use [18, Prop. 4.4].
Let ψ ∈ Z2(Zn × Zn, k×) and σψ : H⊗kH → k be the associated Hopf 2-cocycle. Let
χ1, χ2 be the characters in Zn × Zn defined in (21) and let (W 1,W 2,W 3, F ) be a coideal
subalgebra datum for H(χ1,χ2).
Lemma 5.16 If W 3 = 0 there is an isomorphism of comodule algebras
C(χ1,χ2)(W
1,W 2, 0, F )σ−1
ψ
≃ Kij(0, 0, 0, F, ψ
−1)
for some i, j ∈ {0, 1}. If W 3 6= 0 then C(χ1,χ2)(0, 0,W
3, F )σ−1
ψ
≃ L(ξ, 0, F, ψ−1) for some
ξ ∈ k×.
5.4 Classification of exact module categories over Rep(Tq ⊗ Tq−1)
In this section we give a classification of exact indecomposable Rep(Tq)-bimodule cate-
gories. This is a new result, interesting in itself.
Theorem 5.17 Let M be an exact indecomposable Rep(Tq)-bimodule category then M
is equivalent to one of the following categories:
• kψFM for some subgroup F ⊆ G and ψ ∈ Z
2(F, k×);
• L(ξ,µ,F,ψ)M for some subgroup F ⊆ G such that (g, g) ∈ F and ψ ∈ Z
2(F, k×) is
compatible with F , ξ, µ ∈ k with ξ 6= 0;
• K11(a,b,ξ,F,ψ)M for some a, b, ξ ∈ k, F ⊆ G a subgroup, ψ ∈ Z
2(F, k×);
• K01(a,F,ψ)M for some a ∈ k, F ⊆ G a subgroup, ψ ∈ Z
2(F, k×);
• K10(b,F,ψ)M for some a ∈ k, F ⊆ G a subgroup, ψ ∈ Z
2(F, k×).
Proof. By Lemma 5.15 all module categories listed above are exact indecomposable. Let
M be an indecomposable exact Rep(Tq)-bimodule category, then it is an indecompos-
able exact Rep(H)-module category. By [1, Thm 3.3] there exists a right H-simple left
comodule algebra with trivial coinvariants (A, λ), λ : A → H⊗kA, such that M = AM
as Rep(H)-modules. Since H is coradically graded then grA is a right H-simple left co-
module algebra also with trivial coinvariants. Thus, there exists a subgroup F ⊆ G and
ψ ∈ Z2(F, k×) such that grA0 = kψF .
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Abusing the notation we shall denote by ψ ∈ Z2(G, k×) the 2-cocycle such that re-
stricted to F it equals ψ. Since (grA)σ−1ψ
is a Loewy-graded comodule algebra in H [σ
−1
ψ
],
it follows from [20, Lemma 5.5] that (grA)σ−1ψ
is isomorphic to a homogeneous coideal
subalgebra of H [σ
−1
ψ
]. Let χ1, χ2 be the characters in G defined in (21) using ψ
−1. Then
H [σ
−1
ψ
] = H(χ1,χ2) and by Theorem 5.8 (grA)σ−1
ψ
= C(χ1,χ2)(W
1,W 2,W 3, F ) for some
coideal subalgebra datum (W 1,W 2,W 3, F ). Then grA = C(χ1,χ2)(W
1,W 2,W 3, F )σψ and
by Lemma 5.16 there are two options: when W 3 = 0 and W 3 6= 0.
We shall only analyze the case when W 3 6= 0, the other case is done similarly. In this
case, by Lemma 5.16, grA = L(ξ, 0, F, ψ).
Claim 5.18 There exists an element w ∈ A such that
λ(w) = ξ x⊗ 1 + y(g, g)⊗ e(g,g) + (g, 1)⊗ w. (27)
Proof. Since grA = L(ξ, 0, F, ψ) there exists an element w ∈ A1/A0 such that
λ(w) = ξ x⊗ 1 + y(g, g)⊗ e(g,g) + (g, 1)⊗ w.
Here λ : grA→ H⊗kgrA is the coaction induced from λ, see for example [18, Section 4].
Let us denote by w′ ∈ A1 a representative element in the class of w. By the definition of
the induced coaction λ there exists a map λ1 : grA→ kG⊗kkψF such that
λ(w′) = ξ x⊗ 1 + y(g, g)⊗ e(g,g) + (g, 1)⊗ w
′ + λ1(w
′).
Set λ1(w
′) =
∑
h∈G,f∈F ah,f h⊗ ef , for some ah,f ∈ k. By the coassociativity of λ we get
that (g, 1)⊗ λ1(w
′) + (id⊗λ)λ1(w
′) = (∆⊗ id)λ1(w
′), whence
λ1(w
′) =
∑
f∈F,f 6=(g,1)
βf ((g, 1)− f)⊗ ef .
Then, if z =
∑
f∈F,f 6=(g,1) βf ef ∈ A0 we get that λ1(w
′) = (g, 1)⊗ z − λ(z). The element
w = w′ + z satisfies equation (27).
It is not difficult to prove that we can choose one w ∈ A which also satisfies efw =
(f · w)ef , where the action · : F ×W
3 → W 3 is the restriction of the action of G on
V1 ⊕ V2. The set {fwi : f ∈ F, 0 ≤ i < n} is a basis for A. Since
λ(wn) = 1⊗ wn,
there exists µ ∈ k such that wn = µ1. Hence, there is a projection L(ξ, µ, F, ψ)→ A that
must be an isomorphism since both algebras have the same dimension.
We shall analize when module categories listed in Theorem 5.17 are equivalent.
Proposition 5.19 The following statements hold:
1. kψFM≃ kψ′F ′M if and only if F = F
′ and ψ = ψ′ in H2(F, k×);
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2. L(ξ,µ,F,ψ)M≃ L(ξ′,µ′,F ′,ψ′)M if and only if ξ = qiξ′, µ = µ′ for some i ∈ N and F = F ′
and ψ = ψ′ in H2(F, k×);
3. K11(a,b,ξ,F,ψ)M≃ K11(a′,b′,ξ′,F ′,ψ′)M if and only if (a, b, ξ, F, ψ) = (a
′, b′, ξ′, F ′, ψ′);
4. for any (i, j) ∈ {(0, 1), (1, 0)} Kij(a,F,ψ)M ≃ Kij(a′,F ′,ψ′)M if and only if (a, F, ψ) =
(a′, F ′, ψ′).
Proof. We shall only prove (2). The proofs of the other statements are analogous. It
is not difficult to prove that if there is an isomorphism of left H-comodule algebras
L(ξ, µ, F, ψ) ≃ L(ξ′, µ′, F ′, ψ′), then ξ = qaξ′, µ = µ′, for some a ∈ N and F = F ′,
ψ = ψ′.
It follows from [15, Thm. 4.2] that L(ξ,µ,F,ψ)M ≃ L(ξ′,µ′,F ′,ψ′)M if and only if there
exists f ∈ G such that L(ξ, µ, F, ψ) ≃ L(ξ′, µ′, F ′, ψ′)f as left H-comodule algebras,
where the latter comodule algebra has the structure as in (15). One readily obtains that
if f ∈ G then L(ξ′, µ′, F ′, ψ′)f = L(qiξ′, µ′, F ′, ψ′) for some i ∈ N.
One of the consequences of the above is the classification of Tq-biGalois objects. The
classification was already obtained by Schauenburg, see [21].
Corollary 5.20 If A is a Tq-biGalois object then A ≃ L(ξ, µ, diag(G), 1) as Tq-bicomodule
algebras for some 0 6= ξ, µ ∈ k.
Proof. Let A be a Tq-biGalois object. Then A as a left Tq⊗kT copq -comodule algebra has
no non-trivial H-costable ideal. Indeed, let I ⊆ A be an H-costable ideal. Thus I is a
Tq-costable ideal and since A is biGalois, this means that I = 0 or I = A. Then A must
be one of the algebras listed above. If we observe these algebras as Tq-bicomodules, it is
easily seen that the only family of algebras that are Tq-biGalois is L(ξ, µ, diag(G), 1) for
some 0 6= ξ, µ ∈ k (keep in mind that since Tq is finite-dimensional, every biGalois object
is isomorphic to Tq as a bicomodule).
We shall denote L(ξ, µ) = L(ξ, µ, diag(G), 1) for any 0 6= ξ, µ ∈ k. Two biGalois
objects L(ξ, µ),L(ξ′, µ′) are isomorphic if and only if µ = µ′, ξ = qiξ′ for some i ∈ N.
Recall the definition of the equivalence relation ∼ given in Definition 4.4. As in the proof
of Proposition 5.19 we have that L(ξ, µ) ∼ L(ξ′, µ′) if and only if µ = µ′, ξ = qiξ′ for some
i ∈ N. It is straightforward to see that Tq ≃ L(1, 0). We then have:
Corollary 5.21 The subgroup InnbiGal(Tq) from Corollary 4.9 is trivial and the map
φ : BiGal (Tq)→ BrPic (Rep(Tq)), φ([A]) = [AM] is a group embedding.
5.5 Invertible Rep(Tq)-bimodule categories
As a consequence of the above results we give an explicit family of invertible exact Rep(Tq)-
bimodule categories that form a subgroup inside BrPic (Rep(Tq)).
Define the group k× ⋉ k+ with the underlying set k− {0} × k and product given by
(a, b) · (c, d) = (ac, cb+ d),
23
for any (a, b), (c, d) ∈ k× × k. If Gn denotes the subgroup of k× of n-th roots of unity,
then k×/Gn ⋉ k
+ is a group with product
(a, b) · (c, d) = (ac, cnb+ d),
for any (a, b), (c, d) ∈ k×/Gn×k. The map φ : k×/Gn⋉k+ → k×⋉k+ given by φ(ξ, µ) =
(ξn, µ) is a group isomorphism. Schauenburg proved that there is a group isomorphism
BiGal (Tq) ≃ k× ⋉ k+, [21, Thm. 2.5]. We shall give another proof of this result, mainly
for two reasons. Our description of biGalois objects is different from the one in [21] and
we also want to show an explicit subgroup inside BrPic (Rep(Tq)).
Theorem 5.22 Let ξ, µ, ξ′, µ′ ∈ k, ξ′, ξ 6= 0. There is an isomorphism of Tq⊗kTq−1-
comodule algebras
L(ξ′, µ′)✷TqL(ξ, µ) ≃ L(ξ
′ξ, ξnµ′ + µ).
Proof. Recall that the left Tq⊗kTq−1-comodule structure on the cotensor product is given
by (10). Let
γ : L(ξ′ξ, ξnµ′ + µ)→ L(ξ′, µ′)✷TqL(ξ, µ)
be the algebra map determined by
γ(w) = ξ w ⊗ 1 + e(g,g) ⊗ w, γ(ef ) = ef ⊗ ef ,
for all f ∈ diag(G). Note that we are abusing the notation by denoting with the same
name the generators of the algebras L(ξ, µ),L(ξ′, µ′) and L(ξ′ξ, ξnµ′ + µ). To prove that
γ is well-defined we have to verify that
γ(wn) = (ξnµ′ + µ) 1, γ(e(g,g)w) = q γ(we(g,g)).
This is done by a straightforward computation. Also, it can be readily proven that
the image of γ is contained in L(ξ′, µ′)✷TqL(ξ, µ) and that γ is an injective comodule
morphism. To prove that γ is bijective, we shall prove that
dim(L(ξ′, µ′)✷TqL(ξ, µ)) = dim(L(ξ
′ξ, ξnµ′ + µ)).
Since Tq is finite-dimensional, then any Hopf-Galois object is Cleft. This implies that
L(ξ, µ) ≃ Tq as a right and left Tq-comodules. Hence, there are linear isomorphisms
L(ξ′, µ′)✷TqL(ξ, µ) ≃ Tq✷TqTq ≃ Tq.
Therefore dim(L(ξ′, µ′)✷TqL(ξ, µ)) = dim(L(ξ
′ξ, ξnµ′ + µ)).
As a consequence of the above Theorem there is a group isomorphism k× ⋉ k+ →
BiGal (Tq) given by (ξ, µ) 7→ [L(φ
−1(ξ, µ))].
Corollary 5.23 There is an injective group homomorphism α : k×⋉k+ → BrPic (Rep(Tq))
given by
α(ξ, µ) = [L(φ−1(ξ,µ))M], (ξ, µ) ∈ k
× ⋉ k+.
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