Functional rehabilitation of the cortex following peripheral or central nervous system damage is likely to be improved by a combination of behavioural training and natural or therapeutically enhanced synaptic plasticity mechanisms. Experience-dependent plasticity studies in the somatosensory cortex have begun to reveal those synaptic plasticity mechanisms that are driven by sensory experience and might therefore be active during behavioural training. In this review the anatomical pathways, synaptic plasticity mechanisms and structural plasticity substrates involved in cortical plasticity are explored, focusing on work in the somatosensory cortex and the barrel cortex in particular.
INTRODUCTION
The somatosensory cortex serves several key functions in the brain. By integrating and analysing somatosensory information, it leads to perception of somatosensory stimuli and by projecting to motor areas such as striatum, motor cortex, pontine nuclei (and hence cerebellum) and ventral horn it enables planning, execution and dynamic modulation of coordinated movement (Johansson & Cole 1992; Ferezou et al. 2007) . In concert, with the right posterior insular cortex and visual cortex, the somatosensory cortex also governs the sense of body ownership and leads to a sense of self ( Tsakiris et al. 2007) . Consequently, the loss of function in the somatosensory cortex due to head trauma or stroke can produce profound physical and cognitive deficits (Dobkin 1991; Perennou 2006; Committeri et al. 2007; Castillo et al. 2008; Gallace & Spence 2008) . Somatosensory cortex is vulnerable to injury because the middle cerebral artery is often affected during stroke and is the major artery that supplies the somatomotor cortex in general.
A good deal of cortical reorganization occurs naturally during recovery or partial recovery from stroke (Nelles et al. 1999) , but there are limits to what the brain can achieve without therapy. Treatments aimed at improving recovery from stroke can be envisaged as comprising three stages, namely, neuroprotection, neuronal repair and functional rehabilitation. Neuroprotection is aimed at minimizing the damage immediately following injury. Neuronal repair involves replacing damaged neurons with new ones, creating new axonal pathways and sprouting connections within the cortex in order that areas unaffected by the stroke can compensate for the loss of function in the damaged areas (Dobkin 2000) . Functional rehabilitation might involve both selecting the useful functional connections from the exuberant growth of connections created in the neuronal repair phase and also retraining pathways and synapses spared from any damage in order to compensate for the loss of other connections. The majority of work in the field has so far focused on neuroprotection. Work on neuronal repair and functional rehabilitation is very much in its infancy at the time of writing.
Studies aimed at understanding basic mechanisms of neuronal growth and plasticity are vital to creating successful treatments for cortical damage (Dobkin 2007) . Undertaking neuronal repair involves applying an understanding of neuronal differentiation, axon guidance, neurotrophins and developmental neuroscience to increasing the sprouting and growth of new connections. Undertaking functional rehabilitation involves applying an understanding of experiencedependent plasticity mechanisms to increasing plasticity and improving the selection of new connections in the sprouted pathways. The basic synaptic plasticity mechanisms involved in this third phase of treatment form the subject of this review.
It needs to be kept in mind that increasing plasticity is not a solution to rehabilitation on its own; behavioural training plays a major role ( Dobkin 2008) . Not only must the synapses in question be plastic, but they must also be provided with the right sensory information to guide the formation of useful connections. It is already known that deficits in stroke can be stimulated to recovery more completely by forcing increased use of the affected neurological system. The most common example of this principle is in 'constraint-induced therapy' (CIT) as a treatment for a weak arm, where the unaffected arm is constrained and the patient is forced to use the affected arm (Cramer & Riley 2008) . Overuse of the affected arm improves functional use of that arm. Functional brain mapping studies indicate that CIT causes an increase in remapping of arm function in peri-infarct cortex (Sutcliffe et al. 2007 ). The assumption from these studies is that there is an interaction between behaviourally induced activity in the affected limb and neuronal activity in the cortex that promotes recovery. It is for this reason that it is particularly important to understand synaptic plasticity mechanisms that are activated by natural sensory stimuli, a process referred to here as experience-dependent plasticity.
In this paper, some of the basic synaptic plasticity mechanisms discovered in the somatosensory cortex are reviewed. Some of the anatomical pathways involved are considered first ( §2), before going on to deal with neocortical synaptic plasticity mechanisms ( §3), with an emphasis on mechanisms that can be shown to be driven by natural sensory stimuli in vivo. Longer term plasticity mechanisms are then considered in the sections on structural plasticity ( §4) and the role of gene expression in plasticity and stability ( §5). Much of our knowledge in this area comes from studies in the barrel cortex, which is that part of the rodent cortex receiving input from the vibrissae ( Woolsey & Van der Loos 1970) . Coincidentally, barrel cortex also provides a useful model for stroke research both because the area affected by the infarct can be defined quite accurately with reference to the barrels (Carmichael et al. 2001) and because the ability to stimulate the whiskers provides an easy method for checking whether stimulusinduced increases in blood flow are affected by the stroke (Berwick et al. 2002; Whitaker et al. 2007 ).
ANATOMICAL PATHWAYS MEDIATING PLASTICITY
(a) Pathways for potentiation and horizontal transmission One of the characteristic features of plasticity in the somatosensory system is the horizontal spread of the body representation spared the injury or deprivation that subsequently causes a rearrangement in the cortical map of the body surface (figure 1). For example, patients with arm amputations show expansion of the face representation into the hand region of the somatosensory cortex ( Flor et al. 1995; Borsook et al. 1998; Ramachandran 2005) , and similarly, digit amputation will cause expansion of the representations of the neighbouring intact digits to fill the space occupied by the amputated digit (Kaas et al. 1983) . Some of the expansion can be attributed to unmasking of pre-existing connections. Anaesthesia of a digit will cause the expansion of the representation for the unanaesthetized neighbouring digits (Calford & Tweedale 1991) . However, over a longer time period, newly extended connections can also reinforce map changes. In monkeys with arm or digit amputation, corticocortical connections increase their horizontally span by over 3 mm on average, both within the same cortical area and across cytoarchitectonic subdivisions (Florence et al. 1998) .
Horizontal expansions of the spared sensory surface also occur due to the loss of sensory drive rather than peripheral nerve injury. For example, removing all but one whisker will cause expansion of its representation within the cortex (Hand 1982; Fox 1992 ; ) showing that the C3 whisker domain has expanded two months after ablating all but the C3 follicle (Kossut et al. 1988) . (c) A similar expansion occurs after two-month whisker deprivation of all but the C3 whisker (Hand 1982) . (d ) Activation of layer II/II produced by stimulating the D1 whisker is largely confined to the D1 barrel in a normal animal (the D1 barrel is darker grey). Each circle represents the response in an electrode penetration in mouse barrel cortex grey-coded for average intensity of response (white greater than or equal to 1 spike per stimulus; light grey greater than or equal to 0.5 spikes per stimulus; black less than 0.5 spikes per stimulus). (e) The D1 domain in layer II/III after 18 days single whisker experience, i.e. the D1 whisker is spared and all the other whiskers deprived (adapted with permission from Barrel cortex, 2008, Cambridge University Press (Fox 2008) ). ( f ) Plasticity in human somatosensory cortex following amputation of the right arm below the elbow is revealed using magnetic encephalography. In the left hemisphere the hand representation is missing and only present in the right hemisphere (green). The left hemisphere hand cortex has remodelled to respond to face (red) and upper arm (blue). (Adapted from Ramachandran & Hirstein (1998) by permission of Oxford University Press.) figure 1 ). While peripheral nerve and dorsal column injury causes subcortical as well as cortical plasticity (Sengelaub et al. 1997; Kaas et al. 2008) , early studies in this field showed that the experience-dependent aspect of plasticity is cortical in origin (Fox 1994) . In fact, it is difficult to detect any experience-dependent plasticity subcortically in rat ventroposteriormedial thalamic nucleus ( VPm; Fox et al. 2002) . Therefore, anatomical pathways subserving functional expansion of a spared sensory input should run between cortical columns to link horizontally neighbouring areas of cortex. One way of determining which pathways are involved is to see whether lesions of particular horizontal pathways prevent the expression of plasticity. In the barrel cortex, lesions of the septal region lying between the edges of two neighbouring barrels have been found to be sufficient to prevent horizontal transmission of information between the two barrels (Fox 1994) . The specificity of this effect is clear from the finding that recordings made from the same animal in a neighbouring barrel that had not been cut off by a septal region, still receive input from that barrel (figure 2). In these examples, the animal had been reared with just the D1 vibrissa intact, which leads to potentiated responses in surrounding barrels ( Fox 1992) . The septal lesions are therefore able to eliminate the potentiated responses in surrounding barrels and in fact reduce the D1 vibrissa representation to less than that found in a normally reared animal ( Fox 1994) . These data suggest that a horizontal pathway exists between barrels that can, under certain rearing conditions, be potentiated. It is likely that longer range cortical pathways, such as those running between S1 and M1, may also benefit from functional rehabilitation in addition to the intercolumnar connections considered here. However, it is also likely that by understanding experience-dependent plasticity in intercolumnar pathways one can gain insight into plasticity of other cortical connections. Considerable evidence exists for horizontal pathways in the cortex. Bernado et al. (1990a) have shown that tracer injections within barrels leads to a radiating pattern of horizontally projecting fibres in the cortex, which stretch furthest in extragranular layers (Bernardo et al. 1990a,b) . Horizontal pathways have been shown to sprout in extragranular layers of cortex following stroke (Carmichael et al. 2001) and following peripheral amputation (Florence et al. 1998) . Other experiments in rats have shown that septal locations contain a pattern of linked horizontal pathways within layer IV (Hoeflinger et al. 1995; Kim & Ebner 1999) . It is noticeable that there is little projection from the septal layer IV cells back into the neighbouring barrel column, however, which suggests horizontal spread via the septal regions probably links back into the neighbouring barrels via their connections with extragranular layers. While the barrel and septal subdivision are peculiar to barrel cortex, they do form a useful experimental tool for distinguishing between parallel anatomical pathways that are normally indistinguishable in other species. The VPm projection is centred on the barrels while the posteriormedial thalamic nucleus projection is concentrated on the septal subdivision. In addition, projections to motor cortex tend to emanate from septal columns rather than barrel columns (Alloway et al. 2004) .
Single cell fills with biocytin show that while layer IV cells principally project vertically within a column, they also send axons diagonally into neighbouring barrels (Lubke et al. 2000) . Stimulation of layer IV cells can cause the activation of monosynaptic excitatory postsynaptic potentials (EPSPs) in layer II/III cells in neighbouring barrels (Hardingham et al. 2003) , which implies that such axons form functional connections. Finally on this point, layer II/III cells have a large dendritic spread spanning approximately the same horizontal dimensions as the width of a barrel. Therefore, a cell would need to lie with its cell body near the centre of the barrel to avoid sampling vertically projecting input from neighbouring columns, a situation that is probabilistically unlikely. In conclusion then, the anatomical substrate clearly exists for horizontal spread of excitation between columns in supragranular layers of somatosensory cortex. Layer V cells also show high levels of horizontal interconnectivity that might account for horizontal spread of excitation. In addition, layer V to V synapses show potentiation or depression when tested with spike pairing protocols (Markram & Tsodyks 1996; Sjostrom et al. 2003) . Layer V cells also show experiencedependent plasticity similar to that of the layer II/III cells in that they exhibit depression of their centre receptive fields and potentiation of their surrounds when subject to chessboard deprivation of the whiskers ). However, a difference exists between the intrinsic burster and regular spiking layer V cells, with the intrinsic bursters preferentially showing potentiation (Petreanu et al. 2005) . Given that layer V cells are highly connected between columns, one pathway for lateral spread of excitation could be achieved via multisynaptic layer V connections and these may potentiate during experiencedependent plasticity. In conclusion, a number of cortical pathways exist that could be responsible for horizontal spread of information between columns that are also capable of synaptic plasticity.
(b) Pathways for depression and vertical transmission Early studies on plasticity in the cortex showed that not only do the spared sensory representations expand, but also the deprived or missing sensory pathways contract. The cells in the corresponding cortical columns show weaker responses to stimulation even if deprivation is discontinued Glazewski et al. 1998) . Depression mechanisms are likely to be valuable for rehabilitation as some reorganization that occurs after stroke can be maladaptive and may need to be downregulated to achieve a therapeutic benefit . Because layer IV does not show much plasticity in older animals, the depression is likely to occur in vertical pathways projecting out of layer IV to layer II/III above and to layer V below . This view is supported by studies that show that long-term depression (LTD) can be produced quite readily in vertical connections from layer IV to layer II/III in normal animals, and that LTD is occluded in the same pathway in whisker-deprived animals (Allen et al. 2003) . It has also been shown that the probability of finding connected layer II/III cells in whisker-deprived animals decreases in the deprived barrel-column almost to zero ). Since layer II/III excitatory feedback interconnections are likely to play a role in amplifying input from layer IV, this loss of interconnectivity could also result in depression of layer II/III responses.
Layer V cells in deprived columns also show centre receptive field (principal whisker) depression following whisker deprivation. It has been shown that a projection from layer II/III to layer Vb is also depressed after 10 days of whisker deprivation (Petreanu et al. 2005) . In conclusion, principal whisker pathways travel within the column and can depress in at least three connections: layer II/III to II/III, layer IV to II/III and layer II/III to Vb. Other pathways are likely to be involved in depression too, but have not yet been studied at the cellular level.
MOLECULAR PATHWAYS MEDIATING PLASTICITY
Cortical plasticity involves potentiation and depression of synapses. In the previous section, anatomical pathways were highlighted that might be affected at the circuit level by sensory deprivation. Vertical columnar pathways are subject to depression of synaptic responses following sensory deprivation while intercolumnar horizontal pathways undergo potentiation. Some of the mechanisms that might be involved in the two forms of plasticity are reviewed below.
(a) Mechanisms for potentiation (i) N-methyl D-aspartate (NMDA) and metabotropic glutamate receptors (mGluRs) NMDA receptors are involved in long-term potentiation (LTP) and some forms of LTD and so may also be involved in both potentiation and depression mechanisms in vivo. Unfortunately, there are limits to what can be determined in vivo about the role of postsynaptic NMDA receptors in cortical plasticity. While it is clear that cortical activity per se is important as the instigator of cortical plasticity ( Wallace et al. 2001) , it is not easy to demonstrate that the pathway by which this is achieved in vitro, i.e. via the NMDA receptor, is also the critical pathway in vivo. The problem arises due to post-synaptic NMDA receptors being involved in normal synaptic transmission in the neocortex (Fox et al. 1989; Armstrong-James et al. 1993) . This means that blocking NMDA receptors with an NMDA antagonist can cause a decrease in sensory responses in the same way as (say) a small dose of gamma-amino butyric acid agonist would also decrease sensory responses. This problem is avoided in vitro because under the condition in which cells operate in the slice, NMDA receptors are not activated substantially, except during high-frequency stimulation or direct membrane depolarization. Therefore, blocking NMDA receptors in vitro does not affect the baseline synaptic responses. In vivo, baseline sensory responses are definitely reduced by NMDA receptor antagonists and since any factor decreasing transmission of sensory information would be likely to affect plasticity, NMDA receptors are no exception; but unfortunately owing to this fact, neither can they be shown to have a special role in plasticity in this way.
Although NMDA receptors have not been shown to play a special role in experience-dependent plasticity, they do play a role in synaptic plasticity of the layer IV to II/III pathway. Studies of LTP in mice show that NMDA receptors are required for LTP in this pathway (Hardingham et al. 2003) . In addition, whisker deprivation in young mice ( post-natal day (P) 12-14) alters the action of NMDA receptors and reveals a role for metabotropic glutamate receptors (mGluRs; Clem et al. 2008) . Single whisker experience causes occlusion of LTP in the spared barrel's principal or 'home' column in the layer IV to II/III pathway. This is the opposite of what happens in the deprived column where LTP is enhanced (Allen et al. 2003) . Curiously, LTP is restored in this pathway if NMDA receptors are antagonized, which could indicate that NMDAdependent LTD is enhanced in spared columns and overwrites any LTP that might occur. The novel LTP in the spared column is prevented by antagonists for mGluRs, suggesting that they play a role in metaplastic LTP (Clem et al. 2008) . Sensory deprivation has also been shown to produce an increase in strength of connections in spared columns in slightly older animals (P19) and may therefore be involved in plasticity in adult cortex ).
(ii) Calcium/calmodulin-dependent kinase type II (CaMKII ) aCAMKII appears to be necessary for LTP in the hippocampus (Silva et al. 1992 ) and neocortex (Kirkwood et al. 1997) . This kinase is able to phosphorylate a amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors (AMPA receptors; Barria et al. 1997) and is well situated to affect plasticity as it forms some 16 per cent of the post-synaptic density (Miller & Kennedy 1985) . Experience-dependent potentiation in the barrel cortex has also been found to be dependent on aCAMKII, raising the possibility that experiencedependent potentiation mechanisms may be related to LTP mechanisms. Potentiation of spared vibrissae responses occurs in neurons located in layers II/III of wild-type adult mice but not in null mutants lacking the functional aCAMKII gene ). An important characteristic of CAMKII is that it retains a 'memory' of past synaptic activity by phosphorylating itself. The threonine-286 site is where autophosphorylation normally occurs and prolongs the activity of the kinase. Point mutant mice lacking only the autophosphorylation site of aCaMKII do not express experiencedependent potentiation in the barrel cortex. .
(iii) Nitric oxide synthase (NOS ) LTP and experience-dependent plasticity in the cortex appear to be strongly dependent on the neuronal form of nitric oxide synthase (NOS1; Dachtler et al. 2008) . NOS is the source of the retrograde messenger nitric oxide (NO), implicated in LTP in the hippocampus by several studies (see Son et al. 1996) . NOS is activated by calmodulin and is also a substrate for phosphorylation by CaMKII (Bredt et al. 1992; Watanabe et al. 2003) . Studies in the neocortex show that post-synaptically located NOS is required for plasticity in the layer IV to II/III pathway (Hardingham & Fox 2006) as shown in figure 3 , and this may also be the reason why NOS is also involved in experience-dependent plasticity (Dachtler et al. 2008) . Blocking post-synaptic NOS prevents presynaptic potentiation in wild-type mice while leaving the post-synaptic component intact. Blocking NOS in GluR-1 knockout mice blocks all LTP by abolishing the only component of plasticity present in these animals, i.e. the presynaptic component of LTP (Hardingham & Fox 2006 ).
(b) Mechanisms for depression
Two main depression mechanisms have been found in the somatosensory cortex so far, one acting postsynaptically via the GluR1 subunit of the AMPA receptor and the other presynaptically via cannabinoid receptors. Much of the evidence gathered so far relies on in vitro studies of plasticity. The findings in vitro can be linked to findings in vivo by the observation that whisker deprivation, which itself causes depression in vivo, occludes depression in vitro (Allen et al. 2003) .
(i) Protein kinase A (PKA) and GluR1 PKA is not involved in cortical LTP nor experiencedependent potentiation in the same way as CaMKII. Inhibition of PKA does not affect the magnitude of LTP in the columnar IV to II/III pathway in mouse barrel cortex (Hardingham et al. in revision) . However, following whisker deprivation, LTP is larger in magnitude and sensitive to inhibition of PKA (Hardingham et al. in revision) . Because whisker deprivation causes depression of synapses, the extra ability to undergo LTP may be created by depressing synapses that would otherwise be too potentiated to potentiate any further. In other words, whisker deprivation may cause desaturation. The further inference is that potentiation from the depressed state requires PKA while potentiation from the basal state does not. The mechanisms involved in PKA-dependent potentiation could also act via the GluR-1 subunit of the AMPA channel. It is possible that such depression causes dephosphorylation of the AMPA channel subunit GluR-1 at the Ser 845 site. Phosphorylation at the Ser 845 site then causes an increase in open time through the AMPA channel (Banke et al. 2000) as well as increasing surface expression of GluR1 (Man et al. 2007 ). Dephosphorylation of this site could therefore explain the LTP unmasked by whisker deprivation. In further support of this theory, it has been found that the depression produced by whisker deprivation does not occur in GluR1 knockouts ).
(ii) Cannabinoid receptor-dependent depression mechanisms The role played by GluR1 in depression of vertical layer IV to II/III pathway responses has so far only been demonstrated in adolescent animals (P 28 and older). Another depression mechanism exists in barrel cortex, which is dependent on cannabinoid receptors and has so far only been demonstrated in immature animals (P13-19; Bender et al. 2005) and (P13-15; Nevian & Sakmann 2006) . Blocking cannabinoid receptors with AM251 prevents LTD induction by a spike pairing protocol. Interestingly, this form of plasticity requires presynaptic NMDA receptors. Because presynaptic receptors only occur in cortex up to approximately P23 (Corlew et al. 2007) , it is possible that cannabinoiddependent depression is limited to early life, though this has not so far been tested explicitly.
STRUCTURAL PLASTICITY IN SOMATOSENSORY CORTEX
Structural plasticity can involve a number of different cellular elements in the cortex including changes in dendritic spines, presynaptic terminals and axons and on a larger scale whole dendrites. In practice, the behaviours of these structural elements are coordinated, but so far they have tended to be studied separately and are therefore reviewed separately here.
(a) Dendritic spine plasticity Most excitatory synapses onto excitatory cells are located at dendritic spines making them a major site for plasticity in the cortex. Spine plasticity can be gauged by how rapidly new spines appear and disappear. This process is age dependent, with greater turnover in younger animals, but is also modulated by sensory experience (Trachtenberg et al. 2002) . Recent studies have suggested that spines also turnover faster in the peri-infarct area (figure 4), suggesting that they may be a natural substrate for increased plasticity during recovery of function (Brown et al. 2008) .
Spines can broadly be divided into two classes on the basis of their shape and motility. In young adult mouse barrel cortex, the highly motile filopodia are long thin spines that tend to come and go within a 24 hour period and comprise approximately 20 per cent of the total population (Trachtenberg et al. 2002) . At the other end of the spectrum, approximately 60 per cent tend to be bulbous-headed or mushroom spines that last at least 8 days at P42-70 ( Trachtenberg et al. 2002) . In even more mature mice, three to six months of age, the stable population can comprise approximately 75 per cent of the total (Holtmaat et al. 2005) . These estimates of relative stability contrast with the situation in developing animals where approximately 75 per cent of the spines may turnover within 4 days at P8-12 in layer II/III (Lendvai et al. 2000) .
Sensory experience can alter this background level of spontaneous change. Chessboard whisker deprivation has been found to increase the rate at which filopodia turnover and simultaneously increase the turnover of spines that have the morphology normally attributable to stable spines (figure 4). Spine turnover increases as a result of whisker deprivation, but obviously the degree of plasticity is partly a function of age, because baseline levels of spine turnover are lower in older animals. At P11-13, which is the height of the critical period for layer II/III forming connections, total whisker deprivation increases spine turnover by 37 per cent (Lendvai et al. 2000) . Chessboard deprivation in animals imaged between P34-74 causes an increase in spine turnover of approximately 10 per cent (daily turnover) in the same neurons (Trachtenberg et al. 2002) . This is what might be expected if cells were forming new synapses as a result of whisker deprivation. An alternative explanation might be that synapses are being formed and eliminated all the time and that whisker deprivation prevents their natural elimination with age. Deprivation at four to six weeks coincides with the period when spine dynamics are still naturally decreasing (Zuo et al. 2005) . Therefore, deprivation between four and six weeks might be expected to prevent approximately 12 per cent of the spine loss that would normally occur during that period (Zuo et al. 2005) . At present, the issue of whether deprivation increases the number of spines or prevents a decrease in the number of spines at these ages remains unresolved.
(b) Effect of experience on cortical presynaptic structure Changes in spines are presumed to occur in concert with changes in presynaptic terminals. It has been shown that newly formed spines make contact with presynaptic boutons and form synapses (Trachtenberg et al. 2002) . Therefore, one might expect axons to show plasticity as well as spines. In fact, similar to spines, axonal arbours are largely stable in barrel cortex over long periods of time, especially those corresponding to thalamic inputs to cortex (De Paola et al. 2006) . It has been estimated that 94 per cent of the axonal arbour remains stable over a period of 24 days. However, some classes of axons reshape relatively often, and branches can elongate and retract by tens of microns over a period of one month. En passant boutons seem to be more stable than terminal end branch boutons. For example, 60 per cent of terminal boutons of layer VI recurrent projections to layer I are dynamic, while only 15 per cent of en passant boutons show losses or gains in thalamic or intracortical connections over a period of one month (De Paola et al. 2006) . The most dynamic axons found to date are those of layer VI cells that project to layer I.
In developing animals, sensory experience is well known to affect the morphology of intracortical axons. Normally in the barrel cortex, intracortical axons tend to project along the rows rather than along the arcs of barrels, but complete whisker trimming from birth disrupts this bias and the connections form symmetrically around any single barrel (Keller & Carlson 1999) . A similar effect can be produced in developing barrel cortex by blocking cortical NMDA receptors (Dagnew et al. 2003) suggesting that the connections require neuronal activity to form correctly. Cutting the infraorbital nerve at p7 in the mouse also prevents the proper maturation of horizontally directed transcolumnar projections from layer II/III and V cells (McCasland et al. 1992) .
Peripheral nerve lesion also affects intracortical axon trajectories in mature animals. In experiments where the innervation of the vibrissae follicles is cut, except that innervating the C-row of vibrissae, axons projecting horizontally from spared barrels extend over greater distances than either control axons or axons projecting from deprived barrel-columns (Kossut & Juliano 1999) . The axonal density is 70 per cent greater for the spared barrel-column projections, which suggests that the complexity of the projections also increases. These studies are in concert with the findings in monkey somatosensory cortex, that long-term digit amputation, arm amputation or even wrist fracture can alter the distribution of intracortical axons (Florence et al. 1998) .
(c) Dendritic plasticity Lesion-induced plasticity also affects dendrites in the cortex. Denervation of the vibrissae follicles causes a reorientation of dendritic arbours in layer III and IV of adult rats (Tailby et al. 2005) . Layer IV stellate cells normally have their dendrites oriented towards a particular barrel (Harris & Woolsey 1981 ) but after denervation they lose their orientation bias and grow into surrounding septal areas. This is similar to the rat forepaw representation of somatosensory cortex where dendrites reorient relative to the boundary of the forepaw representation following denervation of the limb (Hickmott & Steen 2005) . Whisker trimming does not affect the dendritic structure in layer II/III cells beyond P15 (Maravall et al. 2004 ) and yet follicle damage can induce new dendritic growth in layer IV in adults (Hickmott & Steen 2005; Tailby et al. 2005) . This suggests that dendritic plasticity may be a possible target for functional rehabilitation where peripheral damage is involved.
PLASTICITY, STABILITY AND THE ROLE OF GENE EXPRESSION
Stability is an important property of a system as well as plasticity, particularly in a neuronal system like the somatosensory cortex that processes similar information throughout life. Stability might involve relatively short periods of absolute stability or a level of dynamic stability where the synaptic population remains constant while individual synapses change. Of course, the question of how form is maintained despite continual turnover of molecular and cellular components is one of the central questions in biology.
In the context of synaptic plasticity, it is almost more remarkable that synapses can maintain a given connection at a particular synaptic strength than it is that synapses can change state, given that the receptors, channels, kinases and other enzymes mentioned above ( §3) turnover with a lifetime of hours. While one can imagine that larger assemblies of molecules might be able to maintain greater stability than single molecules or small aggregates of molecules, even entire synapses continually turnover in the cortex ( §4). These observations lead on to the view that any stability present in the cortex is a dynamic stability, involving the continual replacement of molecular assemblies that either selforganize locally at a subcellular level, or are kept in equilibrium by interactions with other cells with which they make contact, including both neurons and glia. Gene expression can play a role in organizing stable structures in at least two ways. The first is by epigenetic mechanisms, where the baseline level of production of molecules by the nucleus is able to provide the replacements for the removed and metabolized molecules. The second mechanism is by the production of proteins important for stabilizing synaptic changes that have been initiated by the early phase mechanisms described above ( §3). This idea was originally introduced as the protein synthesis-dependent stage of plasticity (Dash et al. 1990 ) and elaborated as the synaptic-tagging hypothesis in order to explain how a single nucleus might supply necessary proteins to synapses and yet have LTP maintain synapse specificity in order to code the memory (Frey & Morris 1997) . The field of gene expression in synaptic plasticity is in its infancy at present and here we only explore two examples of the type of mechanism described above. The first is the effect of the HDAC (histone deacetylase) inhibitor trichostatin on plasticity as evidence that epigenetic mechanisms play a powerful role and the other is CREB (cyclic-AMP response element binding protein) as an example of gene expression that could lead to cementing changes in synaptic transmission.
(a) Epigenetic mechanisms for providing synaptic stability Epigenetic mechanisms are able to control gene expression at a very basic level by affecting chromatin structure and hence exposure of DNA for transcription. The exposure of particular regions of DNA is controlled by histone methylation, phosphorylation and acetylation (Levenson & Sweatt 2005) . In so far as the state of DNA exposure is stable in differentiated cells, it could confer stability on the cell by maintaining relatively constant levels of production of molecules that turn over at a high rate. Many molecules present at the synapse that are directly involved in synaptic transmission are continuously turned over and recycled. For example, GluR2 recycles at the synapse at a rate determined locally by such factors as GRIP, PICK, stargazin and PSD-95 and by as yet unidentified 'slot' proteins that hold places in the synapse for insertion of AMPA receptors. In order to maintain this level of GluR2 turnover, GluR2 is also continuously produced at a certain rate by the nucleus and trafficked to the synapse (Shi et al. 2001) . In fact, in barrel cortex, GluR2 mRNA levels have been shown to be twice that of any other GluR subunit , and this level of production is presumably related to its high rate of recycling.
Epigenetic mechanisms might also affect synapse function by controlling the rate of production of PKA and the relative production of catalytic and regulatory subunits. PKA is a holoenzyme that comprises two regulatory and two catalytic subunits. The regulatory subunits prevent the catalytic subunits from becoming active until they bind cyclic adenosine monophosphate (cAMP), at which point they dissociate. However, the baseline ratio of catalytic to regulatory subunit production will affect the overall level of PKA activity and the threshold needed to activate it (Chain et al. 1999) . Given that PKA controls phosphorylation of AMPA receptor subunits, it could thereby control the basal state of synaptic transmission.
Histone acetylation has recently been discovered to play a role in synaptic plasticity, experience-dependent plasticity, learning and memory and neuroprotection. The HDAC inhibitor trichostatin is able to increase hippocampal LTP and long-term memory (Levenson et al. 2004) . Studies on plasticity in the visual cortex have shown that trichostatin is able to increase ocular dominance plasticity, most likely via a pathway involving extracellular signal-regulated kinase and CREB (Putignano et al. 2007) . HDAC inhibitors are also broadly neuroprotective in stroke (Langley et al. 2005 ) and might therefore not only be useful tools for increasing rehabilitation in the days and months following a stroke, but also in the protection of neuronal populations immediately following the stroke.
(b) Experience-dependent gene expression CREB is a cyclic AMP-dependent transcription factor that regulates transcription when it is caused to dimerize, following phosphorylation by PKA. Since PKA can be activated by calcium-dependent adenylate cyclase I, gene regulation can in principle be activated by post-synaptic calcium and therefore by synaptic activity. CREB appears to be required for late-phase protein-dependent aspects of plasticity because it is required for hippocampal LTP to last longer than 2 hours (Bourtchuladze et al. 1994) , for long-term plasticity in Aplysia (Alberini et al. 1994) , and long-term memory in flies and mice (Bourtchuladze et al. 1994; Yin et al. 1994) . Whisker deprivation in barrel cortex also produces a form of plasticity that lasts longer than 2 hours. Changes in spines associated with whisker deprivation occur over periods of days (Trachtenberg et al. 2002) and changes in receptive fields take several days to accumulate . Because changes cannot accumulate in this way if plasticity decays rapidly, plasticity must last at least several days in this system. Consistent with this view, knockouts lacking the alpha and delta isoforms of CREB show approximately 50 per cent potentiation of the spared whisker response that is normally seen in wild-type littermates (Glazewski et al. 1999) . The fact that not all plasticity is abolished in the alpha/delta knockouts may be due to a beta isoform upregulated in the barrel cortex causing a partial rescue of the mutation (Glazewski et al. 1999) .
Further evidence for the role of CREB in experience-dependent plasticity comes from studying genes that are expressed due to CREB. Inducible cAMP early repressor (ICER) is a negative feedback gene that requires CREB for activation, but then acts to reduce any further CREB expression. Whisker deprivation leads to the expression of ICER, supporting the idea that CREB is activated by sensory deprivation (Bisler et al. 2002) . Studies using a beta-galactosidase reporter gene (lacZ) downstream of a CREB-activated promoter also show that CREB-mediated gene transcription occurs in layer IV of the spared whisker barrel following whisker deprivation (Barth et al. 2000) .
It is not presently known which genes activated by CREB might be important for plasticity in the barrel cortex. However, a number of genes associated with plasticity have promoters that bind CREB, including BDNF (brain-derived neurotrophic factor) and CPG15 (also known as neuritin-1). CPG15 is a small membrane-bound protein that regulates growth of apposing axonal and dendritic arbours ( Nedivi et al. 1998; Cantallops et al. 2000) and is upregulated in barrel cortex following single whisker experience (Harwell et al. 2005) . BDNF is a trophic factor that affects maturation of silent synapses (Itami et al. 2003) and LTP (Zakharenko et al. 2003; Barco et al. 2005) and is upregulated in barrel cortex during increased whisker stimulation (Rocamora et al. 1996) . It is possible that these factors and other CREB-dependent genes play a role in plasticity and their relative contribution to experience-dependent plasticity will need to be determined in the future.
REMAINING QUESTIONS
There are a large number of questions that remain to be answered in this field, partly owing to the complexity of the cortex and partly due to the limitations of current methodologies. First, it is clear that plasticity mechanisms in the cortex differ from one synaptic pathway to the next, and while there are some commonalities between hippocampal CA1 and neocortical layer II/III plasticity, there are sufficient differences to warrant individual study of plasticity in individual pathways. In particular, molecular mechanisms of plasticity have not been studied in layer II/III to II/III pathways, nor between layer II/III and V, and only to a limited extent between layer V and layer V. In addition, longer-range pathways linking somatosensory cortex with motor cortex and the second somatosensory cortex have not yet been studied. All of these pathways are prime targets for functional rehabilitation. Second, the plasticity of inhibitory pathways remains an understudied area, complicated by the diversity of inhibitory cell types. Third, even though it has become clear that synapses turnover in the adult brain and that spine motility increases in the brain after a stroke, the molecular mechanisms that control spine growth and retraction are not well understood. One can imagine that direct activation of existing synapses might control homosynaptic spine retraction and perhaps initiation of spine protrusions locally on the dendrite, but the signalling pathways involved are not yet delineated. In addition, it is not known how a prospective spine finds a presynaptic terminal in order to form a synapse or vice versa. Fourth, the field's studies on plasticity mechanisms are at present very biased towards younger animals. This is partly owing to the greater technical ease with which cells can be recorded intracellularly in brain slices approximately 14 days post-natal and partly owing to the range of manipulations and measurements that can be performed in cell culture experiments. However, it is not at all clear at present that the developmental mechanisms discovered in these preparations are available to adult animals. In fact, it is known that developmental mechanisms such as unsilencing silent synapses are prevalent in young brains but undetected at present in animals older than about P24 (Rumpel et al. 2004; Hardingham & Fox 2006) . This raises the question of whether plasticity in older animals might operate via different mechanisms or whether development is recapitulated in extreme circumstances such as those that occur during stroke. There is, therefore, a need to know the answer to these questions in order to develop therapies to aid recovery of function in adults where the prevalence of stroke and other debilitating injuries and diseases is the greatest.
