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I. Introduction
Nowadays, the mechanisms for promoting active noise cancellation based on the utilization of different classes of adaptive filter have described by researchers as an alternative way for controlling the level of noise by generating the least m. According to [1] , this can be measured by direct microphone in which it found to accurately detect the total references and error signals. Determine the level of noise from both external and internal sources can help understand the level of effect on the performance and also to distortion of the sound resulted from the internal source. Hence, a wave separation technique is usually used in order to distinguish the effect resulted from the internal and external sources of sound. Using microphone for picking the noise in both sources is found to be undesirable. Such observation is reported by different scholars that microphone has a significant effect in reducing the quality of the audio signal [1] . As such, the importance of adopting an alternative mechanisms could result in effective removal of noise [2] . These in turn led researchers to suggest the use of additional adaptive filters to reduce the signal corruption resulted from the audio signal in terms of predictable and unpredictable noise. Adaptive filter provide a self-adjustment based on the process of transferring responses based on the level of optimization algorithm driven by an error signal. This led us to conclude that using adaptive filter make it possible to control the behavior in certain period of time. It also make it possible for the filter to be accustomed to the changes in function of the signal [3] .
Based on the mentioned, the adaptive filter has been used by many researchers for the aim of maintaining a balanced performance and flexibility; this can be found in the applications of medical where it used to reduce information. Such process depends mainly on the way adaptive filter act when the input both from different signal sources would lead to control the actual frequency of the noise as it fluctuates. The reason is mainly back to that adaptive technique accepts sequences resulted with a smaller rejection range [4] . Moreover, the adaptive filter adjusts the noise level by removing the total noise from signal as shown in Fig 1- A [5] .
The separated adaptive filter help processing the reference signal x(n) as a variable filter in which noise cancelation algorithm is begin processed to generate y(n). This process is carried by refereeing to the density of the filter's weights w(n) as shown in Figure 1 -B. However, the resulted y(n) is deducted from the filter's weights by d(n) in order to gain the error e(n). The primary sensor receives noise x1(n) which has correlation with noise x(n) in an unknown way. In this study, we aim to concentrate on the mechanism for reducing the error signal e(n). The process presented in Figure 1 -B serves as a foundation for particular adaptive filter realizations, such as LMS; NLS; and Recursive Least Square (RLS) algorithms [6] . The idea behind the block diagram is that a variable filter extracts an estimate of the desired signal. Researchers suggested that adaptive algorithms such as LMS is the most effective way for controlling noise reduction in which it enable good tracking capabilities and simplicity in stationary environment. 
II. Design Of Adaptive Filter

A. Steepest Descent Algorithm
This study aimed at determining the effect of utilizing an adaptive filter to resolve problems associated with the tap-weight vector with different distribution flows. In order to do so, a steepest descent algorithm is used as an optimization algorithm to determine the local minimum of a function where the separated function takes steps proportional to the negative source. This process is obtained as follows: The total weight of initial vector is identified as a 0, which leads to w(0) = null vector.
Based on this, we calculated the total gradient vector, which we measured as the total mean of gradient in the squared error of J(n) wrt w(n) at time n. Then the researcher determined the next estimation at the tap-weight vector by adjusting the first obtained estimation in different direction to the one of the gradient vector. In order to loop the vector, we relied on this question where:
Meanwhile, in order to estimate the total vector error generated from the signal, we relied on the steepest-descent algorithm where the value of correlation matrix R and cross-correlation matrix p are identified. This was carried by retrieving the values resulted from filter signals named which known as a reference and primary processes as shown in the following equation:
The resulted weight led us to conclude that parameter help adjusts the total size of the incremental correction found in the tap-weight vector. Hence, is known as the parameter that controls the step-size or weight generated from the previous process [7] .
B. Least-Mean-Squares (LMS) Algorithm
As mentioned earlier, adaptive filter is consider as a self-adjust based on an adaptive algorithm. The LMS algorithm is known as an adaptive algorithm which works at reducing the coefficients of filters where the total power resulted is minimized from the total error resulted from the original signal. Therefore, processing a fast convergence leads always to short time that adaptive filter take to determine the coefficients of the filter suitable for adjusting the power of the error signal. In addition, the time required for processing the error signal is measured based on the period that adaptive filters take to converge [8] . In this study, we relied on the estimation error to predicate the weights of the adjusted filter. Based on the literature, we found that step-size parameter is appropriate for measuring the gradient vector at each iteration, where the tap-weight vector is also processed in the following operation based on the steepest-descent method. The use of this method was to descend along the error signal by captivating a new direction of the gradient of that function. This led to the following equation:
Gradient vector, (n) = -2p +2Rw(n)
To estimate this, we calculated the total correlation matrix R and cross-correlation matrix p by immediate generalization of the vector value where:
This in turn led us to suggest the instantaneous estimate of the gradient-vector based on the following equation:
Changing the resulted value from the previous estimation with considering the steepest-descent algorithm help us to determine the recursive relation for adjusting the value of tap-weight vector based on the following equation:
Furthermore, the modified LMS's equation for this study was carried in the form of a pair of relations measured by the following equations:
Finally, we also considered the total mean value of overload within squared error by the actual value of J( ) which found to be more than Jmin, shorted condition .The shorted condition of M is measured in this study as the dimensionless ratio that covers the initial value of the steady-state carried by excess mean-squared error which represented by the following equation:
Based on all the mentioned equations, we tested the ratio based LMS in MATLAB where the result is generated and discussed in the next section. 
III. Result And Discussion
The result obtained in the previous section shows the performance of the adaptive filtering. In this study, we measured the surface shape, incidence response, learning based mean square error curves and shorted condition curves for the three scenarios. We relied on the mean square error for measuring the LMS performance associated with the total number of vectors in the adaptive filter. In addition, we adapted a mechanism by [2] to measure the filter step size of μ based on the iterations resulted from performing the function MSE. The rationality for using MSE back to that this function simplify the process of decreasing iteration within vectors, this also consider the total weight and square error that result from the learning of different values of step size.
Therefore, a simulation based measure was adapted to determine the ability of the LMS algorithm in reducing the resulted noise from the audio signals. The performance analysis revealed that iterations for noisy tonal signal to mean square error for various step-size parameters. The result showed that adaptive filter with large step-size of μ result unbalanced activities which found to be associated with the error output and error signals. However, we also found that μ of 0.0003 in the second scenario was not yet converged after a number of iterations. Therefore, in the case of 0.0003 the balance between iterations remains stable at 1000 samples as shown in Table 1 . Based on the comparison result, we found that simulating adaptive filter for noise reduction is controlled by the range of μ values. Finally, this result showed how LMS contributes to the stability of filter based on the total percept of noise reduction in MSE. 
IV. Conclusion
This study carried the process for utilizing adaptive filter based on the LME and NLMS algorithms for the aim of stable reduction of noise in audio signals. This study also showed the main procedures for measuring the noise reduction based on the utilization of ten equations discussed realer. MATLAB was used after to determine the performance of LMS algorithm. The result revealed that using LMS help increasing noise cancelation. The noise attached with the audio signal was measured and compared in Table 1 . The comparison result provides the necessary insights about the effects of utilizing LMS and NLMS in operating the adaptive filter.
