Two computerized methods for dose Interpolation calculation were compared. Generated data sets with a known coefficient of Variation äs well äs laboratory RIA data were analysed. The four parameter logistic method, which is based on an approximation of the mass action law, performed better than the Spline method, a procedure which makes no a priori assumptions about the data. Correct weighting of the data was important for obtaining satisfactory fits. The determination of the response error relationship proved to be the most satisfactory approach in obtaining suitable weighting factors.
Introduction
A linear signal to dose relationship provides an ideal basis for quantitative analysis, since the results obtained with Standard concentrations are easy to interpolate. Hpwever, for many assays routinely used in the clinical laboratory* the signal to dose relationship is much more complex. Until quite recently a combination of data transformation and graphic methods had to be employed to convert the assay results into the desired parameter, e. g. concentration.
These methods can be tedious, error prone, inherently inaccurate, and subject to Interpreter bias. But worse, after data transformation the unavoidable experimental error of Standards, unknowns, and controls alike will distort the result. Although this bias is systematic and in principle predictable, even the best methods can only minimize, but not eliminate it. The continuing popularity of the Lineweaver-Burk transformation proves that in fact the problem is often simply ignored. Ready access to Computing facilities has considerably broadened the options available to most laboratories. Many computerized methods have been developed for calculating dose interpolations. However, this convenience carries a high price-tag, since the investigator often relegates the critical evaluation of the assay data to the Computer.
Many computerized methods for dose Interpolation have been developed for radioimmunoassays and related procedures. These methods can be roughly separated into two categories:
1. General purpose fitting methods. For these calculations no a priori assumptions concerning the shape of the curve to be fitted is made. Examples include the fitting of polynomials (e. g. cubic) or Spline functions (1,2). 2. Model-based methods. Here multi-parameter expressions derived from the mass action law are used to generate the shape of the curve. The actual fit is calculated by a regression method which optimizes each parameter individually. This method can be simplified and generalized by using instead an approximation of the mass action law, e. g. the four parameter logistic (3, 4).
Methods from both categories are in fact in use for automatic data reduction. This paper examines both simulated and laboratory data of radioimmunoassays. The performance of one example of each of the two types of data fitting algorithms are evaluated. Finally the relationship between quality of assay data and satisfactory performance of each of these computerized data Interpolation methods is analysed.
Materials and Methods
Radioimmunoassays were performed with commercial kits. The Insulinkit of Serono Diagnostic (Chavannes-de-Bogis, Switzerland) was used to measure serum insulin levels. Neopterin concentrations in serum and urine were assayed using the appropriate kits from Henning (West Berlin, FRG), Replicate serum neopterin samples of known concentrations were used in testing the performance of the fitting algorithms.
Two procedures were used to fit Standard curves and calculate dose interpolations. The first of these employed Spline functions to describe the Standard curve mathematically. This method can be regarded äs a computerized Version of the "French curve" or mechanical "flexicurve".
The Standard curve is subdivided into local regions between two successive Standards, which are individually described by a polynomial. The polynomials are then spliced together by "knots" thus giving one knot for each Standard. At these knots the derivatives (slopes) of two joining polynomials have to be identical to ensure a smooth and continuous curve (l, 2). The automatic program used in this study tries to find a curve with either one or no turning points and no maxima or minima, by varying data weighting and smoothing factor.
In the second procedure the weighted four parameter logistic model of Rodbard (3, 4) was used to describe the Standard curve:
The terminology is the one used by Rodbard (3, 4), where: a) is counts/min bound to the antibody in the absence of unlabeled Substrate (B 0 ) b) is an allosteric factor determining the shape of the curve c) is the midpoint of the curve (ED 50 ) d) is the non-specific binding (Nsb) B is the raeasured response (counts/min) X is the dose.
The niodel is derived from the widely used lofeit log transformation of RIA data. This transformation of response data requires accurate estimates of zero and infinite dose response, in Order to obtain a linear calibration curve. Since this requirement is unrealistic, the four parameter logistic model is a better ap" proach. Here, zero dose response and non-specific binding are included äs parameters and are adjusted by the fitting algorithm.
Fitting to the Standards was carried out with the weighted nonlinear regression algorithm of Marquart (5), which minimizes the weighted sum of squared deviations of the measured from the calculated response. In addition, estimates of the Standard error of the curve parameters are computed.
Three different methods were used to assign weights to each point of the Standard curve: 1) each point was weighted equally, 2) the weights were calculated using the relationship:
Wj is the weight assigned to an individual data point; B and BI (the "response") are duplicate determinations of the counts/ min of labeled Substrate bound to the antibody in the presence of unlabeled Substrate (the "dose")
3) the weights were estimated by analysing the behaviour of the Standard deviation of the measurements over the whole response ränge. The response error relationship was evaluated äs described in the literature (6, 7). Assay results for Standards äs well äs unknowns from several experiments were pooled. The difference between duplicate estimates divided by ^/2 was plotted against the mean of B/B 0 . To these data of the response error relationship a quadratic polynomial: Sy = ao + a, · + a 2 · · ( = B/B 0 ) or, if appropriate, a straight line through the origin:
was fitted. The weights were then calculated äs:
In another approach these data were grouped (binned). The median in each group was determined and plotted against the mean B/B 0 in this group. Again a quadratic polynomial was fitted to these data with a weighting equal to the number of data points in each group.
In the special case of Monte Carlo simulations method 3 could be implemented in a simplified form, since the response error relationship is linear. Here the first and the third term of the polynomial (a 0 , aj were set to zero. The formula for calculating the weights thus became:
where CV
Monte Carlo experiments were carried out äs follows: A Standard curve was calculated with the four parameter logistic formula using an arbitrary set of parameters (a = 19870, b = l, c = 10, d = 0). A set of 8 duplicate "Standards" and another j. Clin. Chem. Clin. Biochem//Vol. 24,1986 /No. 12 set of 99 "unknowns" covering the whole response ränge of the Standard curve were generated and the corresponding true doses calculated. The "Standards" were randomized to give them a normal distribution around the Standard curve with the variance proportional to the measured response (see preceeding Paragraph). The coefficient of Variation used in randomizing the data was set between l and 10%.
The randomized points served äs raw data for calculating the shape of the Standard curves with the two different fitting algorithms. The concentration of an "unknown" was computed from the true dose by interpolating these Standard curves. The interpolated values were then compared with the true ones to evaluate the quality of the fitting methods.
Radioactivity was determined using either a Beckman LS 7500 beta or a LKB 1275 Minigamma gamma counter. Programs were written and implemented on a Hewlett Packard 9826 Computer in extended BASIC l .0. Program listings are available upon request.
Results and Discussion
Both of the programmed fitting routines were checked by applying them to published RIA data (3). For unknowris within or close to the concentration ränge of the Standard curve, both the four parameter logistic and the Spline Interpolation gave results almost identical to the literature values (tab. l, lines l and 2). These data are, however, based on an excellent Standard curve with very little error, so that any method of Interpolation would be expected to work. There are also too few unknowns to allow any detailed cornparison of the fitting methods.
Tab. 1. Interpolation of published RIA data.
Dose (pg)
To investigate the performance of both types of data fitting procedures, test data were generated using the Monte Carlo approach. Figures l and 2 show the result of such a Simulation. The scattered "measurements" of a simulated Standard curve were used äs the raw data for both fitting procedures. In figure l the "true curve" (the same one was used in all cases before the data were scattered), äs well äs both fitted Standard curves are shown for a coefficient of varia-24 r 1 10 100
Dose färb, unitsj Y-Axis: response in arbitrary units X-Axis: dose in arbitrary units on a log scale (_..".) ideal Standard curve ( -) four parameter logistic fit ( ---) Spline fit tion of 2. 5, and 10% (panels a-c). Since the error envelope is known for these data, weights were calculated using method 3, arbitrarily setting the coefficient of Variation to 4%.
In all three panels the line representing the four Parameter logistic method seems virtually superimposed on the theoretical curve, indicating a perfect fit. The Spline curve shows excellent agreement at low scatter, but the fits get poorer s the scatter increases. Figure 2 shows a more revealing representation of the same data. The sample concentrations calculated from the fits of the corresponding Standard curves are expressed s a fraction of the actual value and plotted against the actual concentrations. The weighted four parameter logistic fit was indeed almost perfect at low degrees of scatter, while the Spline method already resulted in some deviation in the low dose r nge. The results obtained by both methods deviate more and more from the true values with increasing coefficients of Variation, but the four parameter logistic method gave consistently better results. Spline interpolations displayed a strong tendency to oscillate around the true values, whereas the four parameter logistic method gave results differing somewhat systematically from the actual dose.
The behaviour of the Spline function in any one interval of the curve has some impact on how the two neighbouring portions will be fitted. Each segment will transfer its properties to some extent to .the adjoining regions. In this way a poorly fitted segment may cause the whole curve to oscillate.
Weighting of the data used for the non-linear least squares regression will effect the resulting fits. In figures 3 and 4 several methods for assigning weights were compared. The data presented in figures l c and 2c were evaluated by the four parameter logistic method using the three weighting procedures described in "Methods". The Interpolation obtained using the response error relationship (method 3) to calculate the weights gave the best result, while assigning each point an equal weight was clearly the worst Option.
The previous analysis established that the estimation of the response error relationship should indeed be used s a Valid basis for further fitting operations. This relationship is a priori unknown for actual RIA assay data. The response error relationship can be estimated, however, by analysing replicate data points s described in "Methods". This procedure was applied to laboratory data from insulin and neopterin RIA determinations. These two assays employ differing experimental protocols, so the question arose s to how different their respective response error relationship would be. fig. 1 . equally, whereas for b weights were equal to the numbef of points in each bin. The slopes obtained by both methods are in good agreement; a: 0.099," b: 0.080. These estimated coefficients were used to calculate weights according to method 3. Figure 5c shpws the same type of analysis äs performed in 5 a but this time for neopterin data. A slope of 0.108 was obtained. Binning of the data gave a similar result (data not shown).
Performance of the Interpolation methods was also tested by analysing serum neopterin samples of°0 known concentrations (tab. 2). The mean found for each sample group was in good agreement with the actual value except at low concentrations.
A pairing design test which compared the actual and the found concentration gave t = 0.87 for the four parameter logistic and t = 1.43 for the Spline fits (255 degrees of freedom). By this criterion the four parameter logistic method proved superior since the null hypothesis is in fact true. The rather large values of t are the consequence of the large coefficient of Variation associated with the calculated concentrations (tab. 2). The measurements themselves had low coefficients of Variation but data transformation magnified the experimental errors. This problem is inherent in the method and can not be eliminated by use of the Computer.
Together these results establish that the fits obtained with the Spline function are more problematic than those which make use of the four parameter logistic method, an appropriate mathematical model to describe the dose response relationship. Nevertheless the merits of the Spline approach will be decisive in many cases: no a priori assumptions about the dose response relationship must be made and less computational effort is needed. However, for RIA assays where a mathematical model exists, the four parameter logistic approach is clearly appropriate.
Knowledge of the behaviour of the response-associated error improves the calculation of the weighting factors considerably. This in turn allows increased accuracy in the calculation of the interpolated results. Any uncertainty in the response error relationship, which always exists for laboratory data, lowers the accuracy of the interpolations.
The relative weighting of the data points is the most important factor while the absolute values are not decisive. For the four parameter logistic interpolations shown in figure 2 , the correct shape of the response error relationship was used. The absolute value of the coefficient of Variation was arbitrarily set to 4%, while the true values varied from 2 to 10%. The accuracy of the interpolations was not improved significantly by using the true values (data not shown).
However, there are limitations in the obtainable accuracy of interpolations. The Monte Carlo simulations allow a prediction of the accuracy that can be expected for data Interpolation, using experimental data with a certain coefficient of Variation. The tolerable error will of course depend on the parameter being determined and the appropriate accuracy requirement. However, the investigator should in all cases be able to estimate the accuracy of the assay employed, and statistical analysis äs presented here is a valuable tool for achieving this goal.
