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Abstract
This paper is concerned with the construction of biorthogonal multiresolution analyses on [0; 1]
such that the corresponding wavelets realize any desired order of moment conditions throughout the
interval. Our starting point is the family of biorthogonal pairs consisting of cardinal B-splines and
compactly supported dual generators on IR developed by Cohen, Daubechies and Feauveau. In con-
trast to previous investigations we preserve the full degree of polynomial reproduction also for the
dual multiresolution and prove in general that the corresponding modications of dual generators
near the end points of the interval still permit the biorthogonalization of the resulting bases. The
subsequent construction of compactly supported biorthogonal wavelets is based on the concept of
stable completions. As a rst step we derive an initial decomposition of the spline spaces where
the complement spaces between two successive levels are spanned by compactly supported splines
which form uniformly stable bases on each level. As a second step these initial complements are
then projected into the desired complements spanned by compactly supported biorthogonal wavelets.
Since all generators and wavelets on the primal as well as on the dual side have nitely supported
masks the corresponding decomposition and reconstruction algorithms are simple and ecient. The
desired number of vanishing moments is implied by the polynomial exactness of the dual multires-
olution. Again due to the polynomial exactness the primal and dual spaces satisfy corresponding
Jackson estimates. In addition, Bernstein inequalities can be shown to hold for a range of Sobolev
norms depending on the regularity of the primal and dual wavelets. Then it follows from general
principles that the wavelets form Riesz bases for L
2
([0; 1]) and that weighted sequence norms for the
coecients of such wavelet expansions characterize Sobolev spaces and their duals on [0; 1] within a
range depending on the parameters in the Jackson and Bernstein estimates.
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2
1 Introduction
The objective of this paper is the construction of biorthogonal multiresolution analyses and corresponding
wavelets on the interval [0; 1] with the following properties:
(i) The primal multiresolution consists of spline spaces for any desired degree d  1.
(ii) For a given degree d   1 of the splines and any
~
d 2 IN ,
~
d  d such that d +
~
d is even the dual
multiresolution has degree
~
d  1 of polynomial exactness.
(iii) As a consequence of (ii) the biorthogonal spline wavelets have the corresponding number
~
d of
vanishing moments.
(iv) All generators and wavelets on the primal as well as on the dual side have nitely supported masks
so that decomposition and reconstruction algorithms are simple and fast.
(v) The wavelets form Riesz bases for L
2
([0; 1]). Moreover, discrete norms based on these wavelet
expansions characterize Sobolev spaces and their duals on [0; 1] within a range depending on the
regularity and degree of exactness of the involved multiresolution analyses.
1.1 Background and Motivation
The issue of constructing wavelets on the interval has been recently addressed in several papers (see
e.g. [AHJP, CQ, CDJV, CDV, Me]). However, as far as we know none of these approaches meets the
above complete list of requirements. While [CDV, CQ] focus on orthogonal decompositions [AHJP] does
address biorthogonal multiresolution but fails to build in any polynomial exactness of the dual spaces.
Furthermore, neither is it proved there that the central biorthogonalization of properly adjusted spanning
sets is actually possible nor are the Riesz basis property and related Sobolev norm equivalences established
which are of fundamental importance for many applications.
It is perhaps instructive to point out why the above requirements are important and why we found it
worthwhile investing some further technical eort into their realization. First a few general comments.
One important property of wavelets on the line is that the wavelet representation of many operators
is (nearly) sparse which is crucial for fast numerical processing. The near sparseness is an immediate
consequence of a suciently high number of vanishing moments, see (iii). This, in turn, is implied by
the corresponding polynomial exactness of the dual multiresolution throughout the respective domain as
required in (ii) above.
As for (v), the stability of the multiscale transformations forming the reconstruction and decomposition
procedures is known to be equivalent to the Riesz basis property of the wavelet bases. The Sobolev norm
equivalences, in turn, are equivalent to the fact that for elliptic problems diagonal scalings of stiness
matrices relative to wavelet bases yield uniformly bounded condition numbers and thus facilitate fast
iterative solvers [DK, DPS3].
Wavelet schemes for the approximate solution of saddle point problems stemming, for instance, from a
weak formulation of the Stokes problem or mixed formulations of second order scalar elliptic equations lead
to further examples where the requirements (ii) and (v) are essential. Here it is important to construct
pairs of trial spaces for pressure and velocity, say, which are compatible in the sense that the so called
Ladysenskaja-Babuska-Brezzi condition is satised. In [DKU] the construction of families of such spaces
for any spatial dimension and any degree of exactness was based on suitable biorthogonal multiresolution.
Since the pressure is discretized there by the primal multiresolution while velocities are represented in
terms of the dual multiresolution it is important that both spaces have sucient polynomial exactness
to guarantee accurate solutions. In particular, realizing a higher degree of exactness for the velocities
requires the ability of raising the exactness of the dual multiresolution independently of the degree of the
primal one as in (ii) above. Again preconditioning of the resulting matrices is based on (v).
Another context where the above conditions are relevant is the numerical solution of boundary integral
equations. While conventional boundary element methods usually give rise to densely populated matrices
wavelet based discretizations often lead to nearly sparse matrices [BCR, DPS1, DPS2, PS]. The analysis
in [DPS3, Schn] yields precise conditions on the wavelets that guarantee asymptotically optimal eciency.
By this we mean that the compressed stiness matrices contain only an amount of nonvanishing entries of
3
order N , N being the number of unknowns, that diagonal scalings produce uniformly bounded condition
numbers, and that the solutions to the compressed systems still exhibit the same asymptotic accuracy as
those to the unperturbed problems. When the boundary surfaces are represented by parametric mappings
it is convenient to construct the wavelets on the surface by means of parametric mappings of wavelets
dened on the unit square [DS]. Thus, again tensor products of wavelets on the unit interval form the
core of the construction. Specically, when the integral operators have nonpositive order asymptotic
optimality requires for the primal system a higher number of moment conditions than the degree of
exactness which rules out orthogonal decompositions and stresses the importance of (ii) and (iii). Also
when the operators have negative order preconditioning the compressed matrices requires the validity of
Sobolev norm equivalences also for Sobolev spaces of negative order. Again (ii) is needed for this purpose.
These are some instances where the results available in the literature were not sucient and thus lead us
to the present investigation. One could add other examples such as appending boundary conditions by
Lagrange multipliers [K1]. This leads to similar requirements on the wavelets dened on the boundary
curve or surface. Furthermore, biorthogonal wavelet bases are used for the pressure computation when
employing divergence free wavelets for the Stokes problem [U2].
Our starting point is a family of biorthogonal multiresolution analyses on IR developed in [CDF]. Specif-
ically, we conne the discussion to the case where the primal multiresolution is generated by cardinal
B-splines. Polynomial splines have numerous practical advantages over other types of scaling functions,
among them explicit analytic representations and minimal support relative to their smoothness.
1.2 Biorthogonal Multiresolution in L
2
(IR)
 2 L
2
(IR) is called renable with mask a = fa
k
g
k2ZZ
, a
k
2 IR, if
(x) =
X
k2ZZ
a
k
(2x   k); x 2 IR a:e: (1.2.1)
We say that two renable functions ,
~
 form a dual pair if

;
~
(   k)

IR
= 
0;k
; k 2 ZZ; (1.2.2)
where in the sequel for any domain 
  IR
(f; g)


:=
Z


f(x)g(x)dx:
It is well-known that  and
~
 can be normalized so that
Z
IR
(x)dx =
Z
IR
~
(x)dx = 1: (1.2.3)
Let us abbreviate for any collection C  L
2
(
)
S(C) = clos
L
2
(spanC);
the L
2
closure of the linear span of C. It will be convenient to write for g 2 L
2
(IR)
g
[j;k]
:= 2
j=2
g(2
j
  k); j; k 2 ZZ:
Thus, dening
S
j
= S(f
[j;k]
: k 2 ZZg);
~
S
j
= S(f
~

[j;k]
: k 2 ZZg); (1.2.4)
renability is known to imply
: : :  S
j
 S
j+1
 : : : ; clos
L
2
(
[
j2ZZ
S
j
) = L
2
(IR);
(1.2.5)
: : : 
~
S
j

~
S
j+1
 : : : ; clos
L
2
(
[
j2ZZ
~
S
j
) = L
2
(IR);
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and
\
j2ZZ
S
j
=
\
j2ZZ
~
S
j
= f0g:
Moreover, if ;
~
 have compact support it is easy to see that for c = fc
k
g
k2ZZ
2 `
2
(ZZ),



X
k2ZZ
c
k
(   k)



L
2
(IR)
 kck
`
2
(ZZ)




X
k2ZZ
c
k
~
(   k)



L
2
(IR)
(1.2.6)
which due to



[j;k]


L
2
(IR)
= kk
L
2
(IR)
(1.2.7)
implies the uniform stability of the scaled dilates,



X
k2ZZ
c
k

[j;k]



L
2
(IR)
 kck
`
2
(ZZ)
; (1.2.8)
and likewise for
~
. Here a
<

b means that a can be bounded by some constant multiple of b uniformly in
any parameters on which a and b may depend. Similarly, we write a  b if a
<

b and b
<

a.
;
~
 are called the generators of the multiresolution sequences S = fS
j
g
j2ZZ
,
~
S = f
~
S
j
g
j2ZZ
. Moreover, it
will be convenient to refer to S and
~
S as primal and dual multiresolution.
Recall that under the given circumstances the polynomial exactness of the spaces S
j
determines their
approximation power. We say  is exact of order d if all polynomials of degree at most d   1 can be
written as a linear combination of the integer translates (   k). In fact, dening

~
;r
(y) :=

()
r
;
~
(   y)

IR
(1.2.9)
one has then, in view of (1.2.2), the explicit representation
x
r
=
X
k2ZZ

~
;r
(k)(x   k); x 2 IR; r = 0; : : : ; d  1; (1.2.10)
which will be used frequently later on.
The concept of biorthogonal wavelets consists now of nding complement spaces W
j
;
~
W
j
of S
j
;
~
S
j
in
S
j+1
;
~
S
j+1
, respectively, satisfying
~
W
j
?S
j
; W
j
?
~
S
j
; (1.2.11)
so that, by (1.2.5),
W
j
?
~
W
r
; j 6= r: (1.2.12)
It is known [CDF] that dening new masks
b
k
:= ( 1)
k
~a
1 k
;
~
b
k
:= ( 1)
k
a
1 k
; k 2 ZZ; (1.2.13)
such spaces W
j
;
~
W
j
are generated by the dilates and translates of the functions
 (x) :=
X
k2ZZ
b
k
(2x   k);
~
 (x) :=
X
k2ZZ
~
b
k
~
(2x  k); (1.2.14)
which satisfy

;
~
 (   k)

IR
=

~
;  (   k)

IR
= 0;

 ;
~
 (   k)

IR
= 
0;k
; k 2 ZZ: (1.2.15)
Note that if
~
 is exact of order
~
d, one immediately infers from (1.2.10) and (1.2.11) that  has
~
d vanishing
moments, i.e.,
Z
IR
x
r
 (x)dx = 0; r = 0; : : : ;
~
d  1: (1.2.16)
Finally, a fact of primary importance is that the collections f 
[j;k]
: j; k 2 ZZg ,f
~
 
[j;k]
: j; k 2 ZZg form
(biorthogonal) Riesz bases of L
2
(IR) which means that
kvk
2
L
2
(IR)

X
j;k2ZZ
j(v;
~
 
[j;k]
)
IR
j
2

X
j;k2ZZ
j(v;  
[j;k]
)
IR
j
2
; v 2 L
2
(IR): (1.2.17)
In fact, the latter relations can be extended to norm equivalences for a certain range of Sobolev spaces.
The objective of the subsequent investigation is to construct biorthogonal wavelet bases for L
2
([0; 1])
retaining as many properties of the above setting as possible.
5
1.3 The Layout of the Paper
The standard derivation of the above facts makes heavy use of Fourier techniques (see e.g. [CDF]). When
working on the interval such techniques are not directly applicable which forces us to resort to alternative
tools. Therefore we briey collect in Section 2 a few general concepts which will serve that purpose and
will guide later constructions. Some of these results are known, some are implicit in various studies and
some are simply folklore. Nevertheless, we hope that the reader will benet from putting them briey
together since we feel that they help making several somewhat technical developments more transparent.
The main tools are stable completions [CDP] and associated stability criteria as well as a mechanism
for generating from some initial multiscale decomposition of a multiresolution space other complements
which correspond to biorthogonal wavelets. Moreover, we recall a general criterion for establishing the
Riesz-basis property and Sobolev norm equivalences based on direct and inverse estimates [D2]. The
results presented in this section provide the guideline for the whole subsequent development.
In Section 3 we construct spline multiresolution spaces of arbitrary degree on [0; 1] along with a dual
multiresolution satisfying requirements (i) and (ii) above. The basic idea is quite familiar. To construct
two collections of spanning sets of multiresolution sequences that are candidates for biorthogonal bases
on [0; 1] one has to form special boundary near basis functions by forming xed linear combinations of
translates of scaling functions in such a way that the resulting linear spans are still nested and contain all
polynomials up to the original degree of exactness (see also [AHJP, CQ, CDV]). Since (see (3.2.5) below)
the support of the dual generator
~
 is at least as large as that of  the degree of exactness of the dual
multiresolution determines the number of summands appearing in the boundary near basis functions.
Due to these modications the resulting collections of functions have equal cardinality but are, of course,
no longer biorthogonal. Apparently, the fact that a biorthogonalization is actually possible has never
been established in previous investigations, not even in the case where no exactness is enforced on the
dual side. After completion of this paper we became aware of a similar approach [Ma] where, however,
again the biorthogonalization is not rigorously justied. Therefore, we invest some eort in proving that
the involved linear systems are always nonsingular which is the main result in Section 3. Moreover,
applying the results from Section 2 yields discrete norms which are equivalent to Sobolev norms on [0; 1]
for a range depending on the regularity and the exactness of the generators.
Section 4 is devoted to the construction of biorthogonal wavelets. Here our approach diers again in an
essential way from previous studies. It is divided into two steps. By adapting a factorization result for
biinnite B-spline renement matrices from [DM1] to the case at hand, we rst construct in a systematic
way a family of initial stable completions. Once this has been accomplished we can again make use of
the results in Section 2 to derive next biorthogonal wavelet bases. The primal and dual wavelets all have
compact support. Moreover, combining the stability of the completions with the norm equivalences from
Section 3 readily conrms that these wavelet bases are Riesz bases for L
2
([0; 1]). Furthermore, weighted
coecient norms are shown to be equivalent to Sobolev norms within certain ranges of Sobolev exponents.
Finally, in Section 5 we briey comment on the actual computation of the various ingredients of the
construction and display a list of lter coecients as well as plots of the generators and wavelets for the
example d = 3;
~
d = 5. Data for several other cases can be obtained from the authors.
2 Some General Concepts
2.1 Two Scale Relations
When trying to carry over the results from Section 1.2 to the interval [0; 1] we have to give up on
translation invariance. The arguments which we will employ actually hold in greater generality and since
they will be used in dierent settings we will formulate the main facts in sucient generality to permit
their exible application. For later use we record a few facts from [CDP]. Let H be some Hilbert space
with inner product h; i and norm k  k
H
. We are interested in spaces of the form S(
j
), j  j
0
, j
0
2 IN
xed, where 
j
= f
j;k
: k 2 
j
g  H are uniformly stable in the sense that
kck
`
2
(
j
)
 k
T
j
ck
H
; c 2 `
2
(
j
); (2.1.1)
uniformly in j  j
0
. Here we have used the shorthand notation

T
j
c :=
X
k2
j
c
k

j;k
:
6
It is known that nestedness S(
j
)  S(
j+1
) and stability imply the existence of matrices M
j;0
=
(m
j
l;k
)
l2
j+1
;k2
j
such that

j;k
=
X
l2
j+1
m
j
l;k

j+1;l
; k 2 
j
: (2.1.2)
Of course, in the case (1.2.1) treated in Section 1.2 the renement coecients m
j
l;k
= a
l 2k
are indepen-
dent of j. However, in particular, when working on the interval it will be much more convenient to regard
the above renement relation as a matrix relation. In fact, viewing as above 
j
as a vector (2.1.2) takes
the form

T
j
= 
T
j+1
M
j;0
: (2.1.3)
Moreover, denoting by [X;Y ] the space of bounded linear operators from a normed linear space X into
the normed linear space Y one has [CDP]
M
j;0
2 [`
2
(
j
); `
2
(
j+1
)]; kM
j;0
k = O(1); j  j
0
; (2.1.4)
where
kM
j;0
k := sup
u2`
2
(
j
);kuk
`
2
(
j
)
=1
kM
j;0
uk
`
2
(
j+1
)
:
Although in all our applications the index sets 
j
will be nite we remark that the results remain valid
for innite sets 
j
as well where the corresponding matrix-vector operations are to be understood in the
sense of absolute convergence. Thus, the situation in Section 1.2 is covered as well.
2.2 Stability and Approximation
Exploiting our shorthand notation a little further we dene for any two collections ;  H the matrix
h;i := (h; i)
2;2
:
In particular, for v 2 H, hv;
j
i denotes the (row) vectors with entries hv; 
j;k
i, k 2 
j
. We will make
use also of the following observation whose proof will be included for the convenience of the reader.
Lemma 2.1 Let H = L
2
(
) where 
 is a domain in IR
n
or a manifold and let 
j
;
~

j
 H have the
following properties:
(a) 
j
and
~

j
are biorthogonal, i.e.,
h
j
;
~

j
i = I: (2.2.1)
(b) k
j;k
k
H
; k
~

j;k
k
H
<

1.
(c) 
j
and
~

j
are locally nite, i.e., setting

j;k
:= supp 
j;k
; ~
j;k
:= supp
~

j;k
; k 2 
j
;
there exists a constant C <1 such that
#fk
0
2 
j
: 
j;k
0
\ 
j;k
6= ;g; #fk
0
2 
j
: ~
j;k
0
\ ~
j;k
6= ;g  C: (2.2.2)
Then
(i) f
j
g := f
j
g
jj
0
; f
~

j
g := f
~

j
g
jj
0
are uniformly stable.
(ii) Let 
 be a domain with Lipschitz boundary and let 
l
(
) denote the space of polynomials of total
degree (at most) l   1 on 
. If 
l
(
)  S(
j
) then
inf
v
j
2S(
j
)
kv   v
j
k
L
2
(
)
<

h
l
j
kvk
H
l
(
)
; v 2 H
l
(
);
where h
j
:= sup
k2
j
fdiam~
j;k
; diam
j;k
g.
Here H
l
(
) is the usual Sobolev space with norm k  k
H
l
(
)
.
7
Proof: By (b) and (c), one has for k 2 
j
k
T
j
ck
2
L
2
(
j;k
)
<

0
@
X
k
0
2
j;k
jc
k
0
j
1
A
2
<

X
k
0
2
j;k
jc
k
0
j
2
;
where 
j;k
:= fk
0
2 
j
: 
j;k
\ 
j;k
0
6= ;g. Summing over k 2 
j
and taking (2.2.2) into ac-
count provides k
T
j
ck
L
2
(
)
 kck
`
2
(
j
)
. Furthermore, let v
j
:= 
T
j
c so that by (a) and (b), jc
k
j
2
=
jhv
j
;
~

j;k
ij
2
<

kv
j
k
2
L
2
(~
j;k
)
. Again summing over k 2 
j
and using (2.2.2) yields kck
`
2
(
j
)
<

kv
j
k
L
2
(
)
which proves (i).
As for (ii), one has for v 2 H
l
(
) and any P 2 
l
(
)
kv   hv;
~

j
i
j
k
L
2
(
j;k
)
 kv   Pk
L
2
(
j;k
)
+ khv   P;
~

j
i
j
k
L
2
(
j;k
)
<

kv   Pk
L
2
(
j;k
)
+ kv   Pk
L
2
(^
j;k
)
;
where ^
j;k
:= [f~
j;k
0
: k
0
2 
j;k
g. Since P was arbitrary (ii) follows from a classical Whitney-type
estimate, squaring and summing over k 2 
j
, and taking again (2.2.2) into account.
Remark 2.2 The results of Lemma 2.1 are readily extended to the case 
j
 L
p
(
);
~

j
 L
q
(
) where
1
p
+
1
q
= 1, 1 < p; q <1, replacing H
l
(
) by W
l
p
(
).
The proof of Lemma 2.1 already indicates the usefulness of the projectors
Q
j
v := hv;
~

j
i
j
; Q

j
v = hv;
j
i
~

j
; (2.2.3)
which are obviously adjoints of each other.
Now suppose again that H = L
2
(
) where 
 is some suciently smooth manifold so that Sobolev spaces
H
s
are well-dened for the range of indices under consideration. First recall the following fact from
[CDP].
Remark 2.3 Let f
j
g be uniformly stable. The Q
j
dened by (2.2.3) are uniformly bounded if and only
if f
~

j
g is uniformly stable as well. Moreover, the Q
j
satisfy
Q
l
Q
j
= Q
l
; l  j; (2.2.4)
if and only if the
~

j
are also renable, i.e., there exist matrices
~
M
j;0
= ( ~m
j
l;k
)
l2
j+1
;k2
j
dening
uniformly bounded mappings from `
2
(
j
)! `
2
(
j+1
) such that
~

T
j
=
~

T
j+1
~
M
j;0
: (2.2.5)
Note that then (2.2.1) implies
M
T
j;0
~
M
j;0
=
~
M
T
j;0
M
j;0
= I: (2.2.6)
The relevance of Lemma 2.1 and Remark 2.3 is explained by the following criterion from [D2] for the
validity of Sobolev norm equivalences and the Riesz basis property.
Theorem 2.4 Let f
j
g; f
~

j
g be uniformly stable, renable, biorthogonal collections and let the Q
j
be
dened by (2.2.3). If the Jackson-type estimate
inf
v
j
2V
j
kv   v
j
k
L
2
(
)
<

2
 sj
kvk
H
s
(
)
; v 2 H
s
(
); s  n; (2.2.7)
and the Bernstein inequality
kv
j
k
H
s
(
)
<

2
js
kv
j
k
L
2
(
)
; v
j
2 V
j
; s  ; (2.2.8)
hold for V
j
= S(
j
) and V
j
= S(
~

j
) with n = d;
~
d and  = t  d;  =
~
t 
~
d, respectively, then
kvk
H
s
(
)

0
@
1
X
j=j
0
2
2sj
k(Q
j
 Q
j 1
)vk
2
L
2
(
)
1
A
1=2
; s 2 ( 
~
t; t): (2.2.9)
Here we have used the convention that Q
j
0
 1
:= 0 and that for s < 0 H
s
(
) means the dual (H
 s
(
))

of H
 s
(
) relative to the dual form induced by h; i.
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The norm equivalence (2.2.9) suggests identifying stable bases 	
j
(and
~
	
j
) of the particular spaces
W
j
:= (Q
j
  Q
j 1
)H and
~
W
j
:= (Q

j
  Q

j 1
)H which due to (2.2.4) agree with (Q
j
  Q
j 1
)S(
j
) and
(Q

j
  Q

j 1
)S(
~

j
), respectively. It is well-known that such collections 	
j
;
~
	
j
are actually biorthogonal
when properly normalized. In fact, the relation S(
~

j 1
) ? W
j
can easily be conrmed as follows. For
any v 2 H one has by (2.2.1) and (2.2.5)
h(Q
j
  Q
j 1
)v;
~

j 1
i =
D
hv;
~

j
i
j
;
~
M
T
j 1;0
~

j
E
 
D
hv;
~

j 1
i
j 1
;
~

j 1
E
= hv;
~
M
T
j 1;0
~

j
i   hv;
~

j 1
i = 0:
2.3 Stable Completions and Biorthogonal Bases
Given two collections 
j
,
~

j
of biorthogonal functions our goal is to determine next the corresponding
collections 	
j
,
~
	
j
of biorthogonal wavelets. Our strategy is to accomplish this in two steps. In many
cases it is possible to identify some initial complement of S(
j
) in S(
j+1
). Then one can project this
complement onto the desired complement (Q
j+1
  Q
j
)S(
j+1
) while preserving stability and compact
support of the basis functions. First we need a stability criterion for complement bases. We can formulate
this again for the above general Hilbert space setting.
Proposition 2.5 ([CDP]) Suppose that f
j
g is uniformly stable and (2.1.3) holds. Then f
j
[ 	
j
g
for 	
j
 S(
j+1
) is uniformly stable if and only if there exists
M
j;1
2 [`
2
(r
j
); `
2
(
j+1
)]; r
j
:= 
j+1
n
j
;
such that
	
T
j
= 
T
j+1
M
j;1
(2.3.1)
and M
j
= (M
j;0
;M
j;1
) 2 [`
2
(
j
[r
j
); `
2
(
j+1
)] is invertible and satises
kM
j
k ;


M
 1
j


= O(1); j  j
0
: (2.3.2)
In fact, one has
c
1


M
 1
j


 1





u

u
r





`
2
(
j
[r
j
)




T
j
u

+ 	
T
j
u
r


H
 c
2
kM
j
k





u

u
r





`
2
(
j
[r
j
)
; (2.3.3)
where c
1
, c
2
are the constants from the stability relation (2.1.1).
WritingM
 1
j
= G
j
=
 
G
j;0
G
j;1

, one obtains the reconstruction formula

T
j+1
= 
T
j
G
j;0
+ 	
T
j
G
j;1
: (2.3.4)
Given 
j
andM
j;0
, any M
j;1
2 [`
2
(r
j
); `
2
(
j+1
)] such that (2.3.2) holds is called a stable completion of
M
j;0
[CDP].
Clearly the pair of two scale relations (2.1.3), (2.3.1) together with (2.3.4) gives rise to cascadic decompo-
sition and reconstruction algorithms whose structure is analogous to the classical wavelet schemes on the
real line. Their description in terms of the matrices M
j;e
;G
j;e
, e 2 f0; 1g, can be found e.g. in [CDP].
Recall that uniform stability of f
j
[ 	
j
g does by no means imply the Riesz basis property (1.2.17) of
the union of the complement bases 	
j
for all j  j
0
. This is where biorthogonality comes into play (see
[D1, D2]). Thus, given some stable completion

M
j;1
of M
j;0
we need next a mechanism to generate the
stable completion corresponding to the particular complements (Q
j
  Q
j 1
)S(
j
). It can be based on
the following observation from [CDP]. Suppose in the sequel that the biorthogonal collections f
j
g, f
~

j
g
are both uniformly stable and renable with renement matrices M
j;0
,
~
M
j;0
, i.e.,

T
j
= 
T
j+1
M
j;0
;
~

T
j
=
~

T
j+1
~
M
j;0
: (2.3.5)
Proposition 2.6 ([CDP]) Let f
j
g, f
~

j
g, M
j;0
and
~
M
j;0
be related as above. Suppose that

M
j;1
is
some stable completion of M
j;0
and that

G
j
=

M
 1
j
. Then
M
j;1
:= (I  M
j;0
~
M
T
j;0
)

M
j;1
(2.3.6)
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is also a stable completion and G
j
=M
 1
j
has the form
G
j
=

~
M
T
j;0

G
j;1

: (2.3.7)
Moreover, the collections
	
j
:=M
T
j;1

j+1
;
~
	
j
:=

G
j;1
;
~

j+1
(2.3.8)
form biorthogonal systems,
h	
j
;
~
	
j
i = I; h	
j
;
~

j
i = h
j
;
~
	
j
i = 0; (2.3.9)
so that
(Q
j+1
 Q
j
)S(
j+1
) = S(	
j
); (Q

j+1
  Q

j
)S(
~

j+1
) = S(
~
	
j
): (2.3.10)
In view of (2.3.5), (2.3.9) implies that the collections
	 = 
j
0
[
[
jj
0
	
j
;
~
	 :=
~

j
0
[
[
jj
0
~
	
j
are biorthogonal,
h	
j
;
~
	
j
0
i = 
j;j
0
I; j; j
0
 j
0
  1; (2.3.11)
where with r
j
0
 1
:= 
j
0
;  
j
0
 1;k
:= 
j
0
;k
;
~
 
j
0
 1;k
:=
~

j
0
;k
. Recall that
h	
j
;
~
	
j
0
i =

h 
j;k
;
~
 
j
0
;k
0
i

(j;k);(j
0
;k
0
)2J
; J = f(j; k) : k 2 r
j
; j  j
0
  1g:
Note that with
L
j
=  
~
M
T
j;0

M
j;1
; (2.3.12)
the new complement functions  
j;k
are obtained by updating the initial complement functions

 
j;k
by a
linear combination of the coarse generators 
j;k
. In fact, by (2.3.6) and (2.3.5),
	
T
j
= 
T
j+1
M
j;1
= 
T
j+1

M
j;1
+ 
T
j+1
M
j;0
L
j
=

	
T
j
+ 
T
j
L
j
;
i.e.,
 
j;k
=

 
j;k
+
X
l2
j
(L
j
)
l;k

j;l
; k 2 r
j
: (2.3.13)
The following result is an immediate consequence of Theorem 2.4 and Proposition 2.6.
Corollary 2.7 Under the assumptions of Theorem 2.4 one has
kvk
H
s
(
)

0
@
1
X
j=j
0
 1
X
k2r
j
2
2sj
jhv;
~
 
j;k
ij
2
1
A
1=2
; s 2 ( 
~
t; t): (2.3.14)
Note that, in particular, for s = 0 the Riesz basis property relative to L
2
(
) of the 	,
~
	 is covered.
2.4 Changing Bases Continued
Clearly relation (2.3.4) describes a change of bases involving two successive scales. In addition we will
also have to change bases within a given scale. It is therefore convenient to use the following simple
mechanism for identifying the new renement relations as well as corresponding stable completions. To
this end, suppose that 
0
j
is renable with renement matrix M
0
j;0
and some stable completion M
0
j;1
.
Suppose we perform a change of bases in S(
0
j
), i.e.,

j
= C
j

0
j
; (2.4.1)
we will need the corresponding new renement relation.
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Remark 2.8 For 
0
j
, 
j
as above one has

T
j
= 
T
j+1
M
j;0
(2.4.2)
where
M
j;0
= C
 T
j+1
M
0
j;0
C
T
j
: (2.4.3)
Moreover,
M
j;1
= C
 T
j+1
M
0
j;1
(2.4.4)
is the corresponding stable completion where
M
 1
j
=

C
 T
j
G
0
j;0
C
T
j+1
G
0
j;1
C
T
j+1

=:G
j
: (2.4.5)
Proof: 
T
j
= (C
j

0
j
)
T
= (
0
j+1
)
T
M
0
j;0
C
T
j
= 
T
j+1
C
 T
j+1
M
0
j;0
C
T
j
conrming (2.4.2) and (2.4.3). Further-
more, one has
 
C
 T
j+1
M
0
j;0
C
T
j
;C
 T
j+1
M
0
j;1


C
 T
j
G
0
j;0
C
T
j+1
G
0
j;1
C
T
j+1

= C
 T
j+1
M
0
j

C
T
j
0
0 I

C
 T
j
0
0 I

G
0
j
C
T
j+1
= C
 T
j+1
M
0
j
G
0
j
C
T
j+1
= I;
which proves the claim.
3 Biorthogonal Multiresolution in L
2
([0; 1])
3.1 Boundary Functions
Suppose now that ;
~
 form a dual pair of renable functions as in Section 1.2 with
supp  = [`
1
; `
2
]; (3.1.1)
and that  is exact of order d. Let a = fa
k
g
`
2
k=`
1
denote the mask of  where a
k
:= 0 for k < `
1
or
k > `
2
. The essence of the following observation is well-known (see e.g. [AHJP, CDV]). However, since
the precise role of the various parameters chosen here will matter and since the renement relation below
diers somewhat from the ndings in [AHJP] we will include a proof of the following facts.
Lemma 3.1 Suppose that
`   `
1
(3.1.2)
and dene

L
j;` d+r
:=
` 1
X
m= `
2
+1

~
;r
(m) 
[j;m]


IR
+
; r = 0; : : : ; d  1: (3.1.3)
Then one has

L
j;` d+r
= 2
 (r+1=2)
 

L
j+1;` d+r
+
2`+`
1
 1
X
m=`

~
;r
(m)
[j+1;m]
!
(3.1.4)
+
2`+`
2
 2
X
m=2`+`
1

~
;r
(m)
[j+1;m]
; r = 0; : : : ; d  1;
where

~
;r
(m) := 2
 1=2
0
B
@
` 1
X
q=d
m `
2
2
e

~
;r
(q) a
m 2q
1
C
A
(3.1.5)
and bxc (dxe) is the largest (smallest) integer less (greater) than or equal to x.
11
Proof: In view of (1.2.10), one has
X
m2ZZ

~
;r
(m) 
[j;m]
(x) = 2
j=2
(2
j
x)
r
; r = 0; : : : ; d  1: (3.1.6)
Inserting the renement equation on IR (1.2.1) written in the form

[j;m]
= 2
 1=2
2m+`
2
X
t=2m+`
1
a
t 2m

[j+1;t]
; m 2 ZZ; (3.1.7)
into (3.1.6) yields
2
j=2
(2
j
x)
r
=
X
t2ZZ
2
 1=2

b
t `
1
2
c
X
m=d
t `
2
2
e

~
;r
(m) a
t 2m


[j+1;t]
(x)
or, equivalently,
2
(j+1)=2
(2
j+1
x)
r
=
X
t2ZZ
2
r
 b
t `
1
2
c
X
m=d
t `
2
2
e

~
;r
(m) a
t 2m


[j+1;t]
(x):
Comparing this with (3.1.6) for j exchanged by j + 1 results in the identity
2
 r

~
;r
(t) =
b
t `
1
2
c
X
m=d
t `
2
2
e

~
;r
(m) a
t 2m
: (3.1.8)
Now by denition (3.1.3), (3.1.6) yields

L
j;` d+r
(x) = 2
j=2
(2
j
x)
r


IR
+
 
1
X
m=`

~
;r
(m) 
[j;m]
(x)


IR
+
= 2
 (r+1=2)
1
X
m= `
2
+1

~
;r
(m) 
[j+1;m]
(x)


IR
+
 
1
X
m=`

~
;r
(m) 
[j;m]
(x)


IR
+
:
Splitting the rst sum and using (3.1.3) gives

L
j;` d+r
= 2
 (r+1=2)


L
j+1;` d+r
+
1
X
m=`

~
;r
(m) 
[j+1;m]


IR
+

 
1
X
m=`

~
;r
(m) 
[j;m]


IR
+
= 2
 (r+1=2)


L
j+1;` d+r
+
1
X
m=`

~
;r
(m) 
[j+1;m]


IR
+

 
1
X
m=`

~
;r
(m)

2
 1=2
2m+`
2
X
t=2m+`
1
a
t 2m

[j+1;t]


IR
+

upon inserting (3.1.7). Exchanging the order of summation in the last term yields

L
j;` d+r
= 2
 (r+1=2)


L
j+1;` d+r
+
1
X
m=`

~
;r
(m) 
[j+1;m]


IR
+

 
1
X
t=2`+`
1
1
X
m=`
2
 1=2

~
;r
(m)a
t 2m

[j+1;t]


IR
+
= 2
 (r+1=2)


L
j+1;` d+r
+
2`+`
1
 1
X
m=`

~
;r
(m) 
[j+1;m]


IR
+

+
1
X
m=2`+`
1

2
 (r+1=2)

~
;r
(m)   2
 1=2
1
X
s=`

~
;r
(s) a
m 2s


[j+1;m]


IR
+
:
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Substituting (3.1.8) in the last sum, one obtains

L
j;` d+r
= 2
 (r+1=2)


L
j+1;` d+r
+
2`+`
1
 1
X
m=`

~
;r
(m) 
[j+1;m]


IR
+

+
1
X
m=2`+`
1
2
 1=2

b
m `
1
2
c
X
q=d
m `
2
2
e

~
;r
(q) a
m 2q
 
b
m `
1
2
c
X
q=`

~
;r
(q) a
m 2q


[j+1;m]


IR
+
= 2
 (r+1=2)


L
j+1;` d+r
+
2`+`
1
 1
X
m=`

~
;r
(m) 
[j+1;m]


IR
+

+
`
2
+2` 2
X
m=2`+`
1
2
 1=2

` 1
X
q=d
m `
2
2
e

~
;r
(q) a
m 2q


[j+1;m]


IR
+
which, in view of (3.1.5), is the asserted relation (3.1.4).
Note that

~
;r
(y) =
Z
IR
(x+ y)
r
~
(x)dx =
r
X
i=0

r
i

y
i
Z
IR
x
r i
~
(x)dx (3.1.9)
is a polynomial of degree r whose coecients
 
r
i
 R
IR
x
r i
~
(x)dx can be computed exactly with the aid of
a recursion (see e.g. [DM2] as well as Section 5).
3.2 Spline Multiresolution
We will specify now the primal multiresolution as follows. Let us denote for a sequence of knots t
i

: : :  t
i+d
by [t
i
; : : : ; t
i+d
]f the d-th order divided dierence of f 2 C
d
(IR) at t
i
; : : : ; t
i+d
. Setting
x
d
+
:= (maxf0; xg)
d
, the cardinal B-spline
d
' of order d 2 IN is dened as
d
'(x) := d [0; 1; : : : ; d]
 
   x  b
d
2
c

d 1
+
: (3.2.1)
Thus ' is centered around
`(d)
2
, i.e.,
d
'(x + `(d)) =
d
'( x); x 2 IR; (3.2.2)
where `(d) := dmod2, and has support
supp
d
' =

1
2
( d+ `(d));
1
2
(d+ `(d))

= [ 

d
2

;

d
2

] := [`
1
; `
2
] (3.2.3)
i.e., d = `
2
  `
1
and `(d) = `
1
+ `
2
. Thus, the B-splines of even order are centered around 0 while the
ones of odd order are symmetric around
1
2
. The B-spline
d
' is renable with nitely supported real mask
a = fa
k
g
`
2
k=`
1
, i.e.,
d
'(x) =
`
2
X
k=`
1
2
1 d

d
k + b
d
2
c

d
'(2x  k) =:
`
2
X
k=`
1
a
k
'(2x  k): (3.2.4)
It has been shown in [CDF] that for each d and any
~
d  d,
~
d 2 IN , so that d +
~
d even, there exists a
function
d;
~
d
~' 2 L
2
(IR) with the following properties (see [CDF]):
(i)
d;
~
d
~' has compact support,
supp
d;
~
d
~' =
h
 
1
2
d 
~
d+ 1 +
1
2
`(d) ;
1
2
d+
~
d  1 +
1
2
`(d)
i
= [`
1
 
~
d+1; `
2
+
~
d  1] =: [
~
`
1
;
~
`
2
]: (3.2.5)
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(ii)
d;
~
d
~' is renable with nitely supported mask
~
a = f~a
k
g
~
`
2
k=
~
`
1
,
d;
~
d
~'(x) =
~
`
2
X
k=
~
`
1
~a
k
d;
~
d
~'(2x  k): (3.2.6)
(iii)
d;
~
d
~' has the same symmetry properties as
d
', i.e.,
d;
~
d
~'(x+ `(d)) =
d;
~
d
~'( x); x 2 IR: (3.2.7)
(iv) The functions
d
' and
d;
~
d
~' form a dual pair, i.e.,

d
';
d;
~
d
~'(   k)

IR
= 
0;k
; k 2 ZZ: (3.2.8)
(v)
d;
~
d
~' is exact of order
~
d, i.e., all polynomials of degree less than
~
d can be represented as linear
combinations of the translates
d;
~
d
~'(   k); k 2 ZZ .
(vi) The regularity of
d;
~
d
~' increases proportionally with
~
d.
One easily checks that the symmetry properties (3.2.2), (3.2.7) have the following discrete counterparts
a
k
= a
`(d) k
; ~a
k
= ~a
`(d) k
; k 2 ZZ: (3.2.9)
In the following d;
~
d will be arbitrary as above but xed so that we can suppress them as indices and
write briey '; ~'.
The following construction of biorthogonal multiresolution analyses on [0; 1] follows rst again familiar
lines in that we retain translates of dilated scaling functions '; ~' whose supports are fully contained in
[0; 1]. Since by (3.2.5) the support of ~' is at least as large than that of ', i.e.,
~
`
2
 `
2
;  
~
`
1
  `
1
(even
if
~
d < d), we consider rst the dual collections and x some integer
~
` satisfying
~
` 
~
`
2
; (3.2.10)
so that the indices
~

0
j
:= f
~
`; : : : ; 2
j
 
~
`  `(d)g (3.2.11)
correspond to translates ~'
[j;m]
whose support is contained in [0; 1]. To preserve polynomial exactness of
degree
~
d  1 we need
~
d additional basis functions near the left and right end of the interval which will be
constructed according to the receipe from Section 3.1. The corresponding index sets are then
~

L
j
:= f
~
` 
~
d; : : : ;
~
`  1g;
~

R
j
:= f2
j
 
~
` + 1  `(d); : : : ; 2
j
 
~
` +
~
d  `(d)g: (3.2.12)
We have included here a shift by  `(d) in
~

R
j
to make best possible use of symmetry later.
On the primal side we need bases of the same cardinality. Since the degree d 1 of exactness is in general
dierent from
~
d  1 the boundary index sets necessarily take the form

L
j
:= f
~
` 
~
d; : : : ;
~
`  (
~
d  d)  1g; 
R
j
:= f2
j
 
~
`+ (
~
d  d) + 1  `(d); : : : ; 2
j
 
~
`+
~
d  `(d)g; (3.2.13)
so that the interior translates '
[j;m]
are determined by m 2 
0
j
where

0
j
:= f
~
`  (
~
d  d); : : : ; 2
j
 
~
`+ (
~
d  d)  `(d)g: (3.2.14)
Of course, it will always be assumed that j is large enough to ensure that
~
`  2
j
 
~
`   `(d) + 2(
~
d  d).
By construction we have now
~

j
:=
~

L
j
[
~

0
j
[
~

R
j
= 
j
= 
L
j
[
0
j
[
R
j
: (3.2.15)
Moreover, abbreviating
` :=
~
`   (
~
d  d); (3.2.16)
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we observe that

L
j
= f`  d; : : : ; `  1g;

R
j
= f2
j
  `+ 1  `(d); : : : ; 2
j
  `+ d  `(d)g; (3.2.17)

0
j
= f`; : : : ; 2
j
  `   `(d)g:
Note also that by (3.2.5) and (3.2.10), ` 
~
`
2
 (
~
d d) =  `
1
+2`
2
 1 so that the functions '
[j;m]
;m 2 
0
j
,
are, under the above assumption on j, indeed supported in (0; 1), i.e.,
supp'
[j;k]
 [0; 1]; k 2 
0
j
; supp ~'
[j;k]
 [0; 1]; k 2
~

0
j
: (3.2.18)
The next step is to construct modied basis functions near the end points of the interval for the primal
and dual side. To this end, it will be convenient to abbreviate
~
m;r
:= 
~';r
(m); 
m;r
:= 
';r
(m): (3.2.19)
Since obviously

L
j;m;r
:= 2
j
R
IR
(2
j
x)
r
'(2
j
x m) dx =
R
IR
x
r
'(x  m) dx

R
j;m;r
:= 2
j
R
IR
 
2
j
(1  x)

r
'(2
j
x m) dx =
R
IR
(2
j
  x)
r
'(x m) dx;
(3.2.20)
and likewise
~
L
j;m;r
:= 2
j
R
IR
(2
j
x)
r
~'(2
j
x m) dx =
R
IR
x
r
~'(x m) dx
~
R
j;m;r
:= 2
j
R
IR
 
2
j
(1  x)

r
~'(2
j
x m) dx =
R
IR
(2
j
  x)
r
~'(x m) dx;
(3.2.21)
we conclude on one hand that
X
m2ZZ

L
j;m;r
~'
[j;m]
(x) = 2
j(r+1=2)
x
r
;
X
m2Z

R
j;m;r
~'
[j;m]
(x) = 2
j(r+1=2)
(1  x)
r
; r = 0; : : : ;
~
d  1;
(3.2.22)
X
m2ZZ
~
L
j;m;r
'
[j;m]
(x) = 2
j(r+1=2)
x
r
;
X
m2Z
~
R
j;m;r
'
[j;m]
(x) = 2
j(r+1=2)
(1  x)
r
; r = 0; : : : ; d  1:
On the other hand, noting that by (3.2.2),
Z
IR
x
r
'(x m) dx =
Z
IR
(2
j
  x)
r
'(2
j
  x m) dx =
Z
IR
(2
j
  x)
r
'(x  (2
j
 m) + `(d)) dx;
(3.2.20) also reveals that

L
j;m;r
= 
m;r
; 
R
j;m;r
= 
2
j
 m `(d);r
; r = 0; : : : ;
~
d  1;
(3.2.23)
~
L
j;m;r
= ~
m;r
; ~
R
j;m;r
= ~
2
j
 m `(d);r
; r = 0; : : : ; d  1:
Furthermore, recalling (3.1.5), let
~

L
j;m;r
:= 
~';r
(m); 
L
j;m;r
:= 2
 1=2
~
` 1
X
q=d
m 
~
`
2
2
e

q;r
~a
m 2q
: (3.2.24)
Employing (3.2.9) and (3.2.23), one veries that

L
j;m;r
= 2
 1=2
2
j
 d
m 
~
`
2
2
e `(d)
X
q=2
j
 
~
` `(d)+1

R
j;q;r
~a
2
j+1
 m `(d) 2q
;
(3.2.25)
~

L
j;m;r
= 2
 1=2
2
j
 d
m `
2
2
e `(d)
X
q=2
j
 ` `(d)+1
~
R
j;q;r
a
2
j+1
 m `(d) 2q
:
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Thus dening

R
j;m;r
:= 2
 1=2
1
X
q=2
j
 ` `(d)+1

R
j;q;r
~a
m 2q
;
~

R
j;m;r
:= 2
 1=2
1
X
q=2
j
 
~
` `(d)+1
~
R
j;q;r
a
m 2q
; (3.2.26)
one obtains

R
j;m;r
= 
L
j;2
j+1
 m `(d);r
;
~

R
j;m;r
=
~

L
j;2
j+1
 m `(d);r
: (3.2.27)
We can now follow the lines of Section 3.1 to dene according to (3.1.3)

L
j;` d+r
:=
` 1
X
m= `
2
+1
~
m;r
'
[j;m]


[0;1]
; r = 0; : : : ; d  1;
(3.2.28)

R
j;2
j
 `+d `(d) r
:=
2
j
 `
1
 1
X
m=2
j
 ` `(d)+1
~
R
j;m;r
'
[j;m]


[0;1]
; r = 0; : : : ; d  1;
and likewise on the dual side
~

L
j;
~
` 
~
d+r
:=
~
` 1
X
m= 
~
`
2
+1

m;r
~'
[j;m]


[0;1]
; r = 0; : : : ;
~
d  1;
(3.2.29)
~

R
j;2
j
 
~
`+
~
d `(d) r
:=
2
j
 
~
`
1
 1
X
m=2
j
 
~
` `(d)+1

R
j;m;r
~'
[j;m]


[0;1]
; r = 0; : : : ;
~
d  1;
while

j;k
:= '
[j;k]
; k 2 
0
j
;
~

j;k
:= ~'
[j;k]
; k 2
~

0
j
: (3.2.30)
In the sequel we will always assume that
j 
l
log
2
(
~
` +
~
`
2
  1) + 1
m
=: j
0
(3.2.31)
so that the supports of the left and right end functions do not overlap (but see Remark 5.1).
The following symmetry relations will be used frequently.
Remark 3.2 One has for x 2 [0; 1]

R
j;2
j
 `+d `(d) r
(1  x) = 
L
j;` d+r
(x); r = 0; : : : ; d  1;
(3.2.32)
~

R
j;2
j
 
~
`+
~
d `(d) r
(1  x) =
~

L
j;
~
` 
~
d+r
(x); r = 0; : : : ;
~
d  1:
and

[j+1;m]
(x) = 
[j+1;2
j+1
 m `(d)]
(1  x);  = '; ~': (3.2.33)
Proof: The relation (3.2.33) follows directly from (3.2.2). Moreover, by (3.2.2), (3.2.23), one has

R
j;2
j
 `+d `(d) r
(1  x) =
2
j
 `
1
 1
X
m=2
j
 `+1 `(d)
~
2
j
 m `(d);r
2
j=2
'(2
j
(1  x) m)


[0;1]
=
2
j
 `
1
 1
X
m=2
j
 `+1 `(d)
~
2
j
 m `(d);r
2
j=2
'(2
j
x  (2
j
 m  `(d)))


[0;1]
=
` 1
X
m=1+`
1
 `(d)
~
m;r
2
j=2
'(2
j
x m)


[0;1]
:
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Since by (3.2.3) `
1
  `(d) =  `
2
we obtain (3.2.32).
Dening now

j;k
:=


X
j;k
; k 2 
X
j
, X 2 fL;Rg,
'
[j;k]
; k 2 
0
j
,
let

j
:= f
j;k
: k 2 
j
g (3.2.34)
and similarly
~

0
j
:= f
~

L
j;k
: k 2
~

L
j
g [ f ~'
[j;k]
: k 2
~

0
j
g [ f
~

R
j;k
: k 2
~

R
j
g: (3.2.35)
Finally, dene
S
j
:= S(
j
);
~
S
j
:= S(
~

0
j
): (3.2.36)
Proposition 3.3 (i) The spaces S
j
and
~
S
j
are nested, i.e.,
S
j
 S
j+1
;
~
S
j

~
S
j+1
; j  j
0
: (3.2.37)
(ii) The spaces S
j
,
~
S
j
are exact of order d,
~
d, respectively, i.e.,

d
([0; 1])  S
j
; 
~
d
([0; 1]) 
~
S
j
; j  j
0
: (3.2.38)
Proof: As for (i), we have to show that the elements of the collections 
j
;
~

0
j
are all renable. Since by
(3.2.4),
'(2
j
x m) =
`
2
X
k=`
1
a
k
'(2
j+1
x  (2m + k)) =
2m+`
2
X
k=2m+`
1
a
k 2m
'(2
j+1
x  k)
and since ` + `
1
 0 the right hand side involves for m 2 
0
j
only summands for k 2 
0
j+1
the interior
functions are obviously renable. On account of (3.2.10), the same holds for the dual side so that assertion
(i) follows as soon as we have conrmed renability of the functions 
X
j;k
;
~

X
j;k
, k 2 
X
j
;
~

X
j
, X 2 fL;Rg.
To this end, Lemma 3.1 immediately yields the renement relations for 
L
j;k
, k 2 
L
j
,
~

L
j;k
, k 2
~

L
j
. In
fact, we infer from Lemma 3.1 and (3.2.19), (3.2.24) that

L
j;` d+r
(x) = 2
 (r+1=2)
 

L
j+1;` d+r
(x) +
2`+`
1
 1
X
m=`
~
m;r
'
[j+1;m]
(x)
!
(3.2.39)
+
2`+`
2
 2
X
m=2`+`
1
~

L
j;m;r
'
[j+1;m]
(x)
and
~

L
j;
~
` 
~
d+r
(x) = 2
 (r+1=2)
0
@
~

L
j+1;
~
` 
~
d+r
(x) +
2
~
`+
~
`
1
 1
X
m=
~
`

m;r
~'
[j+1;m]
(x)
1
A
(3.2.40)
+
2
~
`+
~
`
2
 2
X
m=2
~
`+
~
`
1

L
j;m;r
~'
[j+1;m]
(x):
By Remark 3.2 and (3.2.27), one obtains

L
j;` d+r
(x) = 2
 (r+1=2)
0
@

R
j+1;2
j+1
 `+d `(d) r
(1  x) +
2
j+1
 ` `(d)
X
m=2
j+1
 2` `(d) `
1
+1
~
R
j+1;m;r
'
[j+1;m]
(1  x)
1
A
+
2
j+1
 2` `(d) `
1
X
m=2
j+1
 2` `(d) `
2
+2
~

R
j;m;r
'
[j+1;m]
(1  x): (3.2.41)
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At the right end, we thus obtain for r = 0; : : : ; d  1 the renement relations

R
j;2
j
 `+d `(d) r
(x) = 2
 (r+1=2)


R
j+1;2
j+1
 `+d `(d) r
(x) +
2
j+1
 ` `(d)
X
m=2
j+1
 2` `
1
 `(d)+1
~
R
j+1;m;r
'
[j+1;m]
(x)

+
2
j+1
 2` `(d) `
1
X
m=2
j+1
 2` `(d) `
2
+2
~

R
j;m;r
'
[j+1;m]
(x) (3.2.42)
and for r = 0; : : : ;
~
d  1
~

R
j;2
j
 
~
`+
~
d `(d) r
(x) = 2
 (r+1=2)

~

R
j+1;2
j+1
 
~
`+
~
d `(d) r
(x) +
2
j+1
 
~
` `(d)
X
m=2
j+1
 2
~
` 
~
`
1
 `(d)+1

R
j+1;m;r
~'
[j+1;m]
(x)

+
2
j+1
 2
~
` `(d) 
~
`
1
X
m=2
j+1
 2
~
` `(d) 
~
`
2
+2

R
j;m;r
~'
[j+1;m]
(x): (3.2.43)
The proof of (ii) follows standard lines. It is short enough to be included. First note that by (3.2.20),
~
R
j;m;r
=
r
X
i=0

r
i

2
j(r i)
( 1)
i
~
m;i
: (3.2.44)
Thus (3.2.22), (3.2.44) and (3.2.28) provide for any r 2 f0; : : : ; d  1g and x 2 [0; 1]
2
j(r+1=2)
(1   x)
r
=
2
j
 `
1
 1
X
m= `
2
+1
~
R
j;m;r
'
[j;m]
(x)
=
` 1
X
m= `
2
 
r
X
i=0

r
i

2
j(r i)
( 1)
i
~
m;i
!
'
[j;m]
(x) +
2
j
 ` `(d)
X
m=`
~
R
j;m;r
'
[j;m]
(x)
+
R
j;2
j
 `+d `(d) r
(x)
=
r
X
i=0

r
i

2
j(r i)
( 1)
i

L
j;` d+i
(x) +
X
m2
0
j
~
R
j;m;r
'
[j;m]
(x)
+
R
j;2
j
 `+d `(d) r
(x);
which conrms the rst part of (3.2.38). The rest is completely analogous.
3.3 Biorthogonalization
By construction, the spanning sets 
j
and
~

0
j
from (3.2.34) and (3.2.35) have equal cardinality. It remains
to verify next that these sets of functions are linearly independent and, which is a stronger property, that

j
and
~

0
j
can be biorthogonalized. Thus, we seek coecients e
X
j;k;m
, k;m 2
~

X
j
, X 2 fL;Rg, such that
the functions
~

j;k
:=
X
m2
~

X
j
e
X
j;k;m
~

X
j;m
; k 2
~

X
j
; (3.3.1)
satisfy


j;k
;
~

j;k
0

[0;1]
= 
k;k
0
; k; k
0
2
~

X
j
; X 2 fL;Rg: (3.3.2)
Dening the generalized gramian
 
j;X
:=

(
j;k
;
~

X
j;m
)
[0;1]

k;m2
~

X
j
; (3.3.3)
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the matrix
E
j;X
:=
 
e
X
j;k;m

k;m2
~

X
j
satises (3.3.2) if and only if
E
T
j;X
=  
 1
j;X
; X 2 fL;Rg: (3.3.4)
Thus, we have to conrm that  
j;X
is always nonsingular.
We will have frequent opportunity to exploit the symmetry relations (3.2.32) and (3.2.33) in order to
relate quantities indexed by L to those indexed by R. It will therefore be convenient to denote for any
matrixM by M
l
the matrix which is obtained by reversing the order of rows and columns of M.
The main result of this section can be formulated as follows.
Theorem 3.4 The matrices  
j;X
are always nonsingular. Moreover, they have uniformly bounded con-
dition numbers. That is, the matrices  
j;L
are independent of j,
 
j;L
=  
L
(3.3.5)
while
 
j;R
=  
l
L
(3.3.6)
which means ( 
R
)
k;m
= ( 
L
)
2
j
 `(d) k;2
j
 `(d) m
, k;m 2
~

R
.
Proof: By (3.2.28) we have for r = 0; : : : ; d  1 and k = 0; : : : ;
~
d  1


j;` d+r
;
~

L
j;
~
` 
~
d+k

[0;1]
=
` 1
X
= `
2
+1
~
` 1
X
= 
~
`
2
+1
~
;r

;k
 
'
[j;]
; ~'
[j;]

[0;1]
(3.3.7)
=
` 1
X
= `
2
+1
~
` 1
X
= 
~
`
2
+1
~
;r

;k
2
j
Z
0
'(x  ) ~'(x  )dx:
Similarly one obtains for r = d; : : : ;
~
d  1, k = 0; : : : ;
~
d  1,


j;` d+r
;
~

L
j;
~
` 
~
d+k

[0;1]
=
~
` 1
X
= 
~
`
2
+1

;k
2
j
Z
0
'(x  (`  d+ r)) ~'(x  )dx:
Since for j  j
0
and  `
2
+ 1    `  1,  
~
`
2
+ 1   
~
`  1
2
j
Z
0
'(x  ) ~'(x  )dx =
1
Z
0
'(x  ) ~'(x  )dx
(3.3.5) follows, while (3.3.6) is an immediate consequence of the symmetry relations (3.2.32), (3.2.33).
Thus, it remains to conrm that  
L
is nonsingular. Let us consider rst the special case d = 1, i.e.,
'(x) = 
[0;1)
. Here `
1
= 0, `
2
= 1 and (3.2.28) gives

j;` 1
(x) =
` 1
X
m=0
~
m;0
'
[j;m]
(x) =
` 1
X
m=0
'
[j;m]
(x) (3.3.8)
since, by (1.2.9), ~
m;0
=
R
IR
~'(x m)dx = 1. Therefore, one has


j;` 1
;
~

L
j;
~
` 
~
d+k

[0;1]
=


j;` 1
;
~

L
j;
~
` 
~
d+k

IR
=
~
` 1
X
m= 
~
`
2
+1

m;k
 

j;` 1
; ~'
[j;m]

IR
=
~
` 1
X
m= 
~
`
2
+1

m;k
` 1
X
=0
 
'
[j;]
; ~'
[j;m]

IR
=
` 1
X
=0

;k
=
` 1
X
=0
Z
IR
x
k
'(x  )dx =
1
k + 1
` 1
X
=0
(( + 1)
k+1
  
k+1
) =
`
k+1
k + 1
;
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i.e.,


j;` 1
;
~

L
j;
~
` 
~
d+k

[0;1]
=
`
k+1
k + 1
; k = 0; : : : ;
~
d  1: (3.3.9)
Moreover, since 
j;s
= '
[j;s]
, s = `; : : : ;
~
`  1, we have


j;
;
~

L
j;
~
` 
~
d+k

[0;1]
=
~
` 1
X
m= 
~
`
2
+1

m;k
 
'
[j;]
; ~'
[j;m]

IR
= 
;k
=
+1
Z

x
k
dx
=
1
k + 1
(( + 1)
k+1
  
k+1
);  = `; : : : ;
~
`  1:
Thus  
L
takes for d = 1 the form
 
L
=
0
B
B
B
B
B
@
`
`
2
2
`
3
3
  
`
~
d
~
d
1
(`+1)
2
 `
2
2
(`+1)
3
 `
3
3
  
(`+1)
~
d
 `
~
d
~
d
.
.
.
.
.
.
.
.
.
1
~
`
2
 (
~
` 1)
2
2
~
`
3
 (
~
` 1)
3
3
  
~
`
~
d
 (
~
` 1)
~
d
~
d
1
C
C
C
C
C
A
:
Adding the rst row to the second one, adding the result to the third row and so on produces the matrix
0
B
B
B
B
B
@
`
`
2
2
`
3
3
  
`
~
d
~
d
` + 1
(`+1)
2
2
(`+1)
3
3
  
(`+1)
~
d
~
d
.
.
.
.
.
.
.
.
.
~
`
~
`
2
2
~
`
3
3
  
~
`
~
d
~
d
1
C
C
C
C
C
A
:
Dividing the ith row by `+ i 1 and multiplying then the i-th column of the resulting matrix by i nally
produces a Vandermonde matrix which is nonsingular. This conrms the claim for d = 1, any
~
d such
that d+
~
d is even, and any
~
` satisfying (3.2.10).
Now suppose that d  2. We will use induction on d. To this end, it will be useful to keep track of the
dependence of the various entities on the parameters d;
~
d; `;
~
`. Therefore, we write

L
j;k
(x) = 
L
j;k
(x j d;
~
d; `); ~
m;r
= ~
m;r
(d;
~
d) =
Z
IR
x
r
d;
~
d
~'(x m)dx:
Rewriting formula (3.4.11) in [DKU] in present terms (see also [DS]) yields the relations
d
dx

L
j;` d+r
(x j d;
~
d; `) =
8
>
<
>
:
 2
j
d 1
'
[j;` `(d 1)]
(x); r = 0 ,
2
j
(r
L
j;` d+r `(d 1)
(x j d  1;
~
d+ 1; `  `(d  1))
 ~
` 1;r
(d;
~
d)
d 1
'
[j;` `(d 1)]
); r = 1; : : : ; d  1,
(3.3.10)
while
d
dx

j;k
= 2
j
 
d 1
'
[j;k `(d 1)]
 
d 1
'
[j;k+1 `(d 1)]

; k = `; `+ 1; : : : (3.3.11)
These relations are obtained by straightforward calculations with the aid of
~
m;r
(d;
~
d)   ~
m 1;r
(d;
~
d) = r~
m `(d 1);r 1
(d  1;
~
d+ 1); r = 0; : : : ; d  1;
which in turn follow from the denition and
d
dx
d
'(x) =
d 1
'(x  `(d  1)) 
d 1
'(x+ `(d  1)  1);
(see [DS] for more details). Indicating also the dependence of  
L
on d;
~
d by writing  
L
(d;
~
d), let us
assume that  
L
(s; q) is nonsingular for all s < d and all admissible q such that s + q is even. By (3.2.8)
and the denition of 
j;k
,
~

L
j;k
(3.2.28), (3.2.29) and (3.2.22) we have


j;` d+r
;
~

L
j;
~
` 
~
d+k

[0;1]
=


j;` d+r
;
1
X
m= 
~
`
2
+1

m;k
~'
[j;m]

[0;1]
(3.3.12)
= 2
j=2
2
kj
 

j;` d+r
; ()
k

[0;1]
; k = 0; : : : ;
~
d  1:
20
Thus  
L
is nonsingular if and only if the 
j;` d+r
, r = 0; : : : ;
~
d   1, induce functionals which are total
over 
~
d
. By (3.3.10) and (3.3.11), we have for any P 2 
~
d
and
^
P (x) :=
x
R
0
P (t)dt 2 
~
d+1
,
(
j;` d+r
; P )
[0;1]
=  

d
dx

L
j;` d+r
( j d;
~
d; `);
^
P

[0;1]
=
8
>
>
>
>
>
<
>
>
>
>
:
2
j

d 1
'
[j;` `(d 1)]
;
^
P

[0;1]
; r = 0,
2
j
~
` 1;r
(d;
~
d)

d 1
'
[j;` `(d 1)]
;
^
P

[0;1]
 2
j
r


L
j;` (d 1)+r 1 `(d 1)
( j d  1;
~
d+ 1; `  `(d  1));
^
P

[0;1]
; r = 1; : : : ; d  1,
2
j

d 1
'
[j;` d+r `(d 1)]
 
d 1
'
[j;` d+r+1 `(d 1)]
;
^
P

[0;1]
; r = d; : : : ;
~
d  1.
(3.3.13)
Thus, (
j;` d+r
; P )
[0;1]
= 0, r = 0; : : : ;
~
d  1, implies in view of (3.3.13) that

d 1

j;` `(d 1) (d 1)+r
;
^
P

[0;1]
= 0; r = 0; : : : ;
~
d;
where
d 1

j;` `(d 1) (d 1)+r
:=
(

L
j;` `(d 1) (d 1)+r
( j d  1;
~
d+ 1; `  `(d  1)); r = 0; : : : ; d  2;
d 1
'
[j;` `(d 1) (d 1)+r]
; r = d  1; : : : ;
~
d:
By our induction assumption and the previous remark this means that
^
P  0, and hence P  0. This
completes the proof.
Now let
~

j
= f
~

j;k
: k 2
~

j
g (3.3.14)
where
~

j;k
are dened for k 2
~

X
j
, X 2 fL;Rg, by (3.3.1) with (3.3.4). The above ndings can be
summarized as follows.
Corollary 3.5 The following holds:
(i) The collections 
j
,
~

j
dened by (3.2.34) and (3.3.14) are biorthogonal.
(ii)
dimS
j
= dim
~
S
j
= #
j
= 2d+ 2
j
  `(d)   2`+ 1 = 2
j
  2(`  d)  `(d) + 1: (3.3.15)
(iii) The basis functions have small support, i.e.,
diam(supp 
j;k
); diam(supp
~

j;k
)  2
j
; j  j
0
: (3.3.16)
(iv) The bases f
j
g, f
~

j
g are uniformly stable.
(v) The projectors
Q
j
v := (v;
~

j
)
[0;1]

j
; Q

j
v := (v;
j
)
[0;1]
~

j
(3.3.17)
are uniformly bounded.
(vi) The spaces
~
S
j
= S(
~

j
) are nested and exact of order
~
d.
Proof: (i) follows from (3.3.2), (3.3.4) and Theorem 3.4, while (ii) is an immediate consequence of (i)
and (3.2.17). (iii) results from (3.2.3), (3.2.5) and the denitions (3.2.28), (3.2.29), (3.2.30). Combining
(iii) with the fact that the entries of the matrices E
j;X
are independent of j, (3.3.5) yields
k
j;k
k; k
~

j;k
k
<

1; k 2 
j
; j  j
0
: (3.3.18)
Thus (iv) follows, in view of (i), (iii) and (3.3.18), from Lemma 2.1 (i). Finally, (v) is a consequence of
(iv) and Remark 2.3 and (vi) follows from Proposition 3.3 and (3.3.1).
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Although the proof of Theorem 3.4 makes crucial use of the fact that the primal multiresolution is
generated by B-splines it is perhaps worth pointing out that, in principle, the argument can be extended
to other cases as well. For instance, consider a Daubechies scaling function
d
 of sucient regularity and
order d of exactness. There is a canonical way of generating a family of dual pairs
d r
;
d+r
 essentially
by dierentiation and integration described e.g. in [CF, DKU, Le, U1]. One could then employ integration
by parts as in the above proof but so that one ends up with a Gramian matrix whose regularity follows
from the linear independence of the involved functions. Since the Daubechies scaling functions lack the
above nice symmetry properties so that both ends of the interval need separate treatment and since the
role of the B-splines as generators will be crucial also later for the construction of biorthogonal wavelets
we will not pursue this issue here any further.
3.4 Direct and Inverse Estimates, Norm Equivalences
Combining Corollary 3.5 with Lemma 2.1 (ii) provides the following results.
Corollary 3.6 One has
inf
v
j
2V
j
kv   v
j
k
L
2
([0;1])
<

2
 sj
kvk
H
s
([0;1])
; v 2 H
s
([0; 1]); (3.4.1)
where
s 

d; V
j
= S
j
,
~
d; V
j
=
~
S
j
.
(3.4.2)
As mentioned before, the Sobolev regularity of ~' is proportional to
~
d. It is actually strictly positive as
soon as ~' 2 L
2
(IR) [V]. Let
 := supfs : ' 2 H
s
(IR)g = d 
1
2
; ~ := supfs : ~' 2 H
s
(IR)g:
The following fact follows from [D3].
Proposition 3.7 The inverse estimate
kv
j
k
H
s
([0;1])
<

2
sj
kv
j
k
L
2
([0;1])
; v
j
2 V
j
; (3.4.3)
holds where
s <

; V
j
= S
j
,
~; V
j
=
~
S
j
.
(3.4.4)
Combining Corollaries 3.5 and 3.6 and Proposition 3.7 with Theorem 2.4 provides
Corollary 3.8 Let the Q
j
be dened by (3.3.17). Then one has (with Q
j
0
 1
:= 0)

1
X
j=j
0
2
2sj
k(Q
j
  Q
j 1
)vk
2
L
2
([0;1])

1=2


kvk
H
s
([0;1])
; s 2 [0; d],
kvk
(H
 s
([0;1]))

; s 2 ( ~; 0).
(3.4.5)
3.5 Renement Matrices
We conclude this section with identifying the renement matrices corresponding to 
j
and
~

j
. This will
be of crucial importance later on for the identication of stable bases for the complements (Q
j
 Q
j 1
)S
j
.
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From Lemma 3.1 and (3.2.39) we infer that 
j
satises (2.1.3) with
M
j;0
:=
M
L
A
j
M
R
(3.5.1)
where M
L
, M
R
are (d+ `+ `
2
  1)  d blocks of the form
(M
L
)
m;k
=
8
>
<
>
:
2
 (k `+d+1=2)

k;m
; m; k 2 f`   d; : : : ; `  1g = 
L
j
;
2
 (k `+d+1=2)
~
m;k `+d
; m = `; : : : ; 2`+ `
1
  1; k 2 
L
j
,
~

L
j;m;k `+d
; m = 2`+ `
1
; : : : ; `
2
+ 2`   2; k 2 
L
j
,
(3.5.2)
and by (3.2.42)
M
R
=M
l
L
; (3.5.3)
i.e.,
(M
R
)
2
j
 `(d) m;2
j
 `(d) k
= (M
L
)
m;k
; m = `   d; : : : ; `
2
+ 2`  2; k 2 
L
j
:
Moreover, A
j
has the form
(A
j
)
m;k
=
1
p
2
a
m 2k
; 2`+ `
1
 m  `
2
+ 2
j+1
  2(`+ `(d)); k 2 
0
j
: (3.5.4)
The structure of the renement matrix
~
M
0
j;0
corresponding to
~

0
j
dened in (3.2.35) is completely anal-
ogous and results from replacing `; `
1
; `
2
; d by
~
`;
~
`
1
;
~
`
2
;
~
d, respectively, i.e.,
~
M
0
j;0
=
~
M
0
L
~
A
j
~
M
0
R
(3.5.5)
with the (
~
d+
~
` +
~
`
2
+ 1)
~
d blocks
(
~
M
0
L
)
m;k
=
8
>
<
>
:
2
 (k 
~
`+
~
d+1=2)

k;m
; m; k 2 f
~
`  
~
d; : : : ;
~
`  1g =
~

L
j
;
2
 (k 
~
`+
~
d+1=2)

m;k 
~
`+
~
d
; m =
~
`; : : : ; 2
~
`+
~
`
1
  1; k 2
~

L
j
,

L
j;m;k 
~
`+
~
d
; m = 2
~
`+
~
`
1
; : : : ;
~
`
2
+ 2
~
`   2; k 2
~

L
j
,
(3.5.6)
and
~
M
0
R
=

~
M
0
L

l
(3.5.7)
as well as
(
~
A
j
)
m;k
=
1
p
2
~a
m 2k
; 2
~
`+
~
`
1
 m 
~
`
2
+ 2
j+1
  2(
~
`+ `(d)); k 2
~

0
j
: (3.5.8)
To determine now the renement matrices for the biorthogonalized bases
~

j
dened in (3.3.1) we write
the biorthogonalization in the form
~

j
=
~
C
T
j
~

0
j
(3.5.9)
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where
~
C
j
=
0
@
 
 1
L
0 0
0 I
(2
j
 2
~
`+1 `(d))
0
0 0  
 1
R
1
A
(3.5.10)
with  
X
dened by (3.3.3) and I
(r)
the r r identity matrix. We readily infer now from Remark 2.8 that
~
M
j;0
=
~
C
 1
j+1
~
M
0
j;0
~
C
j
: (3.5.11)
Keeping (3.5.5) in mind and splitting
~
M
0
R
into two blocks such as
~
M
0
L
=

D
K

; D = 2
 (k 
~
`+
~
d+1=2)

k;m
; k;m 2
~

L
j
;
with K dened by (3.5.6) one easily conrms from (3.5.5) and (3.5.11) that
~
M
j;0
=
~
M
L
~
A
j
~
M
R
(3.5.12)
where now
~
M
L
=

 
L
D 
 1
L
K 
 1
L

;
~
M
R
=
~
M
l
L
; (3.5.13)
and
~
A
j
remains the same as in (3.5.8).
4 Biorthogonal Wavelets on [0; 1]
4.1 An Initial Stable Completion
The common strategy for constructing now biorthogonal wavelets for a biorthogonal multiresolution as
above consists of keeping as many translates  
[j;k]
,
~
 
[j;k]
of the form (1.2.14) as possible whose support is
suciently inside and complementing this set by a certain nite number of additional functions near the
end points [AHJP, CDV, Ma]. These additional functions are, roughly speaking, produced by projecting
every second ne scale generator near the end points. Although this may in principle be a feasible
approach we still feel somewhat uncomfortable with the reasoning in [AHJP], in particular, with regard
to stability of the complement bases. Therefore, we take here a completely dierent route suggested by
the general development in Section 2.3. As a rst step we will construct certain stable complement bases
for the spaces S
j
corresponding to a stable completion of the renement matrices of 
j
in the sense of
Section 2.3. In a second step these initial complements will be projected into the desired ones employing
again the tools from Section 2.3.
Remark 4.1 We would like to stress that we do not view the following construction of an initial stable
completion merely as an auxiliary ingredient of the nal derivation of biorthogonal wavelets. In fact, the
corresponding initial complement bases are interesting in their own right since their elements have small
or even minimal support. For instance, in the case d = 2 the interior complement functions correspond
to the hierarchical bases from [Y]. Therefore, it may not be surprising that the subsequent projection into
biorthogonal bases in Theorem 4.7 below seems to produce automatically interior wavelets which agree
with those derived by [CDF].
The construction of the initial stable completion

M
j;1
of M
j;0
in (3.5.1) consists of several steps, each of
which involves dierent matrices which are described most conveniently in a schematic block form. All
these matrices will depend only weakly on the scale j which means that the entries of the various blocks
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remain the same and only the size of the central blocks depends on j. To describe the size of the involved
blocks accurately it will be convenient to abbreviate
p = p(j) := #
0
j
= 2
j
  2`  `(d) + 1;
q = q(j) := 2p+ d  1 = 2
j+1
  4`   2`(d) + d+ 1
and keep in mind that (3.2.3) `
1
=  

d
2

, `
2
=

d
2

.
In these terms the interior block A
j
in (3.5.1) is a q  p matrix of the form
A
j
=
1
p
2
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
a
`
1
0    0
a
`
1
+1
0
.
.
.
a
`
1
+2
a
`
1
.
.
.
.
.
.
.
.
.
a
`
2
a
`
2
 2
0 a
`
2
 1
0
0 a
`
2
a
`
1
.
.
.
.
.
.
a
`
2
a
`
2
 2
0 a
`
2
 1
0 a
`
2
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
(4.1.1)
where a = fa
k
g
`
2
k=`
1
is the mask of ' =
d
' (3.2.4).
The core ingredient of our construction is a factorization of A
j
and later of M
j;0
which is inspired by
similar considerations for the biinnite case in [DM1]. Employing suitable Gauss-type eliminations we
will successively reduce upper and lower bands from A
j
. Suppose that after i steps the resulting matrix
A
(i)
j
has the form
A
(i)
j
=
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
0
.
.
.
0
0
.
.
.
0
)

i
2

0
.
.
.
a
(i)
`
1
+
d
i
2
e
0
a
(i)
`
1
+
d
i
2
e
+1
0
.
.
. a
(i)
`
1
+
d
i
2
e
.
.
.
.
.
.
a
(i)
`
2
 
b
i
2
c
0
.
.
.
a
(i)
`
2
 
b
i
2
c
0

i
2

(
0
.
.
.
0
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
; A
(0)
j
:= A
j
: (4.1.2)
Dening
U
i+1
:=
0
B
B
@
1  
a
(i)
`
1
+
d
i
2
e
a
(i)
`
1
+
d
i
2
e
+1
0 1
1
C
C
A
; L
i+1
:=
0
B
B
@
1 0
 
a
(i)
`
2
 
b
i
2
c
a
(i)
`
2
 
b
i
2
c
 1
1
1
C
C
A
; (4.1.3)
and setting
H
(2i 1)
j
:= diag

I
(i 1)
;U
2i 1
; : : : ;U
2i 1
| {z }
p
; I
(d i)

2 IR
qq
(4.1.4)
H
(2i)
j
:= diag

I
(d i)
;L
2i
; : : : ;L
2i
| {z }
p
; I
(i 1)

2 IR
qq
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one easily conrms that indeed
A
(i)
j
= H
(i)
j
A
(i 1)
j
; (4.1.5)
provided that H
(i)
j
is well-dened, which means that a
(i 1)
`
1
+
d
i 1
2
e
+1
, a
(i 1)
`
2
 
b
i 1
2
c
 1
have to be dierent from
zero whenever a
(i 1)
`
1
+
d
i 1
2
e
, a
(i 1)
`
2
 
b
i 1
2
c
are dierent from zero. For i = 1 this is clearly the case. More
generally, the following holds.
Remark 4.2 One has
a
(i)
`
1
+
d
i
2
e
; : : : ; a
(i)
`
2
 
b
i
2
c
6= 0: (4.1.6)
Proof: This assertion has been essentially established in [DM1]. In fact, A
j
is well-known to be totally
positive. Moreover, as pointed out in [DM1] the above eliminations preserve total positivity while by the
results in [J, M] the extreme entries in (4.1.6) as certain minors of A
j
are strictly positive. Again by
total positivity of A
(i)
j
all the entries in between have to be strictly positive.
Hence, H
(i)
j
is well-dened for i = 1; : : : ; d, and A
(d)
j
has the form
A
(d)
j
=
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
0
.
.
.
0
0
.
.
.
0
)
`
2
=

d
2

b 0
0 0
0 b
.
.
. 0
.
.
.
b
 `
1
=

d
2

(
0
.
.
.
0
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
; (4.1.7)
where
b := a
(d)
`
1
+
d
d
2
e
= a
(d)
`
1
+`
2
= a
(d)
`(d)
6= 0: (4.1.8)
Obviously, A
(d)
j
has full rank p and
B
j
:=
0
B
B
B
B
B
B
B
B
@
0    0 b
 1
0 0 0   
0    0
| {z }
d
d
2
e
=`
2
0 0 b
 1
0   
.
.
.
b
 1
b
d
2
c
= `
1
z }| {
0    0
1
C
C
C
C
C
C
C
C
A
(4.1.9)
satises
B
j
A
(d)
j
= I
(p)
: (4.1.10)
Similarly, dening
F
j
=
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
0
.
.
.
0
0
.
.
.
0
)
`
2
  1
1 0
0 0
0 1
.
.
. 0
.
.
.
1
 `
1
+ 1
(
0
.
.
.
0
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
2 IR
qp
(4.1.11)
26
essentially by shifting up each row of B
T
j
by one, we have
B
j
F
j
= 0: (4.1.12)
After these preparations we have to pad the matrices A
(d)
j
, B
j
, F
j
according to (3.5.1) to form matrices
of the right size. The corresponding expanded versions will be denoted by
^
A
(d)
j
,
^
B
j
,
^
F
j
, respectively. To
this end, let
^
A
(d)
j
^
B
T
j
)
:=
d

I
(d)
0 0
` + `
1
f 0
0

A
(d)
j
B
T
j
0

q = 2
j+1
  4`   2`(d) + d+ 1
0 g `  `
2
+ `(d)
0 I
(d)
	
d
| {z }
p=2
j
 2` `(d)+1
: (4.1.13)
In fact, recalling (3.2.17) and noting that
d+ `+ `
1
= ` + `
2
= `   `
2
+ `(d) + d;
one readily conrms that
^
A
(d)
j
,
^
B
T
j
are (#
j+1
) (#
j
) matrices.
Note that always
#
j+1
 #
j
= 2
j
is valid independent of `;
~
`; d;
~
d. Thus, a completion of
^
A
(d)
j
has to be a (#
j+1
)  2
j
matrix. To this
end, consider
^
F
j
:=
d

0
I
(`+`(d) 1)

`
2
  1
F
j
 `
1

I
(`)
0

d
: (4.1.14)
In fact,
2d+ `+ `(d)  1 + `   `
2
+ 1 + `
1
+ q = 2d+ 2` + `(d)   d+ 2
j+1
  4`   2`(d) + d+ 1
= 2d  2`   `(d) + 1 + 2
j+1
= #
j+1
while
` + `(d)   1 + p+ ` = 2`  1 + `(d) + 2
j
  2`  `(d) + 1 = 2
j
;
so that
^
F
j
is indeed a (#
j+1
) 2
j
matrix.
27
Lemma 4.3 The following relations hold:
^
B
j
^
A
(d)
j
= I
(#
j
)
;
^
F
T
j
^
F
j
= I
(2
j
)
; (4.1.15)
and
^
B
j
^
F
j
= 0;
^
F
T
j
^
A
(d)
j
= 0: (4.1.16)
Proof: The relations in (4.1.15) follow from (4.1.10), (4.1.13) and (4.1.14). Next note that the lower
right identity block in (4.1.14) is positioned to miss the lower right nonzero entry b in A
(d)
j
as well as
the lower right identity block I
(d)
in
^
A
(d)
j
so that the relations (4.1.16) follow from (4.1.11), (4.1.12) and
(4.1.13).
The factorization of A
j
induced by (4.1.5) is easily carried over to a factorization of
^
A
j
which is dened
by (4.1.13) with A
(d)
j
replaced by A
j
given by (4.1.1). In fact, let
^
H
(i)
j
:= diag

I
(`+`
2
)
;H
(i)
j
; I
(`+`
2
)

(4.1.17)
denote the corresponding expansions of the elimination matrices H
(i)
j
. One easily checks that the above
block structure leads to the following relations.
Lemma 4.4 The matrix
^
A
j
can be factorized as
^
A
j
=
^
H
 1
j
^
A
(d)
j
(4.1.18)
where
^
H
 1
j
=

^
H
(1)
j

 1
  

^
H
(d)
j

 1
(4.1.19)
and

^
H
(2i 1)
j

 1
= diag

I
(`+`
2
+i 1)
;U
 1
2i 1
; : : : ;U
 1
2i 1
| {z }
p
; I
(`+`
2
+d i)

;
(4.1.20)

^
H
(2i)
j

 1
= diag

I
(`+`
2
+d i)
;L
 1
2i
; : : : ;L
 1
2i
| {z }
p
; I
(`+`
2
+i 1)

:
As in the biinnite case one has
Remark 4.5 The matrix
^
H
 1
j
is d-banded.
Proof: This follows directly from (4.1.19), (4.1.20) and the fact that due to
U
 1
i+1
:=
0
B
B
@
1
a
(i)
`
1
+
d
i
2
e
a
(i)
`
1
+
d
i
2
e
+1
0 1
1
C
C
A
; L
 1
i+1
:=
0
B
B
@
1 0
a
(i)
`
2
 
b
i
2
c
a
(i)
`
2
 
b
i
2
c
 1
1
1
C
C
A
;
the factors

^
H
(i)
j

 1
are still block diagonal with 2 2 blocks.
The relevance of the factorization (4.1.18) relies on the observation that
M
j;0
= P
j
^
A
j
= P
j
^
H
 1
j
^
A
(d)
j
(4.1.21)
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where
P
j
=
M
L
I
(#
j+1
 2d)
M
R
2 IR
(#
j+1
)(#
j+1
)
: (4.1.22)
We are now in a position to state the main result of this section.
Proposition 4.6 The matrices

M
j;1
:= P
j
^
H
 1
j
^
F
j
(4.1.23)
are uniformly stable completions of the renement matrices M
j;0
(3.5.1) for the bases 
j
. Moreover, the
inverse

G
j
=


G
j;0

G
j;1

of

M
j
=
 
M
j;0
;

M
j;1

is given by

G
j;0
=
^
B
j
^
H
j
P
 1
j
;

G
j;1
=
^
F
T
j
^
H
j
P
 1
j
: (4.1.24)
Proof: By Lemma 4.3, Lemma 4.4 and (4.1.15), (4.1.21), we have

G
j;0
M
j;0
=
^
B
j
^
H
j
P
 1
j
P
j
^
A
j
=
^
B
j
^
H
j
^
H
 1
j
^
A
(d)
j
=
^
B
j
^
A
(d)
j
= I
(#
j
)
(4.1.25)
and

G
j;1

M
j;1
=
^
F
T
j
^
F
j
= I
(2
j
)
while similarly by (4.1.23), (4.1.16),

G
j;0

M
j;1
=
^
B
j
^
F
j
= 0;

G
j;1
M
j;0
=
^
F
T
j
^
A
(d)
j
= 0: (4.1.26)
This shows that

G
j

M
j
= I
(#
j+1
)
:
Next note that P
 1
j
has a similar block structure as P
j
with the size of the upper left and lower right
blocks independent of j. Thus, the only dependence of P
j
and P
 1
j
on j lies in the size of the central
identity block. A completely analogous statement is obviously true for all the other involved matrices in
that all the upper left and lower right blocks are independent of j while the entries of the central blocks
are also stationary and only their size depends on j. Thus, by Remark 4.5

M
j
and

G
j
are both uniformly
banded with entries independent of j in the above sense. Hence one trivially has that

 
M
j


;

 
G
j


= O(1); j  j
0
;
where kk denotes the spectral norm. The claimed uniform stability of the completions is therefore an
immediate consequence of Proposition 2.5.
4.2 Biorthogonal Wavelet Bases
It merely remains to put all the collected ingredients together to formulate the following main result of
this paper.
Theorem 4.7 Adhering to the above notation for M
j;0
,
~
M
j;0
,

M
j;1
dened by (3.5.1), (3.5.12) and
(4.1.23), respectively, let
M
j;1
:=

I
(#
j+1
)
 M
j;0
~
M
T
j;0


M
j;1
: (4.2.1)
Then the following statements hold:
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(i) The M
j;1
are uniformly stable completions of the M
j;0
. The inverse G
j
of M
j
= (M
j;0
;M
j;1
) is
given by
G
j
=

~
M
T
j;0

G
j;1

;
where

G
j;1
is dened by (4.1.24) and M
j
and G
j
are uniformly banded.
(ii) Setting
	
T
j
:= 
T
j+1
M
j;1
;
~
	
T
j
=
~

T
j+1

G
T
j;1
(4.2.2)
and
	 := 
j
0
[
1
[
j=j
0
	
j
;
~
	 :=
~

j
0
[
1
[
j=j
0
~
	
j
(4.2.3)
then 	,
~
	 are biorthogonal Riesz bases for L
2
([0; 1]), i.e., for 	
j
0
 1
:= 
j
0
,
~
	
j
0
 1
:=
~

j
0

	
j
;
~
	
j
0

[0;1]
= 
j;j
0
I
(2
j
)
; j; j
0
 j
0
  1; (4.2.4)
and
diam(supp 
j;k
); diam(supp
~
 
j;k
)  2
 j
; j  j
0
: (4.2.5)
(iii) Let ~ := supfs > 0 : ~' =
d;
~
d
~' 2 H
s
(IR)g then

X
k2
j
0


(v;
~

j
0
;k
)
[0;1]


2
+
1
X
j=j
0
2
j
X
k=1
2
2sj


(v;
~
 
j;k
)
[0;1]


2

1=2


kvk
H
s
([0;1])
; s 2 [0; d],
kvk
(H
 s
([0;1]))

; s 2 ( ~; 0).
Proof: (i) and part of (ii) are immediate consequences of Proposition 2.6 and Proposition 4.6 as well
as the fact that the columns in
~
M
j;0
have uniformly bounded lengths. The Riesz basis property and (iii)
follow from Corollary 3.8 and the uniform stability of the 	
j
asserted by (i).
5 Computational Issues and Example
5.1 Some Ingredients of the Construction
In this section we wish to complement the above theoretical developements by some comments on the
concrete computation of its ingredients which are
(i) The coecients 
m;r
, ~
m;r
(3.2.19) and 
L
j;m;r
,
~

L
j;m;r
(3.2.24);
(ii) the matrices E
L
(3.3.3), (3.3.4);
(iii) the matrices M
L
,
~
M
0
L
,
~
M
L
(3.5.2), (3.5.6), (3.5.13).
All these quantities have been shown to be independent of j. Moreover, by symmetry, the corresponding
right end counter parts E
R
,  
R
, M
R
and
~
M
R
are simply obtained by reversing the order of rows and
columns, i.e., by forming e.g. E
R
= E
l
L
, so that it sucies to determine the left end quantities.
A glance at the formulae quoted above reveals that the coecients 
m;r
, ~
m;r
serve as main building
blocks in every of the quantities in (ii) and (iii). We will therefore describe rst the exact (up to round
o) computation of the 
m;r
, ~
m;r
.
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Ad (i): It immediately follows from (3.1.9) and the normalization
Z
IR
'(x)dx =
Z
IR
~'(x)dx = 1
that

m;0
= ~
m;0
= 1; m 2 ZZ; (5.1.1)
as well as

m;r
=
r
X
i=0

r
i

m
i

0;r i
; r = 1; : : : ; d  1; (5.1.2)
and analogously for ~
m;r
. The coecients 
0;s
, ~
0;s
, in turn, can be determined with the aid of the
following familiar recursion (see e.g. [DM2, SP])

0;r
= (2
r+1
  2)
 1
`
2
X
k=`
1
a
k
r 1
X
s=0

r
s

k
r s

0;s
; r = 1; : : : ;
~
d  1; (5.1.3)
and analogously for ~
0;r
, r = 1; : : : ; d  1. In fact, (5.1.3) holds for all r 2 IN .
Consequently, 
L
j;m;r
;
~

L
j;m;r
can be computed exactly from (3.2.24) and (5.1.1){(5.1.3).
Ad (ii): Recall from (3.3.7) that for r = 0; : : : ; d  1 and k = 0; : : : ;
~
d  1


j;` d+r
;
~

L
j;
~
` 
~
d+k

[0;1]
=
` 1
X
= `
2
+1
~
` 1
X
= 
~
`
2
+1
~
;r

;k
2
j
Z
0
'(x  ) ~'(x  )dx (5.1.4)
while for r = d; : : : ;
~
d  1 and k = 0; : : : ;
~
d  1


j;` d+r
;
~

L
j;
~
` 
~
d+k

[0;1]
=
~
` 1
X
= 
~
`
2
+1

;k
2
j
Z
0
'(x  (`  d+ r)) ~'(x  )dx: (5.1.5)
Thus, it remains to compute the expressions
I(; ) :=
2
j
Z
0
'(x  ) ~'(x  )dx =
1
Z
0
'(x  ) ~'(x  )dx;
for  `
2
+ 1    `   1,  
~
`
2
+ 1   
~
`   1 where we have used again that for j  j
0
the integrals do
not depend on the upper limit 2
j
in the given range of  and . First note that by (3.2.8),
I(; ) = 
;
; (5.1.6)
for
 =  `
1
; : : : ; `  1;  =  
~
`
2
+ 1; : : : ;
~
`  1;
and
 =  `
2
+ 1; : : : ; `  1;  =  
~
`
1
; : : : ;
~
`  1:
Consequently, it suces to consider I(; ) for the remaining range  `
2
+1   <  `
1
,  
~
`
2
+1   <  
~
`
1
.
To this end, note that in view of (3.2.3)
I(; ) =
+`
2
 1
X
i=0
Z
IR

[i;i+1)
(x)'(x  ) ~'(x  )dx
=
+`
2
 1
X
i=0
Z
IR

[0;1)
(x)'(x   (   i)) ~'(x  (   i))dx (5.1.7)
=

X
s= `
2
+1
z(s; s +    );
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where
z(s; t) :=
Z
IR

[0;1)
(x)'(x  s) ~'(x  t)dx:
The quantities z(s; t), in turn, can be computed (up to round o) precisely as solution coecients of
an eigenvector/moment problem [DM2]. A documentation of the corresponding software is given in
[BKU, K2].
By (3.3.4) it remains to invert the matrix  
L
e.g. with the aid of a QR factorization.
Ad (iii): Assembling the matrices M
L
;
~
M
0
L
;
~
M
L
requires only the information collected under (i) and
(ii).
It is also clear from the construction that the nal stable completions (4.2.1) leading to the biorthogonal
wavelets (4.2.2) have to be computed only once for some xed j (e.g. j = j
0
). The corresponding
quantities for arbitrary j  j
0
are then simply obtained by properly stretching the stationary interior
blocks as indicated in (3.5.1), (3.5.12), (4.1.23), (4.1.24) and (4.2.1).
Remark 5.1 In some applications it might be important to start the multilevel decomposition with a
very coarse initial level j < j
0
. One should keep in mind that the concept of biorthogonality is primarily
asymptotic in nature. For instance, it aects the validity of norm equivalences as well as moment condi-
tions which become relevant when j gets large. Thus, for nitely many low levels one could always resort
to simple decompositions of the primal spline spaces only. For example, hierarchical bases [Y] would
provide simple splittings for levels j < j
0
in the case d = 2. Practical realizations will be taken up in a
forthcoming paper.
Remark 5.2 One should keep in mind that in (4.2.2) the wavelets are written in terms of the generator
bases on the interval. Their representation as linear combinations of scaled translates of the scaling
functions '; ~' from Section 3.2 restricted to the interval can be derived from this representation in a
straightforward manner. Explicit formulae will be provided in a forthcoming report.
5.2 Basis Transformations
A rst implementation of the above results revealed the following problems:
(a) Although Theorem 3.4 establishes that  
X
is nonsingular the example in the following section shows
that cond( 
X
)  1. Consequently, by (3.5.11) and (4.2.1) the entries of the mask matrices
~
M
j;0
,
M
j;1
loose relative accuracy.
(b) The plots of the example in the next section indicate that the Riesz constants of 
j
;
~

j
, although
uniformly bounded, are considerably large.
However, one should note that once a pair of biorthogonal generator bases 
j
;
~

j
has been determined
corresponding modications are conveniently facilitated with the aid of the mechanism from Section 2.4.
We propose the following strategy. Since the monomial bases are increasingly ill-conditioned, one expects
that the collections 
X
j
:= f
X
j;k
: k 2 
X
j
g, X 2 fL;Rg, and their dual analogs
~

X
j
of boundary functions
from (3.2.34), (3.2.35) inherit this property. This suggests starting fromwell-conditioned polynomial bases
P = fp
i
g
d 1
i=0
,
~
P = f~p
i
g
~
d 1
i=0
of 
d
and 
~
d
, respectively, given by
p
i
(x) =
d 1
X
r=0
z
r;i
x
i
; ~p
i
(x) =
~
d 1
X
r=0
~z
r;i
x
i
; x 2 [0; 1]: (5.2.1)
Dening Z
L
= (z
r;i
)
r;i=0;:::;d 1
, Z
R
= Z
l
L
, and correspondingly
~
Z
L
= (~z
r;i
)
r;i=0;:::;
~
d 1
,
~
Z
R
=
~
Z
l
L
, we
make the following ansatz for the new collections of boundary generators

X;n
j
= Z
X

X
j
;
~

X;n
j
=
~
Z
X
~

X
j
; X 2 fL;Rg: (5.2.2)
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The new generators have yet to be biorthogonalized. It is easy to see that the matrix  
X
from (3.3.3) has
to be replaced by Z
X
 
X
~
Z
T
X
. Hence, the matrix E
X
which denes the biorthogonalized dual generators
in (3.3.1) is now determined by the relation
Z
X
 
X
~
Z
T
X
E
T
X
= I; X 2 fL;Rg: (5.2.3)
For good choices of P;
~
P one expects this to alleviate problem (a) and (b).
Two possibilities for P;
~
P suggest themselves:
 Orthonormal polynomials have optimal L
2
condition numbers.
 Bernstein polynomials are known from Computer Aided Geometric Design to be well-conditioned
relative to the supremum norm [FR].
Note that the biorthogonalization as formulated above aects only the dual generators. Thus, employing
Bernstein generators preserves homogeneous boundary conditions of all but one boundary generator on
the primal side.
Alternatively, one can combine the change of basis with biorthogonalization along the following lines.
Consider for 
j
;
~

0
j
given in (3.2.34), (3.2.35) the ansatz

n
j
= C
j

j
;
~

n
j
=
~
C
j
~

0
j
; (5.2.4)
where
C
j
=
0
@
C
L
0 0
0 I
(2
j
 2
~
`+1 `(d))
0
0 0 C
R
1
A
;
~
C
j
=
0
@
~
C
L
0 0
0 I
(2
j
 2
~
`+1 `(d))
0
0 0
~
C
R
1
A
: (5.2.5)
Here C
L
;C
R
;
~
C
L
;
~
C
R
have to be chosen such that 
n
j
;
~

n
j
are biorthogonal,
(
n
j
;
~

n
j
)
[0;1]
= I (5.2.6)
which is equivalent to (5.2.9) below. Again, one could base the choice of C
X
;
~
C
X
on transformations Z
X
,
~
Z
X
from (5.2.2). Instead, we mention here the following simple version which mainly addresses problem
(a). Let
 
L
= UV
T
(5.2.7)
be the singular value decomposition of  
L
given in (3.3.4), that is, is a diagonal andU;V are orthogonal
matrices. Dening
C
L
= 
 1=2
U
T
2 IR
~
d
~
d
; C
R
= C
l
L
;
~
C
L
= 
 1=2
V
T
2 IR
~
d
~
d
;
~
C
R
=
~
C
l
L
;
(5.2.8)
implies
C
L
 
L
~
C
T
L
= I (5.2.9)
which, in turn, conrms (5.2.6). The mask matrices of the primal and dual generators (5.2.4) and
corresponding wavelets for the transformations (5.2.4) are then constructed as follows:
(i) compute M
j;0
from (3.5.1) and the initial stable completion

M
j;1
and inverse

G
j
as in (4.1.23),
(4.1.24);
(ii) apply the basis transformation C
j
from (5.2.5) to

M
j
= (M
j;0
;

M
j;1
) and

G
j
described in Remark
2.8;
(iii) compute according to (2.4.3)
~
M
j;0
:=
~
C
 T
j+1
~
M
0
j;0
~
C
 T
j
(5.2.10)
with
~
C
j
given in (5.2.5) and
~
M
0
j;0
from (3.5.5);
(iv) apply Theorem 4.7 to obtain the nal biorthogonal system.
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Note for comparison that the situation in Section 3.5 corresponds to C
j
= I and
~
C
j
from (3.5.10).
Obviously, there are manymore possibilities of constructing C
L
;
~
C
X
satisfying (5.2.9) that take additional
issues into account, such as preservation of boundary conditions or Riesz constants of the wavelets.
A detailed discussion of all these issues would go beyond the scope of the present paper. It will therefore
be deferred to a forthcoming study which will also contain an extensive list of examples along with
corresponding listings of lters and illustrations.
5.3 Example d = 3;
~
d = 5
The example of biorthogonal bases for d = 3;
~
d = 5 is computed with respect to
j = j
0
= 5: (5.3.1)
First we list a table of the parameters j; d;
~
d; `
1
; `
2
;
~
`
1
;
~
`
2
, `(d), `;
~
`, #
j
, #
j+1
and the mask coecients
a;
~
a [CDF] which are scaled here such that they sum to 2. The rst realization follows exactly the
derivation in the paper and computes the lter coecients as derived in Sections 3 and 4. This corresponds
to the case C
j
= I,
~
C
j
from (3.5.10).
We display the data and plots in the following order:
(i) the nonzero pattern of the renement matrices M
j;0
;
~
M
j;0
;M
j;1
and

G
T
j;1
from (3.5.1), (3.5.12),
(4.2.1), (4.2.2), respectively;
(ii) the stationary matricesM
L
;
~
M
L
from (3.5.2), (3.5.13), respectively, and the corresponding ones for
the wavelets denoted by W
L
;
~
W
L
. Here (C)
col i k
always means that columns i until k of C are
displayed. Due to the lack of symmetry the matrices W
R
;
~
W
R
are also displayed;
(iii) the nonzero entries of one column of the interior parts A
j
;
~
A
j
given in (3.5.4) and (3.5.8) which will
be denoted by [A
j
]; [
~
A
j
], and the nonzero entries of one corresponding column from the interior of
the renement matrices of the wavelets denoted by [W
j
]; [
~
W
j
];
(iv) plots of the primal generators 
j;k
for k 2 
L
j
and k = ` (as representative for the interior ones)
dened in (3.2.34). Recall that the functions at the right end of the interval follow by symmetry
(3.2.32);
(v) plots of the dual generators
~

j;k
for k 2
~

L
j
, before and after biorthogonalization given in (3.2.35)
and (3.3.1), and
~

j;k
for k =
~
` as representative for the interior ones dened in (3.2.18),
(vi) plots of the primal and dual wavelets  
j;k
,
~
 
j;k
dened in (4.2.2). We plot all the boundary adapted
functions at the left boundary plus the rst interior one and all the boundary near right functions.
Note that for d and
~
d odd, the primal and dual wavelets at the left and right boundary ends cannot
be reproduced by symmetry arguments due to the form of the core matrix
^
F
j
in (4.1.14).
The second version refers to the above example for changing the generator bases (5.2.4). The items (iii),
(vi) are as above and the remaining ones are exchanged by
(i') the nonzero pattern of the renement matrices M
j;0
;
~
M
j;0
;M
j;1
and

G
T
j;1
from (3.5.1), (5.2.10),
(4.2.1), (4.2.2);
(ii') the stationary matrixM
L
from (3.5.2) and the upper left block from
~
M
j;0
given in (5.2.10) which
will also be denoted by
~
M
L
and the corresponding ones for the wavelets, W
L
;
~
W
L
, W
R
;
~
W
R
.
(iv') plots of the primal generators 
j;k
before and after biorthogonalization for k 2
~

L
j
from (5.2.4);
(v') plots of the dual generators
~

j;k
before and after biorthogonalization for k 2
~

L
j
from (5.2.4).
Note that, as expected, the primal and dual wavelets remain the same under the change of generator
bases. Moreover, the primal and dual wavelets corresponding to the interior stationary part seem to
coincide with those constructed in [CDF].
34
Before nally listing the data and plots, we conclude by mentioning that all computations have been
made in C++ with double precision and plots generated by using MATLAB.
j = 5
d = 3 `
1
=  1 `
2
= 2 ` = 4
~
d = 5
~
`
1
=  5
~
`
2
= 6
~
` = 6
`(d) = 1 #
5
= 28 #
6
= 60
a
k
= ~a
k
=
a[-1]= 2.500000000000e-01 at[-5]=-1.953125000000e-02
a[ 0]= 7.500000000000e-01 at[-4]= 5.859375000000e-02
a[ 1]= 7.500000000000e-01 at[-3]= 7.421875000000e-02
a[ 2]= 2.500000000000e-01 at[-2]=-3.789062500000e-01
_________________________ at[-1]=-1.015625000000e-01
at[ 0]= 1.367187500000e+00
at[ 1]= 1.367187500000e+00
at[ 2]=-1.015625000000e-01
at[ 3]=-3.789062500000e-01
at[ 4]= 7.421875000000e-02
at[ 5]= 5.859375000000e-02
at[ 6]=-1.953125000000e-02
------------------------------
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First Realization: The Case C
j
= I,
~
C
j
from (3.5.10)
0 5 10 15 20 25 30
0
10
20
30
40
50
60
nz = 132
0 5 10 15 20 25 30
0
10
20
30
40
50
60
nz = 372
Figure 5.3.1: Nonzero pattern of renement matrices M
5;0
;
~
M
5;0
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Figure 5.3.2: Nonzero pattern of renement matrices M
5;1
;

G
T
5;1
M
L
=
7.071067811865475e-01 0 0
0 3.535533905932737e-01 0
0 0 1.767766952966369e-01
7.071067811865475e-01 1.590990257669732e+00 3.535533905932737e+00
7.071067811865475e-01 1.944543648263005e+00 5.303300858899106e+00
7.071067811865475e-01 2.298097038856280e+00 7.424621202458749e+00
5.303300858899106e-01 1.856155300614687e+00 6.363961030678928e+00
1.767766952966369e-01 6.187184335382290e-01 2.121320343559642e+00
------------------------------------------------------------------------------
[A
j
] = [
~
A
j
] =
1.767766952966369e-01 -1.381067932004976e-02
5.303300858899106e-01 4.143203796014926e-02
5.303300858899106e-01 5.248058141618906e-02
1.767766952966369e-01 -2.679271788089653e-01
---------------------- -7.181553246425873e-02
9.667475524034830e-01
9.667475524034830e-01
-7.181553246425873e-02
-2.679271788089653e-01
5.248058141618906e-02
4.143203796014926e-02
-1.381067932004976e-02
------------------------
(
~
M
L
)
col1 3
=
1.464195068483706e+00 7.279261453870778e-02 -1.914543858304005e-01
-1.066710564626374e-01 4.253770027747176e+00 -1.408332951705722e+00
-2.730568596993177e+00 1.367065594278123e+01 -4.189177028711525e+00
-1.744091502703539e-01 4.064623849190092e-01 -8.080312618538944e-02
-3.761765986223176e-02 1.487795358588295e-02 4.834320402381143e-02
37
7.181553246426509e-02 -2.453565828916364e-01 1.226815170693305e-01
1.244276441597032e-01 -3.403590245816694e-01 1.377640434863369e-01
-1.236384624842302e-02 2.597159313765296e-02 -8.360966768574229e-03
-3.143573673802357e-02 9.422641304253075e-02 -4.025025555082884e-02
6.971104799632144e-03 -2.023499395880890e-02 8.069623471882894e-03
3.945908377147589e-03 -1.257053668723529e-02 6.015519425702109e-03
-1.315302792386230e-03 4.190178895743024e-03 -2.005173141900407e-03
------------------------------------------------------------------------------
(
~
M
L
)
col4 5
=
2.869602962004055e-01 -5.643454266760350e-02
1.003627628636403e+00 -1.924798000629059e-01
2.134154835569323e+00 -3.730091347550064e-01
-2.105969775732293e-01 4.744753501675202e-02
-2.776589281996133e-01 5.182829860282134e-02
-1.242272170675189e-01 1.240142632820795e-02
1.200677583957113e-01 1.400394830178797e-02
9.418880313727929e-01 -2.629827140261618e-01
9.243494677892521e-01 -6.327143289657755e-02
-6.192600638942736e-02 9.647584924664194e-01
-2.631536139127917e-01 9.657812074947856e-01
5.088939311746454e-02 -7.149341749469484e-02
4.143203796014205e-02 -2.679271788089644e-01
-1.381067932004987e-02 5.248058141618883e-02
0 4.143203796014937e-02
0 -1.381067932004970e-02
----------------------------------------------------
(W
L
)
col1 3
=
1.233258928571509e-01 2.659970238095308e-02 -5.078125000000448e-02
-1.437061543367440e-01 -5.260150935378273e-03 8.674665178571768e-02
1.428410961669029e-02 -8.545951847380462e-03 -2.168723316149419e-02
7.623303906756084e-01 -1.679900137758584e-01 -9.416598019415880e-02
-2.385346674942326e-01 7.412903168149587e-01 -2.242916600233830e-01
-2.108315064306934e-01 -3.665212562889851e-01 6.022081938244044e-01
-1.105063066893372e-01 -2.662366543839840e-01 -3.414459325396826e-01
6.244093172983536e-02 4.214412252996222e-02 -5.525403911564361e-02
1.032982947643334e-01 1.380888478903474e-01 6.368914753401658e-02
1.206578241415677e-02 2.159752169717165e-02 1.538362740929804e-02
-2.516285532069865e-02 -2.748610604956218e-02 -6.576849489795922e-03
-8.387618440232881e-03 -9.162035349854061e-03 -2.192283163265308e-03
------------------------------------------------------------------------------
(W
L
)
col4 6
=
-8.798363095239284e-02 -2.058531746032317e-02 2.480158730168539e-03
1.203350871598687e-01 3.092935090703000e-02 -3.950538548771709e-03
-2.435347233821682e-02 -6.639800037905386e-03 9.452476840592478e-04
-3.354518549732038e-02 -1.419923913679588e-02 3.607688941880802e-03
-1.567448217196200e-01 -4.966788860881976e-02 9.109627233701569e-03
-3.286514026183532e-01 -9.841613815665436e-02 1.650206089364083e-02
6.678212986583412e-01 6.766172209624419e-02 -2.837203168318044e-02
-1.673267178895366e-01 4.485656921498761e-01 -1.255126504967623e-01
-6.615111632450162e-02 -4.750727175790939e-01 3.595260028613609e-02
-2.865189664655394e-02 -3.658684042399914e-02 4.560237206655148e-01
-4.985308855685083e-03 1.304816569484945e-01 -4.561847060252636e-01
4.848647048104972e-03 2.613277453838705e-02 -3.400601311953232e-02
38
7.324218749999997e-03 -1.953125000000000e-02 1.263020833333333e-01
2.441406250000000e-03 -6.510416666666665e-03 2.473958333333333e-02
0 0 -1.953125000000000e-02
0 0 -6.510416666666665e-03
------------------------------------------------------------------------------
[W
j
] = [
~
W
j
] =
6.510416666666617e-03 -3.750000000000000e-01
1.953124999999999e-02 1.125000000000000e+00
-2.473958333333332e-02 -1.125000000000000e+00
-1.263020833333333e-01 3.750000000000000e-01
3.385416666666671e-02 -----------------------
4.557291666666668e-01
-4.557291666666665e-01
-3.385416666666664e-02
1.263020833333333e-01
2.473958333333333e-02
-1.953125000000000e-02
-6.510416666666665e-03
--------------------------
(W
R
)
col27 29
=
6.510416666666665e-03 0 0
1.953125000000001e-02 0 0
-2.473958333333332e-02 6.510416666666665e-03 0
-1.263020833333333e-01 1.953125000000001e-02 0
3.400601311953458e-02 -2.613277453838641e-02 1.302083333333344e-02
4.561847060252704e-01 -1.304816569484926e-01 3.906250000000031e-02
-4.560237206655115e-01 3.658684042399879e-02 -3.766396604938099e-02
-3.595260028614439e-02 4.750727175790878e-01 -2.171585648148105e-01
1.255126504967086e-01 -4.485656921499052e-01 7.870370370373082e-04
2.837203168304741e-02 -6.766172209631334e-02 6.161728395061624e-01
-1.650206089379612e-02 9.841613815657325e-02 -3.249399594907542e-01
-9.109627233822000e-03 4.966788860875476e-02 -1.558846932870466e-01
-3.607688941969410e-03 1.419923913674576e-02 -3.455102237655011e-02
-9.452476840607657e-04 6.639800037904760e-03 -2.386079764660564e-02
3.950538548755067e-03 -3.092935090703859e-02 1.172743055555599e-01
-2.480158730151896e-03 2.058531746032423e-02 -8.506944444445691e-02
------------------------------------------------------------------------------
(W
R
)
col30 32
=
-2.192283163265308e-03 -9.162035349854061e-03 -8.387618440232881e-03
-6.576849489795922e-03 -2.748610604956218e-02 -2.516285532069865e-02
1.538362740929804e-02 2.159752169717165e-02 1.206578241415677e-02
6.368914753401658e-02 1.380888478903474e-01 1.032982947643334e-01
-5.525403911564362e-02 4.214412252996222e-02 6.244093172983536e-02
-3.414459325396826e-01 -2.662366543839840e-01 -1.105063066893373e-01
6.022081938244044e-01 -3.665212562889850e-01 -2.108315064306935e-01
-2.242916600233830e-01 7.412903168149587e-01 -2.385346674942327e-01
-9.416598019415880e-02 -1.679900137758584e-01 7.623303906756084e-01
-2.168723316149419e-02 -8.545951847380462e-03 1.428410961669029e-02
8.674665178571768e-02 -5.260150935378273e-03 -1.437061543367440e-01
-5.078125000000448e-02 2.659970238095308e-02 1.233258928571509e-01
------------------------------------------------------------------------------
39
(~
W
L
)
col1 3
=
-1.000000000000000e+00 -1.000000000000000e+00 -1.000000000000000e+00
-4.500000000000000e+00 -5.500000000000000e+00 -6.500000000000000e+00
-2.000000000000000e+01 -3.000000000000000e+01 -4.200000000000000e+01
1.000000000000000e+00 0 0
0 1.000000000000000e+00 0
0 0 1.000000000000000e+00
------------------------------------------------------------------------------
(
~
W
L
)
col4 5
=
-6.666666666666665e-01 -2.500000000000000e-01
-4.666666666666667e+00 -1.750000000000000e+00
-3.200000000000000e+01 -1.200000000000000e+01
0 0
0 0
0 0
1.000000000000000e+00 0
-3.333333333333333e-01 1.000000000000000e+00
0 -1.125000000000000e+00
0 3.750000000000000e-01
----------------------------------------------------
(
~
W
R
)
col29
=
-3.750000000000000e-01
1.125000000000000e+00
0
0
0
-3.600000000000000e+01
-5.250000000000000e+00
-7.500000000000000e-01
------------------------------
(
~
W
R
)
col30 32
=
1.000000000000000e+00 0 0
0 1.000000000000000e+00 0
0 0 1.000000000000000e+00
-4.200000000000000e+01 -3.000000000000000e+01 -2.000000000000000e+01
-6.500000000000000e+00 -5.500000000000000e+00 -4.500000000000000e+00
-1.000000000000000e+00 -1.000000000000000e+00 -1.000000000000000e+00
------------------------------------------------------------------------------
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Figure 5.3.3: Primal generators 
5;k
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Figure 5.3.4: Dual generators
~

5;k
before and after biorthogonalization
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Figure 5.3.5: Dual generators
~

5;k
before and after biorthogonalization
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Figure 5.3.6: Primal wavelets  
5;k
at left and right boundary
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Figure 5.3.7: Primal wavelets  
5;k
at left and right boundary
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Figure 5.3.8: Dual wavelets
~
 
5;k
at left and right boundary
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Figure 5.3.9: Dual wavelets
~
 
5;k
at left and right boundary
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Second Realization: The Case C
j
,
~
C
j
from (5.2.5)
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Figure 5.3.10: Nonzero pattern of renement matrices M
5;0
;
~
M
5;0
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Figure 5.3.11: Nonzero pattern of renement matrices M
5;1
;

G
T
5;1
(M
L
)
col1 3
=
2.587649744905413e+00 -5.526615306477599e+00 6.845662590297584e+00
1.078161987963126e+00 -2.288157606645920e+00 1.851297274118674e+00
-1.660783099804802e-02 3.138747845235547e-02 2.660520386124706e-01
-2.573152111176718e-02 5.748193413419894e-02 -2.578881894199376e-01
-3.983389431553986e-03 8.668655591941183e-03 -1.309611964184315e-02
1.367051785896603e-01 -2.865379653052514e-01 -1.346872113902831e-03
1.170083811231340e-01 -2.389540961187847e-01 -1.010412408043467e-01
4.045634780245708e-02 -6.830137091657305e-02 -1.412414860861246e-01
2.811135426852304e-03 2.789672424932790e-02 -1.028521531032997e-01
4.072743996319619e-03 4.964018937891825e-02 1.412675814412813e-02
3.527661210789958e-03 4.538394145778507e-02 5.446216032588153e-02
1.175887070263319e-03 1.512798048592836e-02 1.815405344196051e-02
------------------------------------------------------------------------------
(M
L
)
col4 5
=
4.510939219143605e+00 -4.791790399372736e+00
2.943763011799725e+00 -1.221905106480813e-01
-5.484273424448187e-01 8.029102270242738e-01
2.618298760926363e-01 -3.439373479324728e-01
-6.008713855377466e-02 4.100628141118587e-01
5.530531760939099e-01 9.337051739102247e-01
3.471084195468784e-01 7.720383473495007e-01
-3.422772884107831e-01 -3.994309171479997e-01
-4.678938427148421e-01 -6.795818346414537e-01
-2.974124336529860e-02 -6.841440513086172e-02
1.420012922321049e-01 1.778769822183257e-01
4.733376407736829e-02 5.929232740610857e-02
----------------------------------------------------
49
[A
j
] = [
~
A
j
] =
1.767766952966369e-01 -1.381067932004976e-02
5.303300858899106e-01 4.143203796014926e-02
5.303300858899106e-01 5.248058141618906e-02
1.767766952966369e-01 -2.679271788089653e-01
---------------------- -7.181553246425873e-02
9.667475524034830e-01
9.667475524034830e-01
-7.181553246425873e-02
-2.679271788089653e-01
5.248058141618906e-02
4.143203796014926e-02
-1.381067932004976e-02
------------------------
(
~
M
L
)
col1 3
=
4.805192306033702e-02 -7.794961639108222e-02 1.919136815948070e-01
-3.022138245304439e-03 1.125591706400965e-01 -3.784648667325258e-01
2.403802001940244e-04 -1.222694562254646e-02 4.045594083786525e-01
7.538133402998285e-07 1.654422841770655e-04 -9.690427561081001e-02
-1.437358816948474e-06 7.613620040210010e-05 3.533632195955485e-03
1.626684742476843e+00 -2.858314977264431e-01 -1.014352155370033e-01
3.312487179271805e+00 4.248255648559942e-01 -3.287878571501226e-01
3.134624848579346e+00 1.449954437601964e-02 -8.266137291269153e-01
6.091786532330390e+00 1.819748051799837e+00 -6.844529452374619e-01
1.738025301498609e+01 8.716394176253104e+00 3.785568377009839e-01
1.568015627339967e+01 8.201694226717755e+00 5.430565320831596e-01
-9.219310465404218e-01 -5.249824030295731e-01 -6.249612182652342e-02
-4.588122788079627e+00 -2.357957302368498e+00 -1.284115706738831e-01
8.500052304604795e-01 4.471248894764601e-01 2.966654541806246e-02
7.642901612618206e-01 3.812184877271694e-01 1.477947540738600e-02
-2.547633870872735e-01 -1.270728292423898e-01 -4.926491802462073e-03
------------------------------------------------------------------------------
(
~
M
L
)
col4 5
=
3.250013314320496e-03 -6.272403640203851e-02
2.765465108560200e-02 1.288131928073944e-01
-5.233075690056104e-01 1.931447464415529e-01
4.504723043522080e-01 -4.836778090442166e-01
-4.778688072037841e-02 3.543765821176418e-01
4.219292299129984e-02 7.501559784870704e-02
-1.386559209551441e-01 7.902619423937197e-02
-6.273534300535939e-01 -9.601815180795725e-02
-5.717969432552383e-01 -1.077101232164672e-01
2.011194267811262e-01 3.130391019293909e-02
3.287124007556984e-01 4.716587450361942e-02
-4.342464057885165e-02 -7.123183133559197e-03
-7.203583124649349e-02 -9.379246797050378e-03
1.766901472033910e-02 2.341415288212634e-03
7.135795157053870e-03 8.831253496559552e-04
-2.378598385684549e-03 -2.943751165518926e-04
----------------------------------------------------
(W
L
)
col1 3
=
1.267186569846959e+00 1.188758540367382e+01 -4.925450518496792e+00
50
-1.320897315872546e-01 6.402461665168008e+00 -2.335110205310379e+00
-6.828366352433740e-01 4.292899641494185e-01 2.588324307379743e-02
-5.814152052599260e-01 2.194022375512246e-01 4.688157401961940e-02
-2.938600668388443e-02 3.423027470461610e-02 -2.059676924215444e-02
-2.108315064307524e-01 -3.665212562889956e-01 6.022081938244348e-01
-1.105063066893882e-01 -2.662366543839921e-01 -3.414459325396570e-01
6.244093172985808e-02 4.214412252997564e-02 -5.525403911565793e-02
1.032982947643742e-01 1.380888478903637e-01 6.368914753399266e-02
1.206578241416028e-02 2.159752169717240e-02 1.538362740929474e-02
-2.516285532071001e-02 -2.748610604956746e-02 -6.576849489790665e-03
-8.387618440236673e-03 -9.162035349855822e-03 -2.192283163263556e-03
------------------------------------------------------------------------------
(W
L
)
col4 6
=
-2.968793010634085e+00 -9.922024401217711e-01 1.969048803315129e-01
-1.572819428374358e+00 -5.053741990991965e-01 9.442372370195865e-02
-1.033993414183149e-02 1.116020304789111e-03 -8.057711329473605e-04
3.950935573169005e-02 1.105671327460142e-02 -1.980683819688891e-03
-3.553072633242255e-02 -8.630666738720826e-03 9.912391834396958e-04
-3.286514026182743e-01 -9.841613815648786e-02 1.650206089399223e-02
6.678212986584068e-01 6.766172209638321e-02 -2.837203168288866e-02
-1.673267178895623e-01 4.485656921498083e-01 -1.255126504967864e-01
-6.615111632455140e-02 -4.750727175792126e-01 3.595260028601016e-02
-2.865189664656047e-02 -3.658684042401279e-02 4.560237206655010e-01
-4.985308855673764e-03 1.304816569485236e-01 -4.561847060252318e-01
4.848647048108747e-03 2.613277453839678e-02 -3.400601311952171e-02
7.324218749999997e-03 -1.953125000000000e-02 1.263020833333333e-01
2.441406250000000e-03 -6.510416666666665e-03 2.473958333333333e-02
0 0 -1.953125000000000e-02
0 0 -6.510416666666665e-03
------------------------------------------------------------------------------
[W
j
] = [
~
W
j
] =
6.510416666666617e-03 -3.750000000000000e-01
1.953124999999999e-02 1.125000000000000e+00
-2.473958333333332e-02 -1.125000000000000e+00
-1.263020833333333e-01 3.750000000000000e-01
3.385416666666671e-02 -----------------------
4.557291666666668e-01
-4.557291666666665e-01
-3.385416666666664e-02
1.263020833333333e-01
2.473958333333333e-02
-1.953125000000000e-02
-6.510416666666665e-03
--------------------------
(W
R
)
col27 29
=
6.510416666666665e-03 0 0
1.953125000000001e-02 0 0
-2.473958333333332e-02 6.510416666666665e-03 0
-1.263020833333333e-01 1.953125000000001e-02 0
3.400601311953877e-02 -2.613277453837450e-02 1.302083333334000e-02
4.561847060252829e-01 -1.304816569484568e-01 3.906250000002000e-02
-4.560237206655212e-01 3.658684042398549e-02 -3.766396604939131e-02
-3.595260028620679e-02 4.750727175789525e-01 -2.171585648148940e-01
51
1.255126504966712e-01 -4.485656921499589e-01 7.870370369920110e-04
2.837203168311390e-02 -6.766172209608150e-02 6.161728395062668e-01
-1.650206089371627e-02 9.841613815684985e-02 -3.249399594906293e-01
-9.912391833375161e-04 8.630666738874953e-03 -3.445975676394946e-02
1.980683819618680e-03 -1.105671327471739e-02 3.880499840859201e-02
8.057711331172305e-04 -1.116020304505495e-03 -8.819045802254465e-03
-9.442372370181844e-02 5.053741990991407e-01 -1.566519780476942e+00
-1.969048803325134e-01 9.922024401198047e-01 -2.969661267270888e+00
------------------------------------------------------------------------------
(W
R
)
col30 32
=
-2.192283163263560e-03 -9.162035349855881e-03 -8.387618440236689e-03
-6.576849489790680e-03 -2.748610604956760e-02 -2.516285532071004e-02
1.538362740929471e-02 2.159752169717249e-02 1.206578241416031e-02
6.368914753399262e-02 1.380888478903646e-01 1.032982947643745e-01
-5.525403911565792e-02 4.214412252997602e-02 6.244093172985818e-02
-3.414459325396568e-01 -2.662366543839935e-01 -1.105063066893886e-01
6.022081938244350e-01 -3.665212562889967e-01 -2.108315064307525e-01
-2.059676924215423e-02 3.423027470461560e-02 -2.938600668388458e-02
4.688157401961913e-02 2.194022375512249e-01 -5.814152052599257e-01
2.588324307379805e-02 4.292899641494173e-01 -6.828366352433745e-01
-2.335110205310381e+00 6.402461665168012e+00 -1.320897315872527e-01
-4.925450518496795e+00 1.188758540367383e+01 1.267186569846965e+00
------------------------------------------------------------------------------
(
~
W
L
)
col1 3
=
-3.549262613812185e-01 -5.230667861988421e-01 -7.347319795192770e-01
7.620802537504678e-01 1.168879189803285e+00 1.494499211217171e+00
5.812851197851148e-01 1.851875564303142e+00 2.933640383827980e+00
-2.967832876132400e+00 -2.979583695453236e+00 -4.731455291784440e+00
-7.547823177117404e+00 -1.188910634026145e+01 -2.012995805797119e+01
0 0 1.000000000000000e+00
------------------------------------------------------------------------------
(
~
W
L
)
col4 5
=
-5.581591101962156e-01 -2.093096663235809e-01
1.133398408182096e+00 4.250244030682861e-01
2.350580140513154e+00 8.814675526924329e-01
-3.649007325144850e+00 -1.368377746929319e+00
-1.605511992646753e+01 -6.020669972425323e+00
0 0
1.000000000000000e+00 0
-3.333333333333333e-01 1.000000000000000e+00
0 -1.125000000000000e+00
0 3.750000000000000e-01
----------------------------------------------------
(
~
W
R
)
col29
=
-3.750000000000000e-01
1.125000000000000e+00
0
-1.806200991727596e+01
-4.105133240787957e+00
2.644402658077298e+00
52
1.275073209204858e+00
-6.279289989707426e-01
--------------------------
(
~
W
R
)
col30 32
=
1.000000000000000e+00 0 0
-2.012995805797119e+01 -1.188910634026145e+01 -7.547823177117406e+00
-4.731455291784440e+00 -2.979583695453236e+00 -2.967832876132400e+00
2.933640383827980e+00 1.851875564303142e+00 5.812851197851151e-01
1.494499211217171e+00 1.168879189803285e+00 7.620802537504681e-01
-7.347319795192770e-01 -5.230667861988421e-01 -3.549262613812185e-01
------------------------------------------------------------------------------
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Figure 5.3.12: Primal generators 
5;k
before and after biorthogonalization
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Figure 5.3.13: Primal generators 
5;k
before and after biorthogonalization
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Figure 5.3.14: Dual generators
~

5;k
before and after biorthogonalization
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Figure 5.3.15: Dual generators
~

5;k
before and after biorthogonalization
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Figure 5.3.16: Primal wavelets  
5;k
at left and right boundary
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Figure 5.3.17: Primal wavelets  
5;k
at left and right boundary
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Figure 5.3.18: Dual wavelets
~
 
5;k
at left and right boundary
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Figure 5.3.19: Dual wavelets
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5;k
at left and right boundary
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