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In this paper we describe a mechanical procedure for computing the Liapunov 
functions and Liapunov constants for a class of differential systems. These rune- 
titans and constants are used for establishing the stability criteria, the conditions 
for the existence of a center and for the investigation oflimit cycles. Some prob- 
lems for handling the computed constants, which are usually large polynomials 
in terms of the coefficients of the differential systemj and an approach towards 
their solution by using computer algebraic methods are proposed. This approach 
has been successfully applied to check some known results mechanically. The 
author has implemented a system DEMS on an HPI000 and in Scratchpad II
on an IBM4341 for computing and manipulating the Liapunov functions and 
Liapunov constants. As examples, two particular cubic systems are discussed 
in detail. The explicit algebraic relations between the computed Liapnnov con- 
stants and the conditions given by Saharnikov are established, which leads to 
a rediscovery of the incompleteness of his conditions. A cla.ss of cubic systems 
with 6-tuple focus is presented to demonstrate he feasibility of our approach for 
finding systems with higher multiple focus. 
1. In t roduct ion  
Owing to the impossibihty of finding exact solutions of some non.l/near differ- 
ential equations, much research as been devoted to obtain properties uch as 
existence, stability and periodicity of the solutions. In this research complex 
computation and manipulation are often involved, beyond the capacity of con- 
ventional hand-calculation. Accordingly, the systematic treatment of encoun- 
tered problems with computer is desirable and of pract~c~ interest. The use 
of computer in this context may not only reduce the amount of tedious work 
but also provide more effective means to support mechanical problem solving. 
As concrete xamples, this paper presents ome techniques and their application 
together with computer algebraic methods to problems related to a certain class 
of differentia2 equations. 
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We consider autonomous systems of the form 
d~ = p(=,y),  - -  = Q(=,y), (1.1) 
dt dt 
where P(x, y) and Q(z, y) are polynomials of degree n. Deciding the stability of a 
critical point for (1.1) is one of the fundamental questions in the qualitative the- 
ory of ordinary differential equations. It was initially studied by A. M. Liapunov 
and A. Poincard at the end of last century and extensively explored by many of 
their successors. This question was also referred to as V. I. Arnold's problem by 
L. Wang and M. Q. Wang (1979). On the other hand, the problem of determining 
the maximal number of limit cycles H(n)  of (1.1) was proposed by D. Hilbert as 
the second part of his 16th problem in 1900. Compared with other of Hilbert's 
problems, this one has gained little progress in the past years and proved to be ex- 
traordinarily intractable. P~ecently, interest in this problem has increased rapidly. 
The motivation is partially due to the following fact. Early in 1950s, l~ussian 
mathematicians I. G. Petrovskii and E. M. Landis (1955, 1957) published two 
papers in which it was proved that H(2) = 3 and some upper bounds for H(n)  
were given for n > 2. Soon afterwards, these authors realized that their papers 
contain series errors and withdrew their results (Petrovskii & Landis, 1959). It 
was in 1979, about 20 years later, that several Chinese mathematicians (Chen 
&: Wang, 1979, Shi, 1980) presented examples of quadratic systems with at least 
four limit cycles. This result contradicts the claim H(2) = 3 of Petrovskii and 
Ladis that seems to have been widely believed and stimulates renewed interest 
in Hilbert's 16th problem. For present status of this problem, we refer to the 
survey article by N. G. Lloyd (1988). 
Suppose, without loss of generality, that the origin is a critical point. Then 
the system (1.1) can be written in the form 
d~ 
= + by + y) + . . .  + y), 
d'-~ - c:c + dy + Q2(x,y) + . . -+  Q,~(x,y), 
(1.2) 
where Pi and Qi are homogeneous polynomials of degree i. Let 
p=- (a+d) ,  q -- ad -  bc. 
Except  for two  critical cases: 
(i) p=O,  q> O, 
(ii) q = O, 
the integral curves of (1.2) have a same behavior as those of the linearized system 
in the neighborhood of the origin. Thus for system (1.2) the stability of the origin 
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is determined by considering its linearization. Namely, the origin is unstable if 
q < 0 or q > O,p < O; and it is asymptotically stable if p > O, q > O. 
The exceptional case (ii) was studied, for instance, in the books of Andronov 
et al. (1973), Lefschetz (1962) and Zhang e~ al. (1985). Some explicit formulae 
and tables for the stability criteria of the origin for n = 2, 3 were given in Wang 
& Wang (1979) and Yang (1983). 
In case (i) the system (1.2) is of the well known center and focus type with 
which we are m~inly concerned in this paper. In this critical case the origin is a 
center of the linearized system, i.e., the integral curves are a family of circles with 
the origin as concenter. When the non-linear terms are associated, the origin can 
no longer be guaranteed to be a center. It may happen that the integral curves 
circle to or from the origin as t --, co. In that case the origin is known to be a 
focus which may be stable or unstable. The differentiation between a center and a 
focus and the establishment of stability criteria are generally considered as basic 
yet difficult problems. As it seems more possible to generate limit cycles in the 
neighborhood of a focal point (so-called small-amplitude limit cycles) from the 
investigation of particular systems, the study of limit cycles around a focus plays 
a key role in Hilbert's problem. There is a very extensive literature related to 
systems of center and focus type. In addition to those of Liapunov and Poincar~ 
as mentioned above, we may refer to the classic work of Dulac (1908, 1923) 
and the well-known paper of Bautin (1952) as examples for early work. Both 
considered the conditions for the origin to be a center for quadratic systems but 
the latter also gave the explicit stability criteria and proved that the maximal 
number of limit cycles around the origin is 3. Many subsequent papers were 
written by Russian and Chinese mathematicians, while recent progress has been 
achieved world-wide by researchers of different interest as we shall cite in part 
throughout the paper. 
This paper is organized as follows. In Section 2 we describe a mechanical 
procedure, based on the classic method of Poincarg, for computing the Liapunov 
functions and Liapunov constants for differential systems of center and focus 
type. These functions and constants are used for establishing the stability crite- 
ria, the conditions for the origin to be a center and for the investigation of limit 
cycles. As the computed Liapunov constants which we are mainly interested in 
are usually exceedingly arge as polynomials in terms of the coefficients of the dif- 
ferential system, Section 3 focuses on how to handle these large polynomials and, 
in particular, to investigate the relations among these constants and the relations 
between them and other given conditions. Some problems concerning the treat- 
ment of Liapunov constants are proposed and an approach towards their solution 
by using computer algebraic methods is illustrated. This approach as been suc- 
cessfully applied to check some known results systematically and mechanically. 
The author has implemented a mechanical manipulation system DEMS on an 
HP1000 and reimplemented part of it in computer algebra system Scratchpad 
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II on an IBM4341 for computing and manipulating the Liapunov functions and 
Liapunov constants. As examples, two particular cubic systems are discussed 
in detail. In Section 4, the explicit algehraic relations between the computed 
Liapunov constants and the conditions for the origin to be a center given by 
Saharnikov (1950) are established, and the incompleteness of Saharnikov's con- 
ditions is then rediscovered. To demonstrate the feasibility of our approach for 
finding p~rticul~r systems with higher multiple focus, we present in Section 5 a 
class of cubic differential systems with 6-tuple focus, form which one can con- 
struct 6 limit cycles. The stability criteria of the origin for this class of cubic 
systems are also given. 
2. Comput ing  L iapunov Funct ions  and L iapunov Constants  
We come now to differential systems of center and focus type and choose the 
coordinates o that they are of the form 1 
d~ 
= + +""  + 
dy 
= + q2( ' +"  + 
(2.1) 
where P~(x, y) and Qi(x,y) are homogeneous polynomials of degree i. Let us 
denote all coefficients of Pi and Qi by ul, . . . ,  ua. According to Liapunov's sta- 
bility theorem (see Lefschetz, 1962, Qin et al., 1981, for example), if one c~n 
construct a function F(z,  y), named a Liapunov function, such that F(z ,  y) is 
positive in the neighborhood of a critical point and the differential of F(x,  y) 
along the integral curve of the differential system is definite, then the stability of 
the critical point can be determined by the sign of the differential. In this section 
we describe a mechanical procedure for constructing such a function for system 
(2.1). The method underlying this procedure, due to Poincard, is written, for 
example, in the books of Nemytskii gz Stepanov (1960), Zhang et al. (1985) and 
also frequently used by other authors (see Liu & Qin, 1981, Lloyd & Pearson, 
1990 for instance). 
Let 
oO 
5=2 
~nd 
1 J 
k=O 
j>2 ,  
lIn fact, it can be obtained from (1.2) by substituting -v/a'd-  be. y for m, -era + ay 
for y, dividing two sides of the equations by avrad -Z- be, and then setting v/a-d - be. t to ~. 
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where the coefficients fjk remain to be determined. Evidently, F(x, y) is positive 
in the neighborhood ofthe origin. Differentiating F(~, y) along the integral curve 
of (2.1) with respect o t, we have 
dF(x, y) _ OF(:~, y) da + OF(a, y) d___y 
dt az dt by dt 
= E--~-= (v + P,) + E--~-y 
~=2 i=2 ~=2 i=2 
_- ~"'OFJj~__3 L- xy _ "~vOFJ~ + ~--2 ~(" OFj_~+~_p~ + OF~_;+~ 
in which Fi = 0 for i < 2. We wish that the differential of F(z, y) with respect 
to t is definite in the neighbourhood of the origin. For this end, let us set 
dF(x,y) 
df~ - v3y4 -}" vsy6 + "'" + V2h-ly2h + " ' "  (2.2) 
where the coefficients vs, vs, . . ,  remain to be determined too. Then the question 
is whether there are appropriate fflc and vs, vs,. . ,  in terms of Ul, . . . ,Ud, the 
coefficients of Pi and Q~, such that the identity (2.2) holds. We shall show that 
the answer is positive and yet any coefficient fjk or V2h-1 can be computed by 
solving only triangular systems of linear equations. They are all polynomials in 
indeterminates Ul , . . . ,  ud with rational coefficients, l~emark that the form on the 
right-hand side of (2.2), where only variable y actually appears, is adopted for 
simplifying the computation as will be seen later. In fact, y can also be replaced 
by ~, v /~+ y2 or other suitable forms. 
In order to determine vs, vs,.. 9 and the coefficients of Fs, F4,..., let us equate 
the homogeneous parts of degree j in x and y of two sides of (2.2). Then we have 
bFjy _ OFjz '~ OFj_~+I bFj-i+l Qi) = { 0 i f j  is odd (2.3) 
o~ -~ + Z(  0~ P~ + 0~ vj_lyJ if j is even ' 
i----2 
or equivalently, 
J J J 
~( j -  k)fj~,J-k-lyk+l _ ~ kfjk~-~+l~ *-~ + ~ C j j -~  * 
k=0 k=l  k=0 
/ 
_ J 0 ifj isodd (2.3') -- ~ vj_ly J i f j i seven  ' 
where Gjo,...,Gjj are all polynomia]s in ftk, 0 _< k <_ 1,8 _< l < j -  i, and 
I/,I, . 9 ., ~d .  
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There are now two cases according to the odevity of ]. Consider first the case 
that j is odd, say j = 2h-  1. Suppose by induction that we have already known 
v3,. 9 vj-2 and the coefficients of F3,. 9 Fj-1 in terms of u l , . . . ,  ud. We want to 
determine the coefficients of Fj. Equating further the coefficients of all monomials 
zJ-kyk of the homogeneous polynomial on the left-hand side of (2.3') to 0, we 
should obtain j + 1 linear equations in j + 1 indeterminates f jo , . . . ,  fj j. These 
equations can be divided into two sets of h linear equations. Let us fix the order 
(~<) of indeterminates a fj l  -4 fja -4 "'" -4 f j j  and fj j-1 -< fJ j-3 -< "'" -4 fj0. 
Then, both sets of equations are of triangular forms 
- f i l  + G~o = O, 
( j -1 ) f j l -3 f ja  + Gj~. = O, 
2fj j_2-j.fjj + a j  j_ l  = o, 
and 
f j  j-1 + Gjj = 0, 
- ( ] - l ) / j j _ l  +3f j j -a  + Gj j_2  = 0, 
. , . , , .  
-2f j2 + j f i  o -5 Gjl = O. 
Therefore, all f j l ,  f j3 , . . . ,  f j j  and fj i-1, fj j -a , . . - ,  h0 can be easily found in 
terms of ftk,0 _< k _< 1,3 _< I < j -  1 and ul , . . . ,ud,  and thus in terms of 
~Z I , . . . ,  '/Z d only. 
If ] is even, say ] = 2h, then we need to determine vj-1 and the coefficients 
of F j ,  assumed that va, . . .  ,vj_3 and the coefficients of F1, . . . ,  Fj-1 have already 
been determined. To do so, we equate the coefficients of all monomials xJ-ky k of 
the polynomials on two sides of (2.3'). Now we get j + 1 linear equations but in 
j + 2 indeterminates vj-1 and f j0 , . . . ,  f55' These equations can also be divided 
into two sets: One set, consisting of h linear equations in h + I indeterminates 
f j0 , . . . ,  f j j ,  is of the form 
- j f j j  + 2f j  j_~ + Gj  j-I = O, 
- ( j  - 2)f  + 4f j  j -4 + a j  = o, 
, . . . , .  
-2f j2 +j f jo  + Gjl = 0, 
and the other set of h linear equations in h indeterminates f j l , . . . ,  fj j-1 and 
vj-1 is of the form 
-fjl + Gjo = O, 
( j - l ) f j l -3 f j3  + Gj~ = 0, 
f j j - l - v j -1  + Gjj = O. 
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The first set of equations, in taking fjy = 0 for instance, has a triangular form 
with respect o the order f j  j-2 -K fj j-4 -4 " '  -K fjo, and so does the second 
set with respect o the order fjl -4 f]s -4 . . .  ~ f j  j-1 -4 vj-1. Thus both sets of 
equations can be solved for fj j-2, fj j -4 , . . . ,  fjo and f j l ,  f j3 , . . . ,  fj j - l ,  vj-1 as 
well. 
It should be clear by now why we set in (2.2) the differential of F(x, y) to a 
special form. It ensures that the obtained systems of linear equations themselves 
are of triangular form and the Liapunov function, by introducing the quanti- 
ties v3, vs,..., can be exactly constructed in such a simple algorithmic manner. 
Certainly, all coefficients fjk and v's found from the triangular systems of linear 
equations are polynomials in u l , . . . ,  ud, the coefficients of P~ and Qi. Each V2h-~ 
will be called the (h - 1)st Liapunov constant for h >_ 2. 
We note that the above procedure works also for the case that P(z, y) and 
Q(x,y) are analytic functions. In that case the hth Liapunov constant relates 
the homogeneous terms of degree less than 2h + 1 of the expansions of P and Q 
in power series. 
To solve a triangular system, say TS = {gl(ul,...,Ud, Zl), g2(ul, . . . ,ud ,  
z l , z2 ) , . . . ,g r (u l , . . . ,ua ,  z~,. . . ,zr)} = 0 with gi being linear in zl for each i, 
we may solve straightforwardly gl = 0 for zl, the equation obtained from g2 - 
0 by substituting the solved zl into it for x2 and so forth. This is usually 
more computationally expensive than an alternative procedure by reversing the 
substitution suggested below according to author's experiments. 
Solving g l (u l , . . . ,Ud ,~l )  = O, . . . ,g~- l (u l , . . . ,ua ,  x l , . . . ,~ i -1 )  = 0 for ~1, 
9 .., mi-1 respectively, we obtain 
P1 (~, . . . ,  ~ ,  ~1) P~- I (~, . . . ,  ~d, =~,..., ~-2)  
Substituting now xi-1, . . . ,  xl successively into hi, we have 
Pi-1 
g, = g~(~,~, . . . ,  ~,~,, =~, . .  . ,=,.-~, Q,_I-- ,=,) = g~(~, l , . . . ,  ~,~, =~, ... ,  ~_~, ~,) 
, P i -~  g~, (~ l ,  . .  
- - - ,~ i ) - -  . . . ,~ ,~,  . ,~-~,~i )  = g i (u l , . . . ,ud ,  x l , . . . , x ,  3, Q~-2 
= . . . . . .  = g!~-~) (~, . . ,  ~d,  ~) ,  
where gi's are rational functions. Then, the solution for xi can be finally found 
from the equation gi = g!i-1)(u~,... ,  Ud, xl) = 0. This alternative procedure is
more appropriate when we need only to solve for a certain $i. In that case all xi 
for j # i are actually unnecessary to be found. 
Based on the above procedure, the author implemented a Differential Equa- 
tions Manipulation System ~(DEMS) on an HP1000 using Fortran 77 in 1986. 
~In our implementation the substitution is replaced by the successive pseudo-dlvision for the 
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That system contains the program for computing Liapunov functions and Lia- 
punov constants, some fundamental operations uch as addition, multiplication 
and pseudo-divislon of polynomials and part of the algorithm for triangulating 
polynomial sets (which will be discussed in Section 3). Our early computa- 
tions (Wang, 1987a, 1987b) were performed by using that system, l%ecently, the 
author has reimplemented the program for computing Liapunov functions and 
Liapunov constants in computer algebra system Scratchpad II on an IBM4341 
without changing the name DEMS 3. Some other operations involved in the origi- 
nal DEMS are not reimplemented because they can be replaced by the interactive 
functions of Scratchpad II. The new program has four user functioIts 
, licon(p,q,nl,n2) - -  computing the list of the Liapunov constants Vnl , Vnl+2 ,
 9  Vn2, 
, lifunT(p,q,j,k) - - computing the term j~k~j_kY k of the Liapunov function, 
9 lifunP(p,q,j) - -  computing the homogeneous part Fj(x, y) of degree j of the 
Liapunov function, 
9 lifun(p,q,m) - -  computing all terms of degree _< m of the Liapunov function, 
where p and q are polynomials, in z and y with either indeterminates or rational 
functions as coefficients, of the form on the right-hand sides of (2.1), respectively, 
and nl, n2 are odd integers with 3 < nl_<n2, j, k, m are all integers with 0 <k _<j, 
j> 2, rn> 2. Of these functions the most useful one for our present investigation 
is licon. For more details about the implementation, see Wang (1989). 
3. Hand l ing  L iapunov Constants  
According to Liapunov's theorem, the stability of the origin for system (2.1) 
is determined by the sign of dF(x, y)/dt and thus determined by the sign of the 
first non-zero LJapunov constant V2h-1. Namely, we have the following simple 
criteria 
va > 0, unstable, 
v3 < O, asymptotically stable; 
vs = 0, v5 > 0, unstable, 
v~ < O, asymptotically stable; 
~ , . ~  , 
linear case in order to avoid rational expressions. Namely, we pseudo-divide gr successively by 
g i -1 , . . . ,  gl, considered successively as polynomials in ~-1 , . . .  ,T-t, and find ~r from the final 
pseudo-remainder. 
SThe source code may be obtained by writing the author via electronic mail: 
K316170@AEARN.BITNET. The listing is also contained in a technical report available as 
lq.ISC-Linz Series no. 8g-33.0. 
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v3 = v5 = . . . .  0, stable o f  center type, 
bu~ no~ asymptot ica l ly  s~able. 
If v3 = v5 = "..  = 0, the origin is said to be a center. In any other cases 
it will be said to be a focus. A focus is called to be m-tuple if the first m - 1 
Liapunov constants are 0 but the ruth is not. 
To differentiate between a center and a focus according to the above criteria we 
need infinitely many conditions, yet these conditions relate only a finite number 
of variables. By Hilbert's basis theorem, the polynomial ideal consisting of the 
polynomials whose vanishing is both a necessary and sufficient condition for the 
origin to be a center has a finite basis. In other words, there is a minimal integer- 
valued function N(n)such  that all the conditions V2h+l = 0 for h > N(n)  are 
formal consequences of such conditions for h <_ N(n) .  In order to make an 
effective use of the criteria, the problem for determining such a minimal N(n)  is 
certainly important,  in particular, for our approach. A bound for this N(n)  was 
provided by Al lmuhamedov (1936-1937), but it is widely believed to be wrong. 
So this problem is still open for n _> 3. 
By means of DEMS the Liapunov constants for a given system can be com- 
puted within reasonable time, some tens to hundreds of seconds on an IBM4341. 
Nevertheless, these constants are usually very large as polynomials, consisting of 
hundred or even thousand terms, in the coefficients u l , . . . ,  ua of the differential 
system. The major difficulty encountered is how to handle such large polynomi- 
als. In this section we concentrate on this issue and emphasize the systematic, 
mechanical manner. 
Prom the stabil ity criteria, we see clearly that it is necessary to consider V2h+l 
only if v3 = Vs = " "  = V2h-1 = O. In the case that v3 = Vs = " .  = V2h-1 -- 0 
implies V2h+l = 0, V2hH-1 has no interest in practice. Thus, the first problem we 
have to consider is 
PROBLEM 1. Decide whether  V2h+l = 0 i s  a formal  consequence of v3 = vs = 
" "  " ~-  V2h-  1 --~ O.  
If the coefficients of P(z ,  y) and Q(z,  y) satisfy some known conditions given 
by sets of algebraic equations, a natural question is to establish relations between 
the given conditions and the computed Liapunov constants, which is in particular 
necessary when we want to check the correctness of existing results. The answer 
to this question can be obtained from the methods for the solution of Problem 
1. 
If v3 = vs = . . .  = V~h-1 = 0 does not imply V2h+x = 0, then the question 
is how to simplify V~.h+l by using the condition v3 = vs = ". .  = V2h-1 = O. 
Although v~.h+l is usually complicated, it may be simplified to much simpler 
expressions in many cases. Moreover, if v~ = v5 = " '  = vN(n) = 0 constitutes a
necessary and sufficient condition for the origin to be a center, it is then desired 
to find conditions that are equivalent o but simpler than the condition va = 
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vs . . . .  = VN(,)  = 0. In other wards, we have the following two problems. 
PROBLEM 2. I f  V~h+l = 0 is not  a consequence  o f  v3 = " .=  V2h-1  - -  0, s impl i fy  
v2h+l by using v3 : . .  9 : v2h-1 = O. 
PROBLEM 3. F ind  an  equiva lent  but s impler  cond i t ion  ins tead  o f  the cond i t ion  
g iven  by v3 = vs = . . "  = vlv(n) = O. 
For constructing limit cycles, one has to investigate the multiplicity of a focus 
and seek such differential systems that have higher multiple loci. A fundamental 
theorem (Andronov et al., 1971) indicates that, if the multiplicity of a focus of 
the system (2.1) is m, then one can create m, and at most m, limit cycles from 
the focus by a small perturbation. As for Hilbert's problem, we are particularly 
interested in creating this number of limit cycles while remaining within the 
same class of systems. The following problem is therefore of importance for the 
creation of limit cycles. 
PROBLEM 4. F ind  par t i cu la r  d i f fe rent ia l  sys tems such that  v3 = 9 9 " -- v2h-1 -" 0 
but v2h+ l # O. 
To solve the proposed problems, we use the algebraic methods of character- 
istic sets (Ritt, 1950, Wu, 1984a, 1984b) and GrSbner bases (Buchberger, 1985) 
together with some computational techniques as well as the computer algebra 
systems. A more detailed discussion about these problems and some algorithms 
towards their solution have been given in Wang (1988). We note that both Prob- 
lem 2 and Problem 3 are related to algebraic simplification~ a pervasive process 
in polynomial manipulation. In our case, it is expected to obtain equivalent but 
simpler objects which is generally considered to be difficult. In general, the forms 
to be simplified to and the definition of the word s impler  all heavily depend upon 
the type of problem. Our aim here is to find appropriate forms that are easy to 
handle and convenient for application. By using the methods of characteristic 
sets and Gr6bner bases we can considerably simplify the Liapunov constants in 
most cases in the sense that the number of terms is chosen as the measure of 
simplicity of polynomials. 
In what follows we only briefly discuss Problem 1 and Problem 4, which aims 
to make the contents of Sections 4 and 5 more understandable. Let us use here 
the characteristic sets method. 
Consider now polynomials in n ordered variables zl -< .. .  -< zn with coeffi- 
cients in a certain basic field, say rational field Q to be exact. A finite set AS of 
polynomials i said a t r iangular  fo rm if it can be written in the form 
A l (z l , . . . , z  m), 
A2(~l , . . . , xw, . . . , zp , ) ,  
AS ...... 
Ar(xl,..., zm,..., ~p~,..., ~;~), 
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where 0 < pl < " '  < pr and xp~ actually occurs in Ai for each i. The leading 
coefficient of Ai as polynomial in zpi is called the initial of Ai. 
A triangular form AS is called an ascending set if the degree of A i is less than 
the degree of Ai in zp~ for each pair j > i. An ascending set AS is said to be 
irreducible if A1 is irreducible as a polynomial in zp~ in the field Q(z l ,  9 . . ,  x~,~-l), 
and A2 is irreducible as a polynomial in xp2 in the extension field Q(x l~. . . ,  xm-1) 
with z m adjoined as an algebraic element by the equation A1 = 0, etc.. 
Let PS = {f l (X l , . . . ,Xn) , . . . , fa (Z l , . . . ,X ,~)}  be any finite set of non-zero 
polynomials. We denote the set of all common zeros of polynomials of PS by 
Zero(PS). I f  G is any other non-zero polynomial, the subset of Zero(PS) for 
which G # 0 will be denoted as Zero(PS/G). Then one can compute by an 
algorithmic method a certain triangular form or ascending set CS, called the 
characteristic set of IS ,  such that 
?. 
Ze,o( PS) = Zero(CS/:) U (.J Ze,o( PSO, (S.1) 
i 
where J = I~ .. "It, PSi = PSU {I/} and Ii is the initial of the ith polynomial in 
CS for each i. 
In proceeding further with each PSi as PS by means of the same procedure, 
one can arrive after a finite number of steps at a zero decomposition of the form 
Zero(PS) = U Ze,o(CSJ (S.2) 
i 
in which each CS/is an ascending set or irreducible ascending set as required and 
3"/is the product of initials of polynomials in CS~. 
Let AS be a triangular form or an ascending set as above and G be any other 
non-zero polynomial. Pseudo-dividing G by Ar, . . .~ A1, considered successively 
as polynomials in zp . , . . . ,  x m , we can get finally a remainder 1~ (of G with respect 
AS) and an expression, called the remainder formula, of the form 
r 
. .  9 •  G = Q iA /+ a ,  (s .3)  
i=1 
where si is a non-negative integer, Ii is the initial of A4, and Qi,/~ are polynomials 
with the degree of R less than the degree of Ai in zp~ for each i. 
To decide whether G = 0 is a formal consequence of PS = O, i.e., whether G 
vanishes on Zero(PS), we compute first the zero decomposition (3.2) and then 
the remainder Ri of G with respect o each CSi. A theorem in Wu (1984a, 1984b) 
shows that if all remainders Ri -= 0, then G = 0 is formal consequence of PS = 0; 
if Ri i~ 0 and CSi is irreducible for a certain i, then G = 0 is not a formal 
consequence of PS = O. 
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Therefore, the problem for deciding whether V2h+l = 0 is a formal conse- 
quence of v3 -- vs . . . .  = v2h-1 = 0 is solved immediately by taking PS = 
<va, vs , . . . ,  v2h_x} and G = v2h+l in variables u~, . . . ,  ud. 
Actually, all polynomials in the characteristic set CS are obtained from those 
in PS by a repeated use of pseudo-division, so we can write out the explicit 
relations between polynomials in PS and CS from the algorithmic onstruction. 
If the remainder of a polynomial G with respect o a triangular form or ascending 
set AS is 0, then the explicit relation between G and the polynomials in AS can 
be wr i t ten out too. In this way, we can not only determine whether G = 0 is 
a formal consequence of PS = 0 but, if so, also establish the algebraic relation 
between G and the polynomials in PS. The latter can be used to investigate 
the relations among the computed Liapunov constants and the relations between 
them and other given conditions and to check the correctness of known results 
(see Section 4). 
In practice there are different modifications of the original characteristic sets 
method of which the efficiency varies with each other. However, it is still difficult 
to obtain the irreducible decomposition according to the algorithmic steps due 
to the complexity of factoring polynomials over algebraic extension fields. In 
view of this reason, we may first decompose PS into a system of polynomial 
sets and then find the characteristic set of each or heuristically factorize the 
intermediate polynomials at some stage. This is often more efficient than that 
the characteristic set of PS is computed directly. The reason seems that the 
characteristic set of the polynomial set consisting of Liapunov constants is very 
likely to be reducible. As an example, let us look at the Liapunov constants for 
a quadratic system cited by Liu and Qin (1981) which have also been obtained 
easily by DEMS 
EX 
v =-2L2L4(L3- L )2(L3Le- 2L ), 
where v~ = vs,v~ and v~ are obtained from v5 and v7 simplified by using v3 = 0 
and v3 -- vs = 0, respectively. We want to determine whether v9 = 0 is a 
consequence of v~ = v~ = v~ = 0, and then whether it is a consequence of 
v3 = v5 = vz = 0. Decomposing now EX into EX1 = "[L3 - Ls}, EX2 = {Ls, L2}, 
EX3 = {Ls, L4 + 5Ls -hL6 ,L3Ls -  L 2 - 2Z~}, EX4 = {L4, Ls}, we have clearly 
a zero relation Zero(EX)  = }--]~i Zero(EXi).  Ordering the variables as Ls "~ L4 -~ 
Ls -< L6 -< L2, then EX1, EX2, EXa and EX4 are already of triangular form and 
in fact, also irreducible. It is rather easy to verify that the remainders of v9 with 
respect o EX~ are 0 for all i, i.e., v9 = 0 is a consequence of v3 = vs -- v7 = 0. 
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Let us come now to Problem 4. Considering v3,. . . ,  v2h+l as polynomials in 
variables u l , . . . ,  ud, this problem is equivalent to finding some u l , . . . ,  ua (partic- 
ularly, real or rational numbers) such that vz = 0, . . . ,  V~.h-1 = 0 and V2h+i = e 
where e is a non-zero polynomial or constant. This can be done in principle 
by known methods of solving polynomial equations. As already mentioned, the 
terms of v2h+l rapidly multiply as the index h increases. So there are practical 
difficulties to solve such a set of polynomial equations by any methods even on 
a big computer.  For this reason, we advocate using an alternative way and at- 
tempt  to find only some of the solutions: Compute first the Liapunov constants 
va = 0 , . . . ,  V2h~+l -- 0, for a certain hi < h and find some particular solutions 
of va = 0 , . . . ,  V2h~+l = 0, then substitute these solutions into Pi, Qi respectively, 
compute V2h~+a,..., V2h2+l and find again some particular solutions of V2h~+3 =
0, . . .~ V2h2+l = 0 for hi < h2 < h and so forth. Finally, we find some particu- 
lar solutions of V2hh+3 = O,...,V2h_z = 0,v2h+~ = c, hl < h2 < "." < hk < h, 
when they have. For solving systems of polynomial equations, we can apply the 
methods  of characteristic sets and Gr6bner bases again. The reader may refer to 
relevant work on that subject. In the suggested procedure we need to examine 
many possibilities and onerous computations are involved. A particular class of 
cubic systems with v3 = 0 , . . . ,  val = 0 but v13 # 0 has been found in this way 
(see Section 5). 
4. Invest igat ion  of  a Par t i cu la r  Cub ic  System 
In principle we are able to compute the Liapunov constants for any differential 
system of center and focus type. Since for general systems these constants are too 
complicated to be dealt with and have thus no interest in practice as repeated, 
we have to confine ourselves to some subclasses. The development of DEMS is 
mainly for this goal, i.e., computing the Liapunov constants for various particular 
systems. Even so, these constants are still quite large and impossible to handle 
by hand. Computer algebra systems and algebraic methods are useful tools 
for this investigation. As an example, we consider now the cubic differential 
system in which /'2 = Q2 = 0 and demonstrate how our approach works for 
establishing the relations between Liapunov constants and other conditions. To 
simplify computation, we suppose the system to be considered is reduced by 
l inear transformation to the form 
dz 
- - =  y+B~ 3+(c-G)~2y+(3D-H)~y 2+Ey3, 
at (4.1) 
dy 
d--t = -z  - Az 3 - (3B + F)z2y-  (C + G)zy ~-  Dy 3. 
H. A. Saharnikov (1950) showed that the origin is a center of (4.1) if and only if 
the  coefficients A, . . . ,  H satisfy one of the following four conditions 
(S~) F=G=H=0;  
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(S~.) F :H=B=D=0;  
(s3) ~o = 2(B - D)L  ~ + CA + F, - 2C)L -  2(B - D) = O, 
2G E - A 
F+~Z=O (L= ~ = F+2B+~.D) ;  
( $4) cl = F + H : O, 
c2 = F (A -  E) + 2G(F + 2B + 2D) -- 0, 
c3 = 3(A+ E) + 2C = 0, 
C 4 - "  C(F  ~ - 4G ~) - 6FG(B  - D) = O, 
cs = F[2F + 5(B + D) ] -  G[2G + 5(A-  S)] = 0, 
c6 = (F  ~ + 4G2) 3 -  25[ (B -  D)(F  2 -4G 2) -4FG(A  + E)] ~ = 0. 
In the above condition (S4) we can assume that F and G are not simultane- 
ously 0 (otherwise, the condition is equivalent to (E~)). Then one can verify that 
the conditions c2 = 0 and cs = 0 may be replaced by the following equivalent 
but somewhat simpler forms 
c~ = 2G -t- 5(A - E)  "- 0, 
c~ = 2F  + 5(B + D) = 0, 
and, when F .  G # 0, cs = 0 may be replaced by 
c~ = 25(F 2 + 4G2)C 2 - 36F~G 2 = 0. 
Since for (4.1) the first Liapunov constant v3 can be easily calculated to 
be - (F  + H)/3,  it is necessary to compute the Liapunov constants of higher 
order only if H = -F .  We assume this condition from now on. Then the next 
five Liapunov constants vs, vz, vg, vll and v13, consisting of 5, 20, 65,162 and 347 
terms respectively, were computed by DEMS. Simplifying vT, vg, Vll and v13 by 
using the conditions v5 = 0, v~ = v7 = 0, v5 = vr = v9 = 0 and vs = vv = v9 = 
Vn = 0 respectively, they can be reduced to polynomials consisting of  13, 28, 62 
and 98 terms only. 
Using the techniques and algorithms described in Wang (1988) we can further 
simplify vT, v9, vll and obtain the. relations among these Liapunov constants. In- 
stead of that  attempt, let us investigate here the relations between the computed 
Liapunov constants and Saharnikov's four conditions. Such relations for first 
and second Liapunov constants are clear, i.e., Vs = -c l /3  as given above and 
1 c2 
v5 = 5[F (A -  E) + 2G(F + 2B + 2D)]= y. 
As each of Saharnikov's conditions is sufficient for the origin to be ~. center, it 
should imply that all Liapunov constants are 0. The conditions (St) and ($2) 
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are simple. We consider first the condition ($3). To check whether this condition 
implies v7 = 0 and to obtain the relation between v~, and condition (Sa) (i.e., 
co - 0 and e~. = 0), let us order the variables as F -~ G -~ C -~ D -~ A -~ B -< E 
and find the characteristic set of the polynomial set {c0,c2}. It can be easily 
computed as follows 
~o = (F  2 - 8G2)B - 2FG 2 + 2CFG - 2AFG - DF  ~, 
~ = F (A  - E )  + 2G(F  + 2B + 2D). 
Moreover, we have the relations between co, c2 and ~0, c2 
c2 ---- c2, -F2eo  = 2Gc2 + 2~o. (4.2) 
Suppose now F ~ 0. Dividing vr by ~,~0, considered as polynomials in E,B  
respectively, the final remainder is found to be 0 and we get meanwhile the 
following remainder formula 
35F.  v7 = -2 (2F  + 5B + 5D)~0 - (EF  + 5FG + 20BG - FC  + 8FA)~2. (4.3) 
Combining the formulae (4.2) and (4.3), we obtain at once the relation between 
v7 and co, c2 as follows 
where 
V7 = 
F[2F  + 5(B + D)]c0 klc2 Fc~co klv~ 
35 + 35---F - 3~ + 7F '  
k l= IODG + FC - IOBG - EF -  FG - 8FA.  
Therefore, by this formula and Saharnikov's condition ($3) we have the following 
THEORP.M 4.1. For  system (4.1), /.f F[2F  + 5(B + D)] ~ O, then the L iapunov 
constants v3 = v5 = vz = 0 i f  and only i f  co = cl = c2 = O, and v2h+l = 0 is a 
fo rmal  consequence of v3 = vs = v7 = 0 for  h > 4. 
In the same way, vg, vll and v13 may also be represented aslinear combinations 
of co and v5 of the form 
v{ = uico + wivs, i :  9,11,13, 
where ul, wi are rational functions with some power of F as denominators. On 
the other hand, the condition ($4) should also imply v9 = vll = v13 = 0 and 
thus imply u9 = ul l  = u13 = 0 (as it does not imply co = 0). To establish the 
relations between the condition (S4) and u9,u11, u13 and then between ($4) and 
v9, v11, v13, we proceed in the same manner by considering the polynomial set 
{c2, . . . ,  c6}. The characteristic set of this polynomial set can be computed, in 
removing some factors F and F 2 + 4G 2, to be of the triangular form 
25(F 2 + 4G2)C 2 - 36F2G 2, 
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60FGD + 5CF  2 - 20CG 2 + 12F2G, 
CS 15A + 5C + 3G, 
5B + 5D + 2F, 
3E + 3A + 2C, 
with respect to the same order F -< G -4 C -4 D -4 A -4 B -4 E. As we have 
mentioned,  in the case ]P 9 G # 0, c2, cs and c6 may be replaced by the simpler 
c~, c~ and c~ respectively. This matter can be seen from the characteristic set 
above with ease. Also, the relations between c~, c~, c~ and c2,..., Cs can be simply 
written out. 
By  forming the remainder formulae of ug, un  and u13 with respect to US, we 
obtain without more difficulty the following relations in the case F .  G # 0 
F 2 co c3 
v9 ----- - -  + k3v7 + k2vs, 
630 
Co[5qc4 + (F  2 + 402)c~] + k6v9 + ]csv7 + k4vs, 
v11 -- 779625G2 
v13 = k(20C + 75G)vl l  + kgv9 + ksv7 + kTvs, 
in which 
q = 60DFG + 12F2G-  5CF  2 + 20CG ~', 
k2 , . . . ,  k9 are rational functions with certain power products of F and G as 
denominators and k is a constant. Note that instead of cs, here the simpler c~ is 
used. Clearly, v13 = 0 is a formal consequence of v3 = . . '  = vn = 0. 
In the case F -G  = 0 Saharnikov's conditions and the Liapunov constants 
both  become simpler. If F = G = 0, then v3 = -H /3 .  By the condition ($1), 
we know v2a+l - 0 for h _> 2 if H ---- 0. If F -- 0, G ~ 0, then va, . . . ,v~3 may be 
simplified as follows 
p. 
=  G(B + D), 
v7],~=0 - 35DG[2G+5(A-E) ] '  
v91v~=,7=0 - ~!-~6.;DG2(15A + 5C + 3G), 
15/o 
vn]~=~=~=0 = 256 DG2(25C2 + 225D 2_  9G~.), 
779625 
"013 Iv~ =vT__--~g _--vt t _-- 0 ---~ 0. 
In this case, the Liapunov constants and their relations to Sahaxnikov's conditions 
are rather simple. 
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If G = 0, F # 0, then the expressions of vs, v7 and v9 with G replaced by 0 
are  still true, but  v l l  is wr i t ten  as 
16p 
v l l=  389812~ + v11, 
where 
p = F2(F + 5D)(27F ~ + 360DF+ 900D ~ + 100C 2) 
and  91t is a l inear combinat ion  of vh, v7 and v9 with polynomials as combinat ional  
coefficients. Now vl3 = 0 is also a formal consequence of va = v5 - "..  -- v l l=  0. 
From the algebraic relat ions obtained above, we know that if one of the condi- 
t ions ($1), ($2), ($3) and ($4) holds, then v3 =. . .  = v13 = 0. The myster ious fact 
is, on contrary,  that  v3 = 9 " - vn  = 0 does not imply that  one of the four condi- 
t ions holds. Nevertheless,  v13 = 0 is a formal consequence of v3 = 9 .. = vlt  -- 0. 
This fact impels us to be interested in comput ing L iapunov constants of higher 
order.  Let us consider a more  special case 
C=-3A,  D- - (B+2) ,  E=A,  F=5,  G=O,  H=-5 .  
Thenva=vs =v? =vg-Oand 
'Vll = 6--~3 (.B J- 1)[4A ~ + 4(B + 1) 2 - 1], 
in  which 
16 A 1 4 w' 
v13 = 13 "v11, vls = ~i-~zv" v11, v17 = 3315A.  "v1!, 
w = 708A 2 - 120B 2 - 1660B - 2455, 
w' - 5052A 2 - 2370B 2 - 21760B - 30565. 
Hence vzl = 0 implies v13 = v15 = viy = 0. 
According to the condit ions given in Saharnikov (1950) , in this special case 
the  origin is a center of (4.1) if and only if one of (i) A = 0, b -- -1  4- 
and  (ii) A - +!  b = -1  holds. Yet, from our results there are A and B 2'  
not  satisfying the condit ions (i) and (ii) such that vn  --- vxa = vls = vx7 - 0. 
Hence, if Saharnikov's  conditions are correct, then there are A and B such that  
Vs . . . .  = V2ho-X = 0 but  V2ho+l # 0 for some h0 > 9, i.e., the mult ipl ic i ty of 
the  origin as a focus is greater  than or equal to 9. This does not seem possible, 
and as consequence, the author  pointed out (Wang, 1987a) that  Saharnikov's 
condit ions are possibly incomplete.  In fact, this incompleteness was discovered 
a l ready by Siblrskii early in 1965. Our discovery, however, is independent,  which 
demonstrates  the powerfulness of our approach. Later on, the incompleteness of
some other known conditions are also discovered in this way (see Jin & Wang,  
1990). 
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Finally, we note that the system (4.1) was also considered by severs/other 
authors (Blows gr Lloyd, 1984, Qin eta/. ,  1985, for instance). The corresponding 
Liapunov constants were computed and the stability criteria were given. That the 
system is considered again as an example in this section aims only at illustrating 
our approach. In fact, the author did not know previous results either while he 
started to investigate this particular system. 
Summing up above results, we give the Liapunov constants, in terms of the 
expressions co,. 9 c4 of Saharnikov and c~, c~, on the table below, where v2h+l 
stands for v2h+l ],a . . . . .  ~2~-~ =o. 
Liapunov Constants 
F : G = O va : -H /3 ,  vs = v~ = v9 = vl~ = O 
~3 = -H I3 ,  ~s = 2c(B + D)IS, 
vz = 4DG[2G + 5(g-  E)]/35, 
F = 0 v9 = -16DG2(15A + 5C + 3G) /1575,  
v l l=  256DG2(25C 2 + 225D 2 - 9G2)/779625 
0 v9 = vll = 0 
va =-d173,  vs = c2/5, w = r '4co/35,  
Fr  
2F + 5B + 5D = 0 
~=-n=s,c=o, 
C = -3A ,  E = A ,  
D :-(B+ 2) 
v9 : F2c0c3/630, 
-16p/3898125, if G = 0, 
v~ = -c015qc4 + (F 2 + 4a2)4]/779625c 2, 
i ra#0 
I)3 ~ IJ5 -~ V7 -= I)9 = O, 
vll : S0(B + 1)(4A 2 + 4B 2 + SB + 3)/093 
It was proved in Sibirskii (1965) (see also Blows & Lloyd, 1984, Qin et al., 
1985) that for (4.1) the multiplicity of the origin as a focus is not greater than 
5, i.e., v3 . . . .  = vl~ -- 0 imply V2h+l = 0 for all h > 5. Based on this result, we 
may state the following 
TH~OI~EM 4.2. For cubic system (4.1), the origin is a center if and only i f  
v3 = 9 " -- v l l  = O; one can create 5, and at most  5, l imit cycles f rom the origin; 
the stabi l i ty of the origin is determined by the signs of va, ..., v l l  according to the 
criteria given in Sect ion 3. 
5. Cub ic  Sys tems wi th  6 - tup le  Focus  
As an example to demonstrate the feasibility of our approach for solving 
Problem 4, we give in this section a class of cubic systems with 6-tuple focus and 
indicate how to find such particular systems ystematically. As noted before, if 
the multiplicity of focus of a differential system is m, then one can construct m 
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limit cycles near the focus by a small perturbation. However, in the context of 
Hilbert's sixteenth problem one is more interested in constructing this number 
of limit cycles while remaining within the class of equations being considered. 
Bautin (1952) proved that the order of focus of quadratic systems is less than or 
equal to 3. But such an upper bound B(n) has not yet been given for n > 2 so 
far. Even for cubic systems, there was no particular example to show the upper 
bound B(3) > 5. Only recently, Lloyd, Blows ~ Kalenge (1988) gave an example 
of cubic systems with 6-tuple focus. By means of DEMS, we have also found a 
class of cubic systems with 6-focus and showed that B(3) is at least 6. This class 
of systems is a three-parameter family and independent of the example given by 
Lloyd, Blows and Kalenge. It has been extended afterwards to a four-parameter 
family. For this class of cubic systems 6 limit cycles may be created from the 
origin (Wang, 1990). Using the obtained Liapunov constants the stability criteria 
of the origin can be easily given. 
Computing the first two Liapunov constants v3 and vs for general cubic sys- 
tems, we find that they contain 10 and 134 terms respectively. In order to obtain 
the higher multiple focus, we have to specialize some coel~cients of P(x ,  11) and 
Q(x,y)  so that v3 = vs = 0 as suggested in Section 3. Now, there are many 
different possibilities. As one case, let us consider the following system 
dz 
d---~ = y - a~2 - 2b~y + ay ~ + ax2y + fly3, 
dy (5.1) 
d---~ = -~ - bz2 + 2axy + by 2 + 7:~ 3 -~ 5~y 2. 
Then the first two Liapunov constants v3 = v5 -= 0 and the third and fourth are 
v7 = 4 - -b (a  + 6)(5 - 7 + Z - a), 
2 
v9 -- 567ab(a + 6)w, 
where w is a polynomial consisting of 18 terms in a, fl, 7 and 6. Hence v7 = 99 = 0 
if and only i f ( i )  ab(a+5)  =0or( i i )  5 -  7+/5-a  =0,  w=0.  For case (i i), 
by substitution a = 6 - 7 +/5 we can write w in the form 
w = 48(fl + 7)(5 + 37 + 4fl). 
Thus the polynomial set {VT, v9}, say PS, can be decomposed into a system of 
f i vesets (PS~)= {a} , (PS2)= {b}, (PS~)= {a+5}, (PS4)= {5-7+~-a ,  f l+7} 
and (PSs) - {6 - 7 -k/5 - a, 5 + 37 + 4/5} such that Zero(PS)  = Ei:l~ Zero(PS i ) .  
Let us consider now the case (PSs) = 0 and make a simple variable substitution 
A = -7 ,  B = -a  + 2/5. Then the system (5.1) is reduced to the form 
dx 
d---t = y - az2 - 2bxy + ay 2 + (7A - 6B)x2y - (A - 2B)y  3, 
dy (5.2) 
d--t - -x  - bx ~ -b 2axy q- by 2 - Ax  3 4- (TA - 8B)~y 2. 
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If both a and b are 0, then the system is a special case of (4.1) and need not be 
further considered. In what follows, we assume that a and b are not simultane- 
ously 0. Comput ing by DEMS we obtain the next two Liapunov constants vii 
and vl3 consisting of 12 and 28 terms respectively. Factoring them we have 
vii - 8~96ab(A- B)3(2a ~ + 2b 2 + l lB ) ,  
1792 ab(A - B)3A, 
v ia -  19305 
where 
A = 440a 4 + (80b 2 - 1800A + 7754B)a 2- 360b 4 - (1800A-  3354B)b 2
-1200A 2 - 7500AB + 14325B 2. 
Pseudo-dividing A by 2a 2 + 2b 2 + l lB  as polynomials in B and forming the 
remainder formula, we obtain then the expression 
= -~-1 (2a2121 + 252 + llB)(56644a2 + 824462 - 82500A + 157575 B) - 1-~1 FA 
in which 
r = 3205A 2 + l l00(a 2 + b2)A + 1251(a 2+ b2) 2. 
It is easy to see D is positive, i.e., for any real number a,b and A, D > 0. It 
follows immediately 
THeOReM 5.1. I f  2a 2 +252 +l lB  = 0 and ab(A - B) ~ O, then the origin is a 
6-tuple focus of the cubic system (5.2) and one can construct 6 limit cycles from 
the origin. 
Thus, a particular three-parameter family of cubic systems with 6-tuple focus 
is discovered. It has also been shown in Wang (1990) how the six l imit cycles 
can bifurcate from the origin by small perturbation. According to the stabil ity 
criteria given in Section 3, for system (5.2) we have the following 
THEOREM 5.2. (1) I ra 2 + b 2 = O, then the origin is stable of center type but not 
asymptotically stable. 
(2) If ab(A-  B)(2a 2 + 2b 2 + 11B) < 0, then ihe origin is unstable; I f  ab(A-  
B)(2a 2 + 2b 2 + 11B) > 0, then the origin is asymptotically stable. 
(3) _rf2a 2 + 2b 2 + 11B = 0 and ab(A - B) < O, then the origin is unstable; I f  
2a 2 + 2b 2 + l lB  = 0 and ab(A - B) > O, then the origin is asymptotically stable. 
Since the differentiation between a center and a focus, based on the computa-  
tion of Liapunov constants, requires infinitely many operations, the mechanical 
approach is now l imited only to suggest hat the origin is a center. To confirm 
it, certain technical proofs beyond computation are needed. For example, if one 
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of the a, b and A -  B is 0, by computation we find that vi =- 0 for i = 3, 5 , . . . ,  17. 
This result suggests that the origin is a center of (5.2) in these three cases. In 
&ct, it can be easily proved by using some mathematical results (see Wang, 
1990). Nevertheless, the proof is not mechanical and beyond the scope of this 
paper. 
For system (5.1)~ in the cases PSi = 0 for i = 1 , . . . ,4 ,  v7 = v0 = vn = 0 
imply vxa = 0. Therefore the origin is not a 6-tuple focus. 
Added in Proof. There are now instances of cubic systems with eight and seven 
small-amplitude limit cycles given by N. G. Lloyd and E. 3ames (Preprint, The 
University College of Wales, 1990), J. B. Li and 3. X. Ba2 (Preprint, Kunming 
Inst itute of Technology, 1989). 
ACKNOWLEDGEMENTS.  I am grateful to Wu Wen-tsfin for his encouragement 
and to Bruno Buchberger for inviting me to visit I~ISC-LINZ. Thanks are to 
Shi He and Michael Singer for their helpful discussions on this work and to the 
anonymous referees for their critical comments on an earlier version of this paper. 
l~eferences 
Andronov, A. A. et al. (1971). Theory of Bifurcations of Dynamic Systems on a Plane. 
Jerusalem: Israel Program for Scientific Translations. 
Andronov, A. A. et al. (1073). Qualitative Theory of Second-Order Dynamic Systems. JerusMem- 
London: Israel Program for Scientific Translations. 
Arnold, V. I. et al. (1976). Problems of present day mathematics. In: Mathematical Devel. 
opments Arising from Hilbert Problems. Proc. Syrup. Pure Math. 28, 35-80. New York: 
Amer. Math. Soe. 
AnI, MyxaMe~os, M. H. (1936-1937). O ~cno  BOSMO~a~,XX ,ranon or IX ~'o~eK ,n, n n c.e"reM 
o6mKHonerlHr~ix/],~d~epeHn~HaabHMX ypanHeHHlt c n-nepeMerIHl, tMH, Kasam,; O npo6ne~e 
KeHTp&. HsB. r O61KecTBa 8(3), 23-37. 
Bautin, N. N. (1952). On the number of limit cycles which appear with the variation of coeffi- 
cients from an equilibrium position of focus or center type. Mat. Sb. (N.S.) 30(72), 181-196 
(in Russian); In: Stability and Dynamic Systems. Amer. Math. Soc. Transl. (1) 5(1962), 
396-413. 
Blows, T. R., Lloyd, N. G. (1984). The number of limit cycles of certain polynomial differential 
equations. Proc. Roy. Soc. Edinburgh (Sect. A) 98, 213-239. 
Buchberger, B. (1985). GrSbner bases: an algorithmic method in polynomial ideal theory. 
Chapter 6 in: (N. K. Bose ed.) Multidimensional Systems Theory, pp. 184-232. Dordrecht- 
Boston-Lancaster: Reidel Publishing Company. 
Chen, L. S.~ Wang, M. S. (1979). The relative position and number of limit cycles of the 
quadratic differential system. Acta Math. Sinica 32, 751-758. 
Dulac, It. (1908). D~termination et integration d'une certalne classe d'~quatlons diff~rentieUes 
ayant pour point singuller un centre. Bull. Sci. Math. (2) 32, 9.30-252. 
Dulac, It. (1923). Sur les cycles limites. Bull. Soc. Math. France 51, 145-188. 
Hilbert, D. (1901). Mathematische Probleme. Arch. Math. Phys. (3) 1, 44-63; 213-237. 
Jin, X. F., Wang, D. M. (1990). On the conditions of Kuldes for the existence of a centre. Bull. 
London Math. Soc. 22, 1-4. 
Lefschet% S. (1962). Differential Equations: Geometry Theory, 9.nd Edn. New York-London: 
Interscience Publishers. 
254 D. Wang 
Liu, Z. Q., Qin, C. B. (1981). Mechanical deduction of formulas of differential equations (I] 
Sci. Sinica (.4) 24, 313-323. 
Lloyd, iN. G. (1988). Limit cycles of polynomial systems. In: (T. Bedford and J. Swift, eds.) Net 
Directions in Dynamical Systems. LMS s Notes Series 127, pp. 192.234. Cambridge 
Cambridge University Press, 
Lloyd, N. G., Blows, T. R., Ka/enge M. C. (1988). Some cubic systems with several limit cycles 
J~ronlinearity 1, 653-66g. 
Lloyd, N. G., Pearson, J. M. (1990). REDUCE and the bifurcation of lirm't cycles..7.. SgrabMtb 
Computation 9~ 215-224. 
Nemytskii, V. V., Stepanov, V. V. (1960). Qualitative Theory of Differential Equations. New 
Jersey: Princeton University Press. 
Petrovskii, I. G., Landis, E. M. (1955). On the number of limit cycles of the equation dy/dt 
= ~0(=, ~)/Q(=, v) where e and Q are polynomials of second degree. Mat. Sb. (~r.S.) 37, 
209-250 (in Russian); Amer. Math. Soe. Transl. (2) 16(1959), 177-221. 
Petrovskii, I. G., Landis, E. M. (1957). On the number of limit cycles of the equation dy/dt 
= P(z,y) /Q(z,  y) where P and Q are polynomials. Mat. Sb. (N.S.) 43, 149-168 (in 
Russian); Amer. Math. Soc. Transl. (2) 14(1960), 181-200. 
Petrovskii, I. G., Landis, E. M, (1959). Corrections to the articles "On the number of limit 
cycles of the equation dy/dt = P(z,y)/q(=, y) where P and Q are polynomials of second 
degree" and "On the number of limit cycles of the equation dy/dt = P(z, y)/Q(z, y) where 
P and Q are polynomials". Mat. Sb. (N.S.) 48,253-255 (in Russian). 
Qin, Y. X. et el. (1981). Theory and Applications of Motion Stability. Beijing: Science Press 
(in Chinese). 
Qin, Y. X. et al. (1985). Computer deduction of st ability criteria for a class of nonlinear systems. 
J. Qufu Teachers College 2, 1-11 (in Chinese). 
Rift, J. F. (lg50). Differential Algebra. New York: Amer. Math. Soc. 
Saharnikov, N. A. (1950). Solution of the problem of the center and the focus in one case. Akad. 
AYauk SSSR. Prikl. Mat. Meh. 14, 651-658 (in Kussian). 
Shi, S. L. (1980). _& concrete xample of the existence of four limit cycles for plane quadratic 
systems. Sci. Siniea (.4) 23, 153-158. 
Sibirskii, K. S. (1965). On the number of limit cycles in the neighborhood of a singular point. 
Di.fferencialtnye Uravnenija i, 53-66. 
Wang, D. M. (1987a). Mechanical Approach for Polynomial Set and its Related Fields. Ph.D 
thesis (in Chinese), Academia Sinica. 
Wang, D. M. (1987b). Mechanical manipulation of differential systems. MM Research Preprints 
No. I, 38-52. Institute of Systems Science, Academia Sinica. 
Wang, D. M. (1988). The applications of characteristic sets and GrSbner bases to problems 
concerning Liapunov constants. RISC-LINZ Series no. 88-49.1~ Joh. Kepler University. 
Wang, D. M. (1989). A program for computing the Liapunov functions and Liapunov constants 
in Scratchpad II. SIGSAM Bull. 23(4), 25-31. 
Wang, D. M. (1990). A class of cubic differential systems with 6-tuple focus. J. Differential 
Equations 87, 305-315. 
Wang, L., Wang, M. Q. (1979). On V. I. Arnold's problem in the case n = 2. Kexue Tongbao 
8, 342-347. 
Wu, W. T. (1984a). Basic Principles of Mechanical Theorem Proving in Geometries (Part on 
Elementary Geometries). Beijing: Science Press (in Chinese). 
Wu, W.  T. (1984b). Basic principles of mechanical theorem proving in elementary geometries. 
J. Sys. Sci. H Math. Scis. 4~ 207-235; J. Automated Reaaoning2(1986), 221-252. 
Yang, S. F. (1983). On V. I. Arnold's problem in the case n = 3: the stability of higher order 
singular point. Acta Math. Appl. Sinica 6, 439-457 (in Chinese). 
Zhang, Z. F. et el. (1985). Qualitative Theory of Differential Equations. Beijing: Science Press 
(in Chinese). 
