Abstract. In this paper we continue the research started in a previous paper, where we proved that the linear differential equation
with Levitan almost periodic coefficients has a unique Levitan almost periodic solution, if it has at least one bounded solution and the bounded solutions of the homogeneous equation (2)).
If the coefficients of (1) are Bohr almost periodic and all bounded solutions of equation (2) are homoclinic to zero, then the equation (1) admits a unique almost automorphic solution.
In this second part we first generalise this result for linear functional differential equations (FDEs) of the form (3) x = A(t)xt + f (t), as well as for neutral FDEs.
Analogous results for functional difference equations with finite delay and some classes of partial differential equations are also given.
We study the problem of existence of Bohr/Levitan almost periodic solutions of differential equations of type (3) in the context of general semi-group non-autonomous dynamical systems (cocycles), in contrast with the group non-autonomous dynamical systems framework considered in the first part.
Dedicated to Russell Johnson on his 60th birthday

Introduction
The aim of this paper is to analyse the existence of Bohr/Levitan almost periodic and almost automorphic solutions of linear evolution differential/difference equations (functional differential equations with finite delay, neutral functional differential equations, functional difference equations with finite delay and some classes of partial differential equations) with Bohr/Levitan almost periodic and almost automorphic coefficients without Favard's separation condition.
In our paper [5] , this problem was studied for ordinary differential (and difference) equations (the reader can also find in our paper [5] a large bibliography about different generalizations of Favard's theory and some information about applications of Ellis semigroup in this theory). In particular, we established the following result:
The linear differential equation (4) x = A(t)x + f (t)
with Levitan almost periodic coefficients possesses a unique Levitan almost periodic solution, if it has at least one bounded solution and the bounded solutions of the homogeneous equation
are homoclinic to zero (i.e. lim |t|→+∞ |ϕ(t)| = 0 for all bounded solution ϕ of (5)).
If the coefficients of (4) are Bohr almost periodic, and all bounded solutions of equation (5) This paper is organized as follows.
In Section 2, we collect some well known facts from the theory of dynamical systems (both autonomous and non-autonomous). Namely, the notions of almost periodic (both in the Bohr and Levitan senses), almost automorphic and recurrent motions, shift dynamical systems, almost periodic and almost automorphic functions, cocycle, skew-product dynamical systems, and general non-autonomous dynamical systems. We also recall some results from our first part [5] which will be also necessary for our analysis in this paper.
Section 3 is devoted to the study of some general properties of one-sided (semigroup) non-autonomous dynamical systems which permit to extend Theorems 2.6 and 2.11 in our first part [5] to this class of systems. To this respect, it is worth pointing out that, in contrast with the situations in [5] , the examples considered in the present paper only generate semi-group dynamical systems and, therefore, the theory developed in [5] cannot be applied directly to them. Moreover, in order to prove the abstract results in Section 3, new ideas and techniques are necessary. The situation is as follows. Every functional differential (respectively, functional difference or evolution partial differential equation) generates a semi-group nonautonomous dynamical system under some appropriate assumptions. Then, we prove that there exists a two-sided subsystem of the original one-sided one, but being single-valued in the positive direction and set-valued (generally speaking) in the negative direction. So, it is not possible to apply directly the theory developed in our first part [5] . Then, we prove that this system can be embedded into a Bebutov
(ii) there exists a dynamical system (Y, T, λ), a homomorphism h from (X, T, π) onto (Y, T, λ), and an almost periodic (in the sense of Bohr) point y ∈ Y such that h −1 (y) = {x}.
Remark 2.1. 1. Every almost automorphic point x ∈ X is also Levitan almost periodic.
A Levitan almost periodic point x with relatively compact trajectory {π(t, x)
: t ∈ T } is also almost automorphic (see [1] - [4] , [8] , [10] , [14] and [20] ).
In other words, a Levitan almost periodic point x is almost automorphic, if and only if its trajectory {π(t, x) : t ∈ T } is relatively compact.
3. Let (X, T, π) and (Y, T, λ) be two dynamical systems, x ∈ X and the following conditions be fulfilled:
Then, the point x is also Levitan almost periodic.
Let x ∈ X be a st.L point, y ∈ Y be an almost automorphic point and
Then, the point x is almost automorphic too.
Shift Dynamical Systems, Almost Periodic and Almost Automorphic
Functions. Let us recall now a general method to construct dynamical systems on the space of continuous functions. This fact will be important in order to obtain a two-sided dynamical system from a one-sided one, as we explained in the Introduction.
Let (X, T, π) be a dynamical system on X, Y a complete pseudo metric space, and P a family of pseudo metrics on Y . We denote by C(X, Y ) the family of all continuous functions f : X → Y equipped with the compact-open topology. This topology is given by the following family of pseudo metrics {d
and K(X) denotes the family of all compact subsets of X. For all τ ∈ T we define a mapping σ τ : C(X, Y ) → C(X, Y ) by the following equality: (σ τ f )(x) := f (π(τ, x)) (x ∈ X). We note that the family of mappings {σ τ : τ ∈ T} possesses the next properties:
, is continuous and, consequently, the triple
Consider now a useful example of dynamical system of the form (C(X, Y ), T, σ). Example 2.3. Let X = T, and denote by (X, T, π) a dynamical system on T, where π(t, x) := x + t. The dynamical system (C(T, Y ), T, σ) is called Bebutov's dynamical system [17] (a dynamical system of translations, or shifts dynamical system). For example, the equality Remark 2.4. It is known [17, 19] 
It is said that the function ϕ ∈ C(T, Y ) possesses a property
, generated by the function ϕ, possesses this property in the Bebutov dynamical system (C(T, Y ), T, σ). As property (A) we can take periodicity, almost periodicity, almost automorphy, recurrence, etc.
2.3.
Cocycles, Skew-Product Dynamical Systems, and Non-Autonomous Dynamical Systems.
Let (Y, T 2 , λ) be a dynamical system on Y , W a complete metric space, and ϕ a continuous mapping from
Then the triplet W, ϕ, (Y, T 2 , λ) (or shortly ϕ) is called [16] a cocycle on (Y, T 2 , λ) with the fiber W .
Let W, ϕ, (Y, T 2 , λ) be a given cocycle, let X := W × Y, and define a mapping π :
Then it is easy to see that (X, T 1 , π) is a dynamical system on X, which is called a skew-product dynamical system [16] , and h = pr 2 
Thus, if we have a cocycle W, ϕ, (Y, T 2 , λ) on the dynamical system (Y, T 2 , λ) with the fiber W , then it generates a non-autonomous dynamical system (X,
Notice that non-autonomous dynamical systems (cocycles) play a very important role in the study of non-autonomous evolutionary differential/difference equations since, under appropriate assumptions, every non-autonomous differential equation generates a cocycle (a non-autonomous dynamical system).
2.4.
Comparability and Uniform Comparability of Motions by the Character of Recurrence in the Sense of Shcherbakov. Let (Ω, T, λ) be a dynamical system. A point ω ∈ Ω is called (see, for example, [19] and [21] Let (X, h, Ω) be a fiber space, i.e. X and Ω be two metric spaces and h : X → Ω is a homomorphism from X into Ω. The subset M ⊆ X is said to be conditionally relatively compact [6, 7] , if the pre-image h −1 (Ω ) M of every relatively compact subset Ω ⊆ Ω is a relatively compact subset of X, in particular M ω := h −1 (ω) M is relatively compact for every ω. The set M is called conditionally compact if it is closed and conditionally relatively compact. Now we recall some results proved in [5] for a group non-autonomous dynamical systems, and which will be useful for the analysis in this paper.
, h be a two-sided (a group) non-autonomous dynamical system, and ω ∈ Ω be a Poisson stable point. Denote by
where X ω := {x ∈ X| h(x) = ω} and → means the pointwise convergence. 
Then, there exists a unique point
A point x ∈ X is called [17] - [19] comparable with ω ∈ Ω by the character of recur- 
h(x) = ω}. Denote by
A point x ∈ X is called uniformly comparable with ω ∈ Ω by the character of recurrence (see [17] - [19] 
Then, there exists a unique point x ω ∈ X ω , which is uniformly comparable with ω ∈ Ω by the character of recurrence, and such that (7) takes place for all x ∈ X ω . (7) is fulfilled for all x ∈ X ω .
Semi-group Dynamical Systems
Now we prove similar results to the ones in [5] (and which have been stated in Section 2), but for one-sided (semi-group) non-autonomous dynamical systems. The reason is that the applications to be analysed in Section 4 only generate semigroups rather than groups.
, where ϕ : T + ×W ×Ω → W ) be a semi-group non-autonomous dynamical system (respectively, a semi-group cocycle), where
A continuous mapping γ : 
Then, there exist a point u ∈ Q and an entire trajectory ν of the semi-group cocycle ϕ passing through the point
Proof. Since the point ω 0 ∈ Ω is Poisson stable in the positive direction, then there is a sequence {τ n } → +∞ such that λ(τ n , ω 0 ) → ω 0 . Denote by ν n the function from C(T, W ) defined by the equality ν n (t) = ϕ(t + τ n , u 0 , ω 0 ) for all t ≥ −τ n and ν n (t) = u 0 for all t ≤ −τ n . We will show that the sequence {ν n } is relatively compact in C(T, W ). To this end it is sufficient to show that the sequence {ν n } is equi-continuous on every interval [−l, l] (l > 0), because ν n (T) ⊆ Q by definition of ν n , and Q is a compact subset of W . If we suppose that it is not true, then there exist l 0 , ε 0 > 0, δ n → 0 and t
Without loss of generality we can assume that τ n ≥ l 0 and, conse-
. From the last equality and (8) we have
n . Then, taking limits in (9) as n → ∞, we obtain
This contradiction proves our statement.
Thus, the sequence {ν n } is relatively compact in C(T, W ) and, consequently, without loss of generality we can suppose that it is convergent. Denote by ν its limit. Then, it is easy to see that 
Under the conditions of Lemma 3.2 the non-autonomous dynamical system
, generated by the cocycle ϕ, has at least one entire tra-
and suppose that the following conditions hold:
Then, there exist a point x ∈ H + (x 0 ) and an entire trajectory γ of the semi-group dynamical system (X,
Proof. Since the point ω 0 ∈ Ω is Poisson stable in the positive direction, then there is a sequence {τ n } → +∞ such that λ(τ n , ω 0 ) → ω 0 . Denote by γ n the function from C(T, X) defined by equality γ n (t) = π(t + τ n , x 0 ) for all t ≥ −τ n and γ n (t) = x 0 for all t ≤ −τ n . We will show that the sequence {γ n } is relatively compact in C(T, X). Let l > 0, and Ω ⊆ Ω be a compact subset containing the sequence {ω n } (ω n := λ(τ n , ω 0 )) and its limit ω 0 ). Since the set
, Ω )) is relatively compact. Now we will verify that the sequence {γ n } is equi-continuous on the interval [−l, l]. If we suppose that it is not true, then there exist ε 0 > 0, δ n → and t
Without loss of generality, we may consider that the sequence {γ n (−l)} is convergent, and denote its limit byx. From inequality (10) we have
n , γ n (−l))). Passing to the limit in equation (11) as n → ∞, and taking into consideration (13), we obtain ε 0 ≤ ρ(π(l +t,x), π(l +t,x)) = 0, wheret := lim
n . This contradiction proves our statement. Thus, the sequence {γ n } is equi-continuous on [−l, l] , and the set ∪ ∞ n=1 γ n ([−l, l]) is relatively compact. Taking into account that the number l > 0 is arbitrary we conclude that the sequence {γ n } is relatively compact in C(T, X). We may suppose that the sequence {γ n } is convergent. Denote by γ := lim n→∞ γ n , then g(0) = x := lim n→∞ π(τ n , x 0 ) and γ is an entire trajectory of
This result will allow us to construct below a group non-autonomous dynamical system on the space of entire trajectories which is induced by a semigroup nonautonomous dynamical system.
The entire trajectory γ of the semigroup dynamical system (X, T + , π) is said to be comparable with ω ∈ Ω by the character of recurrence ((Ω, T, λ) is a two-sided dynamical system) if N ω ⊆ N γ , where N γ := {{t n } ⊂ R | such that the sequence {γ(t + t n )} converges uniformly with respect to t on every compact from T, i.e. it converges in the space C(T, X). 
(T) ⊆ M }. It is easy to see that the setM is invariant, i.e. π(t,M ) =M for all t ∈ T + . Moreover,M is the maximal invariant set which is contained in M .
Denote by Φ(M ) the family of all entire trajectories γ of a semi-group dynamical system (X, T + , π) with condition γ(T) ⊆ M .
Lemma 3.6. Assume that (X, T + , π), (Ω, T, λ), h is a semi-group non-autonomous dynamical system, M a conditionally compact subset of X, andM = ∅. Then, the following statements hold: (i) the setM is closed; (ii)Ω := h(M ) is a closed and invariant subset of (Ω, T, λ); (iii) Φ(M ) is a closed and shift invariant subset of C(T, M ) and, consequently, a shift dynamical system (Φ(M ), T, σ) is induced on Φ(M ) by the Bebutov dynamical system (C(T, M ), T, σ); (iv) the mapping H : Φ(M ) →Ω defined by the equality H(γ)
the map H is continuous and
x n with x n ∈M . Then, for each n ∈ N, there exists γ n ∈ Φ(M ) such that γ n (0) = x n . We will show that the sequence {γ n } is relatively compact in C(T, M ), i.e. with respect to the compact-open topology. Let l > 0, and Ω ⊆ Ω be a compact subset containing the sequence {ω n } (ω n := h(x n )) and its limit ω :
, Ω )) is relatively compact. Now we will check that the sequence {γ n } is equi-continuous on the interval [−l, l]. If we suppose that it is not true, then there exist ε 0 > 0, δ n → and t
Without loss of generality, we may consider that the sequence {γ n (−l)} is convergent and denote its limit byx. From inequality (13) we have (14) ε
n , γ n (−l))). Passing to the limit in (14) as n → ∞, and taking into account (13), we obtain ε 0 ≤ ρ(π(l +t,x), π(l +t,x)) = 0, wheret := lim
n . This is a contradiction which proves our statement. Thus the sequence {γ n } is equi-continuous on [−l, l] and the set ∪
is relatively compact. Noticing that the number l > 0 is arbitrary, we conclude that the sequence {γ n } is relatively compact in C(T, M ). We may suppose that the sequence {γ n } is convergent. Denote by γ := lim n→∞ γ n , then g(0) = x and γ is an entire trajectory of (X, T + , π) such that γ(T) ⊆ M . This means that the point x belongs toM , i.e.M is closed.
(ii)
Let us now prove that the setΩ = h(M ) is closed. Indeed, let ω := lim
where ω n ∈Ω and Ω ⊆ Ω is a compact subset such that ω, ω n ∈ Ω for all n ∈ N.
(Ω ) and, consequently, it is relatively compact. We may suppose that the sequence {x n } is convergent, and denote by x its limit. It is clear that x ∈M , becauseM is closed. It is now sufficient to note that h(x) = ω and, consequently, ω ∈Ω. From the equality
the invariance of the setΩ follows. 
for all t ∈ T + and s ∈ T and, consequently, σ(τ, γ) ∈ Φ(M ) for all γ ∈ Φ(M ) and τ ∈ T.
(iv) The continuity of the mapping H follows from its definition, because H = Ev • h is the composition of two continuous mappings: h : X → Ω and Ev : C(T, X) → X, defined by equality Ev(γ) := γ(0). To finish the proof of this fourth statement we note that , γ) ) for all t ∈ T and γ ∈ Φ(M ).
(v)
We will prove now that the set Φ(M ) is conditionally compact with respect to (Φ(M ),Ω, H). Let Ω ⊆Ω be a compact subset, and {γ n } a sequence in Φ(M ) ∩ h −1 (Ω ). Reasoning as in the proof of the first statement, we can prove that the sequence {γ n } is relatively compact.
(vi)
Finally, we will establish the last statement. The implication b.⇒ a. is evident. Now, we prove that a. ⇒ b. If we suppose that it is not true, then there exist ε 0 > 0 and |t n | → +∞ such that
Thanks to Remark 2.4, the inequality (15) is equivalent to
Since the mappings γ 1 and γ 2 are continuous on T, then there exists a sequence
It is clear that |τ n + t n | → +∞ as n → ∞, and passing to the limit in (16) as n → ∞, and taking into account condition a., we obtain ε 0 ≤ 0. This contradiction proves our statement, and the lemma is completely proved. 
for all entire trajectories γ 1 and γ 2 of the semi-group dynamical system (X, T + , π) with the conditions:
Then, there exists a unique entire trajectory γ of (X, T + , π) possessing the following properties: On the other hand, there exists a sequence {t n } ∈ N ω 0 ⊆ N γ i (i = 1, 2) such that |t n | → +∞ and, consequently, we have
i.e. γ 1 = γ 2 , and the theorem is therefore proved. 
Then, there exists a unique entire trajectory γ of (X, T + , π), which is comparable with ω 0 ∈ Ω by the character of recurrence, and which satisfies the following properties:
Proof. This statement can be proved by a slight modification of the arguments in the proof of Theorem 3.8.
Corollary 3.10. Let ω 0 ∈ Ω be a stationary (τ -periodic, almost automorphic, recurrent, Levitan almost periodic, Poisson stable) point. Then, under the conditions of Theorem 3.8 there exists a unique stationary (τ -periodic, almost automorphic, recurrent, Levitan almost periodic, Poisson stable) entire trajectory γ of the dynamical system (X, T + , π) such that γ(T) ⊆ H
+ (x 0 ).
Proof. This statement follows directly from Theorem 3.8 and Remark 2.7.
The entire trajectory γ of the semi-group dynamical system (X, T + , π) is said to be uniformly comparable with the point ω of the group dynamical system (Ω, T, λ) by the character of recurrence, if M ω ⊆ M γ , where M γ := {{t n } ⊂ T | the sequence σ(t n , γ) converges in the space C(T, X)}.
Theorem 3.11. Let (X, T + , π), (Ω, T, λ), h be a semi-group non-autonomous dynamical system. Suppose that the following conditions are fulfilled:
Then, there exists a unique entire trajectory γ of (X, T + , π) possessing the following properties:
(ii) h(γ(0)) = ω 0 ; (iii) γ is uniformly comparable by the character of recurrence with ω 0 ∈ Ω.
Proof. Let M := H + (x 0 ). Then, by Lemma 3.4 we have that Φ(M ) = ∅. Consider the group non-autonomous dynamical system (Φ(M ), T, σ), (Ω, T, λ), H (see Lemma 3.6 and its proof). By Lemma 3.4 the point ω 0 belongs toΩ. According to Lemma 3.6, all conditions of Theorem 2.11 are fulfilled and, consequently, we obtain the existence of at least one entire trajectory γ of the dynamical system (X, T + , π) which is uniformly comparable with ω 0 ∈ Ω by the character of recurrence, and γ(T) ⊆ H + (x 0 ). To finish the proof it is sufficient to show that there exists at most one entire trajectory of (X, T + , π) with the properties (i)-(iii). Let γ 1 and γ 2 be two entire trajectories satisfying (i)-(iii). In particular, γ i (T) ⊆ H + (x 0 ) and
On the other hand, there exists a sequence {t n } ∈ N ω 0 ⊆ N γ i (i = 1, 2) such that |t n | → +∞ and, consequently,
i.e. γ 1 = γ 2 , and proof is complete. 
Then, there exists a unique entire trajectory γ of (X, T + , π), which is uniformly comparable with ω 0 ∈ Ω by the character of recurrence, and such that γ(T) is relatively compact.
Proof. This statement follows by a slight modification of the proof of Theorem 3.11. Proof. This statement follows easily from Theorem 3.11, and Remarks 2.7 and 2.10.
Compatible and Uniformly Compatible Solutions of Linear Functional Differential/Difference Equations
In this section we will establish interesting dynamical properties for some classes of linear differential/difference systems with delays, as well as for some linear partial differential equations. 
Linear Functional-Differential Equations with
Example 4.1. Consider the non-homogeneous linear functional-differential equation with finite delay
and its corresponding homogeneous linear equation
where A ∈ C(R, A) and f ∈ C(R, R n ).
Denote by ϕ(t, u, (A, f )) the solution of equation (17) defined on R + (respectively, on R) with the initial condition ϕ(0, u, (A, f )) = u ∈ C, i.e. ϕ(s, u, (A, f )) = u(s) for all s ∈ [−r, 0]. Byφ(t, u, (A, f )) we will denote below the trajectory of equation (17), corresponding to the solution ϕ(t, u, (A, f )), i.e. the mapping from R + (respectively, R) into C, defined byφ(t, u, (A, f ))(s) := ϕ(t + s, u, (A, f )) for all t ∈ R + (respectively, t ∈ R) and s ∈ [−r, 0].
Let ϕ(t, u i , (A, f )) (i = 1, 2) be two solutions of equation (17), then
where | · | C (respectively, | · |) is the norm on the space C (respectively, R n ).
Along with equation (17) (respectively, (18)) we consider the family of equations
(respectively, Then we can prove the following result. , (A, f ) ) be a solution of equation (17), which is bounded on R + , and let (X, R + , π), (Y, R, ), h be a non-autonomous dynamical system generated by equation (17) . Then, the set
Lemma 4.2. Let ϕ(t, u
{(φ(t, u, (A, f )), (A t , f t )) | t ≥ 0} := H(u, (A, f ))
is conditionally compact with respect to (X, h, Y ).
Proof. Let K be an arbitrary compact subset of Y := H(A, f ) and
) and the subset K is compact, then we can suppose that the sequence
On the other hand, for every k ∈ N, there exists t k ∈ R + such that
Denote by
for all t ∈ R + . By the inequality (22) we may suppose that the sequence {(A t k , f t k )} is convergent. Since the solution ϕ(t, u, (A, f )) is bounded on R + , from the equality (23) it follows that the sequence {ψ k } is bounded and equi-continuous on every compact [−r, l] (l > 0) subset of [−r, +∞). Thus, the sequence {ψ k (t)}:={φ (t,φ(t k , u, (A, f )), (A t k , f t k ))} is relatively compact in C(R + , C) and, consequently, the sequence {φ(t k , u, (A, f ))} = {ψ k (0)} ⊂ C is relatively compact too. From the inequality (22) and the relatively compactness of the sequence {φ(t k , u, (A, f ))}, it follows that the sequence {u k } is also relatively compact.
A solution ϕ ∈ C(R, R n ) of equation (17) is called compatible by the character of
Remark 4.3. 1. Note that the sequence {ϕ t n } converges in C(R, R n ), if and only if the sequence {φ t n } converges in C(R, C), whereφ : R → C is defined by the equalitỹ ϕ(t)(s) := ϕ(t + s) for all s ∈ [−r, 0] and t ∈ R.
As a consequence of the previous statement it holds that
N ϕ = Nφ. Theorem 4.4. Let (A, f ) ∈ C(R, A) × C(R, R n ) be
Poisson stable. Suppose that the following conditions hold:
(i) equation (17) admits a solution ϕ(t, u 0 , (A, f ) ) which is bounded on R + ; (ii) all the solutions of equation (18) , which are bounded on R, tend to zero as the time tends to ∞, i.e. lim |t|→+∞
|ϕ(t, u, A)| = 0 if ϕ(t, u, A) is bounded on
R.
Then, equation (17) possesses a unique compatible solution ϕ(t,ū, (A, f )) which is bounded on R.
Proof. First of all, we prove that equation (17) admits at most one compatible solution. Indeed, if we suppose that it is not true, then there are at least two compatible solutions ϕ(t, u i , (A, f )) (i=1,2 and u 1 = u 2 ) defined and bounded on R.
is also Poisson stable. On the other hand, ψ(t) = ϕ(t, u 1 − u 2 , A) is a solution of equation (18), bounded on R, and, consequently, lim
This fact and the Poisson stability of ψ imply that ψ(t) = 0 for all t ∈ R. In particular, u 1 − u 2 = ψ(0) = 0. This contradiction proves our statement. Now we will prove that equation (17) admits at least one compatible solution.
Denote by (X, R + , π), (Y, R, σ), h the non-autonomous dynamical system generated by equation (17) 
Now, to finish the proof, it is sufficient to refer to Theorem 3.8 and Corollary 3.9. Proof. This statement follows from Theorem 4.4 and Corollary 3.10.
Corollary 4.5. Under the conditions of Theorem 4.4, if
(A, f ) ∈ C(R, A) × C(R, R n ) is τ -periodic
Corollary 4.6. Under the conditions of Theorem 4.4, if
(A, f ) ∈ C(R, A) × C(R, R n ) is almost automorphic,
then equation (17) admits a unique almost automorphic solution.
Proof. Since the function ϕ(t,ū, (A, f ) ) is bounded on R, and the functions A ∈ C(R, A) and
On the other hand, by Corollary 4.5 the functionφ is Levitan almost periodic and, consequently, it is almost automorphic. Proof. This statement follows from Corollary 4.6 because every Bohr almost periodic function is almost automorphic.
Corollary 4.7. Under the conditions of Theorem 4.4, if
A solution ϕ ∈ C(R, R n ) of equation (17) is called (see [17] , [19] ) uniformly compatible by the character of recurrence if M (A,f ) ⊆ M ϕ , where M (A,f ) := {{t n } ⊂ R | such that the sequence {(A t n , f t n )} is convergent} (respectively, M ϕ := {{t n } ⊂ R | such that the sequence {ϕ t n } is convergent}).
Remark 4.8. Observe that the first item of Remark 4.3 implies
Suppose that the following conditions hold: (17) admits a solution ϕ(t, u 0 , (A, f ) ) which is bounded on R + ; (ii) for all B ∈ H(A) the solutions of equation (20) , which are bounded on R, tend to zero as the time tends to ∞, i.e. lim
is bounded on R.
Then, equation (17) has a unique uniformly compatible solution ϕ(t,ū, (A, f )).
Proof. Note that under the conditions of the theorem, equation (17) admits at most one uniformly compatible solution. Indeed, every uniformly compatible solution is compatible. On the other hand, by Theorem 4.4, equation (17) admits a unique compatible solution.
Now we prove that equation (17) admits, at least, a uniformly compatible solution. Indeed, since the function ϕ(t, u 0 , (A, f )) is bounded on R + , and the functions A ∈ C(R, A) and f ∈ C(R, R n ) are bounded on R, then ϕ(t, u 0 , (A, f )) is uniformly continuous on R + . Thus, the trajectoryφ(t, u 0 , (A, f )) of equation (17) is relatively compact on R + . Denote by (X, R + , π), (Y, R, σ), h the semi-group nonautonomous dynamical system generated by equation (17) . Under the conditions of the theorem, the positively invariant set H + (x 0 ) ⊂ X (where
To finish the proof it is sufficient to refer to Theorem 3.11 and Corollary 3.12.
Corollary 4.10. Under the conditions of Theorem 4.9, if
(A, f ) ∈ C(R, A) × C(R, R n ) is τ -
periodic (respectively, Bohr almost periodic, almost automorphic, recurrent), then equation (17) admits a unique τ -periodic (respectively, Bohr almost periodic, almost automorphic, recurrent) solution.
Proof. This statement follows from Theorem 4.9 and Corollary 3.13.
Neutral Linear Functional-Differential Equations.
Example 4.11. Now consider the neutral functional-differential equation
where A ∈ C(R, A), and the operator D ∈ A is atomic at zero (see [11, p.67] ).
Along with equation (24) (respectively, (25)), we consider the family of equations
(respectively,
where 
Proof. This statement can be proved by modifying slightly the proof of Theorem 6.1 from [11, p.293] .
Suppose that the following conditions hold:
(ii) for all B ∈ H(A), the bounded on R solutions of equation (25) 
Then, equation (24) possesses a unique uniformly compatible solution ϕ(t,ū, (A, f )).
Proof. Let us first prove that equation (24) admits, at least, a uniformly compatible solution. Indeed, since the function ϕ(t, u 0 , (A, f )) is bounded on R + , and the functions A ∈ C(R, A) and f ∈ C(R, R n ) are bounded on R, then ϕ(t, u 0 , (A, f )) is uniformly continuous on R + . By Lemma 4.12,φ(R + , u 0 , (A, f )) is relatively compact in C. Denote by (X, R + , π), (Y, R, σ), h the semi-group non-autonomous dynamical system generated by equation (24) . Under the conditions of the theorem, the positively invariant set H + (x 0 ) ⊂ X (where
Now to finish the proof it is sufficient to refer to Theorem 3.11 and Corollary 3.12.
Corollary 4.14. Under the conditions of Theorem 4.13 if [15, 22] 
and corresponding homogeneous linear equation
where A ∈ C(Z, A) and f ∈ C(Z, E). 
Let ϕ(t, u
i , (A, f )) (i = 1, 2) be two solutions of equation (28), then lim |t|→∞ |ϕ(t, u 1 , (A, f )) − ϕ(t, u 2 , (A, f ))| = lim |t|→∞ |φ(t, u 1 , (A, f )) −φ(t, u 2 , (A, f ))| C .
Along with equation (28) (respectively, (29)) we consider the family of equations
where (28) 
is conditionally compact with respect to (X, h, Y ).
Proof. This statement is obvious.
A solution ϕ ∈ C(Z, E) of equation (28) is said to be compatible by the character of recurrence if 
Then, equation (28) has a unique compatible solution ϕ(t,ū, (A, f )).
Proof. First of all, we will prove that under the conditions of the theorem, equation (28) admits, at most, a compatible solution. If we suppose that it is not true, then there are at least two compatible solutions ϕ(t, u i , (A, f )) (i=1,2 and u 1 = u 2 ) defined and bounded on Z.
is also Poisson stable. On the other hand, 
Now to finish the proof it is sufficient to refer to Theorem 3.8 and Corollary 3.9. Proof. This statement follows from Corollary 4.20 because every Bohr almost periodic function is almost automorphic.
Corollary 4.19. Under the conditions of Theorem 4.18, if
A solution ϕ ∈ C(Z, E) of equation (28) is called (see [17] , [19] ) uniformly compatible by the character of recurrence if We will now prove that, under the conditions of the theorem, equation (28) (28) Below we consider a class of differential equation which satisfies conditions (i) and (ii). The results of [9, 12, 13] 
imply that equation (34) satisfies conditions (i) and (ii).
Consider the corresponding homogeneous equation Applying the results of Sections 2-3 to this system, we obtain the following statements. Proof. Denote by (X, R + , π), (Y, R, σ), h the semi-group non-autonomous dynamical system, generated by equation (34) (see Example 4.25). By Lemma 2.5, the positively invariant set H + (x 0 ) ⊂ X (where x 0 := (u 0 , (A 0 , A, f )) ∈ X and H + (x 0 ) := {π(t, x 0 ) | t ∈ R + }) is conditionally compact. Now, to finish the proof, it is sufficient to apply Theorem 3.8.
(R, E) (respectively, C(R, [E])). Let ϕ(t, v, (B, g)) (respectively, ϕ(t, v, B)) be the solution of equation (36) (respectively, (37)) that satisfies the condition ϕ(0, v, (B, g)) = v (respectively, ϕ(0, v, B) = v).
We put Y := H(A, f ) and denote the dynamical system of shifts on H(
