Motivated by the study of trace for Schramm-Loewner evolutions, we consider evolutions of planar domains governed by ordinary differential equations with holomorphic vector fields F defined on the upper half plane H. We show a smoothing effect of the presence of noise on the boundary behaviour of associated conformal maps. More precisely, if F is Hölder, we show that evolving domains vary continuously in uniform topology and their boundaries are continuously differentiable Jordan arcs. This is in contrast with examples from deterministic setting where the corner points on the boundary of domain F (H) may give rise to corner points on the boundaries of corresponding evolving domains.
Introduction and Results.
In this article we consider evolutions of planar domains governed by ordinary differential equations (ODEs) with holomorphic vector fields. Let H := {z ∈ C|Im(z) > 0} be the upper half plane and F : H → H be a holomorphic function. Let U : [0, ∞) → R be a continuous real valued function with U 0 = 0. One can construct a family of simply connected planar domains by letting H evolve under the flow of the equation
(1.1)
For (s, t) ∈ ∆ := {(s, t)|0 ≤ s ≤ t < ∞}, let ϕ(s, t, z) denote the value of solution Z to equation (1.1) at time t solved with the initial condition Z s = z ∈ H. Note that since F is holomorphic on H, viewing (1.1) as a time dependent ODE, solution Z is uniquely well defined till the time the solution escapes H. Also, since Im(F (z)) > 0 for z ∈ H and U is real valued, , equation (1.1) is known as reverse time Loewner differential equation driven by driving function U, also see interesting related works [9] , [10] which considers more general vector fields F . Since our main result doesn't apply to Loewner chains and is related to it only on a heuristic level, we postpone an introduction to the theory of Loewner chains and its relation to (1.1) till section 5. The main goal of this paper is to exhibit a clear distinction in the properties of planar evolution H when U is a deterministic and regular driver versus when U is a random and irregular driver. We will show that random and irregular drivers have some inbuilt smoothing effects which can not be expected when U is a generic deterministic regular driver. We thus argue that the fundamental reason behind the existence of trace for deterministic and random Loewner chains are in fact different, see section 5.1.
We will restrict ourselves to Hölder continuous functions F . Recall that for α ∈ (0, 1], F is locally α-Hölder if for all bounded subsets A ⊂ H, ||F || α,A := sup z,w∈A
F is called globally α-Hölder if ||F || α := sup A⊂H ||F || α,A < ∞. Hölder holomorphic functions typically arise as Riemann uniformizing maps of simply connected domains whose boundary may have corners but has no cusps. Such domains are called Hölder domains, examples include domains bounded by various fractal curves such as von Koch snowflake. Riemann uniformizing maps of domains H s,t is by definition given by conformal maps ϕ(s, t, .). Boundaries of domains H s,t can be thus understood by studying the boundary behaviour of maps ϕ(s, t, .) which in turn is intricately connected to the boundary behaviour of F . Our main result is the following theorem answering questions (a)-(c) when F is Hölder and U is a sample path of standard Brownian motion B defined on a filtered probability space (Ω, {F t } t≥0 , F , P). Domains in the corresponding stochastic evolution H will in fact have continuously differentiable boundaries even if boundary of F (H) may have corners (we however do not require F to be injective). We denote the complex derivative of a holomorphic function G(z) by G ′ (z). H = H ∪ R is the closed upper half plane. Theorem 1. Let F be an uniformly bounded and globally α-Hölder holomorphic function. Then almost surely for all ω ∈ Ω and U = B(ω), (i) ϕ extends continuously to ∆ × H. In fact, ϕ is jointly η-Hölder on compact subsets of ∆ × H for all η < . Further, for all s ≤ t, ϕ(s, t, .) is injective on H. In particular, boundaries of domains in H are continuously varying Jordan arcs.
(ii) ϕ ′ extends continuously to ∆ × H and for each s ≤ t, ϕ ′ (s, t, .) is η-Hölder on compact subsets of H for all η < α. Remark 1.1. We have assumed F to be uniformly bounded only to guarantee that the solution to (1.1) doesn't explode in finite time and the flow ϕ is globally well defined. This assumption can be replaced by Osgood-type conditions on F , e.g. F (z) = O(|z|) as z → ∞ which implies non-explosion of solution in finite time. The global Hölder condition on F can also be replaced by local Hölder condition by using a localisation argument. For brevity, we will work with the global boundedness and global Hölder assumptions on F and leave the details of the general case to interested readers. Remark 1.2. A classical result known as Kellogg-Warschawski Theorem states that Riemann uniformizing map of a Jordan domain has derivative which is η-Hölder on H for some η ∈ (0, 1) if and only if the boundary of such a domain can be parametrized by a C 1+η (i.e. differentiable with η-Hölder derivative) function defined on [0, 1]. Thus, Theorem 1-(ii) can be equivalently stated by saying that boundary of H s,t is of class C 1+η . Such an equivalence is no longer true for Hölder domains, i.e. for class C α , α ∈ (0, 1). It is not enough for a domain with the boundary which can be parametrized by a Hölder function to be a Hölder domain and one requires the boundary to be Hölder in its conformal parametrization, see Privalov-Hardy-Littlewood Theorem in [5, Chapter 2] and [6, Chapter 3] . Example 1.1. To emphasize on the smoothing effect of noise term B in Theorem 1, consider the case of F (z) = z α for α ∈ (0, 1). It is easy to check that F is α-Hölder. The function F maps H to the infinite sector formed by rays {y = tan(πα)x, x ≥ 0} and {x ≥ 0} meeting at origin and F (H) has a corner at origin. If we consider the equation dZ t = F (Z t )dt without the noise term B, the flow ϕ can be explicitly solved and is given by
Clearly, ϕ ′ doesn't extend continuously to 0 for all s < t and domains ϕ(s, t, H) will in fact have a corner at the point ϕ(s, t, 0). Theorem 1 shows that in the presence of noise, such corners get smoothed out. Example 1.2. Various examples of random simply connected domains can be constructed with different choices of holomorphic functions F : H → H. Such functions are also called Nevanlinna-Herglotz functions and are completely characterized by the representation formula
where C, D are reals with D ≥ 0 and µ is a Borel measure on R satisfying R dµ(x) 1+x 2 < ∞. More examples can be produced by iterating the above scheme. Denote ϕ = ϕ F to show its dependence on F . Starting with any function F , one can construct a sequence of holomorphic vector fields {F n } n≥0 with F 0 = F and F n+1 (z) = ϕ Fn (0, 1, z). In the special case when
is the complement of Schramm-Loewner-Evolution SLE κ curve in H which clearly has a fractal boundary. However, when κ = 4, it was proven in [7] that F 1 (H) is a Hölder domain and Theorem 1 implies that the second iteration F 2 (H) will in fact have continuously differentiable boundary.
Theorem 1 has its root in earlier works on the phenomena of regularization by noise, see [11] , [12] , [13] , [14] and references there in. A similar result as Theorem 1 was proven in [12, Theorem 5] using partial differential equation (PDE) techniques. A key difference between [12, Theorem 5] and Theorem 1 is that though the equation (1.1) is a two dimensional system of real valued equations, a one dimensional noise term B is enough to produce smoothing effects. The fact that F is complex differentiable on H is very crucial in our case so that the set where F is irregular is indeed one dimensional. We however believe that PDE techniques from [12] can be used to give a different proof of Theorem 1, see section 5.2 for a brief sketch of their approach and how to adapt it to our case. Our proof of Theorem 1 is purely based on stochastic analysis and it will even allow one to consider non-Hölder functions F satisfying certain conditions. For such conditions on F , we refer the interested reader to [16] where we have used the same technique as in this paper but in a slightly different context.
To prove Theorem 1, we will consider (1.1) starting from a point on R = ∂H interpreted as a stochastic differential equation (SDE). We will establish the existence and uniqueness of strong solution to such SDEs. But since unique strong solutions are only well defined upto a set of P measure 0, we require some additional arguments to prove the almost sure joint continuity of ϕ. Continuity of ϕ ′ will be established by obtaining an exponential identity for difference of solutions to (1.1) starting from two different points, see Proposition 4.1 for details.
The organization of this article is as follows. In section 2, we establish some preparatory lemmas used in the proof of Theorem 1. In section 3, we prove the strong uniqueness of solution to (1.1) starting on R. Section 4 contains the proof of Theorem 1. We close the article with some concluding remarks in section 5.
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2 Some Preliminary Lemmas.
Itô formula in complex 1-dimension.
We will use Itô formula as a fundamental tool in our proof. We recall it here in a non-standard form. We will be interested in H valued semimartingales of form W t = L t + B t where L is a H valued almost surely continuous and bounded variation process and B is real valued standard Brownian motion both adapted to the filtration {F t } t≥0 . W is actually a two dimensional semimartingale with the real valued martingale component, but we will view W as a complex 1-dimensional process and use the complex field multiplication to define quadratic variation process [W ] of W in the usual sense, i.e.
[W ] t := lim
where P denote partitions of [0, t] and the limit is taken in probability. Clearly, since L is of bounded variation and B is real valued, [W ] t = t. Itô formula gives the semimartingale decomposition for processes of form G(B t ) where G is a continuously twice real differentiable function. Since we are working with complex field operations, we naturally consider complex differentiable or holomorphic functions G and compute the semimartingale decomposition of process G(W t ) as sum of a C valued martingale and a bounded variation process.
Lemma 2.1. Let G : H → C be a holomorphic function, i.e. G is holomorphic in an open set containing H. Then almost surely,
Proof. The proof follows easily using the power series expansion of holomorphic functions locally around each point in H and details are left to the reader.
Linear differential equations in the complex plane.
We will use linear differential equations of form dS t = S t dV t as another basic tool in our proof. We first recall some standard facts about Riemann-Stieltjes integrals. Given continuous
is well defined. Further, the integration by parts formula holds:
Next, given a continuous function V : [0, T ] → C, consider equations of form
where we will a priori assume that S : [0, T ] → C is a continuous bounded variation function and the right hand side of equation (2.2) is well defined as a Riemann-Stieltjes integral. We will crucially use the following lemma.
Lemma 2.2. Let S be a continuous bounded variation function and V be a continuous function satisfying (2.2). Then,
(ii) if S 0 = 0, then V is of bounded variation and
Proof. For the part (i), let Z(S) = {t|S t = 0} denote the zero set of S which contains t = 0 by assumption. If S is not identically zero, then [0, T ] \ Z(S) is a non empty open set and it can be written as countable union of disjoint open intervals. Thus, there exists an interval (a, b) such that S a = 0 and S t = 0 for all t ∈ (a, b). Then it easily follows that for all ǫ > 0 small enough and t ∈ (a + ǫ, b),
Evaluating the real part both sides gives log |S t | − log |S a+ǫ | = Re(V t ) − Re(V a+ǫ ). Taking ǫ → 0+ gives a contradiction. Thus S is identically zero.
For the part (ii), if S 0 = 0, it follows from the proof of part (i) that S t = 0 for all t and
Thus V is of bounded variation.
ThenS is of bounded variation and solves dS t =S t dV t . So, d{S −S} t = {S −S} t dV t with S 0 −S 0 = 0. It then follows from part (i) that S t =S t which finishes the proof.
3 Uniqueness of strong solution to (1.1) starting on R.
In this section we fix a x ∈ R (x can also be a F 0 measurable random variable) and consider the SDE
We next establish the existence and uniqueness of H valued strong solution, also see [17] for a related work. 
Note that S is of bounded variation. Since H is simply connected and F is holomorphic on H, there exists a holomorphic function G (unique upto constant) defined on H such that G ′ (z) = F (z). Since F is continuous on H, G also extends continuously to H. Let
Note that V is almost surely a continuous process. We claim that almost surely,
where the right hand side is a Riemann-Stieltjes integral as discussed in section 2.2. Equation 
where
Note that F y , G y converge uniformly on compacts subsets of H to F, G respectively as y → 0+. Thus, from standard facts about Itô stochastic integrals, almost surely V y converge uniformly to V as y → 0+. Since S is of bounded variation, using properties of Riemann-Stieltjes integral discussed in section 2.2, 
Proof of Theorem 1.
We complete the proof of Theorem 1 in this section by providing candidates for continuous extensions of ϕ and ϕ ′ to ∆ × H. For (s, t, z) ∈ ∆ × H, with a slight abuse of notation, we use the same symbol ϕ(s, t, z) to denote the random variable defined by the value at time t of the strong solution to (1.1) with the initial condition Z s = z. Note that we have used Proposition 3.1 to produce the unique strong solution and the joint law of random variables {ϕ(s, t, z)} (s,t,z)∈∆×H is uniquely well defined. It also follows from Proposition 3.1 that for all fixed s ≤ u ≤ t and z ∈ H, almost surely ϕ(s, t, z) = ϕ(u, t, ϕ(s, u, z)) and ϕ(s, s, z) = z. 
where The following Proposition is the key to Theorem 1. (ii) For p ≥ 2, there exists a constant C = C(p, F, T ) depending only on p, F and T such that
, there exists a constant C = C(p, F, T ) depending only on p, F and T such that for all 0 ≤ s ≤ t ≤ T , 0 ≤ u ≤ v ≤ T and z, w,z,w ∈ H,
Proof. (i) Let S t = ϕ(s, t, z) − ϕ(s, t, w). Then
Similarly as in the proof of Proposition 3.1, it follows that almost surely, (ii) We will use to denote inequalities upto multiplication by constants C depending only on p, F, T which may change from line to line. W.l.o.g. we can assume s ≤ u. If t ∈ [s, u], we use the bound
Since in this case |t − s| ≤ |s − u| and |v − u| ≤ |v − t|, the claim follows using standard moment bounds on increments of Brownian motion. When t ≥ u, using the flow property, ϕ(s, t, z)−ϕ(u, v, w) = ϕ(u, t, ϕ(s, u, z))−ϕ(u, v, w).
it is enough to get the desired moment estimate on |ϕ(u, t, ϕ(s, u, z)) − ϕ(u, t, w)|. Using previous part (i),
Again, since ϕ(s, u, z) is F u measurable and |ϕ(s, u, z) − w| |z − w| + |s − u| + |B s − B u |, it suffices to show that
To this end, note that V = 2(I − J) and
Fernique Theorem implies that if q 1, then E{exp[q|B t − B u |]} 1. Thus, using Hölder inequality, it suffices to prove that for q 1,
Note that Re(J θ ) is a martingale with [Re(J 
and
Thus
Again using the Burkholder-Davis-Gundy inequality and previous part (ii), Θ(s, t, z, w, u, v,z,w)
and putting together all the above different cases completes the proof.
Proof of Theorem 1. From the moment estimate obtained in Proposition 4.1-(ii), it follows using Kolmogorov-Chentsov Theorem that the random field {ϕ(s, t, z)} (s,t,z)∈∆×H has a continuous modification which is also almost surely η-Hölder on compact subsets of ∆ × H for all η < . With an abuse of notation, we will use the same symbol ϕ to denote its continuous version. Similarly, using Proposition 4.1-(iii), the random field {J(s, t, z, w)} (s,t,z,w)∈∆×H×H also has a continuous modification which is almost surely η-Hölder on compact subsets of ∆ × H × H for all η < α 2
. Again, we use the same letter J to denote its continuous version. It follows that V = 2(I − J) is almost surely continuous as well and Proposition 4.1-(i) implies that almost surely for all (s, t, z, w) ∈ ∆ × H × H,
This implies that ϕ(s, t, .) is injective and continuously differentiable on H with ϕ ′ (s, t, z) = exp[V (s, t, z, z)] completing the proof.
5 An Informal Discussion.
Trace of Loewner chains.
We first briefly recall some basics about chordal Loewner's theory in the upper half plane H, see [1] for details.
Let γ be a continuous injective curve from the compact time interval [0, T ] into H ∪ {0} with γ(0) = 0. Loewner's theory provides a way to encode the curve γ via a real valued function U which will be called the driving function or simply the driver of γ which is defined as follows.
Note that for each t ≥ 0, H t := H \ γ[0, t] is a simply connected domain and there exists a unique conformal map g t from the slit domain H t onto H satisfying the so called hydrodynamic normalization given by lim z→∞ (g t (z) − z) = 0. The map g t is called the mapping-out function of the set K t := γ[0, t]. Laurent series expansion of g t at infinity yields a non-negative constant b t depending on K t such that
The constant b t is called the half-plane capacity of K t and denoted by b t = hcap(K t ). It is easy to see that t → hcap(K t ) is continuously increasing. Thus it is possible to choose a parameterization of γ so that hcap(K t ) = 2t for all t ∈ [0, T ]. The mapping out function g t also admits a continuous extension to the boundary point γ t of the domain H t . The driver U is then defined by U t := g t (γ t ) which can be easily shown to be a continuous real valued function. The significance of the driver U comes from the fact that it describes the evolution of the conformal maps g t (z) in variable t via Loewner differential equation (LDE) given by
In fact one can also recover the curve γ from U as follows. For each z ∈ H \ {0}, let [0, T z ) with T z ∈ (0, ∞] denote the maximal interval of existence of the unique solution to equation (5.1). Also define T 0 = 0. Then
The procedure described above can also be naturally reversed. Given any continuous real valued function U with U 0 = 0, define g t (z) for z ∈ H \ {0} to be the solution of (5.1). Let T z for z ∈ H be similarly defined as above. Then
defines an increasing family of compact sets in H. The family K = {K t } t∈[0,T ] is called the Loewner chain driven by U. As in the previous case, H t := H \ K t is simply connected and g t is the unique conformal map mapping H t to H satisfying hydrodynamic normalization. The Loewner chain K also satisfies hcap(K t ) = 2t and the so called conformal local growth property meaning that the radius of g t (K t+s \ K t ) tends to 0 as s → 0+ uniformly with respect to t. However, in full generality, K t may not be locally connected and it cannot always be written as the image set γ[0, t] for a continuous curve γ, e.g. logarithmic spirals, see [4] . Even if this is the case, the curve γ may be non-simple and K t has to be described by filling the loops in the image γ[0, t]. We say that the Loewner chain K driven by U admits a trace or synonymously U generates a trace if there exist a continuous curve γ : [0, T ] → H such γ 0 = 0 and for all t ∈ [0, T ], H t is the unbounded component of H\γ[0, t]. We then call γ is the trace of the Loewner chain K.
2) is a special case of (1.1) driven by time reversal of U with the vector field F (z) = −2/z and above raised questions (a)-(c) translates into the study of trace of Loewner chains. A natural question to ask is for which drivers U does the associated Loewner chain K admits a trace? It was proven in [2] , [3] that if U is 1/2-Hölder with ||U|| 1 2 < 4, then U generates a simple curve γ. In the random setting when U t = √ κB t , where κ > 0 and B is standard Brownian motion, the existence of trace γ which are called Schramm-Loewner-Evolution (SLE κ ) was shown in [7] (for κ = 8) and [8] (for κ = 8). Theorem 1 suggests that there is a clear distinction between existence of trace for 1/2-Hölder drivers and Brownian drivers because Brownian drivers produce smoothing effects which is attributed to its high irregularity. Since Hölder condition on U only measures its regularity by putting an upper bound on its modulus of continuity, 1/2-Hölder drivers will typically not produce any smoothing effects. Heuristically speaking, the phenomena of existence of trace for Loewner chains is not just dependent on how regular the driver is but it is also dependent on its irregularity to some extent. In a recent work Catellier-Gubinelli [15] introduced the notion of ρ-irregularity of functions which captures such smoothing effects from a deterministic point of view.
A PDE approach to Theorem 1.
We briefly sketch a different approach based on the work of Flandoli-Gubinelli-Priola [12] to prove Theorem 1. The idea is to find an appropriate univalent map (i.e. injective and holomorphic) Φ : H → C and consider the transformation Y t = Φ(Z t ), where Z solves (1.1) with U = B. By appropriately choosing Φ, (1.1) can be transformed into a SDE for Y whose coefficients have more regularity than that of F . The function Φ is chosen as the unique solution to the following second order ODE (which is actually a PDE in disguise because of the differentiation w.r.t. complex variable z) An argument is required to verify that Φ is indeed an univalent function. Hadamard's global inverse function theorem was used in [12] to verify the injectivity (for large enough λ) in their case. Testing univalency of holomorphic functions is more subtle and Hadamard's theorem will not apply in this case. However, there are various known criterion such as Becker's univalence criteria for such purposes, see [5] .
One can easily check using Itô formula that Y t = Φ(Z t ) satisfies dY t =F (Y t )dt + σ(Y t )dB t , Y 0 = Φ(z), (5.5) whereF (z) = λ(z − Φ −1 (z)) and σ(z) = Φ ′ (Φ −1 (z)). It is expected that function Φ has C 2+α regularity on R, i.e. twice differentiable with α-Hölder second derivative. Indeed, in [12] where the authors deal with multidimensional Brownian motion, the second derivative term in (5.3) is replaced by the Laplacian and since F is α-Hölder, 2 + α regularity of Φ is a consequence of Schauder's estimate from elliptic regularity theory. Schauder's estimate do not strictly apply in our case because of the B is one dimensional and there is no Laplacian term. But, since F is holomorphic on H and it is irregular only on R, it is expected that Φ will indeed have 2 + α regularity. Thus, functionsF , σ have 1 + α regularity and classical results of Kunita [18] on stochastic flows imply that equation (5.5) has C 1+α regular stochastic flow. Transforming (5.5) back to (1.1) using Φ −1 gives a different proof of Theorem 1.
