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ABSTRACT 
In this paper we give a proof for convergence of the initial value adjusting method, described in 
detail in part I, based on Kantorovich's theorem. Under standard assumptions on the dynamics, 
boundary conditions, and initial approximations, a quadratic onvergence rate is obtained. 
I. INTRODUCTION 
In part I, [1], an iterative method, called the initial 
value adjusting method, was given for the numerical 
solution of a general class of nonlinear multipoint 
boundary value problems containing discontinuities. 
Several examples were given which had jump discon- 
tinuities, as would arise from interface conditions, in 
one or more of the components of the solutions. For 
these examples, the convergence rate appeared to be 
quadratic. It is well known that quasilinearization 
techniques possess uch a property and several differ- 
ent proofs have been given, including one which applies 
Kantorovich's theorem to give the convergence prop- 
erty of the Newton-Raphson method in the proper 
Banach space [2]. 
In this paper we show that Kantorovich's theorem 
can be suitably extended so as to include the changing 
values of the perturbation parameter in the initial 
value adjusting method and consequently prove that 
this method also possesses quadratic onvergence. 
Standard assumptions are required for the smoothness 
of the dynamics and boundary conditions between 
the boundary points and for the closeness of the 
initial approximations to the exact initial values. 
In the next section the problem and algorithms for 
both the extended quas'dinearizationmethod and 
initial value adjusting method with discontinuities 
are briefly described. Details required later in the 
paper are given, but the full description isgiven in 
part I. The main result concerning quadratic on- 
vergence is contained in section 3. 
For convenience the norms of vectors and matrices 
are taken as 
II x II = max I x i [ and II A II -- max I I. 
i=l ..... n i , j=l  ..... n aij 
2. ALGORITHMS 
Suppose that the first order system of differential 
equations 
~= f(x,t) ,  agtgb ,  (2.1) 
where x is an n-dimensional vector, describes the 
dynamics of a given problem and the boundary con- 
ditions that are prescribed include points where the 
solution is continuous and other points where jump 
discontinuities in one or several of the components 
may occur. It is convenient to think of the solutions 
as being discontinuous: at all of the interior boundary 
points and we use the notation x (t +) for right and left 
limits at t -- t i. We then write the boundary conditions 
in vector form as 
g[x(t~), x(t~), x(t~) ..... x ( t+_ l  ), X(tm) ] = 0, (2.2) 
a=t l<. . .<tm=b,  m~ 2. 
We assume ghas n(m -1) components and append 
missing continuity conditions to (2.2), if necessary, 
to guarantee this. We consider f(x, t) to be twice con- 
tinuously dffferentiable with respect to x in regions 
Dj of the xt-space bounded by the hyperplanes t = tj 
and t = tj + 1' J = 1 ..... m -1, and g to be twice con- 
tinuously dffferentiabh in its arguments in the region 
~2 given by 
+ ~m × × × × "m-1 × ' 
+ {xl + ~j = (x, t ; )  e Dj ). 
The algorithms adjust values iteratively at all of the 
boundary points except he end point t m = b. We con- 
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sider first an algorithm corresponding to the quasi- 
linearization technique for the solution of (2.1) and 
(2.2). At the k-th step of the procedure, initial ap- 
proximations, kx(ti), are given at t = t i (i=1 ..... m-l)  
and the resulting initial value problems 
~=f(x, t ) ,  t ig  tg  t i+ 1, (2.3a) 
x (ti)= kx(t+), (2.3b) 
are solved with solutions denoted by kx(i)(t). Let 
kx(t) denote the function given by kx(i)(t) for 
t i g t < t i +1 (i= 1 ..... m-l) .  The boundary condi- 
tions are replaced by 
kg = g [kx(t~), kx(t~ )..... kx(t+_l ), kx(tm) ] = O. 
(2.4) 
If k~ (t, t~ ) is the n x n transitional matrix satisfying 
~( t , t+)=fx(kx ,  t) ~ (t, t~" ), t i ,g t , t i+  1, 
(2.5a) 
(t +, t +) = I n , i= 1 ..... m-1 (2.5b) 
then subtracting (2.31) at the k-th iteration from that 
at the (k + 1)-st iteration, expanding in a truncated 
series about kx(t), and using (2.5), we have 
k + lx(t~ ) = kx(t~ ) + k~ (t~, t+l)[ k + lx(tT_l) 
- kx(t+l) ] ,  ti_ lg t ,g t  i. 
This value is then used in the truncated series expan- 
sion of k + lg about [kx(t~), kx(t?) ..... kx(tm) ] in 
order to obtain 
kg + m~l + 
i=1 { ak$ akg k*  (ti'+l' t+) } 
ax(t + ) ax(tT1 +1) 
• {[k + lx(t+ ) _ kx(t+)l } = 0. (2.6) 
From (2.6), we can rearrange terms to obtain the 
algorithm 
k S (kx) [k + 1 x _ kx] = _ kg, (2.7) 
where 
kx = [kx(t~ )' kx(t~ ) ..... kx(t+m-1)]' (2.8) 
and the adjusting matrix has the form 
k S = (ks(1) ..... ks(m-I)),  (2.9) 
where the n(m-1) x n submatrices k (i) are given by 
ks(i)= ~k[~ ~k~ k~(ty+l , t+) ,  (2.10) 
ax(t ') + ax(t + 1) 
i= 1 ..... m-1. 
If ks is nonsingular, then a new set of initial condi- 
tions is obtained from (2.7). 
The algorithm for the initial value adjusting method is 
obtained in a similar fashion, however the adjusting 
matrix can be obtained irectly from the computations. 
For this method, the initial value problems (2.3) are 
perturbed in each iteration by a small positive amount, 
ke, at each boundary point and in each direction, so 
that we consider 
~=f(x , t ) ,  t ig tg t i+ l ,  (2.111) 
x(t i) = kx(t+) + keej, (2.1!b) 
(i = 1 ..... m -1; j = 1 ..... n) where ej is the unit vector 
in the j-th direction. We denote the solution by ky(i) (t) 
and set J 
k~j (t, t +, ke) = [ky(i)(t) - kx(i)(t)] / ke, (2.12) 
t i g t g ti+ 1. 
Then k6/j = [f(kx(i) + kek~j ,  t ) -  f (kx(i), t) l /ke and 
k~j + + (t i , t i , ke) = ej. By expanding in a truncated 
series about kx(i)(t), we have 
k~j = fx (kx(i), t) kg,j + k e fxx (kx(i), e)(ko/j) 2/2 
+ 0 (ke2) (2.13a) 
where fx' fxx and 0(ke 2) represent the Jacobian and 
second derivative of the components of f respectively, 
and the higher order terms. Therefore 
t 
k*j(t ,  t+, ke)= k~(t,  t +) ej + ke ~i kq~(t' s) fxx(kx(i)'s) 
. [k~j (s, t +) ej] 2 ds/2 + 0 (ke2). (2.13b) 
For each i= 1 ..... m- l ,  j = 1 ..... n and k= 0,1 ..... 
we now use (2.11b), (2.12) and (2.13b) in an expan- 
sion about [kx(t~), kx(t~) ..... kx(tm) ] to obtain 
ks(i)(ke) = {g [kx(t~), kx(t?) ..... kx(t~), 
k (i),_+, k (i),-- _kg jY ~ti), jY ~ti+l) ,kx(t++l ) ..... kx(tm)] }/ke 
+ ke[kgxx(t+)ej2 + kgxx(t~'+l) k~j(t~-+l, t +, ke)2]/2 
+ 0(ke2) = 3kg akg k~(t~+l , t+)e  j 
ax(q) ej + ax(t + 1) 
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ftti + 1 k~ (t~+ 1' S)fxx (kx(i)'s)[k~(s't+) Lemma 3.1 
• ej] 2 dsl2 + kgxx(t+)e2 ' 
+ kgxx (tT+ 1) [kq¢ (t~'+ 1' t+)ej 12 }:+ higher order 
terms. (2.14) 
Using all but the higher order terms, we now let 
ks(i)(ke) the j-th n(m-1) x n be column of  an matrix 
ks(i)(ke) and finally consider the n(m-1) x n(m-1) 
matrix given by 
ks (kx, ke) = [ks(1)(ke) ... ks(m-1)(ke)]. (2.15) 
Analogously to (2.7) for the quasilinearization tech- 
nique, we now have the algorithm 
k + I x = k x _ k S (kx, ke)-I kg (2.16) 
for the initial value adjusting method. The adjusting 
matrices for the two algorithms are clearly related. 
From (2.14) and (2.15) we have that the j-th columns 
of ks(i)(ke) and ks(i) satisfy 
i i ke uj/2, (2.17) sj (ke) = sj + 
where 
uj = akg f ti +1 
ax(t~+ 1) ti kxt'(ti+l'S)fxx (kx(i)'s) 
2 • [(k~(s, t +) ej] 2 as + kgxx(t+ ) ej 
+ kgxx (t~+l) [k~ (t~+l, t+)ej]2, (2.18) 
for i = 1 ..... m -1. We use u(kx) to denote the matrix 
havingjth column given by (2.18). 
In [1] the following theorem is established. 
Theorem 2.1 
Let ks and ks(ke) be the adjusting matrices defined 
by (2.9), (2.10) and (2.17), (2.18) respectively. Then 
lira ks(ke)=ks,  k=0,1  .... .  
ke-- 0 
It is also shown in the next section that if ks-1 exists 
and if ke is sufficiendy small, then ks(ke)-i also 
exists. 
3. CONVERGENCE PROOF 
Before giving the main theorem, we state a well known 
result due to Banach [3], that is required. 
Let A be an n x n matrix and 0 < c < 1. If II A II = c 
then (I n - A) -1 exists and II(I n - A) -1 II • 1/(1 - c).(3.1) 
We now show that the algorithms (2.7) and (2.16) cor- 
responding to the quasilinearization technique and initial 
value adjusting method have a quadratic onvergence 
property. The proof uses Kantorovich's theorem and 
extends ideas given in [4] for algebraic equations. Let 
ks and ks(ke) be the adjusting matrices of (2.7) and 
(2.16) respectively for the multipoint boundary value 
problem given by (2.1) and (2.2). 
Theorem 3.2 
Suppose that there exist positive constants ~0' IIo' M 
and K such that 
(i) for the initial approximation Ox = [Ox(t~), 
°x(t~), Ox( t+- l ) l  e a T x x a + . . . .  "'" m-1 we have 
II Os-l(Ox)II • B0' (3 .2 )  
ll°gll • IIo; (3.3) 
(il) for k= O, 1 ..... and x,y ea~ × ... x a+m_l 
11 ks(x) - Os(y) 11 • M [1 x - y [1; (3.4) 
(iii) for k = 0, 1 ..... x e ~ x. . .  x ~2+ m-l '  and (x, t) e D, 
m~l rk ,t + 
K = max [M, II u(kx) II, II i = I I gxx~ i ) 
+ kgxx(t~+l)k~(t~+l , t+)2 } 11 ], (3.5) 
where kgxx(t~) represents he second order derivative 
ofg at kx(t+); 
(iv) the constants above satisfy 
K B0 If0 < 2; (3.6) 
(v) the perturbation parameters, ke satisfy 
0 < 0e g B0 If0 (3.7a) 
and 
0< ke• rain {k-le, Bk Ilk}for k= 1,2 ..... (3.7b) 
where 
go 2 rlo , (3.8) , h 0 = 3K B 0 B 0 = 
i - °eK ~o/2 
and 
Bk _ Bk -I  , ii k = i hk_1 Ilk -1' 
1 -hk_ 1 
1 h2k-1 ; (3.9) 
hk = -2 (1-hk_ l )  2 
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and finally 
1 (iv) h 0 < ~-. 
Then there is a point x* in the cube 
1 
1 - (1 - 2h0) 2 
{x I II x - 0xll < h0 B0 II0} (3.10) 
which is an exact initial condition for the multipoint 
problem (2.1) and (2.2), and the iterates generated 
from the algorithms (2.7) and (2.16) satisfy 
(2h0)2k-1 B 0 II 0, k = 0, 1, 2 . . . .  
II kx-  x* l[ g 2 k -  1 (3.11) 
Proof 
We proceed to show, for a given initial approximation, 
0x, and perturbation parameters, ke satisfying the 
hypotheses, that the sequence of iterates, kx, defined 
by (2.16) is a Cauchy sequence. A proof for the quasi- 
linearization algorithm (2.7) can be obtained by using 
ke = 0 for all k. 
For the iterates 0x and lx we first establish 
I 0 : II 0g II ,~ H0; 
1 II 0 : h 0 < -~- ; 
III 0 : II 0s-l(0x, 0e) II < B0; 
IV 0 : 0s-l(0x, 0e) [0S(0x, 0e)- lS(lx, le)],~ 2KB2I l  0. 
The first two are given as hypotheses. From (3.2), (3.5), 
(3.6) and (3.7a) we have 
[i ~__g.e [0S-1 (0x)U(0x)]-111 [i 0s-l(0x)l[ ~ B0 
0e n 0 K 
1- -  - -  
= B0"  2 
Noting the definition of 0S(0x, 0e) from (2.17), we 
have that III 0 is established and thus ix is determined. 
From (2.16), (3.3) and III0, 
II i x -  0xll ~ II 0S(0x, 0e)II II 0gll < B 0 1I 0 
1 
1 - (I - 2h0) 2 
'~ h0 B0 110' (3.12) 
the last inequality showing that lx is in the cube (3.10). 
If we now use (3.4), (3.5), (3.7) and III 0, then 
II °s- l (°x,  0e) [°S(°x, 0e) - 1S( lx, lel U 
L0e+ le) K] ,  2KIIoB2, 'g B0[Ml l0x- lx l l  + T 
(3.13) 
which proves IV 0. 
Using the definitions given by (3.9), we now show that 
relationships I 0 - IV 0 are valid when the indices are 
increased by one; i.e. for the iterates lx and 2x we 
want to prove 
I l : i l lgI]~Il l ;  
ii 1:hI<__1. 
2' 
III I : ]l 1S-1 (lx, le) [I ~ B 1 ; 
and 
IV I : [[ I s - l ( I x ,  le) [IS(Ix; le) -  2S(2x, 2e)] ~ 2KB 2 II 1. 
The second inequality is easy to see and for III 1 we set 
H = I - 0s-l(0x, 0e) [0S(0x, 0e) - lS(lx, le)]. 
Using IV 0 (3.8) and the lemma, we fmd that H has an 
inverse satisfying 
[] H - I  I[ < 
1 -h 0" 
Therefore 1s(lx, le) - 0S(0x, 0e)H has an inverse 
and from III0, 
B o 
I] ls-1(lx,  le)I] < 1-h o - S r  
Next we establish I 1. Expanding lg in a truncated 
series about [0x(q), 0x(t ) ..... 0X(tm)], we have 
0 e lg = 0g + 0S(0x, 0e) (1 x _ 0x) _ T U(°x) (ix - 0x) 
1 m-10  + 
+ ~ i~ l  [ gxx ( t i )  + 0gxx(t71 +1) 0q, (ty+ 1' t+)2] (1 x _ 0x)2 
and thus from (3.5), (3.7a), (3.8) and (3.12) 
0e 1 1 II0h 0 Ill" ,lg,,,T BOnO+ TKB2n , T - _  
To prove IV1, we use I 1 and III 1 to obtain 
II 2x - Ix l] = II l s - i  ( lx, le) lg I] ~ B 1 II l, 
and then proceed in the same way as IV 0 was proved. 
If the sequence 0x, lx ..... is replaced by lx, 2x ..... 
then clearly the above arguments can be repeated. We 
fred that 
{Ik+l x_k  x l l<B kI I  k , k=0,1 ,2  ..... (3.14) 
Since 
< l  and hk,~ 1 (2h0)2k ' k= l ,  2 ..... 1 1 
2 1 -hk_  1 -2- 
then 
1 (2h0)2k-1 B0 110" Bk Ilk '; hk - l " "  h0 B0 II0 = ~-  
(3.15) 
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Using the identity 
1 
BklIk [1 - (1 -2hk)2] -Bk+l l l k+ l  [1 
h-"-~ hk + 1 
1 
- (1 -2hk+l )  2] = Bk Ilk , k=0,1  ..... 
we have, for any integer j, that 
I1 k +Jx - kx II • II k +Jx - k +j -1 x II + ... + II k +lx-kxll 
• Bk +j - 1 Ilk +j -1 + "'" + Bk Ilk 
1 
• BkII.k, [1_(1_2hk)2] • 2BkI I  k 
h k 
1 (2 ho )2k - 1 B0 ii0, (3.16) 
Thus the adjusting matrices are all bounded independ- 
endy of k so that 
II kgll • K 1 I Ik+lx  - kxll. 
By continuity, 
[I g [x* (t 7) . . . . .  x* (t +m -1)' x* (t m)]1[ = 0. 
Corollary 3.3 
The convergence rates for the algorithms (2.7) and 
(2.16) are quadratic. 
Proof 
Let #k denote the bound for [[ kx - x* [[ from (3.11). 
Since 0 < h 0 < 1 ,  we have 
2 
lira log#k+1 -2 .  
k --, oo log tt k 
where the last inequality is from (3.15). Since h 0 < 1 
2 '  
this term tends to zero independently ofj, and there- 
fore {kx} is a Cauchy sequence and consequently 
has a limit x*. From (3.16) and (3.12) it is clear that 1. 
all iterates, and thus x* also, are in the closed cube 
defined by (3.10). Inequality (3.11) is obtained from 
(3.16) by letting j tend to infinity. 
Finally it remains to show that x* is an exact initial 2. 
condition for the multipoint problem (2.1), (2.2). 
From the algorithm (2.16) we have 
3. 
kg = _ ks(kx, ke) (k + I x _ kx) 
and using (3.4) and (3.5) we have 4. 
[[ ks(kx, ke)II • II kS(kx, ke) - 0S(0x, 0e)II 
1 
+ II °s (°x, °e)ll • KBoII0 [1 - (1-2h0)~-] 
h 0 
+ 0e K + II 0S (0x, %)11. 
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