Abstract. Let H be a right quaternionic Hilbert space and let T be a quaternionic normal operator with the domain D(T ) ⊂ H. Then for a fixed unit imaginary quaternion m, there exists a Hilbert basis Nm of H, a measure space (Ω, µ), a unitary operator U : H → L 2 (Ω; H; µ) and a µ -measurable function φ : Ω → Cm (here Cm = {α + mβ; α, β ∈ R}) such that
Introduction and Preliminaries
In 1936, Birkhoff and von Neumann [4] introduced the idea of formulating quantum mechanics in quaternion setting. Later several authors continued the study of quaternionic Hilbert spaces in various directions (see [1, 2, 7, 8, 9, 10, 14] for details). There was no suitable notion of spectrum of quaternionic linear operators until the concept of spherical spectrum was proposed, in 2007, by Colombo, Gentile, Sabadini, and Struppa [5] . By using the concept of spherical spectrum, Alpay, Colombo and Kimsey [3] proved the spectral theorem for unbounded quaternionic normal operator. In [11, 12] , Ghiloni, Moretti and Perotti defined the continuous slice functional calculus and proved spectral theorem in quaternion setting.
In quantum mechanics most of the operators we encounter are unbounded, for example, position operator, momentum operator and Schrödinger operator [13] . The similar situation occur in quaternionic setting also. One of the most important operators in quantum mechanic is the position operator, which is nothing but a multiplication operator defined on a Hilbert space. This is a normal operator. In fact, it is well known, in the classical theory of operators, that every normal operator is a multiplication operator induced by a suitable function. One can ask whether the same is true or not in quaternionic setting. Though this question is addressed in various forms in the literature (see for example [12, 14] ), we prove a version of the multiplication form of the spectral theorem, which exactly look like the classical one.
We organize this article in four sections. In the first section we recall basic properties of the ring of quaternions, quaternionic Hilbert spaces and quaternionic operators. In the second section, we prove the following results:
• every complex Hilbert space is a slice Hilbert space • a linear operator between two complex Hilbert spaces can be extended to a unique right linear operator between quaternionic Hilbert spaces, and • multiplication form of the spectral theorem for bounded quaternionic normal operator.
In the final section, we extended the spectral theorem for unbounded quaternionic normal operators via the bounded transform.
1.1. Quaternion ring. The set of all expressions of the form q = q 0 +q 1 i+q 2 j+q 3 k, where q ℓ ∈ R for ℓ = 0, 1, 2, 3 is denoted by H. Here i, j, k satisfy the following:
(1)
The addition of two expressions in H is same as in C, and the multiplication is given by Equation (1) . Note that H is a non commutative division ring called quaternion ring and the expressions in H are called quaternions. Let
Then the conjugate of q is denoted by q, is defined by q = q 0 − q 1 i − q 2 j − q 3 k. The real part of q, re(q) := q 0 and the imaginary part of q, im(q) = q 1 i + q 2 j + q 3 k. The modulus of q is defined by
The imaginary unit sphere is defined by S := {q ∈ H : q = −q, |q| = 1}. For m ∈ S, C m := {α + mβ : α, β ∈ R} is a real subalgebra of H, called the slice of H. In fact, C m is isomorphic to the complex field C through the mapping α + mβ → α + iβ. Note that for m = ±n ∈ S, we have C m ∩ C n = R. Moreover, H = m∈S C m . The upper half plane of C m is defined by C + m = α + mβ; α ∈ R, β ≥ 0 . Let p, q ∈ H. Then the relation defined by p ∼ q ⇔ p = s −1 qs, for some s ∈ H \ {0} is an equivalence relation [11] . The equivalence class of p, denoted by [p] , is given by (1) x|x ≥ 0, for all x ∈ H. In particular, x|x = 0 ⇔ x = 0.
(2) x|y + z · q = x|y + x|z · q, for all x, y ∈ H and q ∈ H. (3) x|y = y|x , for all x, y ∈ H. 
is a right quaternionic Hilbert space with the inner product defined by
is a C m -Hilbert space with the inner product defined by
Definition 1.6. Let (Ω, µ) be a measure space and fix m ∈ S. If φ : Ω → C m is measurable, then (1) essential supremum of |φ| is defined by
(2) essential range of φ is defined by Note that every quaternionic Hilbert space H admits a Hilbert basis N (see [11, Proposition 2.6] ). Moreover, every x ∈ H can be uniquely decomposed as follows:
In this case, the norm of T , defined by
We denote the set of all densely defined closed operators and bounded operators between H 1 and H 2 by C(H 1 , H 2 ) and B(H 1 , H 2 ) respectively. In particular, C(H, H) = C(H) and B(H, H) = B(H). Let S, T ∈ C(H). Then S is a restriction of T (or) T is an extension of S, denoted by S ⊂ T , if D(S) ⊆ D(T ) and Sx = T x, for all x ∈ D(S). 
The spherical resolvent of T , denoted by ρ S (T ), is defined as the set of all q ∈ H satisfying the following three properties:
Then the spherical spectrum of T is defined by σ S (T ) := H \ ρ S (T ). 
Remark 1.12. Let m ∈ S, J ∈ B(H) be anti self-adjoint and unitary that is
It is observed from Remark 1.12 that every slice Hilbert space is a C m -Hilbert space, for some m ∈ S. We prove the converse, that is every C m -Hilbert space is a slice Hilbert space, in the following section.
Extension of C m -Hilbert space to a quaternionic Hilbert space
It is proved in the literature that a C m -linear operator (m ∈ S) on a slice Hilbert space H Jm + can be extended uniquely to a right linear operator on H (see [11] for details) and the converse is true with some condition. We recall the result here.
The following facts holds:
On the other hand, let V :
Furthermore, [11, Theorem 5.9 
Remark 2.2. In particular, if T ∈ B(H) is normal, then there exist an anti selfadjoint and unitary J ∈ B(H) such that T J = JT (see

] for details). Thus Proposition 2.1 holds true for quaternionic normal operators.
In case of unbounded operators, the existence of commuting J is given by [12, Theorem 7.4 ]. We give a proof for the same via bounded transform, which is different from the existing proofs in the literature.
. Then Z T has the following properties: 
Now we show that J commutes with the inverse of (I − Z *
Hence the result.
Lemma 2.5. Let J ∈ B(H) be an anti self-adjoint and unitary. If
Proof. By Proposition 2.1, we have
It is enough to show that (I H Jm
Next we prove that a linear operator on any C m -Hilbert space K can be extended uniquely to a quaternionic linear operator on some quaternionic Hilbert space H, which is associated to K. It is enough to prove that K = H 
This implies that (a
Therefore H is separable.
Assume that H is separable. Let D ⊂ H be a countable dense set. If x ∈ H, then there exist (x ℓ ) ⊆ D such that
Clearly,
Hence H Jm + is separable. 
We define addition and scalar multiplication on H as follows:
(x, y) + (z, w) := (x + z, y + w), for all (x, y), (z, w) ∈ H.
Let q ∈ H. Then q = α + β · n, for some α, β ∈ C m , where n ∈ S is such that m · n = −n · m. Define a right scalar multiplication by
where ·|· K is the inner product on K. Let (x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ) ∈ H and q ∈ H. Then the following hold:
(1) Equation (5) implies that
Moreover,
(3) Conjugate property:
This implies that ·|· is an inner product on H. The induced norm on H is given by
Since K is complete, we see that H is complete with respect to the norm defined in Equation (6) . Therefore H is a right quaternionic Hilbert space.
If we identify x in K by (x, 0) then x + y · n is identified by (x, y). That is x + y · n = (x, 0) + (y, 0) · n = (x, 0) + (0, y) = (x, y).
Here we used Equation (4) to conclude (0, y) = (y, 0) · n. From now onwards we write x + y · n instead of (x, y) ∈ H. Define J : H → H by
We shall prove that J is anti self-adjoint and unitary. Let
This implies that
Therefore J * = −J and J * J = JJ * = I.
It implies that y = 0, that is x ∈ K. Conversely, if x ∈ K then J(x) = x · m, it shows that x ∈ H 
Next, we generalize Proposition 2.1 for linear operators between two C m -Hilbert spaces. 
On the other hand, let
Proof. First we show that the extension is unique. Let n ∈ S be such that m · n = −n · m. Then q ∈ H can be written by q = q 0 + q 1 m + q 2 n + q 3 mn, where q ℓ ∈ R for ℓ = 0, 1, 2, 3.
Define Φ : H 1 → H 1 by (7) Φ(x) = x · n, for all x ∈ H 1 .
It is clear that Φ is anti
This implies D( T ) = D(T ) ⊕ Φ(D(T ))
. By the assumption on T , we have
The definition of T in Equation (8) is determined by T . Hence the extension is unique.
To show the existence, define D( T ) := D(T )⊕Φ(D(T )). It implies that D( T ) H
In fact by Equation (8), we have T (x) = T (x), for all x ∈ D(T ).
Proof of (1): If T :
This implies that T ≤ T . Hence T = T . Proof of (2):
Conversely, assume that
, by the uniqueness of extension, we have V = U .
Our aim is to prove that
Jm + , for some anti self-adjoint and unitary J ∈ B(L 2 Ω; H; µ) . To establish this result, we need the following theorem.
where
Clearly, F ℓ is C m -valued function on Ω, for ℓ ∈ {1, 2}. Since
Since
Corollary 2.13. Let (Ω, µ) be a measure space and m ∈ S. Then there exist an anti self-adjoint and unitary J ∈ B(L 2 (Ω; H; µ)) such that
Proof. Let f ∈ L 2 (Ω; H; µ). Then by Theorem 2.12, we can write
As in the Proof of the Proposition 2.8, we can show that J is anti self-adjoint and unitary, and
Spectral theorem: Bounded operators
In this section we prove the spectral theorem (multiplication form) for bounded normal operators on a quaternionic Hilbert space. We recall the spectral theorem in complex Hilbert spaces. 
By Theorem 3.1, there exist a measure space (Ω, µ), a C m -valued µ-measurable function φ on Ω and a unitary operator
(Ω; H; µ) and x ∈ Ω, we have
That is M φ is a multiplication operator induced by φ. By Theorem 2.11, U + has a unique extension U : H → L 2 (Ω; H; µ) such that
Hence U * M φ U = T . Proof of (1): It is clear from Proposition 2.1 (1) , that T = T + and since T + = ess sup(|φ|), we have T = ess sup(|φ|).
Proof of (2): We know that σ(T + ) = ess ran(φ). By Lemma 2.9, we have
If H is separable, by Lemma 2.6, H Jm + is separable. Therefore by Theorem 3.1, (Ω, µ) is σ-finite. By Equations (9) and (10), we have
Let us denote ψ = φ(1 − |φ| 2 ) This shows that π is one to one as well as well defined. If h ∈ L 2 (Ω 0 ; C m ; ν), then h • ξ ∈ L 2 (Ω; C m ; µ) such that π(h • ξ) = h. This implies π is onto. Let g ∈ L 2 (Ω; C m ; µ) and h ∈ L 2 (Ω 0 ; C m ; ν). Then This implies π * (h) = h • ξ, for all h ∈ L 2 (Ω 0 ; C m ; ν). It can be verified that π * π = ππ * = I. First we express L η in terms of L ψ . Later we construct unitary
This shows π * L η π = L ψ . Define
The following diagram helps in understanding the construction of unitary operators.
We claim that V + is unitary and V * + L η V + x = T + x for all x ∈ D(T + ). Since π and U + are unitary, it can be easily seen that V * + V + = V + V * + = I. Then by Equation (11), we have
Now extend the operator T + to the operator T in H by using Proposition 2.1 and Theorem 2.11. The rest of the proof follows in the similar lines as in the case of bounded operators. Let L η = M η and V + = V . Then by extension of T + we get
where M η is the quaternionic multiplication operator in L 2 (Ω 0 ; H; ν).
