Soft-sensor is the most common strategy to predict hard-to-measure variables in the wastewater treatment processes. However, existence of a large number of hard-to-measure variables always renders a generic single-output soft-sensor inadequate. This study developed multi-output soft-sensors using Multivariate Linear Regression model (MLR), Multivariate Relevant Vector Machine (MRVM) and Multivariate Gaussian Processes Regression (MGPR) models aiming to predict multiple hard-to-measure variables simultaneously and to capture the joint distribution of the response variables. This, in turn, ensures that the proposed soft-sensors are not just able to obtain prediction values, but also to indicate the credibility of information for hard-to-measure quantities. To further compromise the computational overhead of multi-output soft-sensors, improved Variable Importance in Projection (VIP) and Least Absolute Shrinkage and Selection Operator (Lasso) are proposed to reduce the dimensions of data, thereby alleviating the complexity of predicted models. The proposed methodologies were firstly demonstrated by applying the design algorithm to a wastewater plant (WWTP) simulated with the wellestablished model, BSM1, then extended to a full-scale WWTP with data collecting from the field. Results showed that the proposed strategy significantly improved the prediction performance.
Introduction
Process monitoring and stable operation of wastewater treatment processes have become essential with significant safety and cost implication. On-line sensors constitute an important source of information about the state of the plant, which can guild plant operators to implement real-time control strategies to optimize process performance. Most of online sensors for measuring key quality variables, such as phosphorus concentration, ammonium concentration, and so on, are quite expensive, require excessive maintenance and, thus, are not usually available in small wastewater treatment plants (WWTPs). Fortunately, other kinds of on-line sensors (pH, electric conductivity, …) are inexpensive, reliable and low-maintenance, particularly they can provide information directly related to process performance. The recorded data from these on-line sensors can be exploited by machine learning methods [1] [2] [3] [4] to learn soft-sensor model for hard-to-measure variables prediction in the wastewater treatment [3] [4] [5] [6] [7] . However, the task to build a soft-sensor model is not trivial because historical data are often data rich but information poor.
Typically, data-driven soft-sensors are formulated as a single-output model to predict a hard-to-measure variable using the recorded data [1, 8] . However, simultaneous existence of a large number of hard-to-measure variables renders such single-output model inadequate. Even if each hard-to-measure variable could be tracked separately by doing individual single-output model for each response variable properly, this solution has to keep separate sets of selected examples for each model and independent assumption of hard-to-measure response variables could deteriorate prediction performance of a soft-sensor. One of plausible ways is to resort to multivariate regression. Multivariate regression is usually performed to predict several response variables simultaneously. Applications of multivariate regression models include multi-task learning [9, 10] , chemometrics, econometrics and computational biology [11] [12] [13] . The usual description of the multivariate regression model is to relate the common set of multiple responses to a set of predictor variables with the assumption that the regression coefficient matrix is of full rank. While there have been numerous multi-output regression methods in recent years [12] [13] [14] , the most common multi-output regression is multivariate linear regression (MLR), which exploits the linear dependencies between the response variables with the purpose of improving predictive accuracy compared with the usual procedure of doing individual regressions of each response variable on the common set of input variables. However, linear dependencies are difficult to guarantee to preserve the conditional dependency between the response variables. Multi-output Neural Networks are alternatives to deal with this problem [15] . Even if a multi-output soft sensor is developed successfully in process industries without receiving any negative influence from input sensors data [16] [17] [18] , its estimation performance could be deteriorated by the effect of uncertainties. Uncertainty information for unknown quantities often deviates the predictive model and therefore resulting in unreliable results. Traditionally, predicted models output a point prediction and thus have to resort to the previous experience or relatively loose theoretical upper bounds on the probability of error to gauge the quality of the given prediction. Given the widespread existence of uncertainty in the chemical industries, Kaneko H. et al. [19, 20] provided deep analysis of soft sensor prediction accuracy quantization under uncertainty condition, but evaluated it in an external manner. To quantize the uncertainties, distribution-driven models, such as Support Vector Machine and Relevant Vector Machine, were presented to generate predicted distribution (interval prediction), rather than point prediction like the traditional regression model. Multi-output SVR is the multi-output version of the distribution-driven approach, which takes advantage of correlation among response variables and extends Support Vector Regression (SVR) to multi-output systems by employing co-kriging to account for the cross covariance between different response variables [21] . Due to the limitation of computation of MSVR, a sparse model, Multi-output Relevant Vector Machine (MRVM) was proposed accordingly [22] . Gaussian Process for regression (GPR) model is a new proposed methodology [23] . On the contrary, resulted intervals from the GPR model would become wide or narrow to indicate how confident it is for the predicted values. Also, through the choice of covariance function, a wide range of modeling assumptions would be expressed to be able to approach different operational states of an industry process.
There are two main concerns with respect to these general multivariate regression models for multi-output soft-sensors building. Firstly, the accurate estimation of all the regression coefficients could require a relatively large number of observations. Secondly, even if the data is available, simultaneous interpretation of a large number of regression coefficients become unwieldy and even results in over-fitting. One of solutions to deal with these issues is via some form of aggressive capacity control over the family of dependencies being explored by the learning algorithm. Reducing the number of input variables by capacity control is a typical way to obtain a more accurate predicted model, a better interpretation and lower measurement costs [18] , even though they could lead to a bit worse performance. However, adequate models with as few variables as possible are desired sometimes. Additional advantages of capacity control are to reduce the risk of over-fitting or over-computation. A relative optimal way to perform capacity control is to try all combination of input variables and select the best group [24] . Unfortunately, this method is computationally intensive. Moreover, there is still a high risk of over-fitting unless the number of samples are much larger than the number of combination of variables, even if it was possible to test all combinations of variables. For these reasons, a number of variable selection methods, such as Akaike's information criterion (AIC) [24] , Bayesian information criterion (BIC) [24] , interval PLS (iPLS) [25] , Genetic algorithm (GA) [26, 27] , and so on, have been devoted to find a good set of variables, rather than the optimal one. Also, this capacity control may be implemented in other ways, e.g., via dimensionality reduction [28] or regularized risk minimization [29] . However, few attempts have focus on the capacity control for multivariate regression model and its sequential multi-output soft-sensors design.
The main contribution of this paper is to construct multi-output softsensors using MLR, MRVM and MGPR model. The resulted multi-output soft-sensors are able to predict multiple hard-to-measure variables simultaneously and to capture the joint distribution of the response variables. This joint distribution, in turn, facilitates the proposed softsensors to generate interval prediction values for all response variables and further to indicate the credibility of information for hard-tomeasure quantities. Moreover, to reduce the model complexity of multioutput soft-sensors, a conservative capacity control strategy is proposed to improve the input variable selection method, VIP, and a regularized risk minimization, Lasso, to facilitate capacity control for MLR model, MRVM and MGPR model. Traditionally, VIP and Lasso are often designed to indicate the correlation-ship between input variables and a single response. In this conservative strategy, VIP and Lasso values concerning each response variable are calculated as the single-output scenario, the novelty is that the input variables, whose VIP and Lasso are lower than pre-defined control limits for most response variables simultaneously, are removed. This would keep the most of patterns to facilitate sequential soft-sensor modeling. Additionally, the proposed methodologies are also compared using several case studies, regarding robustness to uncertainty and predicted performance for abrupt changes and drifting errors.
Section 2 reviews the MLR model, MRVM and MGPR models. An input variable selection method, VIP, a dimensionality reduction method, PCA and a regularized risk minimization, Lasso, are reviewed in Section 3, and a conservative variable selection strategy is proposed to improve aforementioned methods to reduce model complexity of the multi-output models accordingly. The proposed soft-sensors are validated using simulation and operational data from WWTPs with different dynamics in Section 4. Conclusions are drawn in Section 5.
Implementation and comparison of multiple-output softsensors

Multiple-output soft-sensors model
The task of multiple output regression is to infer the joint values of multiple response variables from a set of common input variables. Different from traditional multiple output regression being considered for soft-sensors, this paper attempt to propose an interval multi-output soft-sensors, aiming not only to predict multiple responses simultaneously, but also to preserves covariance structure of responses and generate uncertain intervals to gauge the quality of the given prediction.
In the multi-output regression, given a data set fðx n ; y n Þj N i¼1 g of N pairs of inputs x and noisy outputs y, the purpose is to relate the common input x to joint regression of H outputs, y.
Multivariate linear regression (MLR)
Multivariate regression is usually performed to predict several response variables simultaneously. The usual description of MLR is multivariate linear regression and is formulated as follows:
where y h , β h and ϵ h represent noisy output, parameters and noises with respect to the hth response, h ¼ 1; ⋯; H and N is the number of observations, the dimension of input variables x is M. To identify the param-
, covariance-weighted least squares estimation is used (Appendix A), which is formulated in the Matlab Toolbox [30] . To compute the predictive distribution of y h at a new testing input , the mean values and variances are given as follows:
where
represents the variance with respect to the Mth input variable.
Multiple-output Relevant Vector Machine (MRVM)
The MRVM is a Bayesian regression framework, in which the weights of each input example are governed by a set of hyper-parameters. These hyper-parameters describe the posterior distribution of the weights and are estimated iteratively during training. Most hyper-parameters approach infinity, causing the posterior distributions of the effectively setting the corresponding weights to zero. The remaining examples with non-zero weights are called relevance vectors. We introduce the MRVM which extends the RVM framework to multivariate outputs, making it a general regression tool. This formulation allows us to choose the same set of templates for all output dimensions. Our approach is to learn N different regression functions, which map the input to different regions in state space. We chose the following model for the regression functions, 
where ϕ can be any function that compares two sets of input features. The basic functions can select 'Gaussian', Polynomial' or 'cubic', more details can see Ref. [22] .
The parameters θ ¼ fβ
are identified by the EM algorithm, i ¼ 1; ⋯; N. The algorithm iterates two steps. During the first step algorithm calculates the probability of each example belonging to each of the mapping function. The second steps estimates the parameters of each mapping function using the probabilities calculated in the first step. More details can see Ref. [22] .
h , and Σ h opt can derived by optimization using following equations:
Hþ1 Þ, where each element α h is a hyperparameter that determines the relevance of the associated basis function.
Where μ h * is the mean of predicted values concerning the h-th output with x * being model inputs and s h * is the associated variance. More details about the procedures to identify θ can see Appendix B.
Multiple-output Gaussian Processes Regression (MGPR)
GPR models are a popular choice in Bayesian regression resulting from its ability to capture complex dependencies and non-linearities in data. Particularly, multi-output or multi-task exhibit significant effectiveness in modeling the dependencies of tasks and outperforming baselines and single output learners [9, 10] . Collaborative Multi-output Gaussian Processes is one of Multi-output Gaussian Process models, aiming to introduce inducing variables to approach exact GPR models and inducing dependencies with latent variables in a highly correlated model efficiently.
In the MGPR model, each output is modeled as a weighted combi-
The Q shared functions have independent Gaussian process priors g j $ GPð0;k j ðÁ;ÁÞÞ. Similarly, each individual function of an output also has a GP prior, i.e., t h ðxÞ $ GPð0; k t h ðÁ; ÁÞÞ. In order to specify these processes, a set of shared inducing variables u j is induced for each g j ðxÞ, i.e., contains the values of g j ðxÞ at the inducing inputs Z j . Likewise, individual inducing variables corresponding to each t h ðxÞ, which we denote with v h and their corresponding inducing inputs Z t h . The number of inducing variables is Q for both of Z j and Z t h . The collective variables:
Subscript h is reserved for the indexing the outputs and their corresponding individual processes ðh ¼ 1; ⋯; HÞ and j for the shared latent processes ðj ¼ 1; ⋯; QÞ, and i for the inputs ði ¼ 1; ⋯; NÞ.
To predict the distribution of the h-th output for a test input x * , the predictive distribution is given by:
where u j* and s j* are the mean and variance of the prediction forg j* ¼ g j ðx * Þ, i.e., pðg j jy;x * Þ ¼ Nðg j* ; u j* ;s j* Þ. Similarly, w t h* and s t h* are the mean and variance of the prediction fort h* ¼ t h ðx * Þ, i.e., pðt h* jy;
is the covariance between x * and Z j and k h*z is the covariance between x * and Z (15)
The details for parameters identification can see Appendix C.
Capacity control methods
Many input variables are usually available for model construction. However, some of the inputs that may be weakly correlated with the responses could cause the problem of overfitting (the model fits well on training data but generalizes poorly). Highly correlated inputs cause the problem of collinearity (model interpretation is misleading as the importance of an input in the model can be compensated by another input). Traditional methods for meeting these problems are Correlationbased methods (VIP or Selective Ratio), Dimension reduction methods (PCA), Shrinking (Lasso).
Variable importance in projection (VIP)
PLS is an algorithm to relate a set of input variables to a response y through the linear relationship y ¼ xβ þ ϵ. A PLS model consists of the following two equations [29] :
Where Z is a score matrix, G is an x-loading matrix and E is a y-loading matrix. ϵ x is a matrix of x residuals, and ϵ y is the matrix of y residuals. The parameter β is identified using least squares method generally.
where W is an x-weight matrix. VIP score is always used as the measure of the importance of x-variables and implemented for variable selection. The VIP score for the ith variable correlated to the hth response is defined as follows [29] :
where SS j is the sum squares explained by the jth component.
wij wj 2 represents the importance of the jth variable. Q is the number of latent variables and M is the number of input variables. The idea behind this measure is to accumulate the importance of each variable j being reflected by W from each component. It is generally accepted that a variable should be selected if VIP>1 [24] , but a proper threshold between 0.83 and 1.21 can yield more relevant variables according to reference [29] . However, the VIP method is only limited to a single response. To preserve most of input patterns for multiple responses, we remove some input variables, most of whose VIPs are less than a proper threshold for all response variables simultaneously. By doing so, the input variables that are correlated to the most of response variables can be kept basically.
LASSO
Shrinking method means that the regression coefficients are constrained such that the unimportant inputs tend to have coefficient values close zero. LASSO aims to minimize the sum of squared errors as for least squares regression but with the criterion that the 1-norm of the regression coefficient vector should be below a predefined threshold. The value of this threshold determines the degree of variable selection. A small value will make many coefficients zero and this essentially provide a variable selection. Lasso is defined aŝ
where λ is a tuning parameter and : l1 is the vector l 1 -norm. The l 1 -norm penalty induces sparsity in the solution. In this paper, Lasso is extended to deal with multi-output scenario as well. The same as the strategy to improve VIP, the input variables, which are not selected for the most of response variables simultaneously by Lasso, are removed. Hence, the input variables that are marked importance of all response variables simultaneously by Lasso can be kept.
Principal component analysis (PCA)
Modern industrial processes often present huge amounts of process data due to the large number of frequently measured variables. One of the most commonly widely used in chemometrics techniques to reduce huge amounts of process data is PCA. PCA uncover combinations of the original variables (these combinations are known as latent variables or principal components-PCs) which describe the dominant patterns and the main trends in the data. The PCA model decomposes the input data as a bilinear product of scores and loadings as PLS calculation in eq. (16) . Given a new sample vector x, the PCA score, prediction, and residual vectors are given as follows, respectively:
where C ¼ G T G. The sample vector x is projected onto the principal component subspace and the residual subspace, respectively, as follows:
By performing PCA,x is reduced into z. However, different from Correlation-based and Shrinking methods, PCA is not to select the input variables relevant to responses, but to extract similar patterns from all input variables.
Multi-output soft-sensors implementation
A wastewater treatment plant with activated sludge is usually used to treat wastewater collected from households and industries before being discharged to a receiving water body. WWTPs are complex systems in need of maintaining high performance at all times. The main complexities are: (1) Multivariable and nonlinear modeling Challenge. The overall WWTP model consists of the hydraulic model and the biochemical model. The hydraulic model is related to reactor behavior, flow rates, and recirculation, whereas the biochemical model is mainly to describe microbial growth, death, and nutrient consumption. Such huge number of biological processes and variables discourage the process model construction; (2) Uncertainties. a) Uncertainty about the Initial Conditions. The large variety and complexity of all present biological species in WWTPs make it identify the role of each one in a process. b) Uncertainty in Process Kinetics. The large variety complexity of biological species presented in WWTPs makes it impossible to determine all kinetic parameters for all biological reactions. Moreover, bacteria can be sensitive to environmental changes and even if the kinetics could be globally described, their parameters vary with time as a function of the timevarying distribution of the biological population. c) Uncertainty in the Input Contractions. In contrast with food and pharmaceutical biological processes where feed concentrations are usually well known, the inputs of a WWTP have to be considered as disturbances. Input concentrations depend on several random factors. For instance, in municipal WWTPs, the organic load varies during the day according to the level of human activity. Also, they themselves are strongly affected by weather conditions and seasonal change. Such fluctuations often result in the degradation of the performance or even plant failure.
To deal with aforementioned problems, the most traditional strategy is to construct large size of soft-sensors for each hard-to-measured variable. This not only implies intensive computational burden, but also ignores the correlation-ship among the response variables. Therefore, multi-output soft-sensors (MLR, MRVM and MGPR) are designed and used to predict multiple hard-to-measure variables simultaneously and to capture the joint distribution of these variables in this paper. This joint distribution, in turn, facilitates the proposed soft-sensors to generate interval prediction values for all response variables and further to indicate the credibility of information for hard-to-measure quantities. Even though many multi-output regression algorithms can serve as the softsensor models, such as predictive clustering trees, Vector Autoregression model, Multi-output Support Vector Regression and so on [32] , few are able to provide multi-outputs while offer confident intervals for predicted values. Among these models, MLR is selected to represent typical linear model to approach multivariate relationship for wastewater treatment processes. The nonlinear counterparts in this paper are concerned with Multi-output Gaussian Processes Regression (GPR) and Multi-output Relevance Vector Machines (RVM), both of which are particular instances of probabilistic linear models that perform linear regression on the non-linearly transformed inputs. The motives behind both models to adopt an approximate Bayesian treatment to learn are mainly because of the analytical intractability of the full Bayesian treatment and the fact to derive computationally efficient models. Additionally, probabilistic models have the important property of producing predictive distributions instead of point predictions. During the prediction periods, the model is more certain about its predictions, the further away from the training data.
Moreover, to reduce the model complexity of multi-output softsensors, three capacity control strategies (VIP, Lasso and PCA) are used to facilitate capacity control for MLR model, MRVM and MGPR model. Typically, VIP is insensitive to training data selection, perform with high prediction accuracy and have results to reflect process knowledge. Also, VIP is simple implementation with cheap computation and one parameter to tune. However, VIP is somewhat sensitive to tuning parameter, thus leading to unreliable application relatively. Lasso is a regularized risk minimization based methodology, which is explicitly able to penalize the size of the model. It is also to notice that Lasso is highly sensitive to tuning parameter and requires large dataset to reach convergence. Additionally, PCA is used for dimension reduction of input variables. In this method, it can be used for dimension reduction without considering multi-output correlation-ship, thus being easy to implement for input variables selection for multi-output models. However, due to lack of information between input variables and response variables, PCA could deteriorate the multi-output prediction even if reducing the model complexity. All corresponding implementation are schemed in Fig. 1 .
Case studies
Two simulation studies to access the performance of proposed soft sensor were presented. The first case study represents a highly instrumented WWTP with significant dynamic behaviors at 15 min sampling rate, whereas the second one represents a situation in which the WWTP is instrumented lowly with data being sampled at interval of one day. The computer configuration is as follows: OS: Windows 10 (64 bit), CPU: i7, RAM: 4G, and MATLAB 2015a was employed.
The Root Mean Square Error (RMSE) and coefficient (r) were used to access the prediction performance of inferential model for each response. RMSE criterion is defined as follow for quality comparisons of different methods
where and are the measured and prediction values, respectively. To access the prediction performance for multiple responses, Root-Mean Sum of Squares of the Diagonal (RMSSD) was used as a criterion, which is formulated as follows: Benchmark Simulation Model (BSM) was originally developed by the first IAWQ Task Group on Respirometry-Based Control of the Activated Sludge Process. The simulation benchmark was developed to provide an unbiased benchmarking system for comparing various control strategies without reference to a particular facility. The simulation benchmark plant consists of five sequentially connected reactors along with a 10-layer secondary settling tank. The plant layout, model equations and control strategy are described in detail online (http://www.ensic.unancy.fr/COSTWWTP). For the present study, a relatively simple plant layout was selected in the simulation benchmark (Fig. 2) . This layout combines nitrification with pre-denitrification, which is most commonly used for nitrogen removal. ). The first two compartments of the bioreactor are not aerated, whereas the others are aerated.
The aim of this case study is to develop a multi-output soft-sensor to ensure suitable predictions for COD、BOD 5 and TN, which are typically hard-to-measured variables and represent the efficiency of a WWTP. Even though some expensive sensors are available in some WWTPs, the unreliability of the sensors could compromise the decision making for a WWTP management. In this case, all input variables for model construction are sampled every 15 min and tabulated in Table 1 . The dry and rainy weather were simulated for 14 days in the BSM1 platform. Half of which was used for training, while the remaining was for validating.
Prediction performance of multi-output soft-sensors without capacity control
In this case study, the Gaussian kernel was selected for the MRVM model and the width of Gaussian kernel was set to 12. Given the variations of corresponding variables, the covLINard (linear covariance function with ARD) covariance and covSEard (squared exponential covariance function with ARD) were summed together to serve as the covariance for the MGPR model. Firstly, the MLR, MRVM and MGPR models were performed to construct soft-sensors without considering capacity control and compared under dry weather conditions. For most of cases, a wastewater treatment plant is operated under dry weather and exhibits a relatively stable pattern. As can be seen in Fig. 3 , all models achieved acceptable performance for the prediction of BOD 5 and TN with RMSE being around 0.25 and r being around 0.98 (Fig. 5) . It is obvious that the prediction deteriorated slightly for all three models when the Fig. 1 . Schematic diagram of implementing multi-output soft-sensors. Fig. 2 . Schematic diagram of a wastewater plant under BSM1.
process attained the peak or valley, which could arise from the negative influence of strong nonlinear characteristic in these areas. Among three models, MGPR model gained the best performance for all three hard-tomeasure variables in terms of RMSE and r. The shape of the testing data set can be approached by a proper selected covariance for a MGPR model. In the MGPR model, variational Learning also tends to promote prediction ability slightly. It is deserved to notice that the linear model, MLR, performed better than the nonlinear model, MRVM, slightly. This mainly resulted from the fact that MLR is able to approach a mild nonlinear process by a local linearization, particularly when a process is stationary relatively.
It is common for a WWTP to be operated under abrupt noise (rain or storm) and kinds of uncertainties (sensor maintenance or noises) when performing a WWTP operation. Therefore, it is imperative to check the outputs of soft sensor propoerly. Use of an interval to envelop the uncertainties, such as the model parameters uncertainties, external disturbances (variations of wastewater components and weather influence), and so on, is able to indicate how confident the predicted values approach the true states. Fig. 3 (a)-(d) displayed that the uncertain intervals for a MLR model are constant and equal to three times standard variance, which is learned from training set directly, which would not reflect the true variations of uncertainty. MRVM is better than MLR slightly with a wider interval to envelop the true values. However, due to insensitivity to uncertainty, the intervals are difficult to represent the real variations of true states arising from uncertainty. On the contrary, the uncertainty intervals obtained from the MGPR model can be updated upon the evolution of the testing data set and increased once the prediction of MGPR deviated from the true values.
To further investigate the performance of proposed multi-output softsensors, all three models were also implemented for rainy weather. As profiled in Fig. 4 , rainy weather renders abrupt changes in the operated WWTP, thus leading to heavy nonlinear evolution of BOD 5 and TN (COD not shown herein). Of three models, MLR model achieved the worst performance with significant deviation when suffering from abrupt changes, whereas both of MRVM and MGPR gained relatively better results in terms of RMSE and r (Fig. 5 ). This mainly lies on the fact that MRVM and MGPR are more suitable to approach nonlinear relationship than the linear MLR model. Since the distributions of outputs can be preserved by all three models, the generated intervals from all three models can be used for uncertainty analysis. However, MGPR model is the one able to represent prediction deterioration, which can be further used to indicate how confident the predicted values are capable of approaching the true values. Particularly, predicted intervals of MGPR from the point 160 to 380 become wider, on one hand, to envelope the real values and to indicate the confidence for prediction get lower significantly on the other (Fig. 4 (e) and (f) ). Fig. 3 . The prediction profiles of BOD 5 and TN using MR, MRVM and MGPR models under dry weather. Fig. 4 . The prediction profiles of BOD 5 and TN using MLR, MRVM and MGPR models under rainy weather.
Prediction using multi-output soft-sensors with accounting for capacity control
In this case study, to reduce the model complexity and computational burden, three types of capacity control methods (VIP, LASSO, PCA) were considered to improve the prediction ability for COD, BOD 5 and TN. Firstly, by performing VIP, the variables 4, 5, 8, 9, 10, 11, 12, 13, 16, 19, 20, 21 and 22 were removed from the model input space for the MLR, MRVM and MGPR models (Fig. 6 ), whereas the variables 1, 13 and 19 were removed by Lasso (Fig. 6) . Under dry weather condition, VIP and Lasso indeed improve the prediction performance of all three predicted models in terms of RMSSD (Fig. 7 (a) ). Despite the advantage of the VIP method, it is a laborious work to select a proper VIP index for all three hard-to-measure parameters. On the contrary, Lasso just retained the most likely variables regulates the unlikely variables to zero, which is able to smooth the procedure to select proper model inputs. Fig. 7 (a) also reveals that PCA deteriorates, rather than improve, the performance of all three multi-output models. The motive behind PCA is to extract the very similar patterns that are able to characterize most of information in the input space without correlating the refined pattern to outputs necessarily. This could degrade the predicted performance even though it is able to reduce the computational burden of model calculation.
For the rainy weather, it is very difficult to guaranteed which capacity control method is best, but Lasso achieved a relatively better performance for all three predicted models. It is deserved to notice that PCA is able to improve the predicted ability of MLR model. This lies on the fact that the purpose of PCA is maintain the most variations of a process, i.e., the largest variance, thus being able to capture the abrupt changes than other capacity control methods.
Therefore, in the relatively stable operation, both of VIP and Lasso are able improve the prediction ability of predicted models. Conversely, both of them do not function well for the MRVM and MGPR models but are suitable for the MLR model in the process with abrupt changes.
A full scale wastewater plant
Backgrounds
The presented case is a full-scale WWTP (Beijing, China), which mainly treated municipal wastewater (480,000 population equivalents) with an Oxidation ditch (OD) process. OD process is a modified activated sludge biological treatment process that utilizes long solids retention time (SRT) to achieve good nitrogen removal performance. Fig. 8 shows a schematic of the reactor for the full-scale WWTP. In this plant, the average influent flow was about 170,000 m 3 /d, with an average OD hydraulic retention time (HRT) of 16.5 h. SRT was kept 15-22 d by withdrawing sludge from the second settler. Due to low COD loading rate (<0.25 kgCOD/kgMLSS/d) and drama, the occurrence of filamentous bulking sludge was observed in this plant. The phenomenon of bulking sludge lasted for about half a year. Lots of parameters were recorded during the period of filamentous sludge bulking for each day. These data was used to develop and validate the model in this study. Filamentous bacteria are normal components of activated sludge biomass, where the existence of a fraction of filamentous bacteria is important and helpful to form flocs by serving as the floc-backbone for other bacteria to attach. Filamentous bulking sludge, a term used to describe the excess proliferation of filamentous bacteria, often results in slower settlement, poorer operational performance and higher treatment cost [33, 34] . Sludge Volume Index (SVI) is an empirical measurement used to characterize the sludge bulking problem and hard-to-measured variable, being claimed that sludge bulking occurs when SVI is larger than 100 mL/g [35] . Some different values for SVI of 150, 220, even 280 mL/g are also documented [36] . In this paper, 220 mL/g severed as the control limit for filamentous sludge bulking. Even proper control limit is obtained, it is still an open problem to seek accurate models to satisfy the complex characteristics of WWTP [37] . A range of factors, including feed quality (e.g. chemical oxygen demanding (COD) concentration), operational and environmental conditions (e.g. temperature, dissolved oxygen (DO) concentration, and COD loading rate), usually affect sludge settleability. Nonlinear dynamics, significant uncertainty (wastewater loads and weather) and multiple time scales further increase complexity to a sludge bulking modeling. Therefore, the development of proper models to prevent and control filamentous bulking is critical to ensure successful and stable operation of WWTPs using activated sludge process. One of plausible ways is to construct a model responsible to predict the filamentous sludge bulking related parameters COD, BOD 5 and SVI simultaneously, thus appropriate actions can be promptly implemented to prevent the deterioration of sludge settleability. The selected input variables for model construction are shown as Table 2 . 212 data points were sampled from the field. Data for the first 150 days were used for training, the remaining was for testing.
Multi-outputs prediction performance without capacity control
In this case study, the Gaussian kernel was selected for the MRVM model and the width of Gaussian kernel was set to 24. Given the drifting pattern of filamentous sludge bulking, the covLINard (linear covariance function with ARD) covariance and covPeriodic (smooth periodic covariance function with unit period) were summed together to serve as the covariance for the MGPR model. Similar with the first case study, the MLR, MRVM and MGPR models were performed to construct soft-sensors without considering capacity control. However, different from aforementioned multi-output soft-sensors to deal with a relatively stable process and a process with an abrupt change, the occurrence of filamentous sludge bulking in this case study exhibits a drifting pattern due to the negative influence of the filamentous sludge bulking. Fig. 9 suggests all models achieved acceptable performance for the prediction of BOD 5 and SVI with r being around 0.93 (Fig. 10) . Among three models, MGPR model gained the best performance for all three hard-to-measure variables in terms of RMSE and r. This mainly arises from two reasons, on one hand, the shape of the testing data set can be approached by a proper selected covariance for a MGPR model. On the other hand, variational learning tends to promote prediction ability slightly. It is deserved to notice that the linear model, MLR, performed better than the nonlinear model, MRVM, slightly. This mainly resulted from the fact that MLR is able to approach a mild nonlinear process by a local linear property, even the nonlinear process with slow drifting errors.
Since an interval is used to envelop the uncertainties resulting from the model parameters and external disturbances (variations of wastewater components and weather influence) by three prediction models, the proposed soft-sensors are able to indicate how confident the predicted values approach the true states. Fig. 9 (a)-(d) displayed that, due to variance being constant, intervals of MLR are too narrow with 19/62 of predicted values out of uncertain intervals ( Fig. 9 (a) ), whereas the intervals of MRVM are too wide, hence being over-confident that all predicted values are convinced, even though all predicted values can be enveloped correctly. On the contrary, the uncertainty intervals obtained from the MGPR model can be updated upon the evolution of the testing data set and become wider once the prediction of MGPR deviated from the true values. Particularly, after the 50th day, due to the deviation of predicted values from the true states, the uncertain intervals of MGPR become wider to indicate the confidence concerning the MGPR model prediction decreased dramatically.
Prediction with accounting for capacity control
In this case study, VIP, Lasso, PCA were utilized to reduce the dimensions of model input variables, which, in turn, simplify the model complexity while improve the prediction ability of COD, BOD 5 and SVI. Firstly, by performing VIP with control limit being equal to 1, the variables 3, 5, 7, 13, 14, 15, 16, 17, 18 and 21 were removed from the model input space for the MLR, MRVM and MGPR models (Fig. 11) , whereas most of variables, but variable 11, 14, 15, 25, 26, 27 and 28, were removed by Lasso (Fig. 11) . Fig. 12 suggests that VIP and Lasso are indeed able to improve the prediction performance of all three predicted models in terms of RMSSD. However, the most obvious improvement is the Lasso methodology. Despite the advantage of the VIP method, it is a laborious work to select a proper VIP control limit for all three hard-tomeasure parameters simultaneously. The VIP control limit used in this case study is obtained by crossing validation. On the contrary, Lasso just retained the most likely variables regulates the unlikely variables to zero, which is capable of simplifying the procedure to select proper model inputs. Fig. 12 also reveals that PCA deteriorates the performance of all three multi-output models. The motive behind PCA is to extract the very similar patterns that are able to characterize most of information in the input space without correlating the refined pattern to outputs necessarily. This could degrade the predicted performance even though it is able to reduce the computational burden of model calculation.
Discussion
The present work investigated the use of multi-output regression models (MLR, MRVM and MGPR) to construct multi-output soft-sensors instead of building a soft-sensor for each hard-to-measure variable Fig. 9 . Prediction profiles of BOD5 and SVI using MLR, MRVM and MGPR models under filamentous sludge bulking. Fig. 10 . RMSE and r of MLR, MRVM and MGPR models with accounting for capacity control when performing prediction of COD, BOD5 and SVI. Fig. 11 . Capacity control using VIP and LASSO.
laboriously. The multi-output soft-sensors are not just to provide a powerful tool to predict several hard-to-measure variables simultaneously, but also to preserve the multi-output distributions to indicate the confidence for each hard-to-measure variables. By further considering the VIP, LASSO and PCA for variable selection, the performance of the multi-output soft-sensors has been improved somehow and complexity of the models has been reduced accordingly. This is to our knowledge the first time that multi-output soft-sensors has been achieved with accounting for capacity control. By comparison, MGPR achieved the best performance not only for the stationary, abrupt change processes, but also for the processes with drifting errors. If selecting a proper covariance, MGPR can approach evolution of aforementioned processes. Similar with MGPR, MRVM is capable of capturing nonlinear relationship by selecting a kernel function properly. However, a stationary and mild nonlinear processes simulation suggests that MRVM gained even worse performance than MLR. On the contrary, MRVM is able to capture significant nonlinearity, such as abrupt changes. MLR is cheap computation and sensitive to abrupt changes. However, it could deviate significantly if suffering from strong nonlinearity. Of three models, only the uncertain intervals of MGPR model are able to represent the deviation of predicted values from true states properly.
Even if the presented models are available for multi-output prediction simultaneously, they could be computationally prohibitive, particularly for MRVM and MGPR. Instead, the improved capacity control methods (VIP and Lasso), together with multi-output models, are able to reduce this complexity efficiently and even improved the prediction performance. As profiled in Table 3 (The case study 2), Lasso gained the best achievement with 50% of reduction of the computational time for MGPR, 69% for MRVM and 97% for MLR. Due to similarity, it is convinced to conclude that variable selection methods tend to improve the model complexity of model MGPR, MRVM and MLR for the case study 1. Table 3 displays that PCA is able to reduce the complication of models as well with computational time being more than Lasso slightly. However, since the extracted components from PCA did not consider the influence correlated with any output variable, it is very difficult to guarantee that the retained patterns would promote the prediction performance, which could degrade the predicted ability of regression models.
The applications of soft-sensors are not limited to hard-to-measured variables predictions, but also used for fault diagnosis, prognosis and closed-loop control. Even though the predicted accuracy among all the models is close somehow, these slight errors will propagate across the entire producing chain, such as wastewater treatment processes, chemical processes, and so on, and become larger during the propagation particular for multi-step ahead based fault prognosis. In this study, we demonstrated the multi-output soft-sensors design through simulation studies. While we used an advanced model giving realistic representations of a real WWTP in the second case study, the proposed soft-sensors require further verification through application to real processes. The control performance in such circumstances requires further investigation and improvement through field studies.
In our methodologies, the most important parts are to select proper Covairance for MGPR and Kernel function for MRVM. It is envisaged that automatic Covariance or Kernel function will further prediction performance of corresponding soft-sensors.
Conclusions
Interval multi-output soft-sensors were proposed in this work, suggesting these methodologies are able to predict multi-output simultaneously and preserve the corresponding distribution of multi-output properly. In these soft-sensors, distribution-driven models (MLR, MRVM and MGPR) were attempted. Improved VIP and Lasso were proposed to ensure proper capacity control for multi-output soft-sensors. The study demonstrated that there are significant gains to be achieved by taking interval multi-output soft-sensors to predict a large number of hard-tomeasure variables simultaneously. Enhanced VIP and Lasso indeed improved the predicted performance under the stable, abrupt change and drifting processes in terms of RMSE, r and RMSSD. The current practice of multi-output soft-sensor mainly focuses on off-line model training, future work should focus on development of an adaptive multi-output soft-sensor.
The vector of OLS regression coefficient estimates is Fig. 12 . RMSSD of MLR, MRVM and MGPR models with accounting capacity control when performing prediction of COD, BOD5 and SVI under the filamentous sludge bulking. 
