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Spin-memory effect and negative magnetoresistance in hopping conductivity
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We propose a mechanism for negative isotropic magnetoresistance in the hopping regime. It results
from a memory effect encrypted into spin correlations that are not taken into account by the con-
ventional theory of hopping conductivity. The spin correlations are generated by the nonequilibrium
electric currents and lead to the decrease of the conductivity. The application of the magnetic field
destroys the correlations thus enhancing the conductance. This effect can occur even at magnetic
fields as small as a few gauss.
PACS numbers: 72.20.-i, 72.20.Ee
In strongly disordered conductors, where electronic
states are localized, the conduction is due to phonon-
assisted tunneling between localized states [1]. The mag-
netoresistance (MR) in such hopping regime is not well
understood. In many insulators the relative magnitude of
MR is significantly larger than that of metals [2], and its
features are less universal. Experimental measurements
in the hopping regime showed both positive (see [1, 3, 4]
and references therein) and negative MR [5–12]. In some
materials more complicated behavior was observed: a gi-
ant MR that changes its sign from positive to negative
as the magnetic field increases [13, 14].
The mechanisms that were suggested for hopping MR
can be roughly divided into two classes: orbital related
and spin related mechanisms. The orbital mechanism is
associated with the modification of the hopping ampli-
tude by the magnetic field and, depending on the model,
leads to positive [1, 3] or negative [4, 15] MR. The charac-
teristic magnetic field in these cases, H∗A ∼ Φ0 = ~c/e,
corresponds to a flux quanta threading the effective area,
A, explored by an electron during the tunneling event.
A distinctive feature of the orbital mechanism in two di-
mensional films is its anisotropy with respect to the di-
rection of the magnetic field.
The spin mechanisms for positive MR are related ei-
ther to the reduction of the density of states with the
increase of the magnetic field due to its effect on doubly
occupied states [16], or to a possible reconstruction of the
state of the system, see discussion in Refs. [14, 17]. Both
mechanisms produce isotropic MR in films, and the char-
acteristic magnetic field, µBH
∗ ∼ min(T, J), is obtained
from the competition between the magnetic energy of the
spin, µBH (µB is the Bohr magneton), and either the
temperature T or the exchange energy between spins, J .
The aforementioned theoretical studies predict rather
high characteristic magnetic fields, H∗. Also the experi-
ments were mostly focused on relatively high fields.
In this work we propose a spin-related mechanism for
negative MR which takes place at weak magnetic fields
sometimes as small as one gauss. It is isotropic and
emerges from the long memory of nonequilibrium spin
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FIG. 1: The positive magnetoconductance due to spin mem-
ory effect in the hopping regime. Here δσ(H) is the difference
between the conductance at finite magnetic field H and at
zero magnetic field σ(0). The inset shows a magnified view of
the curve near the origin. The characteristic fields H∗∗ and
Hs are determined by the hopping and the spin relaxation
times, respectively [ see Eq. (1)].
correlations created in course of electron transport. Our
discussion will be mainly focused on the experimentally
relevant regime where the characteristic hopping time, τ ,
is much shorter than the spin relaxation time, τs. In this
regime the low magnetic field dependence of the conduc-
tance is demonstrated in Fig. 1, and is determined by
two characteristic fields:
H∗∗ =
1
δgµBτ
, and Hs =
1
δgµBτs
, (1)
where δg is the typical spatial fluctuation in g-factor. For
the hopping conductivity, τ exponentially increases as the
temperature decreases, therefore, in general H∗∗ ≪ H∗.
A qualitative explanation of the negative MR due to
memory effect is the following: Consider a situation
where the hopping rate of an electron between sites i
and j depends on the relative spin configuration of the
hopping electrons and a spin located nearby at site which
we denote by ij (see Fig. 2). In the presence of current
2flowing through the system, a nonequilibrium correlation
between the spins at sites i and ij is created. For exam-
ple, an electron approaching site i from the bulk and
making an unsuccessful attempt to hop onto site j will
diffuse away and its spin density matrix will depend on
the spin at site ij. If it returns and attempts to hop
one more time, this attempt is not purely probabilistic.
It is sensitive to the previous history of the system, e.g.
if the tunneling electron formes a triplet state with the
localized spin then it will still be in a triplet state for
the second attempt (for H = 0), even though the tun-
neling between the sites is inelastic. Let us now apply
the magnetic field and neglect the spin relaxation for a
moment. If all the spins rotated in the same manner,
the triplet state would always remain triplet and there
would be no magneto-resistance. However, in strongly
disordered systems the g-factor is random: This implies
that the spins at different locations precess in different
manners and therefore the spin correlations are destroyed
by the magnetic field. The characteristic field where the
MR saturates, H∗∗, is obtained from the condition that
the phase difference between the spins, accumulated on
a time scale of the order of the hopping time τ , is of
order one. Moreover, the return probability of an elec-
tron moving on the Miller-Abrahams network [18] decays
algebraically as a function of time. As a result the mag-
netoconductance exhibits a singular behavior at small
magnetic field. The spin relaxation introduces an upper
cutoff on the return time, and removes this singularity.
Although our mechanism is of general character [19]
(spin-dependent hopping rate is allowed by symmetry),
to illustrate the effect we study a simple model where
hops from site to site may occasionally also involve a vir-
tual transition through an occupied state, as illustrated
in Fig. 2. We shall refer to the spin of the electron
on the occupied state as the “link spin” and denote it by
sij/2; s
2
ij = 3. The probability of passing from i to j has
an interference contribution of the direct transition and
the indirect transition which takes place when the link
spin and the spin of the moving electron form a singlet.
We assume that the transition rate associated with inter-
ference is small compared to the rate of direct transition,
and treat it to leading order in perturbation theory. To
further simplify the problem we assume that these link
spins are rare and that the concentration of electrons is
very low, namely the average occupation of each site (ex-
cept the link spins) is much smaller than one. We also
neglect the effects of the long range Coulomb interactions
[1], which are crucial for the temperature dependence of
the hopping transport but seem to be less important for
our mechanism of MR.
Let P 0i , denote the probability of having no electron
on site i while if it is occupied by one electron its state
is described by a 2 × 2 matrix, Pˆ 1i , in the spin space.
These quantities satisfy the normalization condition P 0i +
trPˆ 1i = 1 and therefore one may parametrize the state of
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FIG. 2: A simplified hopping model in which electron may
hop directly between two neighboring sites or go indirectly by
forming a virtual singlet state with an electron at a nearby
occupied site. The spins of the moving electron, Si, and the
localized electron, sij , precess around different local fields, hi
and hij , due to the spatial fluctuations of the g-factor.
an electron at site i by ni = TrPˆ
1
i and Si = Tr
(
σPˆ 1i
)
where σ are the Pauli matrices.
Average occupation numbers, 〈ni〉, are determined by
d〈ni〉
dt
= −
∑
j
[
〈ni〉+ γij (〈ni〉 − 〈Si · sij〉)
τi→j
− (i↔ j)
]
,
(2a)
where 1/τi→j denotes the bare transition rate from site i
to site j. The first term on the right hand side accounts
for the decrease of the average occupation due to hop
from site i to site j. It contains two contributions. The
first ni/τi→j is associated with the direct transition, for
simplicity we assumed nk ≪ 1 and neglected the factor
1−nk. The effect of the correlations in 〈ninj〉 was consid-
ered before [20] and it does not change the MR. The sec-
ond contribution, proportional to γij (〈ni〉 − 〈Si · sij〉),
is associated with the interference term of going through
the virtual state [we define sij ≡ sji, γij ≡ γji]. This
transition occur only for the moving electron and the
local spin forming a singlet. The corresponding contri-
bution is proportional to the small parameter of indirect
transition |γij | ≪ 1. The (i ↔ j) term describes the
transition from site j to site i.
The electron spin dynamics is described by
d〈Si〉
dt
= hi × 〈Si〉
−
∑
j
[
〈Si〉+ γij (〈Si〉 − 〈nisij〉)
τi→j
− (i↔ j)
]
,
(2b)
with the first term describing the spin precession [ hi =
gˆiµBH is local field acting on the electron spin at site
i, and gˆi is the corresponding gyromagnetic tensor], and
3the second line describes the same hopping processes as
in Eq. (2a) (we neglect the direct effect of the magnetic
field on the hopping rates [16]). Finally, the dynamics of
the link spin is a pure precession:
d〈sij〉
dt
= hij × 〈sij〉, (2c)
where hij = gˆijµBH. Exchange fields and the relaxation
of the spin via hopping involve terms of the order of γ2ij
which we neglect. Other mechanisms of the spin relax-
ation will be included later through the phenomenological
relaxation time, τs.
The relation between Eqs. (2) and the corrections to
Miller-Abrahams network can be understood as follows:
In equilibrium 〈Sj ·sij〉 = 0, and detailed balance implies
neqi /τi→j = n
eq
j /τj→i, where n
eq
i denotes the equilibrium
occupation number. We redefine the variables describing
the nonequilibrium state of the system:
〈ni〉 → n
eq
i (1 + ψi), Si → n
eq
i S˜i, sij → sij . (3)
Equation (2a) reduces to
neqi
dψi
dt
=
∑
j
1
τij
[
ψj − ψi − γij
〈(
S˜j − S˜i
)
· sij
〉]
, (4)
where we defined
1
τij
=
neqi (1 + γij)
τi→j
=
neqj (1 + γij)
τj→i
(5)
as the equilibrium transition rate between sites i and j.
If there were no link spins, γij = 0, Eq (4) would describe
the Miller-Abrahams random resistor network with the
conductance of the link i − j given by e2/(Tτij). The
essence of the memory effect is that symmetry allows
nonequilibrium spin correlations to be a linear function
of the occupation numbers, i.e. assuming locality,
γij
〈(
S˜j − S˜i
)
· sij
〉
= Qij(H)(ψj − ψi), (6)
where Qij(H) is a function of the magnetic field, H .
Therefore, as follows from (4) and (6), the conductances
are:
Gij =
e2
Tτij
[1−Qij(H)]. (7)
In order to calculate the function Qij(H), we need
the equation for the correlator Cαβl;ij = 〈S˜
α
l s
β
ij〉 (where
α, β = x, y, z label components of the corresponding vec-
tors). The easiest way to obtain the equation is to re-
move the 〈. . . 〉 in Eqs. (2), multiply Eq. (2b) by sβij
and Eq. (2c) by Sαi , add the results and average them
again. According to Eq. (2c), even in nonequilibrium,
〈sαijs
β
kl〉 = δikδjlδαβ. Then, to the leading order in γij ,
we obtain [in the variables (3)]
neql
[(
d
dt
+
1
τs
)
Cαβl;ij − ǫαγδh
γ
l C
δβ
l;ij − ǫβγδh
γ
ijC
αδ
l;ij
]
= −
∑
k 6=l
Cαβl;ij − C
αβ
k;ij
τlk
+ γijδαβ(δil − δjl)
ψi − ψj
τij
,
(8)
with ǫαβγ being the antisymmetric tensor, and repeated
indices should be summed over. The relaxation time
τs, introduced phenomenologically, describes all the spin
non-conserving processes. The last term is the source of
nonequilibrium spin correlations which after generation
propagates by diffusion on the Miller-Abrahams network
and precess in the spatially varying local field.
Equations (2a) and (8) form the complete description
of the transport for a fixed realization of the relaxation
rates and local fields. To obtain the physical conductivity
one needs to average over such realizations. It is done
using the percolation theory approach to the hopping
conductivity [1] as we describe below.
We notice, that if there were no randomness in the gˆi-
tensors the relevant quantity Cααl;ij would not depend on
the magnetic field at all, as all spins rotate in the same
manner. The correlation function (8) is affected only by
the fluctuations of both hi and hij (i.e. the averaged
field may be subtracted). The diffusing spin (index l)
experiences fluctuating field because it hops from site to
site and, therefore, its accumulated rotation is propor-
tional to the square root of time. On the other hand
the field on the link hij remains stationary and its ef-
fect is linear in time. Thus, we can substitute hl → 0,
neql hij → n¯|δhij |zˆ, n
eq
l /τs → n¯/τs in Eq. (8),where n¯
is the ensemble average of the equilibrium occupation
numbers. With this simplification, the function Qij from
Eq. (7) can be related to the properties of the diffusion on
the same Miller-Abrahams network. Consider the prob-
ability, Pmm′(t), to find the particle at the time t on the
site m provided that at t = 0 it was on m′:
∂Pmm′(t)
∂t
+
∑
n
Pmm′(t)− Pnm′(t)
τmn
= δ(t)δmm′ ; (9)
Solving Eq. (8) for the stationary case, and substituting
the result into Eq. (6), we find
Qij(H) =
(γij)
2
τij
1∑
l=−1
∫ ∞
0
dte−tn¯(ilδh+1/τs)∆ij(t);
∆ij(t) = Pii(t) + Pjj(t)− Pij(t)− Pji(t).
(10)
Equation (10) enables us to draw important conclu-
sions about the magnitude of the MR, the characteris-
tic fields and its asymptotic behavior. Indeed, ∆ij(t) ≃
2, t <∼ τij , and, as we will see later, t∆ij(t) → 0, in
the limit t → ∞. This means that the total magni-
tude of the integral in Eq. (10) is determined by short
4time, and the MR saturates at n¯δhτij ≃ 1 [see Eq. (1)
with τ = τ typicalij n¯] thus Qij(H → ∞) ≈ Qij(0)/3. As
γij ≪ 1, the effect on each resistor is small, so that one
can always recalculate the change of the observable con-
ductivity in terms of the average change of the conduc-
tances of the percolation network:
σ(H →∞)− σ(0)
σ(0)
∼ A = ργ2ij . (11)
where ρ is the probability of having a link spin between
two sites on the percolation cluster and the overbar de-
notes ensemble averaging.
Our calculations relied on the assumption that the
number of occupied sites is small, ρ ≪ 1, and that the
amplitude for transition through a virtual state is also
small, |γij | ≪ 1, which implied that A ≪ 1. However,
in general, these parameters need not be small and both
can be of order unity. In this case the magnitude of the
memory effect is also of order unity.
The actual value of the saturation magnetic field H∗∗
from Eq. (1) strongly depends on the hopping time and
may be anomalously small. Consider, e.g. a two dimen-
sional sample with the resistance R ∼ 109Ω. Then, the
typical hopping rate is ~/(Tτ) ≃ 10−6 [see Eq. (7)], and
δgn¯µBH
∗/T ≃ 10−6. Now estimating δg ∼ 0.01, we ob-
tain µBH
∗/T >∼ 10
−4 which correspond to the fields of
the order of gauss at T ≃ 1K.
Let us discuss the MR at H < H∗∗. The hopping rates
τij are exponentially distributed and the observable con-
ductivity and diffusion are determined by sites belonging
to the percolation cluster. Studies of anomalous diffusion
on the percolation cluster concluded that
∆ij(t) =
(τ
t
)1+ds/2
, t >∼ τ, (12)
where ds is referred to as a spectral dimension of the
percolation cluster (see e.g. Ref. [21] for a review). For
spatial dimensions d = 2, 3, ds is close to 1.3 [21].
Substituting Eq. (12) into Eq. (11), we find
δσ(H)
Aσ(0)
∼ −Γ
(
−
ds
2
) 1∑
l=−1
[(
ilH
H∗∗
+
τ
τs
) ds
2
−
(
τ
τs
) ds
2
]
,
(13)
where Γ(x) is the gamma-function and only the singular
dependence for even ds is retained [−Γ(−0.65) = 3.9].
The resulting magnetoconductance is sketched in Fig. 1.
[Strictly speaking, the correlation length of the percola-
tion cluster on the Miller-Abrahams network is infinite
only in the limit T → 0. Taking into account the finite
correlation radius introduces the new value of the char-
acteristic field below which one has to replace ds by d.]
It is interesting to point out that for small fluctuation of
the g-factor, H∗∗ → ∞, and Eq. (13) predicts a positive
MR via direct dependence of the spin relaxation rate on
the magnetic field τs(H)/τs(0) = 1+(H/Hc)
2, where Hc
is determined by the correlation time of a spin relaxation
process [22].
To conclude, we considered a minimal model of the
negative MR due to memory effects in the hopping
regime. Even though within our model, the amplitude
of the effect is small, it has the strongest non-analytic
magnetic field dependence and the characteristic fields
smaller than that for all the other mechanisms consid-
ered in the literature. Further interesting development
may be in the direction of the more detailed study of the
variable range hopping regime where the number of the
link spins within the hopping length becomes large. In
this case, the memory mechanism is expected to affect
not only the preexponential factor of the conductivity
but the exponent itself resulting in giant memory MR.
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