The null hypothesis states that the location parameters (slope coefficients) are the same across response categories. b. The log-likelihood value cannot be further increased after maximum number of step-halving c. The Chi-Square statistic is computed based on the log-likelihood value of the last iteration of the general model.
S1 File. The model diagnostic results
The model diagnostics are methods for determining whether a fitted model adequately represents the data. To evaluate the ordinal regression models in this study, we need to determine whether the model improves our ability to explain the outcome. We do this by comparing the ordinal regression model without any explanatory variables (the "Intercept Only" model) against the model with all the explanatory variables (the "Final" model). We compare the Final model against the Intercept Only model to see whether it significantly improves the fit to the data. S1 File Tables 1 and 2 show the model fitting information. The statistically significant chi-square statistics indicate that the Final models are a significant improvement over the Intercept Only models.
A standard statistical maneuver for testing whether a model fits is to compare the observed data with the fitted model for consistency. From the observed and expected frequencies, the usual Pearson and Deviance goodness-of-fit measures are computed in S1 File Tables 3 and 4. We start from the null hypothesis that the fit is good. If we do not reject this hypothesis (i.e., if the p value is large), then we conclude that the observed data and the model predictions are similar and that we have a good model.
The results for our analysis suggest all models in this study fitted well (p>0.01).
To assess the strength of association, there are several R 2 -like statistics that can be used to measure the strength of the association between the response variable and the explanatory variables. In this study, three commonly used pseudo R 2 statistics are employed to measure the strength of association. The results are shown in S1 File Tables 5 and 6 . It is important to examine the data using multinomial logistic regression to explicitly see how the odds ratios (ORs) for our explanatory variables vary at the different thresholds. We use the 2-day period ordinal regression for 28 countries as an illustration. Looking at the separate ORs of continuous explanatory variables across the six splits in S1 File Table 11 , the difference in ORs appears negligible (0.963 to 1.005 for Age), so a common OR for each of these continuous explanatory variables is a very plausible assumption. The proportional odds assumption is also upheld for most of the categorical variables.
The categorical variable most out of line with the proportional odds assumption is smoking cigarettes. Of 25,096 respondents to this question, 12,432 (49.50%) replied, "Do not smoke and never did"; 6,567 (26.25%) replied, "Do not smoke now but cigarettes may well be the major factor underlying the overall rejection of parallel lines. The Chi-square test that led to the rejection of the proportional odds assumption probably reflects the large sample size in our datasets. We think the violation of the proportional odds assumption is quite minor.
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