In this article we present a novel corpus-based method for inducing romanization systems for languages through a bilingual alignment of transliteration word pairs. First, the word pairs are aligned using a nonparametric Bayesian approach, and then for each grapheme sequence to be romanized, a particular romanization is selected according to a userspecified criterion. As far as we are aware, this paper is the only one to describe a method for automatically deriving complete romanization systems. Unlike existing human-derived romanization systems, the proposed method is able to discover induced romanization systems tailored for specific purposes, for example, for use in data mining, or efficient user input methods. Our experiments study the romanization of four totally different languages: Russian, Japanese, Hindi and Myanmar. The first two languages already have standard romanization systems in regular use, Hindi has a large number of diverse systems, and Myanmar has no standard system for romanization. We compare our induced romanization system to existing systems for Russian and Japanese. We find that the systems so induced are almost identical to Russian, and 69% identical to Japanese. We applied our approach to the task of transliteration mining, and used Levenshtein distance as the romanization selection criterion. Our experiments show that our induced romanization system was able to match the performance of the human created system for Russian, and offer substantially improved mining performance for Japanese. We provide an analysis of the mechanism our approach uses to improve mining performance, and also analyse the differences in characteristics between the induced system for Japanese and the official Japanese Nihon-shiki system. In order to investigate the limits of our approach, we studied the romanization of Myanmar, a low-resource language with a large vocabulary of graphemes. We estimate the approximate corpus size required to effectively romanize the most frequency k graphemes in the language for all values of k up to 1800.
Introduction
Romanization is the process of producing a string in Roman script from a string in another language with a different writing system. In Japan there are two prominent systems for romanization: the Hepburn system ( ) and the Nihon-shiki system ( ). The former follows the principle of phonemic transcription and attempts to render the significant sounds (phonemes) of English as faithfully as possible. The latter attempts to transliterate the original script (Kana syllables) with less emphasis on how the result sounds when pronounced according to the English, and more emphasis on how the Kana syllables are pronounced. Pure transcriptions are generally not possible, as one language usually contains sounds and distinctions not found in the other language; these are often made explicit in the romanization by inserting characters that to represent them. In general, building a usable romanization system involves trade-offs between the two extremes of transliteration and transcription.
This paper investigates the possibility of discovering systems of romanization automatically from data. The process is based on two steps: first bilingual alignment of transliteration pairs is made, yielding a set of possible romanization candidates; second a candidate is chosen according to a specific selection criterion. There are a number of contributions in our work: we propose the first method capable of learning to fully romanize from a corpus, and we show this system, when used with an appropriate romanization selection criterion, is able to improve the discrimination capability of a state-of-the-art transliteration mining approach. We explain the mechanism of improvement to transliteration mining of our induced romanization system. Moreover, we show the potential of our proposed system to be applied to other languages and we show the practicability of inducing romanization systems for low resource languages, and perform experiments to estimate the data size required to learn a reasonable system.
The next section details the motivation of our work. Section 3 introduces related work in this area. Section 4 describes the methodology we used. In Sect. 5.1 we present the experiments we performed on inducing a romanization system for Japanese, and compare our methodology to other plausible automatic strategies as well as the two principle romanization systems in general use. We also analyze the characteristics of the induced romanization, and expose the mechanism by which it is able to improve mining performance. Section 5.2 gives details of our experiments in Russian and Hindi, and presents a study of the effect of training data size on the quality of the induced romanization. Section 6 studies the romanization of Myanmar, a low-resource language with a large grapheme set size to analyse the limits of our proposed method when the models become sparse. Finally, in Sect. 7 we conclude and suggest avenues for future research.
Motivation
At first glance it would seem strange to attempt to induce romanization systems for languages that already have established systems in general use. However, recently romanization systems have taken on new roles for which they were not originally designed, and it is possible that more optimal systems may be waiting to be discovered for these purposes.
One example of a new use for a romanization system is the transliteration mining task we study in this paper. Romanization is being used as a means of performing cross lingual word similarity between languages whose scripts are not directly comparable. Converting the scripts into a common representation (for example Roman characters, or a phonetic representation like Soundex [1] ), allows comparisons to be made between languages with different scripts.
Another example of a new use of a romanization system is for the input of text into a machine. In many languages the native character set is too large to represent directly on a user interface. A simple, commonly-adopted solution to this problem is to use a Roman keyboard and input text as a sequence of Roman characters in accordance with an existing romanization scheme. An example of such a system Pinyin for entry of Chinese. There are problems, however. First and foremost, existing romanization systems were not originally conceived as user input methods, and many are cumbersome and long-winded to enter; they may be very explicit about precisely how a grapheme ought to be pronounced, and even make clear the subtle differences in pronunciation between one character and another, but at the cost of the lengths of the character sequences required to express this information.
Second, there are often multiple competing romanization systems, and users may use one or the other or a mixture them for input. Both of these problems are illustrated in the input system for Japanese in which input is possible in a mixture of Hepburn and Nihon-shiki romanization. For example the Japanese character ' ' can be input as 'chi' (Hepburn) or 'ti' (Nihon-shiki), with 'ti' usually being preferred because it is shorter even though 'chi' reflects the pronunciation of the character more accurately. On the other hand, ' ' can be input as 'ja' (Hepburn) or 'zya' (Nihon-shiki) however in this case the Hepburn form is almost always used because it is both shorter and represents the phonetics of the syllable adequately. Therefore, for Japanese neither of the existing romanization systems used for user input is ideal. Users typically differ in the manner in which they input text, but it is clear that a better system than either existing system must exist, if only it can be discovered.
For the task of discovering a romanization system suitable for user input three factors need to be taken into account: how well the romanization represents the phonetics of the characters it is romanizing; how efficient the system is for input; and whether or not words can be input unambiguously using the system. In this paper we chose to work with the problem of romanizing for cross lingual word similarity because the criteria for choosing among candidate romanizations can be simple and well-defined, and also the performance of the resulting system is straightforward to evaluate and analyze. We believe however that our technique is more generally applicable and in principle our method could be extended to encompass more complex and realistic criteria necessary for romanizing for other purposes.
Romanization systems are used in many fields, such as user input methods, information retrieval, text mining etc.. In this paper, we chose text mining as our application since facilitates the evaluation of romanization systems. However, our vision of applications of the method not only includes text mining, but more generally any field which romanization systems are employed, and we have incorporated this flexibility into the design of our method.
The main merits of our approach are that it can be applied to any language where data are available to train the model, and that it can be used to either induce romanization systems for languages that have none, or lack a standard system of romanization (for example Myanmar [2] ), or produce alternative romanization systems for languages that have existing systems. We will show later in this paper that in our chosen application, it is possible to induce a romanization system that is more effective than simply choosing from well-established existing schemes.
Related Work
In many transliteration mining approaches [3] , [4] , romanization is required to compare words across languages, typically using normalized edit distance metrics. Statistical transliteration systems can be used, but these need large amounts of training data which may not be available. A simple system of automatic romanization was used by [5] to great effect in the shared mining task of the NEWS2010 workshop. Their system allowed cross language comparison between word pairs in different scripts by aligning single characters in one script to either single Roman characters or to NULL. Their romanization rules romanized by substitution with the most representative single character, or by deletion. Our work differs from theirs in that we are aiming to induce a full romanization involving multiple characters on the target side † groupings. without the deletion of the characters to be romanized. The fact that romanization was only performed with a single character in their approach may lead to problems for languages such as Japanese where single graphemes align naturally to multiple Roman characters; we investigate these issues in Sect. 5. Nonetheless, the system of [5] is capable of state-of-the-art performance; the system achieved the top rank in the shared evaluation for most of the tracks in which the automatic romanization strategy was used, motivating the research presented here. This paper is an extension of the work presented in [6] , [7] . The new content includes experiments on the romanization of the Devanāgarī script [8] of the Hindi language, an analysis of the relationship between ambiguity of languages and difficulty of the romanization process, and a study on the behavior of the approach when faced with the challenge of romanizing Myanmar, a low resource language that is written using a large grapheme set.
As far as the authors are aware this work and the work in this paper and its predecessors are the only romanization induction techniques reported in the literature to date. The advantage of these methods is that they can be applied to many different languages without the need for an existing romanization system, and can be optimized to fit a specific purpose. Furthermore, as we will show later, the strategy seems quite robust to noise in the data, and we were able to build effective systems from data that contained nontransliteration pairs.
Methodology
Our method induces a romanization system directly from a non-parametric Bayesian bilingual alignment [9] between source and target grapheme sequences. Other alignment methods are possible but we used this method because it is a state-of-the-art alignment technique capable of performing many-to-many alignment. This model has been shown to align consistently, without a tendency to overfit the data, and is therefore suitable for both one-to-many and manyto-many alignment. We use Levenshtein distance (LD) to select an appropriate romanization from a set of candidates derived from the alignment because Levenshtein distance has commonly been used as a similarity measure during sequence alignment in the type of mining task we used in our evaluation [3] , [4] . It is not necessary to use the criterion of Levenshtein distance however, and this can be chosen depending on the specific task.
More formally, let S = (s 1 , s 2 , . . . , s I ) and T = (t 1 , t 2 , . . . , t I ) be corpora of source and target words respectively. Each s i and t i are represented as sequences of graphemes in their respective writing systems.
Let Π and Ω be sets of grapheme sequences in the source and target writing systems respectively. The romanization rules R are defined to be a set of tuples (o j , r j ), where o j and r j are source and target grapheme sequences: ∀ j o j ∈ Π and r j ∈ Ω.
The r j are selected by choosing from the set C j of all target grapheme sequences aligned in the corpus to the source grapheme sequence o j : C j = {c 1 , c 2 , . . . , c K }. The romanization r j of o j is chosen from this set in order to minimize the expected cost in terms of Levenshtein distance to the English in the manner described below.
Let φ : Π → Ω be the romanization function defined by R:
Where D(c k ) is the cost in terms of Levenshtein distance from using romanization rule (o j , c k ). For a single occurrence of o j in the corpus, this cost is LD(c k , ψ(o j )), the Levenshtein distance between romanization candidate sequence c k and ψ(o j ), the target grapheme sequence aligned to o j .
The expected value of this cost over the corpus is calculated according to:
Worked Example
We present a worked example of the proposed method applied to Japanese and English romanization. We will call the Japanese side of the bilingual corpus the source language, and the English side the target. S is represented as sequences of graphemes in the Japanese writing system Kana.
T is represented as sequences of graphemes in the English writing system. For example, T 1 = (P, A, R, I, S). The sets of grapheme sequences Π and Ω are the sets of Japanese syllables and the sets of English alphabet respectively. For example, Π = { , , . . . , } and Ω = {A, B, . . . , Z}. The candidate sets of romanization rules C j are made by aligning sequences of tokens drawn from the set S and sequences of tokens drawn from the set T . Example C j sets are given in Table 1 . In order to make this explanation easier, we reduce the size of the set of candidates of Japanese grapheme o 1 = to only two: C 1 = {A, RE}. For each candidate, the expected cost in terms of Levenshtein Distance of choosing that romanization candidate E[D(c k )] is calculated according to Eq. (3). Without loss of generality, for the purposes of this explanation, assume the probabilities of each candidate romanization (calculated using the relative frequency counts from the alignments) are p(A) = 0.71 and p(RE) = 0.05. The expected costs are therefore:
E[D(RE)] = p(A)LD(RE, A) + p(RE)LD(RE, RE)
= 0.71 * 2 + 0.05 * 0 = 1.42 Table 1 The candidates for the romanization rules derived using Bayesian bilingual alignment.
Since the romanization rule r j of o j is chosen from C j in order to minimize the expected cost in terms of Levenshtein distance, the decision for the romanization rule φ(o 1 ) is made as follows:
Therefore, the romanization rule r 1 of is A.
Experiments

Inducing Japanese Romanization
Data
For training and evaluation in our experiments we used the Japanese-English translation mining corpus of [10] . This corpus consists of 4339 Japanese-English word pairs extracted from Wikipedia interlanguage link titles, all of which are annotated as correct/noise transliteration pairs. 3800 of the word pairs were correct transliterations and 539 word pairs were noise.
Induced Systems
We induced two different romanization systems from the data. The simplest method (Unigram) discovered romanizations for each individual Kana character. A more sophisticated method learned romanizations for multiple sequences of Kana (N-gram). Table 2 shows example induced romanization rules for a selection of characters that differed in romanization from the Hepburn/Nihon-shiki systems. It is interesting to note that our two induced systems (Unigram and N-gram) learned the same romanization rules as the standard systems for most Japanese graphemes (grapheme sequences in the case of the N-gram system); the N-gram approach shares 69% of its romanization rules with the Hepburn system. The romanization of the character exemplifies two of the main differences between the human and machine produced systems. Both of the automatic methods prefer romanizing with an 'l' rather than an 'r' because 'l' is more frequently used in English with this syllable. Furthermore, the automatic methods have dropped the 'u' which is used in the Japanese pronunciation of the syllable, but rarely occurs in the English spellings. We show the differences of romanization by using the proposed N-gram method, and the standard Hepburn and Nihon-shiki methods in Table 3 . The green characters in the table express the differences from the spelling in English. The difference from the English spelling of output from the N-gram system is considerably less than the standard systems. Although one difference remains (and this is inevitable since we are using fixed romanization rules), the N-gram system's romanization is far more like the original English, as a direct consequence of how this Table 2 The romanization rules from two standard systems, and two systems automatically induced from data. system was designed.
Mining Performance
In order to classify the data into correct/noise transliteration pairs we used normalized edit distance (NED). A similar approach was taken by [3] - [5] . We calculated the NED between English words and corresponding romanized forms produced by each system. LD determines the similarity of two strings: the minimum number of insertions, deletions, and substitutions required to transform one string into the other. In our experiments, NED was calculated by dividing the LD between the two sequences by the length of the edit path, and yields a value between 0 and 1 that is robust to differences in sequence length. Table 4 shows an example of the process of transliteration mining using romanizations from the N-gram system and the Nihon-shiki system (with a threshold of 0.5).
We applied a range of thresholds to the NED to pro- duce the receiver operating characteristic (ROC) curves for the classifiers shown in Fig. 1 . The ROC is a graphical plot which illustrates the performance of a binary classifier system as its discrimination threshold is varied. The ROC is shown for our proposed systems (N-gram(LD), Unigram), as well as well known Japanese systems (Hepburn, Nihonshiki), and the approach taken by [5] Single-character that romanizes each Kana to the single English character that it most frequently aligns to. Also on the plot is a curve (Ngram(Freq)) for a system which used the same Bayesian alignment as our N-gram(LD) system, but selected the romanizations according to frequency rather than minimizing the Levenshtein distance. The results show that our proposed N-gram romanization system achieves the best performance, but it was only slightly better than the frequencybased variant of the approach. It is also interesting to note that the Hepburn system outperforms the Nihon-shiki system. One explanation for this is that the Hepburn system was designed as a way for foreigners to read Japanese and is therefore more likely to be similar to English in nature than the Nihon-shiki system which is focused on expressing pronunciation characteristics. The performance of Singlecharacter was quite poor indicating this approach is not suitable for some language pairs, even though it performed well on the Russian-English task in the NEWS2010 workshop.
Statistical Significance
The area under curve (AUC) statistics for each approach are shown in Table 5 . The AUC represents the probability that a classifier will rank a randomly chosen transliteration pair instance higher than a randomly chosen noise pair. We ran significance tests on the AUC statistics using the method set out in [11] . We found that all the AUCs of adjacent lines in the graph are significantly different (α < 0.05) with the exception of the two best approaches based on the N-gram technique (α = 0.13).
Effect on the Distributions of NED
In order to gain some insight into the mechanism by which our approach improves the mining performance, we show kernel density plots of the probability density functions (PDFs) of NED for correct/noise transliteration pairs for various romanization systems in Fig. 2 . We performed the same analysis for Russian and Hindi. From visual inspection of the noise pair plots, it appears that the choice of romanization system has little effect on the NED PDFs for the noise pairs. We performed a Kolmogorov-Smirnov test [12] (a non-parametric test for the equality of distributions) on the noise pair distributions. All pairs of distributions were equal at α = 0.05 according to this test, with the exception of the N-gram to Hepburn/Nihon-shiki comparisons.
Moreover, from the correct pair plots it appears that the better the romanization system performed in our experiments, the further the NED PDFs are shifted to the left. This gives a visually intuitive explanation of how our approach operates: by reducing the Levenshtein distance to the English, the correct pair PDF is shifted to the left while the noise pair PDF remains fixed in position, resulting in a separation of the two distributions (see Sect. 5.1.4). We performed a Wilcoxon signed-rank test [13] , [14] on samples from the correct pair distributions and found that all distributions were significantly different (α = 0.05).
Finally, it is interesting to observe the densities where the NED is zero. This is the case where the English spelling is generated exactly from the Japanese. The N-gram system generated the correct spelling approximately twice as often as the best of the other systems.
Qualitative Difference
We calculated the probability of occurrence of each Roman character in the N-gram romanization, Nihon-shiki romanization, and the reference English. Figure 3 shows the relative difference in probability with respect to the reference English. The major differences are that the Nihon-shiki system tends to over-generate the vowel 'u' due to the fact that consonants are always romanized as consonant vowel pairs. It under-generates the consonants 'c' and 'l' since the system never uses them, instead using 'k' and 'r' respectively. For example, the word is romanized as 'SUKU-URU' with the Nihon-shiki system and as 'SCOOL' using the induced N-gram system.
Inducing Russian Romanization
The Russian language uses the Cyrillic alphabet in its writing system, and like Japanese there are several existing systems for romanization. In fact, recently a new romanization system was adopted as the standard for Russian international passports, we will call this system "Passport2010". For Russian, we used a bilingual corpus of NEWS2010 [15] data for inducing a Russian romanization system. We used the 1000 transliteration word pair corpus of seed data for training, and the test data consisted of the 885-pair reference data set. We compared the N-gram version of our proposed system to the Passport2010 system, and also to a system that romanizes each Cyrillic character to the single English character that it most frequently aligns to. Figure 4 presents ROC curves for each approach. All the different systems achieved approximately the same high level of performance on this task. This result suggests that there was little ambiguity in the bilingual alignment between Russian and English, and this is confirmed by our analysis in Sect. 6.2.1. This is in line with intuition because these languages both belong to the same Indo-European language family. The full set of induced romanization rules is shown in Table 6 alongside the Passport2010 set. The ' ' and ' ' characters have no direct phonetic value, and are left unromanized in Passport2010. Our approach has romanized Table 6 The Russian romanization rules for the official passport system, and a set of rules induced by our method. them, however it would be more appropriate to leave them unromanized. This could be accomplished by extending our approach to allow NULL alignments. Figures 5 and 6 show the distributions over edit distance of transliteration and noise pairs respectively. It can be seen from the figures that our induced romanization system closely matches the characteristics of the Passport2010 system.
Most of the rules are identical, and are simple conversions of the Cyrillic characters into their Roman counterparts. In most of the cases where the two systems differ, the Passport2010 system uses a longer form, making differences in pronunciation more explicit. There is major and interest- ing difference however: the Passport2010 system romanizes ' ' as 'E', whereas the induced system chose 'O'. Phonetically ' ' is a stressed /o/, as in 'York'. At first glance, this choice of romanization seems to be an error given the primary purpose of a romanization system for passports is to aid foreigners with the pronunciation of personal names. However, this romanization system has evolved from systems that were developed primarily to cater for international travel within the Eastern block countries. It may be that our induction system has discovered a more appropriate romanization for this character, in a more global society.
Inducing Hindi Romanization
The Hindi language uses the Devanāgarī alphabet in its writing system, and there at least seven existing systems for romanization. For the purposes of our experiment we arbitrarily selected the Harvard-Kyoto system of romanization. This system is the predominant system of romanization for electronic texts. We also used a bilingual corpus of NEWS2010 [15] data for inducing a Hindi romanization system.
We restricted the data for the experiment to singleword to pairs in the NEWS2010 corpus. We used a 3736 word pair corpus from the NEW2010 training set as training data. The test data consisted of the 1000 word pair corpus of NEWS2010 seed data together with 246 word pairs from the NEWS2010 training set. We compared our proposed system to the Harvard-Kyoto system on the task of transliteration mining.
We show ROC curves of the induced system and Harvard-Kyoto system for Hindi in Fig. 7 . Both systems performed with almost the same level of quality. Figures 8 and 9 show the distributions over edit distance of transliteration and noise pairs respectively. It seems that although our approach has decreased the edit distance for correct transliteration pairs, it has also slightly lowered the edit distance for noise pairs, resulting in no improvement in Hindi mining performance.
Even though English and Hindi are quite different languages, analysis of the Harvard-Kyoto system shows that actually most of the romanization consists of simple one-to-one grapheme substitutions. Out of 51 Devanāgarī graphemes, only 15 are romanized using more than one Roman character. Therefore we believe the romanization task is more similar to the romanization of Russian, than the romanization of Japanese. Fig. 9 The density plot for Hindi.
Discussion
We induced romanization systems and confirmed the effectiveness of our approach for Japanese, Russian and Hindi. In general Russian was relatively straightforward to romanize, due to its genealogical relationship to English. Most of the mappings were 1-to-1 character substitutions. Surprisingly the romanization process for Hindi, was quite similar in character to that of Russian, with most graphemes being simple single character substitutions. Japanese romanization was more complex, with most Japanese syllables requiring more than one English character to romanize them. On the other hand the pronunciation of Japanese syllables is unusually consistent, and this can be expected to decrease the ambiguity of the romanization process. In terms of the romanization set sizes, the Russian set was the smallest with only 33 characters to romanize, Hindi had a set size of 51, and Japanese had quite a large set of 307 compound units (described below). Larger data set sizes are expected to be required to romanize languages with large romanization sets, and we study this in the next section.
There remain some interesting issues for further study. In some languages, there are characters which are not directly pronounced but affect the pronunciation of the neighboring characters. It is possible, to handle these cases by using NULL alignment, or by using compound alignment. Examples of these characters are the " " character in Russian which prevents the palatalization of the preceding consonant, and the " " and " " in Japanese. The " " modifies the sound of the following syllable. It is generally romanized as double characters, for example " " is romanized as 'TABURETTO'. The " " indicates a longer vowel in the previous syllable. It is typically romanized as a double vowel, or a single vowel possibly with an inflection marker, for instance " " may be romanized as 'RUNOWAARU' and 'RUNOWĀRU'.
In the case of Japanese we chose to induce the romanization system over a set of compound syllables some of which included these special characters (which were not romanized on their own), for example " " and " " from the example words above. Although it is difficult to deal with these syllables due to their special characteristics, we believe that most cases can be handled by either using null alignments or compound units in combination with knowledge of the linguistics of the particular languages involved.
Another issue we found in Japanese romanization is that of transliteration ambiguity. For example in the Hepburn system, both of the Kana characters " " and " " are romanized as 'JI'. In the experiments in this paper we allowed our system to romanize ambiguously, but for some applications, for example romanization for the purposed of user input it would be desirable to have an unambiguous romanization system. The details of how this might be accomplished remains future research.
Data Sparseness
One potential problem for the proposed approach occurs with languages with large grapheme set sizes. For such languages the size of the training corpus will become an important factor, since our approach depends on having a sufficient number of alignments from which to select an appropriate romanization.
In an preliminary study of this effect, we performed an experiment using subsets of varying sizes sampled from a larger set of Japanese transliteration pairs than those used in Sect. 5.1 taken from Wikipedia inter-language links. The results are shown in Fig. 10 . Each point on the graph is the mean of 100 experiments each based on a random sample of the training data. The NED of the romanized corpus stops decreasing at around 3,000-4,000 word pairs. Figure 11 shows the grapheme occurrence count distribution for an experiment that used 3200 training pairs. This distribution has a typical long-tailed form, with counts for the most frequent graphemes on the left-side of the graph, and the least frequent on the right-side. Most graphemes have occurred several hundred times, and therefore the amount of training data required depends on the amount of data available to train the rarer graphemes. The most frequent grapheme occurred 1583 times, the rarest only once, and the average occurrence count per grapheme was 146. There were on average approximately 42 transliteration pairs per grapheme.
Number of Grapheme Occurrences Required
We performed an analysis of the Japanese experimental data to establish the number of occurrences of each grapheme that were required to obtain a romanization of comparable quality to that from a system fully trained on all of the available data.
To do this, for each Japanese grapheme, we calculated a relative frequency-based estimate of the probability distribution over possible romanizations from the trained model. Fig. 10 The relationship between corpus size and romanization quality for Japanese. Fig. 11 The distribution of occurrence counts for Japanese Kana.
We then used this distribution to calculate the probability of finding the same romanization selected by the model trained on all of the data, for models trained on low quantities of data. To do this first note that in order to discover the correct romanization, it is sufficient for a single alignment to the correct romanization to occur. Since, once this alignment has occurred the selection step of the romanization process will certainly choose it.
The probability of not having any alignment containing the correct romanization was calculated by forumlating the process as a Bernoulli trial where a successful outcome was a sequence of samples from the distribution over possible alignments in which none of the samples were the alignment representing the correct romanization. Therefore the probability we are interested in, i.e. the probability that at least one of the trials will sample an alignment that corresponds to the correct romanization is easily calculated as one minus the probability of not having any alignment containing the correct romanization. Figure 12 shows the results of this analysis. On the x-axis are the number of trails, or in other words the number of times the grapheme occurs in the corpus, and on the y-axis we plot the average (over all graphemes) probability that given the grapheme occurs x times, the correct romanization for that grapheme will occur in the set of possible romanizations. From this graph, if the criterion for successful romanization is set at p = 0.95 (indicated by the dashed line on the graph), the number of grapheme occurrences required lies between 6 and 7.
Estimation of Corpus Size for Myanmar
In this section we investigate the use of our approach on the Myanmar language. Myanmar is of particular interest because there is currently no standard system of romanization for the language [16] . There are around 1800 syllables in Myanmar and textual resources for the language are in very short supply. In this section we analyse the impact of both grapheme set size and data scarcity on the ability of our proposed method to find a useful romanization scheme. For our analysis we assume that the Myanmar language contains exactly 1800 syllables.
We were able to estimate the required corpus size for Japanese by observing the performance of our system with increasing quantities of data, but this approach is not possible for Myanmar since the quantity of available data is limited. We therefore attempt to estimate the necessary corpus size using some of the knowledge we have gained from analyzing the romanization process of Japanese.
We propose to do this as follows:
1. Estimate the number of grapheme occurrences necessary to obtain a correct romanization. 2. Fit a power law distribution to the probability distribution over graphemes 3. Use the power law distribution to estimate the data size necessary to achieve sufficiently high counts for the rarer graphemes.
For
Step [1] , we would like assume that the required number of occurrence of Myanmar is the same as Japanese. This assumption will not be applicable if the romanization process for Myanmar is more ambiguous. Therefore, we conduced a preliminary analysis of the data to determine this ambiguity relative to that of Japanese.
Ambiguity of the Romanization
The ambiguity of the romanization process (the converse of the transliteration ambiguity described in Sect. 5.4) was measured using perplexity for Myanmar, Japanese, Russian and Hindi. The results are shown in Fig. 13 . In the figure we plot perplexity against occurrence count for Myanmar and Japanese, since the lower occurrence counts can cause the perplexity to be underestimated (for example the perplexity of romanization for graphemes with occurrence counts of 1, will be 1 in all cases). As expected the data in Fig. 13 is quite noisy, but it indicates that the ambiguity of the romanization task for Myanmar and Japanese is roughly comparable.
We took an average of the romanization perplexity over the whole corpus and found that Japanese has a perplexity of 4.37 and also Myanmar has exactly the same perplexity of 4.37. When graphemes with occurrence counts of one are removed from the average, the perplexities become 4.41 for Japanese and 4.46 for Myanmar. We therefore conclude that the Romanization task for Myanmar is approximately the same level of difficulty to the task of romanizing Japanese, and we believe that a similar number of occurrences would be necessary to Romanize the graphemes in each language.
The perplexity for Russian was 1.76 over the whole corpus and no characters occurred only once in the data. This confirms our earlier hypothesis that Russian is considerably easier to Romanize than Japanese, and helps to explain why all of the systems in Fig. 4 gave comparable performance. Harder to explain is the perplexity of Hindi, which was 8.03 (8.14 excluding graphemes with occurrence counts of 1). Visual inspection of the alignments revealed that typically most of the probability mass fell on one grapheme, but that there were many possible alternatives with very low counts that served to push up the perplexity value.
Fitting a Zipfian Distribution to the Observed Data In
Step [2] , we estimate the occurrence probability of the un-observed graphemes by fitting a power law distribution to the observed data. We use a Zipfian distribution which assumes that the occurrence frequency of a grapheme is inversely proportional to its rank in the frequency table, raised to the power of an exponent characterizing its distribution:
where k is the rank of the grapheme, N is the number of graphemes in the corpus, and s is the exponent characterizing the distribution. The observed data that we fit the Zipfian distribution to is a corpus of 1076 transliteration pairs for Myanmar and English. It includes 890 grapheme types, from a set of approximately 1800 that occur in the Myanmar language. Figure 14 shows the result of fitting a Zipfian distribution using a maximum-likelihood fit (s = 0.74). The black points in the graph are the observed data.
Necessary Corpus Size for Appropriate Romanization
In
Step [3] , we estimate the corpus size required for inducing correct romanization using our estimate of the necessary occurrence count for correct romanization (given in Sect. 6.1) and the occurrence probability of the un-observed graphemes in Sect. 6.2.2. Figure 15 shows the relation between corpus size and expected occurrence count of the Myanmar graphemes of all ranks. Curves are plotted for expected occurrence counts of 6, 7 and 8. Recall that in Sect. 6.1 it was shown that for romanizing Japanese, occurrence count of between 6 and 7 were required to obtain a good chance of successful romanization. Given the perplexity analysis presented in Sect. 6.2.1 it seems reasonable to assume that Myanmar will require a comparable number of occurrences to Japanese to ensure correct romanization. From Fig. 15 it is clear that it would not be currently practicable to romanize all of the syllables in Myanmar, since this would require a corpus of at least 30000 word pairs, and a corpus of this size would only exist for a few high-resource languages. However, the figure shows that it should be possible to induce reliable romanizations for a large proportion of Myanmar graphemes without requiring an unreasonably large corpus of word pairs.
Conclusion
In this paper we introduced a novel unsupervised romanization technique for the induction of a complete system of romanization automatically from a bilingual corpus. First, a bilingual corpus of words is aligned using a non-parametric Bayesian sequence alignment method, and then for each sequence of characters to be romanized, a set of possible candidate romanization rules is extracted with reference to the alignment. Finally, the best romanization rules are chosen from this set according to an appropriate criterion. We applied our technique to the task of producing a romanized script similar to English from Japanese, Russian and Hindi for the purposes of transliteration mining. In these experiments we used corpora derived from of Wikipedia interlanguage link titles, and a criterion based on Levenshtein distance. For Japanese we found that mining performance depends heavily on the choice of romanization system used. Furthermore, we show that using our approach gives rise to a romanization system that substantially outperformed two existing romanization schemes on the mining task. We analysed the results of these experiments and found that our proposed method was able to improved mining performance by decreasing the NED between the strings in the correct pairs, while not affecting the edit distance between the strings in the noise pairs, thereby increasing discrimination. On Russian data our method was able to induce a system that was very close to the official system used for Russian passports. The experiment on Hindi, also induced a romanization system with comparable performance to the Harvard-Kyoto system.
We analysed the boundaries of what is possible with our proposed method by considering the romanization of Myanmar, which uses a large set of graphemes. Our results show that although it would not be practicable to induce romanizations for all syllables, a large number could be romanized using a reasonable amount of data.
In the future we would like to investigate the performance of our approach on other language pairs using different criteria for romanization. In particular it would interesting to build a system capable of finding a more-humanlike romanization scheme that captures the tradeoffs between transliteration and transcription. Such an approach could be used as an aid to creating romanization systems for languages that do not yet have a standard system. We believe another important future extension of our technique would be in the automatic discovery of systems for textual input in romanized form that are both efficient and also sufficiently capture the phonetics of the underlying graphemes. 
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