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Abstract. A widely used approach to describe the dynamics of gene reg-
ulatory networks is based on the chemical master equation, which consid-
ers probability distributions over all possible combinations of molecular
counts. The analysis of such models is extremely challenging due to their
large discrete state space. We therefore propose a hybrid approxima-
tion approach based on a system of partial differential equations, where
we assume a continuous-deterministic evolution for the protein counts.
We discuss efficient analysis methods for both modeling approaches and
compare their performance. We show that the hybrid approach yields
accurate results for sufficiently large molecule counts, while reducing
the computational effort from one ordinary differential equation for each
state to one partial differential equation for each mode of the system.
Furthermore, we give an analytical steady-state solution of the hybrid
model for the case of a self-regulatory gene.
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1 Introduction
In the last decades biological measurements have become increasingly quantita-
tive and have fostered new approaches for the analysis of models that describe
quantitative aspects of biological systems. Moreover, it has been observed that
cellular processes such as gene expression are shaped by random events which led
to an increasing interest in stochastic models (see, for instance, [16]). Therefore,
in the last decade quantitative stochastic models have been widely used to test
and verify hypotheses about the structure and function of biological systems on
a microscopic scale. In particular, chemical master equation (CME) models, that
assume an underlying discrete-state Markov process, are well-established for de-
scribing gene regulatory networks [23]. As opposed to continuous-deterministic
models, they use discrete variables to count the number of molecules of each
chemical species. In particular, such models take into account low copy num-
bers, which are known to be the source of cellular stochasticity. Since CME
models are in most cases too complex to be solved analytically, approximative
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numerical analysis methods have been developed [5,28,32,39] as well as statis-
tical approaches based on Monte-Carlo simulation [8]. Exceptions are exact so-
lutions for models that obey detailed balance [21] and for those that assume
that all intracellular interactions are monomolecular [15]. Since gene regulatory
networks typically contain feedback loops, second-order interactions are neces-
sary to describe the evolution of the system. Moreover, neither detailed balance
nor linear dynamics are realistic assumptions even for simple regulatory net-
works. Recently, analytical solutions for single-gene feedback loops have been
presented [9,12,18,24,37,38].
Here, we propose a stochastic hybrid approach for gene regulatory networks,
in which only the state of the genes is represented by a discrete-stochastic vari-
able while we assume that for a fixed gene state, the evolution of the protein num-
bers is deterministic and described by an ordinary differential equation (ODE).
Thus, we dismiss the detailed discrete-state description of highly-abundant chem-
ical substances in the cell and use a discrete-stochastic description only where
it is really necessary, for instance, when boolean variables are used to describe
whether a gene is active or not. More precisely, we assume that a gene can
stochastically switch between an ’on’ and an ’off’ state and the switching prob-
ability depends on the global state of the system, i.e., it is a function of the
(continuous) protein concentrations (or counts). Hence, the models that we con-
sider are a special case of piecewise deterministic Markov processes [4] which have
been successfully applied to gene regulatory networks in earlier work [11,22,40].
Our assumption about the continuous-deterministic protein dynamics eases the
derivation of exact solutions for the steady-state distribution of the process and
is equivalent to the assumptions made in stochastic hybrid simulation algorithms
for CME models [3,10,26,27,29,34,33,41].
Besides assuming the two gene modes ’on’ and ’off’, we consider for each gene
a variable for the corresponding protein concentration. The rates at which the
global mode changes may depend on the global state of the system, i.e., both
the state of the genes and the protein concentrations. Our model does not ex-
plicitly model transcription and the concentration of mRNA molecules. Instead,
we assume that the evolution of the concentration or count of a certain protein
is determined by the current (stochastic) state of the corresponding gene. More
concretely, we assume mode-dependent production rates for the proteins and
fixed degradation rates. The evolution of the mode-conditional density functions
describing the protein concentrations is then given by a system of (first-order)
partial differential equations (PDE), which can be solved numerically. A com-
parison to a numerical solution of the corresponding CME, i.e. the equation for
the same process except that protein counts/concentrations are discrete random
variables following a Markov jump process description, shows that as long as the
protein counts are not too small, the PDE gives a very accurate approximation
of the underlying “true” probability distribution. We present results for exam-
ples with slow and fast switching in one dimension as well as examples with uni-
and bimodal distributions in two dimensions to illustrate the applicability of our
approach.
Previous work on stochastic models of gene regulatory networks mostly fo-
cus on analytical solutions for fully discrete-stochastic descriptions [9,12,38] or
on the hybrid sampling approaches mentioned above [3,10,26,27,29,34,33,40,41].
For gene regulatory networks, that experience burst behavior in the protein pro-
duction, partial integral differential equations have successfully been applied to
describe bursting [7,30]. However, state changes of genes are described by Hill
functions. Here, we do not assume any burst behavior but concentrate on a
generic discrete-stochastic description of the gene states in combination with
continuous-deterministic dynamics of the corresponding protein concentrations.
In addition, we consider the special case of a self-regulated gene, which represents
a motif that is often part of more complex networks. We present a closed-form
solution of its steady-state density and compare it to the closed-form solution
proposed by Grima et al. [9] for the corresponding fully discrete CME model.
The comparison shows that the distributions agree as long as the protein counts
are large, i.e. at the order of hundreds.
Another class of hybrid models is based on a mixture of the CME approach
and the linear-noise approximation. There the CME is used to describe the be-
havior of the genes, while the linear-noise approximation describes the processes
involving the proteins [14,35].
A recent review on hybrid and non-hybrid methods of stochastic simulation
in biology can be found in [31].
The paper is organized as follows: In Section 2 we introduce the CME and
our hybrid modeling approach for the description of gene regulatory networks.
In Section 3 the analytical solution for a special case of the hybrid model is
compared to an analytical solution based on the CME. The numerical solution
of this model together with a case study are presented in Section 4. Finally in
Section 5 we conclude our results.
2 Stochastic Models
In the following, we will recapitulate the fully discrete CME approach which
has widely been used for the description of gene regulatory networks. Then we
will introduce the hybrid model in which protein concentrations are described
by continuous-deterministic variables.
2.1 Chemical Master Equation
Let ν be the number of genes in the network and assume that each gene is used
to produce a different type of protein, such that there are in total 2ν chemical
species S1, . . . , S2ν . The state of the system at time t ≥ 0 is then given by
the random vector Y (t) = (Y1(t), . . . , Y2ν(t)), where Yi(t) is a discrete random
variable that describes the number of molecules of species Si at time t. The
random vector Y (t) changes according to a set of J chemical reactions where
for j ∈ {1, 2, . . . , J} reaction Rj is described by a stoichiometric equation of the
form
Rj : s
(j)
1 S1 + · · ·+ s(j)2ν S2ν
κj−→ w(j)1 S1 + · · ·+ w(j)2ν S2ν . (1)
The stoichiometric coefficients for reaction Rj and species i are denoted by s
(j)
i ∈
N for the reactants and w(j)i ∈ N for the products of the reaction. If a species
is not involved in the reaction the corresponding stoichiometric coefficient is set
to zero. The stochastic rate constant for reaction Rj is denoted by κj .
If the system is in state y at time t, the conditional probability that reaction Rj
occurs in the time intervall [t, t+ dt) is given by
αj(y)dt = P (Rj occurs in [t, t+ dt)|Y (t) = y). (2)
The corresponding propensity can be calculated as
αj(y) = κj
2ν∏
i=1
(
yi
s
(j)
i
)
, (3)
which is the product of the rate constant κj and all possible combinations of
reactants, which are required for the reaction.
Due to the chemical reaction Rj the number of molecules for some species change
such that we can define a state change vector vj = w
(j) − s(j), i.e. the state
change vector if given by the difference of the molecular counts in the states
before and after the reaction. Note that each reaction determines a unique state
change vector since the number of molecules involved is fixed and does not
depend on the absolute molecule counts.
The probability of being in state y at time t, starting from an initital state y0
is denoted by p(y, t). We are now able to describe the dynamics of the system
via the CME
d
dt
p(y, t) =
∑
j:y−v−j ≥0
αj(y − vj)p(y − vj , t)− αj(y)p(y, t), (4)
where we sum over all possible reactions that either lead to (first term in sum)
or can occur in state y (second term in sum). Note that at any time only the
current state determines the system’s future evolution. Therefore (Y (t))t≥0 is a
continuous-time Markov chain with 2ν-dimensional state space.
For gene regulatory networks, we assume that for each gene Gi and its cor-
responding protein Pi we have the reactions
R
(i)
1,2 : G
0
i
λ

µ
G1i , R
(i)
4 : G
0
i
a→ G0i + Pi,
R
(i)
3 : Pi
d→ ∅, R(i)5 : G1i c→ G1i + Pi.
Reaction R
(i)
1 turns the gene ’on’, while reaction R
(i)
2 turns the gene ’off’. Here,
we assume that λ and µ may be functions of the protein counts of the same or an
other gene. The degradation of protein is shown in reaction R
(i)
3 . Reaction R
(i)
4
and R
(i)
5 correspond to protein production in different gene states, for example
no/weak (state G0i ) and strong (state G
1
i ) production if c > a. This yields a
special case of the CME and for the case ν = 1, closed-form solutions for the
steady-state solution of the CME have been derived [9]. Moreover, software tools
have been developed for the case that the molecular counts are not too large and
a numerical integration of the CME is possible [17,20].
2.2 Stochastic Hybrid Model
For the hybrid description of gene regulatory network with ν genes, we split
the state vector y into two coupled random vectors m = (m1, . . . ,mν) and
x = (x1, . . . , xν), where for i ∈ {1, . . . , ν} we define mi ∈ {0, 1} as the state of
gene i and xi as the corresponding concentration or number of proteins. Here,
mi = 0 represents the case where the gene is inactive and mi = 1 the case where
it is active. Since there are two possible states for each of the mi, i ∈ {1, . . . , ν},
the total number of possible modes of the system is M = 2ν . Depending on the
model not all modes may be reachable from some initial configuration. In the
sequel, we will assign enumeration index z to mode m by converting the binary
number [mνmν−1 . . .m2m1]2 into a decimal number and adding one to ensure
that z ∈ {1, . . . , 2ν}, i.e. z = [mνmν−1 . . .m2m1]2 + 1.
In our hybrid model, we assume that all protein concentrations change deter-
ministically according to some linear differential equation, whereas transitions
between modes follow a Markov jump process. The diagonal matrixRi ∈ RM×M
describes the concentration change of protein i in mode z and has the form
R
(z,z)
i (x) =
{
ai − bixi, if mi = 0,
ci − dixi, if mi = 1,
(5)
where ai and ci are the production rates of protein i if the gene is inactive or
active, respectively4. The respective degradation rate constants are given by bi
and di and the corresponding degradation rates are proportional to the protein
concentration. Although, the cases requiring bi 6= di may be rare, we do not
restrict to the case bi = di here. The infinitesimal generator matrix Q ∈ RM×M
describes the transitions between different modes. Consider, for example, an
exclusive switch with two genes and a common promoter region [25]. At most
one protein can bind to the promoter region at a time and it represses the
production of the other protein. Then the matrix has the form
Q =

0 0 0 0
0 −λ1 0 λ1
0 0 −λ2 λ2
0 µ1 µ2 −(µ1 + µ2)
 , (6)
where λi and µi are the rates at which gene i switches from the inactive to
the active state and vice versa. However, the first mode where both genes are
4 It is possible to choose ai = 0 if no proteins are produced in the inactive state.
Alternatively, a (weak) production rate ai > 0 may be chosen.
inactive is not reachable from the other three modes. Furthermore we also al-
low concentration dependent parameters, i.e. the entries of Q are continuous
functions in x and t.
The model described above can be represented by a fluid stochastic Petri net
(FSPN) [13,36] by considering the gene states as the discrete marking and the
protein counts as the (continuous) fluid levels. The system’s time evolution is
given by the linear first-order hyperbolic partial differential equation (PDE)
∂
∂t
f(x, t) = −
ν∑
i=1
∂
∂xi
f(x, t)Ri(x) + f(x, t)Q(x, t), (7)
where f(x, t) = (f1(x, t), . . . , fM (x, t)) is the vector of mode probability densi-
ties. Intuitively this equation can be derived from the conservation of probability
mass with a corresponding balance equation. The in- and outflow of probability
mass from the continuous part (changes in protein counts) is encoded in the
terms containing R, while the term with Q describes the in- and outflow of
probability mass from the discrete part (changes of gene states) of the model.
Note that by using Eq. (7) the complexity is reduced to one PDE per mode (in
total 2ν) of the underlying probability distribution instead of one ODE per state
(up to N˜2ν , where N˜ is the maximum number of a protein species’ count) when
using a CME approach.
3 Analytical Steady-State Solution for a Self-Regulated
Gene
In this section, we present an analytical solution of the steady-state density for
the special case of a single gene, i.e., ν = 1 and M = 2. Then, Eq. (7) gives
∂
∂t
(
f1(x, t)
f2(x, t)
)ᵀ
= − ∂
∂x
[(
f1(x, t)
f2(x, t)
)ᵀ(
a− bx 0
0 c− dx
)]
+
(
f1(x, t)
f2(x, t)
)ᵀ(−λ(x) λ(x)
µ(x) −µ(x)
)
.
(8)
We assume a general linear form for the binding and unbinding rate here, i.e.
µ(x) = mx+n and λ(x) = kx+ l. In the steady-state (∂tf = 0) Eq. (8) becomes
an ODE and can be rewritten in the form
∂
∂x
(
ψ1(x)
ψ2(x)
)ᵀ
=
(
ψ1(x)
ψ2(x)
)ᵀ(−λ(x) + b λ(x)
µ(x) −µ(x) + d
)(
a− bx 0
0 c− dx
)−1
, (9)
where we replaced f(x, t) by ψ(x). For an appropriate choice of the parameters
and protein range, the righthandside of Eq. (9) is Lipschitz continuous and thus
has a unique solution according to the Picard-Lindelo¨f theorem. A more detailed
reasoning about the convergence to the steady-state solution for our system
of hyperbolical PDEs and the derivation of the following analytical solution is
provided in future work [19].
The main idea of the derivation of the analytical solution is to show by
adding the two components of Eq. (9) that for the steady-state solution (ψ1, ψ2)
it holds (bx − a)ψ1(x) = (c − dx)ψ2(x) everywhere on [ab , cd ]. By introducing
the notation h(x) := (bx− a)ψ1(x) = (c− dx)ψ2(x) and subtracting the second
component of Eq. (9) from the first one, one can deduce that h satisfies an
ordinary differential equation with Dirichlet boundary conditions, which can in
turn be explicitly integrated. This leads to the steady-state solution
ψ1(x) =
K
b
exp
((
l
b
+
m
d
)
x
)(
x− a
b
)( al
b2
+ kb−1) ( c
d
− x
)( cm
d2
+nd )
,
ψ2(x) =
K
d
exp
((
l
b
+
m
d
)
x
)(
x− a
b
)( al
b2
+ kb ) ( c
d
− x
)( cm
d2
+nd−1)
,
(10)
for x ∈ [ab , cd ], with some constant K ∈ (0,∞). By inserting Eq. (10) into Eq. (9)
it is straightforward to show that ψ1 and ψ2 are indeed the steady-state solution
of Eq. (8). The constant K is chosen in such a way that∫ xf
xi
(ψ1(x) + ψ2(x))dx = 1, (11)
where xi =
a
b and xf =
c
d . The marginal density of x is then given by the sum
of ψ1 and ψ2, i.e.
ψ(x) = ψ1(x) + ψ2(x). (12)
Depending on the parameters, the functions in Eq. (10) show different limit
behaviors at the boundaries (see also [19]), namely
(i) if al + kb < b2, then ψ1 is singular at xi =
a
b ,
(ii) if al + kb = b2, then ψ1 attains a nonzero value at xi =
a
b ,
(iii) if al + kb > b2, then ψ1 tends to zero at xi =
a
b ,
(iv) if cm+ nd < d2, then ψ2 is singular at xf =
c
d ,
(v) if cm+ nd = d2, then ψ2 attains a nonzero value at xf =
c
d ,
(vi) if cm+ nd > d2, then ψ2 tends to zero at xf =
c
d .
Assuming law of mass action kinetics leads to a linear binding and constant
unbinding rate, i.e. l = n = 0, such that conditions (i)-(iii) only compare the
unbinding rate to the degradation rate in the ’off’ state and conditions (iv)-(vi)
the product of the production rate in the ’on’ state and binding rate to the
squared degradation rate in the ’on’ state. In general, it is biologically plausible
that the degradation rates are much smaller than the rates for the other reac-
tions, hence only to the conditions (iii) and (vi) are reasonable. If xi = 0 and
the unbinding is very slow too, then condition (iii) may be applicable instead of
(ii), since negative protein counts are impossible. Since biologically meaningful
results should not contain singularities, conditions (i) and (iv) are obviously not
applicable.
As a next step we compare the above results with the analytic solution of
the corresponding CME derived by Grima et al. [9], where we used the Taylor
series approach described in [1] to obtain the results of the CME in a fast and
accurate way. Since we obtain a density whereas the CME yields a discrete
distribution, we discretize our solution to compute the Hellinger distance H of
the two distributions. The discrete distribution P (N) yields only probabilities
for positive integer numbers N . In order to include the information from the
real x values from the continuous solution, we calculate mean values around the
integers as follows
ψ˜(N) =
∫ N+0.5
N−0.5
ψ(x)dx. (13)
The Hellinger distance is then given by
H =
1√
2
√√√√ Nˆ∑
n=1
(√
ψ˜(n)−
√
P (n)
)2
(14)
where we use the notation Nˆ = b cdc.
To compare our solution to that of Grima et al., we match the parameters
in [9] as follows:
rb = a ru = c sb = m su = k kf = b = d
Without loss of generality, we consider only the case c > a. Furthermore our
model does not allow degradation of bound proteins, hence kb from [9] is set
to 0. Note that since at most a single protein can be bound and we focus on
systems with moderate or high protein numbers, this assumption is reasonable.
Moreover, as in [9] we assume linear binding rates and constant unbinding rates
and therefore set l = n = 0. In the a > c case, a and c, m and l as well as k and
n swap roles, but the analytical solution (10) no longer holds.
The plot in Fig. 1 (a) shows the Hellinger distance H between the two models
for three different parameter sets in dependence of c for three different unbinding
rates. The remaining parameters are a = 0, m = 1 and d = 1. For increasing c the
average number of particles also increases, while H decreases. That means that
with a larger protein number the distributions become more and more similar.
Fig. 1 (b)-(d) shows the probability distributions and densities for different
choices of the parameters c, k,m, where the solid lines correspond to the density
in Eq. (10) and those with markers to the discrete probability distribution of
the CME. For the case of small protein counts in (b) and (c) we evaluated the
solution given in [9]. For the case of large protein counts in (d) we used the tool
SHAVE to solve the CME [20] numerically until steady-state. The distribution
for the first mode is shown in dark green, the distribution for the second mode
in purple. The remaining parameters are fixed as a = 0 (no production if the
gene is inactive) and d = 1 (degradation of proteins) for all examples. We see
in Fig. 1 (b) that the solutions are also more similar for slower switching rates
even for small protein counts. This is because switching between the two modes
seems to increase the influence of the fluctuations of the protein counts on the
joint discrete probability distribution that results from the solution of the CME.
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Fig. 1. (a) Hellinger distance H between (13) and the solution of [9] for varying protein
production parameter c. (b), (c) Probability distribution and density for (10) (solid
lines) and [9] (markers) with varying parameters c, k,m. (d) Similar to (b), (c) but the
discrete distribution was computed using the tool SHAVE [20].
Note that the results of SHAVE and those based on [9] are nearly identical for
small protein numbers. For large numbers, as in (d), only the SHAVE solution
is shown. Also note that the variance of the density is lower compared to that of
the discrete distribution. This holds also for transient solutions as shown in the
next section and comes from the fact that we assume deterministic continuous
dynamics for the protein counts.
4 Numerical Solution
Since Ri(x) as defined in Eq. (5) is a diagonal matrix, Eq. (7) for the mode with
index z can be written in the form of a transport equation
∂
∂t
fz(x, t) +
ν∑
i=1
vi(x)
∂
∂xi
fz(x, t) = gz(x, t), (15)
where vi(x) = R
(z,z)
i (x) is the transport velocity in i direction and
gz(x, t) = fz(x, t) ·
(
−
∑
i
∂
∂xi
R
(z,z)
i (x)
)
+ f(x, t)qz(x, t) (16)
contains all the remaining terms which do not include derivatives. Here, qz is
the z-th column of Q.
To solve the above transport equation numerically, we employ a finite differen-
ces scheme and divide the time interval [0, T ] and the intervals of protein counts
[xmini , x
max
i ] into subintervals of fixed length dt and ∆, respectively, where T is
the total simulation time and xmini and x
max
i form a sufficiently large range in
the protein count for protein i. Obviously, it is also possible to apply more so-
phisticated discretization schemes based on variable interval lengths. However,
for the examples that we considered equally spaced intervals yielded sufficiently
accurate and fast results. For each subinterval we assume that the respective
variable has a constant value equal to the left interval boundary. To simplify the
notation, we consider only the case with one protein (ν = 1) and write x` for the
protein concentration that corresponds to the `-th interval. We use the forward
difference to approximate the time derivatives for the r-th interval [tr, tr+1]. To
approximate the spatial derivatives we use a so-called Upwind scheme, i.e. de-
pending on the sign of vi(x) either forward or backward differences are used
in order to take the different transport directions into account and obtain a
numerically stable solution [2]. Hence the spatial derivatives are approximated
by
∂
∂x
fz(x, tr)|x=x` ≈
∆fz(x`, tr)
∆
=

fz(x`, tr)− fz(x`−1, tr)
∆
, if v(x`) > 0,
fz(x`+1, tr)− fz(x`, tr)
∆
, if v(x`) < 0.
(17)
Given some initial and boundary conditions and inserting the approximations
for the derivatives into Eq. (7) the PDE can then be solved by the recursion
scheme
f(x`, tr+1) = f(x`, tr)
− dt
(
∆f(x`, tr)
∆
R(x`) + f(x`, tr) [R
′(x`)−Q(x`, tr)]
)
(18)
Note that since R(x) is known, the derivative R′(x) can directly be calculated
and an approximation via finite differences is not needed here. Moreover, the
generalization of Eq. (18) for multiple spatial variables is straightforward. Also,
if the interval for the protein count is chosen large enough, suitable boundary
conditions for the numerical solution are fz(xb, t) = 0 for all t, with xb = x
min
and xb = x
max. Since f(x, t) is a probability density, we always find some xmin
Table 1. Parameters of the exclusive switch used for the comparison in Figs. 2 and 3.
c1 c2 d m1 m2 k1 k2
bimodal 0.75 1.0 0.005 0.02 0.01 0.008 0.008
unimodal I 0.75 1.0 0.005 0.01 0.01 0.1 0.2
unimodal II 4.5 6.0 0.005 0.06 0.06 0.6 1.2
and xmax, such that fz(x, t) < ε for x < x
min or x > xmax. The same consid-
erations remain true for more than one protein species, i.e. for more than one
spatial variable.
Case Study: Exclusive Switch
We consider the exclusive switch model above (see Eq. (6)) to compare the nu-
merical solution of the hybrid model given by Eq. (7) to that of the corresponding
CME model. For the former, we assume that if gene i is active, proteins of type i
are produced at rate ci. Independent of the mode, the proteins of gene i degrade
at rate di, which we assume to be equal for all three modes. In the following we
omit the first mode, which is not reachable, and set M = 3, i.e. we remove the
corresponding row and column of zeros in Q. Then f2 (f3) corresponds to the
mode where a protein of type 1 (type 2) is bound to the promoter, respectively,
and f4 to mode where the promoter is free. We assume no protein production if a
gene is not active, i.e., a1 = a2 = 0 Furthermore, we assume that the binding rate
µi is proportional to the corresponding number of proteins, i.e., µi(x) = mixi.
On the other hand, the rate λi = ki at which a protein of type i unbinds from
the promoter is independent of x. With these assumptions the system of PDEs
in Eq. (7) has the form
∂
∂t
f2(x, t) =−
(
(c1 − d1x1) ∂
∂x1
f2(x, t)− d2x2 ∂
∂x2
f2(x, t)
)
+ (d1 + d2 − k1)f2(x, t) +m1x1f4(x, t),
∂
∂t
f3(x, t) =−
(
−d1x1 ∂
∂x1
f3(x, t) + (c2 − d2x2) ∂
∂x2
f3(x, t)
)
+ (d1 + d2 − k2)f3(x, t) +m2x2f4(x, t),
(19)
∂
∂t
f4(x, t) =−
(
(c1 − d1x1) ∂
∂x1
f4(x, t) + (c2 − d2x2) ∂
∂x2
f4(x, t)
)
+ (d1 + d2 − (m1x1 +m2x2))f4(x, t) + k1f2(x, t) + k2f3(x, t).
We consider three sets of parameters listed in Tab. 1 yielding one bimodal and
two unimodal densities. Parameters that do not occur in the table, namely ai, li,
ni, are set to 0. The results of the numerical PDE solutions using the recursion
scheme from Eq. (18) generalized to two spatial variables are plotted in the left
column of Figs. 2 and 3. We choose dt = 10−2 for the approximation of the
time derivative and ∆ = 1 for both spatial derivatives. The plots in the column
in the middle of Figs. 2 and 3 show the distribution obtained from a purely
discrete model, i.e. when we solve the corresponding CME numerically. We used
the tool SHAVE for the numerical integration of the CME, which is based on
a dynamical truncation of the state space [20]. Note that it is also possible to
obtain the distribution of the discrete model by generating a large number of
trajectories via Gillespie simulation.
We used an initial protein count of 10 proteins per species and numerically
simulated until t = 100. The right column shows the absolute difference between
the numerical solution of the PDE and the CME distribution at each point.
Note that the solution of the hybrid model shows a lower variance compared
to the solution of the CME, which is reasonable since in the PDE model pro-
teins are assumed to change continuously and deterministically over time. The
randomness introduced by the (randomly occurring) protein production and
degradation events in the CME model is not taken into account in the hybrid
model.
We also applied our PDE approach to larger models, i.e. models with more
species. An example for a gene regulatory network with three species is the
so-called repressilator [6]. For such networks, we got very similar results (not
shown), i.e., the computed PDE densities gave accurate approximation of the
CME distributions in case of moderate to high protein counts or slow switching
rates.
Note that an extension to larger grid sizes (∆ > 1) of the above simple
numerical solution scheme is straightforward, i.e. each cell represents a certain
protein number range and, where the protein number occurs explicitly in the
equations, an average protein number is considered. For large protein numbers
this aggregation is meaningful since neighboring states show a very similar be-
havior. Note that for ∆ = 1 we have to integrate the same number of equations
as the CME, while for ∆ > 1 we have to integrate significantly less equations in
our hybrid approach. Hence for ∆ = 2 and ∆ = 3 the running time decreases
while the accuracy remains high (see Tab. 2). We expect that with an adaptive
grid, in which the cell size depends on the amount of probability mass and in
which the grid changes over time, larger speed-ups at high accuracy are possi-
ble. The underlying idea to reduce the number of equations in regions containing
low probability mass is also used by SHAVE (see [20]). For our PDE solution,
however, this requires a more sophisticated implementation, in which merging
and splitting of cells over time is possible, and is omitted here.
5 Conclusion
We proposed a modeling framework for gene regulatory networks that assumes
discrete random changes of the different gene states and continuous-deterministic
changes for the protein concentrations. For moderate and large protein counts
or models with slow mode switching, the corresponding PDE solution yields
accurate results. For the steady-state solution, we have a closed-form solution
Fig. 2. Left: Numerical solution of the PDE system (19) in the bimodal case. Middle:
Discrete probability distribution of the CME. Right: Difference of the solutions. Each
row shows the results for one of the three reachable modes, i.e. promoter free (row 1),
protein 1 bound (row 2) and protein 2 bound (row 3). The corresponding parameters
are listed in Tab. 1. Note that different ranges for P1 and P2 are shown for the different
modes.
which can efficiently be evaluated while previous approaches suffer from numer-
ical problems in the case of large protein counts. We also presented a numerical
scheme to compute transient solutions of the PDE.
For future work, we plan to investigate different numerical methods, in par-
ticular, adaptive discretization schemes. In addition, we will work on closed-form
expressions for the steady-state solution for more complex networks, e.g. with
two genes and their corresponding proteins.
Fig. 3. Left: Numerical solution of the PDE system (19) in the unimodal case. Middle:
Discrete probability distribution of the CME. Right: Difference of the solutions. Each
row shows the promoter free mode for different average protein numbers. In the first row
the average protein number is about 100 proteins whereas the average protein number
in the second row is about 500 proteins in total. The corresponding parameters are
listed in Tab. 1.
Table 2. Performance comparison of a direct numerical solution of the CME using
SHAVE and the PDE solution with dt = 10−2 for different grid sizes ∆ for the exclusive
switch model with parameter set “unimodal II” from Tab. 1. The Hellinger distance
H is calculated with respect to the CME solution provided by SHAVE.
SHAVE ∆ = 1 ∆ = 2 ∆ = 3
runtime 407 s 1090 s 240 s 102 s
H 0 0.0936 0.1023 0.2245
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