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Metric bingles and tringles in H3
D.G. Pavlov∗, S.S. Kokarev†
Abstract. In the 3-dimensional Berwald-Moor space are bingles and
tringles constructed, as additive characteristic objects associated to
couples and triples of unit vectors - practically lengths and areas on
the unit sphere. In analogy with the spherical angles θ and ϕ, we
build two types of bingles (reciprocal and relative, respectively). It is
shown that reciprocal bingles are norms in the space of exponential
angles (in the bi-space H♭3, which exponentially define the represen-
tation of poly-numbers. It is shown that the metric of this space
coincides with the Berwald-Moor metric of the original space. The
relative bingles are connected to the elements of the second bi-space
(angles, in the space of angles) H♭3
♭
and allow to provide the doble-
exponential representation of poly-numbers. The explicit formulas
for relative bingles and tringles contain integrals, which cannot be
expressed by means of elementary functions.
M.S.C. 2000: 53B40, 53A30.
Key words: indicatrix, extremality, bingle, tringle, Berwald-Moor metric, bi-
projection, area form, exponential angles, poly-number algebra.
1 Introduction
The definition and the study of poly-angles is one of the important elements of
the research program of commutative-associative algebras (poly-numbers), and
with the connected to them spaces Hn endowed with the Berwald-Moor (BM)
metric:
(n)G = Sˆ(dX1 ⊗ · · · ⊗ dXn), (1.1)
where Sˆ is the symmetrization operator (without the numeric multiplier). Briefly
and non-formally speaking, the poly-angles are the Finslerian generalizations of
the usual Euclidean and pseudo-Euclidean angles, which characterize the rela-
tive displacement of pairs, triples, etc. of vectors, regardless of their absolute
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lengths of the vectors and their displacement in the space as a whole. In the pro-
grammatic works [4, 3], were stated general observations, which point out several
directions, which potentially might lead to solving the poly-angle problem. One
of these attempts ([5]), which is entirely based on the relations of additivity and
conformal invariance, has lead to an infinite set of variants of ”poly-angles”,
which in general generates more questions (the first of them being: which is
the best variant) than answers. Moreover, the experience of conducting such
a generalization shows that the well-chosen leading principle or family of prin-
ciples for constructing a generalization or another generalization, leads - in a
certain way, uniquely, to the targeted generalization. In this paper we shall use
the additivity principle, in a way which differs from the one employed in [5].
Instead of solving functional-differential equations in the space of basic con-
formal invariants of the BM geometry, we shall start by linking from the very
beginning all the type of poly-angles to the associated additive quantities, types
of lengths, areas or volumes which are computed on the unit BM sphere (on the
indicatrix). The main features of a similar idea are described in [4]. As a matter
of fact, our chosen approach fulfills the deformation principle of the Euclidean
geometry, stated in [10], whose essence relies on the transfer of the formulations
of geometric notions and relations, conceived in terms of Euclidean geometry,
to non-Euclidean spaces. The correctness and adequacy of the chosen method
for the stated problem, are in our opinion highly confirmed by all the results,
which we obtain in the present paper:
1. the chosen method allows to obtain the explicit expressions for poly-angles
of all types in any space Hn;
2. all the poly-angles are - by their definition, additive and conformally-
invariant;
3. all the poly-angles can be expressed by means of a system of geometric
invariants of the BM geometry;
4. our definitions permit - in principle, to examine the whole symmetry group
of the poly-angles, which proves to be larger than the isometries and the
constant dilations and which, generally speaking, overpasses the frames of
the conformal-analytic transformations of the spaces Hn;
5. all the poly-angles prove to be in one-to-one connection with the system
of angles of the exponential representation of poly-numbers;
6. the analysis of explicit expressions for poly-angles exhibit the remarkable
property of duality relative to lengths in the BM geometry.
In this paper we perform all the explicit computations for the first non-quadratic
BM geometry within the family of spaces Hn, namely H3, but the most of the
results can be easily generalized to the arbitrary Hn.
2
2 The main properties of the algebra and geom-
etry of P3
For easily lecturing this Section, we shall firstly provide preliminaries regarding
the algebra and the geometry of poly-numbers P3. The most of these properties
can trivially be extended to general poly-numbers Pn.
The associative-commutative algebra P3 over the field R (the algebra of 3-
numbers) generalizes the well-known algebra of dual numbers on the plane. Its
general element has the form:
A = A1e1 +A2e2 +A3e3, (2.1)
where {ei} is a special set of generators of the algebra, which satisfies the rela-
tions:
eiej = δijei (no summation!). (2.2)
From the relations (2.2), follow simple rules of multiplying and dividing poly-
numbers:
AB = A1B1e1+A2B2e2+A3B3e3; A/B = (A1/B1)e1+(A2B2)e2+(A3/B3)e3,
where the division is defined only to the so-called non-degenerate elements,
which all satisfy Bi 6= 0. The role of unity in the algebra P3 is played by
I = e1 + e2 + e3.
We define in P3 the operations of complex conjugation:
A† = (A1e1 +A2e2 +A3e3)
† ≡ A3e1 +A1e2 +A2e3;
A‡ = (A1e1 +A2e2 +A3e3)
‡ ≡ A2e1 +A3e2 +A1e3
and we examine the 3-number AA†A‡. A simple calculation shows that this
is real and is equal to A1A2A3I. In this way, by analogy to the modulus of a
complex number, we can introduce in P3 a (quasi-)norm, using the formula:
|A| ≡ (AA†A‡)1/3 = (A1A2A3)1/3. (2.3)
For the non-degenerate 3-numbers, this norm has all the properties of the usual
norm, and the 3-numbers satisfy the equality
|AB| = |A||B|. (2.4)
Unlike the field of complex numbers and the one of quaternions, the algebra P3
has zero divisors, i.e., non-zero elements N satisfying the condition |NA| = 0 for
all A ∈ P3. Such elements are called degenerate (we shall denote them as P ◦3 )
and are characterized by the fact, that their representation (2.1) contains zero
coefficients. The multiplication of non-degenerate elements of P3 is related to the
group of inner automorphisms Aut(P3), which is isomorphic to the subalgebra
(relative to the multiplication) of non-degenerate elements:
Aut(P3) ∼ P3 \ P ◦3 , Aut(P3) ∋ σ : A→ σ(A) ≡ σA. (2.5)
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This group contains the remarkable isometry subgroup IP3 ⊂ P3, whose ele-
ments preserve the norm. Having in view the definition (2.5) and the properties
(2.4), the elements of this subgroup are characterized by the property: |σ| = 1
or, via components: σ1σ2σ3 = 1. The group IP3 is 2-parametric and abelian.
In the space P3 (and in any Pn, in general), one can define powers of any order
of the elements, and analytic functions of poly-number variable. As an example,
the function eA can be defined by the means of the standard exponential series:
eA ≡ I +A+ A
2
2!
+ · · · = eA1e1 + eA2e2 + eA3e3. (2.6)
We can define now the exponential representation of polynumbers by the for-
mula:
A = |A|eB, (2.7)
where B is an arbitrary 3-number which is invariant to the action of the group
IP3 which preserves the norm |A|. The components of this number relative to
a certain special basis are called exponential angles. There exist exactly two
independent exponential angles, since, as it will be shown below, the space of
numbers B for numbers A with fixed norm |A| is 2-dimensional. In order to
obtain the explicit expressions of exponential angles, we perform the following
chain of identical transformations1:
A = A1e1+A2e2+A3e3 = (A1A2A3)
1/3
(
A
2/3
1
(A2A3)1/3
e1 +
A
2/3
2
(A1A3)1/3
e2 +
A
2/3
3
(A1A2)1/3
e3
)
=
|A|(eln(A2/31 /(A2A3)1/3)e1 + eln(A
2/3
2
/(A1A3)
1/3)e2 + e
ln(A
2/3
3
/(A1A2)
1/3)e3) =
|A|(eχ1e1 + eχ2e2 + eχ3e3) = |A|eχ1e1+χ2e2+χ3e3 , (2.8)
where the quantites
χ1 ≡ ln
[
A
2/3
1
(A2A3)1/3
]
; χ2 ≡ ln
[
A
2/3
2
(A1A3)1/3
]
; χ3 ≡ ln
[
A
2/3
3
(A1A2)1/3
]
(2.9)
are exactly the needed exponential angles. Having in view the relation:
χ1 + χ2 + χ3 = 0, (2.10)
1we assume that all Ai > 0. The situation is similar in other octants, if in the definition of
the exponential angles we take into consideration the octant type, and take the exponential
of A/I(j) instead of A, where I(j) (j = 1, . . . , 8) is the unit vector oriented in the direction of
the bisector (in the Euclidean sense), corresponding to the considered coordinate octant. This
definition provides an adequate meaning to angles, viewed as quantities calculated emerging
from the corresponding directions I(j). We remark, that with our notations, we consider
I1 ≡ I
4
which in view of the formulas (2.9) is identically satisfied, there will exist only
two independent angles, and the representation (2.8) can be written in the
following equivalent forms:
A = |A|e−χ2E3+χ3E2 = |A|eχ1E3−χ3E1 = |A|e−χ1E2+χ2E1 ,
where E1 = e2 − e3, E2 = e3 − e1, E3 = e1 − e2 are combinations of the basis
vectors, which generate the group D2.
The operations of complex conjugation act on the exponential angles as
follows:
† : χ1 → χ3; χ2 → χ1; χ3 → χ2; ‡ : χ1 → χ2; χ2 → χ3; χ3 → χ1
and ensure the correctness of the formula (2.3) of the exponential representation.
Using the operation † and ‡, we can define the real number (A,B,C), called
3-scalar product of the elements A,B,C, which is built for any three vectors of
P3 by using the rule:
(3)G(A,B,C) ≡ (A,B,C) ≡
∑
X,Y,Z=S(ABC)
XY †Z‡ = perm

 A1 A2 A3B1 B2 B3
C1 C2 C3

 ,
(2.11)
where S(ABC) is the set of permutations of the elements A,B,C, and perm (M)
is the permanent of the matrix M , which copies the structure of a determinant,
but all the terms are taken with the ”plus” sign. If we depart now from the
algebra, and consider from the very scratch the vector space as being endowed
with the 3-scalar product which in the special basis takes the form (2.11), we
obtain the Finslerian 3-dimensional Berwald-Moor space, which will be denoted
by H3. Unlike P3, H3 is not assumed to have any multiplicative algebra struc-
ture. We can say that the relation between P3 and H3 is analogous with the
relation existing between the complex plane C and the Euclidean plane R2.
The vectors of H3 whose norm is zero are called in the Berwald-Moor geome-
try as isotropic. As it can be seen from the definition of (2.3), each isotropic vec-
tor lies in some coordinate 3-hyperplane of the isotropic coordinate system. In
particular, the vectors e1 = {1, 0, 0}, e2 = {0, 1, 0}, e3 = {0, 0, 1} of the isotropic
basis of this system, is isotropic. Hence, the whole space of coordinates H3 is
split by the coordinate planes into 8 octants, inside which all the vectors have
nonzero norm and have their coordinates have fixed signs (see Fig.1). On the
coordinate planes, the metric (2.11) is geometrically degenerate, since all their
vectors have vanishing norms. To correctly describe the geometric properties
of the coordinate planes (which are 2-dimensional pseudo-Euclidean spaces) we
can employ the contact constructions from ([6]). Its essence relies on the tran-
sition from the Finslerian metric (3)G of the form (1.1) to its contact along the
vector ej quadratic metric:
(2)G(j) ≡ (3)G(ej , , ),
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Figure 1: Lv v v H3.
which lives in the hyperspace of directions xj = const. For example, for the
case j = 3 we have:
(2)G(3) ≡ (3)G(e3, , ) = dX1 ⊗ dX2 + dX2 ⊗ dX1
i.e., the Berwald-Moor metric on the planesX3 = const, which is a 2-dimensional
Minkowski metric. The metric properties ofH3 are clearly illustrated by the unit
sphere S2BM (the indicatrix of the space H3), which is defined by the equation
‖X‖ = |(X1X2X3)1/3| = 1, (2.12)
where X = {X1, X2, X3} is the position vector in H3. The surface S2BM has
8 connected components, and is non-compact. Its connected components are
displaced symmetrically within the 8 octants, and are subject to a discrete sym-
metry relative to any permutation of coordinates. The sections of this surface
with the planes Xi = const is a family of hyperbolas (in the Euclidean sense).
One of the connected components of the indicatrix in Euclidean representation
is displayed in Fig. 2
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Fig. 2. The component of the indicatrix S2BM which lies in the first octant. In the
right drawing this component is compactified in the unit cube by means of the trans-
formation Xi 7→ tanh(Xi ln 3/2). The coefficient in the argument of the hyperbolic
arctangent is taken such that the point {1, 1, 1} maps to the point {1/2, 1/2, 1/2} of
the unit cube.
The group of isometries of H3 associated to the metric (2.11) consists of the
3-parametric abelian subgroup of translations T3 whose elements are TA : X →
X+A and the 2-parametric abelian subgroup of unimodular-correlated dilations
D2 having the elements Dσ1,σ2,σ3 : {X1, X2, X3} → {σ1X1, σ2X2, σ3X3} and
the relation
σ1σ2σ3 = 1. (2.13)
From an algebraic point of view, the action of the group D2 on H3 is exactly
the action on the described above group IP3 given by the multiplications with
elements having the norm equal to one. We note that the group IH3 is non-
abelian and has the structure of a semi-direct product: IH3 = T3 ⋊ D2. The
group D2 plays the role of rotations in H3, and extends the hyperbolic rotations
of the pseudo-Euclidean plane. In particular, the action of the group D2 on the
indicatrix is transitive: S2BM D2→ S2BM.
3 On a definition of the angle in the Euclidean
space
We remind, that one of the equivalent definitions of angle in the Euclidean space
is related to the length of the corresponding curve on the unit sphere. Indeed,
from the metric definition of angle ϕ[~a,~b] considered between vectors located in
the Euclidean plane endowed with the inner product ( , ):
ϕ[~a,~b] ≡ arccos (~a,
~b)
|~a||~b| , |~a|
√
(~a,~a) (3.1)
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it follows that ϕ[~a,~b] = ϕ[~na, ~nb], where ~na, ~nb are the unit vectors respectively
associated to the vectors ~a and ~b. Applying this definition for computing the
length LS[~na, ~nb] of the arc of the unit sphere S, considered between the vertices
of the vectors ~na and ~nb, we obtain:
LS [~na, ~nb] = ϕb − ϕa = ϕ[~a,~b] (3.2)
where ϕa and ϕb are the angular coordinates of the vertices of the vectors ~na
and ~nb, considered emerging from a given fixed direction. Here the additivity of
angles is automatically enforced by the additivity of the curve-length (which, in
its turn, is related to the additivity of the integral), and its conformal invariance
can be reduced to the corresponding study on the unit sphere. We may reduce
the reasoning and move the constructions to the unit circle, as the foundation
of defining the angle. We obtain further the definition (3.1) as a consequence of
the corresponding definition on the unit circle. This type of presentation is used
in elementary geometry. For pairs of vectors in the Euclidean space (of arbitrary
dimension), the above construction is easily reconsidered for the Euclidean unit
sphere. Here the plane of vectors intersects the sphere at a circle of unit radius,
and the angle can be defined by similar formulas to (3.2). In the construction,
the angle obeys the additivity law:
ϕ[~a,~c] = ϕ[~a,~b] + ϕ[~b,~c] (3.3)
for any triple of nonzero vectors, which satisfy the method of coplanarity: the
depth is in the more compact form, and does not depend on dimension:
a1b2 − a2b1
a1c2 − a2c1 =
a1b3 − a3b1
a1c3 − a3c1 =
a2b3 − a3b2
a2c3 − a3c2 (3.4)
This construction allows the additivity rule to take place:
~a ∧~b ∧ ~c = 0, (3.5)
where ∧ is the standard operation of exterior product. For our further exam-
ination, it is essential to remark the geometrical (not random) fact, that the
circles determined on the sphere by the planes which pass through the center,
are extremals for paths on the sphere, like in the case of the manifold endowed
with the metric induced from the Euclidean ambient metric. In fact, the metric
analogue of this circumstance can be considered as being fundamental for the
general definition of angles in Hn.
4 The definition of angle in H3
We first consider a pair of non-isotropic vectors A,B ∈ H3, for which we want
to define the angle (the bingle). For the beginning we assume that both vectors
lay in the same coordinate octant (e.g., the first). We associate to the vectors
A,B, their unit vectors, a = A/|A| and b = B/|B| respectively. Their vertices
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(ends) determine two points on the indicatrix S2BM, whose coordinates can be
represented in the form
a = {a1, a2, (a1a2)−1}; b = (b1, b2, (b1b2)−1).
Using the degree of freedom of the isometry group D2, we can fix the system of
coordinates in such a way, that one of the vectors (say, a), be oriented along the
spacial bisector of the first coordinate octant. Then the coordinates of the two
vectors a and b will become equal to {1, 1, 1} and {b1/a1, b2/a2, a1a2/(b1b2)},
respectively. We shall call such a system of coordinates - among the class of all
the isotropic systems, canonic relative to the pair a and B. Though the canonic
system of isotropic coordinates exhibits in principle no special feature compared
to other isotropic systems, some of the calculations are performed much more
efficiently as result of its employment. We define the bingle φ[A,B] between the
vectors A and B by means of the formula:
φ[A,B] ≡ LS2
BM
[a, b], (4.1)
where the right side - by analogy to the formula (3.2) of the quadratic case,
defines the length of the extremal on the indicatrix S2BM, calculated between
the ends of the vectors a and b. Unlike the Euclidean case, in the geometry of
H3, the sections of S2BM with (affine) planes will no longer be extremal curves
on this surface. Prior to looking for the extremals on S2BM, we shall provide a
brief account on the degrees of freedom of the pair of emerging vectors A and B.
From six initial degrees of freedom, (the six vector coordinates), we have to cut
two degrees of freedom - related to the two normalization conditions, and two
degrees of freedom, due to the particular choice of the coordinate system. As
result, there remain two degrees of freedom, fact which allows to construct two
independent bingles. Hence, the pair of vectors in H3 has four proper charac-
teristics - two norms and two angles. It is obvious, that the difference towards
the 3-dimensional the Euclidean or pseudo-Euclidean case (two norms and one
angle), is related to the 2-dimensionality of the group of hyperbolic rotations
in H3 (in the addressed quadratic 3-dimensional spaces the group of rotations
is 3-dimensional). Our considerations agree with the earlier established fact
that two of three exponential angles are independent. We shall later determine
the relation between the exponential angles and the metric bingles. A similar
approach applied to a set of three vectors, leads to the conclusion that there
exist four angular characteristics: three pairwise bingles and a fourth character-
istic, which can be connected to the tringle - a conformally-invariant additive
characteristic of the correlated displacement of a triple of vectors.
5 The extremals of S2BM and their properties
If one extracts form the equation (2.12) one of the coordinates in terms of the
other two (e.g., x3 via x1 and x2): X3 = (X1X2)
−1) and representing the
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coordinate 1-form dx3 as:
dX3 = d(X1X2)
−1 = − dX1
X21X2
− dX2
X1X22
,
we infer the inner metric of S2BM:
G ≡ (3)G|S2
BM
− 2
X21X2
(dX1⊗dX1⊗dX2+dX1⊗dX2⊗dX1+dX2⊗dX1⊗dX1)
(5.1)
− 2
X22X1
(dX2 ⊗ dX2 ⊗ dX1 + dX2 ⊗ dX1 ⊗ dX2 + dX1 ⊗ dX2 ⊗ dX2).
Hence the coordinate plane {X1, X2} with the axes removed appears as a co-
ordinate chart of the manifold S2BM as a whole (it has 4 distinct quadrants for
eight distinct connected components of S2BM. We introduce the parametrized
curves Γ: {X1 = X1(τ), X2 = X2(τ)}, we can build the length functional of
these curves2:
length[Γ] =
∫
Γ
ds
τ2∫
τ1
|X˙|G dτ = 1
3
τ2∫
τ1
G(X˙, X˙, X˙)1/3 dτ
τ2∫
τ1
[
X˙21 X˙2
X21X2
+
X˙22 X˙1
X22X1
]1/3
dτ.
(5.2)
If we choose as parameter τ the arc-length s of the curve (the natural parametriza-
tion), we apply the standard variational procedure to this functional with fixed
ends (beginning and ending points) and we infer the following system of equa-
tions for the extremal curves of the surface S2BM:
dW1
ds
+
d lnX1
ds
W1 = 0;
dW2
ds
+
d lnX2
ds
W2 = 0, (5.3)
where
W1 =
2X˙1X˙2
X21X2
+
X˙22
X22X1
; W2 =
2X˙1X˙2
X22X1
+
X˙21
X21X2
. (5.4)
The resulting equations (5.3) are easy to integrate: Wi = Ci/Xi i = 1, 2, where
Ci are constants of integration, whence, taking (5.4) into consideration, we
obtain the system of equations of first order:
2X˙1X˙2
X1X2
+
X˙22
X22
= C1;
2X˙1X˙2
X1X2
+
X˙21
X21
= C2.
Introducing the new variables Ui = d lnXi/ds, our system can be transformed
to a purely algebraic system:
2U1U2 + U
2
2 = C1; 2U1U2 + U
2
1 = C2.
2We drop out an unnecessary for our further developments multiplier of the integral action.
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Let U1 = C
′
1 = const, U2 = C
′
2 = const be its solution. Then coming back to
the variables X1 and X2, we obtain the general expression of the extremals on
S2BM, of the form:
X1 = A1e
q1s; X2 = A2e
q2s. (5.5)
The constants Ai, qi can be determined by means of providing the initial (or)
terminal conditions for the extremal. The components X˙ of the velocity vector,
due to the natural parametrization have to satisfy the conditions |X˙|G = 1,
which, considering the shape of ds in (5.2), lead to the supplementary constrains:
q1q2(q1 + q2) = 1. (5.6)
The dependence (5.6) is depicted in Fig. (3)
q2
20
-20
30
10
-30
q1
3210-2 -1-3
-10
0
. 3. The dependence (5.6) on the plane (q1, q2). The dependence contains three
branches: branch (1-2) for q1q2 > 0, the branch (1-3) for q1 > 0, q2 < 0 and the branch
(2-3) for q1 < 0, q2 > 0. Each of the three branches describes the path of the extremal,
which intersects the corresponding pair of the six components of the unit circle on S2BM
(see Figs. 4 and 5).The projections of the extremals of S2BM on the coordinate
plane {X1, X2} consist of power curves of the form: X2 = (A2/A1/B11 )XB2/B11 .
As mentioned before, the extremals on S2BM in the general case are not plane
curves in affine sense. Several images of extremal curves are shown in the Figure
4.
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Fig. 4. The family of extremals on S2BM, which intersect at the point {1, 1, 1} (A1 =
A2 = 1) for the parameter values q1 = 1/25, 1/16, 1/9, 1/4, 1/2, 1/2
1/3, 1, 2, 3, 4, 5, and
the value q2, taken on the branch (1-2) of dependence (5.6) (see Fig. 3). The right
picture (taken with the extremals extended) contains the compactification of the left
one in a unit cube by means of the mapping: Xi → tanh(Xi ln 3/2).
Besides extremals, in the sequel we shall need to express the properties of
geodesic neighborhoods on S2BM. By definition, the geodesic neighborhood having
the center at the point p ∈ S2BM consists of the set of points p′ ∈ S2BM, far from
p at a certain fixed distance |R| (this distance is the length of the extremal,
which joins p with p′), which is called the (geodesic) radius of the neighborhood.
Since the points on S2BM are equivalent, it suffices to examine the structure of
the geodesic neighborhood whose center is located at the point {1, 1, 1}. We can
obtain the parametric equation of such a geodesic, if in the equations (5.5) we
fix the parameter s: |s| = |R|, and changing one of the parameters qi, e.g., q1.
In this way, the parametric equation of the unit circle on S2BM with the center
at the point {1, 1, 1} has the form:
X1 = e
±q1 ; X2 = e
±q2 , (5.7)
where the parameter q2 is related to q1 by means of the relation (5.6). Depending
on the sign ± and on the number of branches involved in the dependence (5.6),
we obtain for the geodesic neighborhood six connected components. For the
case |R| = 1 we represent one such component in Fig. 5.
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Fig. 5. Six components of the geodesic unit neighborhood. The components of the
unit circle with R = +1 are the thick curves, with R = −1 - the thin ones. The
thick lines which bend as hyperbolas towards the coordinate planes are described by
the dependence components (5.6) of the corresponding planes. In the right Figure is
presented the left one (taken with the extension of the borders of the neighborhoods)
compactified into a unit cube by means of the mapping : Xi → tanhXi.
We shall examine, at last, the question of intersections of geodesics on S2BM.
The parametric equations of pairs of geodesics are:
X1 = a1e
q1s; X2 = a2e
q2s; X¯1 = a¯1e
q¯1s¯; X¯2 = a¯2e
q¯2 s¯,
where the non-barred letters correspond to one geodesic, while the barred ones
- to the other one. We find the condition that these intersect as a system of
equations:
a1e
q1s = a¯1e
q¯1 s¯; a2e
q2s = a¯2e
q¯2 s¯.
Applying the logarithm and passing the terms containing the parameters s and
s¯ to the left-hand-side, we infer a system of linear non-homogeneous equations
in terms of these parameters:
q1s− q¯1s¯ = ln(a¯1/a1); q2s− q¯2s¯ = ln(a¯2/a2), (5.8)
which define the points of intersections of geodesics on S2BM. If the determinant
of the system (5.8) q¯1q2 − q1q¯2 6= 0, then the system has a unique solution, and
hence, the geodesics intersect at exactly one point. We shall examine now the
cases when the determinant of the system (5.8) vanishes. In this situation we
have to analyze the system of equations with regards to the parameters of the
geodesics:
q¯1q2 − q1q¯2 = 0; q1q2(q1 + q2) = 1; q¯1q¯2(q¯1 + q¯2) = 1. (5.9)
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The analysis of this system shows that its unique solution is: q1 = q¯1; q2 = q¯2.
This means that, if the following condition is not satisfied:
ln(a¯1/a1) = ln(a¯2/a2), (5.10)
the geodesics do not intersect. The condition (5.10) in its essence reflects the
belonging of the points (a1, a2) and (a¯1, a¯2) to (just) one geodesic. In other
words, the following theorem holds true: Through a given point which does not
belong to a given geodesic, passes exactly one geodesic which is parallel to the
given one.. A couple of parallel geodesics is illustrated in Fig. 6.
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Fig. 6. A couple of parallel geodesics. In the right image is the left one (taken with
extended borders of neighborhoods) compactified in the unit cube by means of the
mapping: Xi → tanhXi.
The established property has a similar form to the well-known one from plane
Euclidean geometry, expressed in the 5-th Euclid’s postulate. The flattening
of the indicatrix becomes obvious, if we notice that the induced metric GS2BM
(the relation (5.1) is mapped to a clear flat form by the change of coordinates:
Xi → ui = lnXi.
6 The explicit expression for bingles
Using the results of the previous chapter, we shall obtain the explicit expres-
sion for additive bingles, according to (4.1). Denoting φ[A,B] = s∗, from the
definition (4.1) and the equation (5.5), we get:
b1/a1 = e
q1s∗ ; b2/a2 = e
q2s∗ , (6.1)
where we have fixed A1 = A2 = 1 considering the initial conditions in the
canonic relative to the couple of vectors A and B coordinate system. The
formulas (6.1) can be written in the form:
q1 =
1
s∗
ln(b1/a1); q2 =
1
s∗
ln(b2/a2)
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and replacing these expressions in the normalization conditions 5.6, we obtain
the equation:
1
s3∗
ln(b1/a1) ln(b2/a2) ln(b1b2/a1a2) = 1,
whence:
φ[a, b] = s∗ = [ln(b1/a1) ln(b2/a2) ln(b1b2/a1a2)]
1/3
. (6.2)
This formula represents the expression of the additive bingle in terms of the
unit vectors, analogously to the Euclidean expression (3.2). Its form, in terms
of the components of the initial vectors A,B exhibits a more symmetric aspect:
φ[A,B] = φ[a, b]−
[
ln
(
B1/A1
|B|/|A|
)
ln
(
B2/A2
|B|/|A|
)
ln
(
B3/A3
|B|/|A|
)]1/3
(6.3)
[
ln
(
A
2/3
1 /(A2A3)
1/3
B
2/3
1 /(B2B3)
1/3
)
ln
(
A
2/3
2 /(A1A3)
1/3
B
2/3
2 /(B1B3)
1/3
)
ln
(
A
2/3
3 /(A1A2)
B
2/3
3 /(B1B2)
1/3
)]1/3
.
7 The Finslerian condition of coplanarity and
the operation of bi-conjugation
As mentioned before, the bingle which was defined in (6.3), is additive, i.e., for
any triple of ”coplanar” vectors A,B,C takes lace the following relation, which
is similar to (3.3):
φ[A,C] = φ[A,B] + φ[B,C]. (7.1)
We have used quotes for the concept of ”coplanarity” since it needs to be ex-
plained. As it follows from the preceding considerations, from geometric point
of view we call coplanar all the vectors whose vertices of the associated unit vec-
tors lie on one of the extremal curves on the indicatrix S2BM. While displacing a
unit vector along such an extremal curve, this vector sweeps some conic surface
in H3 (using the terminology from [4] - ”broomshape figures”). We shall call
such a conic surface revolution plane. We have shown above, that the extremal
curves, excepting several representatives of their family, are not plane curves in
affine sense. This means that the revolution planes and the affine planes are
essentially different in the H3 geometry. Moreover, from the point of view of
the H3 geometry, the affine plane ceases to play any significant role (except the
isotropic planes, which are affine planes and which has no intersection points
with the metrical ones!).
We shall formulate the analytic condition of coplanarity of three vectors
A,B,C. Passing to the indicatrix, and assuming that the corresponding unit
vectors a, b, c lye on the same extremal curve, the following relations hold true:
b1 = a1e
q1s1 ; b2 = a2e
q2s1 ; c1 = a1e
q1s2 ; c2 = a2e
q2s2 ,
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where we have assumed, that the the value s = 0 corresponds to the position of
the end of the vector a, the value s = s1 corresponds to the end of the vector b
and the value s = s2 corresponds to the end of the vector c. Eliminating from
the system the parameters q1, q2, s1, s2 of the geodesic, we obtain the conditions
of the metric coplanarity of the vectors A,B,C which have the form:
ln(b1/a1)
ln(c1/a1)
=
ln(b2/a2)
ln(c2/a2)
. (7.2)
Passing from the nit vectors a, b, c to the initial ones A,B,C, this relation can
be written in a more expressive way:
ln
(
B
2/3
1
/(B2B3)
1/3
A
2/3
1
/(A2A3)1/3
)
ln
(
C
2/3
1
/(C2C3)1/3
A
2/3
1
/(A2A3)1/3
) ln
(
B
2/3
2
/(B1B3)
1/3
A
2/3
2
/(A1A3)1/3
)
ln
(
C
2/3
2
/(C1C3)1/3
A
2/3
2
/(A1A3)1/3
) (7.3)
The existence of the third coordinate in this expression is evidently accidental
and is connected to the fact that the coordinate chart used for describing the
indicatrix S2BM and its geodesics was related to the plane {X1, X2}. The de-
scription of the same metric plane in different charts would have completed the
relation (7.3) with a new equation, which completely rounds up the symmetry
of coordinates and vectors. The full condition of metric coplanarity has the
form:
ln
(
B
2/3
1
/(B2B3)
1/3
A
2/3
1
/(A2A3)1/3
)
ln
(
C
2/3
1
/(C2C3)1/3
A
2/3
1
/(A2A3)1/3
) ln
(
B
2/3
2
/(B1B3)
1/3
A
2/3
2
/(A1A3)1/3
)
ln
(
C
2/3
2
/(C1C3)1/3
A
2/3
2
/(A1A3)1/3
) ln
(
B
2/3
3
/(B1B2)
1/3
A
2/3
3
/(A1A2)1/3
)
ln
(
C
2/3
3
/(C1C2)1/3
A
2/3
3
/(A1A2)1/3
) (7.4)
and in this form it is, obviously, equivalent to the Euclidean coplanarity condi-
tion (3.4). To prove this non-accidental analogy, we shall show that there exists
as well a Finslerian analogue of the more compact condition (3.5). For this we
define the mapping ♭: H3 → H♭3, which acts according to the rule:
A = {A1, A2, A3} 7→ A♭ = {ln(A2/31 /(A2A3)1/3), ln(A2/32 /(A1A3)1/3), ln(A2/33 /(A1A2)1/3).
(7.5)
We shall call this mapping bi-projection of H3, the space H♭3 as bi-space over
H3, and the element A♭ - the bingle of the element A. We note that the bi-space
H♭3 is 2-dimensional, as consequence of the identically satisfied relation:
TrA♭ ≡ A♭1 +A♭2 +A♭3 = 0. (7.6)
We remark as well, that the bi-projection is non-linear: (A+B)♭ 6= A♭ +B♭.
It is easy to check that the first equality (7.4) is practically the 12-th com-
ponent of the more compactly written relation:
(A♭ −B♭) ∧ (A♭ − C♭) = 0, (7.7)
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while the second equality is the 13-th component of this relation. Accordingly,
we obtain the 23-rd component of this relation if we examine the equality of the
first and third power in (7.4). In the Euclidean and in the general affine space,
a relation of the form (7.7) means exactly the fact that the points having the
position vectors A♭, B♭, C♭ belong to the same affine line (in the 3-dimensional
case, ∧ is the cross-product ×).
Hence, we draw two main conclusions:
1) the Euclidean condition (3.5) of vector coplanarity for which the additivity
condition holds true, has a Finslerian-hyperbolic analogue - the condition (7.7)
of collinearity for the bingles A♭ −B♭ and B♭ − C♭ or the collinearity of points
A♭, B♭, C♭ i H♭3;
2) to any plane of revolution in H3 corresponds some affine line in H♭3 and
converse: to each affine line in H♭3 there exists a plane of revolution in H3.
We note, that the obtained result confirms and sets the rightness of the
hypothesis of the ”nonlinear coplanarity condition”, formulated earlier in [5].
Fig. 7 clearly illustrates the difference between the plane of revolution and the
affine plane in H3.
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Fig. 7. A fragment of the metric plane of revolution
8 The geometric properties of the space H♭3
The bi-projection mapping has a deeper fundamental character, than represent-
ing the means of setting the formal analogy between the conditions of affine and
metric coplanarity. Indeed, in terms of vectors of the space H♭3, the expression
(6.3) of a bingle can be rewritten in the following unexpectedly simple form:
φ[A,B] = |A♭ −B♭|, (8.1)
where the norm in the space H♭3 is given by the formula (2.3), assuming that in
this space is defined the Berwald-Moor metric of the form (1.1). This formula
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and its consequences have a deep geometric character. Before discussing them,
we shall investigate in detail the geometric aspects of the space H♭3 and of the
bi-projection mapping - whose image this space is. As mentioned before, the
maping ♭: H3 → H♭3 transforms the 3-dimensional linear space H3 into the 2-
dimensional manifold H♭3, which is in fact a 2-dimensional linear space. Indeed,
the fundamental property of its points - (7.6), i.e. the vanishing of traces, is an
invariant relative to taking linear combinations:
Tr(λA♭ + µB♭) = 0, TrA♭ = TrB♭ = 0.
This means that H♭3 is a linear space, and dimH♭3 = 2. This space can be
represented by means of its embedding in the 3-dimensional linear space ΩH3,
which is set in the same manner as the initial one, H3 and which is endowed -
according to (8.1), with the standard Berwald-Moor metric. Such an embedding
in ΩH3 is represented as a plane, passing through the origin, and which is
orthogonal (in the Euclidean sense) to the vector I = {1, 1, 1} (cf. Fig. (8)).
The equation of this plane is given by the vanishing of the sum of coordinates.
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Figure 8: The embedding of H♭3 in ΩH3.
Hence, the bi-projection mapping transforms vectors from H3 into vectors
of the plane H♭3 ⊂ ΩH3. We note, that the bi-projection mapping represents
an interesting geometric example of nonlinear transformation between vector
spaces. Due to the nonlinearity, this mapping cannot be the subject of most of
the standard theorems regarding morphisms of vector spaces.
Like any projection, the bi-projection is onto3 as mapping H3 → H♭3 (but
is not onto as mapping H3 → ΩH3). We shall find the A♭-fiber of the bi-
projection, i.e., the set of elements X ∈ H3, for which X♭ = A♭. To this aim,
we note that any two vectors of H3 which differ only by their norm, are taken
by the bi-projection into the same element of H3. We shall call the subsets of
H3 of the form ∪λ∈RλA ≡ ℓ(A) as the rays having the direction A. In this way,
any two points on a ray are joined by the bi-projection into a single point of the
plane H♭3.
Since each ray in H3 is uniquely determined by the unit vector of the direc-
tion: ℓ(A) = ℓ(a), the construction of rays can be considered on the unit sphere,
3We remind, that a surjective map for which each element of the range has a pre-image.
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on which the antipodal points a and −a are identified. Such a sphere will be
called the projective unit sphere Berwald-Moor and will be denoted by PS2BM.
The projective sphere contains 4 connected components and is obtained from
the sphere S2BM by identifying the antipodal points. For any element of the
projective sphere having the coordinates {a1, a2, 1/(a1a2)} the general formulas
of the bi-projection (7.5) get the form:
a♭ = {lna1, lna2,− ln(a1a2)},
from which it follows that on each component of PS2BM the bi-projection acts
bijectively. This means that the fibers of the bi-projection are exactly the rays
of the space H3.
We note that the elements ΩH3 which do not belong to H♭3 do not have
pre-images in H3 and cannot be viewed as bingles. As well, we remark that the
”kernel” of the bi-projection is the ray ℓ(I), where I = {1, 1, 1}, since I♭ = 0
and if X♭ = 0, then X = I.
We shall further study the symmetries of H♭3. Since H♭3 is a linear space,
the translations T H♭3 and the multiplication with real numbers DH♭3 leave the
space of bingles invariant. Geometrically, this mapping describes the sliding of
the plane H♭3 along itself in ΩH3, and its homogeneous scaling. We shall now
examine the nonlinear transformations NH♭3 which transform H♭3 into itself.
These mappings are described by the following formulas:
A♭ → A♭λ = {λ1A♭1, λ2A♭2, λ3A♭3}, (8.2)
where the transformation vector λ ∈ ΩH3 lays in the plane, which in Euclidean
sense is orthogonal to A♭. Indeed, the Euclidean orthogonality of the vectors
A♭ and λ is equivalent to the condition: TrA♭λ = λ1A
♭
1+λ2A
♭
2+λ3A
♭
3 = 0. This
means that the transformed vector A♭λ is a bingle. Since the transformation
depends on the vector, it is non-linear. We note, that the elements of the
mapping are in general vectors from ΩH3, i.e., the vectors of this space can
be regarded as elements of the set of outer automorphisms of the bingle space.
This set contains the unit I = {1, 1, 1} (this vector is orthogonal in Euclidean
sense to all the vectors from H♭3, hence it is applicable to all vectors, and here
each vector is mapped into itself); for the case, when all λi 6= 0, the mapping is
invertible: (A♭λ)λ−1 = A
♭, where λ−1 = {λ−11 , λ−12 , λ−13 } and the composition of
mappings in the case when A♭λ ⊥ σ has the form:
(A♭λ)σ = A
♭
λσ,
where λσ = {λ1σ1, λ2σ2, λ3σ3}.We can say, that the mapping from NH♭3 gener-
ate a partial algebra, which is a partial subalgebra of the algebra of poly-numbers
P3.
The formula (8.1) means that in the space H♭3 is defined the Berwald-Moor
metric. Besides the mentioned before translations, its isometries are described
by hyperbolic rotations D♭2, which act according to the rule (8.2), in which
instead the limitation related to the Euclidean orthogonality, is imposed the
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condition: λ1λ2λ3 = 1, i.e., the vertex of the vector λ has to belong to he
unit sphere S2BM in ΩH♭3. The intersection NH♭3 ∩ D♭2 ≡ ND♭ generates an
1-parametric family of nonlinear isometries H♭3. Geometrically, the vectors of
the mappings λ ∈ ND♭ have their vertices laying on a hyperbola, which is the
intersection of the unit sphere S2BM and the plane which is orthogonal to the
vector A♭, on which this mapping acts.
9 Further properties of bingles
Based on the results of the previous section, we continue the study of the most
important properties of bingles. In order to make a distinction between bingles
φ[A,B] between vectors and bingles as elements of the space H♭3, we shall call
the bingles of the form φ[A,B] as reciprocal bingles.
1. The formula (8.1) means, that the space H♭3 is a metric space, whose
metric is induced in a non-trivial way from the metric of H3 by means of
bi-projection. In fact, this metric is - according to its form, the Berwald-
Moor metric.
2. The space H♭3 itself consists of objects (points) of a new geometric nature:
according to the formula (8.1) the distance between two points of this space
has the meaning of angle between the corresponding pre-image vectors from
H3. Such a duality - in the framework of quadratic geometry has been
discussed by P.K. Rashevsky in [7]. A significant factor which appears in
the geometry of poly-numbers, is the coincidence of metrics in the space
of vectors, and angles formed by these vectors.
3. We note, that the bi-projection lives beyond the framework of conformal,
and even analytic (in poly-numbers sense) transformations [1, 2].
4. It is easy to remark, that the elements of the space H♭3 - from the point of
view of the poly-numbers algebra, represent exactly the exponential angles
of the poly-numbers:
A♭1 = χ1; A
♭
2 = χ2; A
♭
3 = χ3,
where χi are the exponential angles (2.9). In fact, the formula (8.1) can
be re-written in terms of exponential angles, as follows:
φ[A,B] = [(χA1 − χB1 )(χA2 − χB2 )(χA3 − χB3 )]1/3. (9.1)
5. The bi-projection mapping provides an isomorphism between the general
group of homotheties D2 and H3 the group of translations T ♭2 H♭3:
A = {A1, A2, A3} 7→ Dα1,α2α3A = {α1A1, α2A2, α3A3}
♭,♭−1
⇄ (9.2)
A♭ = {A♭1, A♭2, A♭3} 7→ Tτ1,τ2,τ3A♭{A♭1 + τ1, A♭2 + τ2, A♭3 + τ3},
20
where

τ1 =
2
3 lnα1 − 13 lnα2 − 13 lnα3;
τ2 =
2
3 lnα2 − 13 lnα1 − 13 lnα3;
τ3 =
2
3 lnα3 − 13 lnα1 − 13 lnα2.
Hence, the translational invariance of reciprocal bingles represents the ♭-
image of their conformal invariance.
6. We examine the reciprocal bingle of the form φ[I, A]. According to (8.1),
it is equal to |A♭| ≡ (χA1 χA2 χA3 )1/3, where χAi are the exponential angles of
the poly-number A. Such a bingle measures the deviation of the direction
A from the direction of the unit, which geometrically coincides with the
spacial bisector of the first coordinate octant. Similar constructions of
the form φ[I(j)A], where I(j) is the spacial bisector of the j-th coordinate
octant, allow us to extend the definition of reciprocal bingles between
vectors, to other octants. We note, that the reciprocal bingle between
vectors, which lay in different octants will be necessarily complex.
7. In the figure 9 are presented illustrative diagrams of the reciprocal bingle
φ[I, A] in the positive octant.
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Fig. 9. In the left image is represented the spatial Euclidean chart of the reciprocal
bingle φ[I,A]: to each direction A in H3 the surface provides correspondingly the
value of the modulus of the bingle φ[I,A]. Numerically, this is equal to the Euclidean
distance from the origin of coordinates to the point of intersection between the ray
ℓ(A) with the surface. In the right figure, is constructed the graph of the dependence
of the reciprocal bingle φ[I,A] - where the vector A = (α sin θ, α sin θ, α cos θ), and θ
is the standard spherical angle, as a function of θ.
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10 The second (relative) bingle
The definition of the second independent bingle can be stated by analogy to
the one of the azimuthal angle ϕ of the standard angular system of coordinates
on the Euclidean sphere. The first bingle becomes, in this case, the hyperbolic
analogue of the latitude angle θ. Like in the Euclidean case, the second bingle
needs to have a prior fixed (arbitrary) direction of reference. In order to distin-
guish this bingle from the elements H♭3 and the reciprocal bingle, we shall call
it relative bingle.
As a first step in defining the second bingle, we shall transform a pair of
arbitrary unit vectors a and b on the unit sphere to their canonic position,
such that a = {1, 1, 1}, b = {b1/a1, b2/a2, b3/a3} and we shall find the point of
intersection of the geodesic arc which joins a and b, with the geosdesic of the
unit circle whose center is a. The corresponding system of geodesic equations
for the geodesic arc are:
X1 = e
q1s; X2 = e
q2s,
where
q1 =
1
s∗
ln(b1/a1), s∗ = φ[a, b], q1q2(q1 + q2) = 1,
and for the unit circle,
Y1 = e
q¯1 ; Y2 = e
q¯2 , q¯1q¯2(q¯1 + q¯2) = 1. (10.1)
After eliminating the parameter s, we get the equation: q1q¯2 − q2q¯1 = 0, whose
shape resembles the first equation (5.9). Its solution is already known:: q1 = q¯1,
q2 = q¯2.
As second step, we remark that, due to the 16-connectedness of the unit
sphere, we should distinguish the cases when the beforementioned intersection
point between the geodesic arc and the unit circle falls into its different com-
ponents. As shown before in Section (5)), the components of the circle which
contain the direction a — b can be identified within our parametrization by
means of the signs of the parameters:
q1[a, b] =
1
s∗
(B♭1−A♭1) =
B♭1 −A♭1
|A♭ −B♭| ; q2[a, b] =
1
s∗
(B♭2−A♭2) =
B♭2 −A♭2
|A♭ −B♭| (10.2)
(these expressions are the hyperbolic analogues of the director cosines of the
vectors in the Euclidean space) and of the sign of the bingle itself
s∗ = |A♭ −B♭|.
For definiteness, we assume in the case q1 > 0, q2 > 0 and s∗ ≶ 0 we use the
parametrization in the plane (X1X2) (the third positive and negative component
is 3±); in the case q1 < 0, q2 > 0 and s∗ ≶ 0 we use the parametrization in the
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plane (X1X3) (the second positive and negative component is 2
±); at last, in
the case q1 > 0, q2 < 0 and s∗ ≶ 0 we use the parametrization in the plane
(X2X3) (the first positive and negative component is 1
±). Then, in hte first
case the parametrization of the arc of the unit circle has the form:
X1 = e
±q1 ; X2 = e
±q2 ; q1q2(q1 + q2) = 1,
in the second:
X1 = e
±q1 ; X3 = e
±q3 ; q1q3(q1 + q3) = 1,
and in the third
X2 = e
±q2 ; X3 = e
±q3 ; q2q3(q2 + q3) = 1.
The common - for all the components, direction of displacement along the unit
circle (which can be represented as a connected curve in the compactified H3
(the second graphic in Fig. 5), is determined by the following rules of change
for parameters (we start with the third positive component whose direction is
taken from X2 toX1):
3+ : q1 ∈ (0;∞)→ 1− : q2 ∈ (0;∞)→ 2+ : q3 ∈ (0;∞)→
3− : q1 ∈ (0;∞)→ 1+ : q2 ∈ (0;∞)→ 2− : q3 ∈ (0;∞).
Now we are able to define the second bingle ψ[a, b] between a and b as the
length of the arc of the unit circle, enclosed between some distinguished point
of this circle and the determined above point of its intersection with the geodesic
arc which joins a with b. Depending on the connected component in which this
point is located,, we obtain a distinct relative bingle. For this reason, the relative
bingle ψ[a, b] can be endowed with supplementary indices: ψ±j [a, b], which show
to which connected component this bingle relates. For instance, the notation
ψ+1 [a, b] shows, that the bingle relates to the first positive connected component
of the unit circle, etc. As distinguished point taken as origin of coordinates in
each connected component, we shall choose ”the symmetric point”: in the first
component to this point correspond the values q2 = q3 = 2
−1/3, in the second:
q1 = q3 = 2
−1/3, in the third q1 = q2 = 2
−1/3. Then the formulas for bingles on
different connected components of the unit circle get the following form:
ψ1[a, b] =
q2[a,b]∫
2−1/3
ds
dq2
dq2; ψ2[a, b] =
q3[a,b]∫
2−1/3
ds
dq3
dq3; ψ3[a, b] =
q1[a,b]∫
2−1/3
ds
dq1
dq1,
(10.3)
where the integration is taken along the arcs of the corresponding components.
Due to the symmetry of all the components, it suffices to determine the ex-
plicit form of the integrals for one of them only. We shall examine in detail the
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integral for the third component. Replacing in the formula (5.2) the paramet-
ric dependence of the form (10.1), we get after several elementary simplifying
calculations:
ψ3[a, b] =
q1[a,b]∫
2−1/3
(q˙2 + q˙
2
2)
1/3 dq1,
where the dot represents the differentiation of the parameter q2 relative to q1,
taking into account their functional dependence provided by the last equation
in (10.1). Using the differential consequence of this equation (10.1):
dq2
dq1
= −q2(q2 + 2q1)
q1(q1 + 2q2)
(10.4)
and its explicit solution on its principal branch:
q2 =
√
q41 + 4q1 − q21
2q1
,
we obtain, after performing several transformations, to the needed expression for
the arc-length on the third component of the unit circle: ψ3[a, b] = F (q1[a, b]),
where the function F (ξ) is given by the following integral:
F (ξ) ≡ −1
2
ξ∫
2−1/3
(
(x2 −√x(x3 + 4))(3x2 +√x(x3 + 4))√x(x3 + 4) + x3 − 2)
x4(x3 + 4)
)1/3
dx.
(10.5)
The ”minus” sign in front of the integral has the role that, while following
the unit circle in the chosen by us positive sense (on the second Fig. 5 to it
corresponds the displacement along a ”closed curve” in clockwise sense), the
bingle increases. The rightness of such a choice of sign can be explained by the
form of dependence of the cube of the integrated function from the expression
(10.5), which is represented in Fig. 10.
(dF/dx)^3
0,8
1,2
x
0,4
0
53 421
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Fig. 10. The form of the function F ′3. This function changes its sign at the point
x = 2−1/3.
We write the final expressions for the second bingle, taking into account the
formulas (10.2) and (10.3):
ψ1[A,B] = F
[
B♭1 −A♭1
|A♭ −B♭|
]
; ψ2[A,B] = F
[
B♭2 −A♭2
|A♭ −B♭|
]
; ψ3[A,B] = F
[
B♭3 −A♭3
|A♭ −B♭|
]
,
(10.6)
where the function F is determined by the formula (10.5). The function F, which
cannot be expressed in terms of elementary functions, ensures the additivity of
the defined bingle (see [3]).
11 The properties of the second bingle
Having in view the before mentioned analogy of the arguments of the function
F in formulas (10.6) with the director cosines of vectors in the Euclidean space,
the function F should be considered as the Finslerian-hyperbolic analogue of the
function arccos, and its inverse, F−1 ≡ cfh, the Finslerian-hyperbolic analogue
of the cosine. Thus, we have4:
B♭1 −A♭1
|A♭ − B♭| ≡ −cfh(ψ1[A,B]);
B♭2 −A♭2
|A♭ −B♭| ≡ −cfh(ψ2[A,B]);
B♭3 −A♭3
|A♭ −B♭| ≡ −cfh(ψ3[A,B]).
(11.1)
Then we have the fundamental identity of Finslerian trigonometry:
cfhψ1cfhψ2cfhψ3 = 1. (11.2)
This relation has the same meaning as the Euclidean relation of normalized
director cosines:
cos2 α+ cos2 β + cos2 γ = 1,
where α, β, γ are the angles between the vector and the axes of he Cartesian
system of coordinates. By comparing the identity (11.2) and the condition
(2.13) imposed on the parameters of the group D2, we are led to the conclu-
sion thet the parameters of the group can have the meaning of the cosines,
which parametrize the transformations of the group D2. Indeed, as it can be
seen from formula (11.1), to each vector A ∈ H3, corresponds the transfor-
mation Dcfhψ1,cfhψ2,cfhψ3 ∈ D2, where ψ is the relative bingle between A and
I = {1, 1, 1}. Hence, the functions cfhi provide a natural parametrization for
4The minus sign in the definition of the function cfh is introduced for the sake of conve-
nience.
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the hyperbolic rotations, analogous to the Euler angles from the Euclidean ge-
ometry.
We can introduce the Finslerian-hyperbolic analogues of sines, tangents and
co-tangents, by means of the formulas:
sfhψ1 = cfhψ2cfhψ3; sfhψ2 = cfhψ1cfhψ3; sfhψ3 = cfhψ1cfhψ2;
tfhψi ≡ sfhψi
cfhψi
; ctfhψi = 1/tfhψi.
As well, hold true the following obvious identities of Finsler geometry, which
are analogues to the corresponding Euclidean ones:
sfhψicfhψi = 1; fh
2 ψitfhψi = 1; sfh
2 ψictfhψi = 1
(where we have no summation for i), and the following identities, which have
no analogues in Euclidean geometry:
sfhψ1sfhψ2sfhψ3 = 1; tfhψ1tfhψ2tfhψ3 = 1; tfhψ1tfhψ2tfhψ3 = 1.
We remark that the relative bingles, like the reciprocal ones, are conformally
invariant, since they are expressed by differences between coordinates in H♭3.
12 The relation between the relative bingles and
the exponential angles. Higher bingles
To point out the relation between the exponential angles and the relative bingles
we need to employ the bi-projection applied to the formula (2.8). By means of
(8.1) and (11.1), we infer the system of equalities:

cfhψ1 =
χ
2/3
1
(χ2χ3)1/3
= eA
2♭
1 ;
cfhψ2 =
χ
2/3
2
(χ1χ3)1/3
= eA
2♭
2 ;
cfhψ3 =
χ
2/3
3
(χ1χ2)1/3
= eA
2♭
3 ,
(12.1)
which represent the needed relation between the relative bingles and the expo-
nential angles. Here
A2♭ ≡ (A♭)♭
is the element of the space H2♭3 of second order bingles.
Hence, the system of relatie bingles {ψi}, of which only two are independent,
due to the relation:
TrA2♭ =
3∑
i=1
ln cfhψi = 0,
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characterizes both the orientation of bingles themselves, and of the elements of
H♭3, one relative to another, (angles in the space of angles). This interpretation
is confirmed by the following equivalent representation forms for poly-numbers:
A = |A|eφ[A](cfhψ1 e1+cfhψ2 e2+cfhψ3 e3) (12.2)
the exponential trigonometric form, and
A = |A|eφ[A]eA
2♭
1
e1+A
2♭
2
e2+A
2♭
3
e3
(12.3)
the double exponential form. The correctness of these formulas follows from
(12.1) and can be straightforward verified.
13 The relation between bingles and metric in-
variants
We write the expressions of reciprocal and relative bingles (6.3) and (10.6) in
terms of component relations: ξi = Bi/Ai:
φ[A,B] = [ln(ξ
2/3
1 /(ξ2ξ3)
1/3) ln(ξ
2/3
2 /(ξ1ξ3)
1/3) ln(ξ
2/3
3 /(ξ1ξ2)
1/3)]1/3; (13.1)
cfhψ1 =
ln(ξ
2/3
1 /(ξ2ξ3)
1/3)
φ[A,B]
; cfhψ2 =
ln(ξ
2/3
2 /(ξ1ξ3)
1/3)
φ[A,B]
; cfhψ3 =
ln(ξ
2/3
3 /(ξ1ξ2)
1/3)
φ[A,B]
.
For expressing these bingles in terms of conformally-invariant metric invariants:
I1 ≡ 1
2
(A,A,B)
|A|2|B| ; I2 ≡
1
2
(A,B,B)
|A||B|2 ; I3 ≡
|A|
|B| =
(A,A,A)
(B,B,B)
we write as well the last ones in terms of non-dimensional variables ξi:
I1 =
ξ1ξ2 + ξ2ξ3 + ξ1ξ3
(ξ1ξ2ξ3)2/3
; I2 =
ξ1 + ξ2 + ξ3
(ξ1ξ2ξ3)1/3
; I3 = ξ1ξ2ξ3.
The last relations can be written in equivalent form:
ξ1 + ξ2 + ξ3 = I2I
1/3
3 ; ξ1ξ2 + ξ2ξ3 + ξ1ξ3 = I1I
2/3
3 ; ξ1ξ2ξ3 = I3. (13.2)
Solving the system of equations (13.2) in terms of ξ1, ξ2, ξ3 and replacing the so-
lution in (13.1), we obtain the needed expressions of bingles in terms of metrical
invariants. The system of equations (13.2) has a simple algebraic interpretation.
Due to the well known generalization of Viete’s theorem to cubic equations we
can assert that the solutions of the system (13.2) are the three roots of the cubic
equation:
ξ3 − I2I1/33 ξ2 + I1I2/33 ξ − I3 = 0.
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14 Tringles
14.1 Volumes in the quadratic geometries
We remind the observations, based on which are defined volumes in the quadratic
non-Euclidean geometries. At the core, lays the notion of relative scalar. We
examine, as example, the standard volume form in the Euclidean space endowed
with a Cartesian system of coordinates:
vol0 ≡ dx1 ∧ · · · ∧ dxn. (14.1)
Why this form is not suitable for computing the volume in any (e.g., slant-angle
or even curvilinear) system of coordinates? The answer is that for a general
change of coordinates x′ = f(x), the form (14.1) changing according to the rule:
vol′0 = ∆fvol0, (14.2)
where ∆f is the Jacobian of the transformation x
′ = f(x) (i.e., the determinant
of the matrix J , containing the partial derivatives of the new coordinates relative
to the old ones). From a formal algebraic point of view, the transformation law
(14.2) means, that the object vol0 is a relative scalar having the weight +1 (this
multiplies with the Jacobian of the transformation at power 1). From geometric
point of view, such a transformation rule means that the definition (14.1) is not
suitable as general definition of the volume form, since such a form has to be
a scalar of weight zero (a change of sign is ignored, connected to the change
of coordinates which might change the orientation of the original system of
coordinates). For finding the general definition of volume, we remark that the
transformation law of the metric g under the before mentioned transformations
has the matrix form:
g′ = (J−1)TgJ−1,
where J is the Jacobian matrix of the transformation, whence for determinants
we infer:
det g′ =
det g
∆2f
.
The last formula means that the determinant of the metric is a relative scalar
of weight −2, and the quantity √det g is a relative scalar of weight −1. By
multiplying two relative scalars whose weight are opposite, one obtains the
needed scalar of weight zero:
vol ≡
√
det g dx1 ∧ · · · ∧ dxn. (14.3)
The formula (14.3) defines the invariant volume form in any quadratic geometry
in any admissible coordinate system.
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14.2 Area and volume forms in H3
In non-quadratic spaces, the question regarding the shape of volume forms needs
some explanation. From the usual general considerations which lead to the
notion of volume, the volume form in non-quadratic spaces of dimesion n should
look like:
vol = v dx1 ∧ · · · ∧ dxn, (14.4)
where v is a relative scalar of weight −1, built from the Finsler metric. For its
explicit construction, we apply the general theory of invariants and covariants
of poly-linear forms, which in its algebraic part is based on the theory of multi-
dimensional matrices [11]. In this work we do not need to present the general
approach. We shall limit ourselves to the case of a symmetric cubic form whose
components are (Gαβγ) in the 2-dimensional space, which can be represented
by a pair of square matrices:
G = (H1, H2), H1 ≡ G1αβ ; H2 ≡ G2αβ .
It can be shown ([11]), that the quantity:
∆ ≡ det
(
det(H1, H1) det(H1, H2)
det(H2, H1) det(H2, H2)
)
(14.5)
is a relative scalar, associated to the form G, and having the weight −6. Here
the determinant of the cubic matrix in the space of dimension 2 is given by the
formula:
detG = det(H1, H2) = G111G222 −G112G221 +G122G211 −G121G212
In articular, when G111 = G222 = 0, the formula (14.5) leads to the expression
(we ignore a non-essential constant multiplier):
∆ = G2112G
2
221. (14.6)
The needed relative scalar v of weight −1, is in this case equal to
v = ∆1/6 = (G112G221)
1/3. (14.7)
Analogously, but in a more laborious way, one can build the relative scalars of
weight −1 for quadratic forms of higher dimensions, as well.
14.3 The area form on the indicatrix and the definition of
tringle
For the metric (5.1), it is easy to build on the indicatrix, by means of formula
(14.7), the invariant area form (the form of 2-dimensional volume):
areaS2
BM
=
dX1 ∧ dX2
X1X2
. (14.8)
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We define the tringle Σ(A,B,C), built on the triple of vectors A,B,C as the
area of the corresponding geodesic triangle ∆abc on the indicatrix, i.e., as the
integral:
Σ(A,B,C) =
∫
∆abc
dX1 ∧ dX2
X1X2
. (14.9)
It is obvious, that this tringle is the analogue of the Euclidean solid angle.
14.4 The explicit formula of the tringle
We displace the triangle ∆abc on the indicatrix in such a manner, that the
point a has the coordinates 1, 1, 1. The coordinates of the vectors b and c
become equal:
b = {b1/a1, b2/a2, a1a2/(b1, b2)}; c = {c1/a1, c2/a2, a1a2/(c1, c2)}.
The geodesics Γab and Γac, whic join a with b and a with c respectively, are
parametrized as follows:
Γab : {X1 = eqs, X2 = eq¯s}; Γac : {Y1 = eq′s, Y2 = eq¯′s}, (14.10)
where according to (10.2) we have:
q = cfhψ1[A,B]; q¯ = cfhψ2[A,B]; q
′ = cfhψ1[A,C]; q¯
′ = cfhψ2[A,C].
The family of parameters q and s can be regarded as a system of coordinates
in the set of points of the triangle ∆abc. In this case, as shown before, the
coordinate q varies in the interval from cfhψ1[A,B] to cfhψ1[A, T ], and the
domain of variation for s lays within the interval from zero to s(q), where the
function s(q) will be specified.
For defining the function s(q) we write the equation of the geodesic Γbc in
parametric form:
Z1 =
b1
a1
epτ ; Z2 =
b2
a2
ep¯τ ,
where
p = cfhψ1[B,C]; p¯ = cfhψ2[B,C].
Further, we set the system of equations for finding the point of intersection of
the geodesics Γam and Γbc, where m is some point on Γbc:
eqs =
b1
a1
epτ ; eq¯s =
b2
a2
ep¯τ .
After minor computations, related to removal of τ, lead to the solution:
s(q) = φ[A,B]
cfhψ2[B,C]cfhψ1[A,B]− cfhψ1[B,C]cfhψ2[A,B]
cfhψ2[B,C]q − cfhψ1[B,C]q¯ . (14.11)
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Now for the tringle Σ(A,B,C) we have the following chain of equations:
Σ(A,B,C) =
∫
∆abc
dX1 ∧ dX2
X1X2
=
∫
∆abc
d lnX1 ∧ d lnX2 =
=
∫
∆abc
d(qs) ∧ d(q¯s)
∫
∆abc
(
sq¯ − sq dq¯
dq
)
dq ∧ ds.
We have used the representation (14.10) and the standard properties of the
exterior product ∧. Replacing the derivative dq¯/dq from (10.4), after small
changes and little calculation in the integral (taking into account the relation
qq¯(q + q¯) = 1), we infer:
Σ(A,B,C) = 3
∫
∆abc
s
q(q + 2q¯)
dq ∧ ds =
cfhψ1[A,C]∫
cfhψ1[A,B]
dq
q(q + 2q¯)
s(q)∫
0
s ds.
Integrating by s, considering the formulas (14.11) and the properties of the
function cfh, we get the following final formula for tringles:
Σ(A,B,C) =
3
2
φ2[A,B](cfhψ1[B,C]cfhψ1[A,B]−cfhψ2[B,C]cfhψ2[A,B])2×
(14.12)
cfhψ1[A,C]∫
cfhψ1[A,B]
dx√
x4 + 4x
(
x/cfhψ1[B,C]− (
√
x4 + 4x− x2)/(2xcfhψ2[B,C])
)2 .
We note, that the expression (14.12) is symmetric relative to cyclic permutations
of the vectors A,B,C,, though this symmetry has been hidden because of the
chosen by us local system of coordinates with origin at the point A.
The formula (14.12) defines a conformally-invariant tringle, which satisfies
according to its definition, the condition of additivity in the following sense.
Besides the vectors A,B,C, we consider the fourth vector D, which satisfies one
of the following properties:
(A♭ − C♭) ∧ (C♭ −D♭) = 0
(A♭ −B♭) ∧ (B♭ −D♭) = 0.
These properties mean that the points A,C,D or A,B,D lay inside the same
plane of revolution, and the reduced to the unit sphere corresponding points
a, c, d or a, b, d lay on one of the extremals of S2BM. For any such point D the
following equality takes place:
Σ(A,B,C) + Σ(B,C,D) = Σ(A,B,D)
Σ(A,B,C) + Σ(B,C,D) = Σ(A,C,D),
(14.13)
accordingly. This equality, in its essence, exhibits the additivity of areas on the
unit sphere in S2BM.
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