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Abstract
We explain how a generic HKT geometry can be derived using the language of N = 4
supersymmetric quantum mechanics. To this end, one should consider a Lagrangian
involving several (4, 4, 0) multiplets defined in harmonic superspace and subject to non-
trivial harmonic constraints. Conjecturally, this general construction worked out in [1]
gives a complete classification of all HKT geometries. Each such geometry is generated by
two different functions (potentials) of a special type that depend on harmonic superfields
and on harmonics.
Given these two potentials, one can derive the vielbeins, metric, connections and
curvatures, but this is not so simple: one should solve rather complicated differential
equations. We illustrate the general construction by giving a detailed derivation of the
metric for the hyper-Ka¨hler Taub-NUT manifold. In the generic case, we arrive at an
HKT geometry. In this paper, we give a simple proof of this assertion.
PACS: 11.30.Pb, 12.60.Jv, 03.65.-w, 03.70.+k, 04.65.+e
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1 Introduction
The language of supersymmetric quantum mechanics (SQM) is most adequate and convenient
for studying problems of differential geometry. This was understood back in the eighties when
E. Witten showed how supersymmetry allows one to describe in very simple terms the clas-
sical de Rham complex [2] and L. Alvarez-Gaume´, D. Friedan and P. Windey gave a simple
supersymmetric proof of the Atiyah-Singer theorem [3]. 1
The SQM methods not only allowed one to reproduce what was already known, but also to
derive many new mathematical results. This particular paper is devoted to the classification
of the HKT geometries. 2 This problem was solved in [1]. To do this, one should consider a
supersymmetric sigma model endowed with the extended N = 4 supersymmetry (and having
thus two pairs of complex supercharges). The corresponding superfield Lagrangian depends on
several (4, 4, 0) multiplets. 3
To define a (4, 4, 0) multiplet, we introduce as a starting point an extended N = 4 ,
d = 1 superspace (t; θi, θ¯
i), i = 1, 2. Then we “harmonize” it [14, 15] 4 by defining θ± = u±i θ
i,
where u+i is a complex unitary spinor parameterizing the automorphism group SU(2) of the
extended superalgebra, and u−i is its complex conjugate. A generic superfield depends on
(t; θ+, θ¯+, θ−, θ¯−) and on the harmonics u±i , but a special role is played by Grassmann-analytic
superfields that depend, besides the harmonics, only on θ+, θ¯+ and the “analytic time” (A.5).
A G-analytic superfield Φ satisfies the constraints D+Φ = D¯+Φ = 0, which are quite analogous
to the constraints defining the chiral superfields. A G-analytic superfield is characterized by its
harmonic charge — an integer eigenvalue of the operator (A.6).
Consider a G-analytic superfield q+a carrying unit harmonic charge and an extra doublet
index a. To describe a linear (4, 4, 0) multiplet, we impose the additional harmonic constraint
D++q+a = 0 , (1.1)
where the harmonic derivative D++ is defined in (A.7), and also require that
q˜+a = ε
abq+b ≡ q+a , (1.2)
where the “tilde” conjugation is the superposition of the standard complex conjugation and the
antipodal transformation of the harmonics, u˜±j = ε
jku±k [15]. Then the component expansion
of q+a reads 5
q+a = xja(t)u+j + θ
+χa(t) + θ¯+χ¯a(t)− 2i θ+θ¯+x˙jau−j , (1.3)
1This was done almost for all cases except for the index of the Dolbeault operator for non-Ka¨hler complex
manifolds. This “dark corner” was recently illuminated in [4].
2The abbreviation “HKT” means “hyper-Ka¨hler with torsion”. This term is somewhat misleading because
the HKT manifolds are not hyper-Ka¨hler and not even Ka¨hler, but now it is firmly established in the literature,
and we will use it. The HKT geometries were discovered by physicists as geometries associated with supersym-
metric sigma models of a special kind [5, 6, 7, 8] and then attracted a considerable attention of mathematicians
(see e.g. [9, 10]). It is worth noting that the first example of models with HKT geometry (as it was realized
later) was N = (4, 4) supersymmetric extension of 2D WZNW SU(2) sigma model [11], [12].
3We use the notation suggested in [13]. The first number counts the bosonic dynamical variables, the second
number counts the fermions dynamical variables and the third number the bosonic auxiliary fields.
4The technique of harmonic superspace is explained in the monograph [15] and, for the one-dimensional case
(where superspace becomes “supertime”), in Ref. [16]. In our presentation we basically follow the latter paper.
5Here t is actually the analytic time tA, but we do not display the index A anymore.
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where the bosonic field xja is pseudoreal,
(xja)∗ = εjkεabx
kb ≡ xja , (1.4)
and
(χa)∗ = χ¯a = εabχ¯
b (1.5)
(ε12 = 1). The superfield q
+a includes four real bosonic and four real fermionic component
fields.
Now we take n such multiplets or, which is the same, assume that the index a in (1.3) runs
from 1 to 2n. The constraints (1.2) can then be rewritten as
q˜+a = Ω
abq+b ≡ q+a , (1.6)
where
Ωab = −Ωab = −diag (iσ2, . . . , iσ2) (1.7)
defines an antisymmetric symplectic form, ΩabΩbc = δ
a
c . A general supersymmetric action reads
S = −1
8
∫
dtdud4θL(q+a, q−b, u±) , (1.8)
where
q−a = D−−q+a (1.9)
with D−− defined in (A.8) and the numerical normalization factor is chosen to match the
notations of [1]. If expanding this Lagrangian into components, one derives
L =
1
2
gja,kb x˙
jax˙kb + fermion terms, (1.10)
where the metric gja,kb is expressed via double derivatives of L.
The system of an arbitrary number of linear (4, 4, 0) multiplets was studied in a different
approach in [17]. It was shown that a 4n-dimensional manifold with the metric gja,kb is a
HKT manifold. However, such system describes only a rather limited class of HKT-manifolds:
namely, the manifolds with vanishing Obata curvature [18]. 6 In this case, there exist coordinates
where three quaternionic complex structures (Ip) NM are constant matrices (2.13), in accordance
with the general statement of Ref. [19].
To describe a generic HKT metric, one should generalize the constraints (1.1) and write
D++q+a = L+3a , (1.11)
where L+3a is an arbitrary analytic superfield of harmonic charge +3, generically depending
on all q+b and on the harmonics. The superfields q+a subject to the constraints (1.11), (1.6)
describe nonlinear (4, 4, 0) multiplets.
6We will discuss in details what are the Obata connection and Obata curvature later.
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The plan of the paper is the following. In the next section, we recall the basic definitions
and properties of hyper-Ka¨hler and HKT geometries. In particular, we give a simple “physical”
proof of the well-known mathematical fact that the holonomy group of hyper-Ka¨hler manifolds
is Sp(n) ≡ USp(2n) and derive the explicit expressions for the Obata connections of the HKT
manifolds via their complex structures.
In Sect. 3, we explain, following [15], how hyper-Ka¨hler geometries are described in the
language of N=8 supersymmetric mechanics in one-dimensional N=8 harmonic superspace
obtained as d = 4 → d = 1 dimensional reduction of the N = 2, d = 4 harmonic superspace
formulation of the most general N = 2, d = 4 supersymmetric hyper-Ka¨hler sigma model of
Ref. [15]. Any hyper-Ka¨hler metric can be derived from the action (3.6) involving the harmonic
prepotential L+4.
In Sect. 4, we discuss the properties of generic N=4 supersymmetric σ models with equal
number of real bosonic and fermionic dynamic variables. These models are best described in
the language of N=1 superfields XM = xM + iθψM . Generically, one obtains either HKT or
bi-HKT geometry [8, 20, 21]. We prove, however, an important theorem that any model of this
class with quaternionic complex structures is HKT.
In Sect. 5, we show how to obtain generic HKT geometries in the language of supersym-
metric mechanical system with the action (1.8) now involving nonlinear supermultiplets q+a
satisfying the constraints (1.11). We show how these complicated constraints can be resolved
and the metric and other geometric characteristics can be found. We also give a simple proof
of the fact that the complex structures thus obtained are quaternionic and hence the geometry
is indeed HKT, confirming the results of explicit calculations in Ref. [1].
In Sect. 6, we show how these general methods work by presenting detailed consideration
for a particular example of the hyper-Ka¨hler Taub-NUT manifold [22, 15].
In the last section we discuss a general classification of HKT geometries following from their
supersymmetric description. These geometries are grouped in the families characterized by a
given constrained potential L+3a, but by different potentials L. The geometries belonging to
a family that involves as a member also a hyper-Ka¨hler geometry can be called reducible and
all other HKT geometries irreducible. We note that irreducible geometries exist. In particular,
the HKT geometry derived in Ref. [23] is irreducible [24, 25].
In AppendixA, we present the basics of N=4, d=1 harmonic superspace.
In AppendixB, we give a simple proof of the known mathematical fact that a triple of
quaternionic complex structures in tangent space, (Ip)AB = e
M
A e
N
B (I
p)MN , can be brought by
the tangent space rotations to the simple canonical form (2.13), (2.14).
In AppendicesC and D we derive the Obata connection and the nonlinear transformation
laws of the central-basis harmonic-independent fermionic fields of the multiplet (4, 4, 0) under
N = 4 supersymmetry within the setting of Ref. [1].
2 HK and HKT geometries
Definition 1. A complex manifold is a manifold of even real dimension endowed with the
complex structure tensor I MN satisfying the conditions
IM
NIN
K = −δKM , (2.1)
∂[MIN ]
P = IM
QIN
S∂[QIS]
P . (2.2)
3
We also assume that the manifold possesses a metric which is Hermitian with respect to
the complex structure IM
N
IP
MgMQIN
Q = gPN , (2.3)
which evidently amounts to the antisymmetry property
IMN = −INM . (2.4)
The condition (2.2) (it is equivalent to the requirement that the so-called Nijenhuis ten-
sor vanishes) provides for integrability of the complex structure. For an integrable complex
structure, one can introduce holomorphic coordinates, xM = {zm, z¯m¯}, such that the metric
is manifestly Hermitian (one can always do it locally, but a nontrivial property following from
(2.2) is that the manifold can be divided into a set of overlapping holomorphic charts with
holomorphic glue functions),
ds2 = 2hmn¯dz
mdz¯n¯ . (2.5)
In these coordinates, the tensor IM
N has the following nonzero components,
Im
n = −Inm = −iδnm, Im¯n¯ = −I n¯m¯ = iδn¯m¯ . (2.6)
It follows that Imn¯ = −In¯m = −ihmn¯.
Definition 2. A Ka¨hler manifold is a complex manifold for which I NM is covariantly constant,
∇P I NM = ∂P I NM − ΓQPMI NQ + ΓNPQI QM = 0 , (2.7)
where ΓQPM are the standard symmetric Christoffel symbols for the metric gMN .
It then follows that the Ka¨hler form K = IMN dx
M ∧ dxN is closed, dK = 0. The existence
of such a closed 2-form can be chosen as an alternative definition of Ka¨hler manifolds. Note that
the integrability condition (2.2) does not change its form if one replaces the partial derivatives
∂M by the covariant ones with an arbitrary symmetric connection. In particular, one can replace
∂M in (2.2) by the Levi–Civita covariant derivative ∇M . Due to (2.7), Eq. (2.2) is identically
fulfilled. Thus, (2.2) is automatically satisfied for the covariantly constant complex structures
obeying (2.7).
Remark 1.
For a generic complex manifold, the complex structure is not covariantly constant with
respect to the usual Levi-Civita connection appearing in (2.7), but one can still define con-
nections with modified Christoffel symbols, such that the modified covariant derivative of the
complex structure tensor vanishes. There are infinitely many such connections, but a special
role is played by the Bismut connection [26]. This connection involves nontrivial torsion,
ΓˆQPM = Γ
Q
PM +
1
2
gQSCSPM (2.8)
with completely antisymmetric CSPM . Then the condition
∇ˆP IMN = 0 (2.9)
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defines CSPM uniquely. Its expression in holomorphic terms reads [27]
Cspm¯ = ∂phsm¯ − ∂shpm¯, Cs¯p¯m = ∂p¯hms¯ − ∂s¯hmp¯ . (2.10)
In other words,
CSPM dx
S ∧ dxP ∧ dxM = 6(∂¯ − ∂)ω , (2.11)
where ω = hsm¯dz
s ∧ dz¯m¯ and ∂, ∂¯ are holomorphic and antiholomorphic exterior derivatives.
For Ka¨hler manifolds, the Bismut connection coincides with the Levy-Civita connection.
Definition 3. A hyper-Ka¨hler manifold is a manifold with three different integrable complex
structures Ip that satisfy the quaternion algebra
IpIq = −δpq + εpqrIr (2.12)
and are subject to the covariant constancy condition (2.7).
Consider the complex structures in tangent space (Ip)AB = e
M
A e
N
B (I
p)MN . In Appendix B
we will prove that by appropriate rotations they can be reduced to the following canonical form:
I1 = diag(I, . . . , I), I2 = diag(J, . . . , J), I3 = diag(K, . . . ,K) , (2.13)
where I, J andK are the 4-dimensional matrices related to the ‘t Hooft symbols ηpAB and forming
quaternionic algebra:
I =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0
 , J =

0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
 , K =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 . (2.14)
Sometimes it is more convenient to represent the 4n vector tangent space indices A,B on
which the O(4n) tangent space group is realized, by the pair of indices A,B → (ia), (jb), i, j =
1, 2, a, b = 1, . . . 2n. The indices are raised and lowered according to X i = εijXj , Y
a = ΩabYb
with εjk = −εjk; ε12 = 1 and Ωab = −Ωab being defined in (1.7). In this notation, only the sub-
group SU(2)× Sp(n) ⊂ O(4n) is manifest, a, i being the indices of the corresponding spinorial
representations. To establish the precise relation between the vector and spinor notations, we
introduce 4n rectangular matrices ΣA:
(Σ1,2,3,4)
ja =
(
σ†µ , 0 , ... , 0
)ja
, (Σ5,6,7,8)
ja =
(
0 , σ†µ , 0 , ... , 0
)ja
, . . . (2.15)
with
(σ†µ)
ja = {(~σ)ja,−iδja} . (2.16)
In (2.16) a = 1, 2 and ~σ are the standard Pauli matrices.
Then for any tensor we have the correspondence
T ...ja... =
i√
2
(ΣA)
ja T ... A...
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(the dots stand for all other indices). In these terms, the flat tangent space metric is expressed
as
gja, kb = −1
2
(ΣA)
ja(ΣA)
kb = εjkΩab , gja, kb = εjkΩab . (2.17)
The symplectic constant matrix Ωab is invariant under Sp(n) ⊂ SO(4n).
Note that for a real vector V A, the components V ja obey the pseudoreality condition
(V ja)∗ = εjkΩabV
kb ≡ Vja . (2.18)
Theorem 1. The holonomy group of a hyper-Ka¨hler manifold of dimension 4n is Sp(n).
This statement is very well known to mathematicians. We give here its detailed proof in
explicit “physical” terms.
Proof. In the spinor notation, the canonical flat complex structures (2.13), (2.14) can be ex-
pressed as
(Ip)ja,kb = −1
2
(ΣA)
ja(ΣB)
kb(Ip)AB = −i(σp)jk Ωab , (Ip)ja,kb = i(σp)jk Ωab , (2.19)
where
(σp)jk = (σ
p)kj = εkl(σ
p)j
l , (σp)jk = εjl(σp)l
k (2.20)
and (σp)l
k are the standard Pauli matrices. 7
The covariant constancy condition (2.7) for the triplet of the complex structures IpMN , after
passing to the tangent space representation, takes the form
∂P I
p
AB + (ωP,ACI
p
CB − IpACωP,CB) = 0 , (2.21)
where
ωP,AB = eMA
(
∂P e
M
B + Γ
M
PKe
K
B
)
(2.22)
is the spin connection. Substituting the constant expression (2.19) for IpAB in (2.21), we observe
that this condition is reduced to
ωP,ACI
p
CB − IpACωP,CB = 0 , (2.23)
which tells us that the spin connection understood as a matrix in tangent space, whose entries
are 1-forms, commutes with all complex structures. The same condition in the spinor notation
takes the form
(ωM)ia jb(σ
p)jk − (σp) ji (ωM)ja kb = 0 . (2.24)
7Note that the matrices (σp)ja in (2.16) (with both upper indices) and (σp)l
k in (2.20) (with the indices
placed at the different levels) coincide. The difference in conventions is justified by the fact that the indices
in (2.20) refer to one and the same subgroup SU(2) ⊂ SO(4n) whereas the indices j, a in (2.16) have different
nature.
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A generic antisymmetric connection (ωM)ia jb = −(ωM)jb ia can be parametrized as
(ωM)ia jb = εijTM (ab) + BM [ab] (ij) = εijTM (ab) + B
q
M [ab](σ
q)ij (2.25)
with arbitrary TM (ab) and B
q
M [ab]. When one substitutes this into (2.24), the first term ∝ εij
does not contribute and we are led to
Bq
M [ab] [σ
q, σp]ij = 0 . (2.26)
This holds for any p, which implies
Bq
M [ab] = 0 . (2.27)
We thus derived,
ωAB = ωia jb = εij(T )(ab) . (2.28)
But any symmetric matrix of dimension 2n can be presented as
T(ab) = T
c
a Ωbc , (2.29)
where T ca ∈ sp(n). 8 Thus, ω BA belongs to sp(n). But then R BA = dω BA + ω CA ∧ ω BC also
belongs to sp(n), and the theorem is proven.
Remark 2.
One can also easily prove the inverse theorem: If the holonomy group is Sp(n), i.e. R BA ∈
sp(n), then one can choose three quaternionic covariantly constant complex structures and the
manifold is hyper-Ka¨hler.
Proof. Basically, it follows from the following lemma: Let g be a Lie algebra and h be its
subalgebra. Let AˆM and FˆMN be the gauge potential and the field density for the algebra g. Let
Fˆ ∈ h. Then one can always choose the gauge where also Aˆ ∈ h.
Such a gauge is well-known, it is the Fock-Schwinger gauge xMAM = 0 [28]. In this gauge
the potential is expressed via the field density,
AˆM = −
∫ 1
0
dααxN FˆMN(αx) . (2.30)
In the case of interest, g = so(4n), h = sp(n), ω ≡ A and R ≡ F . If R ∈ sp(n) one can
choose the coordinates and vielbeins with ω ∈ sp(n). And once ω ∈ sp(n), it commutes
with the quaternionic complex structures (2.19). Bearing in mind (2.21), it follows that the
convolutions of these flat structures with the vielbeins are covariantly constant.
This means that one can define a hyper–Ka¨hler manifold as a manifold where the Riemann
curvature form R BA lies in the sp(n) algebra. This definition and Definition 3 are equivalent.
8Indeed, an element h of sp(n) is a Hermitian 2n-dimensional matrix satisfying hTΩ+ Ωh = 0.
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Definition 4. An HKT manifold is a manifold endowed with three integrable quaternionic
complex structures that are covariantly constant with respect to one and the same Bismut con-
nection.
The curvature form Rˆ BA of this Bismut connection belongs to sp(n) — it is proven in exactly
same way as for the Riemann curvature form for hyper-Ka¨hler manifolds. Alternatively, if there
exists a torsionful metric-preserving connection whose curvature form lies in sp(n), one can
find three quaternionic complex structures that are covariantly constant with respect to this
connection, and we are dealing with an HKT manifold.
Besides the Bismut connection, a distinguished role for HKT manifolds is played by the
Obata connection.
Definition 5. The Obata connection is a torsionless connection with respect to which all three
quaternionic complex structures of an HKT manifold are covariantly constant.
For a hyper-Ka¨hler manifold, the Obata connection coincides with the Levy-Civita connec-
tion, but it is not so in a generic HKT case. The essential difference is that the covariant Obata
derivative of the metric tensor does not vanish! This means in particular that vectors do not
only rotate under parallel transports, but also change their length; the holonomy group is not
compact and complicated.
Theorem 2. Let I, J,K be three integrable quaternionic complex structures,
IJ = −JI = K, JK = −KJ = I, KI = −IK = J . (2.31)
Choose the complex coordinates associated with I , i.e. assume that I , is constant and diagonal
as is given in Eq. (2.6). Then the Obata connection is given by the formula [29]
(ΓO)kmn = J
l¯
n ∂mJ
k
l¯
= K l¯n ∂mK
k
l¯
, (ΓO)k¯m¯n¯ = [(Γ
O)kmn]
∗ , (2.32)
and all other components vanish.
Proof. It consists of four steps
Lemma 1. In the chosen coordinates, the only non-vanishing components of the structure J
are J k
l¯
and J k¯l . The same is true for K.
Proof. Introduce the operator ι which acts on a generic n-form ω according to the rule:
if ω =
1
n!
ωM1...Mndx
M1 ∧ · · · ∧ dxMn ,
then ιω =
1
(n− 1)! ωN [M2...Mn−1(I)
N
M1] .dx
M1 ∧ · · · ∧ dxMn . (2.33)
For a form ωp,q with p holomorphic and q antiholomorphic indices, the action of ι is reduced to
the multiplication by i(p− q).
There is a 2-form associated with each complex structure. Define
J = JMNdxM ∧ dxN , K = KMNdxM ∧ dxN
and consider the form J + iK. Using the definition (2.33) and the quaternion algebra (2.31), it
is straightforward to verify that ι(J + iK) = 2i(J + iK). That means that the form J + iK has
type (2, 0) with respect to I. Analogously, ι(J − iK) = −2i(J − iK), so that J − iK is of type
(0, 2). It follows that the only non-vanishing components of J,K have either both holomorphic
or both anti-holomorphic lower indices, and Lemma 1 is proven.
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We have introduced the operator (2.33) to make contact with [8, 9] and to use it later in
(4.13). But Lemma 1 can actually be proven without resorting to the language of forms. It
directly follows from the quaternion algebra (2.31) with the special choice (2.6) for I NM . Indeed,
the relations (2.31) imply
I(J + iK) = −i(J + iK), (J + iK)I = i(J + iK),
I(J − iK) = i(J − iK), (J − iK)I = −i(J + iK) . (2.34)
Bearing in mind (2.6), we derive that the only non-vanishing components of the tensor J + iK
are (J + iK) n¯m and the only non-vanishing components of the tensor J − iK are (J − iK) nm¯ .
From this Lemma 1 immediately follows. It follows in addition that
K n¯m = −iJ n¯m , K nm¯ = iJ nm¯ . (2.35)
Then the second relation in (2.31) amounts to the basic property (2.1) of the complex structures
J,K.
Lemma 2. The expression (2.32) is symmetric under permutation m↔ n.
Proof. This follows from integrability. Indeed, the condition (2.2) for the structure J implies
JS
M(∂MJN
K − ∂NJMK) = J QN (∂QJSK − ∂SJQK) .
Choose S = s,N = n,K = k. Then, bearing in mind Lemma 1,
Js
m¯∂nJm¯
k = Jn
m¯∂sJm¯
k .
Using J2 = −1 to flip the derivatives, we may derive
Jm¯
k∂nJs
m¯ = Jm¯
k∂sJn
m¯ . (2.36)
It amounts to the simple relation
∂nJs
m¯ − ∂sJnm¯ = 0 , (2.37)
and the same holds for K. In the language of forms, this means that the exterior holomorphic
derivative of the (2, 0)-form J + iK vanishes.
Remark 3.
In fact, the existence of such a closed holomorphic (2, 0)-form may be taken as an alternative
definition of an HKT-manifold [9, 10]. The existence of a universal Bismut covariant derivative,
as is spelled out in Definition 4, can be derived from that.
Lemma 3. The Obata covariant derivatives of all complex structures vanish.
Proof. It can be checked rather directly using Eqs. (2.32), (2.6), and Lemma 1. We leave it to
the reader.
Lemma 4. The Obata connection is unique.
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Proof. Suppose there are two different Obata connections. Let their difference be ∆NPM . The
identities
∆QPMI
N
Q −∆NPQI QM = 0 , (2.38)
∆QPM(J ± iK) NQ −∆NPQ(J ± iK) QM = 0 (2.39)
should hold.
It follows from (2.38), (2.6) and from the symmetry ∆NPM = ∆
N
MP that all the components
except ∆npm and ∆
n¯
p¯m¯ vanish. And the latter vanish due to (2.39) and Lemma 1.
3 Classification of hyper-Ka¨hler manifolds with harmonic
tools
The standard de Rham complex is characterized by a nilpotent exterior derivative operator
d and its Hermitian conjugate d†. In supersymmetric approach, d and d† are mapped into a
complex supercharge Q and its conjugate. The N = 2, d = 1 superspace description involves
several real (1, 2, 1) superfields,
XM = xM + θψM + ψ¯M θ¯ + FMθθ¯ , (3.1)
where xM are the bosonic dynamical variables (the coordinates on the manifold), ψM are com-
plex dynamical fermionic variables and FM are the bosonic auxiliary fields (in the component
expansion of the action (3.2) they enter without time derivatives and can be integrated over).
The action has the form
S =
1
2
∫
dtdθdθ¯ gMN(X)DX
MD¯XN , (3.2)
where D and D¯ are the covariant supersymmetric derivatives. Going down into components,
one obtains the standard bosonic kinetic part of the Lagrangian,
Lbos =
1
2
gMN(x)x˙
M x˙N (3.3)
describing the motion of a particle along a curved manifold. The action (3.2) can be written
for any manifold.
In special cases, in addition to the manifest N = 2 supersymmetry that the action (3.2)
exhibits, one can observe the presence of extra “hidden” supersymmetries. Thus, if the man-
ifold is Ka¨hler (and, hence, even-dimensional), the action (3.2) is invariant under the extra
supersymmetry,
δXM = IN
M(X)
(
ǫDXN − ǫ¯D¯XN) , (3.4)
where IN
M is the complex structure and ǫ is a complex Grassmann transformation parameter.
The total supersymmetry is then N = 4. The relevant superalgebra closes off shell, which can
be directly checked by evaluating Lie brackets of the superfield transformations (3.4).
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Besides the formulation in terms of 2n (1, 2, 1) multiplets, two other off-shell formulations
of this model are possible. It can be formulated in terms of n pairs of complex chiral N = 2
superfields (2, 2, 0) and (0, 2, 2) [27]. The same model can also be formulated in extended
N = 4, d = 1 superspace in terms of n chiral (2, 4, 2) superfields [30].
For hyper-Ka¨hler manifolds, the action is invariant, besides the manifest N = 2 supersym-
metry, with respect to three different extra supersymmetries (3.4) involving three quaternionic
complex structures Ip and three different complex Grassmann parameters ǫp. One can show
that the generators of different supersymmetries anticommute. The total supersymmetry of the
model is thus N = 8. One can further prove that a hyper-Ka¨hler metric is not only a sufficient,
but also necessary condition to have N = 8 supersymmetry in the action (3.2) [31].
The observation that the action (3.2) with three extra N = 2 supersymmetries picks up the
hyper-Ka¨hler manifolds as the bosonic targets, does not yet give any tool of how to explicitly
construct hyper-Ka¨hler metrics. The latter can only be achieved in the harmonic superspace
approach, where all eight one-dimensional supersymmetries are manifest and off-shell. 9
Consider an extended N=8, d=1 superspace (t, θiα, θ¯iα), θ¯iα = (θiα)∗ with α = 1, 2 and
the G-analytic superspace (ζ, u) ≡ (tA, θ+α , θ¯+α, u). The latter superspace is obtained from
the N=2, d=4 harmonic analytic superspace [15] by dimensional reduction. It represents a
direct generalization of the N=4, d=1 harmonic analytic superspace [16] briefly described in
Appendix A (we only endow the odd coordinates with the extra index α). Consider a G-analytic
superfield 10
Q+(ζ, u) = F+(t, u) + θ+αχ
α(t, u) + θ¯+ακα(t, u) + θ
+
α θ¯
+αA−(t, u) + (θ+α θ¯
+α)2D−3(t, u) + . . .(3.5)
(only some terms relevant for us in what follows are displayed in the expansion). Take 2n such
superfields Q+a subject to the constraint (1.6). Consider the action (see [22] and Chapter 5 of
Ref. [15]11 )
S =
∫
dt du d2θ+d2θ¯+
[
1
2
Q+aD
++Q+a + L+4(Q+, u)
]
, (3.6)
with
D++ = ∂++ + 2iθ+α θ¯
+α ∂
∂t
, (3.7)
∂++ being defined in Eq. (A.9). Here L+4 is an arbitrary function of Q+a and u±, such
that it carries the harmonic charge +4. By construction, this action has a manifest N = 8
supersymmetry (there are four complex transformation parameters associated with the shifts
of θ+α and θ¯
+α: δθ+α = ǫ
i
αu
+
i , δθ¯
+α = ǫ¯αi u
+i).
The superfield equation of motion following from (3.6) reads
D++Q+a = Ωab
∂L+4
∂Q+b
. (3.8)
9Note that the harmonic superspace description implies the presence of an infinite number of auxiliary fields.
This is a crucial distinction of hyper-Ka¨hler models from the simple Ka¨hler models discussed above: the latter
can be described by N = 2 or N = 4 superfields that live in ordinary superspace and involve a finite number of
auxiliary fields.
10We have not displayed here the index A for t, as we did not do so in Eq.(1.3).
11The coefficients in (3.5) and (3.6) display some deviations from those in [15]. The measure of Grassmann
integration over the analytic superspace is defined in Appendix A.
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Substituting there the expansion (3.5), we obtain a set of the equations for the components.
In particular, we derive
∂++F+a = Ωab
∂L+4
∂F+b
(3.9)
and
∂++A−a + 2iF˙+a − Ωab ∂
2L+4
∂F+b∂F+c
A−c + (terms with fermionic fields) = 0 . (3.10)
Consider equation (3.9). If L+4 were absent, the linear equation ∂++F+a = 0 would have
a simple solution F+a ≡ F+a0 = xjau+j , with xja obeying the pseudoreality condition (2.18)
following from the constraint (1.6). When L+4 6= 0, it is rather difficult task to find the
solution to (3.9). To date, it was found in a closed form only for a few particular choices of
L+4 6= 0 [22, 32, 15] including the choice corresponding to the Taub-NUT manifold discussed
below. In the general case, the solution to (3.9) can be found by iterations: attribute a factor
λ to L+4 and represent the solution as a formal series
F+a = F+a0 + λF
+a
1 + λ
2F+a2 + · · · . (3.11)
We obtain the chain of equations
∂++F+a1 = Ω
ab ∂L+4
∂F+b0
,
∂++F+a2 = Ω
ab ∂
2L+4
∂F+b0 ∂F
+c
0
F+c1 ,
. . . = . . . . (3.12)
These are in fact algebraic equations, as becomes clear if one expands their left-hand and
right-hand sides in a proper harmonic basis. For example, we represent
F+a1 = A
(ijk)au+i u
+
j u
−
k +B
(ijklp)au+i u
+
j u
+
k u
−
l u
−
p + · · · (3.13)
(the linear term ∝ u+j does not contribute in the left-hand sides of (3.12); it is attributed to
F+0 ) and
Ωab
∂L+4
∂F+b
= C(ijk)au+i u
+
j u
+
k +D
(ijklp)au+i u
+
j u
+
k u
+
l u
−
p + · · · . (3.14)
Then the first equation implies
A = C, B =
1
2
D , etc.
We first solve the equation for F+a1 , then we substitute its solution to the equation for F
+a
2 ,
solve it, substitute into the equation for F+a3 , etc. As a result, F
+a(t, u) is expressed via the
harmonic-independent coefficients xja(t), which have the meaning of the coordinates on the
hyper-Ka¨hler manifolds that we are set to describe. Note that the pseudoreality conditions
(2.18) for xja imply that the vectors xM = i(ΣM)jaxja/
√
2 [with constant matrices ΣM ≡ ΣA
defined in Eq.(2.15)] are real. But any other choice of 4n real coordinates xM is possible.
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If we suppress the fermion dependence, the equation (3.10) can be solved in a similar way.
The solution A˜−a(t, u) of this truncated equation is also expressed via xja(t). It follows from
(3.10) that
A˜−a = −2ix˙iau−i + nonlinear terms . (3.15)
To find the metric of the manifolds of interest, we substitute the solutions thus obtained for
F+a(t, u) and A˜−a(t, u) into the bosonic part of the action (3.6). Indeed, if one expressed the
latter via the components, one obtains a very simple expression
S =
i
2
∫
dt du A˜−a F˙
+a , (3.16)
where the other bosonic components of the superfield (3.5) do not contribute! After expressing
A˜−a and F
+a through xia(t), the action (3.16) takes the generic form
S =
∫
dt
1
2
gia, kb x˙
iax˙kb , gia, kb = εikΩab +O(λ) . (3.17)
A similar program can be carried out for the fermionic components. Everything can be
expressed through the lowest component ψαa(t) in the harmonic expansion of χαa(t, u). [The
variables κaα are not independent, but can be expressed via χ
αa in virtue of (1.2)]. We have
altogether 4n complex dynamic fermionic variables — one complex fermionic variable for each
real bosonic coordinate. Their bilinear contribution to the Lagrangian has the structure ∝ ψ¯ψ˙.
The variables can be chosen such that the coefficients in the fermion kinetic term and in the
bosonic kinetic term are given by the same metric tensor. There is also a four-fermionic term,
with the coefficient proportional to the Riemann tensor.
One thus obtains the action of a supersymmetric σ model, a particular case of the generic
action (3.2) (with the auxiliary fields being eliminated). In view of the theorem proven in [31],
the presence of N = 8 supersymmetry dictates the metric to be hyper-Ka¨hler. In particular, if
L+4 = 0, the metric is flat.
However, the road from the superspace action (3.6) to the metric is long and stony. We have
outlined above the exact regular procedure to derive the metric and express it as an infinite
series over the formal expansion parameter λ. The existence of such a procedure implies that
a unique solution exists. As was already mentioned, a closed analytic solution to the equations
(3.8) was obtained so far only in a few particular cases. In Sect. 6, we will show how the
explicit solution can be found for the Taub-NUT manifold.
We explained how to construct a hyper-Ka¨hler metric, based on an arbitrary function
L+4(Q+, u) of harmonic charge +4. A legitimate question is whether any hyper-Ka¨hler metric
can be derived in this way?
The answer to this question is positive. In the paper [33] (see also Chapter 11 of the book
[15]), the problem was solved in a different way — not invoking supersymmetry, but solving
instead the constraint R BA ∈ sp(n) (see Theorem 1 and the remark after it) It was shown that
a general solution to this constraint depends on an arbitrary harmonic function L+4(Q+, u) and
that this solution coincides with the solution following from (3.6).
The last remark of this Section yet concerns the superfield equation (3.8). Besides the
kinematical equations (3.9), (3.10) and similar equations for fermionic fields, it encompasses as
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well the dynamical equations for fields F+, ξα and κα. In particular, it contains the equation
(with fermionic fields suppressed)
∂++D−3 + 2i ˙˜A−a + nonlinear terms = 0 , (3.18)
which, in virtue of the expressions (5.4) and F+a = xiau+i + . . ., implies
x¨ja + nonlinear terms = 0 . (3.19)
In the N = 4 , d = 1 supersymmetric description of hyper-Ka¨hler sigma models which we will
discuss below, the equation like (3.8) becomes a harmonic constraint which does not impose
any dynamical restrictions on the involved fields.
4 HKT and bi-HKT supersymmetric σ models
Supersymmetric σ models considered in the previous section involved a complex fermionic field
for each real bosonic coordinate. There is another class of models with half as much fermionic
degrees of freedom; they contain a real fermion for each real bosonic coordinate. These models
can be described in terms of (1, 1, 0) superfields living in N = 1 superspace with only one real
θ coordinate,
XM = xM + iθψM . (4.1)
A generic action bringing about the structure ∼ gx˙2 in the bosonic sector reads
S =
i
2
∫
dtdθ gMN(X )X˙MDXN − 1
12
∫
dtdθ CSPMDX SDX PDXM , (4.2)
where
D =
∂
∂θ
− iθ ∂
∂t
(4.3)
is the N = 1 supersymmetric covariant derivative; D2 = −i∂t. The symmetric tensor gMN
gives the metric and the antisymmetric CSPM gives the torsion.
The corresponding component Lagrangian is
L =
1
2
gMN x˙
M x˙N +
i
2
gMNψ
M∇ψN − 1
12
∂KCSPMψ
KψSψPψM , (4.4)
where
∇ψM = ψ˙M + ΓˆMPSx˙PψS , (4.5)
ΓˆN,PS = gMN Γˆ
M
PS = ΓN,PS +
1
2
CNPS . (4.6)
The N = 1 supersymmetry of the action (4.2) is manifest, the components of XM transform
as
δxM = iǫ0ψ
M , δψM = −ǫ0x˙M . (4.7)
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However, we are interested in the models including at least two real supercharges — their
presence is necessary for a model to enjoy nontrivial dynamical constraints including double
degeneracy in the spectrum of the Hamiltonian.
Thus, we require the action to be invariant under the following extra supersymmetry trans-
formations:
δXM = ǫI MN DXN , (4.8)
where I MN (XM) is some tensor to be specified below. The components in (4.1) are transformed
as
δxM = iǫI MN ψ
N ,
δψM = ǫ
(
I MN x˙
N − i∂SI MN ψSψN
)
. (4.9)
We also require that the commutator of two such transformations boils down to the time
translation. Then the square of the generator of the transformations (4.9) coincides with the
Hamiltonian, and we obtain the minimal N = 2 supersymmetry algebra:
(Q1)
2 = (Q2)
2 = H, {Q1, Q2} = 0 . (4.10)
It remains to figure out the restrictions on I MN which ensure the fulfillment of these require-
ments. One can make the following statement [8]:
Theorem 3. The action (4.2) is invariant under (4.8) and the algebra (4.10) holds if the
following set of conditions is satisfied:
1. I2 = −1 as in (2.1).
2. IN
M is integrable and satisfies (2.2).
3. The matrix IMN = gNKIM
K is skew-symmetric:
IMN = −INM = I[MN ] . (4.11)
4. I MN satisfies the condition
∇ˆLI MN + ∇ˆNI ML = 0 , (4.12)
where ∇ˆL is the covariant derivative with the torsionful affine connection (4.6).
5. There is an extra condition on the torsion tensor C that can be represented in the language
of forms as
ιdC =
2
3
d(ιC) , (4.13)
where the operator ι was defined in (2.33).
In the original paper [8] this theorem was proved by explicit component calculations. We
give here a somewhat simpler proof based on the language of N = 1 superfields.
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Proof. The conditions 1 and 2 follow from the algebra (4.10). Note first that
δ(DXN) = −ǫD(I NL DX L) = −ǫ(∂KILN)DXKDX L + iǫILN X˙ L . (4.14)
The commutator of two supersymmetry transformations (4.8) is then derived to be
(δ2δ1 − δ1δ2) δXM = 2iǫ1ǫ2(I2)KM X˙K (4.15)
+2ǫ1ǫ2
[
IK
L
(
∂LIN
M
)
+
(
∂NIK
L
)
IL
M
]
DXKDXN .
If we want it to coincide with −2iǫ1ǫ2 ∂tXM [as is dictated by Eq.(4.10) )] the conditions (2.1),
as well as (
∂LI[N
M
)
IK]
L +
(
∂[NIK]
L
)
IL
M = 0 (4.16)
follow. Using (2.1), the condition (4.16) can be brought into the form (2.2).
The conditions 3-5 follow from the vanishing of the variation of the action under (4.8). The
calculation gives
δS = ǫ
∫
dtdθ I(MN) X˙MX˙N − iǫ
4
∫
dtdθ PM,SN X˙MDX SDXN
+
ε
12
∫
dtdθ TRSNMDXRDX SDXNDXM , (4.17)
where
PM,SN = PM,[SN ] = 2∇MI[SN ] − CP SNIML − 2∇SI(MN) + 2∇NI(MS) ,
TRSNM = T[RSNM ] =
(
∂LC[SNM
)
IR]
L − 3CL[SN
(
∂RIM ]
L
)
. (4.18)
Note that ∇M entering (4.18) are the ordinary Levy-Civita covariant derivatives.
Let us concentrate on the second term in (4.17). We represent
PM,[SN ] = P[MSN ] +
1
3
(
2P(M,[SN ] + PS,[MN ] − PN,[MS]
)
(4.19)
and note the identity∫
dtdθ P[MSN ]X˙MDX SDXN = − i
3
∫
dtdθ ∂RP[MSN ]DXRDXMDX SDXN . (4.20)
To derive (4.20) , one has to trade X˙M for iD2XM and integrate by parts.).
We thus present the variation as a sum of three linearly independent structures
δS = ǫ
∫
dtdθ I(MN) X˙M X˙N − iε
12
∫
dtdθ (2PM,[SN ] + PS,[MN ] − PN,[MS]) X˙MDX SDXN
+
ε
12
∫
dtdθ
(
TRMSN − ∂[RPMNS]
)
DXRDXMDX SDXN . (4.21)
It vanishes provided
I(MN) = 0 , (4.22)
2PM,[SN ] + PS,[MN ] − PN,[MS] = 0 (4.23)
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and
TRMSN = ∂[RPMSN ] . (4.24)
Eq. (4.22) gives the requirement 3 in the list above. The condition (4.23), after taking
account of (4.22) and after substituting PM,[SN ] from Eq. (4.18), yields
2∇ˆMI[SN ] + ∇ˆSI[MN ] − ∇ˆNI[MS] = 0 . (4.25)
By symmetrizing over M ↔ S and raising the index N (we are allowed to do so, bearing in
mind that ∇ˆS gMN = 0), we arrive at (4.12).
Finally, substituting into (4.24) the expression for TRMSN from (4.18) and
P[MSN ] =
2
3
(
∂MI[SN ] − 1
2
CLMSI[NL] + cycle (M,S,N)
)
, (4.26)
we derive (
∂LC[MNS
)
I LR] + I
L
[S
(
∂RCMN ]L
)− 2CL[MN∂RI LS] = 0 , (4.27)
which coincides with (4.13).
The conditions (2.1), (2.2) and (4.22) imply that the tensor IMN has all the properties of the
complex structure and can be interpreted as such. It is natural then to expect that the geometry
thus obtained is a complex geometry and the algebra (4.10) maps into the classical Dolbeault
complex, with the complex supercharges Q1± iQ2 being mapped into the holomorphic exterior
derivative operator ∂ and its Hermitian conjugate ∂†.
This guess is almost correct. In fact, a generic action (4.2) defines a twisted Dolbeault
complex involving extra holomorphic torsions [34]. When such torsions are present, the Hamil-
tonian does not commute anymore with the fermion charge operator. Such systems have been
studied in [20, 36] in the language of N = 2 superfields.
To understand how the holomorphic torsions appear in the N = 1 language used in this
paper, we prove the following theorem12
Theorem 4. Let (g, I, C) satisfy conditions 1–5 above. Consider the holomorphic decomposi-
tion of the torsion form with respect to the complex structure I,
C = C3,0 + C2,1 + C1,2 + C0,3 . (4.28)
Then the mixed part C2,1 + C1,2 is the Bismut torsion (2.11) for the complex structure I. The
holomorphic and antiholomorphic parts are closed,
∂C3,0 = ∂¯C(0,3) = 0 . (4.29)
Proof. Let us express (4.12) in complex coordinates. The complex structure acquires then a
simple form (2.6). Choose L = l, N = n¯,M = m¯. Only the second term in (4.12) is left, and
we obtain
Γˆm¯n¯l = 0 =⇒ Γˆs,n¯l = 0 =⇒ Csln¯ = ∂lhsn¯ − ∂shln¯ ,
12The inverse statement was proven in Sect. 5.1 of Ref. [35].
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which gives C2,1 = −6∂ω as in (2.11), indeed. To derive C1,2 = 6∂¯ω, one should choose
L = l, N = n¯,M = m, which leads to the condition Γˆm
nl¯
= Γˆm¯,nl¯ = 0.
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Consider now the condition (4.27) and choose all the free indices holomorphic: L = l,M =
m,N = n, S = s. Bearing in mind (2.6), we immediately derive ∂[rCmns] = 0, which means that
C(3,0) is closed. Choosing all the indices antiholomorphic, we derive the closedness of C(0,3).
It is worth noting that the condition (4.27) involving both holomorphic and antiholomorphic
indices does not yield any new information. For the mixed torsion components (2.10) [and such
form follows, as we have just seen, from (4.12)], it is identically satisfied.
Note also that in the N = 2 language used in [20, 36], the (anti)holomorphic components
C3,0 and C0,3 in the torsion are associated with the presence of extra (anti)holomorphic terms
in the action:
∆S =
∫
dtdθdθ¯BnmDZnDZm + c.c. (4.30)
with antisymmetric Bmn. Then C3,0 ∝ ∂B, C0,3 ∝ ∂¯B¯, from which (4.29) follows.
We go over now to N = 4 models. These models should possess three extra supersymme-
tries of the type (4.8). Each of the complex structures Ip=1,2,3 should be integrable, and the
constraints (4.12), (4.13) should be satisfied. There are two extra constraints following from
the requirement that three new supercharges together with the supercharge Q associated with
the explicit N = 1 supersymmetry of the action (4.2) satisfy the standard N = 4 superalgebra,
Q2 = H, {Qp, Qq} = 2δpqH, {Q,Qp} = 0 . (4.31)
The new constraints are
IpIq + IqIp = −2δpq , (4.32)
(Ip) S[M ∂S(I
q) LN ] − ∂[M(Iq) SN ] (Ip) LS + (p↔ q) = 0 . (4.33)
The first condition says that the complex structures Ip satisfy the Clifford algebra. The second
condition is the vanishing of the so-called Nijenhuis concomitant.
Clifford complex structures in (4.32) are not necessarily quaternionic, I1I2 6= I3 etc. As was
noticed in [21] (see Proposition 6 there), the closure of the multiplication algebra represents
in this case a direct sum H+ +H− of two quaternion algebras. Indeed, define
Jp =
1
2
εpqrIqIr, ∆ = −I1J1 = −I2J2 = −I3J3 . (4.34)
One can then observe that the both algebras H± involving the generators
Ip± =
1
2
(Ip ± Jp), ∆± = 1
2
(1±∆) (4.35)
are closed and quaternionic. The operators ∆± play the role of the corresponding quaternion
unities.
13When all three indices in (4.12) are holomorphic or all of them are antiholomorphic, the equality is fulfilled
identically. The choice L = p,N = n,M = m¯ does not bring about new information.
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Bearing that in mind, one can show that a generic triple of Clifford complex structures
projected in tangent space can be chosen in the form
I1 = diag(I, . . . , I︸ ︷︷ ︸
n∗
, −I, . . . ,−I︸ ︷︷ ︸
m∗
), I2 = diag(J, . . . , J︸ ︷︷ ︸
n∗
, −J, . . . ,−J︸ ︷︷ ︸
m∗
),
I3 = diag(K, . . . ,K︸ ︷︷ ︸
n∗
,−K, . . . ,−K︸ ︷︷ ︸
m∗
) , (4.36)
with I, J and K written in (2.14).
We see that a generic N = 4 model involves two sectors associated with the subspaces of
dimension 4n∗ and 4m∗. Suppose that either n∗ or m∗ vanish and there is only one such sector
with quaternionic complex structures. We can prove an important theorem:
Theorem 5. If the complex structures entering the laws of transformation (4.8) in a generic
N = 4 model with the action (4.2) satisfying the conditions of Theorem 3 are quaternionic,
these structures are covariantly constant with respect to the universal Bismut connection and
the manifold is HKT.
Proof. The integrability allows us to choose complex coordinates associated with any of the
complex structures. Let us do so for I. Then the only nonzero components of the tensor I NM
are displayed in Eq.(2.6). Consider the tensors J ± iK. As follows from Lemma 1 for Theorem
2 [specifically, from the relations (2.35)], their only nonzero components are (J + iK) n¯m = 2J
n¯
m
and (J − iK) nm¯ = 2J nm¯ .
Note that the quaternionic algebra (2.31) and the properties J2 = K2 = −1 imply
(J − iK) nm¯ (J + iK) l¯n = −4δ l¯m¯ ,
(J + iK) l¯n (J − iK) ml¯ = −4δmn . (4.37)
Considering the constraint (4.12) for the complex structure I, we derived earlier (see the proof
of Theorem 4) the properties
Γˆnls¯ = Γˆ
n¯
l¯s = 0 . (4.38)
Consider now the constraint
∇ˆL(J + iK) MN + ∇ˆN(J + iK) ML = 0 . (4.39)
We choose L = l and M = m, but do not specify the holomorphicity of N . Using the fact
that the only nonzero components of J + iK have an antiholomorphic upper index, we see that
in this case most of the terms in (4.39) vanish and we derive
ΓˆmNs¯(J + iK)
s¯
l + Γˆ
m
ls¯ (J + iK)
s¯
N = 0 . (4.40)
However, the second term in the left-hand-side vanishes due to (4.38), and the constraint boils
down to ΓˆmNs¯(J+ iK)
s¯
l = 0. Multiplying this by (J−iK) lr¯ and using the first relation in (4.37),
we arrive at the constraint
ΓˆmNr¯ = 0 (4.41)
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for all N , holomorphic and antiholomorphic. The constraint Γˆm¯sN = 0 can be derived in a similar
way.
Consider now the covariant derivative without symmetrization,
∇ˆLI MN = ΓˆQLNI MQ − ΓˆMLQI QN (4.42)
and choose again M = m (the case M = m¯ is treated analogously). We note that, if N = n,
the right-hand-side of (4.42) vanishes identically due to the cancelation of the two terms and if
N = n¯, it boils down to −2iΓˆmLn¯, which vanishes due to (4.41).
We have proven that ∇ˆLI NM = 0. Choosing the complex coordinates associated with J or
with K, we can repeat all the arguments and prove that ∇ˆLJ NM = ∇ˆLK NM = 0 .
Remark. We have proved this theorem for a generic action (4.2) including the second
torsion term. If we started from the action that satisfied the conditions of Theorem 3, but
included only the first term in (4.2), the complex structures would be covariant with respect to
the ordinary Levi-Civita connection and we would arrive to hyper-Ka¨hler geometry.
Going back to generic models with non-vanishing n∗ and m∗, it is natural to call them
bi-HKT models. Another nomenclature for the same class of models is “Clifford-Ka¨hler-with-
Torsion” (CKT) sigma models [20]. In Ref.[21], a restricted class of such models involving
ordinary and “mirror” linear N = 4 multiplets (4, 4, 0) was studied in detail. The explicit
expressions for the Lagrangian, Hamiltonian and supercharges were derived. If one suppresses
there the dynamic variables in one of the sectors, e.g. the coordinates in the subspace of dimen-
sion 4m∗ and their fermionic superpartners, the reduced Lagrangian describes an HKT model
associated with linear (4, 4, 0) multiplets. But there is also a nontrivial interaction between
the sectors, and the Lagrangian is not just the sum of two independent HKT Lagrangians. The
simplest such model has a 8-dimensional target space. It was first discussed in [37] and studied
in detail in [35]. The models of this type can also be described in terms of N = 2, d = 1
superfields, as it was done in Sect. 7 of Ref. [1]. In this case, the action is expressed in terms
of ordinary and mirror (or twisted) chiral superfields.
5 Harmonic description of HKT models
5.1 Generalities
In Sect. 3, we outlined how hyper-Ka¨hler geometries can be described in terms of N = 8, d = 1
supersymmetric σ models. The superfields naturally realizing N = 8 , d = 1 supersymmetry
off shell are harmonic superfields.
On the other hand, N = 4 off-shell superfields with an equal number of real dynamical
bosonic and fermionic degrees of freedom can be defined both in the conventional superspace
and harmonic superspace. For linear (4, 4, 0) multiplets, the conventional description works
quite well, it allows one to derive the metric and all other geometric characteristics of interest
[37, 35, 17, 21]. But for nonlinearmultiplets, the harmonic description is much more convenient.
As was already mentioned in the Introduction, we start from the N = 4 superspace (t, θi, θ¯i)
and harmonize it as outlined in Appendix A. We consider then a set of 2n G-analytic superfields
q+a(t, θ+, θ¯+, u) ≡ q+a(ζ, u). Their component expansion reads
q+a(ζ, u) = f+a(t, u) + θ+χa(t, u) + θ¯+κa(t, u) + θ+θ¯+A−a(t, u) . (5.1)
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It is much shorter than the component expansion of a N = 8 superfield Q+ in Eq. (3.5).
We impose then the pseudoreality constraint (1.2), which implies in particular
κa(t, u±j ) = χ¯
a(t, u˜±j ) = χ¯
a(t, u±j) ,
and the harmonic constraint (1.11). Note the essential difference between (1.11) and (3.8). The
latter is a superfield equation of motion following from the action (3.6). But in the N = 4
case, the analytic superspace includes only two odd variables, θ+ and θ¯+, and the structure∫
d4θ+L+4 does not exist. 14 Thus, Eq.(1.11) is an external nonlinear constraint.
The superfield constraint (1.11) amounts to the following constraints on the components:
∂++f+a = L+3a(f+, u±) , (5.2)
D++χa = D++χ¯a = 0 , (5.3)
D++A−a = −2if˙+a + ∂
2L+3a
∂f+b∂f+c
χ¯bχc , (5.4)
where the action of the covariant harmonic derivative D++ on any contravariant symplectic
vector Ga is defined as
D++Ga = ∂++Ga −E+2ab Gb , E+2ab :=
∂L+3a
∂f+b
. (5.5)
We also need for further uses to define the action of D++ on covariant symplectic vectors
Ha.
15 We define
D++Ha = ∂++Ha + E+2ba Hb . (5.7)
Then
D++(GaHa) = ∂++(GaHa) . (5.8)
Note that generically the contravariant and covariant vectors are not obtained from one
another by multiplying by Ωab or Ωab. The relation
Ga = ΩabGb (5.9)
is not always compatible with (5.5) and (5.7). However, for hyper-Ka¨hler manifolds, where
L+3a satisfies (6.1) below, it is compatible and we can assume it to hold. We will do so in the
next section. We also note the useful identity
D++f˙+a = 0 . (5.10)
14One can add to the action the term ∼
∫
d2θ+L++, but this amounts to the inclusion of the gauge fields
living on the manifold [16, 38, 39, 40]. In this paper, such an option will not be considered.
15The use of the terms “covariant derivative” for the operator D++, “covariant and contravariant symplec-
tic vectors” is justified bearing in mind the covariance of the constraints (5.2)–(5.4) under certain analytic
diffeomorphisms
δf+a = λ+a(f+, u) , δχa = (∂+bλ
+a)χb , δA−a = · · · , δL+3a = · · · , (5.6)
(see Ref. [1] for details).
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It is simply the time derivative of the constraint (5.2).
The constraints (5.2)–(5.4) are rather complicated, but in some simple cases they can be
resolved analytically. We will do so in Sect. 6 for the Taub-NUT metric, but in this section
we concentrate on the general structure of the model. We note that, after the constraints are
resolved, the harmonic dependence of all component fields is fixed and everything is expressed
via the pseudoreal dynamical bosonic fields xia(t) [or real xM(t)] and their fermionic superpart-
ners ψia(t) [or ψM(t)]. For a linear multiplet, this relationship is very simple [see (1.3)], but in
the nonlinear case the expressions are more complicated.
We write the action in the form (1.8) with an arbitrary L. Substituting there the expansion
(5.1), imposing the constraints (5.2)-(5.4) and solving them, we finally obtain a N = 4 super-
symmetric model expressed via the dynamical variables xia(t) ≡ xM (t) and ψia(t) ≡ ψM(t).
The models of this kind were discussed in the previous section. We saw that they admit
either an HKT or a bi-HKT geometry. Our case is more restrictive, however. One can prove
the following important theorem:
Theorem 6. The superfield action (1.8) with the constraints (5.2)–(5.4) describes an HKT
geometry, which is reduced to hyper-Ka¨hler geometry in some special cases.
Proof. It is sufficient to prove that the complex structures in this model are quaternionic and
then use the result of Theorem 5. Indeed, the component action respects N = 4 supersymmetry
by construction because it is obtained from the superfield action. Hence all the conditions
needed for the N = 1 action (4.2) to be N = 4 supersymmetric and for Theorem 5 to be
applicable are satisfied.
The complex structures can be obtained by deriving the law of supertransformations for the
variables xja and comparing it with
δxja = iǫp (I
p)kb
ja ψkb , (5.11)
which is the first line in (4.9) for three complex structures with the indices in spinor notation.
Supertransformations of the dynamical variables are generated by the shifts of the odd
superspace coordinates θ. Consider the G-analytic superfield (5.1). The shifts δθ+ = ǫ+, δθ¯+ =
ǫ¯+ [where ǫ+ = ǫku+k , ǫ¯
+ = ǫ¯ku+k ; (ǫk)
∗ = ǫ¯k] yield 16
δf+a(t, u) = ǫ+χa(t, u) + ǫ¯χ¯a(t, u˜) . (5.12)
We need, however, to derive the transformation law for harmonic-independent fields. The field
f+a(t, u) can, indeed, be expressed in terms of a harmonic-independent “central basis” field
xja(t) after solving equation (5.2), as was explained in detail in Sect. 3. Equations (5.3) can
be resolved in a similar way. We may represent their solution as
χa(t, u) = (M−1)ab ψ
b(t) , χ¯a(t, u˜) = (M−1)ab ψ¯
b(t) , (5.13)
where M ba and its inverse (M
−1)ab are very important objects called the bridges. They relate
the fields carrying the world symplectic index a to those carrying the tangent space symplectic
16The transformation rules of the component fields are found from the generic superfield transformation law
Φ′(Z) ≃ Φ(Z + δZ) = Φ(Z) + δZ ∂Z Φ(Z) + . . . .
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index a. 17 The bridges play the role of vielbeins for the analytic diffeomorphisms (5.6). They
satisfy the equations
D++M ba = 0 ⇐⇒ D++ (M−1)ab = 0 . (5.14)
The harmonic-independent fields ψb and ψ¯b can be joined into the quartet ψkb ,
ψ1b ≡ ψb, ψ2b ≡ ψ¯b , (5.15)
which satisfies the same pseudoreality conditions (1.4) as the bosonic coordinates, bearing in
mind the convention (1.5). It is natural to interpret ψkb as the fermion field carrying the tangent
space index A and expressed in spinor notation. Note, however, that there are many solutions
to (5.14), interrelated by the right multiplications. 18 and the definition of ψkb depends on the
choice of the matrix R We will see below that one can always choose the matrix R in such a
way that ψkb defined above exactly coincides with i(ΣA)
kbψA/
√
2, where ψA = eAM ψ
M .
Bearing (5.13) in mind, the transformation law (5.12) can be rewritten as
M ba (∂kbf
+a) δxkb(t) = ǫ+ψb(t) + ǫ¯+ψ¯b(t) , (5.17)
where ∂kb = ∂/∂x
kb, (ψa)∗ = ψ¯a and ǫ
+ = ǫku+k , ǫ¯
+ = ǫ¯ku+k .
The right-hand side of (5.17) is proportional to u+j while more complicated terms in the
harmonic expansion are absent. The same should be true for the left-hand side. Indeed,
differentiating (5.2) over xkb, we obtain
D++(∂kbf+a) = 0 .
[Cf. Eq.(5.10); note that in the equation above the operator D++ does not “feel” the presence
of the world index kb.] Using (5.8) and (5.14), we derive
∂++
[
M ba (∂kbf
+a)
]
= 0 ,
and hence the object E+bkb := M
b
a(∂kbf
+a) can be represented as 19
E
+b
kb = e
kb
kb(t)u
+
k . (5.18)
The transformation law (5.17) acquires the form
δxkb = ekbkb(ǫ
kψb + ǫ¯kψ¯b) , (5.19)
17From now on we will distinguish the ordinary world spinorial and symplectic indices j, a from the tangent
space underlined indices j, a. The operator D++ acts, according to (5.5) and (5.7), only on the world symplectic
indices.
18This is the so-called “τ − gauge freedom” discussed in [1]:
M ba → M ca R bc , (M−1)ab → (R−1)cb(M−1)ac . (5.16)
For the “analytic diffeomorphism vielbeins” M and M−1, the transformations (5.16) play the same role as the
orthogonal tangent space rotations for the ordinary vielbeins eMA . Note that we changed the notation L
b
a → Rba,
compared to [1], not to mix up this matrix with various Lagrangians.
19For convenience, we define the vielbeins with the opposite sign compared to those in [1].
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where ekbkb is the inverse of e
kb
kb. We will see by the end of this section that these matrices are
nothing but the ordinary vielbeins under a particular choice of the matrix R in (5.16).
We now define the matrix ǫl
k according to
ǫ1
k ≡ ǫk, ǫ2k ≡ ǫ¯k (5.20)
and represent it as
ǫl
k = iǫ0δ
k
l + ǫp(σ
p)l
k (5.21)
with real ǫ0, ǫp. The matrix (5.21) satisfies the identity (ǫl
k)∗ = εki ε
lj ǫj
i . In this notation, the
transformation law (5.19) is expressed as
δxkb = ekbkb ǫl
k ψlb = iǫ0 e
kb
kb ψ
kb + ǫp e
kb
kb (σ
p)l
kψlb . (5.22)
If we define
ψkb ≡ ekbkbψkb , (5.23)
the first term in (5.22) reads simply as δxkb = iǫ0ψ
kb. This is a N = 1 supersymmetry
transformation indicating that xkb and ψkb are superpartners: they represent the components
of the N = 1 superfield (4.1) [cf. (4.7)].
The second term in (5.22) can be represented as
δxkb = i ǫp e
lc
lc (I
p)lc
kb ekbkbψ
lc ≡ i ǫp (Ip)lckbψlc , (5.24)
where
(Ip)lc
kb = −i (σp)lk δbc . (5.25)
Lowering the indices in (5.25), we reproduce the flat quaternionic complex structures (2.19).
The complex structures (Ip) MN = eNA(I
p)AB e
M
B , or those in the spinor notation,
(Ip)lc
kb = −ielclc(σp)lkekbkc , (5.26)
which enter (5.24), are also quaternionic. Hence, according to Theorem 5, our manifold is HKT.
This result was earlier achieved in Ref.[1] in another way, by the explicit calculations of the
connections and the torsions. As we have now seen, one can arrive at this conclusion in a simpler
way, merely by inspecting the laws of supersymmetry transformations and the corresponding
complex structures.
5.2 The metric
We now describe, following [1], in more technical detail how the metric of the HKT manifold
corresponding to the action (1.8) with the constraint (1.11) is derived. To this end, we have
to express the action (it is sufficient to look at the bosonic action) in terms of the harmonic-
independent coordinates xja(t). This is achieved in several steps.
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At the first step, we express the bosonic part of the action (1.8) in harmonic components
f+a(t, u) and A˜−a(t, u) — the component A−a with suppressed fermion dependence. Using the
expansion (5.1) and the expansion
q−a = D
−−q+a
= ∂−−f+a + 2iθ
−θ¯−f˙+a + θ
+θ¯+∂−−A−a + (θ
−θ¯+ + θ+θ¯−)A−a − 2iθ+θ−θ¯+θ¯−A˙−a
+ θ−χa + θ¯
−χ¯a + θ
+∂−−χa + θ¯
+∂−−χ¯a + 2iθ
−θ¯−θ+χ˙a + 2iθ
−θ¯−θ¯+ ˙¯χa , (5.27)
we derive
Sbos =
i
4
∫
dudt
[
2f˙+aA˜−b ∂+[a∂−b]L+
(
f˙−aA˜−b − f˙+a∂−−A˜−b + 1
2
A˜−aA˜−b
)
∂−a∂−bL
]
.(5.28)
At the second step, we resolve the constraint (5.2) [or (5.10), which is more convenient] and
the constraint
D++A˜−a = −2if˙+a (5.29)
and express f˙+a(t, u) and A˜−a(t, u) via x˙ja. Using the same arguments as that we used when
deriving (5.18), we obtain
f˙+a = (M−1)ab e
kb
kb x˙
kb u+k . (5.30)
Here ekbkb are the same vielbeins as in (5.18), as is clear if we represent
f˙+a = (∂kbf
+a)x˙kb .
The solution to the constraint (5.29) reads
A˜−a = −2i(M−1)ac elclc x˙lc u−l . (5.31)
One can explicitly check it by acting on (5.31) with the operator D++ and using (5.14) and the
identity ∂++u−l = u
+
l .
Now note that A˜−a can also be presented as
A˜−a = −2i(f˙−a −E−2ab f˙+b) , (5.32)
where f−a = ∂−−f+a and
E−2ab = M
a
b ∂
−−(M−1)aa . (5.33)
This can be verified by acting with the operator D++ on the right-hand side of (5.32) and using
the definitions (5.5), (5.7), (5.33), (5.14) together with the useful identity following from (5.33)
D++E−2ab = ∂−−E+2ab ,
where E+2ab was defined in (5.5). Also note the relation
D−−A˜−a = ∂−−A˜−a −E−2ab A˜−b = 0 . (5.34)
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Substituting A˜−a in the form (5.32) into the action (5.28) and using (5.34), we express (5.28)
as
Sbos =
i
2
∫
dudtf˙+aA˜−bFab , (5.35)
where
Fab =
(
∂+[a∂−b] + E
−2c
[a ∂−b]∂−c
)
L (5.36)
is antisymmetric in a↔ b.
We are ready now to perform the third step and to plug in (5.35) the solutions (5.30) and
(5.31) derived above. We obtain the Lagrangian
Lbos = x˙kbx˙lce
ja
kbe
ib
lc
∫
du u+j u
−
i Fab(M−1)aa(M−1)bb . (5.37)
By using symmetry considerations, we can observe now that the whole expression that multiplies
the structure u+j u
−
i in (5.37) is antisymmetric over j ↔ i. Thus, u+j u−i may be replaced by
εji/2 and we finally derive
Lbos =
1
2
gia,jbx˙
iax˙jb , (5.38)
where
gia,jb = e
ia
iae
jb
jb εijGab = εijΩab + nonlinear terms , (5.39)
and
Gab =
∫
duFab(M−1)aa(M−1)bb = Ωab + nonlinear terms . (5.40)
We see that, generically, the metric is not just a convolution of the matrices eiaia, but involve
an extra factor — the antisymmetric matrix Gab carrying the symplectic indices. However, one
can bring Gab to the form Ωab using the gauge freedom (5.16) with a harmonic independent
matrix R. Indeed, consider R ba = δ
b
a + λ
b
a with λ≪ 1. We can then write
R ca R
d
b Ωcd = Ωab − 2λ[ab] + o(λ) . (5.41)
It is clear that a finite version of this transformation can produce an arbitrary antisymmetric
matrix Gab.
Note that the metric (5.39) as a whole is invariant under the gauge transformations with
matrix R ba defined in (5.16). It is immediately seen from the definition (5.18): a transformation
of M ba brings about the same transformation of e
jb
jb, while the factors ∼ M−1 in (5.40) are
multiplied by the inverse matrices (R−1) ab . If the gauge Gab = Ωab is chosen, the metric is
given by the standard expression
gia,jb = e
ia
iae
jb
jb εijΩab . (5.42)
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It is simply the familiar identity gMN = e
A
Me
A
N re-expressed in spinorial notation.
Consider now a set of models characterized by the same potential L+3a and hence the same
harmonic constraints (5.14), but different Lagrangians L in the actions (1.8). Different L’s
result in different Fab’s in (5.36), which affect Gab. As we have just seen, this modification
may be compensated by the appropriate gauge rotations of the bridges and, correspondingly,
of the vielbeins. We thus obtain a family of models whose vielbeins are interrelated by the
transformations
e˜
ja
ja = e
jb
jaR
a
b , (5.43)
where all the dependence on L is encoded in the matrix R. To keep eAM real, the matrix R ab
should satisfy pseudoreality conditions, like in (1.4). Then it involves 4n2 real parameters.
2n2 + n of them correspond to the action of Sp(n) group, which does not affect the metric. So
we are left with 2n2 − n “physical” parameters. For n = 1, only one parameter is left, which
corresponds to multiplying the metric by a conformal factor.
An important observation is that the complex structures in all such models coincide. Indeed,
looking at the expression (5.26), we observe that it is invariant under any R-transformations
because the upper index c in (5.26) is rotated by the matrix R, while the contracted lower-case
index c by the inverse matrix R−1. So we have
(I˜p)lc
kb = (Ip)lc
kb . (5.44)
In particular, in all the models expressed in terms of linear (4, 4, 0) multiplets with vanishing
L+3a, the complex structures keep their flat form (2.19).
An important corollary of this observation is
Theorem 7. The Obata curvature invariants for a family of the HKT metrics, characterized by
a particular nonlinear constraint (1.11) but having different Lagrangians L in (1.8), coincide.
Proof. This statement follows from Theorem 2, which says that there exists a frame where the
components of the Obata connection are expressed via the complex structures, and the fact
that the latter do not depend on L. Then this connection also cannot depend on L and the
same is true for the Obata curvature invariants.
It follows, in particular, that all models based on linear (4, 4, 0) multiplets are Obata-flat.
6 HKT → HK  Taub-NUT
Theorem 8. Consider a limited class of models where the function L+3a in (1.11) represents
a gradient,
L+3a = Ωab∂L
+4
∂q+b
(6.1)
and the function L in (1.8) is quadratic, L = q+aq−a . In this case, the metric is hyper-Ka¨hler.
Proof. The point is that the bosonic metric following from the quadratic (1.8) with the con-
straints (1.11), (6.1) exactly coincides with the metric derived from the equation of motion (3.8)
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for the model (3.6). The latter involves the “large” multiplet (3.5), it has N = 8 supersymme-
try and gives rise to a hyper-Ka¨hler metric, as follows from the theorem of [31]. Thus, to prove
our theorem, we only have to show that the metrics of the two models are, indeed, the same.
Consider first the N = 4 model. The bosonic action has the form (5.35), where the factor
(5.36) acquires now a very simple form Fab = Ωab. We obtain
S =
i
2
∫
dtdu f˙+aA˜−a , (6.2)
where f+a and A˜−a satisfy the constraints
∂++f+a = Ωab
∂L+4
∂f+b
, (6.3)
D++A˜−a = −2if˙+a . (6.4)
We consider now the N = 8 model (3.6) and observe that its bosonic action (3.16) has
exactly the same form as (6.2) (one should only replace f+a → F+a) and the fields f+a, A˜−a
satisfy there exactly the same constraints (3.9), (3.10) as for the N = 8 model. This means that
the metrics in these two models coincide. As the metric of the N = 8 model is hyper-Ka¨hler,
the same is true for the N = 4 model.
The hyper-Ka¨hler nature of the metric follows also from the explicit expressions for the
Bismut connection and its torsion derived in [1] (see also AppendixC). If the condition (6.1) is
fulfilled and L is quadratic, the torsion vanishes and the Bismut connection is reduced to the
Levi-Civita one.
Note that Theorem 8 only gives sufficient conditions for the metric to be hyper-Ka¨hler, but
not the necessary ones. In particular, if L is not quadratic and (6.1) is not fulfilled, the metric
can still be hyper-Ka¨hler [see Eq. (7.1) below and discussion thereof]. On the other hand, for
the quadratic L, the condition (6.1) is also necessary. Indeed, let L = q+aq−a and suppose that
(6.1) is not fulfilled, but the metric is still HK. We know, however, from the results of [33]
discussed above that any HK metric is derived from some prepotential K+4 which enters the
N = 8 Lagrangian (3.6). As we have just seen, the same metric can be derived from the N = 4
model (1.8) with the quadratic L and the constraint involving
K+3a = Ωab ∂K
+4
∂q+b
. (6.5)
But it is not possible that one and the same metric follows from two different prepotentials
L+3a 6= K+3a. It is clear from the derivation outlined in Sect. 5.2 that the bridges and the
vielbeins depend on the prepotential in an essential way.
To understand how the procedure described in the preceding section is actually carried
through, consider a simplest nontrivial hyper-Ka¨hler example with a = 1, 2 (so that the mani-
fold is 4-dimensional) and
L+4 = −1
2
(q+1)2(q+2)2 . (6.6)
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In this case, the constraints (6.3), (6.4) can be solved explicitly, and the metric thus obtained
is the Taub-NUT metric (see [22] and [15], Chapter 5). Let us do here this calculation. We
start with the equation (6.3) for f+a. In our case, this boils down to
∂++f+1 = (f+1)2f+2, ∂++f+2 = −f+1(f+2)2 . (6.7)
The equations (6.7) can be easily solved. The solution reads
f+1 = exp{J}x+1 , f+2 = exp{−J}x+2 , (6.8)
where x±a = xiau±i with harmonic-independent x
ia and
J =
1
2
(
x+1x−2 + x−1x+2
)
. (6.9)
The solution to the constraint (6.4) [which is the same as in (5.29)] for A˜−a was given in
(5.31). Note that in the hyper-Ka¨hler case the equation (5.14) for the bridge acquires the form
∂++M ba + Ω
bc ∂
2L+4
∂f+a∂f+c
M bb = 0 . (6.10)
The factor Ωbc ∂2L+4/∂f+a∂f+c belongs to the algebra sp(n) [cf. (2.29)] and that means that
there exist solutions to the equation (6.10) that belong to the group Sp(n). Such solutions
satisfy the condition
(M−1)cb = ΩbaM
a
a Ω
ac . (6.11)
Bearing this in mind and the fact that Fab = Ωab, the matrix (5.40) is also reduced to
Gab = Ωab .
Even after we impose the condition for the bridge M to belong to Sp(n), there is a freedom
associated with multiplication by constant Sp(n) matrices. We choose a solution that is reduced
to the unit matrix in the limit when the nonlinearity associated with L+4 is switched off. It
reads
M ba =
1√
1 + x1x2
(
e−J(1− x−1x+2) e−Jx−2x+2
−eJx−1x+1 eJ(1 + x−2x+1)
)
, (6.12)
where x1x2 = −x2x1 = xj1x2j . The matrix (6.12) belongs to SU(2).
The vielbeins can be found from the solutions (6.8), (6.12) and from the definition (5.18).
They are
e
ka
ia =
1√
1 + x1x2
( −1
2
x1ix
k2 + δki
(
1 + 1
2
x1x2
) −1
2
x1ix
k1
1
2
x2ix
k2 1
2
x2ix
k1 + δki
(
1 + 1
2
x1x2
)
)
. (6.13)
And the metric (5.42) is
gia,jb =
1
1 + x1x2
(
x2ix
2
j
(
1 + 1
2
x1x2
)
εij(1 + x
1x2)2 + x2ix
1
j
(
1 + 1
2
x1x2
)
−εij(1 + x1x2)2 + x1ix2j
(
1 + 1
2
x1x2
)
x1ix
1
j
(
1 + 1
2
x1x2
) ) .(6.14)
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It is equivalent to the Taub-NUT metric written in a familiar form
ds2 = V −1TN
(
dΨ+ ~Ad ~X
)2
+ VTN d ~Xd ~X , (6.15)
where
VTN(r) =
1
r
+ λ (6.16)
(r = | ~X|) and
A1 =
X2
r (r +X3)
, A2 = − X
1
r (r +X3)
, A3 = 0 (6.17)
is the vector potential of a magnetic monopole. The correspondence is established by setting
in (6.16) λ = 1 and changing the variables as
Xp = (σp)ij x
i1xj2 , Ψ = −i ln
(
x11
x22
)
. (6.18)
The relations
r = x1x2, dΨ+ ~Ad ~X =
i
r
(
x2dx1 + x1dx2
)
(6.19)
hold. Inserting (6.16), (6.17) and (6.18) in (6.15) we obtain
ds2 =
1 + 1
2
x1x2
1 + x1x2
(
x2ix
2
j dx
i1dxj1 + x1ix
1
j dx
i2dxj2 + 2x2ix
1
j dx
i1dxj2
)
+2
(
1 + x1x2
)
dxi1dx2i , (6.20)
which coincides with (6.14). Note that the Taub-NUT metric possesses the isometry SU(2)×
U(1), with SU(2) acting as rotations of the doublet indices i, j and U(1) realized as δx1i =
iγ x1i , δx
2
i = −iγ x2i . This isometry is a corollary of the explicit SU(2)×U(1) invariance of the
hyper-Ka¨hler potential (6.6).
Another example where the constraints can be explicitly solved and the metric explicitly
found is the model with
L+4 = (ξ
jku+j u
+
k )
2
(q+au−a )
2
(6.21)
with an arbitrary symmetric ξjk. After performing the program outlined above and choosing
the coordinates xµ in appropriate way, one arrives [15] (see also [32]) at the hyper-Ka¨hler
Eguchi-Hanson metric
ds2 =
dr2
1− (a/r)4 + r
2
{
σ21 + σ
2
2 +
[
1−
(a
r
)4]
σ23
}
, (6.22)
where r =
√
x2µ and σp are not the Pauli matrices, but the Maurer–Cartan forms σp = ηpµνx
µdxν
(and ηpµν are ‘t Hooft’s symbols). The metric (6.22) involves an axial U(1) symmetry, which is
also seen in the prepotential (6.21). It also possesses a SU(2) isometry, the explicit realization
of which can be found in [15].
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7 Discussion
We have proven that a pair of functions — L+3a(q+b, u) entering the constraint (1.11) and
L(q+b, u) entering the action (1.8) — describes a HKT geometry. But one should understand
that this description has a high degree of redundancy: by simply performing a variable change,
one can arrive from a given pair (L+3,L) to a pair that looks completely different, whereas
geometry is, of course, the same. It is the same redundancy which is incorporated in the
description of the Riemannian geometry by the metric tensor.
As a simple example, consider a flat metric described by the linear multiplets q+a satisfying
the constraint D++q+a = 0 and a quadratic L. Introduce new variables
q′+a = q+a + C(q+bu−b )
2u+a . (7.1)
It is evident that after such a change L is not quadratic any more and a nontrivial L′+3a appears.
The geometries are distinguished by the curvature invariants. For the manifold of interest,
a particular convenient tool is the Obata curvature, which coincides with the ordinary Rie-
mann curvature for hyper-Ka¨hler manifolds, but differs from it in a general HKT case. The
convenience of Obata connections and Obata curvatures stems from the fact that a frame exists
where the former are explicitly expressed via the components of the complex structures (see
Theorem 2), which are the same for the whole family of metrics characterized by a particular
L+3a and different L. That means that the Obata curvature invariants are also the same for
all members of this family.
Any such family of metrics has a distinguished representative with L ∝ q+aq−a . Its geometry
is simpler that the geometry of the other family members. In particular, one can prove the
following simple theorem:
Theorem 9. The torsion form for an HKT model with L ∝ q+aq−a is closed, dC = 0.
In other words, we are dealing in this case with the so-called strong HKT geometry [7, 8].
Proof. A generic N = 4 component Lagrangian (4.4) includes a 4-fermion term. The latter
vanishes iff the torsion form is closed. Thus, it is sufficient to prove that the full component
action of the HKT model with quadratic L does not involve such term.
Let us substitute in L = q+aq−a the expansions (5.1) and (5.27). We derive
L = −1
8
∫
d4θ duL = i
2
∫
du
[
f˙+a(t, u)A−a (t, u) + χ
a(t, u) ˙¯χa(t, u˜)
]
+ total derivative .(7.2)
This Lagrangian involves only bi-fermion terms [note that they are also present in the term
∼ f˙A including the field A−a (t, u) that satisfies the constraint (5.4)], while 4-fermion terms are
absent.
The same statement was proved in [1], proceeding from the explicit expression for the
torsion.
When L is not quadratic, the torsion form is not closed in most cases. But in some cases
it can happen to be closed. For example, in the linear case L+3a = 0 the metric coincides for
n = 1 with the 4-dimensional flat metric multiplied by a certain conformal factor G(x). The
torsion form is [35]
C ∼ εMNPQ ∂QG(x) dxM ∧ dxN ∧ dxP . (7.3)
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If ∂M∂MG(x) = 0, this form is closed. The general criterions of closedness of the torsion in
terms of the potentials L+3a and L were given in [1].
The results outlined above are illustrated in Table 1.
Table 1: HK and HKT geometries.
L = q+aq−a L 6= q+aq−a
L+3a = Ωab ∂L
+4
∂q+b
HK
C = 0 weak HKT
L+3a 6= Ωab ∂L
+4
∂q+b
strong HKT dC 6= 0 (generically)
dC = 0
The vielbeins for the different HKT manifolds belonging to a particular family described
above are interrelated by the transformations (5.43). As was mentioned, these transformations
involve 2n2−n relevant parameters. For n = 1, there is only one such parameter — a conformal
factor by which a metric can be multiplied. The families including a hyper-Ka¨hler metric as a
member (in the four-dimensional case, these are the manifolds conformally equivalent to hyper-
Ka¨hler ones) play a distinguished role. Let us call the HKT metrics belonging to such families
reducible and the metrics not related to any hyper-Ka¨hler metric by a transformation (5.43)
irreducible. One can prove the following noteworthy theorem:
Theorem 10. Irreducible HKT metrics exist.
This is a nontrivial statement. Even though the “stem member” of a given HKT family
with quadratic L may have a nontrivial L+3a not given by (6.1) and the corresponding manifold
is not hyper-Ka¨hler, it is not obvious that the constraints cannot be brought to a form which
satisfy (6.1) by a variable change q+a → q′+a [after which L is not quadratic any more — cf.
the discussion around (7.1)]. There are many such metrics which seem to be irreducible, but
are in fact reducible in disguise.
Proof. To prove the theorem, it is sufficient to indicate at least one example of an irreducible
metric. Such a metric was constructed in Ref. [23]. Consider a 4-dimensional model (n = 1)
with L = q+aq−a and the constraints
D++q+1 ≡ L(+3)1 = (q+1)2q+2(λ+ iρ)
D++q+2 ≡ L(+3)2 = −q+1(q+2)2(λ− iρ) (7.4)
with real λ, ρ. When ρ = 0, we go back to the Taub-NUT system, but if ρ 6= 0, ∂aL+3a 6= 0,
the constraints (7.4) are not expressed as in (6.1) and we are dealing with a nontrivial HKT
manifold. Using a general technique described in Sect. 5, one can derive its metric 20:
4dτ 2 = V −1(s)(dΨ+ ω)2 + V (s)Γ , (7.5)
20We quote Eq. (24) of Ref. [23] where we set γ0 = 1.
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where
V (s) =
1
s
+ λ, ω = cos θdφ− ρ(1 + λs)
1 + ρ2s2
ds ,
Γ =
ds2
(1 + ρ2s2)2
+
s2
1 + ρ2s2
(dθ2 + sin2 θdφ2) . (7.6)
In the limit ρ→ 0, this metric goes over to the Taub-NUT metric (6.15). For ρ 6= 0, the Bismut
connection of this model involves a nontrivial torsion. The explicit expression for the torsion
form is [23]
C =
ρs(1 + λs)
(1 + ρ2s2)2
ds ∧ sin θdθ ∧ dφ . (7.7)
In accord with Theorem 9, this form is closed.
Now, if the HKT metric (7.5) were reducible, a certain conformal transformation
dτ˜ 2 = G(s,Ψ, θ, φ)dτ 2 (7.8)
making the metric dτ˜ 2 hyper-Ka¨hler would exist. Equivalently, the vielbeins would be conformal
to the hyper-Ka¨hler ones, with a real conformal factor
√
G. Then the ordinary Levy-Civita
covariant derivatives of the complex structures [the latter do not change under such conformal
transformations — see Eq.(5.44)] with the Christoffel symbols following from (7.8) must vanish:
∇M I PN = ∇M J PN = ∇M K PN = 0 . (7.9)
This condition can be solved to determine the conformal factor G [43], but it turns out 21 that
in the particular case of the Delduc-Valent metric (7.5), this procedure gives a complex function
G(s,Ψ, θ, φ) and a complex “hyper-Ka¨hler metric”. Real solutions to the constraints (7.9) do
not exist.
There is an interesting question that has not been completely clarified yet. In this paper, we
explained in relatively simple terms that the harmonic action (1.8) with the constraints (1.11)
lead to a HKT geometry. One can conjecture that any HKT metric may be described in this
way, but we did not prove that.
As we mentioned at the end of Sect. 3, we know that any hyper-Ka¨hler metric is determined
by the harmonic prepotential L+4. This was derived without resorting to supersymmetry, but
solving the constraint that the Riemann curvature form R BA belongs to sp(n). A similar
program was carried out for strong HKT manifolds (with closed torsion form) in [41]. By
solving the constraint that the curvature form Rˆ BA of the Bismut connection belongs to sp(n),
the authors showed that any strong HKT geometry is described by the prepotential L+3a (up
to a difference in notation). It would be interesting to generalize this result to the weak HKT
geometry and show that any HKT metric is derived from the data including L+3a and arbitrary
(not necessarily quadratic) L.
It would be also very interesting to build up a supersymmetric description of generic bi-
HKT manifolds, not only those that were described by the linear multiplets. One may guess
[1] that this would require extending the framework of N = 4, d = 1 harmonic superspace to
the bi-harmonic superspace [45].
21We address the readers to the papers [24, 25] for details.
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Appendix A: One-dimensional harmonic superspace
We give here only the basic formulas that we use in the main text. 22 Consider the case
N = 4. We trade the ordinary N=4, d=1 supercoordinates (t, θi, θ¯i), θ¯i = (θi)∗, i = 1, 2, by
the supercoordinates (
t , θ± , θ¯± , u±i
)
, (A.1)
where additional commuting variables u±i are the SU(2)/U(1) harmonics:
u+iu−i = 1 , (u
+i)∗ = u−i , (A.2)
and new Grassmann coordinates are the harmonic projections of θi, θ¯
i,
θ± = θiu±i , θ¯
± = θ¯iu±i . (A.3)
It is convenient to define a generalized “tilde” conjugation A → A˜ which is a combination of
usual complex conjugation and antipodal reflection on the sphere SU(2)/U(1). This transfor-
mation acts as
θ˜± = θ¯± , ˜¯θ± = −θ± , u˜±i = u±i . (A.4)
We introduce then the analytic time 23
tA = t+ i(θ
+θ¯− + θ−θ¯+) , (A.5)
which is invariant under (A.4).
We need also the harmonic covariant derivatives defined according to
D0 = ∂0 + θ+
∂
∂θ+
+ θ¯+
∂
∂θ¯+
− θ− ∂
∂θ−
− θ¯− ∂
∂θ¯−
, (A.6)
D++ = ∂++ + 2iθ+θ¯+
∂
∂tA
+ θ+
∂
∂θ−
+ θ¯+
∂
∂θ¯−
, (A.7)
D−− = ∂−− + 2iθ−θ¯−
∂
∂tA
+ θ−
∂
∂θ+
+ θ¯−
∂
∂θ¯+
, (A.8)
22We mostly follow the conventions of Ref. [16], where more details can be found, but the sign of t and
tA in Eqs. (A.5), (A.7) and (A.8) below is opposite compared to that in Refs. [16, 1] and coincides with the
convention used in Ref. [40] and the review [42]. The latter convention is more convenient, giving a more
natural sign for the fermion kinetic term and more natural quantization prescription [44].
23In most formulas written in the main text, the index A is not displayed, however.
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where
∂0 = u+i
∂
∂u+i
− u−i
∂
∂u−i
, ∂++ = u+i
∂
∂u−i
, ∂−− = u−i
∂
∂u+i
. (A.9)
All the superfields that we deal with have a definite harmonic charge D0. For example, q+a
carries harmonic charge 1, L+4 carries harmonic charge 4, etc. The harmonic derivatives satisfy
the algebra
[D++, D−−] = D0 , [D0, D±±] = ±D±± , (A.10)
the same as for the “short” derivatives (A.9).
The basic convenience of the harmonic approach stems from the fact that one can formulate
the theory in terms of analytic superfields living in analytic superspace(
tA , θ
+ , θ¯+ , u±i
) ≡ (ζ, u) . (A.11)
Correspondingly, their θ expansion is much shorter than for generic superfields that depend in
addition on θ− and θ¯−.
Note that, though the basic superfields that we use are analytic, the Grassmann measure
in Eq. (1.8) and the subsequent formulas refers to the full superspace,
d4θ = dθ+dθ¯+dθ−dθ¯− ,
∫
d4θ(θ+θ¯+θ−θ¯−) = 1 . (A.12)
The harmonic integrals are normalized to
∫
du = 1.
We define N=8 harmonic superspace (that we use it in Sect. 3) in a similar way. The odd
coordinates θiα carry now the extra index α = 1, 2 and θ¯
iα def= (θiα)
∗. We consider the harmonic
projections of these coordinates with respect to the index i, θ±α = θ
i
αu
±
i . In analogy to (A.11)
we define the analytic harmonic superspace involving four Grassmann coordinates θ+α , θ¯
+α. The
expressions for the analytic time tA and harmonic covariant derivatives have the same form as
(A.5) and (A.6)–(A.8), but involve an extra summation over α. The Grassmann integration
measure over the analytic superspace is defined as in [15],∫
d2θ+d2θ¯+ (θ+)2(θ¯+)2 = 1 , (θ+)2 := θ+α θ¯
+α , (θ¯+)2 := θ¯+αθ¯+α . (A.13)
Appendix B: Canonical form of complex structures
Here we show how to reduce generic tangent space quaternionic complex structures (Ip)AB to
the constant matrices (2.13), using the tangent space gauge freedom O(4n) and the defining
quaternionic conditions (2.12).
We will use the spinor notation, in which the relation (2.12) amounts to the following one
(Ip) bjai (I
q) ckbj = −δpqδcaδki + εpqu(Iu) ckai . (B.1)
Due to the antisymmetry property, (Ip)ai bj = −(Ip)bj ai, we can parametrize (Ip)ai bj as
(Ip)ai bj = εijFp(ab) + Bp[ab] (ij) , (B.2)
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where, for the moment, Fp and Bp are arbitrary functions. The complex structures are trans-
formed under the general tangent space O(4n) gauge rotations as
δ(Ip)ai bj = Λ
a′i′
ai (I
p)a′i′ bj + Λ
b′j′
bj (I
p)ai b′j′ . (B.3)
Here,
Λ a
′i′
ai = ε
i′kΩa
′bΛai bk , Λai bk = −Λbk ai := εikΛ(ab) + Λ[ab] (ik) (B.4)
and Λ(ab),Λ[ab] (ik) are arbitrary gauge parameters, representing, respectively, Sp(n) ⊂ O(4n)
[n(2n + 1) parameters] and the coset O(4n)/Sp(n) [3n(2n− 1) parameters]. For the functions
defined in (B.2), these infinitesimal transformations amount to the following ones
δFp(ab) =
[
Λ(ad)Ω
dcFp(cb) + (a↔ b)
]− 1
2
[
Λ[ad] (il)Ω
dcBp[cb] (il) + (a↔ b)
]
,
δBp[ab] (ij) =
[
Λ(ad)Ω
dcBp[cb] (ij) + Λ[ad] (ij)ΩdcFp(cb) − (a↔ b)
]
− 1
2
[
Λ
l)
[ad] (i Ω
dcBp[cb] (lj) + Λ l)[ad] (j ΩdcBp[cb] (li) − (a↔ b)
]
. (B.5)
The natural assumption is that (Ip)ai bj have the flat limit in which (I
p)ai bj ⇒ iΩab(σp)ij .
Extracting this constant part from Bp[ab] (ij),
Bp[ab] (ij) ⇒ iΩab(σp)ij + B˜p[ab] (ij), (B.6)
and looking at the inhomogeneous part of the transformation of B˜p[ab] (ij) ,
δB˜p[ab] (kj) = i
[
Λ[ab] (kl)(σ
p)lj + (k ↔ j)
]
+ . . . , (B.7)
we observe that the O(4n)/Sp(2n) gauge transformations are capable to gauge away some
components of Bp[ab] (kj) . Expanding
Bp[ab] (kj) = Bpq[ab] (σq)(kj) ,
it can be shown that one can, e.g., gauge away B12[ab],B13[ab] and B31[ab], after which the O(4n)/Sp(n)
gauge freedom gets fully exhausted and we end up with the subgroup Sp(n) as the only residual
tangent space gauge group.24
After this total use of the tangent space gauge freedom, there still remain Fp(ab),B11[ab],B32[ab],B33[ab]
and the whole set B2q[ab]. Now we are going to show that all of them can be eliminated by ex-
ploiting the quaternionic algebra (B.1).
We start from
(I1)ai bj = εijF1[ab] +
[
iΩab + B˜11[ab]
]
(σ1)ij , (B.8)
(I3)ai bj = εijF3[ab] + iΩab(σ3)ij + B˜31[ab](σ1)ij + B˜32[ab](σ2)ij . (B.9)
24It is worth to note that one cannot choose the gauge like B1q[ab] = 0 or, e.g., B2q[ab] = 0; using the gauge
transformations (B.7), one can remove two components from Bp0q[ab], p0 being fixed, and one component from
Bpq[ab] , p 6= p0 .
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The relation (B.1) with p = q = 1 implies
2iF1(ac) − F1(a b)B˜11[bc] − F1(c b)B˜11[ba] = 0 , (B.10)
F1(a b)F1(bc) − 2iB˜11[ac] + B˜11[a b]B˜11[bc] = 0 . (B.11)
Eq. (B.10) gives F1(ac) = 0, then (B.11) yields B˜11[bc] = 0, whence
(I1)ai bj = iΩab(σ
1)ij . (B.12)
Next, making use of the gauge-fixed form (B.9) for I3, we exploit (B.1) with p = 1, q = 3 .
This relation yields F2(ac) = F3(ac) = B˜31[ac] = B˜21[ac] = B˜22[ac] = 0 , B˜23[ac] = −B˜32[ac], thus fixing I3 and
I2 as
(I2)ai bj = iΩab(σ
2)ij + B˜23[ab](σ3)ij , (I3)ai bj = iΩab(σ3)ij − B˜23[ab](σ2)ij . (B.13)
Now it is straightforward to check that the complex structures (B.12) and (B.13) satisfy the
whole set of relations (B.1) under the single condition
B˜23[ad]ΩdbB˜23[bc] = 0 . (B.14)
Obviously, B˜23[ad] = 0 is a solution of (B.14), and it yields just the canonical constant form (2.19)
for the tangent space complex structures. Actually B˜23[ad] = 0 is the only solution which ensure
the complex structures to form a triplet with respect to the global SU(2) acting on the doublet
indices i, k.
The above proof is quite analogous to the statement that the complex structure for the
2n dimensional Ka¨hler manifold in the tangent-space representation can be reduced to the
canonical constant form with non-zero holomorphic and anti-holomorphic entries by fully fixing
the gauge tangent space freedom O(2n)/U(n) (see, e.g., [15]). The specificity of the hyper-
Ka¨hler case is that, besides fixing the gauge freedom O(4n)/Sp(n), one should essentially use
the quaternionic algebra (B.1) in order to reduce the corresponding triplet of the complex
structures to the canonical form (2.19).
Appendix C: More on the Obata connection
Here we derive the form of Obata connection in the manifestly SU(2) covariant framework of
Ref. [1]. Note that this issue, like the one in Appendix D, were never discussed before. We
will use some results of [1] without explicit derivation. Also we stick to the conventions of the
present paper concerning the sign of vielbeins.
We will start with giving the tangent-space form of the Bismut connection
Γˆia,kb lc = Γia,kb lc +
1
2
Cia kb lc , Cia kb lc = εil∇kaG[cb] + εkl∇ibG[ac] , (C.1)
where
∇iaG[cb] =
∫
du (M−1)aa(M
−1)cc(M
−1)bb
(
∂−aFcb u−i +D+aFcb u+i
)
(C.2)
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and
D+aFcb = ∇+aFcb + E−dac Fdb + E−dab Fcd , ∇+a = ∂+a + E−2da ∂−b ,
D++E−dac = E+dac , E+dab = ∂+a∂+b L+3d . (C.3)
The derivations ∇iaG[cb] satisfy the cyclic identity
∇iaG[bc] + cycle(a, c, b) = 0 , (C.4)
from which it is easy, e.g., to prove the total antisymmetry of Cia kb lc in (C.1) with respect to
the permutations of the tangent space index pairs.
Let us now deform Cia kb lc in the following way
Cia kb lc ⇒ C˜ia kb lc := Cia kb lc − 2εil∇kcG[ab] . (C.5)
Using the identity (C.4), it is straightforward to check that
C˜ia kb lc = C˜ia lc kb , (C.6)
so this tensor defines a new symmetric connection
Γ˜ia,kb lc = Γia,kb lc +
1
2
C˜ia,kb lc . (C.7)
which proves to be just the Obata connection as the quaternionic complex structures turn out
to be covariantly constant with respect to it. Note that the tensor C˜ is defined up to the
addition
∼ εkl∇iaG[bc] , (C.8)
which is symmetric with respect to the permutation kb ⇔ lc in itself. However, such a structure
is ruled out by the requirement of the covariant constancy of the quaternionic complex structures
with respect to Γ˜ (C.7).
Let us show that the quaternionic complex structures are indeed covariantly constant with
respect to (C.7). It will be convenient to write the triplet of constant complex structures in the
tangent space representation as
I(kl)
ia
jb =
i
2
δab
(
εkj δ
i
l + εlj δ
i
k
)
. (C.9)
The condition of the covariant constancy of this complex structure with respect to any affine
connection ˆ˜Γ in the tangent space representation amounts to the following general form of ˆ˜Γ 25
ˆ˜Γ
ia
kb lc = e
kb
kb∂kbe
ia
lce
lc
lc + δ
i
l Fakbc . (C.10)
In particular, for Bismut connection
Fakbc = G[a d]∇kcG[d b] −D ak b c , (C.11)
25The second term in (C.10) is none other than the properly restricted spin connection.
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where
D ak b c = e
lb
k b ∂lbM
a
d (M
−1)dc + u
+
k E
−a
b c . (C.12)
Taking into account that
Γ˜
ia
kb lc = ε
ij G[a d] Γ˜jd,kb lc = Γˆ
ia
kb lc − δil G[a d]∇kcG[d b] , (C.13)
we see that the complex structures (C.9), as well as their world-index images, are covariantly
constant with respect to the connection Γ˜
D˜iaI(kl) jbtc = 0 . (C.14)
So the symmetric connection just defined obeys the full set of the properties required for the
Obata connection and can be identified with the latter26. By Lemma 4, it is unique and
so should reduce to (2.32) in the special frame lacking manifest SU(2) covariance. It is also
instructive to represent this connection in the general form (C.10)
Γ˜iakb lc = e
kb
kb∂kbe
ia
lce
lc
lc − δil D ak b c . (C.15)
As was already mentioned, the metric is not covariantly constant with respect to the Obata
connection, as opposed to the Levi-Civita or Bismut connections. Indeed, it is easy to find
eiaiae
kb
kbe
lc
lc
(D˜ia gkb, lc) = εkl∇iaG[b c] 6= 0 . (C.16)
Note that the hyper-Ka¨hler case corresponds to the condition ∇iaG[b c] = 0 [1] 27 under which
the torsion in (C.1) and the r.h.s. of (C.16) vanish and the Obata connection gets identical to
the Levi-Civita connection.
Appendix D: N = 4 transformations of fermions
Our last topic is the derivation of the transformation law of the central basis harmonic-
independent fermionic fields under N = 4 supersymmetry.
The N = 4 supersymmetry transformation laws of the harmonic-dependent fermionic fields
χa and χ¯a are as follows [1]
δχa = 2iǫ¯−f˙+a − ǫ¯+[2i(f˙−a − E−2ab f˙+b)− E−abc χ¯bχc],
δχ¯a = −2iǫ−f˙+a + ǫ+[2i(f˙−a − E−2ab f˙+b)− E−abc χ¯bχc]. (D.1)
After some algebra, for the harmonic-independent fermionic variables ψia = (ψa, ψ¯a) defined
in (5.15) we obtain the following transformation rule
δψ ai = −2i ǫij x˙kd e
ja
kd − ǫkj D
ja
bc ψ
kb ψ ci , (D.2)
26The structure (C.8) does not match with the general form (C.10) and so breaks the covariant constancy
condition.
27In the hyper-Ka¨hler case, Fab = Ωab , E−dac = ΩdbE−(bac) , E+dac = ΩdbE+(bac) and E+(bac) = ∂+b∂+a∂+c L+4,
which implies ∂−aFbc = D+aFbc = 0 and so the vanishing of the r.h.s. of (C.2) .
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where ǫij = εjkǫ
k
i , ǫ
k
1 ≡ ǫk, ǫk2 ≡ ǫ¯k . Next, we pass to ψia = eiakb ψkb and find the N = 4
transformation of ψia as
δψia = δxkd ∂kde
ia
kb ψ
kb + eiakb δψ
kb , (D.3)
where δxkd is given by (5.22). At this step, it is convenient to split the transformation parameter
into the singlet and traceless triplet parts as in (5.21), ǫki = iǫ0δ
k
i + ǫ
p(σp)ki . After some work,
we obtain for the singlet transformation
δ0ψ
ia = −2ǫ0 x˙ia − iǫ0 eialb
(
∂[jce
lb
kd] − eta[jce
lg
kd]D
b
t ag
)
ψjcψkd. (D.4)
The expression within the brackets vanishes due to the identity (5.32) in Ref. [1] 28. Then
δ0ψ
ia = −2ǫ0 x˙ia , (D.5)
thus confirming the property that ψia and xia for each index pair ia are components of N = 1
multiplet29.
After some efforts, the triplet part of the variation can be cast in the following nice form
δ3ψ
ia = 2ǫp(Ip) iakd x˙
kd − iǫp(Ip) kc[jd Γ˜iatb] kc ψjdψtb . (D.6)
Here, Γ˜iatb kc is Obata connection discussed in Appendix C. We see that this geometric ob-
ject essentially enters the nonlinear N = 4 transformation laws of the harmonic-independent
fermionic fields in the general N = 4 supersymmetric HKT model. Presumably, it is not diffi-
cult to check that in the special coordinate frames the transformation law (D.6) for each value
of p coincides with (4.9) which follows from the N = 1 superfield formalism and lacks manifest
SU(2) symmetry. We leave it for an inquisitive reader.
References
[1] F.Delduc, E. Ivanov, N=4 mechanics of general (4,4,0) multiplets, Nucl. Phys. B 855
(2012) 815, arXiv:1107.1429 [hep-th].
[2] E.Witten, Dynamical breaking of supersymmetry, Nucl. Phys. B 188 (1981) 513; Super-
symmetry and Morse theory, J. Diff. Geom. 17 (1982) 661.
[3] L.Alvarez-Gaume, Supersymmetry and the Atiyah-Singer Index Theorem, Commun. Math.
Phys. 90 (1983) 161;
D. Friedan, P.Windey, Supersymmetric Derivation of the Atiyah-Singer Index and the Chi-
ral Anomaly, Nucl. Phys. B 235 (1984) 395.
[4] A.V. Smilga, Supersymmetric proof of the Hirzebruch-Riemann-Roch theorem for non-
Kahler manifolds, SIGMA 8 (2012) 003, arXiv:1109.2867 [math-ph].
28This identity and some other identities listed in [1] can be derived from the definitions of vielbeins,
∂kbf
+aM
c
a = e
kc
kbu
+
k , (∂kbf
−a − E−2ac ∂kbf+c)Mda = ekdkbu−k , and the definition (C.12).
29To achieve the literal correspondence with the N = 1 transformation rule (4.7) one is led to rescale the
time variable in (D.5) as t→ 2t.
40
[5] S.J.Gates, C.M.Hull and M.Rocˇek, Twisted Multiplets and New Supersymmetric Nonlin-
ear Sigma Models, Nucl. Phys. B 248 (1984) 157.
[6] P.S.Howe and G.Papadopoulos, Ultraviolet Behavior of Two-dimensional Supersymmetric
Nonlinear σ Models, Nucl .Phys. B 289 (1987) 264.
[7] P.S.Howe, G.Papadopoulos, Twistor spaces for hyper-Kahler manifolds with torsion, Phys.
Lett. B 379 (1996) 80, arXiv:hep-th/9602108.
[8] G.W.Gibbons, G.Papadopoulos, K.S. Stelle, HKT and OKT geometries on soliton black
hole moduli spaces, Nucl. Phys. B 508 (1997) 623, arXiv:hep-th/9706207.
[9] G.Grantcharov, Y.S. Poon, Geometry of hyper-Kahler connections with torsion, Commun.
Math. Phys. 213 (2000) 19, arXiv:math/9908015.
[10] M.Verbitsky, Hyperka¨hler manifolds with torsion, supersymmetry and Hodge theory, Asian
J. Math. 6 (2002) 679, arXiv:math/0112215.
[11] E.A. Ivanov, S.O.Krivonos, N = 4 Superliouville Equation, J. Phys. A 17 (1984) L671-
L676; E.A. Ivanov, S.O.Krivonos, V.M.Leviant, A new class of superconformal σ models
with the Wess-Zumino action, Nucl. Phys. B 304 (1988) 601.
[12] P. Spindel, A. Sevrin, W.Troost, A.Van Proeyen, Extended supersymmetric sigma models
on group manifolds. 1. The complex structures, Nucl. Phys. B 308 (1988) 662.
[13] A.Pashnev, F.Toppan, On the classification of N extended supersymmetric quantum me-
chanical systems, J. Math. Phys. 42 (2001) 5257, arXiv:hep-th/0010135.
[14] A.Galperin, E. Ivanov, V.Ogievetsky, E. Sokatchev, Harmonic superspace as a key to
N=2 supersymmetric theories, Pisma ZhETF 40 (1984) 155 [JETP Lett. 40 (1984) 912];
A.S.Galperin, E.A. Ivanov, S.Kalitzin, V.I.Ogievetsky, E.S. Sokatchev, Unconstrained
N=2 matter, Yang-Mils and supergravity theories in harmonic superspace, Class. Quant.
Grav. 1 (1984) 469.
[15] A.S.Galperin, E.A. Ivanov, V.I.Ogievetsky, and E.S. Sokatchev, Harmonic superspace,
Cambridge University Press, 2001, 306 p.
[16] E. Ivanov, O. Lechtenfeld, N = 4 supersymmetric mechanics in harmonic superspace,
JHEP 0309 (2003) 073, arXiv:hep-th/0307111.
[17] S. Fedoruk and A. Smilga, Comments on HKT supersymmetric sigma models and
their Hamiltonian reduction. J. Phys. A: Math. Theor. 48 (2015) 215401, arXiv:
1408.1538 [hep-th].
[18] M.Obata, Affine connections on manifolds with almost complex, quaternionic or Hermitian
structure, Jap. J. Math. 26 (1955) 43.
[19] P.S.Howe, G.Papadopoulos, Further Remarks on the Geometry of Two-dimensional Non-
linear σ Models, Clss. Quant. Grav. 5 (1988) 1647.
[20] C.M.Hull, The Geometry of supersymmetric quantum mechanics, arXiv:hep-th/9910028.
41
[21] S. Fedoruk and A. Smilga, Bi-HKT and bi-Ka¨hler supersymmetric sigma models, J. Math.
Phys. 57 (2016) 042103, arXiv:1512.07923 [hep-th].
[22] A.Galperin, E. Ivanov, V.Ogievetsky, E. Sokatchev, Hyperkahler Metrics and Harmonic
Superspace, Commun. Math. Phys. 103 (1986) 515.
[23] F.Delduc and G.Valent, New geometry from heterotic supersymmetry, Class. Quantum
Grav. 10 (1993) 1201.
[24] G.Bonneau, G.Valent, Local heterotic geometry in holomorphic coordinates, Class. Quan-
tum Grav. 11 (1994) 1133, arXiv:hep-th/9401003.
[25] G.Papadopolous, Elliptic monopoles and (4,0) supersymmetric sigma models with torsion,
Phys. Lett. B 356 (1995) 249, arXiv:hep-th/9505119.
[26] N.E.Mavromatos, A Note on the Atiyah–Singer Index Theorem for Manifolds With Totally
Antisymmetric H Torsion, J. Phys. A 21 (1988) 2279;
J.-M.Bismut, A local index theorem for non Ka¨hler manifolds, Math. Ann. 284 (1989)
681.
[27] E.A. Ivanov, A.V. Smilga, Dirac Operator on Complex Manifolds and Supersymmetric
Quantum Mechanics, Int. J. Mod. Phys. A 27 (2012) 493, arXiv:1012.2069 [hep-th].
[28] V. Fock, Proper time in classical and quantum mechanics, Sov. Phys. 12 (1937) 404;
J. Schwinger, On gauge invariance and vacuum polarization, Phys. Rev. 82 (1951) 664.
[29] J.Michelson, A. Strominger, The geometry of (super) conformal quantum mechanics, Com-
mun. Math. Phys. 213 (2000) 1, arXiv:hep-th/9907191.
[30] B. Zumino, Supersymmetry and Ka¨hler manifolds, Phys. Lett. B 87 (1979) 203.
[31] L.Alvarez-Gaume´ and D.Z. Freedman, Geometrical structure and ultraviolet finiteness of
the supersymmetric σ-model, Comm. Math. Phys. 80 (1981) 443.
[32] A.Galperin, E. Ivanov, V.Ogievetsky, P.K.Townsend, Eguchi-Hanson Type Metrics From
Harmonic Superspace, Class. Quant. Grav. 3 (1986) 625.
[33] A.S.Galperin, E.A. Ivanov, V.I.Ogievetsky, E. Sokatchev, Gauge Field Geometry From
Complex and Harmonic Analyticities. II. Hyper-Ka¨hler Case, Ann. Phys. 185 (1988) 22.
[34] D.B.Ray and I.M. Singer, Analytic torsion for complex manifolds, Ann. Math. (2)
98 (1973) 154; J.-M.Bismut, H.Gillet and C. Soule´, Analytic torsion and holomor-
phic determinant bundles, Commun. Math. Phys. 115 (1988) 49; V.Mathai, S.Wu,
Analytic Torsion of Z2-graded Elliptic Complexes, Contemp. Math. 546 (2011) 199,
arXiv:1001.3212 [math.DG].
[35] S.A. Fedoruk, E.A. Ivanov, A.V. Smilga, N=4 mechanics with diverse (4,4,0) multiplets:
Explicit examples of HKT, CKT, and OKT geometries, J. Math. Phys. 55 (2014) 052302,
arXiv:1309.7253 [hep-th].
42
[36] S.A. Fedoruk, E.A. Ivanov, A.V. Smilga, Real and complex supersymmetric d=1 sigma mod-
els with torsions, Int. J. Mod. Phys. A 27 (2012) 1250146, arXiv:1204.4105 [hep-th].
[37] E. Ivanov, O. Lechtenfeld, A. Sutulin, Hierarchy of N = 8 Mechanics Models, Nucl. Phys.
B 790 (2008) 493-523, arXiv:0705.3064 [hep-th].
[38] S. Fedoruk, E. Ivanov, O. Lechtenfeld, Supersymmetric Calogero models by gauging, Phys.
Rev. D 79 (2009) 105015, arXiv:0812.4276 [hep-th].
[39] M.A.Konyushikhin, A.V. Smilga, Self-duality and supersymmetry, Phys. Lett. B 689
(2010) 95, arXiv:0910.5162 [hep-th].
[40] E.A. Ivanov, M.A.Konyushikhin, A.V. Smilga, SQM with non-Abelian self-dual fields: har-
monic superspace description, JHEP 1005 (2010) 033, arXiv:0912.3289 [hep-th].
[41] F.Delduc, S.Kalitzin, E. Sokatchev, Geometry of σ Models With Heterotic Sypersymmetry,
Class. Quant. Grav. 7 (1990) 1567-1582.
[42] S. Fedoruk, E. Ivanov, O. Lechtenfeld, Superconformal Mechanics, J. Phys. A 45 (2012)
173001, arXiv:1112.1947 [hep-th].
[43] C.G.Callan, J.A.Harvey, A. Strominger, World sheet approach to heterotic instantons and
solitons, Nucl. Phys. B359 (1991) 611.
[44] S. Fedoruk, E. Ivanov, O. Lechtenfeld, New D(2,1;α) Mechanics with Spin Variables, JHEP
1004 (2010) 129, arXiv:0912.3508 [hep-th].
[45] E. Ivanov, J.Niederle, Bi-Harmonic Superspace for N = 4 Mechanics, Phys. Rev. D 80
(2009) 065027, arXiv:0905.3770 [hep-th].
43
