Abstract. An old conjecture of Erdős and Rényi, proved by Schinzel, predicted a bound for the number of terms of a polynomial g(x) ∈ C[x] when its square g(x) 2 has a given number of terms. Further conjectures and results arose, but some fundamental questions remained open.
Introduction
This paper is concerned with algebraic equations involving fewnomials, also sometimes called sparse, or lacunary polynomials. By this we mean that the number of terms is thought as being fixed, or bounded, whereas the degrees of these terms may vary, and similarly for the coefficients (though they are sometimes supposed to be fixed as well).
This context traces back to several different viewpoints and motivations. For instance, there are issues of reducibility (as in the well-known old theory of A. Capelli for binomials, and in more recent investigations for k-nomials, e.g. by A. Schinzel [13] ). Sparse polynomials also occur when thinking of complexity in writing down an algebraic expression; see for instance J. Davenport's paper [7] (which also mentions issues related to the ones considered below). In turn, low complexity affects important geometrical or topological aspects (as in A. Khovanskii's theory [11] ).
One perspective and series of relevant questions appeared when P. Erdős and A. Rényi raised independently the following attractive conjecture: Suppose that g(x) is a (complex) polynomial such that g(x)
2 has at most l terms. Then the number of terms of g(x) is bounded dependently only on l [8] . It turned out that this problem was not innocuous as it might appear; indeed, for infinitely many l the number of terms of g(x) may be much larger than that of g(x)
2 , in fact > l describes the S-integral points on subvarieties W of G l m (so they are those points on W having S-unit coordinates); this conjecture became (since the '80s) a theorem of M. Laurent, see [1] .
Instead, much less is known for S-integral points on finite covers of G l m (except for the case of curves). Take for instance the simple-looking equation y 2 = 1 + x 1 + x 2 , to be solved with x 1 , x 2 ∈ O * S and y ∈ O S . This represents a double cover of G 2 m , on which we seek the S-integral points. Alternatively, they may be described as the S-integral points for the affine variety obtained as the complement in P 2 of two lines and a suitable conic (see [4] ). Now, this is a divisor of degree 4 with normal crossings, so a celebrated conjecture of P. Vojta (see [1] ) predicts that the solutions are not Zariski-dense, but this has not yet been proved. 4 A related form of this problem has been recently proposed by D. Ghioca and T. Scanlon while studying the dynamical Mordell-Lang conjecture in positive characteristic. Specifically, for a given prime p, they ask about the integer solutions of f (y) = c 1 p a1 + · · · + c l p a l , in the unknowns y, a 1 , . . . , a l , where the polynomial f and the constants c 1 , . . . , c l are given. Since p ai are Sunits, this is in turn a special case of seeking the integral points on the cover of G l m given by f (y) = x 1 + · · · + x l .
The methods so far known do not suffice even to treat the former equation (see [6] for some special cases). Actually, the problem arises even in writing down what is expected to be the most general form of solution. Note that any identity of the shape f (g(x)) = c 1 x m1 + · · · + c l x m l , for a polynomial g, would produce solutions simply by setting x = p a . Hence, it is a primary task to write down all such identities. Note also that such an identity (considered now over C) represents an S-integral point on the said cover, but now relative to the function field C(x) and set S = {0, ∞}:
5 in fact, the S-units of C(x) are precisely the monomials cx m . This example makes evident the connection of these topics on integral points with the topic of fewnomials (and with the Rényi-Erdős and Schinzel's mentioned conjectures); indeed, in the case of the problem of Ghioca and Scanlon a complete description in finite terms of the relevant identities follows from Theorem 2 of [16] .
The results of the present paper yield a corresponding description in a rather more general situation. Namely, in dealing with an arbitrary finite cover π : W → G l m , they allow us to parametrise all the regular maps ρ : G m → W (i.e., the S-integral points on W , with respect to the field C(x) and set S = {0, ∞}). Here ψ ξ denotes the restriction of ψ to {ξ} × G s m . The special case l = 2 of this theorem appears as Theorem 5.1 in [3] , in different phrasing and with a completely different (and somewhat involved) proof.
We therefore see that any 'S-integral point' factors through a map ψ ξ : G s m → W of bounded degree, in the sense that the inverse image of a hyperplane section of W has bounded degree in G s m ⊂ P s . This can be expressed in terms of boundedness of the heights of the integral points. 4 This is indeed a 'borderline' case of Vojta's conjecture on integral points, one of the simplest but yet unsolved ones. See [4] for a proof in the function field context. 5 Here, in accordance with quite a general principle, the integral points over a function field may be used to parametrise integral points over a number field. 6 The case of more general fields or even more general sets S is not known to us and seems to present subtle difficulties; this happens already by taking S = {0, 1, ∞}. See [5] for some cases related to surfaces.
Such conclusion, which is in a sense best-possible, proves Vojta's conjectures for W and the integral points in question. 7 As an application, we can prove the following corollary. This is a useful condition which fits with a classification of Y. Kawamata (see, for instance, the remark after Thm. 2 of [5] ).
1.3.
A 'Bertini Theorem' for covers of tori. Consider again a (ramified) cover π : W → G l m , by which we mean a dominant map of finite degree e from the irreducible algebraic variety W/C. When G l m is replaced by the affine space A l , a version of the Bertini Irreducibility Theorem asserts that for l > 1, if H is a 'general' hyperplane in A l , the fiber π −1 (H) is still irreducible. In the present context one may replace H by a 'general' algebraic subgroup (or coset) of G l m and ask about the same conclusion. Of course, a marked contrast with the Bertini case is that the algebraic subgroups now form a discrete family, which prevents standard methods to work in this context. In [17, Thm. 3] a positive result was obtained, however concerning irreducibility only above components of 1-parameter subgroups, and not above arbitrary cosets. Now, the arguments and results of this paper (completely independent of [17] ) directly lead to a toric analogue of Bertini's Theorem without the said restriction. We remark that the hypothesis of irreducibility of the pullback is a necessary condition.
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One can easily verify that, after a birational transformation, the variety W can be represented as the hypersurface f (t 1 , . . . , t l , y) = 0, with π given by the projection on the first l coordinates. We may even assume that f is a (Laurent) polynomial in the t i 's and monic in y. Under these assumptions, Theorem 1.2 gives the following strengthening.
Addendum to Theorem 1.5. The set E may be chosen dependently only on deg(f ).
As an application, we immediately obtain the following corollary, in which for a given integer d > 1 we let K d (x) denote the Kronecker substitution K d (x) = (x, x d , . . . , x d l−1 ). Corollary 1.6. Let f (t 1 , . . . , t l , y) be a complex polynomial of degree e > 0 in y and such that f (t e 1 , . . . , t e l , y) is irreducible over C(t 1 , . . . , t l ). Then f (K d (x), y) is irreducible over C(x) for all integers d large enough in terms of deg(f ).
This had been obtained in [17] , however without this uniformity, which was left as an open question. 7 See e.g. [1] for a general formulation of Vojta's conjectures, especially over number fields. For brevity we omit here any further detail or example. 8 For instance, when π is an isogeny of G l m , the cover becomes reducible above every subgroup π(H), for any torus H not containing the kernel K of π, since π −1 (π(H)) = HK.
1.4.
An analogue of Schinzel's conjecture for rational functions. One may propose an analogue for rational functions of the already mentioned conjectures of Erdős and subsequent ones by Schinzel. Namely, let f (x) be a rational function and suppose that for a rational function g(x), the composition f (g(x)) may be written as a ratio of two polynomials (not necessarily coprime) with at most l terms. Is there a B = B(f, l) such that g(x) may be represented as ratio of polynomials with at most B term? The present methods allow a positive solution of this problem as well, as follows. Theorem 1.7. If f, g ∈ C(x) are such that the composition f (g(x)) can be written as the ratio P (x)/Q(x), where P, Q ∈ C[x] have altogether at most l terms, then there exist polynomials p, q ∈ C[x] with at most B 2 = B 2 (l) terms such that g(x) = p(x)/q(x).
We remark that we actually have full uniformity here in the rational function f , as the number B 2 only depends on l and not on deg(f ) (this dependency can be removed thanks to a previous theorem proved by the first and last authors [10] ).
1.5. Non-standard polynomials. The notion of fewnomial and our main theorems can be translated naturally in the language of A. Robinson's non-standard analysis. We refer the reader to [9] for an introduction to the subject.
Here we just recall that in non-standard analysis one has a map * which sends the standard objects, such as N or R, to their non-standard counterparts, in a way that preserves all the firstorder formulas. The easiest example of (non-trivial) map * is the one that sends any set S into the set of sequences with values in S (i.e., S N ) modulo the equivalence relation defined by a fixed non-principal ultrafilter on N (i.e., (a n ) ∼ (b n ) if {n : a n = b n } is in the ultrafilter). This introduces new, non-standard elements; for instance, the non-standard * N contains an element ω, the equivalence class of the sequence (n) n∈N , which is different from any standard natural number.
Concerning our context, we note that the non-standard
contains 'polynomials with infinitely many terms', such as
In fact, this is exactly the equivalence class of the sequence (1 + x + · · · + x n ) n∈N . We now define the ring F of fewnomials in * (C[x] ) to be the subring of polynomials whose number of terms is actually finite:
In this language, Theorem 1.1 translates to the following quite short statement:
This statement was proposed by A. Fornasiero before the results of this paper. As an instance of this phrasing, the Erdős-Rényi conjecture proved by Schinzel becomes: if g 2 ∈ F for some g ∈ * (C(x)), then g ∈ F . It is rather easy to see that the two statements are indeed equivalent. For example, assume Theorem * 1.1 and suppose by contradiction that Theorem 1.1 is false. Then for some d, l ∈ N there should be a sequence (g k (x)) of polynomials whose number of terms grows to infinity, while they also satisfy f k (x, g k (x)) = 0 where (f k ) is a sequence of polynomials with at most l terms, of degree at most d and monic in the last variable.
But then the equivalence classes * g and * f of the above sequences satisfy * f (x, * g(x)) = 0, which means that * g(x) is integral over F , while it lies in * (C[x]) and not in F , a contradiction.
Although there are details to be worked out, we believe that also our proof of Theorem 1.1 can be translated rather naturally to a shorter argument in the non-standard language. However, we would loose effectivity.
The simplification comes from the fact that many notions, which in the proof depend on carefully chosen parameters, become absolute. For example, the notion of being "small" with respect to a "large" number, which in our proof depends on a parameter ε to be chosen carefully, translates to being infinitesimal with respect to the second number.
Moreover, the non-standard approach may provide a more natural context where to develop "pseudo-Puiseux" series, thanks to the fact that the valuation group Z is replaced by the richer * Z.
Fewnomials and Unlikely
Intersections. This instance does not directly use results of the present paper, but we still discuss it because it is far from being unrelated. Several results here contain a dichotomy lacunary polynomials ↔ lacunary rational functions, where by the latter terminology we mean rational functions which may be represented as a ratio of two fewnomials, possibly non-coprime, as in Theorem 1.7. The standard example (x n − 1)/(x − 1) shows that a lacunary rational function which is a polynomial is not necessarily a fewnomial. This gives rise to the following problem, also posed independently by M. Zieve.
Suppose that a rational function can be represented as r(x) = g(x n1 , . . . , x n l )/h(x n1 , . . . , x n l ), where the integers n i vary, while g, h are fixed coprime polynomials in C[t 1 , . . . , t l ]. (In accordance with the viewpoint illustrated above, we are viewing r(x) as the restriction of a fixed rational function g/h on G l m to a 1-dimensional algebraic subgroup which may vary.) One may ask: Question 1.8. For which 1-dimensional algebraic subgroups does r(x) become a (Laurent) polynomial?
For instance, the above example comes from g = t 2 − 1, h = t 1 − 1 on G 2 m ; in this case it is easy to check that the only 1-dimensional algebraic subgroups which make g/h a (Laurent) polynomial are given by t 2 = t n 1 for integer n (as in the example). Therefore, in particular, we have two coprime polynomials g, h such that they become noncoprime (or such that h becomes invertible) along the 1-dimensional subtorus of G l m parametrised by t i → x ni . This kind of problem also appeared in a conjecture of Schinzel, which was later recognized as a special case of the more recent Zilber-Pink conjecture in the realm of the so-called Unlikely Intersections. See [18] for a discussion of this topic, especially Ch. 2. This conjecture of Schinzel was confirmed by E. Bombieri and the third author (see [13, Appendix] ), and was later refined with other methods, in collaboration also with D. Masser, in [2, Thm. 1.5], in a work proving the Zilber-Pink conjecture for intersections with 1-dimensional subgroups.
These last results give an answer to the above question, showing that the relevant algebraic subgroups are contained in a finite union E = E g,h of proper algebraic subgroups of G l m . Given this, one may restrict to the subgroups in E and continue by induction to write down all the possibilities: it turns out that the relevant 1-dimensional algebraic subgroups are precisely those contained in a certain finite union E ′ of proper algebraic subgroups on which g/h becomes regular.
It is to be remarked that the more general question in which 1-dimensional algebraic subgroups is replaced by 1-dimensional algebraic cosets does not admit a similar solution. This corresponds to the ratio g(θ 1 x n1 , . . . , θ l x n l )/h(θ 1 x n1 , . . . , θ l x n l ) being a polynomial, for integers n i and nonzero constants θ i . We do not know of any method able to deal with such a question in full generality.
1.7.
Proof methods and quantitative issues. The strategy of the proofs here follows only in part the pattern of [16] ; this shall be outlined in more detail in §3 (before the formal arguments). We point out that in order to achieve the present generality we needed a careful analysis of certain Puiseux-type expansions, which has presented entirely new difficulties. This is related with singularities of algebraic functions of several variables, which is probably the reason why the arguments turn out to be quite complicated. Anyway, we believe that even an appeal to classical deep results on resolution of singularities hardly could be in itself sufficient for our aims; on the other hand, the present treatment may be relevant within the resolution of singularities of covers of tori. A byproduct is an explicit and effective treatment of Puiseux series (different from what usually appears in the literature) which may be helpful in other situations.
We remark that in any case our proofs are to a large extent self-contained. The complications which arose have led to a rather intricate multiple induction, but we hope this is sufficiently well illustrated in the exposition.
Another byproduct is a completely effective output of the proofs: one can obtain effective estimates for the involved quantities, and effective parametrisations (provided of course one deals with cases in which the fields and equations which occur are finitely presented). However, due to the already mentioned complicated nature of the arguments, and to the length of this paper, we have not given explicit bounds, which in any case would have the shape of highly iterated exponentials.
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We express our gratitude to A. Fornasiero for raising the question in the non-standard setting, thus renewing interest in this problem, and to D. Ghioca and T. Scanlon for informing us about their conjecture and its link with the problems discussed here.
Variations and reductions
2.1. Variations of Theorem 1.2. The following three statements are variations regarding irreducible factors and the dichotomy rational functions ↔ polynomials mentioned in §1. 4 .
The first one concerns factorisations.
is monic in y and of degree at most d in each variable, if n 1 , . . . , n l are natural numbers, and if g, h ∈ C[x, y] are monic polynomials such that
then each coefficient of g (as a polynomial in y) has at most B 3 = B 3 (d, l) terms.
(By symmetry, a similar conclusion holds automatically for the coefficients of h.) Note that we recover Theorem 1.2 on taking (y−g(x)) as the first factor. The converse deduction is also not difficult but shall be explained later.
The other variations concern rational functions.
is a polynomial of degree at most d in each variable, if n 1 , . . . , n l are integers, and if g(x) ∈ C(x) is such that
In the original cases of the Rényi-Erdős conjecture, doubly exponential bounds had been obtained by Schinzel [12] , reduced later to single exponential by Schinzel and the third author [14] . 
with g monic in y, then each of the coefficients of g (as a polynomial in y) is the ratio of polynomials in C[x] with at most
It is easy to see that Theorem 1.2 implies Theorem 2.2, but the converse deduction does not appear as straightforward. In this paper, we actually prove Theorem 2.2 first, and then deduce Theorem 1.2 via a general integrality argument.
Remark 2.4. In all of the above statements, we may actually allow n 1 , . . . , n l to be negative and
, with a similar conclusion. We may also deduce that the fewnomials which arise can be parametrised with the same exponents. For instance, in Theorem 1.2, we can say that there are N and G ∈ C[t 1 , . . . , t l ], with N and deg(G) bounded in terms of d and l only, such that g(x N ) = G(x n1 , . . . , x n l ). For the sake of simplicity, we shall omit details about these further assertions.
2.2.
Reductions. Since we are going to prove Theorem 2.2 first, we can use some standard arguments to reduce the theorem to a simpler situation. In a moment, we shall reduce both theorems about rational functions to the case where f is monic in y, and n 1 , . . . , n l are non-negative. We obtain the following statement, in which the assumption is as in 1.2, but the conclusion is as in 2.2.
is monic in y and of degree at most d in each variable, if n 1 , . . . , n l are natural numbers, and if g(x) ∈ C(x) is such that
is the ratio of two polynomials in C[x] with at most B 6 = B 6 (d, l) terms.
Similarly for its corollary.
Proposition 2.6. If f ∈ C[t 1 , . . . , t l , y] is monic in y and of degree at most d in each variable, if n 1 , . . . , n l are natural numbers, and if g, h ∈ C(x)[y] are such that
with g monic in y, then the coefficients of g as a polynomial in y are the ratios of polynomials in C[x] with at most B 7 terms.
Both are clearly special cases of the original Theorems 2.2 and 2.3. As we now show, it is not difficult to recover the latter from them.
Deduction of Theorem 2.2 from Proposition 2.5. First of all, let f 1 be the polynomial obtained by replacing, for each i such that n i < 0, t i with t 
Note that we may write f 1 as
where the h i 's are polynomials of degree at most 2d in each variable. Given natural numbers n 1 , . . . , n l , let e ≤ d be the maximum integer such that h e (x |n1| , . . . , x |n l | ) is not identically zero, and let f 2 := e i=0 h i (t 1 , . . . , t l )y i . We now consider the polynomial f 3 := h e−1 e f 2 (t 1 , . . . , t l , y/h e ). The polynomial f 3 is monic in y, and it has degree at most 2(e − 1)d + 2d ≤ 2d 2 in each variable. Assuming Proposition 2.5, each rational root of f 3 (x |n1| , . . . , x |n l | , y) is the ratio of two polynomials with at most B 6 (2d 2 , l) terms. Multiplying each such root by h e we obtain all the rational roots of f 1 (x |n1| , . . . , x |n l | , y), and therefore the rational solutions of (2.2). In particular, the solutions are ratios of polynomials with at most B 4 (d, l) := (2d + 1) l B 6 (2d 2 , l) terms, as desired.
Deduction of Theorem 2.3 from Proposition 2.6. We proceed as in the previous proof to show that
Moreover, as promised earlier, we can easily deduce Theorem 2.3 from Theorem 2.2. Thanks to the above reductions, it is sufficient to deduce Proposition 2.6 from Proposition 2.5.
Deduction of Proposition 2.6 from Proposition 2.5. Suppose that p(x) is a coefficient of a monic irreducible factor of the polynomial monic in y φ(x, y) := f (x n1 , . . . , x n l , y).
Let us call α 1 , . . . , α e the roots of this polynomial in an algebraic closure of C(x), with repetitions, where e = deg y φ = deg y f . The polynomial p(x) is, up to sign, an elementary symmetric polynomial in some of the roots. Let us denote the elementary symmetric polynomials as
Up to reordering the roots, we may write
This implies that p(x), up to sign, is a root of the monic polynomial
But the coefficients of ψ jk are now symmetric polynomials in the roots α i , which implies that they are actually polynomials in the Σ e i 's, i.e., the coefficients of φ. A rough estimate shows that the degree of each such polynomial in each variable is at most e 2 ≤ d 2 . This implies that we may find f j,k (t 1 , . . . , t l , y) ∈ C[t 1 , . . . , t l , y] monic in y and of degree at most d 2 in each variable such that
Assuming Proposition 2.5, since p(x) is a root of ψ j,k , it must be a ratio of two polynomials with at most
The exact same argument can be also used to show that Theorem 2.1 follows from Theorem 1.2.
Deduction of Theorem 2.1 from Theorem 1.2. We proceed as in the previous proof to show that
Remark 2.7. It is important to note that the above deductions are valid for each single l (whereas the number d is changed in the course of the deduction). This will be crucial for our proof, which proceeds by induction on l; namely, if we assume that one statement is true for a certain value of l and all possible d's, the other statements will follow as well for the same value of l and all possible d's.
Further lemmas.
In the course of our proof, it shall often happen that we need to replace x with an auxiliary variable x n such that x n n = x, in order to account for the appearance of fractional exponents in the Puiseux series. In the next lemma, we show that these substitutions do not affect our statements, so they may be considered as immaterial.
Lemma 2.8. Let g(x) be a polynomial such that g(x n ) can be written as the ratio of two polynomials with at most B terms. Then g(x) is the ratio of two polynomials in C[x] with at most B terms.
q(x) , where p and q are polynomials with at most B terms. Grouping the monomials whose degrees in x are in the same congruence class modulo n we may (uniquely) write
with p i , q i polynomials with at most B terms as well. But then, since g(
for all i, and in particular g(x)q i (x) = p i (x). As at least one q i is non-zero, we have found a representation of g(x) as the ratio of two polynomials with at most B terms, as desired.
Another easy reduction shows that if we find a Z-linear relation with bounded coefficients between the exponents n 1 , . . . , n l , then we may actually remove one of the exponents. This is also crucial for our induction on l.
Lemma 2.9. Suppose that we are under the hypothesis of Theorem 2.2, and that there are integers k 1 , . . . , k l , not all zero, and some C > 0 such that
Assume moreover that Theorem 2.2 has been proved for (l − 1) and any degree d. Then g(x) is the ratio of two polynomials with at most B 4 (2dC, l − 1) terms.
Proof. Without loss of generality, we may assume that k l = 0. In this case, we take new variables u 1 , . . . , u l−1 , we replace t i in f with u dC . The resulting polynomial has degree at most 2dC in each variable, and it vanishes at u i = x ni and y = g(x k l ). Now, using the assumption about 2.2 and Lemma 2.8, g(x) is the ratio of two polynomials with at most B 5 (2dC, l − 1) terms.
Introduction to the proof
In order to prove Theorem 2.2, we build up on the same technique of [16] but with the addition of considerable combinatorial effort when expanding the relevant algebraic functions as Puiseux series. Indeed, the underlying expansions depend not quite on the variable x, but on the l variables t 1 , . . . , t l ; it is well known that expansions of algebraic functions of several variables often depend on subtle geometric features.
For the sake of illustration, we explain the strategy of the proof in a simpler example where this combinatorial aspect is missing. We work by induction on l.
Say that, as in the original Erdős' conjecture (a special case of Theorem 1.2), we start with the polynomial
For simplicity, we also assume that c 0 = 1.
If we want to prove that a rational root g(x) of
is the ratio of two polynomials with few terms, we may expand g(x) with the binomial series; namely, letting h(x) := c 1 x n1 + · · · + c l x n l , we may easily obtain the multinomial expansion
It is crucial that k 1 , . . . , k l run through natural numbers.
Since the degree of g(x) must be (n l /2), we find that all terms must eventually cancel except possibly for those such that (k 1 + · · · + k l ) ≤ 1/(2ε), leading to the bound (2ε) −l+1 /l! for the number of terms.
This consideration always works for l = 1 (with ε = 1), and in particular we obtain the base case of our induction. However, in general we have no lower bound at all for n 1 /n l . To cope with this difficulty, the principle in [16] is that if some terms n 1 ,. . . ,n p are very small compared to n l , we can group together these small contributions as follows: we define
and we expand g(x) as
As before, we can expand the powers of h 1 (x), which involve the large exponents only; however, the new coefficients will not be constants, as before, but actually functions in the hyperelliptic function field C(x, δ(x) 1/2 ). Despite this radically new feature, a theorem in Diophantine approximation over function fields allows one to reduce to the inductive hypothesis at p < l, provided n p+1 is large enough, by which we mean that it is greater than εn l for an absolute ε > 0. Of course, for some 0 ≤ p < l we must indeed have that n p is small whereas n p+1 is large, concluding the argument.
In the general case, we wish to apply the same approximation technique; however, in general no Puiseux expansion yields the same behavior as the above multinomial expansion. The main issue is that we may have monomials involving exponents that are combinations of n 1 , . . . , n l with negative coefficients, in which case a combination of large exponents may become small, and it is not as easy any more to separate the big ones from the small ones. These obstacles appear when g(0) is a non-simple root of f (0, y).
We shall overcome these obstacles by carefully controlling the construction of the Puiseux expansion corresponding to g(x). 
Preliminaries on Puiseux expansions
4.1. Newton polygons and Puiseux series. We briefly recall the construction of fractional power series using the Newton polygons, and we shall adapt it to our needs. Some principles of this kind of construction, along with the proof of the algebraic closure of the field of Puiseux series, can be found in several sources, such as [15] .
be the field of fractional formal power series in x, and let
, v is the valuation at x = 0). We denote by O(f ) a term whose valuation is at least v(f ) and by o(f ) a term whose valuation is strictly greater than v(f ). We also write
A proof of the theorem can be given using Newton polygons. We shall go through some steps of this known proof, adapting it to our purposes.
Suppose that we are given an equation
where the coefficients
. After dividing by a power of x, we may assume that φ 0 (0, y) = 0. By construction, the lower sides of the Newton polygon are segments connecting two points of the form (i, µ i ), (j, µ j ) with a i , a j = 0 and i = j. Now, suppose that y = α 0 x ν0 +o(x ν0 ) is a candidate solution of (4.1). If we use this to substitute y in (4.1), we immediately see that there must be 0 ≤ i < j ≤ d such that
In particular, −ν 0 must be the slope of a lower side of the Newton polygon of φ 0 .
Using the last inequality we can rewrite (4.1) as
This implies that α 0 must be a root of the polynomial
Note that deg(ψ 0 ) = j − i is the length of the side that we have chosen.
Once we pick ν 0 by choosing a lower side of the Newton polygon, and α 0 by choosing a root of the corresponding ψ 0 , we want to go ahead to the next term of the expansion of y. For this purpose, we wish to define a polynomial "φ 1 " such that the next term of y can be obtained with a similar procedure. This is easily achieved through a substitution. However, in our context, it turns out to be convenient (for keeping track more easily of some quantities) to consider two ways of defining φ 1 , each one with its own notational advantages.
The first possibility is to define φ 1 as follows:
Although the φ 1 resulting from (S1) or (S2) are going to be different in general, in the second choice we are simply absorbing the relevant powers of x both in y 1 and in φ 1 . Of course, (S1) and (S2) have no essential difference but they merely represent different ways of expressing the successive terms in the series for y. Anyway, in both cases the coefficients of
, so that we may repeat the argument to determine the solutions
In order for y 1 to correspond to a solution in K((x * )) of φ 0 = 0, only some sides of the Newton polygon of φ 1 turn out to be admissible; this depends on which definition of φ 1 we are adopting:
• after (S1),
, and here ν 1 is admissible only if
Note that when calculating the same root y, if ν
is the exponent obtained after (S1) and if ν (2) 1 is the exponent obtained after (S2), then ν
1 . Both substitutions, however, yield the same polynomial ψ 1 (z), of which α 1 must be a root (for corresponding choices of ν 1 ). We then proceed inductively to define ν j , α j , φ j and ψ j ; at each step, we may use either (S1) or (S2). We shall explain below how to choose at each step between (S1) or (S2) in a way that fits our purposes.
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Now, suppose that α j is the j-th coefficient of the expansion of y (it does not depend on the choices between (S1) and (S2)), and that ψ j is the corresponding polynomial obtained following the above construction. (independently of the choice of (S1) or (S2)).
In particular, if the expansion continues then deg(ψ j+1 ) ≤ e.
Proof. Standard (e.g., see [15] ).
Corollary 4.4.
For any j such that the expansion does not stop at j, we have that deg(ψ j+1 ) ≤ deg(ψ j ), and if equality holds then
for some c ∈ K * .
Classical proofs of Theorem 4.1 usually rely on (S2) only. In our discussion, however, it is notationally convenient to use one or the other depending on the particular situation.
The strategy (S). We adopt the following strategy which we will call (S). Let us denote with e j the multiplicity of 0 as a root of φ j (0, y); geometrically, it is the least integer such that (e j , 0) is a point on the Newton polygon of φ j lying on the horizontal axis.
The strategy (S) proceeds as follows:
• if ν j > 0, if e j = deg(ψ j ) and if α j is a root of multiplicity e j of ψ j (z), we use (S1); note that in this case we have ψ j (z) = c(z − α j ) ej and the Newton polygon of φ j has a unique admissible side above [0, e j ];
• in any other case, we use (S2). The shape of the Newton polygons before the substitutions prescribed by the strategy (S) are exemplified in Figure 4 .2. Despite the numerous restrictions on the use of (S1), we can easily see that most of the construction is ultimately done with (S1), usually with e j = e j+1 = · · · = 1. Proposition 4.5. Suppose that (4.1) has a solution ξ ∈ K((x * )). If we use the strategy (S) to calculate ξ, then the admissible sides are exactly the ones lying over [0, e j ] except possibly for the first one, and the step (S2) occurs at most (1 + deg y φ 0 (x, y)) times, all the other steps requiring (S1), in order to produce the solution ξ.
Proof. First, we note that if v(ξ) ≤ 0, we are forced to use (S2); after that, the strategy (S) implies that ν j > 0 for all j > 0 independently of which steps we perform. Therefore, without loss of generality, we may assume to be in the case v(ξ) > 0, up to an extra initial application of (S2); in particular, ν 0 > 0 as well. Now, for any j ≥ 0, if we are applying (S1) to calculate φ j+1 , we must be in the case where α j is root of multiplicity e j of ψ j , and therefore by Proposition 4.3 the admissible sides are the ones lying over [0, e j ]; moreover, it is easy to see that e j+1 = e j . We recall that since deg(ψ j ) = e j , the unique admissible side at the step j must be the one lying over [0, e j ] (we refer again to the left-side of Figure 4 .2).
If we have used (S2) to calculate φ j+1 , recall that now the admissible sides for choosing ν j+1 are exactly the ones with negative slope, and therefore they are exactly the sides over the interval [0, e j+1 ]. Again, by Proposition 4.3 e j+1 must be the multiplicity of α j as a root of ψ j , and since we are using (S2) we must be in the case where the multiplicity of α j is strictly less than e j , i.e., e j+1 < e j .
Therefore, the sequence e j is weakly decreasing and, for each j, the use of (S2) at the j-th step implies that e j+1 < e j ; in particular, taking also into account a possible opening application of (S2), we can use (S2) at most 1 + e 0 ≤ 1 + deg y (φ 0 (x, y)) times.
The various α i , ν i given by the strategy (S) yield an expansion of the form
where the integers i, j, . . . correspond to the steps where we use (S2) rather than (S1). By the above proposition, there is only a bounded number of them.
Although the above expression is just a different way of writing the Puiseux expansion of ξ, it is crucial for our purposes, as it changes the meaning of comparing the coefficients α i with the exponents ν i .
In order to further clarify the above procedure, we describe here a proof of the well-known Theorem 4.1 using the above considerations.
Proof of Theorem 4.1. It is sufficient to show that for any
) to (4.1). We apply the above algorithm to produce a sequence of approximations α 0 x ν0 , α 0 x ν0 + α 1 x ν1 , . . . of a potential solution of (4.1). The procedure stops only if φ j (x, y) = 0 for some j; in this case, the finite sum up to the j-th term is already a solution, and we are done.
On the other hand, if the procedure goes on indefinitely, we only need to check that the least common denominator of the exponents ν j is eventually constant, so that the sequence converges to a point in K((x * )). To check this, note that by Corollary 4.4, the degree of ψ j must be constantly equal to e for j ≥ j 0 , for some e and j 0 . In particular, ψ j (z) = c(z − α j ) e for j ≥ j 0 , and moreover the monomial cα j x νj y e−1 must be a term of φ j (x, y). Since we are using (S1) from j = j 0 on, each exponent of x in φ j (x, y) must be a positive additive combination of the exponents of φ j0 , and in particular ν j is one such combination as well. This implies that from j 0 on, the new exponents are obtained without introducing new denominators w.r.t. the previous exponents, as desired.
The advantage given by the use of (S1) is that it makes it particularly easy to describe the shape of the exponents ν j in terms of what appears in the polynomials φ j , and moreover it produces a recursive formula for the coefficients of the expansion, as we shall see in a moment.
Given a polynomial f (x, y) ∈ K((x * ))[y] (resp. ξ) we say that the power x µ (or the exponent µ of x) appears in f (resp. ξ) if cx µ y s is a term of f (resp. ξ) for some c ∈ C * and s ∈ N.
Let n be the number of non-zero exponents of x appearing in φ 0 ; if their set is infinite, we define n = |N|. We define r ∈ Q n >0 to be the (possibly infinite) vector with rational entries whose components are the non-zero exponents of x appearing in φ 0 (under the notation of (4.1), they are the exponents µ ij = 0 such that a ij = 0).
Let {e ω } be the standard basis of Q n ; any exponent µ ij = 0 such that a ij = 0 is going to be of the form µ ij = e ω · r for some ω. For simplicity, let us define e −1 := 0 as well. We can rearrange the terms of φ 0 of (4.1) to get an expression of the form
where the coefficients b iω are going to be a rearrangement of the coefficients a ij different from 0.
Proposition 4.6. Suppose that the equation φ 0 (x, y) = 0 has a solution y = ξ ∈ K((x * )) constructed using the strategy (S); let ν j , φ j , ψ j , α j and e j be defined accordingly (so that, for instance, the α j 's are the coefficients of the terms of ξ), and let r ∈ N n be the vector just defined. Suppose that v(ξ) > 0 and that for some k ∈ N, deg(ψ k+1 ) = e 0 =: e. Then for all j ≤ k there exists k j ∈ N n (with finite support) such that ν j = k j · r. Moreover, if we define inductively (using Kronecker's δ) c 0 := 0 and
Finally, for some k ∈ 1 e N n (with finite support), we have ν k+1 = k · r.
Proof. Since v(ξ) > 0, we must have deg(ψ 0 ) ≤ e 0 = e. By Corollary 4.4, this implies that deg(ψ 0 ) = · · · = deg(ψ k+1 ) = e, and that the multiplicity of α j as a root of ψ j is always equal to e for j ≤ k. Since we use the strategy (S), we are calculating the first (k + 1) terms of ξ using (S1) only. Up to dividing by a constant, we may also assume that all of the ψ j 's are monic. By Corollary 4.4 again, at each step the unique admissible side is lying over [0, e] for 0 ≤ j ≤ k, and the polynomial ψ j is the e-th power of a binomial and therefore it must contain all the possible terms with degrees up to e. In particular, the admissible side must contain a point over each integer 0, . . . , e.
This implies that the point (e − 1, ν j ) is on the admissible side, showing that ν j is an exponent appearing in φ j ; moreover, the coefficient of y e−1 x νj must be −α j . Since we are using (S1) only, the exponents of φ j+1 are clearly positive additive combinations of some of the exponents of φ j and of ν j ; by induction, this easily implies that ν j is a positive additive combination of the exponents of φ 0 , i.e., that ν j = k j · r for some k j ∈ N n with finite support. By the above argument, there exist coefficients c k such that for each j ≤ k we have
In general, a single exponent ν j may be such that ν j = k · r = k ′ · r for two different vectors k, k ′ , and therefore the above equation may be satisfied by several choices of the coefficients c k . We use the following argument to show that the recursive definition given in the conclusion yields indeed coefficients c k that satisfy the last displayed equation. Let ≺ be the partial order on N n that says that k ≺ k ′ if and only if k = k ′ and each component of k is less or equal than the corresponding component of k ′ . Let us think of x k·r and x k ′ ·r formally as different terms when k = k ′ , even if it happens that k · r = k ′ · r. Consider the coefficient of y e−1 x k·r in the polynomial φ j+1 (x, y) = φ 0 (x, y + ξ j ) (this equality holds because in the present case we are only using (S1)). By construction, the coefficient of y e−1 must have v-valuation strictly greater than ν j ; therefore, a possible approach for defining c k is to impose that the coefficient of y e−1 x k·r cancels out. If we consider the polynomial φ 0 (x, y + k·r≤νj c k x k·r ) we may easily verify that the said coefficient of y e−1 x k·r is going to be
We now require the coefficient of y e−1 x k·r to be zero. First, we define c 0 := 0, as required by the hypothesis v(ξ) > 0. We observe that the condition c 0 = 0 implies that the term c k appears in the above sum only in the expression eb e,−1 c k . Recall moreover that b e,−1 = 0 by definition of e. Therefore, we may define c k as
Each vector k ′ appearing in the above sum must be such that k ′ ≺ k. Since k has finite support, the sum is actually finite, and therefore the coefficients c k are well defined by induction. Using this choice for the c k 's we have indeed that the coefficient of y e−1 in
has valuation strictly greater than ν j . Since we are using just (S1) up to j = k, the only fractional polynomial with this property and with no terms of valuation greater than ν j is ξ j , and therefore
In particular, α j = k·r=νj c k , as desired.
4.2.
Puiseux expansions over function fields. In this short subsection, let F be a function field in one variable; for simplicity, a finite extension of C(x). We recall that any such function field is equipped with a set of discrete valuations M F satisfying a product formula, and consequently with a height function h : F * → R ≥0 (which in practice is the degree, up to a multiplicative constant). Indeed, in general if (x 0 : · · · : x m ) is a projective vector in P m (F ) we have a well defined notion of projective height, i.e.,
If φ is a polynomial with coefficients in F , we define h(φ) to be the height of the projective vector of its coefficients. Note that in the special case in which the first entry of the vector is chosen to be 1 we may rewrite the height as follows:
In this situation we can extend Proposition 4.6 with the following conclusion. We denote by |k| 1 the 1-norm on Q n (if n = |N|, we only consider the vectors with finite support). 
Proof. Without loss of generality, on dividing the polynomial by b e,−1 we may assume that b e,−1 = 1; in fact, this transformation does not change the height of φ 0 nor the entries c k which depend only on the ratios of the coefficients. Therefore, we shall assume that b e,−1 = 1.
Let v be one of the places of F . The recursion formula (4.3) implies that, for k = 0,
Recall that we are in the case c 0 = 0, and therefore v(c 0 ) = +∞. It is now easy to verify by induction that actually v(c k ) ≥ (2|k| 1 − 1)v(φ 0 ), where v(φ 0 ) is simply the minimum valuation of the coefficients of φ 0 . Indeed, it is trivially verified on c 0 = 0, and by induction on k
Corollary 4.8. Under all the assumptions and notations of Proposition 4.7, if α is the nonzero coefficient of the term αx µ y f in φ j (x, y) for some j > 0, µ > 0 and 0
Proof. As in the proof of Proposition 4.6, we simply notice that the coefficient α in φ j (x, y) = φ 0 (x, y + k·r≤νj c k x k·r ) must be
Proceeding as in the proof of Proposition 4.7 and using its estimate on h(c |k|1 ), we obtain the desired conclusion.
Proof of Theorem 1.2
We can finally proceed to the proof of Theorem 1.2. We shall prove Proposition 2.5 first.
5.1. Pseudo-Puiseux expansions. Our first argument towards the proof of Proposition 2.5 shows that, under suitable hypotheses, one can expand algebraic functions with 'pseudo-Puiseux expansion' of the same type of (3.1). By this we mean to expand eventually g(x) of Proposition 2.5 as
where α 0 , α 1 , . . . are algebraic functions of x which are 'small' (i.e., have small height) when compared to their respective exponents ν 0 , ν 1 , . . . which are 'large', and the error term ξ has valuation comparable with that of x νm . For reasons that will become apparent in a moment, we actually strengthen the condition by writing the expansion as given by the strategy (S), i.e.,
whereν j ,ν k , . . . correspond to applications of (S2), and by requiring that α i is small when compared toν i (for example, α k+1 must be small with respect toν k+1 ). Note that the exponents are not determined just by g(x), but also by the placement of the brackets; in our case, this is determined by the strategy (S). It turns out that this expansion is not guaranteed to go on indefinitely; however, we shall use only a finite part of it. For us, it shall be enough to have a sufficiently small error termξ.
We start with the following data (since these data shall be used throughout the rest of the proof, we group the following conditions under the letter "A").
A1. two real numbers C ≥ 1, 0 < ε ≤ 1, and an integer m ≥ 0; A2. a function field F/C(x) such that [F : C(x)] ≤ C, with a height function h on F /C normalized so that h(x) = 1; A3. a valuation v on F extending the valuation at x = 0, normalized so that v(x) = 1. The number m should be thought as 'small', ε is a parameter that will quantify the meaning of 'large', and F is the field that shall contain the coefficients.
We take a polynomial φ(x, y) ∈ F [x, y] of the form
From now onward, we shall denote φ(x, y) by φ(y), since the x-parts can be considered as coming from F . We shall assume the following conditions on φ(y) (grouping under 'P' for Puiseux): P1. a ij ∈ F * , r ij ∈ N ≥0 , s i ∈ Z (with the convention that if s i < 0 we mean that the coefficient of y i is zero); we let r ∈ N n be the vector whose entries are the elements r ij = 0;
P3. the numbers r ij satisfy the following conditions:
12 The arguments of this section and of the following §5.2 work even if the r ij are just rational numbers rather than integers.
(a) for each i, j we have that either r ij = 0 or r ij ≥ ε|r| ∞ ; (b) there exist i, j such that r ij = 0; (c) for all 0 ≤ i ≤ d, for all 0 ≤ j < k ≤ s i , we have r ij = r ik . Here, the entries of r should be thought as 'large', and condition P3(a) guarantees that the minimum non-zero exponent is a bounded multiple of the largest one; the condition h(a ij ) ≤ Cm, on the other hand, means that the coefficient are 'small'. Note that we allow m = 0, in which case the a ij are constants in C as in the usual Puiseux expansion.
Under these assumptions, it is easy to formalize the idea of thinking of the monomials x rij (which should have large height) as being independent of the a ij (which should have small height):
we
Proof. Trivial. Now, let ξ be a fixed root of φ in F that we wish to expand as a pseudo-Puiseux series in x. We use the polynomial ρ as a guide to expand ξ. We distinguish two cases, depending on what the strategy (S) would prescribe if we were expanding in powers of z an actual root of ρ considered as a polynomial in y.
Let χ be any solution of ρ(z, χ) = 0 in F (z) and w a valuation of F (z) over F extending the place z = 0. Let ρ j , α j , ν j , ψ j , χ j , and e j the data produced by the strategy (S), as in §4.1, when expanding χ with respect to the valuation w, starting with ρ 0 := ρ(z, y).
Using (S1). We first assume that ξ is large, i.e., P4-S1. v(ξ) > ε|r| ∞ .
Moreover, we assume that there is a root χ that can be expanded using (S1) for some initial terms; in other words, we assume that w(χ) > 0 and that e j+1 = e 0 for some j ∈ N (otherwise we would start with (S2)). We claim in the next proposition that the resulting expansion
yields by substitution z = x a pseudo-Puiseux expansion of ξ which we write as
where δ j is small with respect to ν j in a sense that will be explained below (recall that in this case 0 < ν 0 < · · · < ν j ). Note that the hypothesis about (S1) implies that w(χ) > 0, and that any other choice of w and of χ such that w(χ) > 0 is forced to produce the same expansion; indeed, each time we use (S1) we have only a single choice for ν i and α i .
On the other hand, if there is no such χ, or if P4-S1 is not satisfied, we shall use a different approach detailed in the next subsection.
In the following, we define k i to be the maximum value of |k| 1 as k varies among the vectors in N n with k · r ≤ ν i . It is immediate to note by Proposition 4.6 that k i > 0 for all 0 ≤ i ≤ j and that k i ≤ k i+1 . Proposition 5.2. If we let C 1 = C 1 (C) := 2CC 0 (C) then the following holds: if w(χ) > 0 and j ∈ N is such that either e j+1 = e 0 or e j+1 = 0 and e j = e 0 , then
Proof. For the sake of notation, let e := e 0 . By assumption, there is a p ≤ s e such that r ep = 0; again, for simplicity, we can renumber the second index to assume that r e0 = 0. As in the hypothesis, let us expand χ as a Puiseux series in z, with coefficients in F , using the valuation w, so to obtain (using the procedure (S)) the above series
where O(·) is referring to the w-adic topology. Recall that the hypothesis e j+1 = e 0 means that in applying the strategy (S) for the present case we are in fact using only (S1); in particular, we must have α 0 , . . . , α j ∈ F . By Proposition 4.7 and Corollary 4.8, we get in particular that for each 0 ≤ i ≤ j there is a
In particular, we get that |v(
This takes care of the first two conclusions. We define C 1 := 2C 0 C, so that we get the desired inequality for v(α i ). It only remains to prove either the estimate about m or the estimate about v(ξ ′ ).
We try to produce the estimate on v(ξ ′ ) by induction on −1 ≤ i ≤ j, where with some abuse of notation we define α −1 = 0, ν −1 = 0 and therefore k −1 = 0.
We first prove the base case i = −1 when we have ξ ′ = ξ. Let us compare the Newton polygons of ρ(z, y) (with respect to w) and of ρ(x, y) = φ(y) (with respect to v). The ultrametric inequality for v implies that for any 0
where the last equality is a consequence of P3(c), and b k (z) is as in (5.1). By the assumption e j+1 = e 0 , the Newton polygon of ρ(z, y) with respect to w has a unique side of negative slope −ν 0 lying over [0, e], with one vertex at (e, 0), and a e0 = 0 is the coefficient of y e in ρ(z, y) as a polynomial in two variables. On the other hand, b e (x) is the coefficient of y e in ρ(x, y) = φ(y) when seen as a polynomial in y only. Suppose that v(a e0 ) = v(b e (x)). Note that a e0 is a term of b e (x); therefore, there must be a 0 < i ≤ s e such that v(a ei x rei ) = v(a ei ) + r ei ≤ v(a e0 ). In particular, the condition i > 0 implies that r ei = 0, and we obtain that
i.e., m ≥ ε|r|∞ 2C 2 , and we fall in the first alternative of the proposition. On the other hand, if v(a e0 ) = v(b e (x)), then (e, v(a e0 )) appears among the points whose convex hull is the Newton polygon of φ(y).
By convexity, we can estimate the slopes of φ(y) by joining the said point (e, v(a e0 )) with the other points, either on the left or on the right. Using the above inequality for v(b k (x)), we can immediately see that the slopes are at least −ν 0 + 2C 2 m on the left, and at most −2C 2 m on the right. If v(ξ) = −ν where ν is a slope of the latter form, combining the above estimate with P4-S1 we obtain that 2C 2 m ≥ v(ξ) ≥ ε|r| ∞ which implies m ≥ ε|r|∞ 2C 2 , and we are done. If this is not the case we must have v(ξ) ≥ ν 0 − 2C 2 m ≥ ν 0 − C 1 m, so that we conclude the case i = −1.
Let us assume that we have proven the conclusion up to i − 1 for some 0 ≤ i ≤ j; if we have obtained that m ≥ ε|r|∞ 2C1 , we are done, so we shall assume that we have proven the estimates on v(ξ ′ ) instead. Since i − 1 < j we have that deg(ψ i ) = e i , and therefore the inductive hypothesis implies that
which, together with the estimate on h(α i ) and k i ≥ k i−1 , easily implies that
This proves the third conclusion of the second alternative, and if deg(ψ i+1 ) = e i+1 we are done. In order to verify the fourth conclusion we shall now assume that deg(ψ i+1 ) = e i+1 .
We compare the Newton polygons of ρ i+1 (z, y) (with respect to z = 0) and of ρ i+1 (x, y) (with respect to x = 0). As we did for i = −1, we note that if b(z) is the coefficient of y f in ρ i+1 (z, y) as a polynomial in y, then b(x) is the coefficient of y f in ρ i+1 (x, y), and then
By the assumption deg(ψ i+1 ) = e i+1 = e, the Newton polygon of ρ i+1 (z, y) has a unique admissible side lying over [0, e] of slope −ν i+1 , with one vertex at (e, 0). The use of (S1) implies that a e0 is again the coefficient of y e in ρ i+1 (z, y) as a polynomial in two variables. If b(z) is the coefficient of y e in ρ i+1 (z, y) as a polynomial in y, then b(x) is the coefficient of y e in ρ i+1 (x, y) as a polynomial in y.
As before, if v(a e0 ) = v(b(x)) there must be a term βz µ y e in b(z) with β ∈ F * such that v(β) + µ ≤ v(a e0 ) with µ = 0. By Corollary 4.8, we have that h(β) ≤ 2C 0 |k| 1 m where k is a vector in N n of maximum 1-norm such that k · r ≤ µ. Then by comparison we have
since µ is of the form k ′ · r for some non-zero k ′ ∈ N n , then |k| 1 ≥ 1, and this implies again that m ≥ ε|r|∞ 2C1 , as desired. Therefore we may assume that v(a e0 ) = v (α). This implies that (e, v(a e0 )) is a vertex of the Newton polygon of ρ i+1 (x, y), and as before, each slope of ρ i+1 (x, y) is either at most
Again, as in the starting point of the induction, v(ξ ′ ) is −ν for one of such slopes. If the slope is at most −ν i+1 + C 1 k i m we get the desired estimate and we are done. Otherwise, if the slope is at least −C 1 k i m, we compare the estimate of v(ξ ′ ) with the inductive hypothesis:
This easily implies that m ≥ ε|r|∞ 2C1 since k i = 0, as desired.
Using (S2). Suppose that the above argument cannot be applied, either because v(ξ) is not large enough to satisfy P4-S1, or because for each choice of χ and w the expansion of χ is calculated immediately using (S2), already after the first term. In this case, we enlarge our hypotheses in a different way. We assume the following: and r 1 , . . . , r 4 are in {r ij }, then either k 1 r 1 + k 2 r 3 + k 3 r 3 + k 4 r 4 = 0 or |k 1 r 1 + k 2 r 2 + k 3 r 3 + k 4 r 4 | ≥ ε|r| ∞ . We immediately remark that for our purposes, we shall see that we can always rewrite our equation φ so that this condition is satisfied, at the cost of increasing C and ε. This cost shall be compensated by the fact that the number of times in which we are led to apply (S2) can be bounded, exactly as in Proposition 4.5. Note moreover that P4-S2 implies condition P3(a).
Proposition 5.3. In the present case, we have that
where
for some distinct r 1 , r 2 in {r ij } and some integer 1 ≤ e ≤ d;
Recall that since φ(ξ) = 0, the Newton polygon of φ(y) must contain a side whose slope is −v(ξ).
Take any 0 ≤ i ≤ d with s i ≥ 1 and two 0 ≤ j, k ≤ s i with j = k. Since r ij = r ik , condition P4-S2 implies that |r ij − r ik | ≥ ε|r| ∞ . Without loss of generality, we may assume that r ij < r ik , in which case we can immediately deduce that either m ≥ ε|r|∞ 2C 2 , in which case we are done, or we have that v(a ij x rij ) < v(a ik x r ik ). In particular, we deduce that for any 0 ≤ i ≤ d with s i ≥ 0, there is a j such that v(b i (x)) = w(b i (z)) + v(a ij ), and therefore |v(b i (x)) − w(b i (z))| ≤ C 2 m. In particular, there must be a side of the Newton polygon of ρ(z, y) (with respect to w), whose slope, denoted as −ν, is such that |ν − v(ξ)| ≤ 2C 2 m. For the sake of notation, say that the side connects the points (r 1 , f ) and (r 2 , f − e), for some 1 ≤ e ≤ f ≤ d. We then have that ν = r2−r1 e , and that r 1 , r 2 ∈ {r ij }. Now consider the polynomial ρ * (z, y) := β −1 z −µ ρ(z, z ν y), where µ is the least integer such that z µ appears in ρ(z, z ν y), and β is a coefficient of ρ such that v(β) is minimal. Note that with this choice we have ρ * (z, y) ∈ F [z, y] and the minimal v-valuation of the coefficients of ρ * (z, y) is exactly 0. Note moreover that µ = r 2 + νf , while |v(β)| ≤ C 2 m. We remark that each coefficient of ρ * (z, y) has v-valuation between 0 and 2C 2 m and height bounded by 2Cm. Let ξ * := ξ x ν , so that ρ * (x, ξ * ) = 0. By the above inequality on ν we have that |v(ξ * )| ≤ 2C 2 m. Let O ⊂ F be the valuation ring of v and let I 1 be the ideal of the elements
, and in particular ρ * (x, y) ∈ O[y]. Each term of ρ * (z, y) is of the form β −1 a ij z rij+νi−µ y i for some i, j. Recall that ν = r2−r3 e and µ = r 2 + νf . In particular, we note that
is either 0 or at least
by condition P4-S2, while |v(β −1 a ij )| = |v(a ij )− v(β)| ≤ 2C 2 m. As for the classical construction, we now define a polynomial ψ * out of ρ * of which the desired coefficient α should be a root. This is done again by simply specializing at z = 0. The result is the following:
where we note that for each i the sum rij +νi−µ=0 β −1 a ij has at most one element by condition P3(c). By the above estimates on the exponents of z in ρ * we have that
We now apply another change of variables in order to make ψ * monic in y. As usual, let γ be the leading coefficient of ψ * (y) and g be deg(ψ * ), and consider the polynomial ρ * * (z, y) :=
By the above comments, η and δ are in O, and η ≡ δ mod I 1 . On the other hand, we must have
On the other hand, suppose that i ≥ g. We have 
Finally, let ξ * * := γξ * . By the above estimate on v(ξ * ) we have that |v(ξ * * )| ≤ 4C 2 m. Now, assume that m < ε|r|∞ 2C 4 , otherwise we are done. In this case we have that I 2 is a proper ideal; in particular, all the coefficients of y i for i > g in ρ * * (x, y) have strictly positive valuation. In particular, the Newton polygon of ρ * * (x, y) has a vertex at (g, 0). By convexity, this implies that the sides on the right of (g, 0) have slope at least ε|r|∞ C −2C 3 m > 0, while the ones on the left have slope at most 0. Since v(ξ * * ) must be the opposite of a slope, either
In the former case, the above estimate on |v(ξ * * )| imply that m ≥ ε|r|∞ 6C 4 , and we are done. We assume to be in the latter case v(ξ * * ) ≥ 0, in other words, that ξ * * ∈ O. Since ψ * * (y) is monic, all its roots in F are in O, so that we may decompose it as a product of linear factors η (y − η) in O[y]. But since ξ * * ∈ O we note that
which implies that for at least one η we have v( 
Finally, we recall that ξ = x ν ξ * = αx ν + x ν (ξ * − α). We define ξ ′ := ξ * − α, and we conclude by observing that either m ≥ 4 . There are a χ ∈ F (z) and a valuation w on F (z)/F such that w(z) = 1 with the following property: if we expand χ with respect to w using the strategy (S), we have that χ = αz ν + o(z ν ) and ρ 1 (x, ξ ′ ) = 0. Moreover, there are C 2 = C 2 (C), ε 1 = ε 1 (C, ε) and an integer 1 ≤ N ≤ C such that, letting x N be an N -th root of x in F , we may write φ 1 (y) := ρ 1 (x, y) = ρ 1 (x N N , y) in such a way that satisfies conditions A1-A3 and P1-P3, while ξ ′ satisfies P4-S1, using C 2 in place of C, ε 1 in place of ε, and x N in place of x.
Proof. For the first conclusion, for any valuation w on F (z)/F with w(z) = 1, we simply note that −ν is a slope of the Newton polygon of ρ(z, y), and as in §4.1, there must be roots χ such that w(χ) = ν. Moreover, if we now want to expand χ, we find that ψ * (y) is exactly the polynomial of which the first coefficient of χ must be a root. In particular, we may find a χ satisfying the above properties. By the strategy (S), its polynomial ρ 1 (z, y) is calculated with (S2), and in particular
where µ is the least exponent of z appearing in ρ(z, αz ν +z ν y). Specializing at z = x we immediately obtain that ρ 1 (x, ξ ′ ) = 0. As to the second conclusion, we note that
Some of these terms may cancels out (indeed, they do by definition of α), but we see that the exponents of z are contained in the set {r ij + νi}. In particular, µ = r i ′ j ′ + νi ′ for some i ′ , j ′ , and each exponent of z in ρ 1 must be of the form
As in the previous proof, this equality combined with P4-S2 implies that each exponent is either 0 or at least ε|r|∞ C . Moreover, we note that each exponent is at most (2 + d)|r| ∞ ≤ (C + 2)|r| ∞ . Therefore, the minimal non-zero exponent is at least ε C(C+2) times the maximum exponent. Finally, we know that ν is of the form
In particular, if we define z N := z 1/N , and x N := x 1/N , we see that the exponents z N in ρ 1 (z N N , y) are all integer numbers. We now take ρ 1 (z N N , y) as a polynomial in the variables z N and y and we specialize its expression as a polynomial at z N = x N . We obtain an expression of the form
We replace F with F ′ := F (α), and we renormalise h and v so to have h(x N ) = v(x N ) = 1 (it is sufficient to multiply the previous functions by N ). We note that moreover we have that
If we look at ρ 1 (z N N , y) as a polynomial in y, its coefficients are polynomials in z N with at most C 2 terms. Moreover, there is a number
If we use C 2 in place of C, the same m, and the field F ′ in place of F , the above expression for φ 1 (y) satisfies the conditions A2-A3 and P1-P2.
Finally, let r ′ be the vector of the non-zero exponents of z N in ρ 1 (z N N , y). The previous estimate shows that each exponent of z N is either zero or at least
and using it in place of ε, we obtain condition P3(a). Moreover, condition P3(b) is satisfied by construction, and condition P3(c) is trivially satisfied.
In the case m = 0, the alternative concerning m disappears, and the value ε disappears from the conclusions. Since then ε can be chosen arbitrarily, we may drop the assumptions P3(a) and P4-S2, and P4-S1 becomes "v(ξ) > 0". It is easy to check that the above argument reduces to the construction of the classical Puiseux series of ξ using the strategy (S).
Successive minima.
The condition P4-S2 of the previous section is a rather strong assumption to make. In this subsection, we describe a general procedure that we shall use later to make sure, when appropriate, that P4-S2 is satisfied.
Suppose that we are given rational numbers 0 < m 1 ≤ · · · ≤ m q and a finite set of vectors H ⊂ Q q , for some q ≤ C (where C ≥ 1 is the one given in A1). For our purposes, we may assume that H contains the standard basis vectors e j and also that H = −H. Let us write m for the vector (m 1 , . . . , m q ).
We define the following sequence of "successive minima" of H: (a) q 1 is a vector of H such that q 1 · m is non-negative and minimal; (b) q i+1 is a vector of H such that q 1 , . . . , q i+1 are linearly independent and such that q i+1 ·m is non-negative and minimal (with such restrictions on q i+1 ). Note that the sequence is not uniquely defined, as several vectors could attain the minimal value at each step. Note also that this is different from the usual notion of successive minima on lattices, where one would require the norm of q i to attain a minimal rather than |q i · m|; in fact, we are not going to use any classical result in this direction.
By our assumption on H, the above procedure yields q vectors spanning the whole Q q . Let Q be the matrix whose rows are the vectors q i , in order, and let
Moreover, let H ′ be the set t (Q −1 )H; after this 'change of basis', we have that the vectors e i of the standard basis of Q q are themselves a sequence of successive minima of H ′ w.r.t. m ′ , as shown in the following proposition. Proof. Since H = −H, up to replacing q with −q, we may assume that q·m ′ ≥ 0 without changing the value of |q · m ′ |.
. . , q i−1 . But q j = t Qe j , and therefore q is in the Q-linear span of e 1 , . . . , e i−1 , as desired.
Let h Q be the logarithmic Weil height on Q; we extend it to (affine) vectors with rational entries using the following standard definition:
where the sum extends over all rational primes p.
Proposition 5.6. Let H be given as above, and suppose that max q∈H h Q (q) ≤ C. There exists a number C 3 = C 3 (C) such that for any choice of successive minima as above with corresponding matrix Q, all the non-zero entries of Q, all the non-zero entries of Q −1 and det(Q) have height at most C 3 , and moreover if m It is crucial that C 3 does not depend on m.
5.3.
Reparametrising equations. Suppose now that we are working under the same conditions A1-A3 and P1-P2 of §5.1 for some polynomial φ(y), but in place of P3 we assume the following (using 'R' for reparametrisation):
R1. we are given integers 0 < m 1 ≤ · · · ≤ m q , with q ≤ C; we let m := (m 1 , . . . , m q ); R2. we have that:
In other words, we are assuming that φ(y) can be written as
Note that f (x n1 , . . . , x n l , y) of Theorem 2.2 is in fact of this form. In the sequel, the exponent m q should be thought as 'large'. However, under these general assumptions the exponents q ij · m may be quite small when compared to m q , and therefore conditions P3 and P4-S2 of §5.1 may fail.
Using the successive minima procedure, we shall rewrite φ(y) in order to satisfy P3(a) and P4-S2. This may force us to change the notion of 'small' and also of 'large' (i.e., to replace m and ε) and to enlarge the constant C. We shall check later about P3(b) and P3(c), which may still fail after the reparametrisation.
LetH be the set
Note thatH contains the vectors of H whose inner product with m is not zero, and that H = −H.
We may then apply the above successive minima procedure to the setH. We obtain a matrix Q and we define, as before,
Recall that then 0 ≤ m
For the sake of notation, we also write m ′ 0 := 0. We remark that after the change of basis, the new setH ′ has the same form asH, namelỹ
With these new exponents, let p be the minimal integer such that m . Under this notation we define a
, so that we have the identity
Finally, we recall that det(Q)q ′′ ij ∈ Z q−p . Let Q := det(Q), and let x Q be a Q-th root of x in F . We can rewrite φ as
We claim that either m ′ p is comparable with m ′ q , or that the above expression of φ(y) satisfies the hypotheses A1-A3, P1-P3 and P4-S2 of §5.1, for some suitable new constants which depend only on C and ε.
From now on, let F * := F (x Q ), and let h * and v * be the renormalisations of h and v (recall that they are the height and the valuation at 
is linearly independent from e 1 , . . . , e p ; since it lies inH ′ , by construction we must have
Let us assume by contradiction that q ′′ ij · m ′′ < 0. By hypothesis, we know that
and in particular
contradicting the assumption. 
′′ , as desired. Finally, we note that if p = 0 then the new expression for φ(y) is exactly the same as before, except that we have rewritten the exponents q ij ·m as q ′ ij ·m ′ . Therefore, if the previous expression of φ(y) satisfies P3(b) and P3(c), the same is true for the new one.
5.4.
Diophantine approximation in function fields. Thanks to the previous results, we shall see how to apply them to (2.2) in order to expand the polynomial g(x) of Theorem 2.2 as a pseudoPuiseux series; in other words, we shall write g(x) as the sum of 'large' powers of x multiplied by 'small' algebraic functions of x, plus a sufficiently small error term.
If these small coefficients were actually constants of C, we could immediately deduce that g(x) is just the sum of the terms with degree at most deg(g) and discard the error term completely. The purpose of this section is to mimic this argument when the coefficients are not constant. As in [16] , the basis of the argument is the following approximation lemma.
As before, we start with a function field F/C. Recall that if F/C is a function field of one variable, then deg(·) is just the height function of F/C normalized so that deg(f ) = [F : C(f )] for any f ∈ F \ C. . Let F/C be a function field in one variable, of genus g, and let ϕ 1 , . . . , ϕ n ∈ F be linearly independent over C. Let S be a finite set of places of F containing all the poles of ϕ 1 , . . . , ϕ n and also all the zeros of ϕ 1 , . . . , ϕ r . Further, put σ = n i=1 ϕ i . Then
We specialize this statement to the following situation. We are now given a function field F/C with data as in A1-A3. We add two new assumptions (with 'D' for Diophantine approximation):
D1. we are given a non-zero r ∈ N n for some n ≤ C, and for each entry r of r we have r ≥ ε|r| ∞ (as in P3(a)); D2. the genus of F/C(x) is at most Cm. Under these assumptions, we suppose that we have managed to expand a certain polynomial P (x) as a pseudo-Puiseux series. We assume that
where:
is non-zero and its degree (as a polynomial) is at most C 2 r s ; D4. H is a finite subset of N n ; D5. α k are elements of F , and
Recall that with the current conventions we have deg(f ) = [F :
Proof. The special case m = 0 is rather clear and it does not need Diophantine considerations beyond the notion of degree. Indeed, the coefficients α k are constant, and we can verify
a k x k·r since their difference ξ has valuation greater than their degree as polynomials.
Since |k| 1 · ε|r| ∞ ≤ k · r ≤ deg(P ) ≤ C|r| ∞ , it suffices to take the elements with |k| 1 ≤ C/ε to obtain the conclusion.
Otherwise, assume m > 0. We want to show that the same argument essentially applies. If m > ε 2C 2 |r| ∞ we are done, so we may assume that m ≤
In particular, we can write
where σ ∈ F is such that v(σ) ≥ 2C 2 + ε 2 |r| ∞ , and the terms in the sum satisfy |k| 1 ≤ L. In particular, the number of terms in the sum is at most (L + 1) n /n!. Since P (x) = 0 we also notice that v(P (x)) ≤ C 2 |r| ∞ , and therefore that the above sum is non-empty. Let us enumerate the terms of the sums on the right hand side as t i for i = 1, . . . , s, so that p = t 1 + · · · + t s + σ. Up to replacing some of the t i 's with C-linear combinations of the others, we may directly assume that they are C-linearly independent; we must still have 1 ≤ s ≤ (L + 1) n /n!. We now apply Lemma 5.10 with the following data. Let r := s, ϕ i := t i for 1 ≤ i ≤ s, ϕ s+1 := −P (x), so that σ of 5.10 is exactly the same σ we have just defined. We let S be the set containing
• the places of F over x = ∞ (the poles of P (x) and x k·r ), • the places of F over x = 0 (the zeroes of x k·r ), • the zeroes and poles of the α k 's for |k| 1 ≤ L.
It is now easy to verify that:
|r| ∞ for any v ∈ S above x = 0; note that there is at least one such v;
We now plug the estimates into (5.2). One possibility is that the functions ϕ i are C-linearly dependent, and since ϕ 1 , . . . , ϕ s are C-linearly independent, this would imply that ϕ s+1 = P (x) is dependent on ϕ 1 , . . . , ϕ s , and therefore on the terms with |k| 1 ≤ L. If this is not the case, then we must have
The above inequality shows that m ≥ ε 3 |r| ∞ for a suitable ε 3 = ε 3 (C, ε) > 0, as desired.
5.5.
The case of C-linear dependence. The conclusion of Lemma 5.11 yields two possible outcomes: either m ≥ ε 3 |r| ∞ , or P (x) is C-linearly dependent on some of the terms α k x k·r , which are algebraic functions of x.
In this section, we prove some other algebraic lemmas that reduce the mentioned linear dependence between algebraic functions to a linear dependence among polynomials. In the final proof, this reduction shall lead either to the conclusion of Proposition 2.5, or to a reduction to a previous inductive hypothesis.
Again, we are working under the assumptions A1-A3. However, we assume that the field F is obtained in a rather special way.
Suppose that we are given (with 'L' for linear dependence):
L1. two integers p ≥ 1 and 1 ≤ s ≤ C; L2. monic polynomials p j (z) ∈ C(t 1 , . . . , t p )[z] for j = 0, . . . , s, such that their degree as a polynomial in z is at most C and their coefficients have degree at most C as rational functions in t 1 , . . . , t p ;
L3. for each j, a root a j of p j in a given algebraic closure of C(t 1 , . . . , t p ).
13
Let F t be the (finite) extension generated by the a j 's over C(t 1 , . . . , t p ).
Here, the number p, is to be considered as an integer < l; since our goal is to prove Proposition 2.5 by induction on l, we are allowed to use the hypothesis that 2.5 is true for p.
Lemma 5.12. Let q(z) ∈ C(t 1 , . . . , t p ) [z] be a monic polynomial of degree at most e and whose coefficients have degree at most e in each variable. Then the coefficients of its monic irreducible factors have degree at most e 3+e in each variable.
Proof. We just look at each variable separately, and multiply by a common denominator to reduce to the polynomial case where the result is clear.
Let now b := s j=1 c j a j be a suitable C-linear combination of the a j 's chosen so that b is a primitive element of F t over C(t 1 , . . . , t p ).
Lemma 5.13. There is a number C 5 = C 5 (C) and an irreducible monic polynomial p * (z) ∈ C(t 1 , . . . , t p )[z] of degree at most C 5 , and whose coefficients have degree at most C 5 in each variable, such that p
Proof. It is sufficient to take p * (z) a suitable irreducible factor of
where the product runs over all the tuples (α 0 , . . . , α s ) such that α j is a root of p j (z). The degree of p * is at most C C and its coefficients lie in C(t 1 , . . . , t p ). As before, with respect to each variable, each root of p * has height bounded by C 3 , so that each coefficient of p * has height bounded by
Let e := [F t : C(t 1 , . . . , t p )]. Since b is a primitive element of F t , we can find (uniquely) some rational functions q ij ∈ C(t 1 , . . . , t p ) such that
Lemma 5.14. There is a number C 6 = C 6 (C) such that the coefficients of p * and the q ij 's have degree at most C 6 in each variable.
Proof. The previous results already imply the existence of such a bound for p * , so we only need to control the q ij 's.
Let b k , for k = 0, . . . , e − 1, be an enumeration of all the conjugates of b in C(t 1 , . . . , t p ). If σ k is an embedding of F t → C(t 1 , . . . , t p ), we have
Now, the matrix (b i k ) i,k is invertible, and this easily implies the existence of the desired bound. 13 Here the a j 's are algebraic functions of p variables; they will be later specialized to become algebraic functions in a single variable.
Suppose that, in addition to the previous data, we are further given the following data: L4. natural numbers 0 < m 1 ≤ · · · ≤ m p ; L5. a valuation ring O ⊂ F t containing C[t 1 , . . . , t p ], the coefficients of the polynomials p j and the roots a j ; L6. a specialization π : O → C(x) over C such that π(t i ) = x mi ; for simplicity, we writẽ y := π(y) when y ∈ O; L7. we assume that F is generated by theã j over C(x). Note that b ∈ O, so that π(b) is defined and in F . Moreover, we can try to specialize the above representations of the a j 's as polynomials in b, in order to obtain that π(b) is a primitive element of F/C(x); however, it may happen that q ij / ∈ O. It turns out that this happens only when the exponents m 1 , . . . , m p satisfy a bounded Z-linear relation. For our purposes, this shows that the case q ij ∈ O is harmless, as we could then use Lemma 2.9 to reduce the number of exponents and obtain the theorem by induction on l. 
there is a polynomial r ∈ C[t 1 , . . . , t p ] appearing as the denominator of a coefficient of p * or of q ij such that π(r) = 0. By construction, the degree of r in each variable is at most C 6 . This implies that at least two monomials with different degrees must specialize to the same power of x so that they can cancel out; in other words, there are two different monomials in r ij
is not null, and for all i we have |j i − j ′ i | ≤ 2C 6 , proving the sought conclusion.
Proposition 5.16 (Good specialisation). Suppose that Proposition 2.5 holds for l = p, and that
for any integers k i , not all zero, with |k i | ≤ 2C 6 . Then there is a number N 1 = N 1 (C, p) such that if g(x) ∈ C(x) is C-linearly dependent on the set {π(a j )}, then g(x) is the ratio of two polynomials with at most N 1 non-zero terms.
Proof. By the assumption of "bounded" independence of the exponents m 1 , . . . , m p , we may assume that π is defined on all the q ij 's, so that the following identity must hold in K:
After the specialization, the powersb i may not be C(x)-linearly independent; in fact we only know that e ′ := [F : C(x)] ≤ e. However, we know thatb is a root ofp * , which is a polynomial whose coefficients are rational functions in x m1 , . . . , x mp of degree at most C 5 in each variable. By the hypothesis that Proposition 2.5 holds for l = p, and therefore that Theorem 2.3 holds as well, we know that each irreducible factor ofp * over C(x) has coefficients that can be written as rational functions in x r1 , . . . , x rq of degree 1 in each variable with q ≤ B 5 (C 5 , p), where r 1 , . . . , r q are some natural numbers.
Therefore, we may usep * to explicitly rewrite the powersb i , with i ≥ e ′ , in terms of 1, . . . ,b e ′ −1 , so that we may writeã
where now the coefficients q ′ ij are rational functions in x r1 , . . . , x rq whose degree in each variable is bounded by some number depending on C and p only.
To conclude, it is sufficient to expand the C-linear relation as
where the last equality follows from the fact that 1, . . . ,b
Since s ≤ C, this clearly implies that g(x) may be written as the ratio of two polynomials with at most N 1 non-zero terms for some
The last statement of this section concerns the genus of the field F ; indeed, in order to apply Lemma 5.11, we need a bound of the shape O(m p ). We now show that this indeed holds unless we are witnessing another "bounded" linear relation among the exponents (of the same type of the one appearing in Proposition 5.15).
Proposition 5.17. There is a number C 7 = C 7 (C, p) such that h(π(a j )) ≤ C 7 m p , and either the genus of F over C(x) is ≤ C 7 m p or there are integers k 1 , . . . , k p , not all zero, such that
Proof. The first inequality is trivial, as each a j is a root of a polynomial of degree at most C whose coefficients have degree at most C in each variable, which easily implies that h(
To control the genus, let G 1 , G 2 be two polynomials in C(t 1 , . . . , t p )[z] such that
By classical consideration, we may find such G 1 and G 2 with degree in each variable bounded by a constant only depending on C. As in the previous proofs, either G 1 or G 2 are in O, or there is a linear relation
If this is not the case, thenG
Therefore, the ramified points of F/C(x) must be poles ofG 1 or ofG 2 , which implies that their number is a multiple of m p by some number bounded in terms of C and p. Moreover, each ramified point has ramification index at most C. By the Hurwitz genus formula this implies that 2g − 2 ≤ C 6. An inductive argument. We are now ready to prove Proposition 2.5. Using the strategy of §5.2, combined with §5.1, we shall expand g(x) as a pseudo-Puiseux series in x. We then work by double induction on two parameters of this expansion in order to prove that either we reach the conclusion of Proposition 2.5 right away, or we can reduce to a simpler inductive hypothesis.
This time, our starting data is a further refinement of the various previous assumptions. We work again under the assumptions and notation of A1-A3. We are given l exponents (with 'I' for induction)
where 0 ≤ p < l, and m p+1 ≥ εm l , m = m p ; we let m := (m p+1 , . . . , m l ). The numbers m 1 , . . . , m l shall be some bounded Q-linear combinations of the exponents n 1 , . . . , n l . Here m p+1 , . . . , m l should be thought as the large exponents, and they take the place of m 1 , . . . , m q in R1; by I1, they satisfy D1. The numbers m 1 , . . . , m p are the small exponents which take the place of the ones in L4; their number p, when p > 0, has the same meaning as the p of L1.
Let us assume that we have produced some pseudo-Puiseux expansion of some polynomial P (x) with error term ξ. In the final proof, P (x) shall be g(x Q ) for some integer Q > 0. More precisely, for values of a ij , k i , q ij and m to be described later, we assume that
where the error term ξ must satisfy φ(ξ) = 0 for a suitable φ(y):
Note that the expansion (5.3) does not include the nested parentheses as given by the construction in §5.1; although during the proof we do write a pseudo-Puiseux expansion with nested parentheses, we may drop them for simplicity.
We shall build the above expansion inductively, and we claim that the following conditions are satisfied:
I2. s, s i , d ≤ C, as in P2 and L1; I3. the coefficients α i and a ij are in F * and they satisfy P2; I4. if p > 0, the coefficients α i and a ij can be presented as specializations at t i = x mi of algebraic functions satisfying L1-L7; in particular, F is generated by them over C(x); I5. the field F satisfies D2, i.e., its genus as a function field over C(x) is at most Cm; I6. the polynomial P (x) satisfies D3, i.e., its degree is at most C 2 m l ; I7. the vectors k i and q ij are in Z l−p , they satisfies R2(a), the q ij 's also satisfy R2(b), and r ij = q ij · m; as in P1, we let r be the vectors of the r ij that are not zero; I8. v(ξ) > εm l ; I9. there is an i such that q ij · m = 0, and in particular φ(y) satisfy P3(b); we let e ≤ d be the minimum integer such that this happens (i.e. r ej = 0). We remark that the representation of φ(y) satisfies P1, P2, P3(b), D4, D5 and also R2 when using m p+1 , . . . , m l of I1 as a replacement for m 1 , . . . , m q of R1. Moreover, I8 easily implies P4-S1 up to reducing the number ε by a factor that depends on C only.
In particular, we note that already a good part of the results of the previous sections can be applied to the above expansion in order to gain extra information. The conditions that are missing are P3(a), P3(c), P4-S2 about the polynomial φ(y), and D6 about the expansion (5.3).
Our aim is to further expand g(x) by working on ξ. In order to do this, we wish to reparametrise φ(y) in order to obtain the missing conditions P3(a), P3(c) and P4-S2, and then to expand ξ until we have D6. This procedure may or may not be successful; in either case, we shall see that all the possible outcomes eventually lead to the conclusion of the main theorem.
The core of our proof is the following consideration: at any step of our expansion, we can either reach the conclusion of Proposition 2.5, find a bounded relation between the exponents, or discover that one of the small exponents is actually large. We prove this by induction on (l − p) and on e.
Proposition 5.18. If Proposition 2.5 holds for all l ′ < l, there are numbers N 2 = N 2 (C, l, p, e, ε), C 8 = C 8 (C, p, ε) and ε 4 = ε 4 (C, l, p, e, ε) such that at least one of the following holds:
(C1) P (x) is the ratio of two polynomials with at most N 2 terms; (C2) there are integers with |k i | ≤ C 8 not all zero such that
Remark 5.19. Note that conclusion (C3) is impossible if p = 0, since then m 0 = 0, and therefore one of (C1) or (C2) must hold in that case.
Proof. As anticipated, we prove the statement by double induction. Our main induction is on the number of large exponents l − p, starting with l − p = 1, and the secondary induction is on the number e of condition I9, namely the x-coordinate of the first vertex of the Newton polygon of φ(y) lying on the horizontal axis.
Before going further, we wish to recall the conclusion of Lemma 2.8: if P (x) is the ratio of two polynomials in x Q with at most N 2 terms, where x Q is a Q-th root of x, then P (x) is the ratio of two polynomials in x with at most N 2 terms. Therefore, every time we reach conclusion (C2) for the polynomial P (x this is always the case if l − p = 1, which is the base case of our main induction. As in the case "p = 0" of Corollary 5.9, this means that the exponents r ij do not change, and therefore that all of P3(b), P3(c) and I9 are still satisfied; moreover, by construction we now have P3(a) and P4-S2 as well.
We now proceed with the induction on e. Thanks to the reparametrisation, we can apply §5.1 to expand ξ. We distinguish two cases, depending on whether we should use (S1) or (S2) (as explained in §5.1).
First of all, suppose that we need to apply (S2). Note that in this case we must have e > 1, otherwise the strategy (S) would prescribe the use of (S1). By Proposition 5.3, we may take a oneterm expansion of ξ as a pseudo-Puiseux series of the form ξ = αx ν + x ν ξ ′ . If we let F ′ := F (α), it is easy to see that adding the new coefficient α we still have I4; by Proposition 5.17, either we reach conclusion (C2), or we may assume that I5 is satisfied as well.
Using Corollary 5.4, we see that either we reach (C3), or the new error term ξ ′ is the root of some φ 1 (y) which satisfying all of the conditions I1-I8. By condition I8, either we reach conclusion (C3), or the resulting exponent ν is strictly positive; therefore, by Proposition 4.5, we have that I9 is satisfied with some e ′ strictly smaller than e. Since the number of large exponents has not changed, but e ′ is smaller, we have reduced to a previous inductive hypothesis, and we are done. Suppose instead that the expansion is done using (S1). Using the notation of §5.1, we let j max be the maximum j to which Proposition 5.2 may be applied, with j max = ∞ if the proposition may be applied to all integers j. Note that if e = 1, which is the base case of our secondary induction, then necessarily j max = ∞.
We apply Proposition 5.2 to some j ∈ N with j ≤ j max . We may assume that we obtain an expansion of ξ, otherwise we reach conclusion (C3). We distinguish two further cases.
It is easy to verify that either we reach (C3), or there is a j min , depending only on C, l and ε, such that
is automatically satisfied for any j ≥ j min for which is possible to write the expansion (indeed, it is sufficient to note that v(ξ ′ ) ≥ ν j − C 1 k j m ≥ k j (ε · |r| ∞ − C 1 m) and that k j can be bounded from below by a function that grows to infinity with j in a way that depends on l only). Now, assume first that there is at least one j such that v(ξ ′ ) is large as above. We have now extended (5.3) with new terms that satisfy D4, D5 and D6. By Lemma 5.11, we either reach conclusion (C3), or we get a C-linear dependence between P (x) and the terms of the new expansion of P (x). By the results of §5.5, we either reach conclusion (C1) or conclusion (C2), and we are done. Note that in particular this proves the base case e = 1.
In the second case, we assume that there is no j making v(ξ ′ ) large enough. By the above comment we therefore have j max < j min . We now simply expand up to j max , which is bounded in terms of C, l and ε, so that we obtain a new expansion of P (x) that automatically satisfies conditions I1-I9 with a new value of C, and we reapply this proposition. Since by assumption we cannot apply (S1) anymore, the argument must necessarily fall in one of the other cases, and we are done.
Using the above proposition, we can finally prove Proposition 2.5 by induction on l.
Proof of Proposition 2.5. First of all, suppose that l = 1. In this case, we have that f (x n1 , g(x)) = 0. In particular, we may expand g(x) as a Puiseux series in x n1 . If e is the least common denominator of the exponents of this series, and if we let x e be an e-th root of x, we obtain that
where the ν i 's are positive integers. This implies that the sum on the right is actually a polynomial, and since the degree of g(x) (in the variable x) is bounded by dn 1 , we can only have terms with ν i ≤ de ≤ d 2 . Therefore, g(x) is a polynomial in x e with at most d 2 + 1 terms; since the only powers of x e that can appear must be divisible by e, g(x) is a polynomial in x with at most d 2 + 1 terms. Now, suppose that l > 1 and that we have already proven the conclusion for l − 1. We note that φ(y) := f (x n1 , . . . , x n l , y) is already written in a way that satisfies I2-I7 using C(d, l) := (d + 1) l , n 1 , . . . , n l as m 1 , . . . , m l (possibly after reordering), p = 0, g(x) = ξ, and F = C(x), and moreover it satisfies I9 since it is monic in y.
We let ε := 1 and we reparametrise φ(y) using §5.2 as in the proof of Proposition 5.18. In this way, we manage to rewrite φ(y) in a way that satisfies I1 as well and P4-S2. After the reparametrisation, some of the exponents may turn out to be small.
If I8 is not satisfied, we take a one-term expansion of g(x) using Proposition 5.3. By Corollary 5.4, either we prove that one of the small exponents is large for a suitable new value of ε, or we obtain an expansion that satisfies again I1-I7 and I9, and now I8 as well. In the former case, we repeat the argument with the new value of ε, and after some iteration, we may eventually assume that I8 is satisfied.
Once we have I8, we simply apply Proposition 5.18, and we either reach the desired conclusion from (C1), reduce to l − 1 using Lemma 2.9 on (C2), or deduce that one of the small exponents is large for a new value of ε as in (C3). In the first two cases we are done by induction on l. In the remaining case, we repeat the argument with the new ε; since we have at most l − 1 small exponents to start with, we eventually reach the desired conclusion, and we are done.
Note that in particular we have proved Theorem 2.2 and Theorem 2.3 thanks to the various equivalences proved in Section 2.
5.7. Proof of Theorem 1.2. The proof of 1.2 now follows the same argument found in [16] applied starting from Theorem 2.2.
Proof of Theorem 1.2. By Theorem 2.2, a rational function g(x) ∈ C(x) such that f (x n1 , . . . , x n l , g(x)) = 0 can always be written as the ratio of two polynomials, say g 1 (x) and g 2 (x), with at most B 4 terms. As in [16] , we may exploit this information to show that we may explicitly parametrise all such polynomials g 1 , g 2 . Indeed, for r = 1, 2, if g r (x) = We now expand all the involved products to get monomials of the shape γx µ , where γ is a monomial in the coefficients a ik and b rk , and µ is a positive Z-linear combination of the exponents n rk and n i . In order to satisfy (5.5), we can recognize two types of conditions.
(I) The first type concerns the exponents µ of x. We can partition the monomials γx µ by grouping the ones with the same µ. For each set of the partition, the corresponding expressions of µ must have the samue value, producing several vanishing homogeneous linear forms with integer coefficients in the n i , n rk . Note that the coefficients of such linear forms are bounded in terms of d only. Moreover, since the number of possible partitions is bounded in terms of d and l, there is a bound on the number of resulting linear equations.
(II) For a fixed partition of the monomials γx µ with the same µ as in (I), the sum of their coefficients must be zero. This yields an affine algebraic variety defined whose coordinates correspond to the coefficients b rk .
Each solution g 1 (x), g 2 (x) of (5.5) yields a solution to a linear equation as in (I) and a point on the corresponding algebraic variety given in (II). Vice versa, each solution to a linear equation as in (I) and a point on the corresponding algebraic variety in (II) yield two polynomials g 1 (x), g 2 (x) satisfying (5.5).
Suppose now that we fix a set of linear equations as in (I), given by a partition of the exponents, and a point in the algebraic variety found in (II), but we let the exponents n rk vary among all the possible solutions. Since the (vector) solutions of such a system of linear equations span a subgroup of Z 2B4 , we may in fact find a Z-basis, say with s ≤ 2B 4 elements, whose entries are bounded only in terms of d and l; we may then write each solution as linear combinations of these basis vectors, with integer coefficients u 1 , . . . , u s . After this substitution, we may rewrite the resulting polynomials g 1 and g 2 as g r (x) =g r (x u1 , . . . , x us ), r = 1, 2 and f as f (x n1 , . . . , x n l , y) =f (x u1 , . . . , x us , y), 
