This paper proposes a new hybrid optimization method for the phase-frequency characteristics of the double input power system stabilizer (PSS) based on the improved active set algorithm. This method takes the effect of the filtering section optimization on the parameter improvement into account, and the optimized model focuses on the minimum residual sum of squares between the actual and the target phase-frequency characteristics. The result shows that the improved parameters obtained from the proposed method provide much better phase-frequency characteristics than the widely used engineering parameters. The comparison between the proposed method and the typical commercial software indicates the universal superiority of the proposed method. And the studies on the impact of considering the filter section optimization on the phase-frequency improvement show that taking the filter section optimization into account will be beneficial for the phase-frequency improvement, though in application to the PSS2A model and the PSS2B model there are some differences. The achievements obtained in this paper provide a significant reference for the practical PSS parameter modification and improvement.
Introduction
With the fast development of the ultrahigh voltage grid, the high-capacity power transmission among different districts becomes more and more popular, resulting in the significant change of the low-frequency oscillation mode of the regional power grids [1, 2] . Generally, two kinds of low-frequency oscillation modes at the range of 0.1 Hz-2 Hz, that is, the partial mode and the regional mode, will be caused due to the low damping [3] .
In recent years, the enlargement of the power grid has gradually reduced the natural frequency of the system and meanwhile caused the low-frequency oscillation accident to be more serious [4] . Correspondingly, most of the generators whose capacities are more than 300 MW in China have installed a PSS. However, many parameters need to be modified accordingly to make PSS perform more efficiently and robustly. How to optimize the PSS parameters is the significant problem to provide the system with the best damping and the partial and regional grids with the better reliability and strength.
In the multigenerator system, there are generally two kinds of PSS parameter design methods [5] . The first kind is to calculate the PSS parameters according to the predefined indexes such as the damping ration and the pole locations, specifically aiming at a certain performing condition. This kind of method is advantaged in the strict theory and the accurate calculation, while actually it is weak in the robustness and the convergence [6] . The other kind is to make the PSS parameters satisfy the wide variety of the performing conditions. This kind of method, which is generally based on the phase compensation and focuses on the robustness, has been widely used [7] . By far, most of the practical PSS types are of PSS2A and PSS2B, for which scholars have developed different methods [5] [6] [7] [8] [9] [10] [11] [12] [13] to improve their properties. Typically, for the phase-frequency characteristics compensation, researchers have proposed various optimization studies [5, 6, 8, 9] and have founded a fine basis for the practical application.
However, most of the proposed work only focused on the phase shifters, while the practicability has not yet been well verified. Although scholars have also developed a new improved PSS model with the double-signal input to optimize the low-frequency and high-frequency features [7, 10] , the new model is still in the theory demonstration period and relatively lacks implement basis. To make an improvement, researchers presented parameter optimization methods for PSS4B and have verified the effectiveness by simulations and experiments [11] [12] [13] . However, since PSS4B is based on a parallel connected mode and is much more complex [7, 13] , it has not yet been widely used in the practical engineering. This paper proposes a new hybrid optimization method for the phase-frequency characteristic improvement based on Active Set Algorithm and Chaos Algorithm. This method not only improves the phase shifters, but also optimizes the DC blockers. The application effect comparison between the proposed method and the commonly used commercial software both for PSS2A and for PSS2B verifies the effectiveness and the advantages of the method.
Engineering Phase-Frequency Characteristic
Improvement of Double Input PSS
Double Input PSS.
Due to the suppression effect on the inverse reactive adjustment based on the compound of the power input branch and the rotating speed input branch [5] , the double input PSS, especially the PSS2A type, has been widely used in the power systems. Typically, the PSS2B model is illustrated in Figure 1 , where the rotating-speed DC blocker and the power DC blocker are used to filter the DC components, the filter section is used to filter the noises and the torsional oscillation signals in the frequency-deviation series, and the phase shifter is used to modify the frequency characteristics. When 5 equals 6 , the third phase shifter will be invalid. In this case, the PSS2B model is equivalent to the PSS2A model which has only two phase shifters.
Currently, the technique standard [14] primarily considers the phase-frequency characteristic improvement, while ignoring the amplitude-frequency characteristic optimization. It is mainly because the amplitude-frequency characteristic will be affected little by the parameter variation but mostly influenced by the model structures (the practical PSS has a certain model structure) [7, 10] . Limited by the unit security request and the calculation complexity constraint, no matter in the theory study [11, 12] or the practical application [5, 6, 8, 15] , most optimization methods primarily focus on the parameter improvement of the phase shifters, while specific attention has been rarely paid to the DC blockers.
Objectively, both the system oscillation and the active mechanical torsion adjustment will cause power variations to the generator. And the power variation will further make the PSS modify the reactive power output of the generator through the exciting system. However, the reactive power modification caused by the active mechanical torsion adjustment, which is usually called reactive power inversemodification problem, will be harmful to the generator. To solve this very problem, the composite additive signal of the rotating speed and the power, namely, Δ , is employed as the input of the torsional filter link. Its basic scheme is to make the additive signal Δ indicated in Figure 1 near zero, so that the reactive power inverse-modification effect can be mostly restrained. Therefore, theoretically, the parameter modification of the filter section will not affect the damping effect of the whole PSS [16] . This means the filter section can be ignored during the analysis on the key transfer function of the system. Only taking the power input branch into account, the transfer function of PSS can be written as
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Setting 5 equivalent to 6 , the phase-frequency characteristic formula of the PSS2A model can be obtained:
When the DC blockers are not taken into optimization, the parameters 3 and 7 in (2) and (3) will be usually set as constants.
Phase-Frequency Characteristic Improvement in Engi-
neering. The phase-frequency improvement is usually performed based on the operators' practical experiences and the commercial software. For instance, the practical engineering method is to use engineers' professional experiences to set the PSS parameters in the commercial software firstly and then verify the parameters according to the technical standards required in [14] .
Taking 1# generator unit in Dingzhou power plant, Hebei Province, China, as an example, the detailed parameters are shown in Table 1 [15] . It can be found from Table 1 that the third-phase shifter is ignored and the model is actually a PSS2A type. The phase-frequency characteristic curves with compensation and without compensation, respectively, are indicated in Figure 2 .
PSS Phase-Frequency Optimization Based
on Improved Active Set Algorithm
Optimization Target and Restraint.
The relation between the input signal and the phase compensation is indicated in Figure 3 , where adv and lag are the lower and the upper thresholds of , respectively. The phase compensation is to make the angle between the damper torque and the rotating difference Δ zero by modifying the PSS parameters. The ideal phase characteristic is to be consistent with Δ . This means the purpose of phase-frequency optimization is to set the phase angle at each frequency point to be −90 ∘ via properly modifying the PSS parameters. Commonly, the minimum residual sum of squares between the actual and the target phase-frequency curves is taken as the optimization objective which can be expressed as
where is the number of the sampling frequency points from 0 to 2 Hz. In engineering, there are usually 20 frequency points, with the intervals of 0.1 Hz. ( ) stands for the compensation phase angle produced by PSS at , which depends on the detailed PSS parameters and can be written as (3) for the PSS2A model, while 0 ( ) stands for the delayed phase angle of the generator set without compensation at . Technically, to test 0 ( ), the periodic frequency-modification signal which includes the sine waves from 0 to 2 Hz is set as the input of the automatic voltage regulator (instead of the PSS signal). Then the magnitude of the input signal will be amplified until the output voltage of the generator has a slight fluctuation. Finally, the phase angle between the input signal and the output voltage of the generator is detected. This angle is the delayed angle of the generator. More details can be found in the Chinese national standard; see [14] .
According to [17] , only the phase shifter is taken as the optimization object, and the parameters of 3 and 7 are set as Table 1 , while the parameters of 1 ∼ 4 are set within the range of [0.01, 1].
Improved Active Set
Algorithm. The solution of the nonlinear parametric optimization problem should consider both the efficiency and the initial values. Unreasonable initial values often lead to the local poles and the loss of the global optimal solution. Since the chaotic system has the characteristics of randomness and ergodic regularity, it can travel more evenly in the range of the variables without a repetition. In addition, it can effectively avoid the local optimal values of the calculated parameters. However, chaos algorithm will be unsatisfactory when the search space is large [18] . The Active Set Algorithm, which is an effective tool to solve the boundary restricted problems [19, 20] , is combined with the chaos algorithm in this paper to solve the boundary optimization problem shown in min ( )
Initial Value Calculation Based on Chaos Algorithm.
Typically, the classical logistic map which indicates the onedimensional chaotic system can be written as
where the control parameter = 4, 0 ≤ ≤ 1, and = 0, 1, 2, 3, . . ..
Obviously, the system indicated in (6) is in the state of chaos and sensitive to the initial values. By giving initial values, the system can be assigned with subtle different chaotic variables. Introducing the chaotic variables into the optimization, the chaotic motion range will be expanded to the scope of the optimized variable ranges. The specific steps are as follows.
Step 1. Respectively, assign subtle different initial values to , and obtain different chaotic variables , +1 .
Step 2. The ranges of chaotic variables are, respectively, mapped to the optimized variable ranges by
where and are the constant mobile coefficients and the amplification coefficients, respectively.
Step 3. Calculate ( , +1 ) based on the iteration search of the chaotic variables and meanwhile make a record for both the parameters and ( , +1 ). Step 4. If the optimal performance indicators remain constant after several iterations as Step 3, then set the values as the initial solutions.
Solutions by Active Set Algorithm.
In the boundary restricted problem shown in (5), ( ) is a real-number function, ∈ is the -order real value vector, and and are the boundary vectors, respectively. Since the upper and the lower boundaries of the parameters are also the restraint conditions of (5), this equation is a boundary restricted optimization problem. The active set at the point * is defined as
where ( * ) = { : * = } and ( * ) = { : * = }. Assuming that (5) is the active set of the optimized answers, the problem can be transferred to an equality constraint optimization question, so that the solving difficulty is greatly reduced. However, since the optimal solving result * is unknown, the active set ( * ) is also unknown and requires an estimation performance.
The key thought of the active set algorithm is to begin with the initial value 0 and keep generating an estimated active set ( ) for each iteration until obtaining an optimized solving result. Therefore, the key point to solve the problem is to select a proper active set strategy [21] . In this paper, we employ the approximate active set strategy proposed by Ni and Yuan [22] to solve the problem. The approximate active set and the inactive set can be written as 
where 0 < < min [( − )/3]. During the calculation, the algorithm divides the search directions into three ones, that is, the quasi-Newton direction in the subspace expanded with the invalid parameters, the gradient direction, and the modified gradient direction in the subspace expanded with the valid parameters. The invalid parameters are updated by the limited internal storage quasi-Newton method, while the valid parameters are updated by the projection gradient method.
Optimization Result and Discussion of Two Phase Shifters.
Taking the modified parameters shown in Table 1 as the initial values of PSS, the optimized results for the phasefrequency characteristics indicated in (4) based on the Active Set Algorithm mentioned in Section 3.2 are shown in Table 2 . And the phase-frequency characteristic curves of PSS after optimization of the two phase shifters are indicated in Figure 4 .
As indicated in Figure 4 , it is obvious that the phasefrequency characteristic curve optimized with two phase Table 4 : Robustness verification under different disturbance degrees.
Step ∘ . Taking the least squares calculation value between the phase-frequency characteristic curve and the target curve as the evaluation index (the smaller, the better), the index value after optimization is 1433, which is reduced by 32.5% compared to the index value of 2122 before optimization.
Simulating Verification of Optimized Result.
To further verify the practical effect, the actual offline data is employed for the simulating calculation. The result is obtained through the Prony analysis method by means of loading a step excitation and a transient fault disturbance. Keeping the gain coefficient 1 (see Figure 1 ) stable in different cases, the responses are illustrated in Figure 5 , and the key information about the oscillation mode is shown in Table 3 .
It is suggested from Figure 5 that, by loading the same disturbance, PSS has an obvious inhibiting effect on the power oscillation. Without PSS, it needs more than 5 cycles to quiet down the oscillation, while with PSS it needs only 3 oscillation cycles. Employing the PSS of which the two phase shifters are optimized by the proposed method in this paper, it only needs two cycles to remove the oscillation. Moreover, the oscillation magnitudes are apparently smaller. As indicated in Table 3 , the damping ratio after optimization is 0.2665, which is increased by 23% compared to the practical engineering method. In addition to the effectiveness of the optimization method, the robustness is also a key point. To verify the robustness of the proposed method, a comparison between the proposed method and the commercial software (PSS Parameter Calculation Program developed by China Electric Power Research Institute) is taken. The step amplitude variation percentage of the exciting voltage is used as a disturbance, and the damping ratios obtained from the commercial software and the proposed method are indicated in Table 4 . It is shown that the proposed method has a better damping ratio, suggesting the better robustness of the proposed method.
Effect Comparisons with Commercial Software
Employing the commercial software PSS Parameter Calculation Program which is widely used in China and the proposed method in this paper, respectively, to calculate the optimization parameters of 1# generator set in Dingzhou Power Plant, the results are shown in Table 5 , and the phase-frequency 6 Mathematical Problems in Engineering characteristic curves are indicated in Figure 6 . The index value for the commercial software is 1556 (the smaller the better), while the index value of the proposed method is 1433. It is shown that the proposed method is 8% superior to the widely used commercial software.
Objectively, we also employ another 4 actual generator sets of PSS2A type to make a further verification. The phasefrequency characteristic curves are indicated in Figure 7 , while the optimized parameters and the evaluation index values are indicated in Table 6 .
As indicated in Figure 7 , the phase-frequency characteristic curves optimized by the proposed method are closer to the target curve than those obtained from the commercial software. The evaluation index values for the 4 optimized generator sets are reduced by 37.9%, 27.6%, 22.3%, and 24.9%, respectively, showing that the proposed method is universal and has a generally better optimized effect.
Expanded Optimization of
Phase-Frequency Characteristics
Parameter Optimization in Two Phase Shifters and DC
Blockers. The primary difference between the PSS2A model and the PSS2B model is the number of the phase shifters. The PSS2B model has three phase shifters, while the PSS2A model has only two phase shifters (see Section 2.1). For the PSS2A model, the initial values of the PSS parameters are set as Table 1 to study the improved effect of optimizing the DC blockers and the two phase shifters at the same time. The improved phase-frequency characteristics are calculated by the method mentioned in Section 3.2 based on (4). The detailed expression of ( ) is indicated as (3), where 1 ∼ 4 , 3 , and 7 are the optimization parameters. According to [17] , the values of 3 and 7 are in the range of [4, 6] , while the values of 1 ∼ 4 are in the range of [0.01, 1].
The optimized parameters obtained from the proposed method are shown in Table 7 , and the optimized phasefrequency curves obtained from the proposed method and the practical engineering method, respectively, are indicated in Figure 8 .
According to Table 7 , the evaluation index value of the optimized parameters is 1313, which is 38.1% superior to the practical engineering method. Comparing with the twophase-shifter optimization case, the expanded optimization method improves the effect by 8.4%. As illustrated in Figure 8 , although the improved extent is not very large, the proposed hybrid optimization method is still worth to be carried out to furthest obtain the best phase-frequency characteristics.
Parameter Optimization in Three Phase Shifters and DC
Blockers. For the PSS2B model, the optimization work acts on the DC blockers and the three phase shifters at the same time. The initial values of the PSS parameters are set as Table 1 , and the improved phase-frequency characteristics are calculated by the method mentioned in Section 3.2 based on (4). The detailed expression of ( ) is as (2). 1 ∼ 6 , 3 , and 7 are the optimization parameters. According to [17] , the value of 3 and 7 is in the range of [4, 6] , while the value of 1 ∼ 6 is in the range of [0.01, 1].
The improved parameters obtained by the proposed hybrid optimization method are shown in Table 8 , and the optimized phase-frequency curves obtained by the proposed method and the practical engineering method are indicated in Figure 9 .
According to Table 8 , the evaluation index value of the hybrid optimized parameters is 1243, which is 41.4% superior to the practical engineering method and 5.3% superior to the two-phase-shifter optimization case. Moreover, the hybrid optimization method has the best improving effect both at the frequency point 0.1 Hz and at the frequency band from 1.2 to 1.4 Hz (these frequency points have been paid much attention by scholars). This means the hybrid optimization method has a better effect on the phase-frequency characteristic improvement at the extreme points.
Since the PSS2A model is less complex than PSS2B and has fewer parameters to modify, the PSS2A model which has qualified accuracy is more widely used in the engineering application. The PSS2B model is usually only used for the generators whose phase-frequency characteristics are obviously weak.
Conclusions
This paper proposes a new hybrid optimization method for the double input PSS. The comparing results show that this method is able to significantly improve the phase-frequency characteristics for both the PSS2A model and the PSS2B model. The primary conclusions drawn from the study are as follows.
(1) The practical engineering method and the commonly used commercial method only take the phase shifter optimization into account, while ignoring the DC blocker improvement. Actually, it is better to optimize the phase shifters and the DC blockers at the same time. (2) This paper proposes a new hybrid optimization method based on Chaos Algorithm and Active Set Algorithm to improve the PSS parameters. The Prony simulating calculation and the actual offline data verification have confirmed the effectiveness of the proposed method. Moreover, this algorithm does not need manually specified initial values. ( 3) The comparing result shows that the optimized effect of the proposed method is superior to the practical engineering method and the commercial software. 
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