We propose a fast and efficient strategy, called the representative approach, for big data analysis with linear models and generalized linear models. With a given partition of big dataset, this approach constructs a representative data point for each data block and fits the target model using the representative dataset. In terms of time complexity, it is as fast as the subsampling approaches in the literature. As for efficiency, its accuracy in estimating parameters is better than the divide-and-conquer method. With comprehensive simulation studies and theoretical justifications, we recommend two representative approaches. For linear models or generalized linear models with a flat inverse link function and moderate coefficients of continuous variables, we recommend mean representatives (MR). For other cases, we recommend score-matching representatives (SMR). As an illustrative application to the Airline on-time performance data, MR and SMR are as good as the full data estimate when available. Furthermore, the proposed representative strategy is ideal for analyzing massive data dispersed over a network of interconnected computers.
Introduction
In the past decade, big data or massive data has drawn dramatically increasing attention all over the world. It was in the 2009 ASA Data Expo competition when people found out that no statistical software was available to analyze the massive Airline ontime performance data. At that time, the airline data file, about 12GB in size, consists of 123,534,969 records of domestic flights in the United States from October 1987 to April 2008 (Kane et al., 2013) . Up to February 2017, the airline on-time performance data collected from the Bureau of Transportation Statistics consists of 353 files and N = 169, 609, 446 valid records in total.
The response in the Airline on-time performance data was treated as a binary variable Late Arrival with 1 standing for late by 15 minutes or more (Wang et al., 2016) . Generalized linear models (GLMs) have been widely used for modeling binary response, as well as Poisson, Gamma, and Inverse Gaussian responses (McCullagh and Nelder, 1989; Dobson and Barnett, 2018) . In order to fit a GLM with p predictors, a typical algorithm searching for the maximum likelihood estimate (MLE) based on the full data of size N requires O(ζ N Np 2 ) time to run, where ζ N is the number of iterations required for convergence of the full data MLE algorithm (Wang et al., 2018b) .
Starting in 2009, substantial efforts have been made on developing both methodologies and algorithms towards big data analysis (see, for example, Wang et al. (2016) , for a good survey on relevant statistical methods and computing). Divide-and-conquer, also known as divide-and-recombine, split-and-conquer, or split-and-merge, first partitions a big dataset into K blocks, fits the target model block by block, and then aggregates the K fitted models to form a final one (Wang et al., 2016) . A divide-and-conquer algorithm proposed by Lin and Xi (2011) reaches the time complexity of O(ζ N/K Np 2 ), where ζ N/K is the number of iterations required by a GLM MLE algorithm with N/K data points. The accuracy of the estimated parameters based on the divide-and-conquer algorithm relies on the block size N/K, which typically depends on the computer memory. Therefore, as N goes to infinity, K has to increase accordingly. Typically, its accuracy is not as good as the full data estimate.
Another popular strategy for big data analysis is subsampling. For example, leveraging technique has been used to sample a more informative subset of the full data for linear regression problems (Ma and Sun, 2014) . Inspired by D-optimality in optimal design theory, Wang et al. (2018a) proposed an information-based subsampling technique, called IBOSS, for big data linear regression problems. Its time complexity is O(Np) while the ordinary least square (OLS) estimate for linear models takes O(Np 2 ) time complexity. Motivated by A-optimality, Wang et al. (2018b) developed an efficient twostep subsampling algorithm for large sample logistic regression, which is a special case of generalized linear models. The time complexity of the A-optimal subsampler is also O(Np). Compared with the divide-and-conquer strategy, the subsampling approach requires much less computational cost. Nevertheless, its accuracy relies on the subsample size and is typically not as good as the divide-and-conquer estimate.
In this paper, we propose a different strategy for big data analysis, named the representative approach. When a massive data is provided in blocks, naturally or partitioned by a data binning procedure, we construct a representative data point for each block of the data, and then run regression analysis on the representative data points.
The representative approach is inspired by the data binning technique in the computer science literature. By discretizing continuous variables into categorical variables (see, for example, Kotsiantis and Kanellopoulos (2006) ), a data binning procedure partitions a continuous feature space into blocks labeled by so-called smoothing values. It focuses on how to partition data into blocks or bins, while the smoothing values are typically chosen from class labels, boundary points, center, mean, or median of the data blocks. A data binning procedure is often used for data pre-processing, whose performance is not guaranteed, especially for nonlinear regression models.
Different from the data binning technique, the representative approach proposed in this paper assumes a given data partition and concentrates on constructing the best smoothing values, which we call representatives, more efficiently for a pre-specified regression model. The goal of the representative approach is to run as fast as subsampling approaches, while estimating model parameters as accurate as the divide-and-conquer method. Unlike the data binning technique serving for data pre-analysis, the representative approach provides a fast and accurate solution for big data analysis.
Actually, using the proposed representative approach, a GLM is fitted on K representatives constructed from the original N data points (K ≪ N). Its time complexity is also O(Np), same as the subsampling approaches. On the other hand, the K representatives are not a subset of the N data points, but summarize the information from each single one of the original N data points. Its accuracy in estimating model parameter are comparable with or better than the divide-and-conquer method. Based on our comprehensive simulation studies, by matching the score function of GLMs, the proposed score-matching representative (SMR) approach is often comparable with the full data estimate.
The representative approach provides an ideal solution for the analysis of the so-called distributed database (see, for example,Özsu and Valduriez (2011)), which is dispersed over a network of interconnected computers and is often the case in practice for massive data storage. By exchanging only the estimated parameters and the representative data points among parallel computing computers, the representative approach can work well even with slow-speed network connection.
The remainder of this paper proceeds as follows. In Section 2 we describe the general framework of the representative approach and data partitions. After comparing mean, median and mid-point representatives, we recommend mean representative (MR) for big data linear regression. In Section 3 we develop SMR along with its theoretical justifications. We recommend SMR for big data logistic regression. In Section 4, we perform more comprehensive simulation studies. In Section 5, we use the Airline on-time performance data as an illustrative example for real big data analysis. We show that the MR and SMR estimates are as accurate as the full data estimate when available. We conclude in Section 6. The proofs of theorems and corollaries, as well as more tables and figures, are relegated into the Supplementary Materials.
Mean Representative Approach for GLMs
Massive data is heavy, for both storage and management, and thus analysis as well. For many cases, a massive data set is stored piece by piece in different files, different hard disks, or even different computers, which are called nodes. If a strategy for big data analysis requires frequent high-volume communications between nodes, it may not be feasible due to the speed limit of intranet connection. A reasonable solution is to extract summary information from each node and then aggregate them. It sounds like the idea of divide-and-conquer. Actually, the divide-and-conquer strategy typically requires a random data partition, that is, the data blocks stored in different nodes are independent and have the same distribution. However, in practice the data points stored in the same node usually share some common features, such as collected in the same month. If one has to mix the data together and randomly divide them into blocks, it involves intensive data exchange between nodes.
The representative approach described in this section avoids high-volume exchange between nodes by constructing representatives for each node and exchanging only those representatives between nodes. It also fulfills privacy requirements on user data since an analyst can perform regression analysis on the representatives without accessing the raw data.
Generalized Linear Model and Score Function
Given the original data set {(x i , y i ), i = 1, 2, . . . , N} with covariates x i = (x i1 , . . . , x id ) T ∈ R d and response y i ∈ R, we consider a generalized linear model assuming independent response random variable Y i 's and the corresponding predictors
For model-based data analysis with fairly general known functions h 1 (·), . . . , h p (·), we would rather regard the data set as D = {(X i , y i ), i = 1, . . . , N}. For many applications, h 1 (x i ) ≡ 1 corresponds to the intercept. For examples, X i = (1, x i1 , . . . , x i7 )
T for a main-effects model or
T for a model with interactions.
Following McCullagh and Nelder (1989) , there exists a link function g and regression parameters β = (β 1 , ..., β p )
T , such that
where Y i has a distribution in the exponential family. For typical applications, the link function g is one-to-one and differentiable. Note that we do not transform the response y i , but rather its expected value µ i . According to McCullagh and Nelder (1989, Section 2.5) , the maximum likelihood estimate of β solves the score equation s(β; y, X) = 0, where y = (y 1 , . . . , y N )
T , X = (X 1 , . . . , X N )
T , and the score function
For canonical link functions, ν(η) ≡ constant. For commonly used GLMs, we list their ν and G in Table 9 .
Natural Partition and Distributed Database
In practice, a massive data set is often provided in parts or blocks. For example, the Airline on-time performance data up to February 2017 are stored in 353 individual data files, labeled by months. We call such kind of data partition a natural partition. The block sizes of a natural partition, defined by the largest pairwise distance within blocks, sometimes are too large for smoothing values to work well for analysis purpose. In this case, data binning techniques could be applied on each block of the natural partition to obtain a sub-partition.
Another example of the natural partition is the distributed database (Özsu and Valduriez, 2011) , where the data may be stored in different hard disks, multiple computers, even in the different physical locations but interconnected. The communications between nodes may be slow and restricted. Therefore, operations on distributed database are expected to be parallel. Any split-and-merge operation on the whole dataset may cause intensive communications between nodes, while sub-partitioning within nodes can be performed locally. The representative approach proposed in this paper only needs very low communications between nodes.
In this paper, we assume that a data partition has already been provided. Let I = {1, 2, . . . , N} be the data index set. A data partition can be denoted by a partition {I 1 , I 2 , . . . , I K } of I. The kth data block
Inspired by the data binning techniques, we propose the representative approach for model-based regression analysis on partitioned dataset. The procedure is to construct a representative data point (X k ,ỹ k ) for data block D k , k = 1, . . . , K, and then fit the regression model based on the weighted representative data setD = {(n k ,X k ,ỹ k ), k = 1, . . . , K}. The procedure could be repeated if the construction of representative data points depends on the fitted model.
Unlike subsampling approaches, a representative data point may not belong to the original data set. The goal of the representative approach is to make the model parameter estimateβ based on the weighted representative dataset close enough to the full data estimateβ given a data partition.
We suggest a conditional independence principle for constructing representative data points. That is, given the initial value of parameter estimate, the construction of representative data points in one block shall not be affected by another. This principle will facilitate parallel computing, especially for distributed database.
Although we assume that a data partition, say a natural partition, has been provided for the representative approach, one may construct a sub-partition on each original data block in order to improve the efficiency of the representative approach.
Many different partitioning methods have been proposed in the literature (see, for example, Fahad et al. (2014) for a good survey). From our point of view, there are at least two types of partitioning methods. One type is to partition the feature space R p or its subset, with cut points obtained from the summary information of data. We call it a grid partition. For example, the partitioning procedure described in Kotsiantis and Kanellopoulos (2006) divides the feature space into rectangular cells at the given cut points on each predictor, such as quantiles (called equal-depth) or equal-width points, which is usually feasible with a moderate number of predictors. Its time complexity is O(Np). Another type of partitioning methods is based on clustering algorithms. We call it a clustered partition. For example, Pakhira (2014) proposed a linear k-means algorithm with time complexity O(Np), which is especially useful with large p. These partitioning methods could be applied to obtain sub-partitions of data blocks or a partition of the whole dataset.
Center Representative Approaches
There are lots of representative choices that could possibly work for the representative approach. A naive choice of the representative is the block center, which is popular in the data binning literature. More specifically, given the kth data block D k = {(X i , y i ), i ∈ I k } with block size n k , the options for its representativeX k include (1) mid-point of the rectangular block, when a grid partition is given; (2) (component-wise) median; (3)
Then the weighted representative data for the kth block is defined as (n k ,X k ,ỹ k ) withỹ k = n −1 k i∈I k y i , which will be justified in Theorem 2.2.
A comprehensive simulation study with linear models below shows that the third option using block means, called the mean representative approach (MR), is more efficient than the mid-point and median options, as well as the IBOSS subsampling approach proposed in Wang et al. (2018a) .
As for time complexity, the full data ordinary least squares (OLS) estimate takes O(Np 2 ). The IBOSS (Wang et al., 2018a) costs O(Np). The OLS estimate using the representative data set with K blocks takes O(Kp 2 ). The computational time on constructing mid-point representatives is O(Kp + N) with given cut points for data blocks, while the median and mean representatives both cost O(Np + N). For typical applications, K ≪ N and p ≪ N, then the overall time complexity including constructing representatives and fitting models is O(N) for mid-point or O(Np) for median and mean representative approaches for linear regression models. Following a similar argument, the overall time complexities of the center representatives for GLMs are same as for linear models.
Simulation Study with Linear Models
For illustration purpose, we first run simulation studies based on a linear regression model
where i = 1, . . . , N and ǫ i 's are iid ∼ N(0, σ 2 ). Note that linear regression models are actually special cases of the generalized linear models with normally distributed responses and identity link (see Table 9 ).
Analogue to the simulation setup in Wang et al. (2018b) , we take d = 7, β 0 = 0, β 1 = · · · = β d = 0.5 and σ 2 = 1. For simulating x i = (x i1 , . . . , x i7 ) T , we consider 6 unbounded distributions as follows, as well as a bounded one: mzNormal N 7 (0, Σ) with Σ having diagonal 1 and off-diagonal 0.5; nzNormal N 7 (1.5, Σ), a case with imbalanced responses; ueNormal N 7 (0, Σ u ) with Σ u having diagonals {1 2 , . . . , 7 2 } and off-diagonal 0.5;
T 3 Multivariate t with 3 degrees of freedom t 3 (0, Σ)/10, a case with heavy tails;
EXP exp(λ = 2), a case with a heavier tail on the right;
BETA Beta(α = 0.5, β = 0.5), a bounded case with "U" shaped distribution.
The main-effects predictors in (3) are for illustration purpose. The representative approach can actually work with general predictors including, for example, interactions of covariates. For illustration purpose, we choose a moderate population size N = 10 6 in this simulation study. In the absence of a natural partition, we use two data-driven partitions:
(1) An equal-depth partition with m = 4 splits for each predictor, that is, using the three sample quartiles (25%, 50%, and 75%) as the cut points for each predictor and partitioning the whole data into up to 4 7 = 16384 blocks; (2) a k-means partition with the number of blocks K = 1000. Table 1 shows both the average and standard deviation of the root mean squared errors (RMSEs, (
1/2 ) between the estimated parameter valueβ i 's and the true value β i 's across different simulation settings and each with 100 independent simulations.
In terms of RMSE, Table 1 clearly shows that MR outperforms both mid-point (Mid) and median (Med) representative approaches, as well as the subsampling approach IBOSS proposed by Wang et al. (2018a) with 20, 000 subsamples, which is larger than the largest possible number of non-empty blocks or representatives. Compared with the true parameter value, MR estimates are comparable even with the estimates based on the full data.
From Table 1 , we also see that the RMSE of MR based on the equal-depth partition obtained from 11488 ∼ 16384 non-empty blocks or representatives on average are comparable with the RMSE of MR from the k-means partition with 1000 representatives. It implies that representative approaches based on clustered partition are more efficient, which is confirmed by our theoretical justifications in Section 2.4.
Theoretical Justification of MR for Linear Models and GLMs
The simulation studies in Section 2.3.1 imply that the maximum distance within data blocks ∆ = max k max i,j∈I k X i −X j , may play an important role in extracting data information more efficiently. The following theorem shows that for linear models, the MR estimate is unbiased, which is an advantage over mid-point and median representative approaches. It is also asymptotically efficient as ∆ → 0.
has mean β and covariance
where the induced matrix norm · 2 is the largest eigenvalue for positive semi-definite
, as ∆ goes to zero.
According to Theorem 2.1, when ∆ is small, the difference between the MR estimator β and the OLS estimateβ based on the full data is negligible. A special case is ∆ = 0 when each data block only contains one distinct predictor vector, while the response variables could be different due to randomness. It occurs when all the covariates are categorical or discrete with finite distinct values and the data is naturally partitioned by distinct predictor vectors. In this case, the MR estimate is exactly the same as the full data estimate.
From the proof of Theorem 2.1, which is relegated to the Supplementary Materials, we know that the difference between the Fisher information matrices ofβ andβ is actually bounded by K k=1 n k δ 2 k up to a constant, where δ k = max i,j∈I k X i − X j is the kth block size. Fixing the number of blocks K, a natural question is to find a partition that minimizes the upper bound
Assume that the average density of the kth block is f k , such that, n k ≈ c·δ r k f k for some constant c > 0 and r > 0. Typically r = d while in general r depends on the mapping from the covariate vector x i to the predictor vector X i . Then the goal is to minimize (4) and differentiating it with respect to w k , we get
Therefore, the partition minimizing the upper bound satisfies
which is same for k = 1, . . . , K. That is, the best partition keeps all the blocks about the same size. It explains why a k-means partition works usually better than a equaldepth partition for MR in linear regressions, because it minimizes Raykov et al., 2016) .
In the case of generalized linear models, we denoteβ the maximum likelihood estimate (MLE) based on the full data set D = {(X i , y i ), i = 1, . . . , N} andβ the MLE based on the weighted representative data setD = {(n k ,X k ,ỹ k ), k = 1, . . . , K}. With given representativesX k , k = 1, . . . , K, we denote∆ = max k max i∈I k X i −X k as the maximum block size.
The theorem below provides asymptotic results for fairly general representative approaches.
Theorem 2.2. For a generalized linear model, suppose its log-likelihood function l(β) is strictly concave and twice differentiable on a compact set B ⊂ R p and its maximum can be attained in the interior of B. Suppose the representatives satisfiesỹ
Recall that
Therefore,∆ ≤ p 1/2 ∆. If ∆ → 0, thenβ →β for median representatives. For mid-point representatives, the kth block I k is typically defined by the grid points
In this case, we may redefine ∆ = (
2 ) 1/2 ≥∆. Thenβ →β as ∆ → 0. When all the covariates are categorical or have finite discrete values, one may partition the data according to distinct X i 's. In this case, ∆ = 0.
Corollary 2.1. Let ∆ be max k max i,j∈I k X i − X j for mean and median representatives, and ( 
Score-Matching Representative Approach for GLMs
The MR approach works very well for linear models and has been validated for GLMs when ∆ is sufficiently small. Nevertheless, for moderate ∆ with general GLMs, MR approach is not so satisfactory (see Section 3.2).
In this section, we propose a much more efficient representative approach, called score-matching representative (SMR) approach for GLMs. Its asymptotic efficiency is even better than the divide-and-conquer approach, with lesser time complexity due to the representative strategy.
Recall that in Section 2.1 the maximum likelihood estimateβ solves the score equation s(β) = 0. It is usually solved by the Fisher scoring method, which iteratively updates the score function with the current estimate of β. Inspired by the Fisher scoring method, given some initial values of the estimated parameters, our score-matching representative approach builds data representatives by matching the values of the score function block by block, then apply the Fisher Scoring method on the representative data set and get estimated parameter values for the next iteration. We may repeat this procedure for a few times till a certain accuracy level is achieved. According to our comprehensive simulation studies (see Section 3.2), three iterations are satisfactory for typically applications.
Score-Matching Representative Approach
the value of the score function based on the weighted representative data of the kth block (n k ,X k ,ỹ k ).
Suppose the estimated parameter value isβ
(t) at the tth iteration. For the (t + 1)th iteration, our strategy is to find the representative (X k ,ỹ k ) carrying the same score as the kth data block atβ (t) , that is,
Multiplying byβ (t) both sides of (5), we get
where (6) suggests that we takeỹ k as a weighted average of y i 's for the SMR approach, that is,
Remark 3.1. Theỹ k defined by (7) is a natural generalization of the mean representative.
denote the mean representative.
can be verified thatỹ k =ȳ k + O(∆) as ∆ goes to 0, given thatη k is bounded away from 0. In order to avoid 0 ∈ (min i∈I k η i , max i∈I k η i ), which may lead to unboundedỹ k since i∈I k ν(η i )η i is close to 0, we split such a block into two pieces by the signs of η i 's and generate two representatives, one for positive η i 's and the other for negative η i 's.
Sinceỹ k in (7) does not rely onη k , we can further obtainη k by solving (6).
Theorem 3.1. There exists anη k ∈ [min i∈I k η i , max i∈I k η i ] that solves equation (6).
The existence of the score-matching representative is guaranteed by Theorem 3.1. Since the solution solving (6) may not be unique, we choose theη k closest to the mean representative to keep a small∆.
It should also be noted that the coordinate of the score-matching representative corresponding to the intercept term may not be exactly one, which is different from the case of mean representative.
Plugging theη k solving (6) into (5), we get the predictor representativeX k for SMR:
Note thatX k in (8) is sensitive to the accuracy ofη k , especially when ν(η k )(ỹ k −G(η k )) is close to 0. Since our strategy is to match s k (β (t) ) withs k (β (t) ), we require an accurate solution for (6). When searching for the solutions numerically, we also expect the scorematchingX k is not too far away from the mean representative. The kth weighted representative data pointD k = (n k ,X k ,ỹ k ), which carries the same score value atβ (t) as the kth original data block, will be used for fittingβ (t+1) via the Fisher scoring method (McCullagh and Nelder, 1989) . The size of the representative dataset used for the (t + 1)th iteration is the number of blocks K, which is much smaller than the original sample size N. We may repeat this procedure for T times to achieve the desired accuracy level. For typically applications, we recommend T = 3 (see Figure S .1 in the Supplementary Materials (Section S.1) for a trend of SMR iterations). The complete procedure of the T -iteration SMR approach is described by Algorithm 1.
Since in each iteration we deal with K representative data points, which is typically much smaller than N, the computational cost is significantly reduced. More specifically, for a GLM, the time cost is O(Np) for calculating all η i 's, O(N) for calculating allỹ k 's using (7), O(N) plus ζ r iterations for solving (6), and O(Np) for calculating allX k 's by (8). Along with the time cost O(ζ K Kp 2 ) for finding the MLE baesd on K representative points, a 3-iteration SMR requires O(Np + Nζ r + ζ K Kp 2 ). Since ζ r , ζ K , K, p ≪ N, the time complexity of SMR for a GLM is essentially O(Np). Following a similar argument, the time complexity of MR for a GLM is O(Np) as well.
As for linear models, (6) is actually a quadratic equation, which has analytic solutions. Therefore, the time complexity of SMR for linear models is O(Np + Kp 2 ), which is essentially O(Np) when K, p ≪ N.
. . , N} with a partition {I 1 , . . . , I K } of I = {1, . . . , N} Result: SMR estimateβ for a generalized linear model and a pre-specified number T of iterations 1 Use the mean representatives as the initial weighted data set
; 2 Apply the Fisher scoring method onD (0) and obtain the initial estimateβ (0) ;
k by (7); 7 Solve the one-dimensional equation (6) forη
Apply the Fisher scoring method on the weighted data set
A Simulation Study with Logistic Regression Model
The MR approach works very well for linear models. It has been validated for GLMs when ∆ is sufficiently small. Nevertheless, simulation studies in this section show that SMR is significantly better than MR for moderate ∆ with GLMs. Logistic regression model is one of the most widely used generalized linear models. It connects the expectation of Bernoulli or binomial response with a linear predictor via the logit link g(µ) = logit(µ) := log[µ/(1 − µ)]. Wang et al. (2018b) proposed an A-optimal subsampling approach for big data logistic regression, which samples a prespecified number of data points according to the A-optimality in optimal design theory.
In order to make comparisons between Wang et al. (2018b) 's A-optimal subsampling approach and the representative approaches proposed in this paper, we follow Wang et al. (2018b) and run a comprehensive simulation study with the logistic regression model
where the true values of β i 's and simulation setups for x i 's are same as in Section 2.3.1. The average and standard deviation (std) of RMSEs (( Table 2 . For comparison purpose, Wang et al. (2018b) 's A-optimal subsampling approach (A-opt) is applied with the subsample size 20, 000, which is bigger than the number of representatives (11, 488 ∼ 16, 384 for equal-depth partition or 1, 000 for k-means partition) used for our methods.
According to Table 2 , the mid-point representative approach does not work well for logistic regression. Its RMSE is above 0.2 for unbounded cases. The MR approach SMR, score-matching representative; A-opt, A-optimal subsampling performs very well for the bounded case (BETA). Its RMSE is about or below 0.03 for almost all cases except ueNormal, where a large portion of linear predictors have extremely large values. Compared with MR, the median representative approach leads a biased estimator for the intercept β 0 (not shown here), although its RMSE for estimating β 1 ∼ β 7 seems slightly better than MR for the normal cases. Both the median and mean representative approaches perform better than the A-optimal subsampling approach for most simulation settings except the non-equal-variance case ueNormal. The proposed SMR approach starts with MR estimates as its initial values and repeats the iterations for 3 times. Table 2 shows that SMR performs uniformly the best, even comparable with the estimates based on the full data. Based on the equal-depth partition with m = 4 (up to 16,384 blocks), the RMSE of MR is 0.1703 on average for ueNormal simulation setup, while SMR pulls the RMSE back to 0.0043. With a better partition, such as k-means, SMR can achieve a similar accuracy level with only 1000 representatives.
As a conclusion, when the predictors are bounded or the proportion of extremely large linear predictors is low, MR is a fast and low-cost (computationally cheaper) solution for big data analysis with generalized linear models. It is better than mid-point, median, or A-optimal approaches. Nevertheless, MR may not be satisfactory if higher accuracy level is desired. In that case, MR can be used as a pre-analysis for SMR, while the latter has a significant improvement across different datasets and different partitions.
Theoretical Justification of SMR
First of all, for the proposed SMR approach in Section 3.1, the MLE estimatorβ based on the full data is a stationary point of the SMR iteration. That is, if the current estimate β (t) of regression parameter is exactly the full data estimateβ, then the representative dataset achieves score 0 atβ (t) . The estimateβ (t+1) obtained from the next SMR iteration is stillβ.
Under the same conditions as in Theorem 2.2, the SMR estimateβ (t) converges toβ as∆ goes to zero for each t, and
Technically speaking, any representative approach satisfying (5) can be called a scorematching approach. The proposed SMR approach which satisfies (7) and (8) is based a special solution for (5). The following theorem provides consistency results for general score-matching approaches.
Theorem 3.3. Consider a more general iterative representative approach with estimated parameterβ (t) at its tth iteration. Suppose for the (t + 1)th iteration, for each
) satisfies the following two conditions:
(a) The representative matches the score function atβ (t) , that is, (5) is true;
Then the estimated parameterβ (t+1) based on the weighted representative data satisfies
where ρ(∆) = O(∆) < 1 for small enough∆. Therefore,β (t) →β as t → ∞ and∆ → 0.
Remark 3.2. We call ρ(∆) in (10) the globe rate of convergence, which depends on the size of∆. Its specific form can be found in the proof of Theorem 3.3, which is relegated to the Supplementary Materials. Based on our experience, even for moderate size of ∆, ρ(∆) can be significantly smaller than 1 and the first few iterations can improve the accuracy level significantly. Nevertheless, the final discrepancy away from the full data estimate still depends on∆ or ∆.
For score-matching representatives, condition (a) of Theorem 3.3 holds instantly.
As for condition (b) of Theorem 3.3, if |η k | > δ for some δ > 0 as ∆ goes to 0, theñ y k =ȳ k + O(∆) (see the remark right after equation (7)), and thusỹ k =ȳ k + O(∆) since ∆ ≤ 2∆. After splitting blocks according to the signs of η i 's, the cases of data blocks withη k close to 0 are rare. For those blocks, we may simply defineỹ k =ȳ k . Thus condition (b) can be guaranteed.
The conditions and conclusions of Theorem 3.3 are expressed in terms of∆. When applying the SMR approach, a slight modification can guarantee∆ ≤ ∆ ≤ 2∆. Actually, our simulation studies show that it is almost always the case for the proposed SMR approach. Occasionally,X k could be out of the convex hull of {X i , i ∈ I k } due to ν(η k )(ỹ k − G(η k )) ≈ 0. For such kind of cases, we may simply replaceX k with the MR representativeX k . The difference caused for the value of score function is negligible. By this way, the conclusions of Theorem 3.3 also hold for ∆ → 0 as well.
Overall, Theorem 3.3 justifies why the proposed SMR approach works so well.
Corollary 3.1. When ∆ = 0 or∆ = 0, MR and SMR generate the same set of representatives. Therefore, both SMR and MR estimates are equal to the full data estimate for GLMs.
A special case when Corollary 3.1 applied is when all covariates are categorical and the dataset is naturally partitioned by distinct covariate values. When most covariates are categorical except for a few continuous variables, for example, the flight on-time performance analysis in Section 5, the partition could be chosen such that ∆ ≈ 0 and thus both MR and SMR estimates work very well.
Asymptotic Properties of MR and SMR Estimates for Big Data
In order to study the asymptotic properties of MR and SMR estimates as N goes to ∞, we assume that the predictors X 1 , . . . , X N ∈ R p are iid ∼ F with a finite expectation, and the partition {B 1 , . . . , B K } of the predictor space R p is fixed. To avoid trivial cases, we assume p k = F (B k ) > 0 for each k = 1, . . . , K. Then the index block I k = {i ∈ {1, . . . , N} | X i ∈ B k } with size n k . By the strong law of large numbers (see, for example, Resnick (1999, Corollary 7.5 .1)), as N → ∞, n k /N → p k > 0 almost surely. In order to investigate asymptotic properties, we consider the discrepancy from the true parameter value β instead of the estimateβ based on the full data.
For the MR approach, as N → ∞,
almost surely. If the link function g or G = g −1 is linear, then g(ỹ k ) −X T k β → 0 and thus the MR estimateβ → β. Nevertheless, in general g is nonlinear, the accuracy of the MR estimate mainly depends on the size of blocks ∆, not the sample size N. In other words, for a general GLM, with fixed partition of the predictor space, the accuracy of the MR estimate is restricted by (11) thus will not benefit from an increased sample size.
Different from MR, by matching the score function of the full data, the proposed SMR approach can still improve its accuracy as the sample size increases, even with a fixed partition of the predictor space.
Actually, for a general GLM, E(Y i ) = G(η i ) and
For either a bounded block B k , max i∈I k σ 2 i is also bounded. By the strong law of large numbers for independent sequence of random variables (see, for example, Resnick (1999, Corollary 7.4 .1)) and the first-order Taylor expansion, as N → ∞ and thus n k → ∞, the left hand side of (6) after divided by n k is LHS =n
From (12) we see that as N increases, the leading discrepancy of LHS caused by response y i 's vanishes. Even if the maximum block size ∆ is fixed, whenβ (t) is close to β, the LHS of (6) is small, and so is its right hand side. For blocks withη k away from 0, it indicatesỹ k − G(η k ) and thusỹ k − G(X T k β) is small. That is, when N → ∞, the SMR representatives {(X k ,ỹ k ), k = 1, . . . , K} stay close to the true curve, µ = E(Y ) = G(X T β), which leads to a faster convergence rate of the SMR estimate towards β than MR's.
From (13) we conclude that a relatively large G ′ (X T k β) may slow down the convergence of the SMR estimate. For example, under a Poisson regression model with log link, G(η) = e η . If the initial estimate of the regression parameter is not so accurate, SMR may have difficulty in converging to the full data estimate. For such kind of cases, we suggest a finer partition or smaller ∆ to obtain a good initial estimate. For models with fairly flat G functions, such as models with logit link, G ′ is small for most blocks. For this kind of cases, even if the initial estimate for SMR is not so accurate, we can still improve the accuracy of the estimate significantly after a few iterations.
More Simulation Studies
The previous simulation studies with linear models or logistic regression models show that we may only need to run a few SMR iterations to reach an accuracy level comparable with the full data estimate. In this section, we use simulation studies to show that in terms of accuracy level the 3-iteration SMR is comparable with the divide-and-conquer approach (Lin and Xi, 2011) , which is also known as divide and recombine, split and conquer, or split and merger in the literature (Wang et al., 2016) . When there is no ambiguity, we call the 3-iteration SMR simply SMR.
SMR vs MR for Linear Models
Following the same simulation setups for linear models as in Section 2.3.1, we simulate 100 datasets of size N = 1 × 10 6 for each of the seven distributions of covariates. We use both MR and SMR to obtain the parameter estimateβ. In terms of the RMSEs betweenβ and β (such as in Table 1 ), the performances of MR and SMR are similar and both comparable with the full data estimateβ (the results are not shown here). Since for practical data "true" model or "true" parameter value may not exist, a more realistic goal is to match the full data estimateβ.
In Table 3 , we show the RMSEs betweenβ andβ. It confirms the conclusions in Theorem 3.3 and Section 3.4. That is, for linear models, both MR and SMR perform very well, while SMR is slightly better. Nevertheless, when the ∆ is small (for example, in the partition obtained by k-means), ρ(∆) is close to 0 and the improvement from MR to SMR is significant.
SMR vs Divide-and-Conquer for Logistic Models
Following the same simulation setup as in Section 3.2, we simulate 100 datasets of size N = 1 × 10 6 for each of the seven distributions of covariates in the logistic regression model (9). We apply both SMR and the divide-and-conquer (DC) algorithm proposed by Lin and Xi (2011) for estimating the parameter value. In Table 4 , we show that SMR based on a k-means partition with K = 1000 outperforms the divide-and-conquer method with 1000 blocks across all simulation settings. Actually, the SMR estimates are comparable with the full data estimates in terms of RMSEs from the true parameter value. For illustration purpose, we also plot the corresponding boxplots of in Figure 1 , as well as in Figure S .2 and Figure S .3 in the Supplementary Materials. For comparison purpose, we also list the corresponding MR estimates, which are overall not as good as DC's.
It should also be noted that SMR is ideal for massive data stored in multiple hard disks or computers (known as nodes), since it exchanges only the representative data points and estimated parameter values between nodes. It can perform well even with limited network connections.
On the contrary, divide-and-conquer methods typically operate on random partitions. Therefore, each data block for divide-and-conquer may consist of data points from many different nodes, and heavy communications between nodes are typically needed. 
More Discussions on MR and SMR

Performance of MR and SMR across Different Sample Sizes and Dimensions
We conclude in Section 3.4 that SMR can benefit more than MR as sample size increases.
In this section, we show that this advantage of SMR is over the divide-and-conquer method as well, using the first simulation setup mzNormal for illustration purpose. For MR and SMR, we use a k-means partition with K = 1000. The 1000 cluster centers, which labels the data blocks, are fixed as N increases. For the divide-and-conquer method, since its block size is typically restricted by the computer memory and thus will not change as N increases, we fix the same block size 1000 as in Section 4.2. As N increases, the number of blocks for the divide-and-conquer method increases proportionally. Table S .3 in the Supplementary Materials) shows that as N increases, the SMR estimate is significantly better than MR and DC's. More specifically, Figure 2 (a) shows that in terms of RMSE from the true parameter value, SMR is comparable with the full data estimate and converges to β much faster than MR and DC. different performances of MR and SMR confirm our conclusion in Section 3.4. As for the DC estimate, its discrepancy away from the full data estimate is mainly due to the fixed block size 1000, which does not increase as N increases. We also test the performance of MR, SMR and DC, as the predictor dimension p increases in the same simulation setup. Figure 3 shows that, as the covariate dimension d in the main-effects logistic model increases, the performance of the SMR estimate is comparable with the full data estimate, and is significantly better than MR and DC's estimates.
Performances of MR and SMR with Finer Partition
According to Theorems 2.2 and 3.2, the estimateβ obtained by MR or SMR converges to the full data estimateβ as∆ → 0. That is, with a finer partition,β gets closer toβ (not the true parameter β once the dataset is given). Figure 4 (see also Distribution: mzNormal; k-means partition (K = 1000) blocks in the partitions than MR. For comparison purpose, we also list the RMSE of the divide-and-conquer (DC) method for the same number of blocks. With fixed block size but more and more blocks, DC performs worse and worse (see also Figure 1 in Lin and Xi (2011) ).
Other GLM Examples
Commonly used GLMs include binary responses with logit, probit, cloglog, loglog, and cauchit links, Poisson responses with log link, Gamma responses with reciprocal link, Inverse Gaussian responses with inverse squared link. We provide detailed formulae of ν(η) and G(η) for those GLMs in Table 9 .
In Table 5 , we show RMSEs from the true parameter β and from the full data estimatê β based on k-means partitions with K = 1000 for the following three models:
(a) Binary response with complementary log-log (cloglog) link g(µ) = log(− log (1 − µ) ).
Since G(η) = 1 −exp{− exp(η)} is relatively flat, SMR estimate is comparable with the full data estimate even with a not-so-good MR estimate.
(b) Poisson response with the canonical link g(µ) = log µ. Since G(η) = exp(η) increases exponentially, the convergence of SMR is slowed down with a not-so-good MR estimate, which confirms our conclusion in Section 3.4. The variances of MR and SMR estimates are both high. Thus, a good initial value for Poisson regression is crucially important.
(c) Logistic model with interactions. Both MR and SMR can be applied on GLMs with interactions since they deal with the predictors directly. We simulate x = (x 1 , x 2 , x 3 ) T from mzNormal and assume the non-intercept predictors to be (h 1 (x), . . . , h 7 (x)) = (x 1 , x 2 , x 3 , x 1 x 2 , x 1 x 3 , x 2 x 3 , x 1 x 2 x 3 ). Both MR and SMR estimates work well.
CPU Time
We use the R programming language (R version 3.4.4) for all simulation studies listed in this paper. For the IBOSS method (Wang et al., 2018a) and the A-optimal subsampling method (Wang et al., 2018b) , we use the R functions provided by the authors. We also use R packages "data.table" for calculating by group for center representatives, and "ClusterR" for obtaining k-means partitions. All computations are carried out on a single thread of a MAC Pro running macOS 10.13.6 with 3.5 GHz 6-Core Intel Xeon E5 and 32GB 1866 MHz DDR3 memory.
The CPU times in seconds for MR and 1-iteration SMR with a k-means (K = 1000) partition, A-optimal subsampling with subsample size 20, 000, and divide-and-conquer with 1000 random blocks are shown in Table 6 for the logistic regression model (9) with N = 10 6 and p = 8. According to the time complexity analysis in Section 2.3 and Section 3.1, the computational times of both MR and SMR are roughly proportional to the number of parameters p and sample size N, given that the number of blocks K is much smaller than N. Our simulation studies displayed in Figure With a given partition, MR is comparable to the A-optimal subsampling method in terms of computational time. When there is no partition provided, additional computational time has to be paid for obtaining a data partition, such as k-means or equal-depth partitions (see Section 2.2). According to our simulation studies, the equal-depth partition can be performed quickly for moderate p but not for large p since the number of blocks increases exponentially with p; the k-means partition supports the representative approaches much better than the equal-depth partitions, while an efficient algorithm for a k-means partition is heavily needed.
A Case Study: Airline On-time Performance Data
The Airline on-time performance data for the US domestic flights of arrival time from October 1987 to February 2017 were collected from the Bureau of Transportation Statistics as a real example for big data analysis. The original dataset consists of 353 cvs files with the total number of records 173, 106, 219 (see Table S .7 in the Supplementary Materials for the detailed original fields). After removing records with missing departure or travel information, the total number of valid records is N = 169, 609, 446 (see Table S .8 in the Supplementary Materials for examples of removed records). Distribution: mzNormal; N = 10 6 ; p = 8; MR and SMR: under k-means (K = 1000); A-opt: subsample size 20, 000; DC: 1000 blocks For illustration purpose, we consider a main-effects logistic regression model for binary response ArrDel15 (arrival delay for 15 minutes or more, 1=YES) with three categorical covariates and one continuous covariate: QUARTER (season, 1 ∼ 4) instead of MONTH for simplification purpose; DayOfWeek (day of week, 1 ∼ 7); DepTimeBlk (departure time block, 1 ∼ 4) following the convention of the O'Hare international airport; and DISTANCE (distance of flight, 8 ∼ 4983 miles) (see Table 10 in the Appendix for detailed descriptions of these variables).
In order to evaluate the performances of MR and SMR even when the full data estimate is not available, we generate the "oracle" coefficient values (denoted by β, see Table S .12 in the Supplementary Materials) by fitting the main-effects logistic model on the data files from March 2012 to February 2017, and then simulate pseudo responses 10 times through the logistic model with the oracle parameter values β.
In order to perform the representative approaches, we need a data partition first. The Airline on-time performance data has a natural partition consisting of 353 blocks or data files labeled by (month, year). In order to mimic the distributed database situation, we do not combine these files or operate across multiple files. In order to reduce the sizes of data blocks, we further make sub-partitions for each data file. Since all but one covariates are categorical, we discretize the only continuous covariate DISTANCE into 8 even intervals according to the sample quantiles in each data file. That is, we create a discretized version of DISTANCE, called DistanceBlk (distance block), which has 8 categories of roughly the same sizes. Then each data file is further broken down to 7 × 4 × 8 = 224 blocks labeled by distinct values of (DayOfWeek, DepTimeBlk, DistanceBlk) (see Tables S.9 , S.10, and S.11 in the Supplementary Materials for some descriptive analysis). Note that the new covariate DistanceBlk is only for characterizing data blocks, while the original covariate DISTANCE is still used in regression analysis.
In order to show how the accuracy of parameter estimate is improved with more and more data, we run a sequence of four experiments with the first 12 months, 60 months, 240 months and 353 months (that is, the whole dataset), respectively. In each experiment, we obtain the full data estimate (not available for 240 months and 353 months due to too big data size), as well as our MR and SMR estimates, which are listed in Table 7 . The average and standard deviation (std) of RMSEs are obtained from 10 independent simulations. From Table 7 , we can see that the three estimates based on full data, MR, and SMR are about the same. The main reason is that there is only one continuous predictor DISTANCE, whose coefficient is as small as 0.0000587. Even multiplied by the largest value of DISTANCE, 4983, the contribution of DISTANCE is only 0.03, which is too small compared with the intercept −2.3168. In other words, this is roughly a case where all predictors are categorical. According to Corollaries 2.1 and 3.1, both the MR and SMR estimates match the full data estimate very well. Table 7 also shows that as the size of data gets bigger, both the MR and SMR estimates are getting closer to the true parameter value β, which is especially important when a full data estimate could not be obtained.
In order to show when SMR is better than MR, we enlarge the coefficient of DIS-TANCE by 10 times to get a new oracle β ′ (see also Table S .12 in the Supplementary Materials). Then the maximum contribution of predictor DISTANCE becomes 0.3, which is expected to play a more important role in predicting arrival delay. We list the corresponding results in Table 8 . We can see that as the data size increases, the improvement of the SMR estimate over MR's is more and more significant. Both the MR and SMR estimates based on the 353-month data are significantly better than the last available full-data estimate based on the 60-month data.
Conclusion
When all predictors of the GLMs are categorical or discrete, the best solution would be partitioning the data according to distinct predictor values if applicable. In this case, ∆ = 0, both the MR and SMR estimates exactly match the full data estimate.
For GLMs with flat G(η) (that is, G ′ (η) is bounded by some moderate number), such as logit, probit, cloglog, loglog, and cauchit links for binomial models, one may check the coefficients of the continuous variables fitted by MR. If all linear predictors contributed by continuous variables are relative small comparing to the intercept or linear predictors contributed by categorical ones, then the MR estimate might be good enough. Otherwise, we recommend the SMR solution.
For GLMs with unbounded or large G ′ (η), such as Poisson model and Gamma model, we recommend SMR over MR with a finer partition.
Data partition, or more specifically, the maximum block size ∆, is critical for both MR and SMR. How we can obtain an efficient partition is critical to representative approaches, but is out of the scope of this paper.
The framework of representative approaches allows the data analysts to work with the representative data instead of the raw data. In the scenario where different sources of data are owned by different individuals or companies (also regarded as nodes) with competing interests, the exchange of raw data between nodes may be either infeasible or too expensive. Thus divide-and-conquer, or even subsampling methods may not be applicable. For those cases, the representative approaches provide ideal solutions since the representative data points typically could not be used to track the raw data.
A Appendix Section Table 9 : Examples ν(η) and G(η) of commonly used GLMs season,"1": January 1-March 31, "2": April 1-June 30, "3": July 1-September 30, "4": October 1-December 31 DayOfWeek day of week, "1": Monday, "2": Tuesday, "3": Wednesday, "4": Thursday, "5": Friday, "6": Saturday, "7": Sunday DepTimeBlk CRS departure time block, "1": 12:00 AM -05:59 AM, "2": 06:00 AM -11:59 AM, " 
S.1.3 Some Properties of MR and SMR
S.2 Proofs
Proof of Theorem 2.1: Recall that X i ∈ R p is the ith predictor vector, y i ∈ R is the ith reponse variable, i = 1, 2, . . . , N; and y = (y 1 , . . . , y N )
T is the response vector of the whole data, X = (X 1 , . . . , X N ) T is the predictor matrix of the whole data. Given a data partition {I 1 , . . . , I K } of I = {1, . . . , N}, we denote by X k , y k , ǫ k the predictor matrix, the response vector and the error vector of the kth block, k = 1, . . . , K, respectively. Then
, which is positive definite according to our assumption.
Denote by · 2 the induced matrix norm defined by A 2 = max x =1 Ax , which is actually the square root of the largest eigenvalue of A T A. If A is positive semi-definite, then A 2 is simply its largest eigenvalue.
Denote by δ k = max i,j∈I
for some a i 's satisfying a i ≤ 1. By the definition of the matrix norm,
≤ n k Therefore we have
Denote by λ 1 and λ * 1 the smallest eigenvalues of 
where ½ n k is an n k × 1 vector of all 1's, and J n k is an n k × n k matrix of all 1's. Then the MR estimator is unbiased since E(β) = β + E((
and the covariance matrix of the MR estimator is given by
and the matrix norm of difference between the Fisher information matrices of OLS and MR is given by
Consider the induced matrix norm of difference between covariance matrices of OLS and MR estimators
The last "≤" holds if ∆ 2 < λ 1 /(2N). Therefore, as ∆ goes to zero, Cov(β) converges to Cov(β) in terms of largest eigenvalue.
Lemma S.1 (Kanniappan and Sastry, 1983, Theorem 2.2) . Suppose X is a finite dimensional space and f n : X → R, n = 0, 1, . . ., are strictly convex. Suppose f n → f 0 uniformly and x * n = argmin x f n (x) exists uniquely. Then x * n → x * 0 as n goes to ∞.
Proof of Theorem 2.2:
According to McCullagh and Nelder (1989, Section 2.5), the log-likelihood of a GLM is given by l(β; y, X) = The log-likelihood of the representative from kth block
sinceỹ k = n −1 k i∈I k y i . Recall that the derivative ∂l/∂β is simply the score function (2). By plugging in the first order Taylor expansion ofl k aboutX k at X i , and by the Cauchy-Schwarz inequality, we have
2 ) 1/2 . Then for sufficiently small∆ and all β ∈ B, we have
for some M > 0, which depends on the data but not the representatives or∆. That is, l(β) converges to l(β) uniformly as∆ goes to 0 for β in the compact set B.
The strict concavity of l(β) implies the existence and uniqueness ofβ ∈ B, such thatβ = arg max β l(β). Letβ maximizesl(β). For sufficiently small∆,l(β) is also strictly concave, which guarantees the existence and uniqueness ofβ. By Lemma S.1,β converges toβ as∆ → 0.
Since l(β) is twice differentiable and If ∆ = 0, then in each block all the predictor variables are the same, that is, X i ≡X k for i ∈ I k , k = 1, . . . , K. Therefore,l k (β) = l k (β), k = 1, . . . , K andβ =β.
