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ABSTRACT
Transverse cracking is an early form of damage in fiber-reinforced composite materials that
can nucleate delamination, fiber breakage, and ultimate failure. Although many variables
influence transverse cracking, little work has been done to characterize local and complex
microstructural features which affect this damage formation. By relating experiments at
the micro-, meso-, and macroscales this research provides additional evidence to support
the significance of fiber packing, interphase formation, and residual stresses on the behav-
ior of carbon fiber reinforced epoxy composite materials. For this systematic study across
length scales, carbon fibers with three different commercially available surface treatments
in a Aradur/Araldite epoxy system were selected. The surface functional groups on the
carbon fibers were investigated with x-ray photoelectron spectroscopy, interfacial adhesion
was characterized using a single fiber microbond test procedure, and the onset and density
of transverse cracking events in cross-ply composites were measured using acoustic emis-
sion. Additional characterizations of the epoxy mechanical properties, thermal properties,
and degree of cure were also performed. The presence of oxygen and nitrogen on the fiber
surface significantly increased adhesion to the matrix material, while the specific functional
groups on the surface did not significantly alter the adhesion for the surface treatments
tested. Additionally, higher matrix glass transition temperatures resulted in stronger adhe-
sion. Interestingly, this higher adhesion did not always translate to greater transverse crack
resistance in cross-ply composites.
The variation in epoxy stoichiometry was investigated near the fiber surface using a new
atomic force microscopy-infrared spectroscopy based instrument. The IR absorption peak
corresponding to the chemical cross-linking reaction increased in intensity relative to neigh-
boring peaks in interphase regions near the carbon fiber surface. Additionally, a broadening
of the hydroxyl peak consistent with increased amine concentration in control samples was
also observed near the fiber surface. This increased cross-linking and amine concentration
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near the fiber surface supports the hypothesis of a chemical gradient interphase region which
forms during the curing process due to preferential amine adsorption on the fiber surface.
Full-field high resolution strain maps of composites under tension were generated using
digital image correlation (DIC) in a scanning electron microscope (SEM). A newly developed
procedure for reconfiguring sputtered thin films was optimized to produce appropriate surface
speckle patterns for SEM-DIC. The patterns were tailored for a wide range of magnifications
and are compatible with many materials systems. Deformations local to the fiber/matrix
interface were measured with a noise floor of 0.24 pixels (less than 3 nm at 6000× magnifi-
cation). The capabilities of SEM-DIC using the newly developed thin film reconfiguration
procedure were demonstrated through measurements of deformation around single fibers in
model composite systems, and in the measurement of highly localized deformations in high
volume fraction composite systems.
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CHAPTER 1
INTRODUCTION AND PROJECT SUMMARY
1.1 Damage Evolution from Transverse Cracking
Composite laminates are susceptible to several forms of microstructural damage. Under load-
ing conditions which place the transverse ply under tension and/or shear, the first damage
type to initiate and propagate is transverse cracking [1], also called intralaminar cracking or
microcracking. An example of a transverse crack is shown in Figure 1.1. This damage can
occur at strains much lower than the failure strain of the matrix material [2]. Transverse
cracks reduce stiffness [3] and change the thermal expansion coefficients [4] of the compos-
ite. While this damage typically arrests at the inter-laminae interfaces, transverse cracks
also serve as initiation sites for delamination [5], another form of damage characterized by
the separation of plies from each other [6]. Delamination reduces impact resistance [7],
and compressive strength [6] significantly. Transverse cracking also leads to fiber breakage
and catastrophic failure of components. Because transverse cracks accumulate at low loads
and induce delamination and early catastrophic failure, the parameters that influence their
formation are of interest for prediction and prevention [8].
Macroscopically, the formation of transverse cracks has been shown to depend on the
laminate structure, including thickness of the transverse plies and orientation/stiffness of
the adjacent plies [9, 10, 11]. While models using these variables (shear-lag and energy
based approaches) may successfully predict cracking, the calculations do not incorporate
microstructural influences to explain how variable bonding conditions or residual stresses
affect the formation of transverse cracks. At the fiber level, fiber-matrix adhesion plays a
role in the onset of transverse cracking [12]. Load transfer between the fiber and matrix
depends on fiber surface functionality, residual stresses, and chemical interactions between
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Figure 1.1: Optical image of a [0/90/0]T composite laminate with a transverse crack caused
by mechanical loading. A fluorescent dye was allowed to penetrate into the crack to add
contrast. This micrograph is a composite image of white light and fluorescent light images to
clearly show both the microstructure of the transverse ply and crack path.
the materials. These chemical interactions can cause an interphase region (Section 1.2) to
form which further influences how loading and damage evolve in the composite.
1.2 The Interphase Region
1.2.1 Origin of the Interphase Concept
The behavior of composite materials is highly dependent on the properties of the constituents,
as well as the interactions at the interface. The interphase is a small region that forms in the
matrix material near the fiber surface that is distinct from the bulk matrix material [13]. The
concept of an interphase was first proposed for composite materials in the 1970s by Sharpe
[14], further supported by Fourier transform infrared spectroscopy (FTIR) measurements
of carbon fiber reinforced polymer (CFRP) composites [15, 16]. These preliminary studies
showed that when compared to neat epoxy systems, epoxy samples containing carbon fibers
cured more rapidly during the initial stages of cure, but had not reacted as fully by the end
of the curing cycle. This was initially explained by the presence of functional groups on the
surface of the fibers accelerating the epoxy reaction, however it was later accepted that the
2
Figure 1.2: Schematic diagram illustrating the interphase region in a composite material.
Near the fiber surface, chemical gradients are formed during the curing cycle of the compos-
ite. This region has distinct properties from the bulk matrix region that affect how load is
transferred between the fiber and matrix, as well as residual stresses.
concentration of functional groups on the fiber surface is far smaller than that already present
in epoxy resins [17]. A more plausible explanation was the presence of a non-stoichiometric
matrix phase near the fiber surface as shown in Figure 1.2. Since then, cure kinetic models
have predicted that some components of an epoxy matrix will adsorb preferentially to the
fiber surface depending on the fiber’s surface treatment, and under certain cure conditions
a gradient will form [17]. Understanding and engineering interphase regions will aide in
approaching the theoretical limits of composite mechanical performance [18].
1.2.2 Characterization of the Interphase
Phase mapping or nano-indentation have been used to successfully measured changes in
the physical response of the matrix when probed near fiber surfaces, implying the presence
of an interphase region [19]. However, many of these measurements are complicated by
near fiber effects, and have resulted in contradictory findings for the same material [20]. A
more compliant interphase, stiffer interphase, and no variation have all been reported [21].
An overview of early experimental approaches to measure the interphase (mostly concerned
with glass fiber composites) was given by Kim [22]. Nanoindentation, nanoscratch tests, and
atomic force microscopy (AFM) characterization experiments have been carried out. Again,
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the effect of fiber stiffening, present in both nanoindentation and nanoscratch tests causes
misinterpretation of the interphase elastic modulus. AFM data provide relevant comparisons
of the interphase region in different material systems [22].
More recently, AFM of CFRP composites revealed an increase in stiffness near the fiber
surface (100−200 nm) [23]. AFM has also been used to show that the interphase is susceptible
to hygrothermal environments [24]. Analytical and experimental predictions for the size
of the interphase in CFRP composites range from three nanometers to several hundred
nanometers [19, 20, 23, 25, 26].
Qing et al.[27] characterized the interphase between carbon fiber and epoxy with trans-
mission electron microscopy (TEM) and electron energy loss spectroscopy (EELS). Samples
were prepared with a focused ion beam (FIB) and showed a 200 nm wide interphase with
distinct morphology. With semi-quantitative chemical mapping using EELS, an increasing
oxygen-to-carbon ratio from 10 % to 19 % was found. However gallium ion implantation
during FIB created artifacts on the samples, and other sample preparation techniques such
as ultramicrotomy where too damaging to the interphase region. Similarly, electron induced
beam damage of polymers is a further challenge for characterizing these materials using
electron microscopy [18, 28].
The chemical interactions between carbon structures and polymeric matrices are not fully
understood [29]. While a changes in physical properties and morphology are significant, there
is a lack of experimental data to provide a chemical understanding of the interphase. Even at
the larger length scales of the previously discussed interphase thickness estimates, traditional
chemical analysis techniques such as FTIR or Raman spectroscopy are unable to measure
changes in the matrix material near the fiber surface as they reach their resolution limits.
Only recently have newer techniques with higher resolution for studying chemical changes
been developed.
4
1.3 High Resolution Digital Image Correlation
Digital image correlation (DIC) is a non contact technique for measuring surface deformation
[30]. Images are captured before and after deformation. These images are compared for
similar small regions called subsets. In order for correct correlation to occur, each subset
needs to be distinguishable from the rest. For that reason, a high contrast stochastic speckle
pattern is required on the surface [31], either as part of the material’s surface morphology
or added, typically by spray paint or air brush.
Image matching in two-dimensional digital image correlation is performed by minimiz-
ing the output of the cross correlation function. The simplest form is the sum of squared




(G(ξ(x,p))− F (x))2 (1.1)
where G and F are the grayscale pixel values of the undeformed and deformed images
subsets respectively. The shape function, ξ transforms the reference or undeformed subsets
to fit the deformed subsets. x are the coordinates within the image and p are the shape
parameters required by the shape function to translate, rotate, elongate, compress, and shear
the reference subsets. Larger subsets are more trivial to correlate, but reduce the spatial
resolution of the strain map.
The diffraction limit of visible light limits the practical subset size that can be achieved
in an optical microscope. The spatial resolution of DIC has been improved through the
use of different microscopy techniques including electron microscopes [32]. When observing
samples in the SEM, there are additional imaging artifacts [32, 33, 34]. The electron beam
can drift during the time it takes to raster through a region to capture an image, resulting
in a time dependent distortion [32]. Additionally, spacial distortions exist in the SEM due
to the electromagnetic process of focusing and scanning electrons to interact with the sam-
ple surface [32]. Rastering errors can also be observed where the electron beam does not
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consistently hop from line to line, creating step artifacts in the resulting strain calculation
[33]. Finally, because the signal detected at each location is dependent on the number of
electrons that interact with the detector in the SEM, there is a random noise associated
with SEM measurements [35]. The effects of imaging parameters on these artifacts has been
summarized by Daly [35], and an SEM module based on her and Sutton’s work has been
incorporated into a commercial DIC software package [36]. Two main challenges still remain
for SEM-DIC, which are e-beam sample damage and the application of high quality speckle
patterns. Because parts of this thesis work include improvements to implementing the SEM-
DIC technique itself, continued discussion related to the challenges and working principles
is provided in an introduction section leading into Chapter 4 where it is more relevant.
1.4 Overview and Outline of Dissertation
The objective of this research is to investigate the influence of processing, microstrucutre, and
local material properties on the deformation and failure behavior of continuous fiber compos-
ite materials. Chapter 2 introduces our materials system and discusses the characterization
of the composite, the constituents of the composite, and the composite interface. This
characterization is achieved using a large range of analysis techniques including microbond
testing of the interface, x-ray photoelectron spectroscopy of the carbon fiber surface, differ-
ential scanning calorimetry and dynamic mechanical analysis performed on the epoxy matrix
material, dogbone tension and tapered double cantilever beam (TDCB) mechanical testing
of the epoxy matrix material, and mechanical testing with acoustic emission monitoring of
the cross-ply composite material.
In Chapter 3, the composite interphase region is more closely investigated using a re-
cently developed atomic force microscopy-infrared spectroscopy (AFM-IR) technique. The
AFM-IR technique is introduced and the working principles are described. Comparisons
between AFM-IR and more traditional FTIR are made which show excellent agreement be-
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tween the peak locations given by the two techniques. A change in spectra is shown in the
low wavenumber region corresponding to increased crosslinking density. Chemical maps are
collected in the high wavenumber region which are consistent with higher amine concentra-
tions near the fiber surface. The current challenges associated with the technique are also
discussed.
Chapter 4 presents a novel patterning technique which enables high resolution digital
image correlation to be performed on a wide range of materials inside a scanning electron
microscope. The important variables and mechanism for film reconfiguration are discussed.
The patterns created are characterized both in terms of particle size and their performance at
different magnifications. A case study investigating a single glass fiber composite is discussed
to demonstrate the capabilities of the newly developed patterning technique.
In Chapter 5, the SEM-DIC patterning technique is used to measure localized deforma-
tions in composite materials. The strain fields around single carbon fibers are characterized
at high magnifications. In high fiber volume fraction composites, the measurement of defor-
mations between closely packed fibers is demonstrated at intermediate magnifications.
Finally, a summary of the work is given in Chapter 6 with ideas for future directions for
the research. Following the main matter are a set of appendices which provide supporting
details and examples. Appendix A presents an in situ mesoscale mechanical test of com-
posites which allows for the direct observation of the microstructure and measurement of
regional strains. In Appendix B, sample code written in Python 3 is provided for extracting
the microstructure of continuous fiber composites. Appendix C walks through and explains
the imaging procedure to capture SEM micrographs suitable for DIC, as well as what set-
tings are most important to apply and why. Appendix D is an image gallery which shows
additional images captured by the author over the past five years.
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CHAPTER 2
THE ROLE OF INTERFACIAL ADHESION AND
CURE STATE∗
The formation of transverse cracks depends on laminate structure, thickness of the transverse
plies, and orientation/stiffness of the adjacent plies [9, 10, 11]. Transverse cracks initiate from
fiber-matrix debonding before propagating through the ply [37], and fiber-matrix adhesion
is known to play a key role in the onset of transverse cracking [12]. Adhesion between
the fiber and matrix depends on fiber surface functionality [38], chemical interaction with
matrix material [39, 40], and residual stresses between the two materials [41]. Unfortunately,
these microstructural influences on adhesion are mostly studied independently from damage
propagation in composites.
Here, using the same set of materials and processing conditions across multiple length
scales, we investigate the role of fiber surface treatment and cure state on the formation
of transverse cracks through: (1) The chemical functionality of the fiber surfaces by x-
ray photoelectron spectroscopy (XPS), (2) the degree of cure of the epoxy as measured by
dynamic scanning calorimetry, and (3) the glass transition temperature of the epoxy by
dynamic mechanical analysis. (4) Elastic properties of the matrix material are characterized
using tensile testing with DIC analysis, and (5) the fracture toughness is measured using
tapered double cantilever beam specimens. (6) The interfacial shear strength (IFSS) between
the matrix and fiber using a microbond technique. (7) The onset and density of transverse
cracking in cross-ply composites by monitoring acoustic events.
Fundamental insights into the microstructure-property relationships are increasingly im-
portant to help guide the implementation of hierarchical computational models. The aim
∗Significant portions of this chapter have been prepared for submission in C. Montgomery, M. Rossol, S.
Kim, P. Geubelle, N. Sottos, ”The role of interfacial surface treatment and cure state on transverse crack
formation in carbon-fiber/epoxy composites”. in preparation.
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of this and future experimental studies is to better understand the contributing factors of
transverse crack formation in composite materials through a systematic multi-scale investi-
gation.
2.1 Materials and Methods
Three different polyacrylonitrile (PAN) based carbon fiber types that vary only in their
as-received surface treatment were purchased from Hexcel. AU4 fibers are untreated, AS4
fibers are oxidized, and AS4-G fibers have received a sizing treatment (polymeric coating).
These fibers were selected specifically for variable bonding conditions at the interface. Fibers
were obtained in 3K (AS4, AS4-G) or 12K (AU4) tows and had an average fiber diameter
of 7.1 µm.
The matrix material was a two part epoxy system from Huntsman, Aradur/Araldite 8605.
This system was selected because its low viscosity and long pot life allow for the fabrication
of both microbond samples and composite panels. This epoxy is a high temperature system
with a manufacturer recommended full cure of 24 hours at room temperature (RT), followed
by two hours at 121 ◦C, and three hours at 177 ◦C. Some specimens were cured with an
alternate cure schedule of 24 hours at RT, followed by 2 hours at 80 ◦C. The two cure
schedules summarized in Table 2.1 are referred to as full-cure and under-cure herein.
Table 2.1: Summary of the cure schedules for epoxy samples.
24 hours 2 hours 3 hours
Full-cured RT 121 ◦C 177 ◦C
Under-cured RT 80 ◦C N/A
A small scale in house resin impregnation system shown in Figure 2.1 was used for the
fabrication of composite panels from a spool or bobbin of fibers. This system allowed for
control of fiber and resin selection in the test panels. The rate of rotation and translation of
the barrel is set to control the thickness of the plies.
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Figure 2.1: Schematic diagram of the fiber tow resin impregnation setup. The compact size
of the system enables it to be contained within a fume hood. A modular series of tension
rollers are used to apply an appropriate amount of tension on the fiber tow. Rotation of the
barrel is used to draw a tow of fibers over a resin coated drum (metered by a doctor blade)
and onto the barrel, while translation of the barrel allows for the control over ply width and
thickness [42].
Figure 2.2: Optical micrograph of the [0/90/0]T composite cross section. The 0
◦ plies consist
of glass fibers in epoxy, and the 90◦ ply consists of carbon fibers in epoxy.
The test laminates, shown in Figure 2.2 consisted of three plies [0/90/0]T . The outer
plies were fabricated with unidirectional glass fibers, and only the center ply contained one
of the carbon fiber types discussed above. Glass fibers were used for the 0◦ plies to increase
the compliance of the composite, and allow transverse cracks to initiate in the carbon ply at
lower loads. Straight bar uni-axial tension specimens 12 mm wide and 100 mm long were cut
from each composite panel using a tile saw with diamond coated blade. The average panel
thickness was 0.7 mm. Fiber glass epoxy tabs 15 mm long were adhered to the ends of the
specimens to facilitate load transfer from the wedge grips.
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2.1.1 Fiber Surface Analysis
A Kratos Axis Ultra XPS with monochromatized Al-Kα source at 225 W and system pressure
of 10−7 Pa was used to study the surface elemental and chemical composition of the fibers.
Each type of carbon fiber tow was secured to the sample holder using ultra high vacuum
tape. A region size of 0.3 by 0.7 mm was investigated using both survey scans and high
resolution scans. Survey scans averaged over three sweeps had a pass energy of 160 mV, a
step size of 1.000 eV, and dwell time of 100 ms. High resolution scans of the carbon peak
averaged over 15 sweeps had a pass energy of 40 mV, step size of 0.100 eV, and a dwell time
of 200 ms.
The peak fitting program, CasaXPS version 2.3.16, was used for peak shifting and fitting.
The carbon 1s peak (C1s) at 284.6 eV was selected as the reference for peak shifting regardless
of surface treatment or presence of a sizing agent. A Shirley background and Gaussian-
Lorentzian mix function (product of Eqs. (2.1) and (2.2) with m = 30) were used to fit most
peaks.












where m is the mix ratio, x is the binding energy, E is the peak center, and F is the function
width.
The graphitic C1s was fit using an asymmetric Gelius profile convoluted with a Gaussian-
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Lorentzian function (Eq. 2.3).
A =

GL(x : F,E,m) + w(a, b)[AW (x; a, F,E)−G(x : E,F,m)] x ≤ E
GL(x : E,F,m) x > E
(2.3)
where












The parameters a and b determine the shape of the asymmetric portion of the curve. An
additional Gaussian-Lorentzian mix function was added to the sized fiber fit to account for
the presence of a polymeric coating. Each surface treatment resulted in different degrees of
functionality on the fiber surface as measured by XPS, discussed in section 2.2.1.
2.1.2 Epoxy Degree of Cure and Glass Transition Temperature
Differential scanning calorimetry (TA Instruments Q20, New Castle, DE) was used to deter-
mine the degree of cure by comparing the residual exotherm of a cured epoxy sample to the
residual exotherm of the epoxy immediately after mixing. A 20−300 ◦C ramp at 10 ◦C/min
was used for each test.
The glass transition temperature (Tg) of the epoxy was measured for multiple cure cycles
by three-point bend dynamic mechanical analysis (TA Instruments RSA-III, New Castle,
DE). A gauge length of 25 mm, strain of 0.5 %, and frequency of 1 Hz were used. The
temperature was swept from 25−200 ◦C at a rate of 5 ◦C/min. Tg is reported as the peak of
the tanδ curve.
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2.1.3 Epoxy Mechanical Testing
Stereo digital image correlation (also referred to as 3D-DIC) was used to characterize the
elastic properties (Young’s Modulus, E and Poisson’s ratio, ν) of the epoxy. The elastic
properties were characterized at two cure temperatures. Dog-bone specimens with a 63.5 mm
gauge length, 12.5 mm gauge width, and 3 mm thickness were cured in aluminum molds.
Specimens were prepared using three different weight ratios of hardener to resin: 30 to 100,
35 to 100 (stoichiometric ratio), and 40 to 100. Three specimens for each combination of
mix ratio and cure schedule (full- or under-cure) were prepared and tested.
High contrast speckles needed for stereo DIC were produced using spray paint. A layer
of matte white paint was applied to the gauge of the specimens. Next, matte black spray
paint was applied to produce speckles ∼ 240 µm in size as determined by the autocorrelation
technique [43].
Images for stereo DIC were captured using two digital cameras (Basler A631fc, Balser,
Germany), each with a CCD resolution of 1388× 1038 pixels and 180 mm lens (Tamron SP
Di AF 180 mm F/3.5 Macro, Tamron Co., Japan). Images were taken at a magnification
of 40µm/pixel, an aperture setting of F-16, and a five degree angle between the cameras.
Image correlation was carried out with Vic-3D software (Correlated Solutions, Columbia,
SC). The smallest possible subset size, hsub, that ensured full correlation (hsub = 31 pixels or
1.24 mm) was used, providing the best combination of spatial resolution and measurement
error [43]. A step size of hstep = 3 pixels (approximately hsub/10) was selected [43].
Dog-bone samples were tested on an electromechanical test frame (Instron Model 5984,
High Wycombe, United Kingdom) in uni-axial tension at a nominal strain rate of 10−4/s.
Specimens were clamped with mechanical wedge grips and were tested to two percent applied
strain. Strain was also measured by a contact extensometer spanning the central 25 mm of
the specimen.
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2.1.4 Acoustic Emission due to Transverse Crack Formation
The onset of transverse crack formation was determined by acoustic emission (AE) response.
Composite specimens described in Section 2.1 were tested in the Instron at a nominal strain
rate of 3× 10−4/s to one percent applied strain as measured by contact extesometry. The
AE system consisted of a 100 kHz to 900 kHz AE Sensor (WD Wideband AE Sensor, Physical
Acoustics, Princeton Jct, NJ), a preamplifier (2/4/6 Physical Acoustics, Princeton Jct, NJ)
set to a pre-gain of 40 dB, and a DC power supply (GPC-3030D, Instek, Montclair, CA).
The raw waveform data from the AE sensor was collected and saved using LabVIEW (Daq
Board USB-6251, National Instruments, Austin, TX). The AE data was collected using a
sampling rate of 1.25 MHz and the amplitude distribution covered the range 0 dB to 100 dB
(0 dB corresponds to 1 µV).
Relevant acoustic events were extracted from the raw waveform data using Python R©. A
threshold of 41 dB was determined from a tensile test on neat epoxy such that no AE activity
occurred during the test [44]. Acquisition parameters (peak definition time = 100 µs; hit
definition time = 200µs; hit lock out time = 300 µs) were determined from literature on
similar materials [45, 46, 47] and used to extract individual wavelets corresponding to the
relevant acoustic events. Once isolated the following parameters were determined for each
wavelet [48]: event time, threshold crossing or counts, peak amplitude, rise time, duration,
and MARSE energy. The corresponding applied strain associated with each acoustic event
was determined using the event time and the data (stress, strain, time) obtained through
the Instron Bluehill software.
We confirmed that the acoustic events monitored in our experiments corresponded to
transverse cracks by counting the number of cracks in optical micrographs and comparing to
the AE count. A sized fiber cross ply specimen was loaded in tension and held at one percent
applied strain. A fluorescent dye (Zyglo R© ZL-37, Magnaflux, Glenview, IL) was applied to
the cut surfaces and allowed to penetrate the open transverse cracks for five minutes before
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being unloaded. Next, the specimen was sectioned to isolate the central 25 mm of the gauge
length using a low-speed diamond saw (IsoMet R©, Buehler, Lake Bluff, IL) and mounted in
EpofixTM such that the surface could be polished and examined. The sample was polished
on an auto-polisher (MetPrep3TM, Allied High Tech Products inc., Compton, CA) down to
1 µm using diamond suspensions and a non-aqueous lubricant. The polished surface was
imaged under a fluorescent microscope (DMR-R, Leica Microsystems, Buffalo Grove, IL)
with a filtered Hg-lamp excitation source (365 nm wavelength) using a color CCD camera
(MicroPublisher, QImaging, Surrey, BC, Canada) with 2048× 1536 pixel resolution. Under
these conditions the transverse cracks were easily identified.
2.1.5 Single Fiber Microbond Test for Interfacial Shear Strength
Adhesion to the three different fiber types discussed in section 2.1 was investigated. The
microbond test developed by Miller [49] was selected because our epoxy matrix is not ideal
for fragmentation tests where the matrix failure strain is close to the fiber failure strain, and
high interfacial shear strengths (IFSS) complicate fiber pullout or pushout tests where longer
embedded lengths can lead to the fiber failing before the interface. Microbond samples were
fabricated by applying a small amount of epoxy onto a single fiber surface using a heat
extruded glass pipette. Microbond sample sets were cured following the full-cure schedule.
Air was removed from a vacuum oven and it was back filled with an N2 environment to
prevent blushing of the epoxy. Four additional microbond sample sets on oxidized surface
fibers were made with variable cure and residual stress states. The first set was cured at
RT. The other three sample sets substituted the post-cure oven step with two hours at 80 ◦C
(identical to under-cure), two hours at 121 ◦C, or two hours at 121 ◦C followed by three hours
at 155 ◦C.
From each sample set, a subset of 10-20 beads were selected for testing. These beads were
chosen for their symmetry, size (embedded lengths between 50 and 200 µm), and separation
from neighboring beads within 1 mm. The fiber was segmented and adhered to an end tab
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for testing.
The microbond setup is similar to one described previously [50]. Displacement was ap-
plied at a rate of 0.5 µm s−1 by a high resolution linear actuator (PI M-230.25S, Physik
Instrumente, Germany). A 150 g load cell (Model 31, Honeywell, Morris Plains, NJ) output
a voltage measurement to the data acquisition board and was read by a custom LabVIEW
virtual instrument. The load cell and sample holder were attached to a Newport M433
linear stage for pre-test coarse alignment. Fine alignment of the blade height and gap was
performed with two Newport Model 450-A linear stages. A small preload was applied to en-
sure setup alignment. In this setup, misalignment was determined by the angle of the fiber
during the preload. Any deviation from normal was caused by one half of the bead coming
into contact prior to the other half. Misalignment was corrected by adjusting one or both of
the blade heights. A representative load-displacement behavior during the microbond test is
shown in Figure 2.3. The load increases linearly until debonding occurs. After debonding,
the load drops and there is a second build in load due to static friction between the debonded
bead and fiber surface, which is shortly followed by kinetic friction. By shortening the fiber
length between the load cell and epoxy bead, the static friction peak can be suppressed as
the load transitions directly from debonding to kinetic friction. The IFSS is calculated using
the peak load, P , fiber diameter, df , and embedded length, le, by Equation 2.6.
σ = P/(πdf le) (2.6)
2.2 Chemical Characterization of Materials System
2.2.1 Fiber Surface Elemental Composition
XPS survey scans shown in Figure 2.4 were used to quantitatively evaluate the carbon, ni-
trogen, and oxygen content on the carbon fiber surfaces. Table 2.2 shows relative surface
16
Figure 2.3: Representative stress strain curve from a microbond test. A small deviation
from linearity may occur prior to the peak load if the debonding progresses slowly. The peak
load occurs at the failure of the interface, which is followed by a smaller static friction peak
associated with the slip-stick motion of the fiber passing through the bead. The tail of the
curve is caused by the kinetic friction between the fiber and epoxy bead.
concenrations by integrating the total counts under each peak and dividing by the carbon
peak count. The presence of oxygen (O) or nitrogen (N) on the surface of the fiber indicates
the potential for chemical or hydrogen bonding at the interface, which would increase ad-
hesion [51]. Similar amounts of (O + N) were found for sized and oxidized fibers, 0.20 and
0.19 by ratio to carbon, respectively. Significantly less (O + N) is found on the untreated
fiber surface, 0.07, indicating that less adhesion is expected in the untreated case.
Table 2.2: Relative chemical concentrations from XPS survey scans on differently treated
carbon fiber surfaces. Elemental composition is shown as a ratio to carbon content.
Surface Treatment O/C O/N (O+N)/C
Untreated 0.05 0.02 0.07
Oxidized 0.15 0.05 0.20
Sized 0.16 0.02 0.19
Despite having similar total (O+N) atomic concentrations, sized and oxidized fibers are
distinguished by the chemical shifts within the C1s peak resolved by high resolution scans
(Figure 2.5). These chemical shifts occur based on the type of bonding that the carbon
atoms are involved in; the C1s peak can be interpreted as a summation of smaller peaks
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Figure 2.4: XPS survey scans of the three carbon fiber types. From high binding energy to
low binding energy, the peaks present in each scan are the oxygen Auger peak (˜975 eV), the
oxygen 1S peak (˜534 eV), the nitrogen 1s peak (˜403 eV), and the carbon 1s peak (˜285 eV).
each representing a different bond type. The most prominent bond type observed is the C-C
sp2 bonding, representing the graphitic structure of the carbon fiber. The contribution from
this bonding is asymmetric due to the conductivity of the graphitic structure. The convoluted
fitting function (Eq. 2.3) described in Section 2.1.1 was selected because it accurately fits
graphitic structures. A Gaussian-Lorenzian fit for the other peaks was chosen based on the
literature [52, 53].
Accurate characterization of the chemical bonding is complicated by the fact that one
oxygen or nitrogen atom can result in a shift for multiple carbon atoms. As a result, the
oxygen and nitrogen contributions in high resolution scans do not match the relative amounts
determined by a survey scan [52, 53, 54]. Additionally, because the evaluation is dependent
on the fitting equations selected, the initial parameters, and the shift correction of the
primary carbon peak, there is no unique solution to the fit. The evaluation is considered
semi-quantitative, used to compare the chemical types present on the fiber surface more so
than the relative amounts of bonding. Table 2.3 details the peak locations used for fitting
as well as the functional group concentrations calculated from the semi-quantitative high
resolution scan results. Both treated surfaces had high concentrations of C − OR groups
present, with a larger contribution for sized fibers (19.6 % and 11.1 % respectively). The
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oxidized surface fibers were found to have a much higher concentration of COOR groups
present on the surface (8.4 %), which accounts for the similar total (O + N) in the survey
scans. As will be discussed in Section 2.4, this difference in surface chemistry did not result in
a measurable difference in IFSS. However, the increase in overall functionality from untreated
to oxidized or sized was significant.
Table 2.3: Semi-quantitative concentration of the functionalities found on differently treated
fiber surfaces. Some surface chemical groups are indistinguishable based on proximity. C −
OR includes phenolic, alcohol, ether or imine groups. C = O includes carbonyl and quinone
groups, COOR includes carboxyl and ester groups, and π − π includes bonding between the
stacking graphitic structure as well as possible adsorbed carbonate or carbon dioxide.
284.6 eV 284.8 eV 286.1 eV 287.6 eV 288.1-289.1 eV ∼291 eV
sp2 sp3 C-OR C=O COOR π − π
Untreated 90.8 N/A 3.5 0.8 2.4 2.5
Oxidized 75.6 N/A 11.1 3.0 8.4 1.9
Sized 45.2 27.5 19.6 3.0 1.6 2.4
2.3 Mechanical Characterization of Matrix Material
Palmese et al. proposed that higher surface functionality on the fiber surface would result
in a preference for amines to be absorbed onto the surface [17]. While our composites
were manufactured using epoxy at the stoichiometric ratio, fiber selection may cause the
mechanical properties to shift to a non-stoichiometric or incomplete cure response. Non-
stoichiometric and under cured neat epoxy specimens were tested to gauge the potential
variation in elastic and fracture properties within the matrix material due to the formation
of an interphase region.
The elastic properties, summarized in Figure 2.7a, were measured for both full cured
and under cured stoichiometric epoxy dogbone samples. The average in-plane strains were
determined from planar fits to the full-field displacement-position data, u(x, y) and v(x, y),
measured by DIC. Since the principal strains are equal to the gradients of the displacement
fields, εxx = du/dx and εyy = dv/dy, the average principle strains can be easily computed
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Figure 2.5: High resolution XPS scans of the carbon 1s peak for (a) untreated fibers, (b)
oxidized fibers, and (c) sized fibers. The black line indicates experimental binding energy
values, while colored lines indicate the contributing peaks fit through CasaXPS. Relatively
greater contributions are seen from higher binding energies in the carbon 1s peak when oxygen
and nitrogen are bonded to or adjacent to the carbon atoms. The sp2 hybridized peak is
assymetric due to the conductivity of the graphitic structure. An additional sp3 peak was
incorporated into the sized fiber fit to account for the presence of a sizing agent.
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from the proper slopes of the planar fits. The Young’s modulus, E, was calculated by
performing a linear-fit to the axial-strain (εxx) stress data between 0.1 % and 0.4 % axial-
strain. The Poisson’s ratio was calculated as ν = −E/Et, where Et is the linear-fit to
the transverse- strain (εyy) and axial- stress data between −0.1 % and −0.4 % transverse-
strain. The stoichiometric, fully cured epoxy system had a modulus of 2.38 ± 0.03 GPa.
Decreasing the amine concentration by just 5 pph increased the modulus to 2.90±0.05 GPa,
while increasing the amine concentration by the same amount resulted in little change to
2.33±0.05 GPa. Under-curing the epoxy resulted in a statistically significant increase in the
elastic modulus for all stoichiometric conditions. The Poisson’s ratio of the stoichiometric
fully cured epoxy system was 0.43 ± 0.02, and none of the compositions or cure conditions
tested resulted in a statistically significant change in this value.
Fully cured stoichiometric compositions do not necessarily yield the highest mechanical
properties when testing below the Tg of epoxy systems [55]. Vanlandingham summarized that
more linear structures with good load transfer are formed with lower cross-linking density.
Increasing the cross-linking density interferes with the effective aspect ratio of polymer chains
and decreases the modulus [56]. Here, lower amine density resulted in higher modulus.
Tapered double cantilever beam (TDCB) samples were used to measure the fracture
toughness, KIC . The sample geometry and test setup were identical to those used in [57].
Unlike compact tension tests, the load required to propagate a crack through a TDCB sample
is independent of the crack length. KIC is proportional to a geometric constant, α that was
calculated as 12.8× 103 m−3/2 by fitting a calibration data set with known crack lengths as
shown in Figure 2.6. The KIC fracture toughness of the epoxy system at the manufacture
recommended full cure and stoichiometric ratio was 0.75±0.04 MPa m1/2. Additional TDCB
samples were fabricated using the same epoxy system at a range of hardener concentrations
from 25 to 45 pph. The change in toughness with respect to cure and stoichiometry is shown
in Figure 2.7b. For fully cured samples, the highest toughness is achieved in hardener rich
specimens. Based on this bulk data, for an interphase region where amine was absorbed
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Figure 2.6: A calibration data set used to fit the change in compliance with respect to the
crack length in TDCB samples.
onto the fiber surface, the matrix would be tougher and more compliant in regions near the
interface.
2.4 Interfacial Shear Strength by Microbond Testing
The measured IFSS values for the three fiber types tested are shown in Figure 2.8a. Samples
with untreated fibers debonded at 29 ± 4 MPa, half the IFSS measured for either oxidized
or sized fibers at 58±12 MPa and 60±7 MPa respectively. This result is in good agreement
with the XPS survey results which showed the oxidized and sized fibers both having similar
(O + N) content, much greater than that for the untreated fiber. Here, the IFSS appears
to be more sensitive to the total concentration of functionality on the surface (XPS survey
scans, (O + N)) than it is to the specific type of functionality (high resolution XPS scans,
C − OR or COOH). In previous studies, the proprietary sizing treatments on the fiber
have been shown to increase the IFSS [58] by acting as a coupling agent between the fiber
surface and epoxy matrix. This result was not reproduced in this work; it is possible that
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Figure 2.7: Summary of the epoxy system mechanical properties under variable stoichiomet-
ric and curing conditions. Showing (a) the elastic moduli as measured by dogbone tension
tests and (b) the K1C fracture toughness as measured by TDCB fracture tests. Modulus de-
creases with hardener concentration, and is higher when under cured. The fracture toughness
increases with hardener concentration while fully cured.
this particular sizing is primarily added for handling and processing purposes.
We also investigated the effect of cure temperature on the IFSS of microbond samples on
oxidized fiber surfaces. Both Tg and degree of cure increase with cure temperature. Figure
2.8b shows that the IFSS changed linearly with the Tg of the matrix. Samples cured at RT
resulted in the lowest IFSS of 15± 3 MPa, lower than for the untreated fiber surface despite
the higher chemical functionality of the oxidized surface. The degree of cure is 79% for RT
samples and 91 − 99% for all post cured samples. The change in measured IFSS values is
likely due to a change in residual stress.
The relative contributions of cure shrinkage and thermal shrinkage to residual stress are
disputed in literature. Earlier works report models for residual stress without consideration
for cure shrinkage [59, 60], whereas some more recent literature concludes the contribution
from cure shrinkage to be greater than that of thermal shrinkage [41, 61]. The unresolved
questions are how much of the cure shrinkage is “locked-in” prior to the gel point, and how
much stress is relaxed while above Tg. Complicating matters further is the change in modulus
with both degree of cure (Section 2.3) and the potential formation of an interphase region
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Figure 2.8: (a) The full-cured IFSS with variable fiber surface treatment and (b) the linear
variation in IFSS with glass transition temperature using oxidized fibers. All IFSS measure-
ments were made using the microbond test. RT cured samples were too brittle to measure Tg
by the same technique; RT was used in place of the Tg of RT cured samples in the analysis
here.
[13].
2.5 Acoustic Emission and Transverse Crack Forma-
tion
The crack spacing in full-cured sized fiber composites was measured from optical micrographs
using ImageJ. A spacing of 350± 135 µm was found, which was in good agreement with the
acoustic event density at one percent strain of 3.6± 0.8 mm−1. This suggests that the most
prominent source of acoustic events in our cross-ply composite tensile tests originated from
transverse cracking.
Stress-strain curves and acoustic events for all tested processing conditions are plotted in
Figure 2.9 for fully cured samples and Figure 2.10 for under-cured samples. The knee points
seen in the stress strain curve data follow the uptake in acoustic events, but do not accurately
show their onset. The onset of acoustic events is recorded as the strain at the first event
in any given sample. The acoustic event density was calculated by dividing the total count
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of acoustic events up to one percent strain by the gauge length of the composite coupon.
Figure 2.11 summarizes the onset of acoustic events and density at one percent strain for
each of the six sample sets. The expected result may be that lower IFSS systems would
initiate damage sooner and result in higher transverse crack densities. Increased cracking
occured in untreated fiber composite panels, which when fully cured initiated damage at less
than 0.1% strain and accumulated the highest acoustic event density. When undercured, the
number of acoustic events from untreated fiber composite coupons decreased drastically.
For the oxidized fiber composite panels, fully cured coupons again acquired more acoustic
events at one percent strain than undercured coupons, despite initiating at a higher strain.
Higher cure temperatures did not always translate into higher transverse crack resistance
despite resulting in greater IFSS in single fiber microbond tests. A possible explanation for
this difference may be variation in the local microstructure in the form of fiber packing,
a change in local residual stress state between microbond and cross-ply samples, or the
formation of an interphase region in carbon fiber composites with surface modification. If
the hardener component of the epoxy is being adsorbed onto the surface of the carbon fiber,
the resulting hardener deprivation in the bulk matrix region would have altered properties,
including a higher modulus.
Interestingly, despite having similar chemical functionality as discussed in Section 2.2.1,
and similar IFSS as discussed in Section 2.4, sized and oxidized fiber samples differed in their
AE onset and density. Most significantly, the undercured system had a higher acoustic den-
sity than the fully cured system, which was the reverse result from either sized or untreated
fibers. The reversal could be the result of additional microstructural influences as a result
of using a differently treated fiber.
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Figure 2.9: Stress-strain response and corresponding acoustic events per unit length for full-
cured cross-ply composite samples. Sample sets contain (a) untreated, (b) oxidized and (c)
sized fibers in the transverse ply. Each color corresponds to a test from six different coupons.
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Figure 2.10: Stress-strain response and corresponding acoustic events per unit length for
under-cured cross-ply composite samples. Sample sets contain (a) untreated, (b) oxidized
and (c) sized fibers in the transverse ply. Each color corresponds to a test from six different
coupons.
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Figure 2.11: Effect of fiber surface treatment type cure state on cross-ply composite acoustic
emission response: (a) The cumulative acoustic emission density after 1% strain, and (b)
the strain at onset of acoustic events.
2.6 Conclusions
Surface functionality of the fiber surface clearly has a large and beneficial effect on the IFSS
as measured by the microbond test, however the specific functionality (C − OR or COOR
groups) was not crucial. A change in cure temperature resulted in a linear increase in the
IFSS with Tg. While the increased adhesion associated with surface chemical functionality
delayed the onset and decreased the density of transverse cracking in cross-ply composite
materials, the higher cure temperature IFSS from microbond tests did not always translate
into higher transverse crack resistance. In cross ply composites, for both sized and untreated
fibers, the fully cured specimens developed more transverse cracks compared to the under-
cured specimens. Despite having very similar measured IFSS values for oxidized and sized
fibers, the transverse cracking behavior differed for these two composite systems.
The agreement between the surface chemical analysis and IFSS measured for oxidized and
sized fibers, and subsequent change found in AE results is highly suggestive of an additional
microstructural influence on the formation of transverse cracks. Future work on the modeling
of these systems, additional transverse cracking tests with in situ microstructure monitoring,
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and an investigation into potential interphase and residual stress effects will be beneficial to




An AFM based instrument that incorporates an infrared laser source (AFM-IR) has been
developed by Dazzi which surpasses the diffraction limits of traditional chemical analysis
techniques [62]. A complete review of AFM-IR theory is provided by the articles on the de-
velopment of the technique [62, 63, 64] and a recent review of applications [65]. A description
of the instrument’s working principles does follow in Section 3.1 to aid in the interpretation
of collected results.
AFM-IR has been used to investigate non-uniform cross-linking density [66, 67, 68].
These nanoscale features correspond to chemical heterogeneity which highly influences the
breadth of network polymer thermal transitions [69] and also provide low energy pathways
for fracture to occur [70].
Recently, Mikhalchan et. al. [68] studied the interphase of carbon nanotube assemblies in
epoxy matrix using AFM-IR. Significant chemical variation was observed where the polymer
interphase layer was predominantly formed by amine molecules. Changes in local elastic
properties were extracted from contact resonance frequency maps, which indicated that the
amine-rich interphase was less stiff than the outer cured matrix [68].
Here, the AFM-IR technique is applied to carbon fiber/epoxy composite samples to
characterize chemical and cross-linking variation in the interphase region around three types
of carbon fiber that differed in as-received surface treatment (as described in Chapter 2).
∗Significant portions of this chapter have been prepared for submission in C. B. Montgomery, D. Nepal,
N. R. Sottos, “Interphase chemical mapping of carbon fiber/epoxy composites by AFM-IR Spectroscopy”,
in preparation.
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3.1 Combined Atomic Force Microscopy and Infrared
Spectroscopy Techniques
Several commercial instruments combine atomic force microscopy with a second analysis
technique such as IR absorption. These techniques all surpass the diffraction limit of tradi-
tional FTIR techniques and have adopted names such as AFM-IR, but work under funda-
mentally different principles. This confusion can complicate instrument selection and data
interpretation for researchers which are unfamiliar with the available instruments, or only
familiar with one of the instruments. Two such instruments were investigated for their use
in measuring the interphase region in carbon fiber-epoxy composite materials, the Neaspec
neaSNOM and the Anasys nano-IR2.
3.1.1 Neaspec System
The Neaspec instrument is a scattering-type scanning near-field optical microscopy (s-SNOM)
technique [71]. A metal coated AFM probe is positioned near the specimen surface and illu-
minated with a broadband IR laser. Light interacts with the sample surface and is scattered
by the AFM probe. Two components of the light are detected, near-field and far-field. The
vast majority of the detected light is far-field light which is diffuse and therefore diffracts,
whereas the near-field light is only contributed by the scattering of light off the approximately
10 nm AFM probe tip and not subject to the diffraction limit [72]. To differentiate the small
near-field signal from the far-field noise, the AFM probe is oscillated. The near-field signal
varies much more than the far-field component which changes very little with the distance
of the AFM probe to the surface. This differentiation allows the far-field signal to be filtered
out leaving only the near-field response at the AFM probe tip. The remainder of the system
is very similar to a traditional Michelson interferometer. The signal passes through a beam
splitter and is sent to a stationary mirror and moving mirror. The signals recombine and
31
interfere with each other. At this point, the signal depends on the material response and the
response function of the instrument itself. By comparing the measured signal to a reference
signal with well characterized optical material properties, the instrument response can be
removed. A fast Fourier transform is applied to the interference pattern and the absorption
at each wavelength is recovered [71].
This technique requires a strong interaction and reflection of the signal at the sample
surface. The signal-to-noise is enhanced by using thin samples (100 nm to 500 nm) on a silicon
substrate to collect additional near-field signal reflected from the substrate [73]. However,
even with the enhanced signal the s-SNOM approach is better suited for hard materials with
high reflectivity and not polymeric materials like the epoxy interphase region of interest.
3.1.2 Anasys System
The nanoIR2 system is schematically shown in Figure 3.1, and consists of a contact mode
AFM setup with top illuminating broadly tunable optical parametric oscillator (OPO) IR
laser source [64]. The OPO source pulses the sample with monochromatic light. If the
wavenumber of the OPO source matches the absorbance of the sample locally, the chemical
bonds become excited. Upon relaxation, heat is released and the sample expands. Expan-
sion can be detected by the change in the angle of the AFM cantilever head and this signal
is directly proportional to the local absorption coefficient of the sample [64, 69]. Because
absorption is being measured by the cantilever deflection from locally expanding material
instead of transmitted IR light, the resolution of the technique is limited by either AFM tip
size or heat dissipation in the sample, and not the diffraction limit of IR light. Polymeric
samples are typically on the order of 100s of nm thick so that the substrate can rapidly dis-
sipate heat for higher resolution, but not so thin (10s of nm) such that little or no expansion
occurs [65].
In addition to the nanoIR2’s application to polymeric materials, at the time of research,
the Anasys system was also further ahead in its development in terms of software capability.
32
Figure 3.1: Schematic diagram showing the components of the nanoIR2 instrument. A pulse
tunable IR source is implemented in conjunction with a contact mode AFM setup which
consists of the cantilever, deflection laser, and photodiode. The composite material is probed
in matrix regions near the fiber to measure interphase effects. Heat from the relaxation of
the matrix after interacting with the IR source is dissipated into the fiber.
For these reasons, the nanoIR2 instrument located at the Air Force Research Laboratory in
Dayton, OH was used to study the composite interphase instead of the neaSNOM system
located on campus in the Frederick Seitz Materials Research Laboratory.
3.2 Materials and Methods
3.2.1 Sample Preparation
Untreated, oxidized, and sized carbon fiber spools were used for this study (AU4, AS4, AS4-
G, Hexcel Corporation, city, ST). The differences between the three fiber types are discussed
in greater detail in Section 2.1 and Subsection 2.2.1. A tow of each fiber type was embedded
in a two part epoxy system (Aradur/Araldite 8605, Huntsman Corporation, The Woodlands,
TX) at 100:35 parts by mass and fully cured using the manufacturer’s recommended cure
cycle of 24 hours at RT, followed by two hours at 121 ◦C, and three hours at 177 ◦C.
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3.2.2 FTIR Characterization
Spectra of the individual resin and hardener components were collected with a Nicolet Nexus
670 FTIR (Thermo Fisher Scientific, Waltham, MA). A drop of the resin or hardener com-
ponent was deposited between two KBr salt plates which were clipped together. The speci-
men was subsequently placed into the FTIR transmission mode chamber, which was purged
with N2. Additionally, a time elapsed series of spectra were collected for the stoichiometric
mixture of the components during a 24 hour time window after mixing. The two epoxy
components were thoroughly mixed at the stoichiometric ratio of 100:35 by mass, degassed
for 1 hour, and a droplet of the mixture was compressed between two KBr salt plates and
placed into the FTIR for measurement. This scan was repeated every hour over a twelve
hour period, and then again at 24 hours after mixing to track the change in IR absorption of
the epoxy with cure. Finally, an epoxy sample prepared the same way was fully cured and
scanned to collect the fully cured spectrum. All spectra were collected between 400 cm−1
and 4000 cm−1. Background spectra were collected using blank KBr salt plates.
3.2.3 AFM-IR Characterization
A nanoIR2 AFM-IR (Anasys Instruments, Inc., Santa Barbara, CA) instrument was used to
investigate the interphase region in model carbon fiber/epoxy composite systems. Contact
mode nanoIR2 probes (Model: PR-EX-nIR2, Anasys Instruments, Inc., Santa Barbara, CA)
were used for both spectra and chemical map measurements.
Spectra approaching fiber surface
Low wavenumber range absorption was measured between 900 cm−1 and 1700 cm−1 every
4 cm−1 at a sampling rate of 12.5 MHz and co-averaged 256 times. The IR laser power was
set to 1.28 % power at 0◦ polarization. The band pass filter was turned on, centered at
the 2nd harmonic about 177 kHz with a window of 50 kHz and 50 % strength. AFM height
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maps were taken immediately before and after the spectra array was collected and the probe
locations were corrected for the small amount of thermal drift linearly by time. AFM-IR
spectra were smoothed using adjacent point averaging.
Chemical maps in the high wavenumber range
Absorption was found as a function of position by rastering the fixed wavelength OPO laser
spot and AFM probe together across the sample surface. Both AFM height and absorbance
data are collected simultaneously, the latter is referred to as a chemical map when plotted
as a function of probe position. A 4 µm by 4 µm square region at the edge of the fiber was
chemically mapped at multiple wavenumbers (3396, 3124, 3040, and 2916 cm−1). A scan
rate of 0.1 Hz per trace with a resolution of 512 points in X and 128 points in Y were set
for the contact mode AFM scan. The integral gain and proportional gain were set to 5.00
V and 10.00 V respectively. The IR laser power was set to 0.86 % with 0◦ polarization.
Because the probe spends significantly less time at each location while rastering, the signal
was only co-averaged 16 times per point. The band pass filter was turned on, centered at
the 2nd harmonic about 165 kHz with a window of 50 kHz and 50 % strength. Additional
point spectra in the high wavenumber range were collected for bulk epoxy specimens with
varying resin/hardener mix ratios.
Chemical maps were visualized by exporting the peak IR values from the nanoIR2 soft-
ware (Analysis Studio v3.12, Anasys Instruments, USA) and importing it to Python 3 using
the matplotlib library. No leveling, filtering, or averaging has been applied to the images.
Chemical map ratios were constructed by dividing the corresponding maps after a small
translation to account for drift.
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Figure 3.2: Transmission FTIR spectra of the resin (black) and hardener (red) components
of the epoxy system. The most prominent characteristic peaks from each system overlap with
each other.
3.3 Absorbance Spectrum of an Epoxy-Amine System
Before any measurements were taken with the AFM-IR, the IR absorption spectra of the
two epoxy components were measured by FTIR to determine which absorption peaks were
significant to investigate (Figure 3.2).
In the high wavenumber region, the resin component contains aliphatic, aromatic, and
hydroxyl components. In contrast, the hardener component contains aliphatic and amine
components. The peaks in the low wavenumber (fingerprint) region overlap considerably
between the two components. Significant peaks correspond to only one component of the
epoxy, or to chemical bonds that interact during the epoxy-amine curing process.
To identify additional significant peaks, time elapsed FTIR of the curing reaction is
captured. From the time elapsed spectra shown in Figure 3.3, the peaks corresponding to
the epoxide and amine groups both decrease in intensity as the cure progresses, while the
hydroxyl peak and a C-O stretch corresponding to the cross linking reaction both increase.
Figure 3.4 shows a comparison of the FTIR spectrum with the AFM-IR spectrum of a
fully cured epoxy. There is excellent agreement between the peak locations, but some dis-
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Figure 3.3: Evolution of the absorbance spectrum during the first 24 hours of cure in the (a)
high wavenumber region and (b) low wavenumber region. The hydroxyl peak about 3396 cm−1
and C-O product about 1108 cm−1 both increase with curing, whereas the amine peaks (3364
and 3285 cm−1) and epoxide peak at 915 cm−1 both decrease. Other peaks present do not
change significantly as they do not correspond to the cross linking epoxy amine reaction.
These inactive peaks are used as references for changes that occur during the reaction.
crepancy in the relative heights of the peaks due to the fundamentally different measurement
method.
During setup of AFM-IR collection, a single reference wavenumber (1036 or 2918 cm−1)
is used for laser power and spot calibration. The best signal to noise was typically observed
for peaks about the reference wavelength. Although the absorbance can be measured using
the first harmonic of the cantilever oscillation, better signal to noise was achieved by using
the second harmonic, which removed thermal noise.
3.4 Point Spectra Collected in the Interphase Region
Local AFM-IR spectra of the composite specimens were investigated by probing an array of
low wavenumber point spectra collected across the interphase region (Figure 3.5). The three
peaks identified in Figure 3.4 are tracked and normalized to the reference peak to show their
relative change with respect to the distance of the probe from the fiber surface. Figure 3.6a
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Figure 3.4: (a) Amplitude of a point spectra collected using the AFM-IR compared to (b) the
absorbance of the same epoxy system measured by a traditional transmission FTIR technique.
Highlighted from left to right are an inactive C-O peak, the product C-O peak, and the C-O-C
reference peak.
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Figure 3.5: (a) AFM height map of a sized carbon fiber and surrounding matrix region
showing the probe points for spectra collected by AFM-IR. (b) Spectra collected at each point
approaching the fiber surface.
shows that the C-O product increases in intensity relative to the reference and inactive peak,
which may suggest increased chemical cross-linking near the sized carbon fiber surface.
In polymer matrix composite samples, the thermall conductive carbon fiber fibers are
able to dissipate heat. As a result, the high resolution measurements are achievable near
the fiber surface despite the sample thickness. This mechanism is different from that found
by Rosenberger et al. where the signal of a carbon nanotube was enhanced using a thin
layer of polymer [74]. In the case of a small nanotube insulated by a polymer film, heat
is dissipated into the underlying polymer, increasing the volumetric expansion and signal.
Here, the relatively large through-thickness fiber behaves as a heat sink in place of the
substrate material. This heat dissipation contributes to the overall decrease in intensity as
the probe approaches the fiber. While the amplitude of the signal decreases, the spatial
resolution increases with more rapid heat dissipation [65].
When the surface treatment on the carbon fiber is changed from sized to oxidized or
untreated, the response near the surface also changes. In Figure 3.6b, the relative response
of the C-O product is highest near the surface for sized fibers, followed by oxidized fibers,
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Figure 3.6: (a) The relative intensity of three peaks at varying distance from the fiber surface
in a sample with a sized carbon fiber. b) Change in the relative intensity of the C-O product
peak in the matrix around three differently surface treated carbon fibers. The relative change
in intensity is highest for the sized fiber surface. However, sample-to-sample variation is also
present and evident by the discrepancy in response at large distances from the fiber.
and lowest for untreated fibers. However, it is also important to note the sample to sample
variation due to the AFM tip interaction and calibration of the IR source. This can be seen
in the normalized response far away from the fiber (greater than 1 µm away), which makes
direct comparisons difficult.
AFM-IR spectra were also collected in bulk epoxy regions of a sample with known stoi-
chiometric ratios as shown in Figure 3.7. In the amine rich specimens, there is a broadening
of the hydroxyl peak which increases the intensity local to the aromatic peak due to overlap.
This shows that the aromatic peak cannot be used to accurately map the concentration of
the resin component of the epoxy system. However, amine concentration gradients can be
mapped by investigating the broadening of the hydroxyl peak near the surface.
3.5 Chemical Maps of the Interphase Region
Chemical maps were captured around the fiber in the high wavenumber range to visualize
the changes at specific wavenumbers in the region near the fiber surface. A lower laser power
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Figure 3.7: High wavenumber AFM-IR spectra of neat epoxy specimens with known mix ratios
of 25 pph amine hardener (deprived), 35 pph amine hardener (stoichiometric), and 45 pph
amine hardener (rich). A broadening of the hydroxyl peak is shown with increased amine
concentration. The aromatic response appears to increase despite its lower concentration
due to its proximity to the hydroxyl peak.
of 0.86 % was needed in the high wavenumber range because more energy is carried by the
shorter wavelength light. Figure 3.8a shows the response of the aliphatic peak (2916 cm−1),
which again appears to decrease as heat is dissipated more rapidly near the fiber surface.
Interestingly, the response shown in Figure 3.8b at 3040 cm−1 increases slightly when ap-
proaching the fiber surface. We hypothesize that this change is again due to the broadening
of the hydroxyl peak as opposed to more representation from aromatic groups. This hypoth-
esis is supported by the response shown in Figure 3.8c (wavenumber between the hydroxyl
and aromatic peaks) which also increases near the fiber surface. Finally, the intensity of the
hydroxyl peak shown in Figure 3.8d decreases in intensity near the fiber surface (where the
response from the fiber surface is greater than in the matrix).
By taking the ratio of the aromatic chemical map at 3040 cm−1 to that of the hydroxyl
chemical map at 3396 cm−1, the near fiber and heat dissipation effects are mitigated. The
broadening effect of the hydroxyl peak is visualized for each fiber type investigated in Figure
3.9. Due to the variation between measurement runs and between samples the ratio between
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the maps shown here can not be related directly back to the spectra collected. In the case of
the oxidized fiber shown in Figure 3.9b, the sample to sample variation resulted in a change
occurring on a smaller scale. However, the analysis does show a qualitative broadening of the
hydroxyl peak in all cases, which was also seen in amine rich neat epoxy samples. Hydroxyl
peak broadening is consistent with the higher C-O product response seen in low wavenumber
results.
Spectra collection is limited by the speed at which the OPO source can change wave-
lengths, and the chemical maps are limited by the amount of time the probe needs to rest on
each point to collect data with high signal to noise. During the time of acquisition, the IR
source calibration or tip sample interaction may change. Newer AFM-IR systems are being
developed which implement quantum cascade lasers for faster data acquisition which may
be more suited for interphase analysis.
3.6 Conclusions
An AFM-IR technique was implemented to study the interphase region in carbon fiber/epoxy
composites. Two measurement approaches were used to investigate composites: point spec-
tra and chemical maps. Spectra collected using the AFM-IR instrument are in excellent
agreement with spectra collected using conventional FTIR techniques, but have higher spa-
tial resolution. In the low wavenumber range, point spectra were collected on a carbon
fiber/epoxy sample in a linear array perpendicular to the fiber surface. Heat generated by
IR absorption was dissipated more rapidly near the fiber surface, contributing to the de-
crease in total spectra intensity. While the signal was lower, this heat dissipation would also
resulted in higher spatial resolution near the fiber surface. Normalization of these spectra
revealed a relative increase in the peak corresponding to cross-linking of the epoxy matrix
within 500 nm of the fiber surface, while other inactive neighboring peaks exhibited little
change. Even with normalization, there was sample to sample variation due to the tip-
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Figure 3.8: Chemical maps corresponding to different features in the high wavenumber region:
(a) Aliphatic peak, (b) aromatic peak, (c) shoulder of the hydroxyl peak, and (d) the hydroxyl
peak. Total window is 4 µm by 4 µm. The response intensity tends to decrease for most
peaks tested as heat is more rapidly dissipated near the surface. The two exceptions of this
decreasing trend are the shoulder of the hydroxyl peak and the aromatic peak which both
increase towards the surface. From Figure 3.7, both of these responses increase with hydroxyl
peak broadening.
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Figure 3.9: Ratio maps of aromatic to hydroxyl peaks around (a) untreated fibers, (b) oxidized
fibers, and (c) sized fibers. The increase in ratio within each sample represents a broadening
of the hydroxyl peak near the fiber surface. Also shown is the sample-to-sample variability
which results in inconsistent ratios for the same stoichiometry between samples.
sample interaction which was evident in the low wavenumber ratios far from the fiber, and
the change in scale of the ratio map around the oxidized fiber sample. The hydroxyl peak in
the high wavenumber range was broader for bulk epoxy samples containing a greater than
stoichiometric concentration of amine. In carbon-fiber epoxy samples, the hydroxyl peak
broadens in the matrix approaching the carbon fiber surface, as characterized by the ratio
of two chemical maps. This result implies a greater concentration of amine in the interphase






The combination of scanning electron microscopy (SEM) with digital image correlation (DIC)
in the past decade has been a significant advancement in the area of full-field measurement,
facilitating deformation characterization at reduced length scales and higher resolutions com-
pared with conventional optical DIC [33]. However, the ability of SEM-DIC to capture de-
formation response at small scales is associated with significant challenges and limitations
such as image distortion, drift and the application of an appropriate speckle pattern.
Following the pioneering work of Sutton et al. [33, 34, 75], characterizing and minimizing
image distortion in SEM-based DIC have been the subject of numerous studies over the past
decade [35]. Methods to identify and eliminate the main sources for SEM image distortion
while maintaining displacement and strain noise floors at the lowest levels possible are now
implemented in commercial DIC software packages [36].
The other major challenge in the application of SEM-DIC for high resolution measure-
ments is the production of an appropriate speckle pattern that (1) is sufficiently fine and has
enough contrast with the substrate to enable use of smaller subset sizes and capture deforma-
tion localization at significantly small length scales, (2) is reproducible while being facile and
controllable in production, and (3) can be applied on a wide range of samples regardless of
the substrate material. Several patterning methods appropriate for SEM-DIC measurements
have been introduced in the literature. Chemical vapor thin film rearrangement [76] produces
appropriate surface patterns, but is both inconsistent and substrate dependent [77]. Since
∗Significant portions of this chapter have been prepared for submission in C. B. Montgomery, B. Koohbor,
N. R. Sottos, “A robust Patterning technique for electron microscopy-based digital image correlation at sub-
micron resolutions”, submitted to Experimental Mechanics.
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the sample is exposed to relatively high temperatures (80 ◦C) for long times, this method
is also not ideal for temperature sensitive materials. Focused ion beam (FIB) patterning is
highly consistent, but major limitations with this approach include its destructive nature
and time requirement [77].
Patterns produced by depositing nanoparticles (NPs) have enabled the measurement of
small-scale deformations for a wide range of materials including polymers [78, 79], fiber-
reinforced polymer matrix composites [80, 81], ceramic matrix composites [82] and metals
[83, 84, 85]. NP deposition is an effective method of small scale patterning for several
material systems. A particular shortcoming of this methods is the tendency of particles
to agglomerate, especially as particle size reduces [77], requiring ultrasonication or surface
treatment techniques [86] to disperse the particles. Another limitation associated with NP
patterning is non-homogeneous dispersion when the deposition solution does not evaporate
quickly, sometimes referred to as a ‘coffee-ring’ effect. Finally, adhesion of nanoparticles
to the substrate depends on the surface characteristics of both materials, often requiring a
trial-and-error process to identify the optimal patterning protocol [80]. The latter challenge
is intensified for the case of heterogeneous materials due to intrinsic differences in adhesion
of the particles to different materials [87]. Guo et al. recently reported a modified technique
for self-assembly of Au NPs, facilitating production of small-scale DIC patterns applicable to
highly heterogeneous substrates. The method outlined in [87] enables application of speckle
patterns with a wide range of average particle size, from 10 nm to 50 nm, depending on the
solution concentration and soaking duration. A specific disadvantage of this method is the
requirement for exposure to relatively high temperatures (100 ◦C) and long soaking times.
These processing parameters exclude the technique for certain materials, e.g. polymers,
polymer composites and other moisture/temperature sensitive materials. Other techniques
capable of producing micron size speckle patterns have also been successfully used to measure
deformations at grain and sub-grain levels in metallic samples, including template pattern-
ing [88], micro-stamping [89], corrosion patterning [90], and e-beam lithography [91, 92].
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The latter process has been mostly considered for EBSD-assisted crystal plasticity studies
performed on metals and alloys.
In this chapter, we introduce a method that produces a wide range of speckle sizes and
does not damage the sample. Our method is based on a modified thin film reconfiguration
approach, does not require high temperature/humidity conditions, is applicable to a wider
range of materials, and is highly controllable in terms of speckle size and distribution. A
systematic study is conducted to study the influence of various process parameters on the
final pattern. A key objective is to utilize this patterning technique for polymers and polymer
composites, which are easily damaged in the SEM due to build up of heat and charge. The
speckle technique is used to characterize interfacial properties and deformation around a
single glass fiber embedded in an epoxy resin. This case study validates the ability of the
patterning method to capture high resolution deformations fields. Patterns are also applied
on Ti-6Al-4V titanium alloy and tetragonal zirconia polycrystal (TZP) ceramic samples,
demonstrating the applicability of this method to a range of substrates.
4.1 Materials and Methods
4.1.1 Thin Film Reconfiguration
Initial surface preparation for all substrate materials began by polishing the sample surface
to a smooth finish (1 um diamond suspension) followed by cleaning with isopropanol and
an anionic detergent (Alconox) in deionized water. After drying, samples were secured to
a substrate holder using Kapton tape. An Orion-8 Magnetron sputtering system (AJA
International Inc., MA) with initial chamber pressure below 10−7 Torr was used to deposit
thin metal coatings onto the sample surface using the deposition settings in Table 4.1 and an
argon gas flow of 3× 10−3 Torr. Four different coating layers were deposited on the sample
surface.
As shown in Figure 4.1, four different coating layers are deposited on the sample surface.
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Figure 4.1: Procedure to produce speckle patterns through Ag thin film reconfiguration, shown
schematically at different times of solution exposure.
First, a 3 nm thick Ti layer is deposited to improve the adhesion between the substrate
and subsequent layers. This layer ensures that the coating remains attached to the substrate
and has enough ductility to deform with the substrate to relatively large strains. Ti has a
higher surface energy and thus enhances the wettability of the surface and results in a more
uniform distribution of the following layers [93]. Next, a 56 nm Au layer is deposited to
dissipate heat, dissipate charge, and significantly reduce the damaging effects of the electron
beam interaction with the sample [80]. The Au layer is not required for the reconfiguration
process, but a sufficient thickness of the Au layer, i.e. 56 nm, was determined through
a systematic study, the details of which are presented Appendix C. A second Ti layer is
applied to promote adhesion and protect the sub-layers from undesirable interactions with
the NaCl solution applied for reconfiguration [94]. Finally, an Ag layer is deposited. When
exposed to NaCl solution, the Ag film reconfigures and forms the desired DIC pattern. Size
and distribution of the final speckle pattern is controlled by adjusting the Ag layer thickness.
NaCl was purchased from Sigma-Aldrich and mixed with distilled water to create a 1
wt.% solution. As-coated sample surfaces were then exposed to the dilute NaCl solution at
room temperature before being cleaned with distilled water and allowed to dry. The multi-
layered coating covering the entire surface area of the sample protects it from potential
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Table 4.1: Sputter coater deposition settings. Film thickness was determined from the rate
and time settings, then confirmed using x-ray reflectance. The method is compatible with
both RF or DC sputtering of the Ti layers.
Layer Metal Power (W), modea Rate (Å/s) Time (s) Thickness (nm)
1 Titanium 100, RF 0.25 120 3
2 Gold 50, DC 1.5 373 56
3 Titanium 100, RF 0.25 800 20
4 Silver 50, DC 1.6 13 - 125 2 - 20b
a RF: Radio frequency sputtering, DC: Direct current sputtering.
b The Ag layer was sputtered for variable amounts of time to achieve different thicknesses.
damage or swelling from exposure to the NaCl solution. Because the process is conducted
at room temperature, the possibility of thermally-induced damage on temperature-sensitive
samples is minimized. Hence, our approach is promising for soft polymers and polymer-based
composites.
The two primary process parameters in the patterning approach are Ag film thickness and
solution exposure time. The thickness of the Ag coating was varied to change the resulting
particle size distribution after reconfiguration. Ag film thicknesses tested included 2, 4, 8, 10,
15, and 20 nm. The exposure time to solution was also varied between 15 and 120 minutes
to monitor the progression of thin film reconfiguration. Variable Ag thickness/time studies
were performed on neat epoxy samples.
Patterns were applied to three different substrates (epoxy, Ti-6Al-4V alloy and TZP)
using consistent process parameters. A 10 nm thick Ag layer and solution exposure time of
120 minutes were used comparing patterns on the substrates.
4.1.2 Analysis Methods
After reconfiguration, samples were imaged directly in the SEM (Quanta 450 FEG, FEI
Company, Hillsboro, OR) in high vacuum mode without further conductive coating. An
acceleration voltage of 10 kV, working distance of 10 mm, resolution of 6144× 4048 pixels,
and total dwell time of 10 µs were used to capture images for further particle analysis. The
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magnification was modulated to both resolve the particles and have enough particles in the
field of view for accurate statistics: 15, 000× for 2 and 4 nm Ag films, 10, 000× for 8 and
10 nm films, and 5000× for 15 and 20 nm films.
Particle analysis was performed in Python 3 c© using the Scikit-image package. The
high resolution SEM images were thresholded using Otsu’s method and singular pixels were
removed using a morphological opening. The area of each particle was measured. Diameters
for non-circular particles were estimated using the equation dp =
√
A/π, where dp is the
equivalent circle area particle diameter, and A is the area. The smallest particles in each
distribution, on the order of one pixel, are not accurately represented in the distribution but
make up only a small fraction of the particles.
Following a previously established approach to quantify the performance of each pattern
for DIC [34, 35], four SEM images (two translated pairs) of each sample were captured
with an acceleration voltage of 10 kV, working distance of 10 mm, resolution of 3072 ×
2048, dwell time of 1µm, and 4× line integration [33] were captured at 1000×, 3000×, and
6000× magnifications (pixel size of 68, 23, and 11 nm respectively). Image pairing and line
integration were necessary to minimize drift and rastering distortions, the details of which
can be found here in Appendix C and elsewhere [33, 34, 35, 36, 75].
Images were correlated in Vic-2D (Correlated Solutions, Inc.) and hsub was varied between
11 and 101 pixels. The fraction of uncorrelated subsets was recorded as a function of hsub
[93]. hstep=2 pixels and a strain filter size, n=5 were used in all measurements. Keeping step
size and strain filter low is a key factor in characterization of local strains in samples that
exhibit sharp strain gradients [43, 94].
4.1.3 Single-Fiber Composite Experiments
A single epoxy compatible sized glass fiber with a diameter of ca. 23 µm provided by AGY
(Aiken, South Carolina) is embedded in a Huntsman Aradur/Araldite 8605 epoxy system.
The sample is cured according to the manufacturer’s recommended full cure schedule. The
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cured sample is sectioned and polished to a dimension of 2 × 2 × 25mm. A DIC pattern
with appropriate speckle size was applied on the surface of interest following the approach
described earlier in Section 4.1.1. A 10 nm initial Ag film thickness was used for tests at
3000× magnification.
Transverse tensile experiments were conducted using a miniature load frame (SEMTester,
MTI Instruments, Albany, NY), with the capability to operate in an ultra-high vacuum SEM
chamber. The tensile frame is shown in Figure 4.2. Sample ends were fixed inside grips of
the tensile frame as shown in Figure 4.2. Depending on the resolution and number of line
integrations used in SEM imaging, acquisition of a single image requires several seconds to
minutes. Therefore, images were not captured continuously. A vacuum pressure lower than
5× 10−5 Torr, working distance of 10 mm, dwell time of 1 µm, acceleration voltage of 10 kV,
4× line integration, spot size of 3, and resolution of 3072 × 2048 pixels were used for all
secondary electron images in the SEM.
4.2 Film Reconfiguration Mechanisms and Variables
Mechanisms by which thin film coating reconfiguration occur have been studied in the lit-
erature [95, 96]. Reconfiguration mechanisms depend on the thin film material, chemistry
and concentration of the solution, exposure time, temperature, etc. For the specific case of
Ag film reconfiguration, Koike et al. proposed that the aggregation of silver atoms around
chloride ions breaks up the uniform solid film, causing it to dewet and form Ag aggregates
[95]. Chloride ions do not penetrate a Ti thin film [94], therefore the upper sputtered Ti film
serves as a boundary layer to protect lower layers and the sample surface from interaction
or reconfiguration from chloride, if sensitive.
Several process parameters contribute to the morphology of a reconfigured thin solid
film. However, to reduce the number of variables, we only focus on the two most practically-
significant parameters, namely film thickness and exposure time. Figure 4.3 shows time-
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Figure 4.2: Miniature load frame for in situ SEM mechanical testing (Load cell capacity:
1250 N). The motor voltage and load-cell readouts were fed through a vacuum port to a data
acquisition board and LabView virtual instrument.
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Figure 4.3: Evolution of speckle pattern formation. SEM images of a 20 nm sputtered Ag film
after (a) 15 minutes, (b) 30 minutes, (c) 60 minutes, (d) 90 minutes, and (e) 120 minutes
in a 1 wt. % NaCl solution. The film first pits, followed by the formation of island films.
Dewetting continues until nanoparticles are formed. Scale bar is 1 µm.
lapse SEM images for a 20 nm thick Ag film, highlighting the role of exposure time. After 15
minutes the onset of the reconfiguration process has already occurred. Film reconfiguration
progresses with time resulting in a discontinuous pattern of Ag aggregates that have enough
contrast with the subsequent layers and substrate to be used for DIC measurements.
A variety of Ag film thicknesses were investigated. All films reconfigured within two hours
of exposure. However, thinner Ag films required less time to form particles (where 2 nm Ag
films had completely reconfigured by 15 minutes) compared to thicker films. As shown in
Figure 4.4, increasing the Ag film thickness results in a significant change in particle size,
distribution and morphology of the pattern. The smallest speckle pattern consisted of well-
distributed isolated islands developed from a 2 nm Ag coating. As film thickness increases,
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Figure 4.4: Control of particle size by varying Ag film thickness. SEM images from reconfig-
ured sputtered Ag films formed after two hours in solution from an initial film thickness of
(a) 2 nm, (b) 4 nm, (c), 8 nm, (d) 10 nm, (e) 15 nm, and (f) 20 nm sputtered films. At small
initial film thickness, the particles are more round and uniform. As the initial film thickness
increases, the resulting particles become less circular. Scale bar is 500 nm.
feature size significantly increased and the morphology changed to interconnected islands.
These observations are consistent with previous studies performed on reconfiguring Au films
[76].
4.3 Particle and Pattern Characterization
The particle size distributions of patterns formed from Ag films of different thicknesses are
summarized in Figure 4.5a. Increasing the initial Ag film thickness results in a significant
increase of the feature size. Additionally, the particle size becomes more polydisperse as the
initial film thickness increases. As shown in Figure 4.5b, the mean, median, 90th percentile,
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Figure 4.5: Characterization of particle size. (a) Particle size distributions from SEM image
analysis of patterns reconfigured from different initial Ag film thickness. (b) Particle distri-
bution statistics as a function of initial Ag film thickness. The distribution increases and
broadens with initial film thickness.
and third quartiles of particle size increase with Ag film thickness, and the range between
first and third quartiles also increases.
As reported by Rajan et al. for highly skew distributions such as those observed here,
the median is not an appropriate measure of a DIC pattern quality due to the relatively
low sensitivity to the presence of small or large particles [43]. Since larger speckle particles
dictate the dimensions of correlation subsets in a DIC analysis, 90th percentile speckle size is
a better characteristic of a speckle size distribution. Increasing the initial Ag film thickness
from 2 nm to 20 nm resulted in a 7× increases in 90th percentile particle size, dp.
Characterizing highly heterogeneous deformation patterns with steep gradients requires
the use of the smallest possible subsets. Figure 4.6 illustrates the effect of subset size on the
extent of correlation for different initial Ag film thicknesses and at various magnifications. At
the lowest magnification examined (1000×), complete correlation was achieved with patterns
fabricated from 15 and 20 nm Ag films using a 17 pixel subset size. This subset size is
equivalent to a 1.15 µm correlation window, setting an upper bound for the width of local
deformation gradients that can be resolved at this magnification.
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As the magnification increases, complete correlation is achieved using smaller subset
dimensions. The smallest subset dimensions for which full correlation is achieved at 3000×
and 6000× (Figures 4.6b and c) are 380 nm and 240 nm, respectively. This behavior is
consistent with previous reports [43] and is due to the reduced physical dimensions of pixels
at higher magnifications. At lower magnifications, the dimensions of an extremely fine speckle
particle may become equal or smaller than the pixel size. In such cases, the occurrence of
aliasing results in poor correlation and severely biased displacement estimates [31]. At all
magnifications, the rule of thumb for achieving optimal correlation [31, 43], i.e. hsub > 3dp,
is satisfied.
4.3.1 Application to Different Substrate Materials
We investigate the formation of speckle patterns on three representative material systems:
polycrystalline Ti-6Al-4V alloy, tetragonal zirconia polycrystal and epoxy. Figure 4.7 shows
representative speckle patterns produced on these three substrate materials. The resulting
patterns are remarkably similar with a highly uniform pattern. The mean particle sizes are
84±25, 87±22, and 86±28nm for the titanium, tetragonal zirconia, and epoxy respectively.
This pattern size is relevant for crystal plasticity studies of metals and alloys [97, 98, 99].
Particle size distributions for the different substrates are also shown in Figure 4.8, confirming
repeatability across substrates.
4.4 Case Study: Single-Glass Fiber Model Composite
4.4.1 Problem Description
We applied the method to create a speckle pattern on a single glass fiber model composite
specimen (Figure 4.10a) and subsequently measured the in-plane deformation response under
transverse uniaxial tensile loading. In our experiments, the sample was loaded in steps with
56
Figure 4.6: Correlation of different pattern sizes. Variation of extent of correlation with sub-
set size at (a) 1000×, (b) 3000×, and (c) 6000× magnification. Full correlation is achieved
using subsets sizes of 17 pixel (1050 nm), 17 pixel (380 nm), and 21 pixel (240 nm) at 1000×,
3000×, and 6000×, respectively.
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Figure 4.7: Reproducible patterns created on different substrates. Representative SEM images
of speckle patterns produced from 10 nm Ag films after two hours in solution on (a) Titanium
6Al-4V, (b) etched tetragonal zirconia, (c) neat epoxy. Scale bar is 1 µm.
Figure 4.8: Particle distributions for different substrate materials. The mean particle size
for ceramic, metal, and polymer substrate materials were 84 ± 25, 87 ± 22, and 86±28 nm
respectively.
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Figure 4.9: SEM-DIC strain analysis of single glass fiber/epoxy specimens. Contour maps
of the distribution of horizontal in-plane strain, εxx, at various far-field load levels. Tensile
load is applied along x-direction.
image pairs captured at each step. Image pairs were later analyzed for distortion corrections
following the approach proposed in [35, 36]. Tensile load was applied until visible debond-
ing and crack formation were observed. SEM images of the sample surface are captured
at multiple loading steps before and after fiber debonding and crack formation. Full-field
deformation of the fiber and the surrounding matrix are calculated using DIC.
Figure 4.9 shows the evolution of horizontal in-plane strain component, εxx, at increasing
tensile load levels. At stresses below 5 MPa, the strain field remain uniform. Upon further
load increase, high strain concentration bands are formed near the fiber edges, oriented
perpendicular to the load direction. Subsequent debonding initiates from these high strain
bands, propagating along the fiber perimeter as loading is increased. The strain in the higher
modulus glass fiber remains low (nearly zero) throughout the loading.
Complete debonding of the fiber occurs at approximately 9 MPa, after which relaxation
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of the strain neighboring matrix region becomes evident. With further increasing the far-
field load, strain concentration zones form symmetrically over the top and bottom regions
of the fiber, leading to transverse crack formation and propagation into the matrix.
4.4.2 Error Analysis
Two main error sources: bias and noise, were characterized for the single fiber model com-
posite experiment following a well-established approach in the literature [100, 101]. Several
stationary images were acquired prior to the onset of loading, from which bias and strain
noise floors were identified. Image sets were correlated using subset size of 400 nm for 3000×
magnifications. Step size and strain filter were selected to be 21 nm and 51 pixels, the
combination of which is small enough to capture highly localized deformation that occur
across the fiber-matrix interface at sub-micron length-scales. The bias and noise floor values
were determined as 33 µε and 2.32× 103µε, respectively. The extremely small bias indicates
negligible error due to image distortion or sample charging.
4.4.3 Analysis of Interfacial Failure
Figure 4.10a shows a single-fiber sample after complete debonding and matrix cracking.
This image was used to identify critical failure initiation locations, from which local load-
extension data were extracted. Three 3.2 µm long virtual extensometers, denoted as E1 to
E3, were placed at different locations to extract local extension as a function of the far-
field load data. Figure 4.10b shows variations of local horizontal extension as a function
of the applied far-field load. Prior this investigation, the smallest subset sizes reported for
measurement of the local deformation field at the fiber/matrix interface was 2.2 µm [81].
Here, we have demonstrated that subset size reduction can be successfully achieved through
the application of our patterning technique. Subset size reduction enables measurement of
local deformations at smaller length scales.
The other advantage of performing measurements at these length scales is that the data
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Figure 4.10: Analysis of deformation after interfacial failure. (a) Image of a single-fiber
sample used to identify critical failure locations from which local extension data are extracted
and plotted in (b). Virtual extensometer length is 3.2 µm. Estimated far-field load at which
fiber/matrix debonding and matrix cracking initiate are shown in (b) and via schematics
presented in (c).
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can be directly used in characterization of cohesive laws at reduced length scales. Accu-
rate cohesive laws are the most crucial requirement for Cohesive Zone Modeling (CZM)
techniques, which have been widely applied to predict damage initiation and growth in com-
posites [102]. Interfacial damage initiation at small length scales has been studied using
pure computational methods [103, 104] or hybrid modeling/experimental techniques with
low resolution measurement capabilities [105]. In the future, the techniques presented here
may enable accurate measurement of crack tip displacement δ and the energy release rate G
in situ. Traction-separation laws can then be directly identified by taking the derivative of
the δ-G curves [106, 107].
4.5 Conclusions
A procedure was developed to produce DIC speckle patterns with particle sizes suitable
for mechanical testing in a scanning electron microscope. The pattern was produced by
the reconfiguration of sputtered Ag layers exposed to a chloride ion solution. High quality,
uniform patterns were produced repeatably on a variety of substrate materials, including
epoxy, titanium 6-4 alloy, and tetragonal zirconia polycrystal. Intermediate layers of Au
and Ti deposited underneath the Ag layer protected the sample against e-beam damage
and minimized the effect of charging. The latter is of particular importance in the case of
non-conductive samples. DIC patterns were systematically characterized to identify optimal
subset sizes applicable in full-field deformation measurements at magnifications of 1000×,
3000×, and 6000× (pixel sizes of 68, 23, and 11 nm). Subset sizes with full correlation
for these three magnifications were achieved at 1.15 µm, 380 nm, and 240 nm respectively.
As a case study, a high-resolution speckle pattern was applied to a single-glass-fiber model
composite sample loaded in transverse tension and imaged at 3000× magnification. The bias
and noise floor values during testing were 33 µε and 2.32 × 103 µε. The local deformation






There is a push for multiscale characterization and damage prediction models of composites
to reduce the extent of physical testing by allowing screening to occur by simulation [108].
Due to its strong dependence on fiber/matrix interface properties, the implementation of
transverse cracking in these damage prediction models requires a detailed and realistic un-
derstanding of interface characteristics and fiber packing [109, 110]. Computational models
which incorporate material microstructure are already being used to estimate composite ply
failure properties [111], but lack experimental validation of the initial debonding and fiber
interactions. In situ SEM micromechanical testing allows for the observation of damage
onset in composite materials [37]. High magnification is required to capture sharp strain
gradients at the fiber matrix interface and the short elastic interactions between fibers [81].
SEM-DIC has been identified as a useful tool for measuring changes in modifications to the
interface or interphase region to measure this highly localized deformation [112].
Transverse cracking is one of the most common, yet complex failure mechanisms in fiber-
reinforced composites [9]. This type of failure is strongly dependent on the microstructural
and interfacial properties of fibers and matrix materials as well as inter-fiber spacing [113].
Identified as one of the earliest failure mechanisms, transverse cracking initiates at relatively
low global stress/strain magnitudes [114]. Transverse cracking initially occurs in the form
of micro-debonds at the fiber/matrix interface [115]. Debonding grows along the interface,
kinks out towards the matrix, and finally propagates as a crack across the transverse ply
[116]. The crack travels primarily along the fiber matrix interface. Naderi et al. presented a
micromechanical analysis of transverse cracking in composites, predicting that the behavior
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is highly dependent on the statistical variation in interfacial strength [117].
A range of experimental techniques have been develop to characterize mechanical prop-
erties of the interface in fiber-reinforced composites. The IFSS is characterized through
pull-out, microbond and micro-indentation tests [12, 49, 118]. However, these methods may
not provide accurate interfacial properties for predicting transverse debonding and cracking.
Transverse cracking is driven by a complex combination of both normal and shear strains at
the interface [119, 120, 121], which is different from the shear-dominant strain state in the
IFSS test methods.
Cross shaped single fiber specimens were first introduced to measure the interfacial nor-
mal strength (IFNS) between silicon carbide fibers and a titanium matrix [122]. The cross or
cruciform test geometry was shown to provide a highly normal loading response at the inter-
face [123]. The cruciform geometry was later modified by Bechel et al. for the measurement
of single carbon fiber/epoxy systems by introducing a reinforcing face sheet to concentrate
loading [124, 125]. Because the interfacial strength is on the same order of magnitude as the
matrix strength, debonding was never detected prior to failure of the matrix except for in
some cases (3/9) in which Frekote coated carbon fibers were used [124]. The cruciform test
has been used to measure the transverse adhesion in glass/epoxy systems where the interface
strength is low compared to the matrix strength [126]. Debonding in carbon epoxy systems
using the cruciform test has only been observed more recently in the form of void growth on
the surface of the carbon fiber at high loads [127].
None of the above IFSS or IFNS test methods provide realistic loading conditions for
the case of transverse failure at the surface. More representative test methods determined
by 3-D analytical solutions involve loading a single fiber model composite under transverse
tension [120, 128]. Finite fracture mechanics models predict that asymmetric debonding is
preferred, even when the interface strength is uniform around the fiber circumference [107].
Meurs et al. developed a model single fiber test for determining the interfacial adhesion at
the free surface [129]. While deformation was measured around the fiber using a grid of
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carbon contamination marks from an SEM, debonding between the glass fiber and epoxy
matrix was not detected until unrealistically high loads. More recently, Totten et al. has
re-performed these single glass fiber tests using modern imaging equipment and measured
an IFNS of 37 MPa [105]. Martyniuk et al. used x-ray microtomography to show that the
interfacial debonding in single glass fiber model composites initiated at the free surface and
propagated into the specimen [116]. Due to the complexity of loading conditions, micro-
scale measurement domains and the necessity of using sub-micron measurement capabilities,
most studies in this area have either been based on pure computational works or base-line
experiments supplemented by mathematical models.
Recent advancements in combining full-field measurements, particularly DIC, and electron-
microscopy-based imaging have allowed accurate measurements to be performed at signifi-
cantly reduced length-scales [34]. Such advances in the composites research community have
led to experimental measurements at single-fiber length scales with unprecedented spatial
resolutions [80]. In the case of glass fiber composites under transverse loading, full-field
strain measurements have been successfully performed using SEM-DIC at 2000× and 6000×
magnification, achieving subset sizes of 51 pixels (6.5 µm and 2.2 µm respectively) [81]. At
these relatively large subset sizes (on the order of the fiber diameter), the strain fields given
by DIC near the fiber matrix interfaces were unrealistic due to over-smoothing.
In this Chapter, we utilize the approach described in Chapter 4 to measure highly local-
ized strains in CFRP materials systems. Deformation fields around the fiber in single-fiber
model systems and between fibers in high volume fraction cross ply composite specimens are
measured.
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Figure 5.1: Schematic diagram of the mold used to embed single fibers in epoxy. The glass
slides were coated in three layers of Frekote 55-NC to prevent any bonding to the epoxy resin.
The mold was clamped closed with small binder clips to secure the fiber in location and epoxy
was carefully poured into the mold after degassing.
5.1 Materials and Methods
5.1.1 Single fiber sample preparation
Single carbon fibers samples in epoxy are prepared for testing similar to that discussed in
Section 4.4. A single fiber is embedded in epoxy using a cell cast mold consisting of two
Frekote 55-NC coated glass slides (1 by 3 mm) separated by two 1 mm thick high-temperature
silicone rubber gaskets as shown in Figure 5.1. The specimens are subjected to a full cure
cycle of 24 h at RT, two hours at 121 ◦C, and three hours at 177 ◦C, removed from the mold
and sectioned with a low speed diamond saw (IsoMet R©, Buehler, Lake Bluff, IL) into 3 mm
tall, 2 mm wide, 35 mm long sections.
The sample surface with the fiber cross section required careful polishing to make the
fiber and interface visible without damage. A polishing protocol was developed using dia-
mond lapping films which maintain a more planer surface finish compared to diamond slurry
protocols. A steel block with mass of 450 g was heated to 120 ◦C using a hotplate. Mounting
wax was applied to the surface of the steel block in a thin film. Two samples were pressed
into the wax on the block parallel to each other about 2 cm apart and the hot plate was
turned off to cool for 30 min. Polishing continued by hand two samples at a time using
a polishing system (MetPrep3TM, Allied High Tech Products inc., Compton, CA) until all
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samples were polished.
The only downward force applied throughout the entire polishing process was the weight
of the steel block to which the samples were secured. All polishing consumables were pur-
chased from Allied High Tech Products, Inc., Compton, CA. First, the surfaces were leveled
using 600 grit SiC paper and water. Next, a plane backed standard diamond lapping film
with grit size of 9 µm was used with a PurpleLube ethanol based lubricant at 120 RPM
for 5 min. Between polishing steps, the platen was wiped with water and spin-dried. The
samples and fixture were cleaned in an ultrasonication bath with Micro-90 R© concentrated
cleaning solution diluted in Millipore water and then dried using compressed air. All damage
caused by previous steps was removed on subsequent steps. As a general rule, the material
removed must be at least 3× the size of the abrasive used in the previous step, which typ-
ically took 3 to 5 min. Polishing continued using a series of lapping film grits (6 µm, 3 µm,
1 µm) at decreasing platen speeds (100, 80, and 40 RPM). Polishing was completed using
a 1 µm polycrystalline diamond slurry on White Label polishing cloth at 150 RPM for 30 s.
Polishing progress was routinely checked using a Keyence digital microscope. In contrast to
polishing procedures using only polycrystalline slurries, an optically smooth surface began
to form only after the 1 µm lapping film step, and resulted in less damage to the fiber and
interface.
Samples were removed from the steel block using a small amount of acetone. In order
to locate the fibers in the SEM, small indents were made using a microindenter at 50 P
setting in a recognizable pattern 500 µm away from the fiber. Finally, the surface was coated
and patterned following the same procedure as outlined in Section 4.1.1 with a gold layer
thickness of 72 nm, silver layer thickness of 5 nm and a reconfiguration time of 15 min.
5.1.2 Composite sample preparation
Cross ply composite panels described in Chapter 2.1 were cut to 35 mm long and 3 mm
wide coupons using the low speed diamond saw. A jig which clamps two samples parallel
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to each other with 2 cm spacing was used for polishing. High volume fraction composites
are not as susceptible to the damage caused by differential removal rate as single fiber
specimens. After leveling with 600 grit SiC paper and water, polishing was conducted by
hand using polycrystalline diamond slurries and glycol based GreenLube lubricant on the
same MetPrep3 polishing system. Grits of 9 µm, 6µm (Gold Label cloth), 3 µm, and 1 µm
(White Label cloth) were used successively at 120 RPM for 5 min at each step. Again,
the samples and jig were cleaned in a ultrasonication bath with Micro-90 R© concentrated
cleaning solution diluted in Millipore water between every polishing step and after polishing
was completed.
A clean, scratch-free, and damage-free surface was confirmed using a Keyence digital
microscope. High resolution micrographs of the sample surface were also captured for mi-
crostructure extraction (Appendix B). The surface was then coated and patterned following
the same procedure as outlined in Section 4.1.1 with a gold layer thickness of 72 nm, silver
layer thickness of 10 nm and a reconfiguration time of 90 min.
5.1.3 Micromechanical testing
A mobile micromechanical test setup consisting of a USB data acquisition board, laptop
computer, MTI micromechanical load frame, and Omega strain gauge meter was used to
mechanically test small samples inside the chamber of an FEI Quanta 450 ESEM. A custom
LabView virtual instrument was used to record loads and times during the test. The sample
was leveled in two gritted grips which were pinned into the load frame crossheads. Silver
paint was used in the contact areas of the grips to ensure that a conductive pathway was
present to dissipate charge. A small preload of 3 to 5 N was applied and the frame was
mounted on the ESEM stage and a vacuum pressure better than 5× 10−5 Torr was applied.
The continuous collection of high resolution, low noise images suitable for correlation
is currently not possible in a SEM. In order to capture the necessary images to measure
deformation, the sample was loaded in steps of 10 N, pausing the displacement at each step
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to capture two images. All images were captured using a resolution of 3072 by 2048 pixels.
Single carbon fiber samples were imaged at 6000× magnification and composite samples
were imaged at 3000× magnification.
After capturing images of deformation, debonding, and crack kinking into the matrix,
the sample was unloaded and removed from the load frame and SEM. The timestamp on
each image (distinct from the image ‘created’ date and unfortunately not available in the
file metadata) was critical for processing the time-dependent errors and was automatically
extracted from all images using a Python script, which implemented the Tesseract open
source optical character recognition engine [130]. The images were then cropped to only
show the rastered portion for importing into Correlated Solutions Vic-2D for analysis using
the SEM-drift package [36].
Error analysis and distortion image set
For simplicity, the errors associated with SEM imaging are described in terms of time- and
spatially-dependent parts here in the main text. A more detailed discussion of the error
sources associated with imaging in a SEM is available in Appendix C. After preloading but
prior to the loading steps, a series of 18 images (9 image pairs) were captured on a remote area
of the sample surface with known horizontal and vertical pure translations for the purpose
of measuring spatially-dependent sources of error. Image pairs were used to measure and
remove time-dependent sources of error. The stage (and not the e-beam) was then translated
to place the fiber or region of interest in the center of the field of view, located using the
visible indent markers.
5.2 Single Carbon Fiber Model Composites
The set of image pairs captured at each load step similar to those shown in Figure 5.2 were
processed using Correlated Solutions Vic-2D with the SEM-drift package at a subset size
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Figure 5.2: A single carbon fiber cross-section in the center of an epoxy coupon sample being
viewed in an SEM. Load is applied in the horizontal direction. The fiber is shown (a) when
only a small preload has been applied and (b) after debonding and crack kinking into the
matrix region. A change in height is visible between the images due to the Poisson’s effect
and debonding of the fiber.
of 23 pixels (265 nm), step size of 1 pixel (11 nm), and averaging over 35 pixels (400 nm).
Figure 5.3 shows the horizontal and vertical displacements in both pixels and nanometers of
deformed images before and after the crack propagates into the matrix material (after the
interface has already failed). Figure 5.4 shows the calculated horizontal strains in the same
test. Prior to crack propagation, we observe low strain measurements on either side of the
fiber in line with the loading direction. Transverse to the loading direction there are strain
concentrations areas above and below the fiber.
The largest change in deformation occurs when cracking propagates from the interfacial
debond into the matrix material. Before the crack propagation, the lines are concentric
about the top and bottom of the fiber and then shift to center around the crack tip after
propagation. After crack propagation, the horizontal displacement range in the field of view
noticeably increases, causing the horizontal displacement contour lines to be closer together.
Interestingly, in this example the crack propagates into the matrix from the top right
and bottom left sections of the interface. Typically the propagation into the matrix occurs
entirely on one side of the fiber. This asymmetry could have been caused by a defect in the











































































































































































































Figure 5.4: Calculated full field strain field around a single carbon fiber imaged at 6000×
magnification. Post-debonding, low strain regions are detected next to the fiber in line with
the loading direction.
the right side. Multiple cracks above or below the fiber occur in some tests, however only
one crack continues to propagate on further loading, with the others arresting under the
relaxation of the propagating crack.
The vertical displacement contour lines cover a range of 11 pixels, and are negative be-
cause vertical displacements are caused by the in-plane Poisson’s effect. Before the crack
formation, there is a small concentration of compressive deformation above and below the
fiber. After crack formation, the load is no longer able to be transferred across the crack
plane and in response the vertical displacement contour lines change shape to point at the
crack tip. The small range in vertical displacement indicates that each color band represents
a relative displacement smaller than one pixel. This vertical displacement contour map is a
visual confirmation that the pattern quality is high enough for sub-pixel deformations to be
measurable. The standard deviation in measured deformation of translated image pairs (on
the same sample) was 0.24 pixels (nominally zero), resulting in a noise floor of under 3 nm
for a field of view that is 40 000 nm across.
5.3 High Volume Fraction Composites
The full field strain at each load step was calculated. Figure 5.5 shows the full field strains
at two load steps, just before and just after a transverse crack propagates through the field
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Figure 5.5: Horizontal (load direction) full field strain distribution just before (a) and after
(b) a transverse crack forms in the field of view while mechanically testing a high fiber volume
fraction composite in an SEM. Interface debonding was present prior to the formation of the
transverse crack. After the crack formation, the average load in the field of view decreased
from 0.76 % to 0.18 % strain.
of view at 419 N and 436 N applied load respectively. During loading, the fibers are initially
very difficult to see in SEM micrographs, but become more prominent as the load increases.
This visibility is due to an increase in height difference between the fiber and surrounding
matrix material caused by the Poisson’s effect and the difference in stiffness between the
two materials. Steep surfaces and edges generate more secondary electrons which results in
a stronger response and contrast for topological variation. Several debonding events occur
at the fiber-matrix interfaces before cracking propagates. Just before the transverse crack
appears, there are load direction strain concentrations in horizontally aligned matrix regions.
After transverse crack formation, the average strain across the entire region of the field
of view decreased from 0.76 % to just 0.18 %. Relaxation of the deformation is both visible
and measurable around the transverse crack. The full field nature of DIC also allows for the
calculation of strains in highly localized regions between specific fibers. Figure 5.6 shows the
strain measured in four different epoxy regions in the field of view with respect to the applied
load on the specimen. Also visible in Figure 5.6b is an example result of the microstructure
extraction process (Appendix B) being overlayed onto the original optical micrograph of the
sample cross section.
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Figure 5.6: The average strain at each load in small epoxy regions (a) 1 through 4 as shown in
an optical image (b) of the same specimen captured prior to patterning and testing. The op-
tical image also contains an overlay from the microstructure extraction procedure (Appendix
B).
Regions 1 and 3 of Figure 5.6 have higher strains throughout the loading process leading
up to the transverse crack. While the transverse crack does pass through Regions 1 and 3
as opposed to 2 and 4, it is important to note that the field of view does not cover the entire
vertical length of the ply. Regions above and below the field of view near the adjacent lamina
also contribute to the local deformation concentrations and ultimate location and path of
the transverse crack.
After the transverse crack passes through, the measured strains in regions 2 and 4 drop
to negative values. One contributing factor to this is the relaxation of residual stress in the
ply. Another important factor is potential out of plane change in angle or tile of the sample
surface upon opening. Sample tilt results in a visually compressed surface when viewed in
2-D.
5.4 Conclusions
The patterning technique is shown to be applicable to both model single fiber composite and
full composite materials systems. In model composites, single fibers were located with mark-
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ers made with a microindenter on the sample surface prior to pattern formation. Debonding
between the fiber and matrix occurs at low loads and deformation concentrations occur
transverse to the fiber in single fiber specimens. In high volume fraction composites, the
measurable deformation concentrations occur in loading direction aligned matrix regions.
After correlation, small deformations were measured. Subset sizes smaller than 300 nm al-
low for highly localized measurements. At 6000× magnification, the full field displacements
around single carbon fibers have a noise floor of just 3 nm in a field of view of 40 µm across.
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CHAPTER 6
SUMMARY AND DIRECTIONS FOR FUTURE
WORK
6.1 Summary
Broadly speaking, this work has been categorized into three related but separate projects,
connected by a consistent CFRP materials system. The first project discussed in Chapter
2 was an effort to characterize the materials system, both mechanically and chemically
using traditional methods of composite and constituent characterization. Interfacial adhesion
testing was performed using the microbond test technique and a linear relationship between
Tg and IFSS was observed. The onset and density of transverse cracking was determined
using acoustic emission, however increased IFSS as measured in the microbond test did not
always translate to better transverse crack resistance in terms of onset or density.
This early work led to a closer examination of the composite interphase as discussed in
Chapter 3. A newly developed AFM-IR technique which was made available to us through
the Air Force Research Laboratory was applied to composite materials. This new technique
enabled high resolution chemical characterization of the matrix in a small region near the
interface. Spectra collected by the technique were found to be comparable to those collected
by traditional FTIR instruments. The chemical reaction was tracked by monitoring changes
in the IR absorbance spectrum to identify significant peaks, and then those peaks were
mapped with high spatial resolution using the nanoIR2 instrument. Increased cross-linking
density and higher amine concentration were detected in a 500 nm matrix region around the
carbon fibers. While we were able to determine that there was a distinct region near the
fiber surface, this region could not be stoichiometrically quantified due to test-to-test and
sample-to-sample variation.
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However, even a small change in stoichiometry can have effects on both modulus and
toughness of the epoxy. The Tg of the material also changes, which has a large effect on
residual thermal stresses and composite deformation. The length scales required to measure
these inter-fiber deformations using full-field deformation techniques had not been previously
demonstrated when studying polymeric materials. Chapter 4 introduces a novel patterning
technique that enables the application of SEM-DIC to a wide variety of materials systems.
The method is described and the patterns are characterized with both particle analysis and
subset size analysis. Full field deformation around a single glass fiber in epoxy is measured
as a first demonstration of the technique. In Chapter 5, the patterns are applied to single
fiber carbon epoxy composites, and high volume fraction composite materials. The technique
developed facilitates the measurement of highly localized deformations with subsets as small
as 265 nm, and a noise floor of just 3 nm.
6.2 Future Work
The development of the speckling and mechanical testing procedures for high resolution DIC
have enabled several potential projects and opportunities.
6.2.1 Additional single fiber model composites
Within the thesis work, additional single fiber experiments as discussed in Chapters 4 and 5
with variable surface treatment will improve the cohesiveness between that work and earlier
work in Chapters 2 and 3. Applications for data collected using the thin film reconfiguration
method and SEM-DIC include measurement of mixed load adhesion at the free surface in
single fiber specimens, validation of computational models, and the measurement of inter-
phase effects. A script will be used to automatically extract virtual extensometer information
radially around the fiber to measure debonding onset, debond growth, and the location of
crack kinking from the data set. With respect to the validation of computational models, all
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full field measurements are exported in a format that can be directly opened in ParaView
for visualization on any platform, or analyzed in MATLAB or Python scripts. Finally, one
of the goals during the development of high resolution mechanical tests was to compare
full-field deformation around a fiber to theoretical deformations with variable interphase
properties. Mechanical characterization of the interphase has not yet been fully realized in
this thesis, however the development of the SEM-DIC procedure and reduction of the subset
size has brought us one step closer to realizing this goal. Smaller subsets would allow for
multiple independent subsets to fit within the interphase region as measured in Chapter 3,
to distinguish fine differences from interphase and homogeneous responses.
While pattern sizes for applications at a wide range of magnifications has been demon-
strated, the limitations of the technique have not yet been reached. Only a small gap in
feature size exists between the patterns discussed in this work, and the characteristic size
of sputtered grain sizes. With either refinement to this technique, or the development com-
plimentary technique, a framework for selecting a patterning technique for any material at
any practical magnification in an SEM could be written. For example, the development of a
co-sputtering technique with ultra-fine high contrast patterns for smaller length scales would
extend the range of achievable magnifications for SEM-DIC.
6.2.2 Mechanical testing under a profilometer
One phenomenon that is not easily measured in model single fiber tests in a scanning electron
microscope are out of plane deformations due to the Poisson’s effect. These deformations
are crucial for the validation of 3-dimensional models of both the single fiber system, and
of high fiber volume fraction systems. As the difference in out of plane deformation in the
matrix and fiber increases, additional out of plane shear loading at the interface occurs. The
Materials Research Laboratory has recently purchased a new Keyence Optical Profilometer
which enables height profiles to be captured quickly and in high resolution.
Mechanical testing of model single fiber composites under the lens of an optical pro-
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filometer would allow for the out of plane deformation to be measured during loading. With
the combination of a large speckle pattern size, 2D DIC with a noise floor as small as 25 nm
is achievable for comparison with the out of plane deformations. This project would require
the fabrication of a stage adapter to connect the micromechanical load frame to the optical
profilometer stage, and enough instrument time to perform a series of tests.
6.2.3 Round Robin Study
After giving a seminar talk at the Society for Experimental Mechanics about the thin film
reconfiguration technique discussed in Chapter 4, I received several potential collaboration
opportunities. One of these opportunities was the chance to participate in an international
round robin study involving six universities. The ultimate goal of this study is to provide
comprehensive data sets for the purpose of comparing and validating different DIC imple-
mentations. During the first phase, we are investigating the variation in drift and distortion
errors associated with DIC in different SEM microscope systems. An initial set of samples
were prepared by the host university and consisted of 300 nm gold nanoparticles spin coated
onto a silicon wafer substrate. The pattern density is low and these samples will be used to
investigate lower magnification errors. I prepared a second set of samples on silicon wafer
substrate using the thin film reconfiguration technique with a characteristic particle size of
30 nm in a dense pattern for the characterization of high magnification errors. This sam-
ple set has been sent back to the host university for distribution to the other participating
groups.
One advantage that our thin film reconfiguration technique brings to this study is the
uniformity and consistency of the patterns across the surface and between samples. Ideally,
to compare the distortions existing in different systems, an identical pattern would be used
for each setup. Realistically, each stochastic pattern will be different, but because our method
does not suffer from “coffee ring” effects or other spin coating variables, it will provide a
good comparison between instruments.
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Since distributing the samples, I have also assisted with the first draft of the procedure
document which will be used by all participants. In addition to the valuable comparative
information that this study will supply, it will also provide excellent publicity of our pattern-
ing technique by placing samples directly into the hands of the researchers who are currently
interested in high resolution DIC.
6.2.4 Difficult to Pattern Materials
The heterogeneity of CFRP materials is just one example of a challenging to pattern materials
system for high resolution SEM-DIC. The technique has potential applications to a wide
range of materials. One example application is for use with highly corrosion susceptible metal
materials like magnesium. The thin film reconfiguration technique discussed in Chapter 4 can
have an optional passive gold layer which protects the substrate material from interactions
with the solution or environment. Other patterning techniques typically involve more intense
solution processing, surface functionalization, or purposeful corroding to create the patterns,
all of which prematurely damage the sample.
A survey of the literature to determine other difficult to pattern materials would pro-
vide a road-map for interesting systems to study. By summarizing the currently achievable
pattern qualities against our technique, the strengths and potential draw backs of the thin
film reconfiguration technique will be explored. Patterning the materials to demonstrate
improved resolution or lowered noise floor can be achieved through translation experiments
or simple mechanical tests inside a SEM. By reaching out to the groups currently studying
these difficult to pattern systems, potential collaborations can be formed. A direct collabora-
tion would allow us to more quickly understand the lengthscales that need to be studied for
each materials system for quicker procedure development. This work could be summarized
in terms of improvements to existing methods for a potential publication or seminar talk.
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6.3 Concluding Remarks
The driving force has always been to study composite materials in a way that overcomes the
empirical limitations of conventional experimental approaches. This goal was approached
by identifying the current constraints of our techniques and taking steps to mitigate those
constraints. The work produced was integrated into computational methods to probe the
sensitivities of the many contributing microstructural variables of composites. By itself,
this work does not provide all of the necessary details to answer the many questions that
still exist regarding the behavior of composite materials. However, a framework to study
these questions has been produced through techniques and methods which push against the
limits of spatial resolution for both mechanical and chemical analysis of composite materials.
Furthermore, some of these techniques have found applicability in non-composite materials
systems, spurring collaboration and future research.
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MESOSCALE TESTING OF COMPOSITES
While AE testing of composite panels is sufficient and accurate for determining initiation
and density of damage in a composite coupon, it lacks microstructural information. A
test method was developed to observe the microstructure with optical microscopy and DIC
during mechanical testing. This method allows for the local microstructure, regional strain,
and applied load of specific transverse crack events to be identified. Due to the limited field
of view under an optical microscope, the technique does not necessarily capture the first
transverse crack event.
A.1 Materials and Methods
Composite specimens from the same panels as acoustic emission tests were cut down to a
small size with a cross-section 0.7 mm thick, 2 mm wide, and gauge length of 25 mm (35 mm
total length). The face of the composite sample was polished progressively until the fibers
of the microstructure were clearly distinguishable and free from scratches or damage. The
specimens were then subjected to quasi-static longitudinal tension at a cross head speed of
5 µm s−1 (SEMtester, MTI Instruments, Albany, NY). A custom LabView virtual instrument
was used to record load and displacement data. Samples were loaded under an optical
microscope (DMR-R, Leica Microsystems, Buffalo Grove, IL) to record failure mechanisms in
the transverse ply optically during the test at a rate of 1 Hz. A stack of time stamped optical
images was collected as shown in Figure A.1. By observing the microstructure during testing,
the appearance of a transverse crack can be related to the applied load on the specimen.
DIC is used to measure the strain, locally, within the transverse ply in the field of
view. Because of the random placement of the fibers and contrast between fiber and matrix
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Figure A.1: Field of view captured during in situ optical tests. Images were captured at
a 1 Hz frequency. The limited field of view is unlikely to capture the first transverse crack
event, however cracks begin to populate within the field of view as the composite approaches
saturation.
Figure A.2: A histogram of intensity showing the contrast between the brighter fiber (more
reflective) and darker matrix region during reflective mode optical imaging. Two distributions
are present representing the two constituent phases. Higher contrast could be achieved by
increasing the light source intensity to bring the camera sensor closer to maximum intensity.
(Figure A.2), the microstructure served as a speckle pattern for 2D-DIC. Figure A.3 shows
the displacement within the ply and Figure A.5 shows a representative full field strain map
overlayed onto the microstructure.
A.2 Discussion and Conclusion
The concept of an interphase was first proposed for adhesive joints in the 1970s by Sharpe
[14]. In composites, the interphase is a small region that forms in the matrix material near
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Figure A.3: The microstrucutre provided an adequate speckle pattern for DIC. The calculated
displacements are shown within the transverse ply. A virtual extensometer from the left and
right most extreme portions of the image were used to calculate the strain after testing.
Figure A.4: A full field strain map has been imposed over the image. The transverse cracking
events appear as high strain regions due to the size of the subset being used. While large
displacements occur across the transverse crack, the material strains in that region are locally
relaxed. Relaxation can be seen in a region several hundred microns away from the transverse
crack.
the fiber surface that is distinct from the bulk matrix material [13]. Early Fourier Transform
Infrared Spectroscopy (FTIR) studies showed that, when compared to neat epoxy systems,
epoxy samples containing carbon fibers cured more rapidly during the initial stages of cure
and had not reacted fully by the end of the cure cycle [15]. This change in cure kinetics
was initially explained by the presence of functional groups on the surface of the fibers
accelerating the epoxy reaction [15], however it was later noted that the concentration of
functional groups on the fiber surface is far smaller than that already present in epoxy resins
[55]. A more plausible explanation was the presence of a non-stoichiometric epoxy phase near
the fiber surface. Cure kinetic models have predicted that some components of an epoxy
matrix will adsorb preferentially to the fiber surface depending on its surface treatment,
and under certain cure conditions a gradient will form [55]. Because of its key role in load
transfer, many studies have been aimed at modifying the interphase region [131]. However,
few techniques currently exist to quantify chemical or material property gradients in this
highly localized region.
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Figure A.5: (a) The horizontal full field strain map is overlaid onto the microstructure. (b)
The stress strain curve of the composite during the test. The stresses were calculated from
the applied load and the composite cross section. The strains were measured from the field
of view using the DIC data. The colored arrows in the image (a) correspond to the colored




B.1 Introduction and Example Extraction
In the transverse ply of a continuous fiber composite material, the fibers are randomly
positioned. The most commonly used models for estimating composite behavior, such as
Halpin-Tsai do not take this randomness into consideration. For this reason, phenomeno-
logical models typically fail to accurately estimate transverse elastic properties, E23, ν23,
and G23 where 1 is the axis-fiber direction [132]. Of particular importance is the inter-fiber
distance which causes variable stress concentrations, more so than the randomness in fiber
diameter [132]. Because of the propensity of the crack to travel along the interface, and the
random distribution of stress concentrations throughout, accurate microstructures are also
required for predicting plastic behavior and failure in composites.
While model systems consisting of few fibers are simple to reproduce with accurate ge-
ometry for finite element programs, high volume fraction composites have more complex and
intricate mircrostructures which are difficult to fabricate with accurate inter-fiber distances
without reference. In order to develop more direct comparisons between experimental and
analytical approaches, the composite microstructure is extracted from 2D optical images
for reconstruction. Optical images are captured of the well-polished microstructure and
automatically stitched together along the length of the sample using a Keyence digital mi-
croscope. Typical stitched images were 20 000 pixels across and contained over 2000 fibers,
but microstructures with as many as 57 400 fibers from images 200 000 pixels across have
also been extracted.
The code used to extract the microstructure underwent several iterations in both MAT-
LAB and in Python 3. The final form of the code is written in Python 3 and makes extensive
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use of the Science Kit image package (skimage). As an example, a small cropping of a com-
posite microstructure is run through the code here. An image of the microstructure is
imported and several threshold options are applied to determine which works best as shown
in Figure B.1.
Figure B.1: Several threshold options are displayed for the original image. The user is able
to select the threshold option which best represents their microstructure. In this work, the
Otsu method was used to accurately separate the fiber from the matrix regions of the image.
The next series of steps are shown in Figure B.2 after the example code. The microstruc-
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ture is cleaned up using a morphological opening process which erodes the microstructure by
one unit disk, and then dilates the microstructure by one unit disk. The result of the opening
process is that singular pixels are eroded away and do not return with dilation, additionally
any rough edges around the fiber are slightly smoothed. A distance transformation is per-
formed on the clean microstructure followed by a peak finding function to uniquely identify
fibers and generate the starting points or seeds for the watershed algorithm. From the seed
points, each fiber is filled in until it reaches the background (matrix) or runs into another
fiber.
After the watershed process, each fiber is uniquely identified and information regarding
its location, shape, and dimensions are exported. This data can then be overlayed back onto
the original image to check for errors and cleaned up if necessary as shown in Figure B.3
after the example code.
B.2 Example Code for Microstructure extraction
Written by Chris Montgomery. Replacing old code to extract the fiber placement and radius
information from cross sectional images. Originally needed because the Keyence software
compresses images to 4800 by 3600 pixels, whereas our images are typically 20,000 pixels
or more accross. This code is replacing an older version that used the cv2 package with
this version that uses the skimage package to make it more transportable and familiar. All
packages imported in the preamble are available through Anaconda. The user may need to
update scikit/skimage to get some of the functions used here.
B.2.1 Preamble
In [1]: %matplotlib inline
import matplotlib
import numpy as np
import matplotlib.pyplot as plt
import scipy
from scipy import ndimage
import skimage
from skimage.draw import circle, circle_perimeter
from skimage import io, data, measure
from skimage.filters import threshold_otsu,\
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try_all_threshold
from skimage.morphology import erosion, dilation,\
opening, closing, \
square, disk, watershed
from skimage.feature import peak_local_max, corner_peaks
from tkinter import Tk
import tkinter.filedialog as tkfd
import os
B.2.2 File Selection
Opens up a file explorer to select the image. The user may need to minimize the browser to
see the explorer. https://wiki.python.org/moin/TkInter
In [2]: Tk().withdraw()
initialDirectory = os.path.abspath(’.’)





This section displays a few different threshold options for the user to visibly inspect and
choose for future steps. It is also possible to incorporate local thresholding if intensity gra-
dients exist in the image, but this incorporation is unnecessary here. Additional information
can be found here:
http://scikit-image.org/docs/dev/auto examples/xx applications/plot thresholding.html
In [3]: raw_image = io.imread(pathfilename)
H,W,C = raw_image.shape
grayscale = skimage.color.rgb2gray(raw_image)




B.2.4 Distance transformation and watershed
More information about the watershed algorithm is available here:
http://scikit-image.org/docs/dev/auto examples/segmentation/plot watershed.html
In [4]: threshold_value = threshold_otsu(grayscale)
binary = grayscale > threshold_value
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bin_close = closing(binary, disk(1))
dist_map = ndimage.distance_transform_edt(bin_close)





labels = watershed(-dist_map, markers, mask=binary)
number_of_fibers = np.amax(labels)
f, (ax1, ax2, ax3, ax4) = plt.subplots(4,1,
sharex=True,
figsize= (10,10))
ax1.imshow(binary, cmap = ’gray’)
ax2.imshow(bin_close, cmap = ’gray’)
ax3.imshow(dist_map, cmap = ’jet’)
ax4.imshow(labels, cmap = ’jet’)
print(’There are ’+str(number_of_fibers)+’ fibers.’)
There are 782 fibers.
Save an image from the steps above.
In [5]: fig41 = plt.figure(frameon=False)
fig41.set_size_inches(W/100,H/100)




















B.2.5 Data extraction and saving
In the next two segments, the information for each fiber is exported into a .csv file which can
be easily opened by other software or users. The extracted microstructure is also overlayed
on-top of the original image for visual inspection. The data is also converted here from pixel
to mm and saved to a separate file in that form.




for i in range(number_of_fibers):





dataforout = np.stack((X, Y, R), axis=0)
np.savetxt(’watershed_out.csv’,
dataforout.T,delimiter = ’,’,
header = ’X, Y, r’, comments=’’)
In [7]: img = io.imread(pathfilename)
for j in range(number_of_fibers):
rr, cc = circle_perimeter(int(X[j]), int(Y[j]), int(R[j]))
if np.amax(rr) < H \
and np.amin(rr) > 0 \
and np.amax(cc) < W \
and np.amin(cc) >0:
img[rr, cc, :] = (0,0,255)
fig = plt.figure(frameon=False)
fig.set_size_inches(W/100,H/100)










header = ’X, Y, r’, comments=’’)
Data cleanup for overlaps
The next section prints out the number of overlaps, reduces the larger fiber diameter, and
then runs again. This version of the code currently checks each fiber against every other
fiber in the microstructure which does not significantly affect the workflow to extract from
microstructures with approximately 2000 fibers. However, this process scales exponentially
and can take several hours when microstructures include tens of thousands of fibers. One
approach to making the following section more efficient is to parse the microstructure and
have it check only against nearby fibers.
In [8]: number_overlaps = 0
reduction = 1
for k in range(100):
for i in range(len(X)):
for j in range(i,len(X)):
if i != j:






number_overlaps = number_overlaps + 1





#go back and re-run previous cell once this one prints out 0.
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Figure B.2: (a) The original image is thresholded using the selected method. In this case, an
Otsu’s method threshold is applied. (b) Next, a morphological opening is used to clean up the
edges and remove singular pixels. (c) A distance transformation is performed, which converts
each fiber pixel from binary 1 (or true) to a value which is proportional to its distance from
the matrix. (d) A peak finding is performed on the distance transform to create a starting
point for each of the fibers and a watershed algorithm is used to label each fiber individually
(separating all touching fibers).
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Figure B.3: (a) The extracted microstructure is overlayed onto the original image for visual
inspection. At this stage, a small number of fibers overlap with their neighbors. (b) In the final
step (sometimes optional), the overlays are removed by shrinking the larger of overlapping
fibers in 100 nm increments.
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APPENDIX C
CHALLENGES OF SCANNING ELECTRON
MICROSCOPY-BASED DIGITAL IMAGE
CORRELATION
C.1 Scanning Electron Microscope Error Sources
A simplified schematic of the SEM imaging process is shown in Figure C.1. An electron
beam is emitted from an electron gun through a series of magnetic lenses and apertures to
focus into a spot on the sample surface. The spot size setting controls the current of the
beam (number of electrons, not the focus) and the acceleration voltage controls the energy
of the beam. The beam interacts with a small volume of the sample, emitting several types
of electrons and electromagnetic waves. While these electrons and electromagnetic waves
are generated throughout the interaction volume region, their energy determines from how
deep within the sample they can escape (emit) and be detected. Low energy inelastically
scattered Auger and secondary electrons are only emitted from the surface region and a
small volume beneath the surface. Higher energy elastically backscattered electrons are
emitted from a larger volume, and X-rays and other electromagnetic emissions from even
an deeper and larger volume in the sample still. These different types of emissions can
be detected and counted to learn information about the interaction spot or volume of the
electron beam. For example, Figure C.2 shows that as the Au film thickness increases, more
of the interaction volume and resulting signal is generated by interactions with Au. This
is an effective method for preventing unwanted and damaging interaction with polymeric
substrates. The interaction volume is rastered across the sample and an image is constructed
from the information collected. This process is not perfect, and can result in errors when
calculating deformations using DIC. The four most prominent error sources are discussed
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below.
Figure C.1: Image collection process for a scanning electron microscope. The electron beam
(solid red line) interacts with the sample. Backscattered electrons (long dashed red line) and
secondary electrons (short red dashed line) are scattered from the sample. The electron beam
is rastered across the surface from left to right, dwelling on each point for time tdwell (typically
on the order of microseconds). The beam then returns to the left side of the image, after
which it has completed one line. Note the the line time, tline, is different from the product of
tdwell and horizontal image resolution. The frame is completed once all lines in the vertical
resolution, H, have been collected.
In this work, the numerous secondary electrons emitted from near the surface are used for
imaging. Secondary electrons give useful information regarding the topography of a sample
because the interaction volume below a peak is on average closer to the surface than the
interaction volume below a valley. On a raised bump or particle, more electrons are emitted
and the image is brighter in that spot. The first source of error from SEM imaging is related
to the detection of these electrons. The longer the dwell time, the more representative the
signal will be, however for reasons discussed below it is not practical to use extremely long
dwell times. Therefor, there is a stochastic or random noise, as depicted in Figure C.3, which
occurs due to the variation in detected electrons from two equivalent sources.
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Figure C.2: Summary of the emitted x-rays from reconfigured thin film specimens with vari-
able Au film thickness. (a) The characteristic (interactions with electrons) and continuum
(interactions with nuclei) response from the different samples. The prominent peaks are
the characteristic Au peak around 2.12 keV, and the characteristic C peak around 0.28 keV.
(b) The interaction with the polymeric (C) substrate decreases as the Au layer thickness
increases, blocking interaction.
For the purposes of DIC, this noise should be minimized by increasing the dwell time,
but not to the extent that it induces excessive sample damage, charging, or long imaging
times.
Figure C.3: Random noise can occur in two ways inside a scanning electron microscope.
First, the precise location of the e-beam on the specimen surface may not be exact due to im-
perfections in the e-beam movement or coil voltage. Second, the number of electrons detected
may not be in consistent from one image to the next, similar to noise in images from a CCD
or CMOS sensor from interactions with photons. Noise is typically reduced by increasing the
dwell time and increasing the acceleration voltage.
A second source of error is related to the rastering process itself. Beam movement,
alignment, and focus are all controlled by a magnetic lens system which is imperfect. The
physical distance between each row in the image may not be exactly the same as they are
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Figure C.4: An SEM image is collected in a rastered pattern from left to right, top to bot-
tom. Due to imperfections in the magnetic lenses used to control the e-beam direction and
the voltages used to control the travel distance, the physical distances between rows are not
constant. Because the reconstructed image is produced as if the row distance were constant,
resulting errors occur in the DIC results unless the SEM settings are carefully selected to
mitigate this error.
depicted in Figure C.1, but slightly different as shown in Figure C.4. However, the image
is reconstructed from these rastered lines as if they were equidistant. This error can result
in false, steep vertical strain gradients which form horizontal lines in the calculated strain
maps. One approach to alleviate the rastering error affect is to ignore strains measured
perpendicular to the scanning direction. Unfortunately, either much information is lost
using this approach, or a second rotated image needs to be taken which increases scan time.
The approach used in this work is to use line integration, where several lines are scanned
at each height and then averaged together so that the average spacing becomes more even.
This is different from frame integration, where multiple images are captured and averaged
together. While frame integration also reduces the rastering error, it complicates the removal
of the third error source, drift error.
The third source of error is related to the time required to capture each image. SEM
imaging requires tens of seconds or sometimes several minutes to complete a frame. During
that time, both the electron beam and the sample itself can drift to a slightly different
location due to charging, sample security, and small changes in vacuum. This is depicted
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in Figure C.5, which shows that when the sample drifts between the beginning and end
of image acquisition, the resulting output will be skewed. This error can be mitigated by
capturing two images at the same load (with the same deformation) at the same location, and
calculating the apparent displacements between them. From these apparent displacements,
the drift at each point can be estimated and subtracted from the results.
Figure C.5: The time to capture an SEM micrograph is significantly longer than the time
required for typical optical micrographs. During the rastering process, the e-beam, sample, or
stage are all capable of shifting over time. This drift between the beginning and end of the
image capture results in a drift error which distorts the captured image.
Spatial distortion is the forth and last type of error source discussed here. These dis-
tortions can be caused in part by charging, but when imaging conductive samples they are
attributed to flaws in the magnetic lens system of the instrument. They become apparent at
low magnifications where the sample geometry is visibly distorted. The distortion remains
constant through the course of a test, but changes between sessions or over long times. At
higher magnifications, and in newer instruments, the affects of this distortion are relatively
small. If known, the distortions can be subtracted from the final result for increased accu-
racy. The method for measuring spatial distortions is described next in Section C.2, along
with imaging settings for mitigating other sources of error.
111
C.2 Quantification of error sources
SEMs have several settings which affect image quality, sample damage, and imaging time.
Here, we compare several different options for dwell time and line integration to quantify their
effect on digital image correlation analysis. Samples prepared on Silicon wafer substrates
with 20 nm Ti and 5 nm Ag sputtered onto the surface were reconfigured for 15 min (Chapter
4.1.1). SEM images were captured in high vacuum mode at 6000× magnification, using a
working distance of 10 mm, spot size of 3, and a resolution of 3072× 2048. A comparison is
made by capturing two image pairs with a small translation between them, referred to as a
quadruplet. The image settings were then changed and another quadruplet was captured over
the same region to eliminate potential variation in pattern quality. An auto-contrast feature
of the SEM was used between each quadruplet to eliminate potential carbon contamination
effects.
A correlation is run on each quadruplet. The correlation within pairs is used to estimate
and subtract drift error, and the correlation between translated pairs is used to calculate the
noise and correlation error. Sigma, σ is the standard deviation in confidence in the match
in units of pixels. A σ value of zero indicates a perfect mathematical match, whereas higher
σ values indicate noise and loss of correlation. Here, σ is used as a measure of image noise
using the different SEM settings. Figure C.6 shows that longer total dwell times, regardless
of if they occurred through multiple line integrations or during a single dwell, resulted in
lower noise. For example, images captured with no integration (×1) and 5 µs dwell time had
identical σ distributions to images captured with ×2 integration and 2.5 µs dwell time.
The three lowest noise image sets tested all had a total dwell time of 10 µs. These three
settings are compared further by plotting a distribution of the measured strain as shown for
the horizontal direction, X in Figure C.7. Because the correlation was performed on a pure
translation image set, the strain is nominally zero and any deviation from zero is error from
the correlation. The three distributions are similar, with a slightly narrower distribution
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Figure C.6: Sigma is the standard deviation in confidence of a match between two subsets.
A perfect match is indicated by a sigma value of zero. When correlating a translated pair
of images, sigma is a measure of the noise in the image. Longer dwell times, regardless of
integration, result in lower noise.
being achieved by the continuous dwell setting. The positive range of the error is larger
than the negative due to a artifact from drift correction which creates an artificial high
strain region on the edge of the image. This artifact is on the edge of the field of view and
has no practical effect on the analysis of features within the field of view. For all practical
applications, the three imaging settings produce the same low error in horizontal strain.
Next, the vertical strain error of the three imaging procedures is compared in Figure
C.8. While the three distributions have the same range as in the horizontal case, there is
an offset from zero due to the rastering error discussed in Section C.1 which is mitigated by
line integration.
Another important SEM setting which has a large effect on image quality and sample
damage is the acceleration voltage. Low acceleration voltage causes little to no damage but
results in an image with more noise. Interestingly, as shown in Figure C.9, intermediate
voltages in the range of 5 to 10 kV result in the lowest noise when imaging thin film patterns
on a substrate material. Higher accelerating voltages result in more interaction with the
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Figure C.7: The horizontal (scanning direction) calculated strain in pure translation image
pairs. These values are corrected for drift and are nominally zero. Image integration does
not have a significant affect on the average strain value. A small increase in error in in the
positive direction is present due to a correction artifact that exists only at the very edge of
field of view.
underlying bulk material, reducing the signal and contrast provided by surface features.
C.2.1 Imaging Procedure for Scanning Electron Microscope-Digital
Image Correlation
The sample is loaded into the loadframe grips and leveled. Silver paint is used at the grips to
ensure a conductive pathway exists. The SEM setup is shown in Figure C.10. Importantly,
the loadframe is oriented on the stage to align the loading direction with the scan direction
of the SEM (Figure C.10a). This orientation both eliminates the possibility for rastering
artifacts in the loading direction and provides the clearest path between the sample surface
and secondary electron detector. There is no room inside the chamber for the linear variable
differential transformer which is typically used with the loadframe, and it is removed. Only
the load (load cell voltage) and time are recorded during testing. The only input into the
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Figure C.8: The vertical (rastered line direction) calculated strain in pure translation image
pairs. Without line integration, a bias in the calculated strain is present. By measuring each
line multiple times, the average distance between rows in the reconstructed image becomes
more constant and the bias is mitigated. Rastering error can also be mitigated by averaging
multiple images together. However, multiple full image integration (as opposed to line by line
integration) removes the possibility to perform drift error corrections.
chamber (aside from the excitation voltage for the load cell) is the voltage control of the DC
motor. Strain is calculated in two ways, from the known elastic modulus of the material and
from a virtual extensometer of the full field of view in the image set. Inputs and outputs
are connected through a custom port on the back of the SEM shown in Figure C.10b. The
connections lead to a voltage control box for the motor and an Omega gauge meter for the
load cell. The control box and meter are subsequently connected to a data acquisition board
and a custom LabView VI as shown in Figure C.10c. All electronic devices in the setup are
plugged into the same power strip which has a ground wire that is clipped onto an exposed
metal portion of the SEM. Not grounding the entire system together results in irremovable
image artifacts.
Inside the SEM, the sample is located by following micro-indents placed on the sam-
ple surface prior to patterning which are several hundred microns away from the region of
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Figure C.9: Sigma as a measure of error in translated image pairs for varying accelera-
tion voltage. The highest voltage does not yield the lowest noise as the interaction volume
increases and small surface features provide lower contrast.
interest. A area outside the region of interest is used for focusing, gun alignment, and astig-
matism correction. All translations from this point forward are performed by moving the
stage, and not the electron beam. The image settings selected for SEM-DIC experiments
are a working distance of 10 mm, acceleration voltage of 10 kV, secondary electron detector,
spot size of 3, resolution of 3072 × 2048, dwell time of 2.5 µs, and ×4 line integration. The
DC motor remains off during these and all subsequent images. Next a series of 18 images
(9 image pairs) are collected with 5 known horizontal displacements and 5 known vertical
displacements. The total displacement is less than 15 % the field of view. This image set is
needed to remove spatial distortion if it is found to be significant.
The stage is then translated to place the region of interest in the field of view. An image
pair is captured to use as the undeformed image. The motor is turned on, and the sample
is loaded to the first load step. The motor is turned off and the sample is recentered and
refocused using the manual stage motion. The next image pair is captured and the process
continues until the test is complete.
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Figure C.10: (a) The tensile load frame mounted onto the SEM stage with the loading di-
rection in alignment with the scanning direction of the instrument. (b) The external port
attached to the back of the SEM to allow electrical connections between the load frame and
data acquisition board. (c) Controls and data acquisition board connected to a laptop and
controlled through a custom LabView VI.
C.3 Speckle Pattern Particle Analysis
By Chris Montgomery. Code to automatically perform particle analysis on an entire folder of
‘.tif’ images. Necessary packages are loaded in the preamble. Next, the conversion from pixel
to physical length is set, as well as the actual rastered area of the image (excluding metadata
attached to the bottom of the image). A folder is then selected through an explorer browser
that will automatically pop up for easy selection. The analysis is performed on every image
and multiple .csv files are generated that provide both the raw data from the analysis for




This code uses file navigation packages for file selection, numpy and pandas for array ma-
nipulation, and the skimage package for image analysis functions.
In [1]: %matplotlib inline
#file structure and explorer directory
import os
from tkinter import Tk
import tkinter.filedialog as tkfd
#number manipulation
import numpy as np
import pandas as pd
from matplotlib import pyplot as plt
#image analysis
import PIL
from PIL import Image as im
from PIL.Image import Image as im2
import skimage
from skimage import data, io, measure
from skimage.filters import threshold_otsu
from skimage.morphology import erosion, dilation, \
opening, closing, square, disk
from scipy import ndimage as nd
C.3.2 Image Settings
Set the conversion ratio from pixels to nm. Also define the size of the raster region in the
image (in pixels).
In [2]: f_dist = 1.355 #correction factor between pixel distance and nm
#5000X 6.749 nm/pixel for 4096x6144
#10000X 3.374 nm/pixel for 4096x6144
#10000X 6.748 nm/pixel for 2048x3072
#15000X 2.252 nm/pixel for 4096x6144
#50000X 1.355 nm/pixel for 2048x3072
#nm^2/pixel | correction factor between pixel area and nm^2
f_area = f_dist**2




C.3.3 Folder and File Selection
Select a folder from explorer and the code lists ‘.tif’ files in that folder to be stored in
‘filenames’ and ‘samples’. The image type can be easily changed by modifying the file
extension being sought by names.endswith(“.tif”) to a different image type. Print out allows




#All .tif files from listdirectory, ignore else
filenames = []
samples = []
for names in os.listdir(folderpath):
if names.endswith(".tif"):
filenames.append(names)
samples.append(folderpath + ’/’ + names)
print(filenames)
print(samples[0])
[’S1 50000x 001.tif’, ’S1 50000x 002.tif’]
E:/cbmontg2/notebook/Instruments/SEM/.../S1 50000x 001.tif
C.3.4 Particle Analysis and Data Generation
Several output variables are initiated. Some pertain to specific images, while others are used
to store statistical information for all the images. A minimum amount of image cleanup
is performed using a morphological opening with a 1 pixel disk. Separated particles are
labeled and the information (area, perimeter, diameter, etc.) for each particle is extracted.
Histogram bins and counts are generated for each image and statistical values are collected.
The data (in both pixel and nm form) is saved into comma separated value text files which
are easily opened in spreadsheet software such as Excel or OriginPro.




















for j in range(len(samples)):
image = io.imread(samples[j])
#crops out the bottom bar of the SEM image
image_cropped = image[:res_ver, :]
thresh = threshold_otsu(image_cropped)
binary = image_cropped > thresh
#Converts the binary file (true/false) to numerical (1/0)
#by multiplying 1* here.
bininnum = binary
bin_open = opening(bininnum, selem=disk(1), out=None)







for z in range(number):





diameters = 2 * ((np.array(areas) / 3.141592)**0.5)




hist, bins = np.histogram(diameters, bins=100,\
range=(0, 100))
center = (bins[:-1] + bins[1:]) / 2
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#hist = hist*center
hist = hist / (np.sum(hist))
histnm, binsnm = np.histogram(diametersnm, bins=300,\
range=(0, 900))
centernm = (binsnm[:-1] + binsnm[1:]) / 2
#hist = hist*center
histnm = histnm / (np.sum(histnm))
mean = sum(diameters) / len(diameters)
perc25th = np.percentile(np.array(diameters), 25)
perc50th = np.percentile(np.array(diameters), 50)
perc90th = np.percentile(np.array(diameters), 90)
perc75th = np.percentile(np.array(diameters), 75)
coverage = np.count_nonzero(1 * bin_close) / bin_close.size
circmean = sum(circularity) / len(circularity)
circperc10th = np.percentile(np.array(circularity), 10)
circperc50th = np.percentile(np.array(circularity), 50)
circperc90th = np.percentile(np.array(circularity), 90)

























































#files for all images
















np.savetxt(folderpath + ’/’ + ’measurements_pixel’ +’.csv’,\
dataforout5.T, delimiter = ’,’, header = \
’coverage, mean, 25th percentile,\
50th percentile (median), 75th percentile,\
90th percentile, circ mean, circ10,\
circ50, circ90, circ95’,comments=’’)
np.savetxt(folderpath + ’/’ + ’measurements_nm’ +’.csv’,\
dataforout6.T, delimiter = ’,’, header = \
’coverage, mean, 25th percentile,\
50th percentile (median), 75th percentile,\







At the end of my first year in the group, I was assigned the superuser position of our Leica
SP2 Fluorescence Optical Microscope, which I maintained for the following four years. I was
responsible for training new users, writing standard operating procedures, developing pro-
cedures for difficult to image specimens for other users, and performing routine diagnostics
and troubleshooting. From my experience as the superuser of the Leica system, I was also
appointed the lead position for the group’s microscope committee which sought to purchase
a second microscope for our Materials Science and Engineering Building laboratory. This
position entailed organizing the demonstration of new microscopes and assisting in organiz-
ing the purchase of a new system, including negotiating a fair price. After purchasing the
Keyence digital microscope, I assumed the role of superuser for that instrument as well for
the past two years. In addition, my work from Chapter 3 required the prerequisite under-
standing of atomic force microscopy, and Chapters 4 and 5 relied heavily on understanding
the fundamental working principles of scanning electron microscopy.
I have had the opportunity to collect many amazing images from these instruments, some
of which do not fit into the body of this thesis. Other images have also been submitted to
the UIUC Materials Research Society Calendar, which has heavily featured the high quality
content from several members of the Sottos Group. A few of the images collected by the
author over the past five years have been collected here for the interest of the reader.
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D.1 Select Images
Figure D.1: High magnification images of a single glass fiber specimen after mechanical
testing. (a) Shows the matrix (left) debonded from the fiber (right), and distinct metal film
layers are visible. (b) shows the crack propagating through the matrix (top) material from the
debonded fiber (bottom). The samples are oriented such that the secondary electron detector
is inline with the damage, allowing features within the crack to be viewed. Additionally, the
gain (brightness) of the signal has been increased to distinguish features inside the crack plane
and saturating the surface features.
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Figure D.2: Copper inverse opals with an overgrown copper top layer were delaminated from
a silicon wafer substrate using a laser spallation technique [133]. Image shows a side view of
the lifted film after spallation. The inverse opal layer failed at the interface of the substrate,
and at the interface of the overgrown layer.
Figure D.3: Early high resolution digital image correlation under an optical microscope made
use of fluorescent silica nanoparticles. The dispersion of the particles was dependent on the
surface roughness of the composite and functionality on the surface from cleaning procedures.
Here, an SEM micrograph of an agglomerated column of these particles is shown.
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Figure D.4: A most extreme example of electron beam damage in a scanning electron micro-
scope. An insufficient amount of conductive material was deposited on the materials surface.
Over charging resulted in significant damage to the fibers and large deformation of the epoxy.
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Figure D.5: These were the first measurements that I captured which showed evidence of
an interphase region in carbon fiber epoxy composites. Future scans were captured at much
higher resolution. Shown here are (a) the aliphatic response, (b) aromatic response, (c) ether
response, and (d) hydroxyl response. All of the signals decrease near the fiber surface with
the exception of the aromatic response in (b). This bright ring was initially believed to show
increased resin content near the surface, but was later found to be the result of hydroxyl peak
broadening due to increased hardener near the surface, pushing the aromatic response up.
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Figure D.6: Fracture surface of a composite material showing the imprint of a carbon fiber
on the epoxy surface from which it debonded.
Figure D.7: SEM micrograph showing the inside surface of a transverse crack after the
composite has been pulled apart.
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Figure D.8: A transverse crack in a composite one day after testing. The stresses from the
outer plies caused the crack to close back on itself, illustrating why transverse cracks can be
difficult to locate optically if a fluorescent penetrant was not used. Also clearly visible is the
core shell microstructure of the carbon fibers.
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Figure D.9: After reconfiguration of thin silver films in a NaCl solution, the sample surface
needs to be rinsed multiple times in distilled water to prevent the formation of salt crystals on
the surface. Although, the salt crystals do form interesting patterns through the reconfigured
film.
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