This paper explores the potential of numerical optimization methods to determine grid distributions that minimize truncation error. The technique is explored using 1D and 2D Burgers' equations where an exact solution to a steady viscous shock is available. To accomplish the optimization the relationship between discretization error and truncation error is exploited. The truncation error is chosen to drive the optimization process because it serves as the local source for the discretization error and analytic expressions can be derived for a given equation set and the numerical scheme. A complete derivation of the truncation error terms for the 1D Burgers' equation using second order accurate finite differences is presented. The importance of including discrete grid transformation metrics (i.e., derivatives of the grid distribution function) in the truncation error derivation is discussed. Methods for estimation of truncation error are also presented. In the case of the 2D Burgers' equation a truncation error estimation method is applied to drive the optimization process. For the case considered, since an exact solution to the differential equation is available, the estimation method gives an exact evaluation of truncation error. To represent the grid distribution a spline method that preserves higher order continuous derivative connectivity is applied. The method is applied for both 1D and 2D cases. Several objective functions and spline applications are explored for the 1D problem and the best practices are applied to the 2D problem. For the 1D case a two order of magnitude reduction in discretization error was found when the optimal grid was compared to the initial uniform grid. For the 2D case improvement was not as substantial, not quite a full order of magnitude, due to the limited ability to morph the mesh under the constraints applied.
I. Introduction
ISCRETIZATION error is a direct result of solving a partial differential equation (PDE) with an approximate numerical technique. It is formally defined as the difference between the exact solution to the discretized PDE and the exact solution to the original governing PDE. Discretization error can be difficult to estimate and therefore it is often neglected. At best a grid resolution study is performed to make the case that the solution is converged with respect to grid size. This says nothing about the actual discretization error. To estimate discretization error from a grid resolution study the study must be carried out on at least two grids from the same family and the solution must be in the asymptotic range. To show that grids are asymptotic, at least three grids from the same family are required. Thus it is clear why discretization error is often ignored in complex CFD simulations. Unfortunately the discretization error and the lack of its characterization is a major factor contributing to the uncertainty in a given CFD prediction.
In the current paper, past work by Roy (2010) that investigates discretization error, its estimation, and its relation to truncation error is expanded to drive optimal grid design. We argue that global grid refinement (over the entire domain) is non-trivial, especially for unstructured meshes, and results in refinement in regions where it is not needed adding additional computational expense for little gain. In this paper global refinement is not considered, but grid
II. Literature Review
Two recent papers provided the foundation for this paper. The first Roy (2009) gives examples of mesh adaptation methods applied to CFD simulations. Additionally the paper explores different adaptation methods including solution gradient, solution curvature, truncation error and discretization error based adaptation on the 1D Burgers' equation. The truncation error method was shown to perform the best out of all these methods. In the paper the truncation error terms were derived based on analytical grid metric terms for the 1D Burgers' equation. In this current paper the result of the truncation error derivation using analytical metrics is presented including all the second order terms, some of which were inadvertently omitted from Roy (2009) . In addition the derivation using discrete metrics is now presented for the 1D Burger's equation.
In the following year, Roy (2010) explored estimation methods for discretization error. In this paper, the generalized truncation error expression originally introduced in Roy (2009) is presented. Specifically, its use as a truncation error estimation tool is discussed. This method of truncation error estimation is applied within our current paper. Furthermore the method for Richardson's extrapolation, presented in Roy (2010) , to estimate the exact solution was also utilized in this current work. In this current paper the estimation of the exact solution was then used along with the generalized truncation error expression to estimate the truncation error for the 1D Burgers' equation following the process outlined in Roy (2010) . These estimation methods are applied to the optimal grids generated to determine the resulting behavior when existing truncation error estimation methods are applied to them. Yamaleev (2001) examined methods for minimizing the truncation error for finite difference schemes. One important contribution of his paper is a clear explanation of the difference between using analytic grid transformation metrics as compared to discrete metrics which employ the same discretization as the dependent variable. By using the same discretization for the metrics as the dependent variable, he showed that the truncation error for the first derivative on nonuniform meshes contains two terms: a standard truncation error term that also occurs on uniform meshes and a truncation error term that arises due to the nonuniformity of the mesh (i.e., mesh stretching in 1D). He points out that numerous prior researchers that have investigated truncation error-based mesh adaptation have neglected this term that involves the mesh nonuniformity. By optimizing the mesh transformation so that the coefficients of these two truncation error terms are proportional to (the mesh spacing in uniform, transformed coordinates), he showed that the discretization error on the resulting optimized meshes becomes p+1 order accurate for a formally p th order scheme. For first and second order methods (p=1 and p=2, respectively), he was able to analytically solve for the optimal mesh based on the form of the truncation error and knowledge of the exact solution (and its derivatives). For cases where the exact solution is not known, he suggests the use of an interpolation of the numerical solution. Lapenta (2003) performed mesh adaptation for 2D elliptic problems using the finite volume method based on a variational adaptation scheme. To drive the adaptation, a continuous residual was formed by inserting an interpolation-based reconstruction of the numerical solution into the partial differential equation. This continuous residual is closely related to the truncation error as discussed in Roy (2009) . Lee and Tsuei (1992) examined truncation error-based mesh adaptation for the Navier-Stokes equations in curvilinear coordinates using finite differences. While they only considered the contribution of the convective terms to the truncation error, they did provide for a physical interpretation of the truncation error in terms of the grid size, grid uniformity (i.e., stretching), the grid angle (i.e., skewness/orthogonality), and the flow angle. Adjoint (or dual) methods provide for goal-oriented mesh adaptation, which can be useful when one is interested in reducing the discretization error in a small number of output quantities from the simulation. These methods are closely related to truncation error-based adaptation since they employ the adjoint sensitivities weighted by either the continuous or the discrete residual. Examples of adjointbased mesh adaptation include Venditti and Darmofal (2003) for finite volume methods and Rannacher and Suttmeier (1997) for finite element methods.
III. Governing Equations
The problems investigated in this paper are based on the one and two dimensional Burgers' equations. These equations were selected because their behavior is similar to the equations typically encountered in fluid dynamics and they can be evaluated with relatively simple numerical techniques. Additionally exact analytical expressions can be found that satisfy them. These analytical expressions are significant at this stage in our research because it allows truncation error evaluations to be calculated completely analytically with no additional approximations. Furthermore, it allows for the discretization error to be computed directly rather than being estimated from a solution on an extremely fine grid.
A. 1D Burger's Equation
The form of the steady viscous Burger's equation in one dimension is given in Equation (1) as
In order to solve this equation on a nonuniform grid, it can be transformed into a uniform computational space in terms of using the steady transformation x x . With this expression the first and second derivatives of u in Equation (1), using the notation 
To explore the behavior of this equation an analytic expression for a viscous shock wave, Equation (5), is utilized Roy (2009) . Analytic expressions for derivatives up to 4 th order (not shown) are also utilized to evaluate truncation error terms. These terms are discussed in the Section IV of this paper.
The parameters in Equation (5) are defined such that as x -, u 2 and as x , u -2. In our simulations a physical domain of [-4, 4] 
Re
, which in turn defines the viscosity . For our simulations Reynolds numbers of 32 and 128 are investigated.
Second order accurate finite difference expressions for the first and second derivatives in Equation (4) are applied giving a discretized expression of the 1D Burger's equation in non-conservative form shown in Equation (6). Because we are interested in steady-state behavior the non-conservative form is acceptable. 
In Equation (6) the subscript h indicates a discretized expression. For this research an evaluation of h u is also required to calculate discretization error. This represents the exact solution to the discretized form of Burger's
. To evaluate h u a 1D implicit solver is utilized.
B. 2D Burger's Equation
The form of the steady viscous Burger's equation in two dimensions is very similar to the equation in one dimension and is given in Equation (7) 
To solve this equation on a nonuniform mesh, the steady 2D transformation , x x and , y y is used. For a non-conservative transformation the first derivative components can be expressed as The derivatives relating computational space, of the form x , to physical space can be related to derivatives relating physical space to computational space of the form x , by the relations in Equation (10). The second derivatives are more complex and can be derived by taking the partial with respect to x and y of the first derivatives in Equations (8) and (9) respectively. Applying these derivatives in computational space, where e.g.,
, the derivative relations in Equations (11) and (12) (14) As with the one dimensional equation an exact solution to the two dimensional Burgers' equation is also utilized. The solution is a viscous shock wave that runs at a 45 degree angle to the physical coordinate directions. Therefore any mesh adaptation will involve both coordinate directions. The form of the solution is given in Equation (15).
The parameters in Equation (15) are identical to those in Equation (5) for Reynolds numbers of 32 and 128. For this research higher order derivatives and cross derivatives are calculated analytically for the evaluation of truncation error terms. These terms are discussed in the Section IV of this paper. The discretized form of Equation (14) 
The resulting expression yields ) (u L h which has the exact solution h u such that
. To evaluate h u a two dimensional explicit solver was developed.
IV. Truncation Error
Truncation error arises from the application of an approximate numerical technique to a differential equation. Formally it is defined as the difference between the discretized differential equation and the original continuous form of the same equation (note: the difference is in the equations not the solutions to those equations). An example of these two related equations is the discretized 1D Burgers' Equation (6) and its continuous counterpart Equation (4).
For the purposes of this paper, the truncation error results from truncating higher order terms from a Taylor series expansion when developing finite-difference relationships such as those in Equation (16). Specific expressions for the discretized 1 st and 2 nd derivatives relating to Equations (2) and (3) including the resulting truncation error terms for those derivatives can be found in Roy (2009) .
Previously in this paper, the concept of the exact solution to the discretized equation set h u has been introduced. In addition the exact solution to the continuous set of equations
. From these definitions the discretization error is defined as
The discrete equation that shows how discretization error is transported through the solution domain, termed the discrete discretization error transport equation, is given in Equation (18) assuming a simple linearization
A derivation of this equation is available in Roy (2009) . An important assumption in the derivation of this equation is that the operator (.) h L is linear or linearized. This is not the case for the equations investigated in this paper. A more advanced linearization Roy (2010b) for the steady 1D Burgers' equation discretized with finite differences in physical space is:
Initially developed and presented in Roy (2009) and refined in Roy (2010) , the generalized truncation error expression can be used to derive not only the discrete error transport equation above, but also a continuous version. It can also be used to derive many techniques for estimating the truncation error when explicit derivations are not available. The generalized truncation error expression is defined in Equation (20) .
A. Truncation Error Derivation for 1D Burger's Equation
For the analytical work in this paper all of the truncation error terms of order 2 for the 1D Burger's equation are investigated and are given in the brackets in Equation (21). Equation (21) is of the form )
which is comparable to the generalized truncation error expression presented in Equation (20). It should be noted that Equation (21) is the correct derivation for the truncation error resulting from Equation (6) assuming analytical grid metrics are available. However, in the practice of determining a numerical approximation to Equation (4), Equation (6) can be evaluated using analytical or discrete grid metrics. In practice, the relationships between physical space and computational space, the grid transformation metrics, are numerically calculated, meaning the derivatives x and x are numerically approximated. This will impact the resulting truncation error. To evaluate the discrete grid metrics, it is ideal to utilize the same differencing operator for the grid related derivatives as is utilized in the solution to the equation Yamaleev (2001) . In this case the operators on the grid metrics including second order truncation error terms become (22) and (23) into Equations (2) and (3) results in discretized derivatives with discrete grid metrics and associated truncation error terms. These results along with Equation (1) can be used to derive the truncation error for the 1D Burger's equation considering discrete grid metrics. This derivation is available in the Appendix Section A. 
In Equation (24),
which arranges Equation (24) in the familiar form
The physical interpretation of the truncation error terms can be identified by exploring the dominating metric derivative. In the case of Equation (24), these derivatives are x and x . The 2 x term in Equation (24) represents a measure of the local grid resolution. The x truncation error term represents a grid stretching or quality terms. The remaining term in Equation (24) is a combination term. In all cases the grid resolution or quality is weighted by the solution behavior. Therefore the truncation error is a result of poor grid resolution and quality in the region of solution gradients. In the case where the solution is constant, such as a free stream case, the grid quality can be very poor and not impact the truncation error.
Comparing the result in Equation (24) with the one in Equation (21) reveals why including discretized grid metrics in the truncation error derivation is worth the additional effort. Because the discretization schemes were the same for the grid metric terms and the solution variable, four terms of order 2 from Equation (21) are canceled from the final truncation error. The remaining terms are all of order 2 and contain grid metric derivatives no higher than 2 nd order, whereas using analytic metrics, grid metric derivatives as high as 4 th order remained. This finding is significant as it allows the community to derive, with a high degree of certainty, the minimum set of major contributing truncation error terms for a given numerical scheme.
Armed with an analytical expression for truncation error, the intent of this paper is to adapt the grid to minimize this error. Based on our knowledge of the terms involved in the truncation error from the derivation in Equation (24), the designable term for a given solution is the mesh transformation. Thus the grid distribution function x will become the input to an optimization process with an objective of minimizing truncation error. The representations for the grid distribution function for one and two dimensions will be discussed in this paper.
B. Truncation Error Estimation Applied to 1D Burgers' Equation
To demonstrate the truncation error estimation relationships presented in Equations (18), (19) and (20) and compare them with analytical expressions for truncation error, the 1D Burgers' equations will be utilized. For this example the continuous operator in Equation (4), the exact solution in Equation (5), the discretized operator in Equation (6), and the truncation error derivation in Section IV-A will be utilized. The example is based on the Reynolds number 32 case discussed in Section III-A, and will be computed with uniform grid spacing with 129 points spanning a physical domain of [-4 4] . Please note that the results are only plotted in Figure 1 on the domain [-2 2].
Figure 1: Example of Generalized TE Expression and Discrete Discretization Error Transport Terms
In Figure 1 the terms included in Equations (18), (19) and (20) are evaluated for the example problem described. In the case of Equation (20) the exact solution is used as an input. For the evaluation of the discrete discretization error transport terms a simple linearization given in Equation (18) and a more advanced linearization in Equation (19) are shown to demonstrate the importance of applying a more advanced linearization. For the left hand side of these two equations the discretization error was calculated using Equation (17) then used as input to Equation (6). The additional left hand side term in Equation (19) was also evaluated using the discretization error from Equation (17) , and the derivative of the exact solution with respect to x. For the right had side of both Equations (18) and (19) the exact solution was input to the truncation error derivation given in Equation (24) and multiplied by negative one. In Figure 1a three curves are shown. These are the right had sides of Equation (18) solid green the right had side of Equation (19) solid read and the left hand side of both equations dashed blue. It can be seen that the simple linearization over predicts the truncation error and Equation (18) does not hold. However, the advanced linearization method predicts the truncation error exactly.
The generalized truncation error expression does not have any linear assumptions in its derivation. Therefore we expect Equation (20) to hold. The results for prediction of truncation error using Equation (20) are shown in Figure  1b . For the left hand side term the exact solution was input to Equation (6). For the right hand side first term the exact solution was input to Equation (1). For the second term the exact solution was input to the truncation error derivation given in Equation (24) 
V. Constrained Optimization
The objective of an optimal grid design is to reduce the error in the numerical solution for a specified number of grid nodes. Specifically, it is desired to minimize the discretization error given in Equation (17). The difficulty with using discretization error as an objective is that it requires an exact solution or some estimate of the exact solution. These techniques are discussed in detail in Roy (2010) .
In the previous section the generalized truncation error expression was introduced. This expression, in addition to the error transport equation, defines a relationship between the continuous operator and its representative discrete operator. The difference between the two is the truncation error. If the truncation error is minimized or vanishes the exact solution to the discretized solution approaches the exact solution to the PDE's (assuming a stable and consistent numerical scheme). Since minimization of truncation error is directly related to minimization of discretization error, the approach taken in this paper is to minimize truncation error.
While a calculation of discretization error is not needed a calculation for truncation error is required. Techniques for this estimation have also been presented in Roy (2009) . In the work presented in this paper, the truncation error for the discretized equation investigated has been calculated explicitly. The derivation of the non-conservative 1D Burger's equation truncation error for a second order accurate central finite differencing was presented.
In the derivation of the truncation error it was noted that the grid distribution was a variable term that impacted the truncation error and could be used as a design variable to minimize the truncation error. (25) In Equation (25) the notation x represents the grid distribution for both 1D (i.e., x ) and 2D (i.e., , x and , y ) cases. The following sections will outline how these functions are modeled.
A. Analytical Grid Distribution Modeling
The grid distribution functions for this research are modeled using a spline technique described in Roy and Sinclair (2009) that results in a function with high/adjustable order continuity in its derivatives. The method can be applied in multiple dimensions allowing us to use the same grid distribution representation technique for both our 1D and 2D Burgers' equation cases. A detailed 1D example problem is provided in Roy and Sinclair (2009) .
The method is applied by breaking a distribution of points into zones. A local polynomial Z is fit within each zone and its neighboring zones. Zones on the boundary have a local fit unique to themselves. This pattern assigns two local fits for 1D, or four local fits for 2D in each zone. The resulting spline value is a weighted sum of each local fit at a given point in a zone. The weighting function W is a polynomial whose order depends on the level of derivative continuity that is desired. The equations modeling this process in 1D are given below In addition to the constraints given in Equation (27), the weight function 1 W must equal zero at the left hand side of the zone and one at the right hand side of the zone. For more specific details and an extension to two dimensions see Roy and Sinclair (2009) .
B. One Dimensional Grid Distribution Modeling
The method used to model the one dimensional grid distribution function x is tightly correlated with the spline method presented in this paper. For our problem the computational space is on the interval [0 1] and the physical space is on the interval [-4 4] . These intervals define the boundary conditions for our spline. Additionally any grid that is constructed must not have any regions with negative or zero grid spacing, thus the first derivative x must be positive everywhere. Locations where this derivative is small indicate close grid spacing and locations where this derivative is large indicate large grid spacing. Note that d is constant over the domain and fixed once the number of grid points is chosen.
The function x is modeled by constructing a spline of the type defined above, through a reduced set of points of the form given in Equation (28). 
In Equation (28) the number of design variables is 2n. The design variables are defined between -4 and 4 and must be increasing such that
. This enforces a positive first derivative. The spline functions generated are C 4 continuous so evaluations of Equation (21) can be accomplished. The number of zones, the number of design variables within each zone and thus the total number of design variables is adjustable and will be explored in the results section of this paper.
C. Two Dimensional Grid Distribution Modeling
For the two dimensional case the problem expands in complexity. Two distributions are modeled using the spline technique, one for the spacing of x and one for the spacing of y. The boundary conditions are as follows When the two dimensional spline is created, local polynomials in zones on the boundary are constrained to exactly match the boundary conditions given above. This allows the possibility of constructing a local least square fit through a redundant set of points while preserving the boundary condition analytically. The same constraint on the problem of a positive first derivative is imposed in both cases to ensure positive grid spacing throughout the domain.
The functions , x and , y are constructed in a similar manner to their one dimensional counterparts. The resulting design variable matrices analogues to Equation (28) The minimum set of design variables required is three for both , x and , y . The resulting size for Equations (30) and (31) is 3x3. From this a two dimensional spline can be constructed containing four total zones, where each zone is defined by four points, two on the boundary and two design variables.
D. Constrained Optimization Solution Approach
To solve the problem posed in Equation (25) a gradient based constrained optimization algorithm is applied. For the results presented fmincon from MatLab is used, MathWorks (2010). While it is acknowledged that this is not a computationally efficient approach, the desire of this paper is to combine grid adaptation with a truncation error driver simultaneously. At this stage the work presented is a research proof of concept and not an industrialized method.
Different objective functions will be explored for the one dimensional problem; however, the objective functions are all of the form 
VI. Results
Optimal grid distributions will be presented for both one and two dimensional problems. For the one dimensional case the results will be investigated very thoroughly to determine their sensitivity to the number of design variables and the objective function formulation. In the 1D case, Reynolds numbers of 32 and 128 will be investigated. In the 2D case, Reynolds numbers of 16 and 32 will be investigated. For both cases the results will be based on the exact solutions and parameters defined in reference to Equations (5) and (15).
A. One Dimensional Burgers' Equation Grid Distribution Optimization
To perform the optimization the specific objective functions and design variable number must be defined. For the cases presented two different sets of design variables that fit the definition in Equation (28) are selected. The first set contains 6 design variables. The spline is constructed based on two zones with five points in each zone. The second case contains 22 design variables. The spline is constructed based on six zones with five points in each zone. The local polynomial orders are order four and the derivative continuity requested is four, thus k=4 and c=4 in Equation (26) for both cases.
The objective functions are all of the form presented in Equation (32); however, it is desired to investigate the effect of each individual term making up the truncation error given in Equation (24). The individual term definitions are based on what is presented in Roy (2009) and given in Equation (34). The results will be presented in a format similar to that found in Roy (2009) . A presentation of the grid distribution optimization result for each objective in Equation (35) will be given. For each of these objective functions the grid distribution in the form of x , the resulting total truncation error and the discretization error will be shown. For context the exact solution for each case will be presented along with the x results. To reduce the amount of information contained in one plot to a manageable level the results for the 6 and 22 design variable cases as well as the different Reynolds number results will be separated from each other. Additionally for all of the one dimensional results presented, the number of cells used was 128 on a physical domain from -4 to 4 unless otherwise specified.
Mesh Adaptation Results 1D: Re=32
The first case investigated will be the lower of the two Reynolds number cases. In Figure 2 the results for x for both the 6 and 22 design variable cases are shown along with the exact solution. The numerical calculations were carried out on 129 node meshes. From an investigation of the figure it is clear that the grid is being refined in the region of the shock. For the 6 design variable case the shape generated is not flexible enough to refine the shock without having some refinement close to the boundaries. This problem disappears with 22 design variables. Additionally, while the shock is smooth, the grid distribution function contains many local minima especially for objective A. A quick investigation of Figure 3 reveals the cause for this behavior. The solution is adapting to the local extreme in the truncation error. These local extreme adaptations are dependent on the objective function utilized. When a single term of the truncation error expression is used for the objective as in objective A, the local adaptations become very specific to this term and this may or may not reduce the total truncation error. In this example, the truncation error terms combine to reduce the number and severity of local extrema present and the distribution function becomes smooth. The main finding is the difference between objectives B and C or D and E, where D and E contain all of the terms of the truncation error. When the truncation error terms are summed and then normalized, the result is a smoother grid distribution that only adapts to global truncation error behavior. When the terms are normalized then summed individual local truncation error, extrema are present and the optimization process attempts to reduce these. This behavior is easiest to see by comparing objectives D and E in Figure 2b . The truncation error response in Figure 3 has already been alluded to in the previous discussion. A major finding is the poor results when a single term in the truncation error is utilized to drive the adaptation. In Figure 3b especially the total truncation error for objective A is very large. This behavior is due to the TEstretching and TEcoupling terms not being included in the adaptation driver. When more terms are added, the behavior of the truncation error reduces in noise level and magnitude. Again the best results occur with objective B and D formats where D contains all of the terms. The truth model for the best objective function formulation will be determined by investigating the discretization error. This is ultimately the desired quantity to minimize and we have shown that its behavior is directly correlated with the truncation error. In both parts of Figure 4 the best minimization of peak discretization error magnitude was found using objective D. This finding correlates well with the analysis of Figure 2 and Figure 3 . Again by comparing the results in Figure 4a and Figure 4b the impact of reduced flexibility from limited design variables can be seen. In Figure 4a objective A performs rather well and better than all the other objectives. However in Figure 4b objective A performs the worst by far. Also the discretization error outcomes are significantly lower with 22 design variables than with 6 design variables. This is likely due to the fact that the limited number of design variables cannot generate a function x to coarsen the boundaries and refine the shock region effectively as discussed in the analysis of 
Mesh Adaptation Results 1D: Re=128
The higher Reynolds number case demonstrates similar results to the case previously investigated. Again 129 nodes were used in the calculations. A comparison of Figure 2 and Figure 5 shows the difference in the exact solution behavior. The impact of reduced flexibility in the shape of x becomes more extreme because the refinement is centralized to a smaller area. This behavior is clear when examining Figure 5 . Even in the 22 design variable case in Figure 5b refinement far away from truncation error extreme is occurring. This is caused by the additional flexibility in the function x which is being used in the region of the shock. This can be seen by comparing Figure 5a and Figure 5b . The maximum value for x is significantly larger for the 22 design variable case. Additionally the derivative values on the boundary are not plotted. Investigating the x-axis of Figure 5b reveals that the second point in the mesh jumps from -4.0 to greater than -3.0 which is larger than 1/8 of the solution domain. Simply stated, the stretching factor close to the boundary is significant. Because a very small number of points exist in this region, spurious grid behavior where the derivatives of the solution are zero may occur in the grid spacing. This has no impact on the truncation error terms because the solution derivatives are factors in each expression given in Equation (24) and they are zero in this region. This behavior could be reduced or eliminated by adding a maximum grid spacing constraint to the problem. However this was not done because a spacing constraint would be solution dependent and it is desired to develop a general process for grid distribution optimization. The truncation error behavior in Figure 6 is very similar to Figure 3 ; however, it is compressed into a smaller region. Please notice that the x-axis is on the interval [-1 1] for Figure 6 . The magnitudes of error are also roughly a full order higher for this case. Again the best performing truncation error reductions occur with the use of objectives B and D. Again the discretization error behavior will be used as the test for the best objective function. The results for this case given in Figure 7 indicate that objective D is the best option provided enough design variables are used. That stated, all of the objectives performed significantly better with more design variables for discretization error minimization. This can be seen by comparing the results in Figure 7a and Figure 7b . 
Further Investigations
From the results shown so far it is clear that the higher Reynolds number case stresses the mesh adaptation method more than the lower Reynolds number case. For this reason, the higher Re=128 case will be used to investigate a 12 zone solution with 46 design variables and a truncation error estimation method based on Richardson's extrapolation. Additionally the individual components that make up the total truncation error will be investigated individually for an optimal solution. For these results objective D from Equation (35) will be utilized.
The first set of results in Figure 8 presents the three different spline results using 2, 6 and 12 zones, all solving the optimization problem based on objective D. In Figure 8a the spurious refinement away from the region of interest is minimized by increasing the flexibility in the spline by adding zones. Also it can be seen that the stretching near the boundaries increases by examining the end points on Figure 8a . In the case with 12 zones the boundary regions from -4 to -2.5 and 2.5 to 4 are covered by a single cell each. In Figure 8b improvement in truncation error reduction by increasing the number of zones can be seen. Also the truncation error response begins to become smoother as the grid spacing adapts to the specific extreme of the truncation error response. Based on these results it is expected that improvement in the discretization error will result.
In Figure 9 this improvement in discretization error is presented. It should be noted that the improvement from 2 zones to 6 zones is significantly more than the improvement from 6 zones to 12 zones. The added computational effort to obtain the 46 variable (12 zone) result is likely not worth the cost in a production setting. However the final result is very encouraging. For reference, the maximum discretization error for a uniform grid with 129 grid points is 0.0768 which is two orders of magnitude larger than the maximum discretization error using the grid distribution resulting from the case in Figure 9 which is 0.000857. The maximum discretization error result using a uniform grid with 1281 nodes is 0.000747 which is the same order of magnitude as the optimized grid maximum error however it required 100 times as many cells. (2010), an estimate of the exact solution can be obtained. Then the operator h L can be applied on that estimate. In Figure 10 the exact truncation error and the estimated truncation error are shown. This was done using the grid result from the 12 zone case. The Richardson's extrapolation was based on the 128 cell result and a 64 cell result. There is little doubt that a computation with more cells would produce a better result. Even so, the overall behavior of the truncation error estimate is very good, matching the major peaks in location and magnitude. One thing to notice is the poor result in the same region where the optimized grid places a local refinement away for the expected region as discussed in Figure 8a . This error in the estimation is caused because this region is extremely coarse for a 128 cell grid already. When the grid is reduced to 64 cells the boundary region jumps from -4 to -2 within a single cell and thus completely skips this local refinement area. In all of the results presented to this point the truncation error has been presented as the sum of all three truncation error terms given in the brackets in Equation (24). In the next investigation the truncation error derived in Equation (24) will be compared with the derivation in Equation (21). Additionally the individual terms making up the truncation error in Equation (24) will be investigated along with the remaining terms in Equation (21). In this comparison the terms will be calculated based on the 12 zone case generated base on objective D. These results will be compared to a uniform grid. In both cases 129 nodes will be used.
Presented in Figure 11 are the results for the truncation error calculated based on Equation (21) and Equation (24). This represents the truncation error that will result if analytical grid metrics are used as opposed to discretized grid metrics in the discretized operator. In Figure 11 it is clear that a significant difference in the truncation error response is seen. The result using analytical metrics contains more noise in the response. This is likely caused by the higher order derivatives appearing in the truncation error derivation based on analytic metrics, Equation (21). To further investigate, the individual terms will be presented.
Figure 11: Truncation Error base on Analytic Metrics vs. Discrete Metrics
The individual components of truncation error are shown in Figure 12 . In Figure 12a the results for a uniform grid are presented. These results are not in Figure 12b because the high order grid metrics are zero and thus all of the terms are zero for a uniform grid. In Figure 12a the uniform grid produces a very large error in the standard term. This error is on the order of 1.0 which is very high relative to all the other terms. The uniform grid does not contain any error in the stretching or coupling term because the second order derivative grid metric is zero. In the optimized solution all or the components have value but they are all significantly smaller then the uniform grid. Additionally the stretching and coupling terms will tend to cancel each other.
In Figure 12b the terms that are left in Equation (21) after the similar truncation error terms from Equation (24) are removed. These terms are presented in the order they appear in Equation (21). Comparing Figure 12b to Figure 11 validates the assumption that the noise is caused by the truncation error terms containing the higher order grid metric derivatives. It is important to notice that these terms are not zero; they simply cancel out of the truncation error when discrete grid metrics are used on the operator. Based on the results presented it is clear that investigating only the truncation error terms from the derivation using discrete grid metrics is required. In fact it is ideal. When this is the case, the spline no longer needs to support 4 th order continuous connectivity and can be relaxed to 2 nd order connectivity. These problems were solved using the 2, 6 and 12 zone methods for Objective D. The results in terms of discretization error were very similar. However the grid distribution functions are very different in the far field regions. A comparison with Figure 8a and Figure 10 is presented in Figure 13 . In Figure 13a the nodal spacing for the C 2 spline is shown along with the previous C 4 result from Figure 8a . By relaxing the continuity requirement, the far field spacing improved and the spurious local refinement discussed throughout the results was removed. While the discretization error was largely unaffected, the new grid family improved the results for grid refinement techniques such as Richardson's extrapolation. In Figure 13b the result of using a Richardson's extrapolation to estimate the exact solution was carried out using the 12 zone C 2 result. The estimated exact solution was then operated on by h L to produce an estimation of the truncation error. This truncation error is presented along with the exact truncation error for reference. When the result using the C 2 continuous spline is compared with the C 4 spline in Figure 10 , it is clear that this method gives a better estimation because the far field truncation error estimation becomes zero as it should. This is a direct result of a well behaved grid in the far field region.
Figure 13: Results Using C 2 Continuous Spline a) Exact Solution and Nodal Spacing b) Truncation Error
Estimation using Richardson's Extrapolation
B. Two Dimensional Burgers' Equation Grid Distribution Optimization
For the two dimensional case the objective function used is given in Equation (32). The truncation error for the optimization process is determined by applying the discretized operator to the exact solution given in Equation (15). From the generalized truncation error expression this process results in the exact truncation error. The discretized operator is developed by using discretized grid metric and discretized solution derivative evaluators in Equation (14). This process results in a truncation error evaluation that is equivalent to an analytical evaluation of the truncation error terms using discrete grid metrics. This follows the process demonstrated in Section IV-B. It is only possible because we have access to the exact solution for this problem which is presented in Equation (15). This formulation for the objective and evaluation of the truncation error mimics the formulation of objective D from Equation (35) that was shown to perform the best on the 1D problem.
Results for the 2D cases were run at a Reynolds numbers of 16 and 32. The grids used were 41 x 41 points. The splines were constructed to be C 2 continuous in all cases. Two different splines were used for both Reynolds numbers. The first was a 2 zone spline that reduced the problem to only 3 design variables. The second was a 9 zone spline that contained 15 design variables. For the Reynolds number 32 case the simpler of the two splines provided the best result. For the lower Reynolds number case of 16 both results were similar when comparing the integral of the absolute value of discretization error over the entire domain. This result further exposed one of the main drawbacks of how the grid adaptation is being accomplished in this work. That is the C 2 (or C 4 in the 1D problem) connectivity is being preserved over the entire domain. In actuality it only needs to be preserved where the solution is non-constant. Requiring the spline to preserve continuity over the entire domain is a significant constraint and is difficult to accomplish. It has already been demonstrated that dropping the requirement from C 4 to C 2 provides benefits in 1D. In 2D it becomes increasingly complex to even generate high order smooth functions that can also adapt the mesh appropriately.
Mesh Adaptation Results 2D: Re=16
In Figure 14 the optimal grid results are presented for both spline methods. The exact solution is overlaid on the grids so that the adaptation around the viscous shock can be seen. For the two zone case the adaptation shows a clear refinement about the shock. In the 9 zone case the optimization process attempts to coarsen the outer boundary and further refined the shock region. Investigating the differences between the grids in Figure 14 it is clear that the fifteen variable cases is trading off coarsening the far reaches of the outer boundary and preserving a refinement in the center region of the viscous shock. This indicates a lack of flexibility in the grid adaptation method. The active C 2 requirement in the entire domain has already been discussed as a limitation. It is possible more zones could be used to improve the result. As flexibility increased to infinity a very coarse outer boundary would be the result with refinement about the shock. The truncation error is shown in Figure 15 for a uniform grid and the 2 zone optimal grid result. The integrated absolute value of truncation error for the uniform, 2 zone and 9 zone results is 0.7144, 0.2648 and 0.2833 respectively. At this stage the 2 zone method is performing better than the 9 zone method. It is possible that the 9 zone case has found a local minimum or is not capable of forming the simpler grid structure. The latter of the two is more likely in the authors' opinion. The peaks of the truncation error response for the three grids are found to be 0.0400, 0.0227 and 0.0387. Again the 2 zone method appears to be performing the best. Finally the actual discretization error is investigated in Figure 16 . When the integrated absolute values of discretization error are compared the 9 zone case slightly outperforms the 2 zone case. The integrated absolute values of discretization error for a uniform, 2 zone optimal and 9 zone optimal grid are 0.2047, 0.111 and 0.1017. The peak values are 0.0121, 0.0056 and 0.0081. The 2 zone case is showing a single order of reduction in peak discretization error compared to the uniform grid. It is believed that with a more flexible adaptation scheme that can still preserve high C connectivity in the region of solution variation that this result can be significantly improved. 
Mesh Adaptation Results 2D: Re=32
The Reynolds number 32 case further exposes the limitations of the adaptation method. Comparing the 2 zone and 9 zone solutions in Figure 17 the same behavior from the Re = 16 case can be seen. In fact the behavior is identical only more refined over the stronger shock. The truncation error is shown in Figure 18 for a uniform grid and 2 zone result. The integrated truncation error results for the three grids are 2.8780, 0.7469 and 0.8114. The peak truncation error values for the three grids are 0.3020, 0.1187 and 0.1979. Similar to the lower Reynolds number case the 2 zone method appears to be performing the best. Finally the discretization error is investigated for the Re = 32 case. The discretization error response for a uniform grid and 2 zone optimal grid are presented in Figure 19 . In these cases an integrated absolute value of discretization error becomes 0.5057, 0.1551 and 0.2967 for the uniform, 2 zone and 9 zone cases. The peak values found are 0.0512, 0.0118 and 0.0380. These results lead to the conclusion that even though the spline method performs well in 1D it struggles to match the performance in 2D. The reason for this conclusion can be seen by a quick look at Figure 13a . This figure shows the grid distribution for the 1D case. It can be seen that a single cell may cover over 15% of the 1D domain. In the two dimensional case the largest single cell is less then 1% of the domain. Further investigation into the adaptation approach has the potential to yield significant improvements in the future. 
VII. Conclusions
In this paper we focused on exploring numerical optimization methods to develop grid distributions that reduce discretization error in computational simulations. The 1D and 2D Burgers' equations were extensively used for this work. The objective for the grid design was the minimization of truncation error. This was chosen because previous work in Roy (2009) had shown it to be the best approach. Additionally, the derivation of truncation error for the 1D Burgers' equation was presented. The importance of using discrete grid metrics in the derivation was demonstrated. The use of discrete vs. analytical metrics allows many truncation error terms with significant order to cancel.
For the 2D truncation error evaluation, application of the generalized truncation error expression to form an exact estimate of truncation error was utilized. Because it was found that driving the optimization problem with the norm of the sum of the truncation error terms was best in the 1D problem, this estimation method did not negatively impact the optimization results found for the 2D problem. One of the benefits of driving grid adaptation via truncation error is that it may be available from an analytical expression or an estimation method. Both were utilized in this paper.
Finally it was determined that a high order C continuous grid representation over the entire domain was not necessary. Differences in the results when the continuity order was decreased were demonstrated on the 1D problem. The difficulty of generating such a function in two dimensions was encountered and this significantly impacted the quality of the 2D results.
Future work is suggested in three areas. First, analytical expressions for truncation error for different equations and numerical scheme need to be developed. These equations can have a very large impact on how grids are developed in the future. Second, an adaptation method that can allow grid distribution functions to become discontinuous but also preserve high C continuity when necessary is needed. Furthermore the method must be applicable in three dimensions. Finally, an approach that brings the optimization process internal to the solver is desired. Currently the optimization process is wrapped outside of the solver and this is computationally very expensive. This internal approach could yield advances such as local grid adaptation, etc.
