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Re´sume´ – Dans cet article, nous proposons d’abord une formulation asymptotique du the´ore`me de Karlin-Rubin, qui se base sur la conver-
gence simple d’une suite de vecteurs ale´atoires, pour concevoir un test Asymptotiquement Uniforme´ment Plus Puissant (AUPP) dans le cas des
hypothe`ses composites. Ensuite, nous appliquons cette proprie´te´ ge´ne´rale d’optimalite´ a` un proble`me de de´tection ou` l’on teste si l’e´nergie d’un
signal projete´ sur un sous-espace connu exce`de une certaine proportion de son e´nergie totale. Le signal est suppose´ inconnu de´terministe et
observe´ dans du bruit blanc gaussien additif. Ce genre de proble`mes de de´tection peut survenir lorsque le signal suit un mode`le line´aire et qu’il
est en pre´sence d’interfe´rence difficilement caracte´risable. Une autre application ou` ce proble`me trouverait tout son inte´reˆt serait en ”machine
learning” ou` le but est de de´cider si les donne´es analyse´es correspondent a` un mode`le line´aire pre´sume´. Pour ce proble`me, il est montre´ qu’aucun
test Uniforme´ment Plus Puissant (UPP) ni UPP invariant n’existe, ainsi un test AUPP invariant est calcule´.
Abstract – We first propose an asymptotic formulation of Karlin-Rubin’s theorem that relies on the weak convergence of a sequence of random
vectors to design Asymptotically Uniformly Most Powerful (AUMP) tests dedicated to composite hypotheses. This general property of optimality
is then applied to the problem of testing whether the energy of a signal projected onto a known subspace exceeds a specified proportion of its total
energy. The signal is assumed unknown deterministic and it is observed in independent and additive white gaussian noise. Such a problem can
arise when the signal to be detected obeys the linear subspace model and when it is corrupted by unknown interference. It can also be relevant in
machine learning applications where one wants to check whether an assumed linear model fits the analyzed data. For this problem, where it is
shown that no Uniformly Most Powerful (UMP) and no UMP invariant tests exist, an AUMP invariant test is derived.
1 Introduction
Dans un proble`me de test d’hypothe`ses, on espe`re ide´alement
trouver un test statistique qui soit optimal selon un certain crite`re.
Les tests uniforme´ment plus puissants (UPP) sont un exemple.
En effet ces tests garantissent une puissance (probabilite´ de
de´tection) plus grande que n’importe quel autre test pour un ni-
veau donne´. Le the´ore`me de Neyman Pearson fournit l’expres-
sion du test le plus puissant dans le cas d’hypothe`ses simples,
tandis que le the´ore`me de Karlin Rubin s’applique aux hy-
pothe`ses composites. Ce dernier stipule qu’un test est UPP s’il
compare a` un seuil une statistique de test scalaire dont le rap-
port de vraisemblance est croissant [1–3]. Cependant, dans le
cas ou` les parame`tres du proble`me sont inconnus, il est difficile
de de´finir des tests UPP. On restreint alors souvent la classe de
tests a` celle des tests invariants. Une certaine optimalite´ asymp-
totique peut eˆtre aussi vise´e.
Nous proposons une formulation asymptotique du the´ore`me
de Karlin-Rubin qui se base sur la notion de convergence simple
d’une suite de vecteurs ale´atoires et sur le concept d’un test
Asymptotiquement Uniforme´ment Plus Puissant (AUPP), en
nous inspirant de [2, Def. 13.3.2]. Ces re´sultats sont ensuite
applique´s a` un proble`me de de´tection spe´cifique ; la pre´sence
ou non d’un signal d’inte´reˆt dans un sous-espace coˆne.
Les sous-espaces line´aires sont souvent utilise´s pour mode´li-
ser les signaux et les donne´s structure´es [3–5]. En pre´sence
de bruit gaussien, la de´tection se fait ge´ne´ralement a` l’aide
de de´tecteurs a` sous-espaces adapte´s [6]. Cependant, il existe
de nombreuses applications pour lesquelles ces de´tecteurs ne
fonctionnent pas, notamment quand il y a beaucoup trop d’in-
certitude autour du signal ou du sous-espace d’inte´reˆt [7–9] ou
quand le signal est aussi en pre´sence d’interfe´rences en plus
du bruit gaussien [6, 10, 11]. Dans ces cas la`, le sous-espace
interfe´rence est soit connu soit appris a` travers une base d’ap-
prentissage [6]. Toutefois, il est parfois tellement difficile de
caracte´riser l’interfe´rence ou de´finir son sous-espace [10, 11]
qu’aucun mode`le parame´trique ne peut eˆtre utilise´. Il est ne´an-
moins possible de mode´liser par des sous-espaces coˆnes les si-
gnaux incertains re´sultants d’une inade´quation de mode`le ou
de la pre´sence d’interfe´rences inconnues [7,8,10,11]. Dans cet
article, le coˆne est de´fini comme e´tant la frontie`re dans l’es-
pace de mesure de´limite´ par l’ensemble des signaux ayant une
proportion τ de leur e´nergie totale dans un sous-espace line´aire
connu. Nous adressons donc le proble`me de tester la pre´sence
d’un signal dans le coˆne (H1) ou non (H0). Le signal est sup-
pose´ inconnu de´terministe, observe´ dans du bruit blanc addi-
tif gaussien. Les invariances du proble`me sont expose´es et il
est montre´ qu’aucun test Uniforme´ment Plus Puissant Invariant
(UPPI) n’existe. Un test se basant sur un maximal invariant
est pre´sente´ et s’ave`re eˆtre asymptotiquement UPPI selon le
the´ore`me de Karlin Rubin propose´.
Notation : Nous nous limitons aux tests non-randomise´s. Soit
Y un vecteur ale´atoire. Un ensemble B est appele´ ensemble
P-continu si P[Y ∈ ∂B] = 0, ou` ∂B est la frontie`re de B
[12, Ch. 1]. Nous notons ξY la famille de tests dont la re´gion
critique RT est un ensemble P-continu de vecteurs ale´atoires
Y , i.e., ξY , {T : P[Y ∈ ∂RT] = 0}. La convergence en loi
d’une suite de variables ale´atoires (Yn)n∈N∗ vers une variable
ale´atoire Y est note´e : Yn
L→ Y . La convergence en probabilite´
est note´e Yn
P→ Y . L’exposant T de´signe la transposition d’une
matrice et ‖·‖ repre´sente la norme Euclidienne. La distribution
d’une loi du χ2 non-centre´e avec ν degre`s de liberte´ et ` le
parame`tre de noncentralite´e est note´e χ2ν(`). F(ν1, ν2, `1, `2, ·)
de´signe la fonction de densite´ de probabilite´ (pdf) d’une loi de
Fisher F doublement non-centre´e. La fonction de re´partition
correspondante est note´e F (ν1, ν2, `1, `2, ·).
2 Une formulation asymptotique du
the´ore`me de Karlin Rubin
De´finition 1. Soit (Yn)n∈N∗ une suite de vecteurs ale´atoires
dont la fonction de densite´ de probabilite´ est fθYn(y) avec θ ∈
Θ. Nous conside´rons le proble`me de de´tection suivant :{
H0 : θ ∈ Θ0
H1 : θ ∈ Θ1, Θ0 ∪Θ1 = Θ , Θ0 ∩Θ1 = ∅ (1)
Un test T est appele´ AUPP (Asymptotiquement Uniforme´ment
Plus Puissant) de taille asymptotique α si
lim
n
sup
θ∈Θ0
Eθ [T(Y n)] = α, (2)
et si ∀T′ un test ve´rifiant : limn supθ∈Θ0 Eθ [T′(Y n)] ≤ α,
nous avons, limn supθ∈Θ1 (Eθ [T
′(Y n)]− Eθ [T(Y n)]) ≤ 0.
L’optimalite´ asymptotique conside´re´e ici est inspire´e de [2,
Def. 13.3.2] et s’applique aux hypothe`ses composites.
Proposition 1 (The´ore`me de Karlin Rubin Asymptotique). Soit
Y : Ω→ RN un vecteur ale´atoire absolument continu de fonc-
tion de densite´ de probabilite´ fθY (y), ou` θ ∈ Θ ⊂ R, et soit
Θ1 et Θ0 deux sous-ensembles de Θ tel que : Θ = Θ0 ∪Θ1 et
Θ0 ∩Θ1 = ∅. Nous supposons que fθ0Y 6= 0.
Soit :
Λθ0,θ1(y) =
fθ1Y (y)
fθ0Y (y)
(3)
le rapport de vraisemblance avec θ0 ∈ Θ0 et θ1 ∈ Θ1, et tel
que Λθ0,θ1 = hθ0,θ1◦V , avec V : RN 7→ R.
Soit (Yn)n∈N∗ une suite de vecteurs ale´atoires. Si pour tout
θ0 < θ1, hθ0,θ1 est strictement croissant en V et Yn
L→ Y ,
alors le test
ϕ(y) =
{
1 si V (y) ≥ λ
0 sinon, (4)
avec
Eθ0 [ϕ(Y )] = Pθ0 [V (Y ) ≥ λ] = α, (5)
est AUPP parmi tous les test appartenant a` ξY pour tester{
H0 : θ ≤ θ0
H1 : θ > θ0.
(6)
Esquisse de preuve. Prop. 1 est une formulation asymptotique
du the´ore`me de Karlin Rubin. Par conse´quent les meˆmes e´tapes
de la de´monstration d’origine peuvent eˆtre suivies [3, pp. 124-
125] [2, Ch. 3.4]. Ne´anmoins, la convergence Xk
L→ X doit
eˆtre prise en compte et ce graˆce au the´ore`me de Portmanteau
[12, Th. 2.1]. Puisque X est un vecteur ale´atoire absolument
continu,RT est un ensemble P-continu, alors lim supk Eθ [T(Xk)]
= limk Eθ [T(Xk)] = Eθ [T(X)]. De meˆme, il est possible de
montrer que lim supk supθ∈Θi Eθ [T(Xk)] = supθ∈Θi Eθ [T(X)].
Ces re´sulats sont ensuite injecte´s dans la preuve d’origine pour
de´montrer que pour tout test ϕ′ de niveau asymptotique α,
lim supk supθ∈Θ1 (Eθ [ϕ
′(Xk)]− Eθ [ϕ(Xk)]) ≤ 0.
3 Application : Test de pre´sence d’un
signal dans un sous-espace coˆne
3.1 Enonce´ du proble`me
Soit z ∈ RN qui de´signe un signal de´terministe inconnu
observe´ dans du bruit blanc gaussien w ∼ N(0, σ2IN ) de va-
riance σ2 inconnue. Le vecteur d’observation est :
y = z +w. (7)
Le rapport signal a` bruit (SNR), de´fini par γ = ‖z‖
2
Nσ2 est sup-
pose´ connu pour le moment. Cette hypothe`se sera relaˆche´e dans
la Sec. 3.4. SoitH une matriceN×n qui ge´ne`re un sous-espace
〈H〉 de rang n avec n 6 N etPH sa matrice de projection cor-
respondante, i.e., PH = H
(
HTH
)−1
HT .
Pour une tole´rance donne´e 0 ≤ τ ≤ 1, le sous-espace coˆne
est de´fini par CH =
{
x ∈ RN : ρ = ‖PHx‖2‖x‖2 > τ
}
. Nous adres-
sons alors le proble`me de tester la pre´sence de z dans le coˆne
CH, sachant que nous observons y. Le proble`me de test d’hy-
pothe`se se pre´sente alors comme :{
H0 : z /∈ CH
H1 : z ∈ CH. (8)
Le proble`me (8) e´quivaut a` tester si une proportion suffisante
de l’e´nergie totale du signal se trouve dans le sous-espace 〈H〉.
Une telle formulation du proble`me peut eˆtre pertinente quand
le signal suit un mode`le line´aire et qu’ il est alte´re´ par de l’in-
terfe´rence inconnue ζ, i.e., z = µHφ+ζ, ou` µ est une variable
ale´atoire a` valeurs dans {0, 1}mode´lisant l’e´ventuelle pre´sence
du signal, φ ∈ Rn e´tant les coordonne´es inconnues de ce si-
gnal dans le sous-espace 〈H〉. On peut citer certaines appli-
cations [11, 13] ou` l’interfe´rence ne peut pas eˆtre repre´sente´e
par un seul mode`le parame´trique. C’est le cas en acoustique
sous-marine ou` celle-ci est tre`s he´te´roge`ne et peut provenir
de sources aussi bien anthropiques, biologiques qu’abiotiques.
Les de´tecteurs ne peuvent alors pas se baser sur des donne´es
d’apprentissage pour apprendre les caracte´ristiques des signaux
interfe´rents. Dans ces exemples, ζ n’e´volue pas dans un sous-
espace connu [6]. Par conse´quent, nous faisons l’hypothe`se que
ζ est un vecteur dont la majeur partie de l’e´nergie se trouve en
dehors du coˆne CH ou` re´side le signal d’inte´reˆt, i.e., ‖PHζ‖2 ≤
τ‖ζ‖2. En supposant que ‖Hφ + PHζ‖2 > τ‖Hφ + ζ‖2,
(8) est alors e´quivalent au proble`me de de´tection ou` il faut
de´cider si µ = 0 ou µ = 1. Un mode`le similaire est utilise´
sur des donne´es re´elles dans [11, 13], ce qui de´montre la perti-
nence de l’approche. Notons que dans cet article, et contraire-
ment a` d’autres de´tecteurs de sous-espaces coˆnes comme [7,8],
l’hypothe`se nulle dans (8) ne se restreint pas seulement a` la
pre´sence d’un bruit gaussien mais aussi a` de l’interfe´rence in-
connue. Le Proble`me (8) peut aussi s’ave´rer d’un inte´reˆt pra-
tique en machine learning pour ve´rifier si un mode`le line´aire
pre´sume´ correspond avec une certaine pre´cision τ aux donne´es
analyse´es.
3.2 Invariances du proble`me
Malheureusement aucun test UPP ne peut eˆtre calcule´ parce
que z n’est pas parfaitement connu. Toutefois, nous pouvons
exploiter les invariances du proble`me. Le proble`me (8) est in-
variant, et son groupe de transformations est G = {g : g(x) =
κ(UHQU
T
H +UH⊥RU
T
H⊥)x}, ou` κ ∈ R, Q et R sont des
matrices orthogonales respectivement de dimension n × n et
(N − n) × (N − n). UH est de´fini tel que PH = UHUTH et
UH⊥ tel que PH = IN −UH⊥UTH⊥ .
Selon [2, Theorem 6.2.1], si un maximal invariant M(x) de
G existe alors tous les tests G-invariants seront fonction de ce
maximal invariant. Pour le proble`me (8), M(x) de G est
x ∈ RN 7→M(x) = N − n
n
× ‖PHx‖
2
‖(IN −PH)x‖2 ∈ [0,∞)
(9)
Si le test UPPI existe, il peut eˆtre obtenu en calculant le rap-
port de vraisemblance de M(x) qui est distribue´e selon une
loi F doublement non centre´e [14, Ch. 30]. Ainsi le rapport de
vraisemblance est
LM (y) =
F(n,N − n,Nγρ1, Nγ(1− ρ1),M(y))
F(n,N − n,Nγρ0, Nγ(1− ρ0),M(y)) (10)
ou` ρ0 ≤ τ (resp. ρ1 > τ ) de´signe le pourcentage d’e´nergie de
z dans 〈H〉 sous l’hypothe`se H0 (resp. H1). Puisqu’il s’agit
d’hypothe`ses composites, un test UPPI peut parfois eˆtre trouve´
en invoquant le the´ore`me de Karlin Rubin. He´las, LM (y) n’est
pas une fonction croissante de M(y) pour chaque paire (ρ1 >
ρ0, ρ0) et pour n’importe quel jeu de parame`tres (n,N, γ). C’est
pourquoi le test UPPI n’existe pas toujours. Cependant, pour
une grande valeur de N , nous de´montrons dans ce qui suit
qu’un test asymptotiquement UPPI existe.
3.3 Test asymptotiquement UPPI
Pour α ∈ (0, 1), soit le test TA de´fini pour tout x ∈ RN , tel
que
TA(x) =
{
1 si M(x) ≥ λA
0 sinon, (11)
avec λA tel que
F (n,N − n,Nγτ,Nγ(1− τ), λA) = 1− α. (12)
La fonction de puissance du test TA ve´rifie P
[
TA(z + w) =
1
]
= 1−F (n,N−n,Nγρ,Nγ(1−ρ), λA) ou` ρ = ‖PHz‖2/‖z‖2.
Proposition 2. TA est AUPP de taille α parmi les tests G-
invariants pour le proble`me (8).
Preuve. M(y) = (N − n)Z1/(nZ2), ou` Z1 ∼ χ2n(Nγρ) et
Z2 ∼ χ2(N−n)(Nγ(1− ρ)). Pour n fixe´ et N →∞, Z2/(N −
n)
P→ 1. En appliquant le the´ore`me de Slutsky pour N → ∞
nous obtenons M(y) L→ Z1/n. Puisque le rapport de vraisem-
blance d’une variable ale´atoire suivant une loi du Chi2 non
centre´e est connu pour eˆtre croissant [15, pp. 469], Prop. 1
s’applique avec Θ0 = [0, τ ] et Θ1 = (τ, 1]. D’ou` le re´sultat.
Pour la de´monstration comple`te voir annexe A et B de [16].
Curieusement, la statistique du maximal invariant M(y) est
la meˆme que celle utilise´e dans d’autres proble`mes de de´tection
comme [6, Ch. 4.12] et [10, App. A]. Il est important de noter
que le test, lui, est diffe´rent e´tant donne´ la fonction de puissance
et les proprie´te´s d’optimalite´ qui sont lie´es au proble`me.
3.4 SNR inconnu
La valeur du SNR γ est ne´cessaire dans (12) pour calculer le
seuil λA afin de satisfaire la contrainte de taille α. En pratique,
γ est rarement connu avec pre´cision et donc TA ne peut eˆtre
applique´ rigoureusement. Toutefois, TA peut fournir des pistes
pour concevoir des tests ad hoc efficaces quand aucun test opti-
mal n’est concevable. Un test robuste TB par exemple peut eˆtre
utilise´ ou` M(y) est compare´ a` un nouveau seuil λB tel que
sup
γ∈S
F (n,N − n,Nγτ,Nγ(1− τ), λB) = 1− α, (13)
ou`, (i) S = R quand γ est inconnu, (ii) S = [γmin, γmax] quand
il est possible de de´terminer l’intervalle dans lequel le SNR
e´volue, ou (iii) S = {γ0}. D’autres approches sont envisa-
geables quand de l’information a` priori est disponible a` propos
de la distribution du SNR, comme l’approche bayesienne.
4 Simulations nume´riques
Les figures issues des simulations illustrent les re´sultats the´o-
riques de la Sec. 3. Nous comparons trois tests : le test AUPPI
TA, le test TB a` SNR borne´ ou` S = [γmin, γmax], et le test UPPI
qui compare le rapport de vraisemblance (10) a` un seuil de telle
sorte a` garantir une certaine taille α. Ce dernier n’est pas cal-
culable quand ρ0 et ρ1 sont inconnus et est donc utilise´ comme
une borne de performance. Pour toutes les simulations, n est
fixe´ a` 5, et la tole´rance τ a` 0.25. Le pourcentage d’e´nergie du si-
gnal z dans le sous-espace 〈H〉 sous H1 est e´gale a` ρ1 = 0.75.
En ce qui concerne la borne UPPI, ρ0 est e´gal a` la tole´rance τ .
Fig. 1 affiche la probabilite´ de de´tection en fonction du SNR
pour trois valeurs de N , avec α = 10−2, S = [γ−3, γ+3] dB.
Pour le jeu de parame`tres conside´re´s, l’e´cart de performance
entre le test AUPPI TA et la borne UPPI est ne´gligeable peu
importe la valeur de N , preuve que le caracte`re asymptotique-
ment optimal du test TA survient de`s les plus petites valeurs de
N . La baisse de performance, en raison du SNR inconnu est le
re´sultat de la tendance pessimiste et prudente du test TB .
Fig. 2 montre la baisse de performance lie´e a` la largeur de S.
La probabilite´ de de´tection est repre´sente´e en fonction de la lar-
geur de l’intervalle ou` le SNR e´volue ∆γ , de´fini en dB : ∆γ =
γ − γmin = γmax − γ. Sans surprise, l’e´largissement de l’in-
tervalle d’incertitude sur le SNR entraıˆne des pertes de perfor-
mance, plus particulie`rement pour de grandes valeurs de taille
FIGURE 1 – Probabilite´ de de´tection en fonction du SNR,
n = 5, α = 0.01, τ = 0.25, ρ0 = τ , ρ1 = 0.75, S =
[γ − 3, γ + 3] dB.
FIGURE 2 – Probabilite´ de de´tection en fonction de la lar-
geur de l’intervalle du SNR, n = 5, N = 50, τ = 0.25,
ρ0 = τ , ρ1 = 0.75, γ = 0 dB.
α. Nous remarquons toutefois qu’aucune perte supple´mentaire
de performance ne surgit pour un e´cart ∆γ supe´rieur a` 6 dB. Ce
genre de figure peut eˆtre appre´cie´e par les inge´nieurs de´sireux
de savoir a` quel point il serait utile d’investir dans un estimateur
pre´cis de SNR, avant d’effectuer la de´tection.
5 Conclusions
La formulation du the´ore`me de Karlin Rubin asymptotique
concernant les hypothe`ses composites indique qu’en compa-
rant une statistique de test scalaire a` un seuil, nous obtenons
un test qui est AUPP si cette statistique converge en distri-
bution vers une variable ale´atoire dont le rapport de vraisem-
blance est croissant. Ce the´ore`me a e´te´ applique´ dans le cadre
d’un proble`me de de´tection de sous-espace coˆne pour calculer
un test qui soit AUPP invariant puisque le test UPP (invariant)
n’existe pas. Pour un SNR connu, les simulations montrent que
le test AUPPI se rapproche de la borne de performance UPPI.
Pour un SNR inconnu, un test robuste est calcule´ a` partir du
test AUPPI et pre´sente des pertes de performances limite´es par
rapport a` la borne UPPI.
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