Motivation: BigWig, a format to represent read density data, is one of the most popular data types. They can represent the peak intensity in ChIP-seq, the transcript expression in RNA-seq, the copy number variation in whole genome sequencing, etc. UCSC Encode project uses the bigWig format heavily for storage and visualization. Out of 5.2TB Encode hg19 database, 1.6TB (31% of the total space) is used to store bigWig files.
INTRODUCTION
As the next generation sequencing cost reduces, huge amount of reads can be generated nowadays. After aligning the reads on a reference genome, we can generate the read density, i.e., the number of NGS reads covering each base in the genome. Density data is useful since it can be used to represent the transcript expression in RNA-seq (Hu et al., 2013) , the peak intensity in ChIP-seq (Liu et al., 2011) , the copy number variation in whole genome sequencing (Bock, 2012), etc. For example, Fig. 1 shows plots of density signals of a ChIP-seq region and a RNA-seq region, respectively.
Currently, read density is often represented using the wiggle (wig) format, the bedGraph format, or the bigWig format. They all store the densities of NGS reads along the whole reference genome. Wig and bedGraph are uncompressed text formats, thus, are usually huge. BigWig (Kent et al., 2010) is the compressed form of wig and bedGraph. Its compression approach is to sort and partition the density data into blocks and compressed them by gzip. BigWig also supports a few types of queries over any selected region: coverage, * to whom correspondence should be addressed max, min, average, and standard deviation. These queries facilitate efficient downstream analysis; and enable fast visualization of the data.
With bigWig format, UCSC genome browser (Karolchik et al., 2014) can support interactive browsing of density data. In fact, bigWig is one of the most popular track types. In the hg19 browser, about 4400 tracks (10% of all hg19 tracks) are bigWig tracks; and they use 1.6TB (it is equivalent to 31% of the total space for all UCSC hg19 tracks). To reduce space and improve query speed, the resolution of the density signals of some UCSC tracks has been reduced, which affects the accuracy. In the future, it is important to reduce the storage space of density data, improve their query speed while maintain the accuracy of the data.
Our project aims to develop an alternative storage format for density signal. Our design is based on careful observations of the data, and knowledge of succinct and compressed data structures. For example, we observed that mapping locations of NGS are usually overlapped. Regions with non-zero intensity are often clustered. This fact enables us to reduce the space. Another observation is that the density values of adjacent regions are not independent. Storing the differences between adjacent density values can reduce the size of 80% of the datasets in UCSC hg19. To enable fast queries, we use data-structures like SDArray (Okanohara and Sadakane, 2007) that can compress data while still allows random access. We also adopt a modified Cartesian tree (Fritz et al., 2011) that uses linear number of bits and provides constant time min/max query.
Similar to UCSC bigWig tool, cWig tool also implements the remote file access feature. In this feature, the program and the data file can be placed in different computers. The program can answer queries by accessing the data file through the HTTP/HTTPS network protocol.
In our experiment using all UCSC hg19 database, the cWig format uses on average one third of the sizes of existing bigWig files; and uses much lower space in high resolution data files. In addition, it also improves query speed by 10 times to 100 times depends on the query types.
CWig
The operation f ind interval(p) can be computed using a two-step algorithm. The first step finds the segment nearest to p. Since the intervals inside each segment are consecutive, the second step finds the index of the interval contains p using the distance between p and the start of the segment. The operation cover len(k) equals the value of the k-th entry of L plus k.
The space complexity for this scheme is 1.56m+m log 2 (l/m)+g(3.12+ log 2 (n/g) + log 2 (m/g)) + o(g + m) where l is the total length of the intervals, g is the number of groups, and m is the number of intervals. The estimated space requirement is better than the basic scheme when 2g < m. That is when each group on average has more than two intervals (i.e. the consecutiveness is greater than 0.5).
Compression schemes for signal values
By the observations in Section 3.2, we design our compression scheme for storing values, and the auxiliary data structure to support the required query.
The compression has two main stages. The first stage converts the signals into integers and decides if we store the raw signal values or the differences based on the entropy. It also applies some common transformations to make numbers easier for compression. The second stage uses a mixture of methods to compress the integers.
Transformations: Let V = {v 1 , v 2 , . . . , vm} denote the signal values. For floating point datasets, we convert all signal values into integers by multiplying with a scale factor. Precisely, we scan all values in V and identify the maximum number of digits α after the decimal point; then, every value is multiple by the same scaling factor f = 10 α . For practical purpose, we keep at most 7 fractional decimal digits of precision, which is compatible to the precision level in bigWig format. That is similar to use IEEE's 32-bit floating point numbers for storing signal values.
The next step is to decide whether we store the signal values or differences. To make the decision, we compute the entropy of the values and the differences. If the entropy of the values is smaller, we will store the set
To avoid the gaps between the numbers introduced by the scaling, we convert B into C such that c i equals the rank of the values of b i in sorted order.
Compression: The previous section showed that only a few signal differences have high frequency. Furthermore, many signal differences with high frequency are scattered around zero. To capture this type of distributions, we uses two compression methods: Huffman code and Elias delta code. Each method has its own strength and weakness.
Elias delta code (Elias, 1975 ) is a variable length encoding scheme for positive integers. It represents an integer x in ⌊log x⌋ + 2⌊log 2 ⌊log 2 x + 1⌋⌋ + 1 bits. This compression scheme is asymptotically optimal when the numbers are uniformly random in a very large range.
Huffman code (Huffman, 1952) is a variable length encoding scheme for a set of symbols (i.e. characters). It encodes each symbol by a new sequence of bits. This compression wastes at most one bit per symbol when the probability distribution is known. However, since it needs to store a symbol mapping table, the method is not very practical when the number of symbols is large.
To encode the set of numbers C from the transformation stage. We use Huffman code to capture the small set of frequent numbers, and use Elias delta code for the rest. The details are as follows. We construct a Huffman code with 128 symbols. The most frequent 127 values in C are encoded by 127 Huffman symbols. The remaining values shares the 128th Huffman symbol as their prefix; and use the values' delta code as suffixes. The weights used to build the Huffman symbols are the frequencies of the values. Note that we choose 128 symbols because Fig. 4 showed that most of the files has less than 100 frequent values.
The signal values V is, therefore, represented by storing the vaules C, and necessary information to reverse transform from values C to values V (e.g. the factor f , the scheme is raw values or differences, the ranks, the Huffman code table).
Auxiliary data structures for queries: We also require a few additional auxiliary data structures and intermediate operations to implement the summary operations defined in Section 2 (i.e. min/max, average and stdev).
To support the min and max operations, we use Cartesian tree from (Fritz et al., 2011) . This structure uses 2m+o(m) bits. It support computation of the minimum/maximum values in any range using O(1) time. Formally, the data structure provides two operations min idx(i, j) = arg min k∈i..j {v k } and max idx(i, j) = arg max k∈i..j {v k }.
For the average and stdev operations, we need auxiliary data structures to compute two intermediate operations: sum and square sum of the values. The intermediate operations are defined as follows: cover val(k) = k j=1 (e j − s j + 1)v j and cover val sqr(k) = k j=1 (e j − s j + 1)v 2 j for k = 1, . . . , m. To implement operations cover val and cover val sqr, we keep one sampled value in every 64 values of the functions. The sampled values are stored in SDArray for fast access. To compute the values that are not sampled, we jump to the nearest sampled value and sequentially extract (s j , e j , v j ) to compute the exact sum.
Query
Previous subsections have outlined our storing scheme for the positions and values of the intervals. This section shows how to use these components to support the four summary query operations defined in Section 2. In general, given a query region p..q, the query ask for some summary values (e.g. average, min/max, stdev, coverage) of the signal values of the genome positions from p to q. The details are as follows.
Coverage query: Given the input region p..q, the coverage query coverage(p, q) computes the proportion of non-NaN bases. Note that the number of non-NaN bases, which equals 1 (q−p+1) (q ·coverage(0, q)−(p− 1)coverage(0, p − 1)). Let j be the largest index such that s j is less than or equal to q (i.e. j = f ind interval(q)). We have q · coverage(0, q) = cover len(j) − min{e j − s j , q − s j } + 1. Similarly, we can compute (p − 1) · coverage(0, p − 1) using f ind interval(p − 1) and the interval values.
Min/max query: The minimum/maximum of signal values in a query region p..q can be computed in three steps. First, we find the set of intervals {(s i , e i ), . . . , (s j , e j )} that overlap with the query region p..q. This can be done by computing f ind interval(p) and f ind interval(q). The second step uses operations min idx(i, j) or max idx(i, j) to find the index of the minimal/maximal value in constant time. The last step extracts the actual signal values.
Mean query: mean(p, q) = 1 n q k=p r k where where r i is the value of the i-th base, and n is the number of non-NaN bases i.e. n = (q − p + 1)coverage(p, q). Note that q k=p r k = q k=0 r k − p−1 k=0 r k . The value of q k=0 r k can be computed by (1) let j = f ind interval(q) and (2) q k=0 r k = cover val(j) + v j (min{e j − s j , q − s i } + 1). Similarly, we can compute p−1 k=0 r k . Standard deviation query: stdev(p, q) can be computed using the formula:
1 n q i=p r 2 i − 1 n 2 mean(p, q) 2 where r i and n are defined same as above. Using similar approach as the mean query, the sum of squared signal values 1 n q i=p r 2 i can be computed from the intermediate queries cover sum sqr and f ind interval.
Remote file access
Our solution for remote access feature is to use a simple network layer that handles HTTP 1.1 byte-ranges and keep-a-live protocols. Once a data file is placed under a web-server that supports the HTTP protocol (e.g. Apache, Microsoft IIS, nginx), it can be queried from different computer to get any block of data. The implementation also supports HTTPS protocol, if OpenSSL library is available.
To avoid duplicated data transferring and network protocol overhead, a simple file caching scheme is implemented. Any data requested over the network is read in blocks of 16KB, and stored in a cache file. An additional bit-map file is kept to mark down which blocks have been saved locally.
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Multiple queries to some close locations are likely to access the same data block, hence, do not incur new network request. In addition, the overhead to start transferring data over the network is quite high (e.g. in milli-seconds). It is more beneficial to transfer in data blocks.
To enhance the performance of block transferring and file caching, cWig reorganizes the component data structures to make data access localized. It groups small, fixed sized and frequently accessed fields of different data structures into a consecutive segment called "control segment". (The segment usually stores the length, counter, and meta-data of the data structures.) The large and variable length data is stored in another segment of the file. When the data structure is loaded remotely, the data in control segment is more likely to be transferred in one request and cached; therefore, it helps to reduce the delay between queries.
EXPERIMENT RESULTS
In this section, we present three sets of experiments. The first set of experiments compares the sizes of bigWig and cWig files. It also compares different alternatives of our design to support our final choice. The second set of experiments compares the speed between bigWig and cWig in one machine. The last set of experiments compares the remote query speed of cWig's tools and bigWig's tools.
We use three datasets for the experiments: full dataset for size measurement, sampled dataset for the speed measurement on one computer and a few selected files for the remote access experiments.
The full dataset consists of all bigWig files in UCSC hg19 database (about 4400 files). The UCSC bigWig files use total 1.6 Terabytes.
To have a clear picture, we categorize the files in UCSC into groups by value types (i.e. integer signal vs. floating point signal), and by data types (i.e. ChIP-seq, RNA-seq, DNAse, FAIRE, and Other). This dataset is used in the section on file size comparison.
The sampled dataset is a subset of the full dataset. The files are grouped similarly as the full dataset. However, each group only contains 5 to 10 sampled files. (The detailed list of files can be found in the supplementary C.) The sampled datasets are used for running time comparison.
Furthermore, three files from UCSC hg19 of different sizes are selected for the remote query speed experiments.
Note that, the name bigWig, cWig or gzip is used to refer to both the file format and tool/program to access the format. For bigWig, there are a few tools that can create, extract and random access the format. We use the latest version of the tool provided by the original authors (in Kent et al. (2010) ).
File sizes comparison
Compare different methods: Fig. 6 shows results that compare different storage formats for different data types. The methods used in this experiment are: (1) bedGraph is the raw text format of the input file. (2) gzip bg is the gzip compressed bedGraph format. (3) bigWig is the method from UCSC. (4) val delta is our method that stores the raw signal values using delta code. (5) diff delta is our method that stores signals by their differences using delta code only. (6,7) huff128 and huff1024 are our methods that store signals by their differences using a mix of Huffman code and delta code. huff128 encodes the most frequent 127 values by unique Huffman symbols, while the rest of the values by delta code. huff1024 is similar to huff128; but the number of Huffman symbols are 1023.
For clarity, Fig. 6 shows only four types of data: ChIP-seq, RNA-seq, FAIRE and Other. (For full result, please refer to Supplementary B.) The bars in the background show the relative ratios between the compression schemes. Among our methods, huff128 and huff1024 are consistently better than val-delta and diffdelta. huff128 and huff1024 give similar size. This supports the observations in Section 3.2 that higher number of Huffman symbols does not improve compression. Based on this experiment, we choose huff128 as our default compression method for cWig format.
Compared with bigWig and gzip, our methods use at most half of their sizes. In most of the files, the file sizes of bigWig and gzip are similar, because the bigWig uses gzip to compress their main data. However, for high resolution files e.g. FAIRE data type, bigWig uses considerable more space than gzip. We found that this space is usually accounted for its indexing structures to support random access and queries.
Compare ours and bigWig: Fig. 7 compares the file sizes between cWig and bigWig formats. Fig. 7(a) plots the original bigWig size versus the reduction that we can achieve. Fig. 7(b) is a table that summarizes the ratios based on the data types. It shows that our format is (in average) 3.6 times smaller than bigWig. In particular, cWig is more compressible for high resolution datasets e.g. FAIRE and DNase.
We noticed some users truncate the significant digits of the values to reduce the file sizes of bigWig. We carried an experiment to investigate its effect on both formats. The detail is included in the supplementary D.
Running time comparison
Linear compression and extraction Fig. 8 shows the average compression/decompression speed for different methods. Since the compression/decompression speed is quite consistent with the input file size, we only show the average processing time in term of megabytes per second. The figure shows that bigWig and gzip have similar compression speed. Our program is about two times faster. For decompression speed, our program is about 150% faster than bigWig, but slower than gzip.
