Abstract. Given a power-bounded operator T , the theorem of Katznelson and Tzafriri states that T n (I −T ) → 0 as n → ∞ if and only if the spectrum σ(T ) of T intersects the unit circle T in at most the point 1. This paper investigates the rate at which decay takes place when σ(T ) ∩ T = {1}. The results obtained lead in particular to both upper and lower bounds on this rate of decay in terms of the growth of the resolvent operator R(e iθ , T ) as θ → 0. In the special case of polynomial resolvent growth, these bounds are then shown to be optimal for general Banach spaces but not in the Hilbert space case.
Introduction
The Katznelson-Tzafriri theorem (see [25, Theorem 1] ) is one of the cornerstones of the asymptotic theory of operator semigroups; for surveys, see for instance [6] and [12] . In its original and simplest form, the result concerns the asymptotic behaviour of T n (I − T ) as n → ∞ for suitable operators T and has applications both in the theory of iterative methods (see [35] ) and to zero-two laws for stochastic processes (see [25] and [38] ). Writing T for the unit circle {λ ∈ C : |λ| = 1}, it can be stated as follows. Theorem 1.1. Let X be a complex Banach space and let T ∈ B(X) be a powerbounded operator. Then Since its discovery in 1986, the Katznelson-Tzafriri theorem has attracted a considerable amount of interest, and this has lead to a number of extensions and improvements of the original result; see [12, Section 4] for an overview, and also [29] , [39] and [41] . One aspect which so far has been studied only in special cases, however, is the rate at which decay takes place in (1.1); see for instance [13] , [15] , [35, Chapter 4] , [36] and [37] . Of course, for operators T satisfying σ(T ) ∩ T = ∅ the question is of no real interest, since in this case r(T ) < 1 and the decay is necessarily exponential. The focus here, therefore, will be on the case where σ(T ) ∩ T = {1}, with the aim of relating the rate of decay in (1.1) to the growth of the norm R(e iθ , T ) of the resolvent operator as θ → 0. Once the behaviour of the resolvent near its singularity is adequately taken into account, it turns out to be possible not only to obtain explicit bounds on the quantity T n (I − T ) for sufficiently large n ≥ 0 but also to establish their sharpness, or lack thereof, in an important special case. Crucial in this undertaking are certain techniques which can be viewed as discrete analogues of ideas developed recently in the context of C 0 -semigroups, where they can be used to study energy decay for damped wave equations; see [5] , [7] , [8] , [11] , [31] and the references therein.
The remainder of the paper divides into two parts. The first, Section 2, contains the main general results. Most importantly, these include both a lower (Corollary 2.6) and an upper bound (Theorem 2.11) in terms of the growth of the resolvent near 1 for the quantity T n (I −T ) when T is a suitable power-bounded operator and n ≥ 0 is sufficiently large. Section 3 then investigates the optimality of these bounds in the case of polynomial resolvent growth. The two main results here show, respectively, that in this situation no tighter bounds may be found for operators on general Banach spaces (Theorem 3.6) but that a stronger conclusion holds if the underlying space is assumed to be a Hilbert space (Theorem 3.10).
The notation used throughout is as follows. Given a complex Banach space X, let B(X) stand for the algebra of bounded linear operators on X. An operator T ∈ B(X) is said to be power-bounded if sup{ T n : n ≥ 0} < ∞. Denote the range and kernel of an operator T ∈ B(X) by Ran(T ) and Ker(T ), respectively, and write Fix(T ) := Ker(I − T ) for the set of fixed points of T , σ(T ) for its spectrum and r(T ) for its spectral radius. Furthermore, given an element λ of the resolvent set ρ(T ) := C\σ(T ), let R(λ, T ) := (λ − T ) −1 denote the resolvent operator of T . All remaining pieces of notation will be introduced as the need arises.
General results
Let T ∈ B(X) be a power-bounded operator on a complex Banach space X, and suppose that σ(T ) ∩ T = {1}. In order to address the question of rates of decay in (1.1), it will be convenient to have in place a few non-standard pieces of notation. Thus, given an operator T as above, a decreasing function m : (0, π] → (0, ∞) such that R(e iθ , T ) ≤ m(|θ|) for all θ with 0 < |θ| ≤ π will be said to be a dominating function (for the resolvent of T ). Likewise a decreasing function ω : Z + → (0, ∞) such that T n (I − T ) ≤ ω(n) for all n ∈ Z + will be said to be a dominating function (for T ). The minimal dominating functions are given, for θ ∈ (0, π] and n ≥ 0, by
respectively. Thus, for the minimal dominating function ω of T , ω(n) → 0 as n → ∞ precisely when (1.1) holds. Note also that the function m defined in (2.1) is continuous. In what follows, the same will be assumed to be true of any dominating function m for the resolvent of T . In particular, any such dominating function m possesses a right-inverse m −1 defined on the range of m. On the other hand, given a dominating function ω for T which satisfies ω(n) → 0 as n → ∞, define the function ω * : (0,
Then ω(ω * (s)) ≤ s for all s > 0, with equality for all s in the range of ω.
Recall the elementary estimate
, which holds for all λ ∈ ρ(T ). Since 1 ∈ σ(T ), it follows that m(θ) ≥ θ −1 for all θ ∈ (0, π]. Thus there is a minimal rate at which the resolvent of any operator T as above must blow up near its singularity. This may suggest that there should exist a corresponding minimal rate, independent of the operator T , at which decay takes place in (1.1). As Corollary 2.6 below will show, however, this is far from being the case; see also [1, Theorem 4.2] . The next result, on the other hand, shows that instances in which the decay is faster than that of n −1 are of a very special nature. It is a direct analogue of [7, Theorem 6.7] ; see also [36, Remarks 2.3 and 2.4].
Theorem 2.1. Let X be a complex Banach space and let T ∈ B(X) be a powerbounded operator such that σ(T ) ∩ T = {1}. Then either
or there exist closed T -invariant subspaces X 0 and X 1 of X such that X 0 ⊂ Fix(T ), the restriction T 1 of T to X 1 satisfies r(T 1 ) < 1 and X = X 0 ⊕ X 1 .
Proof. Supposing first that 1 is a limit point of σ(T ), let λ j ∈ σ(T )\{1} be such that λ j → 1 as j → ∞ and set
and hence (2.4) holds. If 1 is an isolated point of σ(T ), on the other hand, then a standard spectral decomposition argument (see for instance [2, Proposition B.9]) shows that there exist closed T -invariant subspaces X 0 and X 1 of X and a bounded projection P of X onto X 1 along X 0 which commutes with T . In particular, X = X 0 ⊕ X 1 . Moreover, the restrictions T 0 and T 1 of T to X 0 and X 1 satisfy σ(T 0 ) = {1} and σ(T 1 ) = σ(T )\{1}, respectively. Now, if (2. Thus T n (I − T ) decays either at least exponentially as n → ∞ or at a rate no faster than n −1 . The case of decay at this borderline rate turns out to be connected with a special class of operators. Recall that an operator T on a complex Banach space X is said to be a Ritt operator if σ(T ) ∩ T = {1} and there exists a constant C > 0 such that
for |λ| > 1; various interesting results on Ritt operators may be found for instance in [3] , [9] , [10] , [14] , [16] , [17] , [18] , [27] , [32] , [33] and [40] . The reason why Ritt operators are important in the present context is that a power-bounded operator T satisfying σ(T )∩T = {1} is a Ritt operator if and only if R(e iθ , T ) = O(|θ| −1 ) as |θ| → 0; see for instance the proof of Lemma 3.9 below. The following result shows that these operators are precisely those for which the rate of decay in (1.1) is no slower than n −1 . This characterisation was obtained independently in [30] and [34] ; see also [35, Theorem 4.5.4] . Theorem 2.3. Let X be a complex Banach space. An operator T ∈ B(X) is a Ritt operator if and only if it is power-bounded and
Thus decay in (1.1) at a rate no slower than that of n −1 already implies a strong condition on the growth of the resolvent near its singularity at 1. The next result establishes a corresponding resolvent bound in a rather more general situation; see [7, Theorem 6.10] for an analogous result in the setting of C 0 -semigroups. Theorem 2.4. Let X be a complex Banach space and let T ∈ B(X) be a powerbounded operator. Suppose that ω is a dominating function for T such that ω(n) → 0 as n → ∞, and let ω * be as defined in (2.2). Then σ(T ) ∩ T ⊂ {1} and, for any c ∈ (0, 1),
as |θ| → 0.
Proof. Suppose that λ ∈ σ(T ) ∩ T. By the spectral mapping theorem for polynomials, λ n (1 − λ) ∈ σ(T n (I − T )) and hence |1 − λ| ≤ ω(n) for all n ≥ 0. Letting n → ∞, it follows that λ = 1, so σ(T ) ∩ T ⊂ {1}. Now let λ ∈ T\{1}. Then, for n ≥ 0,
and hence, letting M := sup{ T n : n ≥ 0},
for all x ∈ X. Fix b ∈ (c, 1) and let n = ω * (b|1 − λ|). Then
and, since b|1 − λ| ≥ c|θ| whenever λ = e iθ for some sufficiently small θ ∈ (−π, π]\{0}, the result follows.
Remark 2.5. A similar argument shows that, given any constant K > M , where M is as above, there exists c ∈ (0, 1) such that
whenever |θ| is sufficiently small. Note also that, by (2.3), the |θ| −1 term in (2.6) and (2.7) cannot in general be omitted.
In analogy with [7, Corollary 6 .11], these observations can be used to obtain a lower bound on the quantity T n (I − T ) when n ≥ 0 is large. Corollary 2.6. Let X be a complex Banach space, let T ∈ B(X) be a powerbounded operator such that σ(T )∩ T = {1} and let m be the minimal dominating function for the resolvent of T defined in (2.1). Suppose that
Then, given any right-inverse m −1 of m, there exist constants c, C > 0 such that
for all sufficiently large n ≥ 0.
Proof. Let ω be as defined in (2.1). Since ω(n) → 0 as n → ∞ by Theorem 1.1, it follows from Theorem 2.4 that there exists B > 0 such that m(θ) ≤ B θ −1 + ω * (θ/2) for all sufficiently small θ ∈ (0, π], and hence
for all such values of θ. Let C := 2B and, for n ≥ 0, let θ n := 2ω(n). By (2.8), θ n m(θ n ) > C for all sufficiently large n ≥ 0, so (2.10) implies that ω * (θ n /2) > C −1 m(θ n ) for each such n ≥ 0. Since ω * (θ n /2) ≤ n and therefore
it follows that m −1 (Cn) < θ n for all sufficiently large n ≥ 0. Moreover, θ n ≤ 2M T n (I − T ) for all n ≥ 0, where M := sup{ T n : n ≥ 0}, which shows that (2.9) holds for c = (2M ) −1 .
Remark 2.7. A similar argument using Remark 2.5 instead of Theorem 2.4 shows that the conclusion (2.9) remains true if (2.8) is replaced by the weaker condition that L > M , where M is as above and
Taking T to be the identity operator shows that the conclusion can be false when
Suppose that T is a power-bounded operator such that σ(T ) ∩ T = {1} and let m be the minimal dominating function for the resolvent of T defined in (2.1). If T is a Ritt operator, then it follows from Theorem 2.3 that, for any c ∈ (0, 1),
as n → ∞ and, in view of Corollary 2.6, this type of upper bound is in general the best one can hope for. The next result describes the class of functions m for which such an upper bound is satisfied in the case of a normal operator on a Hilbert space; see also [7, Proposition 6.13] .
Proposition 2.8. Let X be a complex Hilbert space and let T ∈ B(X) be a power-bounded normal operator such that σ(T ) ∩ T = {1}. Furthermore, let m be the minimal dominating function for the resolvent of T defined in (2.1), let m −1 be any right-inverse of m and let S ⊂ N.
(1) Suppose there exist constants c, C > 0 such that
for all n ∈ S. Then, for any b ∈ (0, c), there exists a constant B > 0 such that
for all θ ∈ (0, π] of the form θ = m −1 (cn) with n ∈ S and for all sufficiently small ϑ ∈ (0, π] . (2) Conversely, if there exist constants b, B > 0 such that (2.12) holds for all θ ∈ (0, π] of the form θ = m −1 (bn) with n ∈ S and all ϑ ∈ (0, π], then there exists a constant C > 0 such that (2.11) holds with c = b.
Proof. Note first that, for θ ∈ (0, π],
and that (2.11) is equivalent to having
for all λ ∈ σ(T )\{1} and all n ∈ S. Suppose this holds and let θ = m −1 (cn) for some n ∈ S. Then
log s . Then g is a continuous increasing function satisfying g(s) → 1 as s → 1, and in fact g(s) = inf r − 1 log r : s < r < 1 for all s ∈ (0, 1). Thus, given any b ∈ (0, c), there exists s 0 ∈ (0, 1) such that cg(s 0 ) > b. Now suppose that ϑ ∈ (0, 1 − s 0 ), let λ ∈ σ(T ) be such that m(ϑ) = |λ − e iϕ | −1 for some ϕ ∈ (0, π] with |ϕ| ≥ ϑ, and let r := |λ|. Since m(ϑ) ≥ ϑ −1 , it follows from the estimate 1 − r ≤ |λ − e iϕ | that r > s 0 . Thus
which gives (2.12) with B = b log 3b. Thus, taking B = b max{log 2C, log 3b}, the proof the first statement is complete. Now suppose, conversely, that (2.12) holds for some constants b, B > 0, all θ ∈ (0, π] of the form θ = m −1 (cn) with n ∈ S and all ϑ ∈ (0, π]. Let λ = re iφ ∈ σ(T )\{1}, and set ϑ := |φ|, so that
. 
which gives (2.13) with c = b and C = 2b. Thus taking C = 2 max{e B/b , b} finishes the proof.
Remark 2.9. The result remains true, with the same proof, for any complex Banach space X and any power-bounded operator T ∈ B(X) satisfying
with µ ∈ ρ(T ). This includes, in particular, the class of multiplication operators on any of the classical function or sequence spaces. Note also that the second of the two implications holds more generally when m is an arbitrary dominating function for the resolvent of T .
Thus (2.11) holds for a normal operator T if and only if the minimal dominating function m(θ) for the resolvent of T grows in a fairly regular way as θ → 0. The following example exhibits a class of normal operators for which this is not the case.
Example 2.10. Let X = ℓ 2 . Given a strictly increasing sequence (r k ) of positive terms such that r k → 1 as k → ∞, let λ k := r k e i/k and consider the operator T ∈ B(X) given by T x := (λ k x k ). Then T is a normal contraction with σ(T ) =
where m is the minimal dominating function for the resolvent of T defined in (2.1). Suppose moreover that log r k!+1 ≥ 2 log r (k+1)! for all k ≥ 1 and, given c > 0, let b ∈ (0, c) and
when k ≥ 1 is sufficiently large. In particular, (2. Thus, given a power-bounded operator T such that σ(T ) ∩ T = {1}, a rightinverse m −1 of some dominating function m for the resolvent of T and a constant c ∈ (0, 1), it is not in general the case that T n (I − T ) = O(m −1 (cn)) as n → ∞. The next result shows that it is nevertheless possible to obtain an upper bound of this kind provided the function m is modified appropriately. Indeed, given an operator T as above and a dominating function m for the resolvent of T , define the function m log :
noting that this function is strictly decreasing and hence possesses a well-defined inverse m −1 log defined on the range of m log . As Theorem 2.11 below shows, the above upper bound on T n (I − T ) for large values of n ≥ 0 is valid when m −1 is replaced by m Throughout the proof of the next result, and also in various other places later on, the letters c and C, if used without having been introduced explicitly, stand for positive constants, which will be thought of as being small and large, respectively, and which need not be the same at each occurrence. The result itself is a discrete analogue of [31, Proposition 3.1], which in turn is a development of [8, Theorem 1.5]; see also [19, Chapter VI] , where similar techniques are discussed in the context of combinatorial problems.
Theorem 2.11. Let X be a complex Banach space and let T ∈ B(X) be a powerbounded operator such that σ(T ) ∩ T = {1}. Furthermore, let m be a dominating function for the resolvent of T and let m log be as defined in (2.14). Then, for any c ∈ (0, 1),
Proof. Having fixed a dominating function m and a constant c ∈ (0, 1), let Ω denote the closure of the set
Moreover, noting that σ(T ) ⊂ Ω by a standard Neumann series argument, define the function F n : C\Ω → B(X) by
It then follows from the resolvent identity that
and hence F n (2) = T n (I − T ). Thus, by Cauchy's integral formula,
where Γ is any contour outside Ω around the point 2 and where h is any function that is holomorphic in the relevant region and satisfies h(2) = 1. In what follows, it will be convenient to take Γ = Γ in ∪ Γ out to consist of an outer contour Γ out , which encloses both the point 2 and the set Ω, and an inner contour Γ in , which lies in the interior of Γ out and incloses Ω but not the point λ = 2. Such a contour can be thought of as being closed by inserting a cut from any point on Γ in to any point on Γ out , the contributions along which cancel out. Let ϕ be the Cayley transform defined by ϕ(λ) := 1−λ 1+λ and, for r ∈ (0, 1) and
and Γ R := {λ ∈ C : |λ − 1| = R}, noting that ϕ maps γ r onto rT, the real line onto itself and the unit circle T onto the imaginary axis. Now suppose that r ∈ (0, 1 3 ) and R > 2, and let Γ out = Γ R and Γ in = C r ∪ γ + r , where γ + r denotes the part of γ r that lies outside the unit disc D := {λ ∈ C : |λ| < 1} and where C r is any suitable path in D\Ω connecting the endpoints of γ + r . Furthermore, choose for h the map h r given by h r (λ)
where C is independent of n ≥ 0, and hence, by appealing to Cauchy's theorem and allowing R → ∞, this contribution can be neglected. Next note that, for λ ∈ rT, the function g r defined by g r (λ) := 1 + r 2 λ −2 satisfies |g r (λ)| = 2r −1 | Re λ|. Moreover, an elementary calculation shows that, for λ ∈ γ r , (2.18)
Since h r = gr•ϕ 1+9r 2 and ϕ(γ r ) = rT, it follows that
r for all λ ∈ γ r . But for each λ ∈ γ r , |λ| − 1 ≤ Cr and |1 − λ| ≤ Cr so, by (2.17) and the definition of F n ,
where C is independent of n ≥ 0, and it remains to control only the contribution along C r . Let θ r ∈ (0, π 2 ) denote the argument of the point at which γ r meets T in the upper half-plane and define the curve C • r , for θ r ≤ |θ| ≤ π, by
Furthermore, let C ± r denote the rays given, for 1−cm(θ r ) −1 ≤ s ≤ 1, by C ± r (s) := se ±iθr and set
for λ ∈ C\Ω, it follows from the resolvent identity, the relation p n (λ) = (λ n − T n )R(λ, T ) and some elementary manipulations that
for all λ ∈ C\Ω with λ = 2; see also [31, Lemma 2.2] . Hence Cauchy's theorem gives
where γ − r := γ r ∩ D. To estimate the first integral on the right-hand side, note first that, by a standard Neumann series argument, R(λ,
Similarly,
To bound the integral along γ − r , note that
r . Thus by (2.19) both h r (λ) and h r (λ)(λ − 1)p n (λ) are uniformly bounded, independently of r and n, as λ ranges over γ − r , and it follows that
where C is independent of n ≥ 0. Since C −1 r ≤ θ r ≤ Cr, combining these bounds gives
where C is independent of n ≥ 0 and r ∈ (0, 
Since moreover (n + 1) −1 ≤ Cm −1 log (cn) for all n ≥ 0, this completes the proof.
Remark 2.12. As in [31] , it is possible to obtain an analogous result when σ(T ) ∩ T is finite by replacing I − T with a finite product of linear terms of the form e iθ − T with θ ∈ (−π, π].
Optimality in the case of polynomial resolvent growth
Suppose that X is a complex Banach space and that T ∈ B(X) is a powerbounded operator such that σ(T ) ∩ T = {1}. The purpose of this section is to investigate the optimality of Theorem 2.4 in the special case where the resolvent of T grows at most polynomially, which is to say it admits a dominating function of the form m(θ) = Cθ −α for some constants C > 0 and α ≥ 1, where the restriction on the parameter α is a consequence of (2.3). Corollary 2.6 and Theorem 2.11 combine to give the following result, which describes the range of decay rates that are possible in this situation. Here, given Ω ⊂ (0, ∞) and functions f, g : Ω → (0, ∞), the notation f (s) = Θ(g(s)) as s → 0 (or s → ∞) means that there exist constants c, C > 0 such that cg(s) ≤ f (s) ≤ Cg(s) for all sufficiently small (or large) values of s ∈ Ω.
Corollary 3.1. Let X be a complex Banach space and let T ∈ B(X) be a powerbounded operator such that σ(T ) ∩ T = {1}. Suppose that, for some α ≥ 1, R(e iθ , T ) = Θ(|θ| −α ) as θ → 0. Then there exist constants c, C > 0 such that
The remainder of this section is concerned with the question whether the logarithmic factor on the right-hand side of (3.1) is really needed. It follows from Proposition 2.8 and Remark 2.9 that it can be dropped whenever T is a suitable multiplication operator on some function or sequence space. The following example exhibits a less trivial case in which the same is true. Example 3.2. Let X = ℓ p with 1 ≤ p ≤ ∞ and, writing S for the left-shift operator on X given by Sx := (x k+1 ), define the operator T ∈ B(X) as T := 1 4 (I + S) 2 . Then T is a (non-normal) Toeplitz operator of unit norm, with σ(T ) = re iθ ∈ C : −π < θ ≤ π and 0 ≤ r ≤ 1 + cos θ 2 .
In particular, σ(T ) ∩ T = {1}. A calculation shows that, for λ ∈ ρ(T ) and x ∈ X, the resolvent satisfies R(λ, T )x = y, where, for each k ≥ 1,
the complex plane being cut along the negative real axis. Thus, for p ∈ {1, ∞}, R(λ, T ) = O((|1 − 2λ 1/2 | − 1) −1 ) as λ → 1 through ρ(T ) and, by the RieszThorin theorem, the same statement holds for p ∈ (1, ∞). It follows, in particular, that R(e iθ , T ) = O(|θ| −2 ) as θ → 0. Since R(e iθ , T ) ≥ c|θ| −2 for all θ ∈ (−π, π] by (2.3) and the geometry of σ(T ), it follows from Corollary 3.1 that (3.1) holds with α = 2 for some constants c, C > 0 and all sufficiently large n ≥ 0. However, an explicit calculation involving Stirling's formula shows that, for p ∈ {1, ∞}, the actual rate of decay satisfies T n (I − T ) ∼ 2(πn) −1/2 as n → ∞ and hence, by another application of the Riesz-Thorin theorem, T n (I − T ) = Θ(n −1/2 ) as n → ∞ also for p ∈ (1, ∞). Thus the logarithmic factor in (3.1) is redundant in this case. Theorem 3.10 will show that, if the underlying space is a Hilbert space, then the logarithmic factor in (3.1) can in fact be dropped for any operator whose resolvent grows at most polynomially. For general Banach spaces, however, this is not the case, as Theorem 3.6 below establishes. The proof of this result requires two lemmas. The first is a variant of [2, Lemma 4.6.6], which itself is a special form of Levinson's log-log theorem; see for instance [26, VII D7] . Here, given a set Ω ⊂ C, ∂Ω denotes the boundary of Ω. Lemma 3.3. Let X be a complex Banach space, let θ ∈ (−π, π] and let Ω be a neighbourhood of the point e iθ ∈ T. Furthermore, given r ∈ (0, 1), let
Then there exists a constant C > 0 with the following property: If r ∈ (0, 1 4 ) is such that Ω 2r,θ ⊂ Ω and if F : Ω → X is a holomorphic function such that, for some constant B > 0, F (λ) ≤ B|1 − |λ|| −1 for all λ ∈ ∂Ω 2r,θ \T, then F (λ) ≤ BCr −1 for all λ ∈ Ω r,θ .
Proof. Assume, without loss of generality, that θ = 0 and, as in the proof of Theorem 2.11, let ϕ denote the Möbius transformation defined by ϕ(λ) := 1−λ 1+λ , so that ϕ maps the circle γ r := ∂Ω r,0 onto rT for each r ∈ (0, 1). Moreover, by (2.18) with r replaced by 2r, there exists a constant C ′ > 0 which is independent of r ∈ (0, 1 4 ) and such that | Re ϕ(λ)| ≤ C ′ ||λ| − 1| for all λ ∈ γ 2r . Consider the function G : Ω → X defined by
For λ ∈ γ 2r , the term in brackets has modulus r −1 | Re ϕ(λ)| and hence, by the assumption on F , G(λ) ≤ BC ′ r −1 for all such λ. Since Ω r,0 ⊂ Ω 2r,0 , it follows from the maximum principle that G(λ) ≤ BC ′ r −1 for all λ ∈ Ω r,0 . But if λ ∈ Ω r,0 , then |ϕ(λ)| ≤ r and hence G(λ) ≥ The second auxiliary result is a technical one and analogous to [11, Lemma 3.9] . Given α ≥ 1 and λ ∈ C\{0}, let 
respectively, so that Θ α = 2D\Ω α . Furthermore, given a complex measure µ whose support is contained in Ω α , define the transforms C α µ, L α µ and D α µ, for λ ∈ Θ α , k ≥ 1 and n ≥ 0, respectively, by
Lemma 3.4. Suppose that α > 2 and let the function K α , the regions Ω α and Θ α , and the transforms C α , L α and D α be defined as in (3.3), (3.4) and (3.5), respectively. Then there exists a constant C > 0 with the following property: Given any n 0 ∈ N, there exists a complex measure µ whose support is contained in Ω α and which is such that
Proof. Choose θ ∈ (0, Then, for any λ ∈ Θ α ,
However, for 1 ≤ j ≤ ℓ and λ ∈ C such that λ ℓ = 1,
(see also the proof of [11, Lemma 3.9] ), and applying this with j = 1, 2 gives
≤ |λ − λ 0 | and |λ| ≤ 2 for all λ ∈ Θ α , this in turn becomes
Let λ ∈ Θ α be given. If K α (λ) > θ α , then | arg λ| > πθ and an elementary geometric argument shows that
Using the fact that 1 + θ 2 − θ α ≥ e 1 2
(θ 2 −θ α ) for all θ ∈ (0, 1 2 ), it follows from (3.7) that
Now the choices of θ and β ensure that the exponent of θ on the right-hand side of this expression is strictly greater than 
(1 − 2θ α ) and, using the fact that 1 − 2θ α ≥ e −4θ α for all θ ∈ (0,
Since the choice of β ensures that
| is uniformly bounded, again independently of θ and β, also for all λ ∈ Θ α with K α (λ) ≤ θ α . This establishes (i) for C = C 1 , where C 1 > 0 is some suitably large constant.
Next observe that, for each k ≥ 1,
Expanding and using the fact that, for any integer s ≥ 0,
where C is independent of ℓ. Now, if k ≤ 2ℓ − 3, then
which by Stirling's formula is bounded above independently of ℓ. If k ≥ B ℓ , on the other hand, then (3.8) and the fact that 1 + B −1
and, by the definition of B ℓ , the right-hand side is again bounded above independently of ℓ. Thus (ii) holds with C = C 2 for some sufficiently large C 2 > 0. In order to establish (iii), note first that, for each n ≥ 0,
Now let n 1 := 2ℓ − 4, so that n 1 > n 0 and ⌊
and hence, by another application of Stirling's formula, |(D α µ)(n 1 )| ≥ cθ, where c is independent θ. Since the definition of ℓ implies that θ α ≥ cn −1 1 log n 1 , it follows that (iii) holds for C = C 3 , where C 3 > 0 is another suitably large constant. Setting C = max{C 1 , C 2 , C 3 } now completes the proof.
Remark 3.5. The estimates leading to (3.10) may also be viewed in another way. Indeed, given ℓ ≥ 1, let Y ℓ be the random variable counting the number of tosses of a fair coin required in order to obtain a total of exactly ℓ heads, so that Y ℓ has the negative binomial distribution with
Then the aforementioned estimates amount to the observation that Y ℓ has mode 2ℓ − 1. This probabilistic interpretation will reappear in Remark 3.7 below.
The following result, which is an analogue of [11, Theorem 4.1], shows that the logarithmic factor in Corollary 3.1 cannot in general be omitted. Theorem 3.6. Given any α > 2, there exists a non-trivial complex Banach space X α and a power-bounded operator T ∈ B(X α ) such that σ(T ) ∩ T = {1} and R(e iθ , T ) = O(|θ| −α ) as θ → 0, and for which
Proof. Given any sequence x ∈ ℓ ∞ , define the function F x , for |λ| > 1, by
Now, with K α , Ω α and Θ α as defined in (3.3) and (3.4), let X α denote the subspace of ℓ ∞ consisting of sequences x for which F x extends analytically to Θ α and satisfies sup{K α (λ)|F x (λ)| : λ ∈ Θ α } < ∞. This space is non-trivial, containing for instance any finitely supported sequence as well as the constant sequence (1, 1, 1, . . . ) , and, by an application of Vitali's theorem, it is complete under the norm · Xα given by x Xα := x ∞ + x α , where x α := sup{K α (λ)|F x (λ)| : λ ∈ Θ α }. Consider the restriction T := S| Xα to X α of the left-shift operator S ∈ B(ℓ ∞ ).
Given x ∈ X α and |λ| > 1, F T x (λ) = λF x (λ) − x 1 , so F T x extends analytically to Θ α and T x α ≤ 1 2 x ∞ + 2 x α . Thus T maps X α into itself and defines an element of B(X α ) with norm T ≤ 2. More generally, having fixed some x ∈ X α and given n ≥ 0, let F n := F T n x . Then F n extends analytically to Θ α and is given, for |λ| > 1, by
Writing A for the annulus {λ ∈ C : 1 < |λ| < 2}, it follows that
and, in particular, |F n (λ)| ≤ |1 − |λ|| −1 x Xα for all λ ∈ Θ α \T. Let λ ∈ Θ α be given. If λ ∈ (1, 2), then K α (λ)|F n (λ)| = 0. Suppose therefore that θ := arg λ satisfies 0 < |θ| ≤ π, and note that Ω 2r λ ,θ ⊂ Θ α , where r λ := 1 4 K α (λ) and Ω r,θ is defined, for r ∈ (0, 1), as in (3.2). Now either |1 − |λ|| > r λ , in which case K α (λ)|F n (λ)| ≤ C x α for some constant C which is independent of x ∈ X α , n ≥ 0 and λ, or |1 − |λ|| ≤ r λ . In the latter case λ ∈ Ω r λ ,θ , so the same estimate follows from Lemma 3.3 applied to the function F n on the disc Ω 2r λ ,θ . Thus T n x α ≤ C x Xα for some constant C which is independent of x ∈ X α and n ≥ 0. Since moreover T n x ∞ ≤ x ∞ for all n ≥ 0, it follows that T is power-bounded.
Now fix x ∈ X α and let Ω := {λ ∈ C : 1 < |λ| < 3 2 }. Then Ω ⊂ ρ(T ) and (R(λ, T )x) n+1 = F n (λ) for all λ ∈ Ω and all n ≥ 0, where F n is as above. In particular, (3.12) remains true for each n ≥ 0 when the left-hand side is replaced by (R(λ, T )x) n+1 , so the argument in the previous paragraph shows that (3.13 )
where C is independent of both x ∈ X α and λ ∈ Ω. The aim now is to show that K α (λ) R(λ, T )x α ≤ C x α for all λ ∈ Ω, from which it will follow that the norm of the resolvent of T grows at most polynomially. Since the estimate holds trivially when λ is real, assume that λ ∈ Ω satisfies 0 < | arg λ| ≤ π and let
so F λ extends analytically to Θ α , taking the values (3.14)
Now let µ ∈ Θ α and set M α (λ, µ) := 1 4 max{K α (λ), K α (µ)}, which is positive by the assumption on arg λ. If |λ − µ| > M α (λ, µ), then by (3.14)
where C is independent of λ and µ. Now suppose that |λ − µ| ≤ M α (λ, µ). By Cauchy's formula,
where Γ is any contour in Θ α whose interior contains the point µ and is itself contained in Θ α . If |λ − µ| ≤ 
, where c and C are independent of λ and z. This applies in particular to all z ∈ Γ and also to z = µ.
where C depends neither on λ nor on µ. A similar argument applies when
, this time taking Γ to be the circle with centre λ and radius
where C is independent of λ and µ, and
Combining (3.15), (3.17) and (3.18) shows that K α (λ) R(λ, T )x α ≤ C x α for all λ ∈ Ω. Together with (3.13), this gives K α (λ) R(λ, T )x Xα ≤ C x Xα , where C is independent of x ∈ X α and λ ∈ Ω, and hence sup{K α (λ) R(λ, T ) : λ ∈ Ω} < ∞. In particular, it follows from by (2.3) that σ(T ) ∩ T ⊂ {1}, and a simple approximation argument shows that R(e iθ , T ) = O(|θ| −α ) as θ → 0. Furthermore, since (1, 1, 1, . . . ) is a fixed point of T , 1 ∈ σ(T ). Finally, let the transforms C α , L α and D α be as defined in (3.5) and note that, given any complex measure µ whose support is contained in Ω α and for which sup{|(L α µ)(k)| : k ≥ 1} < ∞, there exists an associated sequence x µ ∈ ℓ ∞ whose entries are given, for each k ≥ 1, by x µ k := (L α µ)(k). By Fubini's theorem,
, which coincides with the first entry of T n (I − T )x µ . Now, by Lemma 3.4, it is possible to find a sequence (n j ) of integers, with n j → ∞ as j → ∞, and associated measures µ j such that {x µ j : j ≥ 1} is a bounded subset of X α and moreover |(D α µ j )(n j )| α ≥ cn −1 j log n j for each j ≥ 1. By rescaling if necessary, there is no loss of generality in assuming that x µ j Xα ≤ 1 for all j ≥ 1, so that
Hence (3.11) holds and the proof is complete.
Remark 3.7. It is possible to replace Lemma 3.4, which here gives rise to the sequences x µ ∈ X α used to establish to (3.11) , by a simpler, more ad-hoc construction. Indeed, using the notation introduced in the proof of that result, let
for each k ≥ 1, so that x k equals the first term of the final sum in (3.9) which defines x µ k in the above proof. In the notation of Remark 3.5, this becomes
so the formula for the probability generating function of Y ℓ (see for instance [21, Section 4.2]) gives
2ℓ 1/2 2 ℓ (λ − λ 0 ) ℓ whenever |λ| > 1, which should be compared with the right-hand sides of (3.6) and (3.7). Since the estimates for x µ established in Lemma 3.4 apply equally to x, it follows that (3.11) may also be obtained using sequences of this simpler form in the final paragraph of the above proof.
Remark 3.8. It is unclear whether Theorem 3.6 can be extended, for instance by modifying the construction in Lemma 3.4, to the range 1 < α ≤ 2. Note however that, by Theorem 2.3, the case α = 1 is necessarily excluded. See [15, Theorem 1.2] for a result relating specifically to the case α = 2.
Theorem 3.10 below shows that the situation is different when X is a Hilbert space. It relies on the following preparatory result, which is analogous to [11, Lemma 2.3 ] (see also [5, Lemma 1.1] and [28, Lemma 3.2] ) and holds for general Banach spaces. Recall that, if T ∈ B(X) is a power-bounded operator with M := sup{ T n : n ≥ 0} and if λ ∈ C satisfies Re λ < 0, then it follows from (2.17) that R(λ, I − T ) ≤ M | Re λ| −1 , and hence that the operator I − T is sectorial. Thus, given any s > 0, the fractional power (I − T ) s is defined as
where the complex plane is cut along the negative real axis and where Γ is any suitable contour that contains the point 1 and otherwise encloses σ(T ) without touching it. Fractional powers coincide with the usual ones whenever s ∈ N, and moreover (I − T ) s+t = (I − T ) s (I − T ) t for all s, t > 0; see for instance [23] for details.
Lemma 3.9. Let X be a complex Banach space and let T ∈ B(X) be a powerbounded operator such that σ(T ) ∩ T = {1}. Furthermore, let α ≥ 1 and suppose
Proof. By (2.17) it suffices to prove that sup{ (I − T ) α R(λ, T ) : λ ∈ A} < ∞, where A := {λ ∈ C : 1 < |λ| < 2}. A first step towards this result is to establish that, under the above assumptions, sup{ (1 − λ) α R(λ, T ) : λ ∈ A} < ∞. Thus, given r ∈ (0, 1), let
and let the map H r : Ω r → B(X) be defined by
so that H r (λ) = h r (λ)(1 − λ) α R(λ, T ), where h r := g r • ϕ with g r and ϕ as in the proof of Theorem 2.11. Then sup{|h r (λ)| : r ∈ (0, 1 2 ), λ ∈ Ω r } < ∞ and, by the argument leading to equation (2.19) , |h r (λ)| ≤ Cr −1 (|λ| − 1) for all λ ∈ ∂Ω r ∩ γ r , where γ r is as defined in (2.16). Note also that |1 − λ| ≤ Cr for all λ ∈ ∂Ω r ∩ γ r . Thus, by (2.17) and the assumption on the resolvent, H r (λ) is uniformly bounded, independently of r, for all λ ∈ ∂Ω r and hence, by the maximum principle, sup{ H r (λ) : r ∈ (0, 1 2 ), λ ∈ Ω r } < ∞. Since, given any λ ∈ A, there exists r ∈ (0, 1 2 ) such that λ ∈ Ω r and |h r (λ)| ≥ 1 2 , the claim follows. Now let n ∈ N and β ∈ [0, 1) be such that α = n + β, and note that, for any k ≥ 0 and λ ∈ ρ(T ),
Setting k = n − 1 and k = n, this shows, respectively, that (I − T ) n−1 R(λ, T ) ≤ C |1 − λ| 1+β and (I − T ) n R(λ, T ) ≤ C |1 − λ| β for all λ ∈ A. In particular, if β = 0, the proof is complete. If β = 0, on the other hand, the moment inequality (see for instance [22, Corollary 7. for all λ ∈ ρ(T ), the result follows.
The final result shows that the phenomenon described in Theorem 3.6 cannot arise on Hilbert space. For analogous results in the continuous-time setting see [11, Theorem 2.4] and [7, Theorem 7.6] ; compare also with [37, Theorem 9] . Theorem 3.10. Let X be a complex Hilbert space and let T ∈ B(X) be a power-bounded operator such that σ(T ) ∩ T = {1}. Furthermore, let α ≥ 1. Then R(e iθ , T ) = O(|θ| −α ) as θ → 0 if and only if T n (I − T ) = O(n −1/α ) as n → ∞.
Proof. Suppose that R(e iθ , T ) = O(|θ| −α ) as θ → 0, so that, by Lemma 3.9, sup{ (I − T ) α R(λ, T ) : |λ| > 1} < ∞. For n ≥ 0 and |λ| > 1, let
for all n ≥ 0, and the result now follows from (3.20) and the fact that T is power-bounded. The converse implication is a consequence of Theorem 2.4.
Remark 3.11. The above proof follows the method used in [7] . An alternative approach, analogous to that of [11] , is to consider the operator Q ∈ B(X × X) given by Q(x, y) := (T x + T (I − T ) α y, T y). Then, for n ≥ 0, Q n is represented by the matrix Q n = T n nT (I − T ) α 0 T n and, in particular, Q is power-bounded if and only if sup{ nT n (I − T ) α : n ≥ 0} < ∞. Since the latter is equivalent, by the moment inequality, to having T n (I − T ) = O(n −1/α ) as n → ∞, the main implication of Theorem 3.10 can be deduced from results in [20] , which characterise power-boundedness of an operator on a Hilbert space in terms of a certain integrability condition on its resolvent.
Remark 3.12. As in [11, Theorem 2.4] , the equivalent statements in Theorem 3.10 are also equivalent to the condition that, for every x ∈ X, T n (I − T )x = o(n −1/α ) as n → ∞, which in turn is equivalent, by another application of the moment inequality, to having nT n (I − T ) α → 0 in the strong operator topology as n → ∞. One implication follows from the general observation that, given any complex Banach space X and a power-bounded mean ergodic operator T ∈ B(X) satisfying σ(T ) ∩ T ⊂ {1}, the powers T n converge strongly, as n → ∞, to the projection P onto Fix(T ) along the closure of Ran(I − T ); see [4, Theorem 4.1] . Indeed, if T n (I − T ) = O(n −1/α ) as n → ∞, then the operator Q ∈ B(X × X) defined in Remark 3.11 is power-bounded, and furthermore σ(Q) = σ(T ) and Fix(Q) = Fix(T ) × Fix(T ). Hence applying this observation to Q shows that, for any x, y ∈ X, T n x + nT n (I − T ) α y → P x as n → ∞. Since T n x → P x as n → ∞ by the same observation applied to T , it follows that nT n (I − T ) α → 0 in the strong operator topology as n → ∞. The converse implication is a simple consequence of the Uniform Boundedness Theorem.
