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Abstract
Let G = (V; E) be a (p; q)-graph. Let f :E → {1; 2; : : : ; q} be a bijection. The induced
mapping f+ :V → Zp of f is de8ned by f+(u) ≡ ∑uv∈E f(uv) (modp) for u∈V . If f+ is
a bijection, then G is called edge-graceful. In this paper, we investigate the edge-gracefulness
of the composition of paths with null graphs Pm ◦ Nn, where there are mn vertices
and (m − 1)n2 edges. We show that P3 ◦ Nn is edge-graceful if n is odd. c© 2002 Elsevier
Science B.V. All rights reserved.
MSC: 05C78
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1. Introduction, notations and basic concepts
In this paper, the term “graph” means 8nite multigraph (not necessarily connected)
having no loop and no isolated vertex. The term “set” means multiset. Set operations are
viewed as multiset operations. For any positive integer r, we denote the set {1; 2; : : : ; r}
by [r]. All unde8ned symbols and concepts may be looked up from [1]. A graph
G=(V; E) is called a (p; q)-graph if |V |=p and |E|= q.
Let G=(V; E) be a (p; q)-graph. Let f :E→{d; d+1; : : : ; d+q−1} be a bijection for
some d∈Z. The induced mapping f+ :V→Zp of f is de8ned by f+(u)≡
∑
uv∈E f(uv)
(modp) for u∈V . If f+ is a bijection, then G is called d-edge-graceful. If d=1, then
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G is simply called edge-graceful, and f an edge-graceful labeling of G. A necessary
condition for a (p; q)-graph to be edge-graceful is
q(q+ 1)≡ 12p(p− 1) (modp): (1.1)
Edge-graceful was introduced by Lo [6] in 1985. Many researchers investigated
certain families of graphs [3]. It is known that a graph with p≡ 2 (mod 4) is not
edge-graceful [2].
Let G=(V; E) be a simple graph and S be a set. A labeling matrix  of a mapping
f :E→ S is a matrix whose rows and columns are named by the vertices of G and
the (u; v)-entry is f(uv) if uv∈E and is 0 otherwise. If f is an edge-graceful labeling,
then  is called an edge-graceful labeling matrix. This representation of a labeling
was 8rst introduced in [8]. Therefore, f is an edge-graceful labeling of G if and only
if row sums and column sums, modulo p, of the labeling matrix of f are all distinct.
2. A necessary condition for Pm◦Nn to be edge-graceful
Given two graphs G and H , the composition of G and H , denoted by G ◦H , is the
graph with vertex set V (G)×V (H) in which (u1; v1) is adjacent with (u2; v2) if and
only if u1u2 ∈E(G) or u1 = u2 and v1v2 ∈E(H). The following 8gure depicts the graph
P3 ◦N2.
Let G=Pm ◦Nn and let V =V (G)= [m]× [n]. We use the lexicographic order on V .
If f :E(G)→ S is a mapping, then the labeling matrix of f is formed by
=


O A1 O · · · O O
AT1 O A2
. . .
. . . O
O AT2 O
. . .
. . .
...
...
. . .
. . .
. . .
. . . O
O
. . .
. . .
. . . O Am−1
O O · · · O ATm−1 O


; (2.1)
where O is the n× n zero matrix and Ai is an n× n matrix. Note that G is an (mn; (m−
1)n2)-graph. From (1.1), we have
(m− 1)n2(mn2 − n2 + 1)≡ 12mn(mn− 1) (modmn): (2.2)
It is easy to see that if mn≡ 0 (mod 4) and (2.2) holds, then m is even. Therefore, a
necessary condition for Pm ◦Nn to be edge-graceful is
mn ≡ 2 (mod 4) and n(n2 − 1)≡
{
0 (modm) if mn is odd;
m
2 (modm) if mn≡ 0 (mod 4):
(2.3)
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It is easy to see that for a 8xed n¿1, there are 8nitely many m satisfying (2.3). The
following conjecture was posed in [3] and modi8ed in [7].
Conjecture 2.1. Pm ◦Nn is edge-graceful if m and n satisfy (2:3).
Lo [6] showed that Pm∼=Pm ◦N1 is edge-graceful if and only if m is odd. Shiu [7]
showed that Pm ◦N2 is edge-graceful if and only if m=4 or 12 by constructing some
edge-graceful labeling matrices. Lee et al. [2] and Shiu [7] also showed that P3 ◦N3
and P3 ◦N5 are edge-graceful, respectively. Here we list one edge-graceful labeling
matrix for each of these graphs.
For the graph P4 ◦N2, according to the notations described in (2.1)
A1 =
(
1 2
3 4
)
; A2 =
(
5 8
6 1
)
; A3 =
(
2 7
4 3
)
:
For the graph P12 ◦N2,
A1 =
(
1 2
3 4
)
; A2 =
(
5 6
7 8
)
; A3 =
(
11 12
9 10
)
; A4 =
(
13 14
15 16
)
;
A5 =
(
19 20
17 18
)
; A6 =
(
19 18
23 24
)
; A7 =
(
1 3
4 2
)
; A8 =
(
7 8
6 5
)
;
A9 =
(
9 10
11 12
)
; A10 =
(
14 16
15 17
)
; A11 =
(
13 20
21 22
)
:
For the graph P3 ◦N3,
A1 =

 1 3 42 2 5
3 1 6

 ; A2 =

 4 8 79 8 9
7 5 6

 :
For the graph P3 ◦N5,
A1 =


1 20 21 15 16
2 19 22 14 17
3 18 23 13 18
4 17 24 12 19
5 16 25 11 20

 ; A2 =


6 7 8 1 10
15 14 13 5 11
11 12 13 14 15
5 4 3 2 9
1 2 3 4 12

 :
In this paper, we work on P3 ◦Nn. Since m=3; n is odd. When n is odd,
n(n2 − 1)≡ 0 (mod 3) is always true. Thus P3 ◦Nn satis8es (2.3) for any odd n. In
the next section, we shall show that P3 ◦Nn is edge-graceful if n is odd and
n¿7.
66 W.C. Shiu et al. / Discrete Mathematics 253 (2002) 63–76
3. Main theorems
Let G=P3 ◦Nn, where n is odd and n¿7. In this case (2.1) becomes
=

O AT OA O B
O BT O

 : (3.1)
We have to 8ll A and B with elements of [2n2] so that
RA+B ∪CA ∪CB=Z3n; (3.2)
where RA+B is the set of row sums of A+ B; CA and CB are the set of column sums
of A and B, respectively.
First, we arrange the elements of [2n2] as the following n× (2n) matrix:

1 2 · · · n n+ 1 · · · 2n− 1 2n
4n 4n− 1 · · · 3n+ 1 3n · · · 2n+ 2 2n+ 1
4n+ 1 4n+ 2 · · · 5n 5n+ 1 · · · 6n− 1 6n
...
...
...
...
...
...
...
...
2n2 − 2n+ 1 2n2 − 2n+ 2 · · · 2n2 − n 2n2 − n+ 1 · · · 2n2 − 1 2n2

 :
After taking the entries modulo 3n, the above matrix becomes
=


1 2 · · · n n+ 1 · · · 2n− 1 2n
n n− 1 · · · 1 3n · · · 2n+ 2 2n+ 1
n+ 1 n+ 2 · · · 2n 2n+ 1 · · · 3n− 1 3n
2n 2n− 1 · · · n+ 1 n · · · 2 1
2n+ 1 2n+ 2 · · · 3n 1 · · · n− 1 n
3n 3n− 1 · · · 2n+ 1 2n · · · n+ 2 n+ 1
1 2 · · · n n+ 1 · · · 2n− 1 2n
...
...
...
...
...
...
...
...


: (3.3)
From now on, we shall use “=” to denote “≡ (mod 3n)”, i.e., unless in the other
state, the arithmetic is taken in Z3n.
The rows of  appear periodically with a period of 6. The left and the right n× n
submatrices of  are the matrices A and B in (3.1), respectively. We can compute the
ith row sum ri() and the jth column sum cj() of  as
ri()=


−n2 + n if i≡ 1 (mod 3);
n if i≡ 2 (mod 3);
n2 + n if i≡ 0 (mod 3)
(3.4)
for 16i6n and
cj()= 12 (n− 1)(2n2 + 2n+ 1) + j; 16j62n: (3.5)
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Moreover,
1
2 (n− 1)(2n2 + 2n+ 1)=


3k if n=6k + 1;
15k + 7 if n=6k + 3;
3k + 2 if n=6k + 5
(3.6)
and
n2 =


n if n=6k + 1;
0 if n=6k + 3;
2n if n=6k + 5;
(3.7)
where k¿1.
Theorem 3.1. P3 ◦Nn is edge-graceful if n is odd.
By swapping pairs of entries within same columns of A and B, the column sums of
matrices A and B will not change. We shall show that we can choose suitable pairs of
elements to swap so that the resulting matrix  satis8es requirement (3.2).
For convenience, we let A1; : : : ; A6 be the 8rst 6 rows of A, respectively, and let
B1; : : : ; B6 be the 8rst 6 rows of B, respectively. Since the ith row of  is equal to
the (i + 6)th row of ;  contains certain copies of A1 and B1; certain copies of A2
and B2; and so on. For a row vector , we denote by r() the sum of entries in .
Sometimes, we shall view  as a set.
Theorem 3.1A. P3 ◦N6k+1 is edge-graceful for k¿1.
Proof. Retain the notation de8ned above in this section. The sets of rows of A and
rows of B consist of k + 1 copies of A1 and k copies of A2; : : : ; A6 each and k + 1
copies of B1 and k copies of B2; : : : ; B6 each, respectively. From (3.5) and (3.6),
CA ∪CB= {3k + 1; 3k + 2; : : : ; 15k + 1; 15k + 2}:
Thus we have to swap the entries of the same column of A and B such that the set of
row sums of the resulting matrix  is {1; 2; : : : ; 3k}∪ {15k + 3; 15k + 4; : : : ; 18k + 3}.
From (3.4) and (3.7),
ri()=


0 if i≡ 1 (mod 3);
n if i≡ 2 (mod 3); 16i6n;
2n if i≡ 0 (mod 3):
First we consider the following diMerences
A3;2 =A3 − A2 = (1; 3; 5; : : : ; n− 2; n; n+ 2; : : : ; 2n− 3; 2n− 1);
B6;5 =B6 − B5 = (2n− 1; 2n− 3; 2n− 5; : : : ; n+ 2; n; n− 2; : : : ; 5; 3; 1):
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Since n=6k + 1 is odd, n∈A3;2. Suppose n is the jth entry of A3;2. Then we swap
the jth entries of A2 and A3. Let the resulting rows be A∗2 and A
∗
3 , respectively. Also,
n∈B6;5. Suppose n is the lth entry of B6;5. Then we swap the lth entries of B5 and
B6. Let the resulting rows be B∗5 and B
∗
6 , respectively. After swapping some entries of
k copies of A2 and A3 and k copies of B5 and B6, the row sums of matrix  become
ri()=


0 if i≡ 1 (mod 3);
2n if i≡ 2 (mod 3); 16i6n;
n if i≡ 0 (mod 3):
Now we consider the following three diMerences.
B1;4 =B1 − B4 = (1; 3; 5; : : : ; 2n− 5; 2n− 3; 2n− 1)
= (1; 3; 5; : : : ; 12k − 3; 12k − 1; 12k + 1);
B3;2 =B3 − B2 = (2n+ 1; 2n+ 3; 2n+ 5; : : : ; 3n; 2; 4; : : : ; n− 5; n− 3; n− 1)
= (12k+3; 12k+5; 12k+7; : : : ;18k+3; 2; 4; : : : ;6k−4; 6k−2; 6k);
B∗6;5 =B
∗
6 − B∗5 = (2n− 1; 2n− 3; 2n− 5; : : : ; n+ 2;−n; n− 2; : : : ; 5; 3; 1)
= (12k+1;12k−1; 12k−3; : : : ;6k+3; 12k+2;6k−1; : : : ;5; 3; 1):
If x is an even number and 3k +16x65k, then x is the jth entry of B3;2 for some j.
We swap the jth entries of B2 and B3, and let the resulting rows be Bx2 and B
x
3
respectively. Hence,
15k + 36r(A∗2 + B
x
2 )= 12k + 2 + x617k + 2
and
k + 16r(A∗3 + B
x
3 )= 6k + 1− x63k:
Similarly, if x is an odd number and 3k + 16x65k, then x is the jth entry of B∗6;5
for some j. We swap the jth entries of B∗5 and B
∗
6 , and let the resulting rows be B
x
5
and Bx6 , respectively. Then we have
15k + 36r(A5 + Bx5 )= 12k + 2 + x617k + 2
and
k + 16r(A6 + Bx6 )= 6k + 1− x63k:
After swapping k copies of B2 and B3; and k copies of B∗5 and B
∗
6 for diMerent x
chosen suitably, we obtain k +1; k +2; : : : ; 3k; and 15k +3; 15k +4; : : : ; 17k +2 as row
sums of the resulting matrix .
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Now, we handle the swapping of some entries of B1 and B4. We want to obtain
row sums of the resulting  consisting of 1; 2; : : : ; k and 17k +3; 17k +4; : : : ; 18k +2.
It is clear that we cannot reach our goal if we only swap a pair of entries of B1
and B4.
Let y∈Z and 16y6k. If we can 8nd some pairs (a1; b1); (a2; b2); : : : ; (as; bs) in
B1×B4 such that
∑s
i=1(ai − bi)=y where ai, bi are in the same column of B then we
swap those entries and let the resulting rows be By1 and B
y
4 , respectively.
Hence,
16r(A4 + B
y
4 )=y6k and 17k + 36r(A1 + B
y
1 )= 18k + 3− y618k + 2:
∑s
i=1(ai−bi) is the sum of some entries of B1;4. It is easy to see that for 16y6k and
y is odd, y∈B1;4 (i.e., s=1). For 46y6k and y is even, we choose 1 and y−1 from
B1;4 (i.e., s=2). For y=2, we choose 1, n+2 and 2n−1 from B1;4 (i.e., s=3). Thus
it is possible to 8nd such pairs. After swapping k copies of B1 and B4 for diMerent
y suitably, we obtain 1; 2; : : : ; k and 17k + 3; 17k + 4; : : : ; 18k + 2 as row sums of the
resulting matrix .
Up to now, only 18k + 3 is missing as a row sum. But the sum of the last row of
 is 0= 18k+3. Therefore we retain the last row of . Hence we obtain the required
arrangement.
We use the following example to demonstrate the above proof.
Example 3.1. Consider P3 ◦N7. Then
= (A|B)
=


1 2 3 4 5 6 7 8 9 10 11 12 13 14
7 6 5 4 3 2 1 21 20 19 18 17 16 15
8 9 10 11 12 13 14 15 16 17 18 19 20 21
14 13 12 11 10 9 8 7 6 5 4 3 2 1
15 16 17 18 19 20 21 1 2 3 4 5 6 7
21 20 19 18 17 16 15 14 13 12 11 10 9 8
1 2 3 4 5 6 7 8 9 10 11 12 13 14


0
7
14
0
7
14
0
:
4 5 6 7 8 9 10 11 12 13 14 15 16 17
The last row and the rightmost column in italics are the column sums and the row
sums of , respectively. First, we consider
A3;2 = (1; 3; 5; 7; 9; 11; 13); B6;5 = (13; 11; 9; 7; 5; 3; 1):
Since n=7 is the 4th entry of A3;2, we swap the 4th entry of A2 and A3. Also, because n
is the 4th entry of B6;5, we swap the 4th entry of B5 and B6. 
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becomes

1 2 3 4 5 6 7 8 9 10 11 12 13 14
7 6 5 11 3 2 1 21 20 19 18 17 16 15
8 9 10 4 12 13 14 15 16 17 18 19 20 21
14 13 12 11 10 9 8 7 6 5 4 3 2 1
15 16 17 18 19 20 21 1 2 3 11 5 6 7
21 20 19 18 17 16 15 14 13 12 4 10 9 8
1 2 3 4 5 6 7 8 9 10 11 12 13 14


0
14
7
0
14
7
0
:
The boldface numbers have been swapped. Since
B1;4 = (1; 3; 5; 7; 9; 11; 13); B3;2 = (15; 17; 19; 21; 2; 4; 6);
B∗6;5 = (13; 11; 9; 14; 5; 3; 1):
We have the last version of the matrix 

1 2 3 4 5 6 7 7 9 10 11 12 13 14
7 6 5 11 3 2 1 21 20 19 18 17 20 15
8 9 10 4 12 13 14 15 16 17 18 19 16 21
14 13 12 11 10 9 8 8 6 5 4 3 2 1
15 16 17 18 19 20 21 1 2 3 11 10 6 7
21 20 19 18 17 16 15 14 13 12 4 5 9 8
1 2 3 4 5 6 7 8 9 10 11 12 13 14


20
18
3
1
19
2
21
:
4 5 6 7 8 9 10 11 12 13 14 15 16 17
The italic boldface numbers have been swapped.
Theorem 3.1B. P3 ◦N6k+3 is edge-graceful for k¿1.
Proof. We shall retain the notation de8ned in the beginning of Theorem 3.1A, includ-
ing the matrix A and the column sums of B. Rename the last 3 rows of B by L1; L2
and L3, respectively. Then the set of rows of B consists of k copies of B1; : : : ; B6 each
and L1; L2; L3. From (3.5) and (3.6), CA ∪CB= {15k + 8; : : : ; 18k + 9; 1; : : : ; 9k + 4}.
Thus we have to swap the entries of B such that the set of row sums of the resulting
matrix  is {9k + 5; 9k + 6; : : : ; 15k + 7}. From (3.4) and (3.7), ri()= n for all
16i6n.
First we swap the 8rst entries of all B1 with B3; and the 8rst entries of all B4 with
B6. We denote the resulting rows by B∗1 ; B
∗
3 ; B
∗
4 and B
∗
6 ; respectively. Now,
r(A1 + B∗1 )= 2n= r(A4 + B
∗
4 ); r(A2 + B2)= n= r(A5 + B5);
r(A3 + B∗3 )= 0= r(A6 + B
∗
6 ):
We shall swap entries of the same column between B∗1 and B
∗
4 ; B2 and B
∗
3 ; B5 and
B∗6 . First we look for the following three diMerences:
B1;4 = B∗1 − B∗4 = (1; 3; 5; : : : ; 2n− 5; 2n− 3; 2n− 1)
= (1; 3; 5; : : : ; 12k + 1; 12k + 3; 12k + 5);
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B3;2 = B∗3 − B2 = (−2n+ 1;−n+ 3;−n+ 5; : : : ; n− 5; n− 3; n− 1)
= (n+ 1; 2n+ 3; 2n+ 5; : : : ; 3n− 2; 3n; 2; 4; : : : ; n− 3; n− 1)
= (6k + 4; 12k + 9; 12k + 11; : : : ; 18k + 7; 18k + 9; 2; 4; : : : ; 6k; 6k + 2);
B6;5 = B∗6 − B5 = (n− 1; 2n− 3; 2n− 5; : : : ; 5; 3; 1)
= (6k + 2; 12k + 3; 12k + 1; : : : ; 5; 3; 1):
If x is even and 3k + 26x65k + 1 then x is the jth entry of B3;2 for some j.
Swapping the jth entries of B2 and B∗3 and letting the resulting rows be B
x
2 and B
x
3 ,
respectively, we have
9k + 56r(A2 + Bx2 )= 6k + 3 + x611k + 4
and
13k + 86r(A3 + Bx3 )= 18k + 9− x615k + 7:
Similarly, if x is odd and 3k + 26x65k + 1, then x is the jth entry of B6;5 for
some j. Swapping the jth entries of B5 and B∗6 and letting the resulting rows be B
x
5
and Bx6 , respectively, we have
9k + 56r(A5 + Bx5 )611k + 4 and 13k + 86r(A6 + B
x
6 )615k + 7:
After swapping the k copies of B2 and B∗3 ; and the k copies of B5 and B
∗
6 for diMerent
x suitably, we obtain 9k + 5; 9k + 6; : : : ; 11k + 4 and 13k + 8; 13k + 9; : : : ; 15k + 7 as
row sums of the resulting matrix .
Now, we shall swap some entries of B∗1 and B
∗
4 . We want to obtain row sums of the
resulting  consisting of 11k+6; 11k+7; : : : ; 12k+5 and 12k+7; 12k+8; : : : ; 13k+6.
Similar to the proof of Theorem 3.1A, for y∈Z and 16y6k, we have to 8nd some
pairs (a1; b1); (a2; b2); : : : ; (as; bs) in B∗1 ×B∗4 and ai, bi in the same column of B such
that
∑s
i=1(ai; bi)=y. Then we swap those entries and let the resulting rows be B
y
1 and
By4 , respectively. Hence,
11k + 66r(A1 + B
y
1 )= 2n− y612k + 5
and
12k + 76r(A4 + B
y
4 )= 2n+ y613k + 6:
As in the proof of Theorem 3.1A, for 16y6k and y is odd, y∈B1;4 and 46y6k
and y is even, we choose 1 and y − 1 from B1;4; for y=2 we choose 1, n + 2 and
2n− 1 from B1;4.
Up to now, 11k + 5; 12k + 6 and 13k + 7 are missing as row sums of the resulting
matrix . We have three unchanged rows L1; L2 and L3. We swap the last two entries
of L1 and L3, and denote the resulting rows by L∗1 and L
∗
3 . Then r(A1 + L
∗
1)= 0,
r(A2 + L2)= n and r(A3 + L∗3)= 2n=12k + 6.
Consider L2 − L∗1 = (2n− 1; 2n− 3; 2n− 5; : : : ; 5; 2n+ 3; 2n+ 1). Let z=11k + 5. If
z is odd, then z ∈L2 − L∗1 ; if z is even, then choose 5 and 11k from L2 − L∗1 . After
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swapping the entries of L∗1 and L2 suitably, we have two resulting rows L
z
1 and L
z
2.
Then
r(A1 + Lz1)= 0 + z=11k + 5 and r(A2 + L
z
2)= n− z=13k + 7:
Hence we obtain the required arrangement.
We use the following example to demonstrate the above proof.
Example 3.3. Consider P3 ◦N9. Then =(A|B)
5= (A|B)
=


1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
9 8 7 6 5 4 3 2 1 27 26 25 24 23 22 21 20 19
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
19 20 21 22 23 24 25 26 27 1 2 3 4 5 6 7 8 9
27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
9 8 7 6 5 4 3 2 1 27 26 25 24 23 22 21 20 19
10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27


9
9
9
9
9
9
9
9
9
:
23 24 25 26 27 1 2 3 4 5 6 7 8 9 10 11 12 13
The last row and the rightmost column in italics are the column sums and the row
sums of , respectively. After swapping the 8rst entries of B1 and B3; the 8rst entries
of B4 and B6; and the last two entries of L1 and L3, B becomes
B=


19 11 12 13 14 15 16 17 18
27 26 25 24 23 22 21 20 19
10 20 21 22 23 24 25 26 27
18 8 7 6 5 4 3 2 1
1 2 3 4 5 6 7 8 9
9 17 16 15 14 13 12 11 10
10 11 12 13 14 15 16 26 27
27 26 25 24 23 22 21 20 19
19 20 21 22 23 24 25 17 18


18
9
0
18
9
0
0
9
18
:
The boldface numbers have been swapped. Since
B1;4 = (1; 3; 5; 7; 9; 11; 13; 15; 17); B3;2 = (10; 21; 23; 25; 0; 2; 4; 6; 8);
B6;5 = (8; 15; 13; 11; 9; 7; 5; 3; 1); L2 − L∗1 = (17; 15; 13; 11; 9; 7; 5; 21; 19);
(z=16=5 + 11):
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We have the last version of the matrix B
B=


18 11 12 13 14 15 16 17 18
27 26 25 24 23 22 21 26 19
10 20 21 22 23 24 25 20 27
19 8 7 6 5 4 3 2 1
1 2 3 4 5 6 12 8 9
9 17 16 15 14 13 7 11 10
10 11 12 24 14 15 21 26 27
27 26 25 13 23 22 16 20 19
19 20 21 22 23 24 25 17 18


17
15
21
19
14
22
16
20
18
:
The italic boldface numbers have been swapped.
Theorem 3.1C. P3 ◦N6k+5 is edge-graceful for k¿1.
Proof. We shall retain the notation de8ned in the beginning of Theorem 3.1A, includ-
ing the matrix A and the column sums of B. Let L1; : : : ; L5 be the last 5 rows of B,
respectively. Thus the set of rows of B consists of k copies of B1; : : : ; B6 each and
L1; : : : ; L5. From (3.5) and (3.6), CA ∪CB= {3k + 3; 3k + 4; : : : ; 15k + 11; 15k + 12}.
Hence, we have to swap the entries of B such that the set of row sums of the resulting
matrix plus the matrix A is {1; 2; : : : ; 3k+2}∪ {15k+13; 15k+14; : : : ; 18k+15}. From
(3.4) and (3.7),
ri()=


2n if i≡ 1 (mod 3);
n if i≡ 2 (mod 3); 16i6n;
0 if i≡ 0 (mod 3):
First, we consider the following three diMerences:
B3;6 =B3 − B6 = (1; 3; 5; : : : ; 2n− 5; 2n− 3; 2n− 1)
= (1; 3; 5; : : : ; 12k + 5; 12k + 7; 12k + 9);
B2;1 =B2 − B1 = (2n− 1; 2n− 3; 2n− 5; : : : ; 5; 3; 1)
= (12k + 9; 12k + 7; 12k + 5; : : : ; 5; 3; 1);
B5;4 =B5 − B4 = (2n+ 1; 2n+ 3; 2n+ 5; : : : ; 3n− 2; 3n; 2; 4; : : : ; n− 3; n− 1)
= (12k + 11; 12k + 13; : : : ; 18k + 13; 18k + 15; 2; 4; : : : ; 6k + 2;
6k + 4):
For y∈Z and 16y6k, the approach is same as the proof of Theorem 3.1A by
considering B3;6. After suitably swapping the k copies of B3 and B6 for diMerent y,
we obtain 1; 2; : : : ; k and 17k +15; 17k +16; : : : ; 18k +14 as row sums of the resulting
matrix .
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By considering B2;1 and B5;4 and using a similar approach of the proof of
Theorem 3.1A, we obtain rows Bx1 and B
x
2 for 3k + 36x65k + 2. After suitably
swapping the k copies of B1 and B2; and the k copies of B4 and B5 for diMerent x, we
obtain k +3; k +4; : : : ; 3k +2, and 15k +13; 15k +14; : : : ; 17k +12 as row sums of the
resulting matrix .
Up to now, k + 1; k + 2; 17k + 13; 17k + 14 and 18k + 15 are missing as row sums.
Consider
L2;1 =L2 − L1 = (12k + 9; 12k + 7; 12k + 5; : : : ; 5; 3; 1);
L5;4 =L5 − L4 = (12k + 11; 12k + 13; 12k + 15; : : : ; 18k + 13; 18k + 15; 2; 4; : : : ;
6k + 2; 6k + 4):
Let 5k + 36z65k + 4. If z is odd, then z ∈L2;1. Assume that z is the lth entry of
L2;1. We swap the lth entry of L1 and L2, and let the resulting rows be Lz1 and L
z
2,
respectively. Hence,
17k + 136r(A1 + Lz1)= 12k + 10 + z617k + 14
and
k + 16r(A2 + Lz2)= 6k + 5− z6k + 2:
Similarly, if z is even, then z ∈L5;4. We swap the suitable entries of L4 and L5. Let
the resulting rows be Lz4 and L
z
5, respectively. We have
17k + 136r(A4 + Lz4)= 12k + 10 + z617k + 14
and
k + 16r(A5 + Lz5)= 6k + 5− z6k + 2:
The sum of the row L3 is 0= 18k+15. Hence, we obtain the required arrangement.
Example 3.4. Consider P3 ◦N11. Then =(A|B), where matrix A is
A =


1 2 3 4 5 6 7 8 9 10 11
11 10 9 8 7 6 5 4 3 2 1
12 13 14 15 16 17 18 19 20 21 22
22 21 20 19 18 17 16 15 14 13 12
23 24 25 26 27 28 29 30 31 32 33
33 32 31 30 29 28 27 26 25 24 23
1 2 3 4 5 6 7 8 9 10 11
11 10 9 8 7 6 5 4 3 2 1
12 13 14 15 16 17 18 19 20 21 22
22 21 20 19 18 17 16 15 14 13 12
23 24 25 26 27 28 29 30 31 32 33


6 7 8 9 10 11 12 13 14 15 16
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and matrix B is
B=


12 13 14 15 16 17 18 19 20 21 22
33 32 31 30 29 28 27 26 25 24 23
23 24 25 26 27 28 28 30 31 32 33
11 10 9 8 7 6 5 4 3 2 1
1 2 3 4 5 6 7 8 9 10 11
22 21 20 19 18 17 16 15 14 13 12
12 13 14 15 16 17 18 19 20 21 22
33 32 31 30 29 28 27 26 25 24 23
23 24 25 26 27 28 28 30 31 32 33
11 10 9 8 7 6 5 4 3 2 1
1 2 3 4 5 6 7 8 9 10 11


22
11
0
22
11
0
22
11
0
22
11
17 18 19 20 21 22 23 24 25 26 27
The last rows of matrices A and B in italics represent the column sums of . The
rightmost column of matrix B in italics represents the row sums of . We shall retain
the matrix A and the column sums of B. First, we consider
B3;6 = (1; 3; 5; 7; 9; 11; 13; 15; 17; 19; 21);
B2;1 = (21; 19; 17; 15; 13; 11; 9; 7; 5; 3; 1);
B5;4 = (23; 25; 27; 29; 31; 33; 2; 4; 6; 8; 10):
Therefore, B becomes
B=


12 13 14 15 16 17 18 26 20 21 22
33 32 31 30 29 28 27 19 25 24 23
22 24 25 26 27 28 28 30 31 32 33
11 10 9 8 7 6 5 4 9 2 1
1 2 3 4 5 6 7 8 3 10 11
23 21 20 19 18 17 16 15 14 13 12
12 13 14 15 16 17 18 19 20 21 22
33 32 31 30 29 28 27 26 25 24 23
23 24 25 26 27 28 28 30 31 32 33
11 10 9 8 7 6 5 4 3 2 1
1 2 3 4 5 6 7 8 9 10 11


29
4
32
28
5
1
22
11
0
22
11
Finally, we consider
L2;1 = (21; 19; 17; 15; 13; 11; 9; 7; 5; 3; 1);
L5;4 = (23; 25; 27; 29; 31; 33; 2; 4; 6; 8; 10):
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Hence, we have the last version of the matrix B, the italic boldface numbers have been
swapped.
B=


12 13 14 15 16 17 18 26 20 21 22
33 32 31 30 29 28 27 19 25 24 23
22 24 25 26 27 28 28 30 31 32 33
11 10 9 8 7 6 5 4 9 2 1
1 2 3 4 5 6 7 8 3 10 11
23 21 20 19 18 17 16 15 14 13 12
12 13 14 15 16 17 27 19 20 21 22
33 32 31 30 29 28 18 26 25 24 23
23 24 25 26 27 28 28 30 31 32 33
11 10 9 8 7 6 5 4 3 10 1
1 2 3 4 5 6 7 8 9 2 11


29
4
32
28
5
1
31
2
33
30
3
17 18 19 20 21 22 23 24 25 26 27
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