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SWITCHED
PHASE FOUR FACILITIES
Figure 1.
PHASE FOUR SIMULATION COMPONENTS
Figure 2.
The first ground rule made the second rule mandatory. The GAT 2 
subsystem was very different from the one the CADM software assumed in 
phase 3. Either the CADM software had to change or the GAT 2 had to have 
extensive hardware modifications if the phase 3 subsystem software model 
were not used. Cost considerations ruled out all but the software model 
alternative. The GAT 2 hardware subsystem, except for the thrust lever 
outputs and engine simulation thrust inputs, was ignored by the CADM 
software and by the GAT 2 pilot for the purposes of the system 
demonstration.
Within the constraints of the above ground rules there was complete 
flexibility with the man/machine interface. A large part of the ARL 
PDP-11/40 computing resources was allocated to this interface problem.
The plasma/touch panel interactive display system as well as a voice 
synthesizer was under the control of the PDP-11/40. The operating en­
vironment for the PDP-11/40 was discussed in some detail in the CADM phase 
3 report. The software support specific to the plasma/touch panel and 
voice synthesizer are discussed in this report in later sections. A 
complete description of the operating environment and an overview of the 
software system is included as Appendix A.
In general we were pleased with the interactive display system and 
voice synthesizer. The plasma/touch panel was far from having the 
package required for operation in an actual cockpit, but it did work 
out well in the simulator environment. Using only software modifications 
we were able to make sweeping changes to the master monitor display 
system with little programming time. The display system held up well
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under the vibrations from the GAT 2 motion system. Button size was made 
large enough that all display functions could be manipulated even with 
gloved hands. The voice response system had a definite and unfamiliar 
dialect, but after a familiarization session in which he heard the 
messages two or three times the pilot had no problem in interpreting the 
audio messages being synthesized.
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2.0 PLASMA/TOUCH PANEL MONITOR PROGRAM
2.1 INTRODUCTION
A pilot operating an aircraft needs a simple, efficient way of 
obtaining information about the status of the aircraft and its subsystems. 
He also needs a convenient way to change control parameters, such as 
circuit breakers, electric pumps, and so on. Both the display and control 
problems were addressed by a plasma/touch monitor implementation.
The monitor program not only accomplishes the above objectives but 
does so in a near realtime fashion. That is, any change effected by the 
pilot or CADM will be reflected in the display within one second, under 
normal circumstances. This allows the plot to effectively monitor the 
program’s (CADM) operation, and immediately override if necessary.
2.2 ORGANIZATIONAL OVERVIEW
The display system is organized as 13 pages of static information 
(a page consists of enough information to fill the plasma display) which 
is stored in a data file on the system disk unit. Each page has capa­
bilities for displaying text, lines, circles, and the boundaries of switch 
areas. In addition, each page has pointers to the shared data base, 
which resides in the care memory of the PDP-11/40, so that the current 
variable values will be displayed with each page.
The pages of display are organized in heirarchical structure, with 
six pages at the top level, which are immediately available from any 
other page of display, and seven nested pages of display. A nested
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page is one which is accessible only from certain specified top-level 
pages.
The pilot may select a top-level page by touching the labeled 
switch area corresponding to the desired page on the plasma/touch 
panel. In order to display a nested page, the pilot must first display 
the proper top-level page, and then he can select the appropriate nested 
page. Each top-level page has the capability to branch to any of three 
nested pages, in addition to being able to branch to any top-level page 
including itself.
This type of control breakdown may seem confusing at first, but 
because of this type of organization, a minimum amount of area on the 
plasma panel is devoted to switches for branching purposes. This allows 
for most of the area of the plasma panel to be used for the display of 
data.
Each top level page contains information about a specific aspect 
or subsystem of the aircraft. Examples are flight plan, fuel, engines, 
and hydraulic system. Associated nested pages contain more detailed 
information about a subsystem.
The pilot can also change control parameters on a page, such as 
circuit breakers or fuel pumps, by touching the appropriate switch area 
on the panel. Variables or control that a pilot could not change in a 
real aircraft cannot be changed in the display program. This excluded 
items like Gremlin-induced failures on the engine or fuel pumps from 
appearing on this display.
2.3 INFORMATION DESCRIPTION
Three different types of information display pages are in the program. 
They are the subsystem pages, the failure monitor page, and the flight 
plan page ( Appendix A ). The subsystem pages comprise the bulk of the 
information (10 pages) and display such things as engine thrust, fuel 
flow, circuit breaker states, etc. The displays indicate the state of 
the variable with messages such as "ON", "OFF", "EMPTY", or a numerical 
value. The state of a control parameter is indicated with messages such 
as "POFF", "C ON" where "P" means the pilot initiated the action, and 
"C" means CADM software initiated the action.
The failure monitor page displays the last ten messages sent to the 
pilot from the CADM program. It is used to inform the pilot of CADM’s 
actions. A switch which enables the pilot to control CADM level of 
participation is also provided. The CADM program has three modes of 
operation: OFF, MONITOR, and ON. When OFF, the program is in an idle 
mode: in the MONITOR mode, CADM observes the subsystems, but makes no 
changes and sends no messages to the pilot. When the program is ON,
CADM will attempt to correct what it concludes is a malfunction or 
inconsistency in the data, and notifies the pilot of its actions through 
the failure monitor page, flashing message line on all pages, and verbally 
through the voice synthesizer. It will also tell the pilot if it has 
solved the problem. If it cannot CADM displays a message telling the 
pilot the problem has been passed to him.
The flight plan page is a static textual display. It is simply 
a sample flight plan, and was included to make the user aware of the
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possibility of using the plasma/touch monitor as reference or check 
list display. No pilot changeable data is presented on this page.
Every page of display contains two additional pieces of information:
1) a time indicator to let the pilot know the simulation is active and
2) the last message that CADM sent to the failure monitor program. This 
message will appear for ten seconds and disappear totally or be replaced 
by another message.
2.4 CHANGING A CONTROL PARAMETER
Control parameters can be changed by the pilot if the page being 
displayed includes the control in question. The pilot simply touches 
the appropriate plasma panel switch to change a control. Usually the 
switch and the status indicator occupy the space on the panel. This 
makes the rule for changing states very simple: Touch the sensor you 
want to change. Since most control parameters are represented by binary 
variables, touching the panel once will cause the control to change to 
the desired state.
Some variables have three states, such as the intertank fuel pump.
In this case, the pilot may have to touch the panel a maximum of two times 
to bring about the desired change of state.
The display program itself does not actually change the state of 
the variable, but rather sends a request for a change to the subsystem 
simulation running on the DECsystem 10 at CSL, which then makes the actual 
change. In this manner the displayed state of a variable follows its 
state in the shared data base within a short time delay.
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As a result of the utilization of this technique for changing a control 
parameter, it is possible for up to 15 seconds to elapse between the 
initiation of the change by the pilot and the reflection of the change in 
the display. Therefore the pilot cannot be sure that the program 
received his request for a change. In order to remedy this problem, the 
new state is displayed for approximately one second after the pilot 
activated the switch to confirm the reception of the pilot’s request.
After that time, the old state is again displayed until changed by the 
subsystem simulation residing in the DECsystem 10.
2.5 CONCLUSIONS
The monitor display program is capable of operating in a near real 
time manner, and was slowed mostly by the reaction time of the DEC 
system 10 simulation. However this reaction time would roughly correspond 
to the initial time for the actual aircraft subsystem when it is asked 
to change valve and pump states. So the delay time represents a problem 
for aircraft display system designers also. The plasma/touch monitor pro­
gram is flexible enough that with the aid of a display editor program, 
the entire display system can be modified with no material change to 
display software drivers. What is changed is the source data to the 
driver programs, via the display editor.
The interactive display with hierarchical information retrieval 
has potential for use in aircraft information systems. All the benefits 
of a central display, reduced cost of building displays, reduced power, 
weight, and real estate consumption, are present. By coupling the
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keyboard to the display surface the amount of panel space is reduced 
even further. The concept of a touch panel which utilizes the breaking 
of light beams means that the virtual keyboard is suitable to gloved 
hands.
The basic trade off a display designer makes is how much information 
to put on a display page before the negative effects of too much clutter 
appear. The second tradeoff is how deep in the hierarchy should an item 
of information be placed. The deeper it is, the more time and effort 
needs to be expended by the pilot to retrieve it. For this demonstration, 
the pilot needed to access a maximum of two display pages to obtain 
the desired information. The times for the erasure of an old page and 
the writing of a new page were on the order of two seconds, so that a 
typical two-step access time of about four seconds was encountered.
The big saving grace with the plasma/touch panel is the fact that 
if the display does need to be changed, it can be modified much as a 
programmer would modify a source code for a program. There is no 
requirement to make hardware changes to switches or buttons on the 
cockpit panel area.
The disadvantages of the central display system are also present.
If the display system fails you lose all information on the plasma/touch 
panel monitor. Not only do you lose information, but you lose the 
ability to control those items under the control of the touch panel since 
the outlines of the buttons are no longer available. Conversly the loss 
of the touch panel means loss of the ability to control the displaying 
of different pages of information. There is no tactile feedback from a
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touch panel other than the glass surface back pressure, so the feedback 
must come from an audio beeper and changing display symbology. The 
current state of the art in plasma panel technology will allow a panel 
to go airborne, but it has a washout problem in high ambient light.
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3.0 PLASMA/TOUCH PANEL AND VOICE SYNTHESIS SOFTWARE SUPPORT
3.1 INTRODUCTION
Three primary means of PILOT-CADM communication were a plasma 
display panel, a touch panel, and voice synthesis. The plasma panel is 
a 8-1/2 inch square display containing 262,144 individually addressable 
points (512x512). This unit provides full graphics capabilities. The 
touch panel is a 16x16 grid of light-emitting diodes and photocells 
which returns the location of a finger pointing at the display with a 
resolution of 256 locations. The audio warnings used for the Computer 
Aided Decision Making project were created and managed by the PDP-11/40 
at Aviation Research Lab and are spoken with the aid of a VOTRAX Audio 
Response System (voice synthesizer) operating in direct memory access 
(DMA) mode.
In order for these devices to be of maximum usefullness, an easy 
interface with the FORTRAN program code is necessary. It is highly 
desirable to provide the FORTRAN programmer with a set of FORTRAN- 
callable MACRO-11 (assembly) subroutines that take care of the esoteric 
interface with the device controllers. The FORTRAN programmer can then 
concentrate on his problem-solving application. The preceeding section 
describing the plasma/touch monitor is a good example of this division of 
programming labor. This section describes the subroutines created.
3.2 GRAPHIC SOFTWARE SUPPORT
To facilitate the use of the plasma panel display, routines have 
been written which allow straight lines, continued lines, individual
points, circles and broken lines to be plotted. A special high speed 
individual point mode is provided by the controller. Displays may be 
easily translated through the use of CALL OFFSET which loads the base 
adders of the display controller. The values loaded into these base 
adders are added to all future controller address calculations. Panel 
positioning routines are used to specify where on the display both user 
and system defined characters are plotted. Available functions include 
fine grid addressing (0-511,0-511), coarse (character-oriented) grids 
for both the 7 x 9  and 8 x 16 character matrices, and control functions 
such as tabs, line feeds and sub- and superscripts.
Two predefined character sets are available to a programmer. Those 
contained in a read-only memory in the controller and those defined in 
the subroutine package are the two alternatives. The read-only memory 
contains upper and lower case characters based on a 8 x 16 matrix. An 
option to plot in upper case only has been provided. Also, the PLATO 
character codes may be used directly rather than perform the usual ASCII 
PLATO conversion. A 5 x 7 character set (in a 7 x 9 matrix) is defined 
in the subroutine package itself.
3.3 TOUCH PANEL SOFTWARE SUPPORT
Data input from the touch panel is made available to FORTRAN 
programs by the operating environment (see Appendix A) in the form of 
two four-bit coordinates, (0-15, 0-15). A subroutine package written 
in FORTRAN was used to allow the display programmer to deal with the 
touch panel in terms of flexibly defined areas, instead of single points
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This package was modeled after a similar part of the general purpose 
plasma panel graphics package developed at ARL. Each area is defined 
with a subroutine call which gives the four boundaries of a rectangle.
The touch areas are numbered according to the order of their definition. 
The search for an area which includes a touched point also follows this 
order. Since the area of a touch is considered to be the first one that 
includes the touched point, concave touch may be specified by defining 
intersecting rectangles in the proper order.
3.4 VOICE SYNTHESIS
The warnings correspond to the fifty-six possible failure messages 
explained in section 2 of this report. Since the voice synthesizer 
accepts as input binary codes representing the basic human phonemes, it 
was necessary to create the strings beforehand and provide for some 
minor handling of them.
The first step in designing these strings was to make a dictionary 
of all the words in the messages (forty-four total) and use a pronouncing 
dictionary (Kenyon, 1951) to obtain the International Phonetic Alphabet 
(IPA) equivalents. The IPA representations were then mapped to their 
equivalent VOTRAX codes (Elovitz, 1976). This done, a phoneme editor 
was used on the PDP-11/40 system to put these codes together into a 
dictionary of phoneme strings. The output of the editor could then be 
transferred to disk memory and read by a program which produced a binary 
representation of the words in fixed length records of fourteen words 
each.
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The messages were coded into a disk file with the codes corresponding 
to the dictionary entries comprising them (a script). Yet another program 
read this script and the dictionary and pieced together the messages into 
the final data base file in fixed length records of forty-two words each.
The building program also had facilities for minor patching of the messages 
and outputting them to the synthesizer.
The subroutine VINIT is called by the CADM main program at startup 
time. Its job is to read the entire CADM message data base into core 
storage from disk so that there is no system overhead in accessing the 
messages. VINIT also performs certain other initialization tasks, and 
is not called again during the program run.
The subroutine VOCAL has the job of keeping track of the warning 
messages coming from the DECsystem 10 and deciding when they should be 
spoken. On completion Gf each transfer from the DECsystem 10, VOCAL is called 
from the main program. It copies the current message from the CADM 
data base into its internal storage. To identify each message, both the 
time of message and the message code are checked. This is necessary so 
that a given message will not be spoken more than once.
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4.0 AIRBORNE IMPLEMENTATION
4.1 INTRODUCTION
The purpose of this study was to show the feasibility of using 
computer-aided decision-making in assisting a pilot, but the ultimate 
goal is to implement it onboard an airplane. Due to the obvious 
weight and size limitations of an onboard computer system the present 
implementation is unsuitable. However, the determination of what is 
actually required is not straightforward because of the programming 
language used. Since specific airborne requirements cannot be determined, 
this section relates typical data of the present system and trends that 
can be expected in another implementation.
4.2 THE CADM SYSTEM
The present CADM system is composed of a set of interacting programs 
which appear to be running independently due to a timesharing system.
The main components of the CADM system are the aerodynamics simulation, 
subsystem simulation, pilot interface programs (master monitor display, 
vertical situation display, and controls), shared data base, manager, and 
the main CADM program. The aerodynamics and subsystem simulations need 
not be considered here because they would be replaced by the real sensors 
and systems in the airborne case. The pilot interface programs are 
written in FORTRAN, BLISS, or assembly language and would be specifically 
redone for a particular set of controls and displays. These would not 
present much difficulty due to their extensive coverage by other studies.
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The shared data base and manager could be incorporated into the main 
CADM program where the complications arise.
The main CADM program was written in LISP and many of the same reasons 
for, and advantages of, this choice of language make it difficult to 
specify and compare requirements. Since much of the program is decision 
making, the artificial intelligence approach was used, and LISP was 
selected. Its capability of using pattern directed procedures, and 
generating its own new procedures make it suitable for this complex and 
incompletely specifiable problem of computer-aided decisions. It is 
this same capability that makes it difficult to specify the requirements 
necessary to implement a system using LISP. First of all, LISP’s ability 
to generate its own code means that one cannot determine the amount of 
storage needed precisely, but in that it can also delete its sections no 
longer needed (called garbage collection), some general limitations can 
be determined. Similarly, run times and instruction rates have little 
meaning because each occurance of a failure is interpreted in a different 
light. By design, CADM logically evaluates a possibly incomplete set of 
situational data and reaches a decision on the basis of that data and 
its own record of past events. The decision time is a more realistic 
factor than instruction rate since the execution time is a function of a 
variable number of self generated instructions, present situation, and 
past history. Even comparisons of the decision time are of limited 
value because the program appears as non-deterministic. The fact that 
LISP is now being run primarily in the interactive mode also clouds 
comparisons, since an airborne version would be mostly compiled. Thus,
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due to the nature of LISP in its present implementation, only general 
trends can be used in considering an airborne system.
4.3 PRESENT STATE OF THE SYSTEM
The CADM program and its related programs are presently being run 
via timesharing on a DECsystem-10. This machine has 1 microsecond core 
memory and a typical fixed point add time of 1.5 microseconds. The 
LISP program is used interactively ie., it is not compiled as a unit, 
but is converted to DEC assembler as required by the machine. This is 
a major source of time loss since LISP is not readily adapted to a 
language such as assembler and furthemore, no efficiency is gained by 
special compiling techniques.
In order to evaluate the relative amount of code executed the 
CADM program was modified to stop and print out the elapsed CPU time 
each time it accessed the data base. CADM begins a proposed solution 
or otherwise removes each problem before accessing new data, thus 
forming its basic cycle. This decision time is not necessarily the time 
required to correct a given error, but is the time taken by CADM to 
evaluate the situation, decide its course of action (generating the 
appropriate procedures), and initiate its proposals. For many correction 
procedures, CADM must then wait for the airplane to react; i.e., valves 
can be turned on immediately, but fuel flow must be established before 
the engine can be restarted.
The program was run and the decision time was noted for many 
conditions and error situations, but only relative differences are
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Case 
No new data
New data with no changes 
Simple errors as reset breaker 
Flameout - Single engine 
Both
Restart
Fuel starvation (valves off)
Fuel starvation by pilot
(Problem passed to pilot)
Fuel system check - CG off
Empty tanks
Check breakers + turn 4 valves
Left engine - fuel starved
and right engine - fire
Time (Seconds) 
0.1 
0.3 
0.6 
1.0
3.0 
0.6
2.1
2.0
2 . 6
3.0
3.3
4.1
Figure 3.
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significant. The actual values varied about 10 percent between runs 
so averages or approximations are given.
The first case in Figure 3 is one in which CADM is inactive or the 
data base has not been updated. In the second case, CADM has scanned 
the data base and found no new information, thus 0.3 represents the 
simple waiting cycle. Simple changes such as resetting a circuit breaker 
or pushing the restart require a 0.6 second cycle. More drastic corrections 
require typically 1 to 4 seconds. Cases of deliberate pilot action usually 
are resolved by turning the problem over to the pilot and are handled 
faster than corrections analyzed by CADM. Moving valves typically 
takes longer because circuit breakers and the electrical system must be 
checked before the valve can be changed.
Garbage collection automatically occurs whenever self generated 
procedures have used up the allotted storage. In this case the basic 
listing requires approximately 24K of the 32K which is allotted, and 
takes 1.7 seconds to clear itself periodically. Note that less storage 
could be used but would require more frequent garbage collection.
4.4 OTHER IMPLEMENTATIONS
The programming for this project was done to demonstrate the feasibility 
of CADM and accomplish it with the fewest complications. As a result, 
no attempt was made to optimize the code or make it run efficiently.
The primary example is that LISP was used interactively whereas a compiled 
version would require less storage and execute faster. The nature of 
LISP also allows a tradeoff between exectuion time and amount of code, 
which was not considered during this project. It was not necessary to
achieve faster results because even with the aerodynamics updated 
approximately each second, CADM’s response of .5 to 4 seconds was 
sufficient to be realistic.
The results herein give a general idea of the requirements to 
implement the present program on a system similar in speed, architecture, 
and instruction type to the DECsystem-10. Although it would be possible 
to implement such an airborne system, a much better approach could be 
taken. Considerable improvement could be made without drastic changes 
by optimizing the code and using the compiled version with sections in 
assembler. However the resulting system would still be limited by the 
hardware in that it could not easily be modified or expanded. The best 
solution would be to develop a special architecture and a dedicated 
system designed to more directly implement an artificial intelligence 
language such as LISP.
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This report deals with work done primarily between March 1975 and 
March 1976 at the Aviation Research Laboratory at the University of 
Illinois in preparation for phase four of the CADM contract. An overview 
of the software for the phase four demonstration is included at the end. 
In this phase, the flight simulation, along with some closely associated 
computation, was moved onto hardware at ARL. The CADM programs were 
still run on the DECsystem 10 at CSL, and the communication with the 
DECsystem 10, as well as the simulation-related computation was performed 
on a PDP-11/40 minicomputer at ARL. In particular, it is the software 
written for the PDP-11/40 that is the primary subject of this report.
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Introduction
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Shown in Figure 4 are the hardware facilities at ARL. Early plans 
for phase four included connection to CSL through a synchronous 9600- 
baud modem, a DU-11 synchronous interface, and a KG-11 block check 
arithmetic device for error detection. Later developments modified 
this such that the telecommunications with CSL were to be done with a 
Bell 202-D asynchronous modem and a DC-11 modem interface.
Several DR-11 general device interfaces were used to make the 
connections for data transfer between the PDP-11 and external devices. 
Each of the DR-11 interfaces consists of enough logic to transfer 
16-bit words in two directions, and to handle the protocol of the 
PDP-11 Unibus. A DL-11 is a character-oriented device used to control 
a local terminal.
A plasma panel was one of the primary means of communicating with 
the pilot. A graphics-oriented controller built at ARL was used to 
drive the plasma panel. This controller is capable of reading lists 
of encoded commands from the core memory of the PDP-11/40, and executes 
these commands by selectively turning on, or turning off individual 
points of the 512 x 512 dot matrix of the panel. Closely associated 
with the plasma panel is the touch panel. This is a 16 x 16 matrix of 
light beam sources and sensors. The combined effect of the plasma/touch 
panel is to allow a display to be piece-wise constructed and modified 
on the plasma panel, and to let a program on the PDP-11/40 sense when 
the pilot points to, or touches a specific part of the display. As
Hardware Configuration
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another means of communicating with the pilot, a Votrax speech synthesizer 
generates the phoenemes to pronounce messages to the pilot. There are 
a number of other I/O devices connected to the PDP-11/40, most notably a 
VT05 video console terminal, and a RK11 cartridge disk controller with 
two disk drives. The disks and the terminal are used mainly as support 
to the operating system, and for program development. These were also 
used for loading and initializing programs for the simulation, but 
their actual use during the course of the simulation was limited. The 
disk is used in constructing some tables for display to the pilot, 
and the VT05 is used to notify the operator of error conditions in the 
simulation.
Finally, a few words may be in order about the architecture of the 
PDP-11/40. This is shown in a general way in Figure 5. The PDP-11 
processor has a 16-bit address field, byte-level addressing, and two 
8-bit bytes per word. This gives a virtual 32K word address space.
The Unibus, which connects the processor both with core memory and with 
I/O device interface registers, has an 18-bit address field. The box 
labeled "MM" is the memory management unit, which allows the 2**16 
address space of the processor to be mapped onto any part of the 2**18 
address space of the Unibus. Upon hardware initialization, and unless 
specifically altered using the memory management hardware, the low 28K 
word addresses of the processor are mapped onto the low 28K word address 
of the bus. These are usually core memory. The upper 4K word addresses 
of the processor are mapped onto the upper 4K word addresses of the bus, 
which are the I/O device registers.
UNIBUS
Figure 5. PDP-11 Bus Architecture
PDP-11/40 Functions
As mentioned in the introduction, one of the major functions of 
the PDP-11/40 during the simulation was to maintain communications 
between the various facilities at ARL and CSL. In some cases, this 
amounted to sending a continuous stream of a set of current values along 
a one-way channel. In other cases, only exceptional data, i.e. a change 
in a variable, or an error condition, was sent. In any case, it is of 
great advantage to be able to easily alter the specifics of the 
communication format, such as the content, or the frequency with which 
updates should be sent. Experience has shown that these can vary from 
one day, or one hour, to the next during stages of development.
In addition to providing communication, the PDP-11/40 was to 
perform a number of computations closely associated with the simulation 
itself. One of these tasks, for instance, was to provide the CADM-pilot 
interface, as MASTER MONITOR did in phases two and three. Several 
people contributed to the software system for the PDP-11/40. A well- 
defined, proven interface between these sub-tasks was then necessary, 
for this reason, as well as many of the standard arguments for higher- 
level-language programming, we decided to write as much of the software 
as possible in FORTRAN. Much of the work that has been done has been 
in the direction of creating an environment, using assembler language 
routines, which would enable FORTRAN programs to perform the above 
functions. (See Figure 6.)
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I I /  40 SYSTEM
Figure 6.
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Du ring the course of the simulation, and invisibly to the FORTRAN 
programs, a record of the significant events in the simulation was to 
be kept. This record, or log, would contain such information as which 
subprogram was accessing which common variables, what I/O operations were 
occuring, the order in which events were taking place, and samples of 
certain critical variables. A set of the most recent 128 log entries 
was kept available at all times, and could be examined at the end of 
the simulation. This was especially useful in case the software failed, 
because the log could be examined to determine the events leading up to 
the failure.
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During the simulation itself, very little external software support 
was necessary. During program development, however, and for the purposes 
of loading and starting programs, the aid of a host operating system 
was next to essential. We were running under RT-11, supplied by Digital 
Equipment Corporation. RT-11 is a small, fast operating system designed 
for real-time applications. It is a foreground-background system, 
that is, two tasks may be supported simultaneously. The foreground task 
always executes if it is not blocked, otherwise the background task may 
execute. RT-11 also provides primitives for inter-task communication 
and synchronization.
The working environment is provided to FORTRAN primarily through a 
subroutine called MOVER. Critical variables in the simulation were kept 
in a Shared Data Area, and could be accessed through calls to MOVER. 
Likewise, calls to MOVER were used to initiate I/O operations in a 
device-independent manner.
Each call to MOVER could result in the generation of a log entry. 
This depended on whether a switch on the PDP-11/40 console was set, so 
the log facility of MOVER could be turned on and off at will during the 
simulation. The log entries were sent to the background as messages. 
Running in the background was a program called CORLOG which maintained 
the log. As shown in Figure 5, all processor references to internal 
memory are mapped through the memory-management (MM) hardware. The 
log was kept in core memory that was protected by the memory-management
Software Configuration
-34-
hardware, thereby guaranteeing that the log would survive nearly any 
software crash. Yet another background program, RECOV, could be loaded 
and run which formatted and printed the log on the line-printer.
-35- 
MOVER Internals
Figure 7 shows some sample calls to the MOVER module. In parts a) 
and b) MOVER is called with seven parameters. The first parameter 
identifies the subprogram and the statement-within-subprogram of the call 
for purposes of the log. The next five indicate the source, destination, 
and length of the data to be moved. The last parameter is a returned 
value that is a serially assigned transaction number. Each of the source 
and destination could be specified as local variables, Shared Data Area 
variables, or an external device. In Figure 7 , six values are to be input 
from the DECsystem 10 (device TI) and placed in the Shared Data Area, 
starting at index location 3.
If both the source and destination were internal to the PDP-11/40, 
the data was moved, a message was constructed and sent to the background, 
and a return was made to the calling FORTRAN routine, the desired function 
having been accomplished. If, on the other hand, the transaction involved 
an external device, the return to the calling FORTRAN routine was made 
once the I/O transaction had been initiated and entered in the active 
queue. (See Figure 8 .)
While execution of the FORTRAN routine continued, the I/O transaction 
was serviced by interrupt routines. The FORTRAN routines could check 
on the completion status of a previously issued transaction as in line c) 
of Figure 7. The parameter ITNUM was returned as zero if the transaction 
had completed, and was unchanged otherwise. When the interrupt routine 
for a device completed a transaction, the queue element for that 
transaction was removed from the active queue and placed in the completed
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INTEGER VAR, DEV, SDA, TI, TO, RI, RO
DATA VAR/O/, DEV/1/, SDA/2/,Tl/0/,IDO/O/,IDI/1/
DATA TO/l/,Rl/2/,RO/3/
C MAIN PROGRAM FOR CADM 11/40 ROUTINES 
C
C INITIALIZATION 
C
CALL QINIT
a) CALL MOVER(ID1,DEV,TI, SDA,3,6,ITNUM)
GO TO 50
10 CONTINUE
b) CALL MOVER (ID0,DEV,TI,SDA,3,6,ITNUM1)
C TWO TRANSACTIONS ALWAYS ACTIVE
CALL INTRUD 
CALL GAT 
CALL WAIT(60)
c) 50 CALL CQUE (ITNUM)
IF (ITNUM .NE. 0) GO TO 50
CALL LOGCOM
CALL FCQE
ITNUM=ITNUM1
GO TO 10
END
Figure 7. Sample Mainline Program
I
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Figure 8. Program and Data Component?
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queue. Two more routines were available to the FORTRAN programs: LOGCOM 
and FCQE. For each element in the completed queue, a log message was 
built and sent to the background signifying the completion of the 
transaction. FCQE returned elements in the completed queue to the free 
pool.
It may seem that it would be more straight-forward to send the 
completion message directly to the background task from the interrupt 
routine that completes the transaction, and thereby remove the need 
for the intermediate completed queue. The problem here was that the 
message facility is provided by the RT-11 operating system. Such system 
requests are not, in general, supported from within interrupt routines, 
since they are not, themselves either foreground or background tasks, 
but are instead another class of hardware-scheduled (i.e. interrupt) 
tasks. Furthermore, it was necessary to act in accordance with the rules 
set down by RT-11, since RT-11 and the FORTRAN runtime system were still 
being used to perform some input-output functions to disk and the console 
terminal.
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1/0 Specifics
One of the major objectives in the design of this system was to 
give the FORTRAN foreground program enough power to exercise the required 
control over a variety of I/O devices without being unnecessarily 
concerned about the specifics of any device. In general, an I/O device 
was considered to be a one-way serial sender or acceptor of data. Two- 
way devices were thought of logically as two separate devices. Associated 
with each device was an initialization routine and an interrupt service 
routine. The initialization routine was called as each transaction was 
started. When the interrupt routine completed a transaction, a new one 
was started from the active queue if one was pending. Otherwise the 
interrupt routine became inactive. Especially for input devices, it was 
advantageous to keep at least one transaction pending at all times.
Through the initial stages of development, quite a variety of devices 
were in use with MOVER.
DECsystem 10
Our first attempt at I/O through MOVER was with the DECsystem 10 
at CSL through a remote-terminal line. The devices were operated by 
sending and receiving ASCII characters. The two devices were called 
TI and TO, for input and output, respectively. On the DECsystem 10, 
a FORTRAN program did I/O to what looked like a user terminal in fixed 
field format. In going from the DECsystem 10 to the PDP-11, each block 
of data was sent as a synchronizing character followed by a fixed
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field (15 in FORTRAN) of numerals. The five numerals were sufficient 
to represent all the values of a 16-bit PDP-11 word. A second special 
character was used to preface each numeric field, since non-printing 
filler characters are sometimes sent between lines by the DECsystem 10 
terminal facilities. Including the non-printing characters, 8 to 10 
bytes are sent across the line for each 16-bit value transmitted.
Values were sent to the DECsystem 10 by converting them to decimal 
numerals and "typing" them in to a FORTRAN program on the DECsystem 10.
This is essentially the same scheme that was used for communication between 
the DECsystem 10 and the PDP-11 as CSL for phase two. At 1200 baud, 
the effective data transfer rate is less than 14 words per second in 
each direction.
The original plans for phase four of CADM called for a 9600-baud 
synchronous link to the DECsystem 10. Using this hardware, the plan 
was to continuously send fixed sets of current values of all the 
relevant variables. Since the synchronous communication facilities would 
be operated in transparent mode, a data transfer rate of over 500 16-bit 
words per second could be had in each direction. This would have been 
adequate with a very simple protocol, and with very little data packing 
and unpacking. Since it became apparent that the synchronous hardware 
would not be available, the following scheme was devised to get an 
improved effective data transfer rate using the asynchronous hardware, 
and with a reasonably limited investment of time and effort.
First, instead of transmitting ASCII numerals, a set of 64 printable 
characters was used, giving, in effect, a radix 64 number system, shown
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in Figure 9. A full 16-bit value could then be transmitted with three 
ASCII characters, giving an effective data rate of over 36 words per 
second. Also, considerable packing of data was done. Since three six-bit 
values give two more bits of information than necessary for a 16-bit 
word, the length (one, two, or three characters) of a word-value could 
be encoded with the data. For instance, four boolean values which fit 
logically together could be encoded with the length (one) and sent 
efficiently as a single character. Otherwise, it would be necessary to 
encode all information into packages of 16 relevant bits. The advantage 
of this six-bit scheme is that it allows the use of the standard terminal 
I/O facilities on the DECsystem 10, accessible to the higher-level 
programming languages.
The anticipated data transmission requirements were such that a 
fixed set of values was transmitted from the DECsystem 10 (device TI) 
to the PDP-11. The set of values was a list of contiguous values in the 
PDP-11 Shared Data Area. These were sent in a block that is begun with 
an ASCII <line-feed> character, and terminated by an ASCII <carriage 
return>. Each word-value consisted of one to three characters. Data 
transmission to the DECsystem 10 (device TO) only took place only when 
there was a change in the values of certain variables. The message 
block was delimited by a <line-feed> and a <carriage return>, but 
consisted of two characters to specify an index, and one to three 
characters for a value.
15 10 9 5 4 0
0 25 26 27 28 29 30 31
a ... Z < ( [ { - /
32 57 58 59 60 61 62 63
A z > ) ] } + \
DATA DATA DATA
DATA I DATA I DATA
15 9 5 4 0
DATA DATA
DATA DATA
15 5 4 0
n DATA
\
0 DATA
<LF> 
[Value I ] 
[Value 2] 
[Value 3] 
•
[Value n ] 
<CR>
<LF>
[index Value] 
[Data Value]
<CR>
1
■p-
ho
I
SI X-BIT CODE 16 BIT WORD VALUES FROM TO
PDP-IO PDP-IO
Figure 9. Data Coding Scheme
Plasma Touch Panel
A general purpose plasma panel graphics package developed at ARL 
was adpated for use in the phase four demonstration. The purpose of 
this modified package was to transform a set of subroutine calls (e.g. 
CALL LINE (XI, Yl, X2, Y2), to draw a line from (XI,Yl) to (X2,Y2) into 
the necessary command words for the plasma panel controller. CALL 
WRITE ("string"), to display a string of text and CALL AT(X1,Y1), to 
position the hardware cursor, are typical of the level of commands 
present. Pictures of the set of displays used for the demonstration are 
included in Appendix C. On 8 1/2" x 11" paper, these are very close 
to the size of the actual displays.
The controller commands were sent to the plasma panel (device PP) 
using MOVER. These were circularly buffered, and read under direct 
memory access control by the hardware. The lengths of the command 
lists and the timing considerations were such that buffer sizes of up 
to 2 to 3 K words could be used to advantage. It was possible, however, 
to get by with considerably less than that.
A request for data from the touch panel (device TP) is more easily 
done. The controller just indicates that data is available when the 
screen has been touched the x- and y- coordinates are then presented 
in a register. Data input from the touch panel was made available to 
FORTRAN programs by MOVER in the form of two four-bit coordinates,
(0-15, 0-15). A subroutine package written in FORTRAN was used to allow 
the display programmer to deal with the touch panel in terms of flexibly 
defined areas, instead of single points. Each area is defined with a 
subroutine call which gives the four boundaries of a rectangle. The
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touch areas are numbered according to the order of their definition.
The search for an area which includes a touched point also follows this 
order. Since the area of a touch is considered to be the first one 
that includes the touched point, concave touch areas may be specified 
by defining intersecting rectangles in the proper order.
GAT-2
The data flows to and from the GAT-2 control circuitry (devices 
RO and RI, respectively) consisted of just a two-way transfer through an 
analog-digital convertor. A time delay was put into the handlers for 
these devices so they would not be activated more often than about once 
each second. That is, when an input or output transaction was requested 
from one of these devices, even though the action took only a few micro­
seconds, the handler would not signify its completion until up to one 
second later. The purpose of this was to keep these devices from 
consuming an unnecessary amount of processing time and, indirectly, 
other communications, since changes in the GAT-2 variables had to be 
reported to the DECsystem 10.
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Example
In the Summer of 1975, we set out to construct a demonstration that 
would exercise the major facilities of the PDP-11/40 system. The 
following scheme was designed: Positional data for a primary aircraft, 
and some number of intruder (traffic) aircraft, was generated by the 
DECsystem 10 in real time. This positional data was such that the 
primary aircraft flew around a pre-defined course. The data on the 
airplanes’ positions was sent to ARL on the asynchronous telephone line 
as ASCII numerals. A map of the course, along with the positions of 
the moving aircraft was displayed on the plasma panel. Figure 7 is 
the FORTRAN mainline code used for this demonstration. The subroutine 
GAT drew the course and the primary aircraft (seen as a triangle). INTRUD 
drew the intruder aircraft (squares). NORMAL and QINIT performed some 
system initialization. A picture of the display is shown in Figure 10.
PLASMA PANEL DISPLAY
I
-O
O'
I
Figure 10.
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Remarks
The overall software system design has shown itself to be a good 
one. The I/O system has survived sweeping changes in the specifications 
of the data transfer for the phase four demonstration. Our initial 
plans to have a large number of tasks close to the simulation performed 
on the PDP-11/40 were pared somewhat. Given this knowledge, a somewhat 
simpler system might have been designed. The ideas of keeping important 
variables in a Shared Data Area, and keeping a log of the simulation 
have shown themselves to be valuable debugging tools. The extra 
execution time required for these was not a problem.
In the final stages of preparation for the phase four demonstration, 
hardware difficulties made it necessary for us to work with less core 
memory than we had originally planned. The result of this was that we 
had to replace the foreground-background RT-11 monitor with a smaller, 
single job monitor. This meant abandoning the log facility, which was 
no longer as necessary as it had been earlier. The total effect was 
not too significant.
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Final Software Overview
In this section a global view is given of the set of programs 
running on the PDP-11/40 for the system demonstration. The table below 
gives a breakdown of the major software components.
COMPONENT SIZE (K words)
RT-11 1.96
FORTRAN Runtime 4.41
MOVER (op. env.) 3.29
Interactive Display 6.34
Mainline 0.57 
Utility
Plasma Panel 0.84
Touch Panel 0.40
Votrax 3.12
DECsystem 10 (UNPAK) 1.56
TOTAL 22.52
The entries "RT-11" and "FORTRAN" represent a more-or-less fixed 
overhead for the resident operating system and the FORTRAN support 
system, respectively. The next is for the MOVER operating environment, 
which is described above. The "Interactive Display" entry represents 
the set of routines and data used to display information on the plasma 
panel, and to interpret the pilot’s responses. These were all written
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FORTRAN and, except for telecommunications were the main purpose of 
the PDP-11/40.
The utility support routines for the plasma/touch panel and voice 
synthesizer are covered in the main body of the CADM phase four report. 
Briefly, they were assembly and FORTRAN language subroutines used to 
facilitate the use of these devices by the higher level FORTRAN code.
The support required for communication with the DECsystem 10 was somewhat 
different from these. As described earlier, the information being sent 
from the shared data base at CSL was first packed into 5-, 10-, or 
16-bit packages. It was then encoded into printable ASCII characters, 
sent to ARL, and decoded. It was in this decoded, but still packed 
form, that the shared data base was made available (by MOVER) to the 
FORTRAN level code. UNPAK is the program which performed the unpacking 
function for the pilot communication programs.
The entry in the table, above, labeled "MAINLINE" is the highest 
level program, which was also written in FORTRAN. All other parts of 
the software were invoked from this program. Figure 11 is a flowchart of 
it, and the program itself is included as Appendix B. At this level, 
the program logic is quite simple. It simply loops, checking for new 
input. When input is available from the DECsystem 10, the GAT-2, or 
the touch panel, an appropriate set of actions is taken via subroutine 
calls, and the process then continues.
For the PDP-11/40 operating in the simple manner which we were 
using, the size limit for internal memory is 28K 16-bit words. We were 
not very hard pressed by this limit, as can be seen from the table giving
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Figure 11. Mainline Program Flowchart
the program sizes. In fact, very reasonable attempts at frugality 
could have netted sizable space savings. One program component, the 
interactive display generator, also made use of a 14,000-word disk 
file during program execution. It is probably not unreasonable to 
assume that the entire system could be run strictly from internal store 
with relative ease.
Such a move would have been advantageous if either physical bulk, 
i.e. that of the disk drive, or execution time had been at a premium.
In this case, neither was. The time delays visible in the system were, 
almost without exception, due to the factors other than computation 
speed on the PDP-11/40. The time required to display a new page (about 
2 seconds) was due to the speed of the plasma panel itself. This far 
overshadowed the time for the associated disk accesses and computation. 
The rate at which shared data base information was sent from CSL was 
such that a new version of each value arrived approximately every .75 
seconds. The processing required by this took much less time than that. 
Even so, considerable delays often took place in the process of the 
pilot changing a switch setting. It was verified that these delays 
were due to factors within the DECsystem 10, most likely input-output 
buffering, as well as actual program response delays. The point here 
is that those tasks allotted to the PDP-11/40 were well within its 
capabilities.
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C MAIN 
C
10
20
30
INTEGER VAR,DEV,SDB,TI,TO,RI,RO, TP,PP 
DATA VAR/O/,DEV/1/,SDB/2/,Tl/0/
DATA ITZ,ITG/O,0/
DATA TO/1/,Rl/2/,R0/3/,TP/4/,PP/5/
INTEGER N(200),DMETHR(2),RAWTHR(2),Z (2) 
INTEGER OLDTHR(2),IGAT(2)
DATA OLDTHR/2*10000/,IGAT/2*2047/
COMMON N
PROGRAM FOR CADM 11/40 ROUTINES
CALL QINIT 
CALL VINIT 
CALL MGINIT 
CALL MMD(12)
CALL MOVER(1,DEV,TI,SDB,200,53,ITN)
CALL MOVER (2,DEV,TI,SDB,200,53,ITN1)
CALL MOVER(11,DEV,TP,SDB,183,1,ITM)
CALL MOVER(12,DEV,TP,SDB,183,1,ITM1)
CALL MOVER(41,DEV,RI,SDB,181,2,ITL)
CALL MOVER(46,VAR,IGAT,DEV,RO,2,ITZ)
CONTINUE
CALL CQUE(ITN)
IF (ITN .NE. 0) GOTO 20 
ITN=ITN1 
CALL LOGCOM 
CALL FCQE 
CALL VDISP 
CALL UNPAK 
CALL VOCAL
CALL MOVER(3,DEV,TI,SDB,200,53,ITN1) 
CALL CQUE(ITM)
IF (ITM .NE. 0) GOTO 30 
ITM= ITM1 
CALL LOGCOM 
CALL FCQE 
CALL MMDCAL
CALL MOVER(13,DEV,TP,SDB,183,1,ITM1) 
CALL CQUE(ITL)
IF ( ITL .NE. 0) GO TO 40 
CALL LOGCOM 
CALL FCQE
CALL MOVER (43,SDB,181,VAR,RAWTHR,2) 
CALL MOVER(60,SDB,9,VAR,DEMTHR,2)
DO 1 1-1,2
DEMTHR(I)=2047-(DEMTHR(I)/4.8)
CONTINUE
CALL MOVER (61,VAR,DEMTHR,SDB,185,2)
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50 CALL CQUE(ITZ)
IF(ITZ.NE.0) GOTO 50 
CALL LOGCOM 
CALL FCQE
CALL MOVER(52,SDB,185,DEV,RO,2,ITZ)
DO 15 1=1,2
IO=IABS(OLDTHR(I))
IR=IAB S(RAWTHR(I)
IDF=IABS(IO-IR)
IF(IDF.LT.14) GOTO 15 
OLDTHR(I)=RAWTHR(I) 
DEMTHR(I)=(2047-RAWTHR(I))*4.8 
CALL MOVER(44,VAR,DEMTHR(I),SDB,256+59+1,1) 
60 CALL CQUE(ITG)
IF(ITG.NE.O) GOTO 60 
CALL LOGCOM 
CALL FCQE
CALL MOVER(45,SDB,2 5 6+5 9+1,DEV,TO,1,ITG)
15 CONTINUE
CALL MOVER(42,DEV,RI,SDB,181,2,ITL)
40 CONTINUE
GOTO 10 
END
-55-
-----------
.
APPENDIX C
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
__
-56-
PROGRAM ORGANIZATION 
HEIRARCHY
CADM: OFF
LAST BACK NEXTENGINES FLT PLAN FAIL MON
HYDRAULIC ELECTRIC FUEL
HYDRAULIC SYSTEM
STATUS
FLUID QUANTITY 
PRESSURE TANK
READING/ CIRCUIT 
SETTING BREAKER
90
FULL
HYDR. PUMPS LAND. GEAR FLAPS/SWEEP
ENGINES FLT PLAN FAIL MON
HYDRAULIC ELECTRIC FUEL
TIME I
SWITCH
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ELECTRIC SYSTEM
GENERATORS
LEFT • ON RIGHT: ON
BUSS: HOT BUSS: HOT
BREAKER BREAKER
NORM NORM
P ON P ON
ENGINES FLT PLAN FAIL MON
HYDRAULIC ELECTRIC FUEL
T I M E
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FUEL SYSTEM
LEFT: 1000 RIGHT: 1000
DRAIN DRAIN
PUMP PUMP
COFF COFF
BREAKER BREAKER
NORM NORM
P ON P ON
VALVES PUMPS ENGINES
ENGINES FLT PLAN FAIL MON
HYDRAULIC ELECTRIC FUEL
LEVEL
OVRD
COFF
T I M E  I
ENGINES
LEFT
FUEL FLOW! I I I
THRUST: 799
TEMP: 0
V IBR : 20
RIGHT
FUEL FLOW I I I
THRUST: 799
TEMP: 0
VI BR : 20
RESTART
COFF
RESTART
COFF
ENGINES FLT PLAN FAIL MON
HYDRAULIC ELECTRIC FUEL
TIME I
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FLIGHT PLAN
1. DEPART ATLANTIC CITY, INTERCEPT RNAV COURSE TO
BRAVO CLIMBING.
2. TURN TO CHARLIE, CROSS AND MAINTAIN 8000  FEET.
3. DIRECT TO KILO.
4. TURN TO LIMA, DESCEND TO 500 FEET AND PREPARE FOR
EVASIVE MANEUVERS.
5. DIRECT TO MIKE USING EVASIVE MANEUVERS AS NECESSARY.
6. TURN TO FOXTROT, CLIMB MIN TIME TO AND MAINTAIN
9000  FEET.
7. TURN TO GOLF DESCENDING AND CROSS AT 6000  FEET
8. DESCEND ON 3- DEGREE GLIDESLOPE BETWEEN GOLF AND
HOTEL. CROSS HOTEL AT 1930 FEET.
9. ARRIVE ATLANTIC CITY, SLOW TO AND MAINTAIN 140
KNOTS ON APPROACH.
ENGINES FLT PLAN FAIL MON
HYDRAULIC ELECTRIC FUEL
TIME
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FAILURE MONITOR
FLT
BACK FLAPS
PLN
ENGINES FLT PLN FAIL MON
HYDRAULIC ELECTRIC FUEL
-63-
FLAPS WING/SWEEP 
LEFT: 0 SWEEP: 0 RIGHT: 0
DEMAND'- o DEMAND: 0 DEMAND: 0
VALVE 
C ON
VALVE 
C ON
VALVE 
C ON
BREAKER BREAKER BREAKER
NORM NORM NORM
P ON P ON P ON
ENGINES FLT PLAN FAIL MON
HYDRAULIC ELECTRIC FUEL
T I M E  I
- 6 4 -
LEFT: UP
LANDING GEAR 
NOSE: UP
RIGHT: UP
VALVE BREAKER VALVE
C ON NORM C ON
< P ON
BREAKER BREAKER
NORM 
P ON
GEAR UP / 
IN ACT
DWN NORM 
P ON
ENGINES FLT PLAN FAIL MON
HYDRAULIC ELECTRIC FUEL
T I M E  I
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HYDRAULIC PUMPS 
SYSTEM PRESSURE: FULL 
LEFT RIGHT
VALVE 
C ON
PUMP
OFF
VALVE 
C ON
PUMP
OFF
BREAKER BREAKER b r e a k e r BREAKER
NORM NORM NORM NORM
P ON P ON P ON P ON
ENGINES FLT PLAN FAIL MON
HYDRAULIC ELECTRIC FUEL
TIME I
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FUEL PUMPS
XFEED
LEFT F-R RIGHT
PUMP PUMP
P ON BREAKER COFF
NORM
BREAKER P ON BREAKER
NORM NORM
P ON P ON
ENGINES FLT PLAN FAIL MON
HYDRAULIC ELECTRIC FUEL
TIME I
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FUEL VALVES
LEFT RIGHT
FWD REAR FWD REAR
VALVE VALVE VALVE VALVE
C ON C ON C ON C ON
BREAKER BREAKER BREAKER BREAKER
NORM NORM NORM NORM
P ON P ON P ON P ON
ENGINES FLT PLAN FAIL MON
HYDRAULIC ELECTRIC FUEL
T I M E  I
