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Abstract
This document is an introduction to data modelling and description using the SYLModel
library. A Generalized Linear Model (GLM) consists of a systematic component that
describes the explanatory variables that are used as predictors, a probability distribution
that specifies the random component of the response variable and a link that describes the
functional relationship between the systematic component and the expected value of the
random component. Graphical models are a convenient formalism for modelling complex
conditional independence relationships between variables. We are interested in modelling
a variety of observed data including numeric valued data, discrete data, symbolic data.
SYLModel is a collection of C++ classes that implement the functionality of GLMs. It
includes classes to perform standard linear regression with identity link, Poisson regression
with log link, and logistic regression with logit link. Additional tools include classes to
construct and analyze gaussian graphical models, contingency table modelling, and data
clustering. Basic principles of GLM are discussed to illustrate the use of various SYLModel
components. A decision tree classifier makes a class assignment through a hierarchical
procedure in which each node represents a decision rule and child and leaf nodes represent
refinements of the decision. We present techniques for constructing such trees using various
decision rules under the supervised learning paradigm. Clustering is the unsupervised
partitioning of a dataset into clusters in which elements within a cluster are in some sense
more similar to elements not in the same cluster. Projection pursuit is a technique for
finding interesting projections of a dataset. We present two projection pursuit clustering
algorithms and a method to evaluate the performance of an arbitrary clustering algorithm,
given a set of ground truth data with known cluster assignments.
Major portions of this work were funded by a New York State Office of Science, Technology and Academic
Research grant and by Syllogy Software in cooperation with the Institute for Software Design and Development
of the City University of New York
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1 Introduction
This document is an introduction to statistical modelling using the SYLModel library. A Gen-
eralized Linear Model (GLM) consists of a systematic component that describes the explanatory
variables that are used as predictors, a random component that specifies the nature of the re-
sponse variable and a probability distribution for it and a link that describes the functional
relationship between the systematic component and the expected value of the random compo-
nent. Graphical models are a convenient formalism for modelling complex conditional inde-
pendence relationships between variables. We are interested in modelling a variety of observed
data including numeric valued data, discrete data, symbolic data. SYLModel is a collection of
C++ classes that collectively implement the functionality of GLMs and graphical models. It
includes classes to perform standard linear regression with identity link, Poisson regression with
log link, and logistic regression with logit link. Additional tools include classes to perform gaus-
sian graphical modelling, contingency table modelling, and data clustering. Basic principles of
GLMs are discussed to illustrate the use of various SYLModel components.
A decision tree classifier makes a class assignment through a hierarchical procedure in which
each node represents a decision rule and child and leaf nodes represent refinements of the
decision. We present techniques for constructing such trees using various decision rules under
the supervised learning paradigm. Clustering is the unsupervised partitioning of a dataset into
clusters in which elements within a cluster are in some sense more similar to elements not
in the same cluster. Projection pursuit is a technique for finding interesting projections of a
dataset. We present two projection pursuit clustering algorithms and a method to evaluate the
performance of an arbitrary clustering algorithm, given a set of ground truth data with known
cluster assignments.
1.1 Types of Data
Real world data consists of observations on a set of random variables and can be numeric or
categorical. Numeric data can take any real value. Categorical data can be ordinal (grouped into
categories in which some ordering makes sense), or nominal (grouped into arbitrary groupings
in which order does not make sense). We are interested in analyzing observations that can be
represented in a variety of forms:
• Numeric or Continuous valued data results from many measurement processes. Numeric
variables have a meaningful measure of distance between values, and can take any value
on the real line. Examples of continuous variables are
– Body weight in pounds ∈ R,
– Blood Oxygen Saturation Percentage ∈ R.
• A Categorical variable is one whose measurement scale consists of a set of categories.
– Ordinal variables have some implicit or explicit ordering scheme, with a meaningful
measure of distance between any two values of the variable. Examples of ordinal
variables:
∗ Military Rank ∈ {Enlisted,Ensign, Lieutenant, Commander, Captain,Admiral}
∗ Patient Condition ∈ {Good, Fair, Serious, Critical}
∗ Number of Sick Days Taken ∈ Z
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– Symbolic or Nominal variables have no meaningful ordering and therefore do not
have a meaningful. distance measure. Examples of nominal variables:
∗ Political Party ∈ {Democrat,Republican,Other}
∗ Military Branch ∈ {Army,Navy,AirForce}
∗ Sex ∈ {Male, Female}
For each type of data we need a model. Continuous variables can take any real number, and are
often modelled as normally distributed random variables. Common probability distributions
for categorical data include binomial and Poisson. The analysis of continuous data begins
with mean and variance while analysis of categorical data begins with contingency tables.
Maximum likelihood is a popular method of estimating parameters. We will consider the
following distributions:
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Figure 1: The Normal distribution for various values of µ.
• Normal distribution, for modelling continuous variables.
– Normal Sampling results from measurement and noise fluctuations.
PN (y) =
1√
2piσ2
e−((y−µ)
2/2σ2),
E[y] = µ
and
V ar(y) = σ2
• Poisson distribution, for modelling frequency count variables. Poisson models are often
used to describe the random variable that results from counting the number of occurrences
of an event in a given period of time.
– Poisson Sampling can be shown to be a limiting case of binomial sampling. A random
variable Y is a Poisson random variate with mean µ if its probability density is given
by:
PP (Y = y) =
e−µµy
y!
, y = 1, 2, ...
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Figure 2: The Normal distribution for various values of σ.
E[Y ] = µ
V ar(Y ) = µ
Over-dispersion in Poisson sampling refers to the fact that the variance increases as
the mean does. The Poisson sampling model treats each category as an independent
Poisson observation, though the assumption of Poisson sampling is often to simplistic.
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Figure 3: The Poisson distribution for various values of µ.
• Binomial distribution, for modelling binary variables.
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Figure 4: The binomial pdf for n = 10 and various values of p.
– Binomial Sampling results from repeated Bernoulli trials (a random event that can
take one of two possible values) and is defined as the number of Bernoulli trials until
N successes.
PB(y) =
N !
y!(N − y)!pi
y(1− pi)(N−y), y = 0, 1, ..., N
Where pi is the proportion of successes for a given trial and Y is the number of
successes out of N trials.
E[y] = Npi
V ar(y) = Npi(1− pi)
– Multinomial distribution, for modelling multidimensional cell counts.
∗ Multinomial Sampling is a generalization of Binomial sampling to many possible
outcomes. Under Binomial sampling, we had:
PM (n1) =
(
N
n1
)
pn11 p
n2
2 ,
where
n1 + n2 = N.
Introducing r possible outcomes for the N experiments such that:
n1 + n2 + . . .+ nr = N.
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we have
PM (n1, n2, . . . , nr) =
(
N
n1, n2, ..., nr
)
pn11 p
n2
2 · · · pnrr ,
which we can write as:
N !∏
i∈I ni!
∏
i∈I
pnii
For large means PP and PB are often approximated by normal distributions.
1.2 Data Conversion
Given a multivariate dataset, it is not unlikely that the ranges for each variable are very different.
These differences in scale can have serious effects when analyzing the data, for example when
computing the similarity of two observations. We seek a method of making all features have
approximately the same effect in a computation by normalizing all of the variables to the [0, 1]
range [131]. A variety of normalization techniques are available:
• Linear scaling to unit range.
• Linear scaling to unit variance.
• Transformation of a random variable to a Uniform [0, 1] random variable.
• Rank normalization.
• Normalization after fitting a distribution.
We will limit discussion to rank normalization. We will also need methods for converting
ordered data to some real numbers as well as map symbolic data to a set of binary variables.
Class cRankNorm performs rank normalization on vectors and matrices of continuous metric
values. Class cOrdered2Metric converts ordinal values to metric values. Class cSymbolic2Binary
converts categorical variables on a set of k possible values into a set of k variables on two possible
values.
1.3 Example: Data Normalization using cRankNorm
Given a random variable x and a set of observations {xi}, i = 1, ..., N of the random variable,
we can sort the observations and assign to each observation of the variable a number corre-
sponding to the observations position or rank in the sorted list. If more than one observation
take the same value, then all observations are assigned the average of the ranks of all of the
equivalent observations:
x′i =
rank
x1, ..., xN
(xi)− 1
N − 1 .
The transformed variable take values in the interval [0, 1].
The following code fragment illustrates the use of cRankNorm
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//Hold the rank normalized data
double theData[numObs];
//...Assign some values to theData
//Create the cRankNorm object
cRankNorm rn;
//Perform rank normalization
//theData holds a copy of the raw data prior to the call
//theData holds the rank normalized data after the call
rn.RankNormalize(theData, numObs, numVars);
Using the following dataset
Raw = [
12.2891
8.07996
32.4516
34.6512
14.0912
24.3212
15.1343
9.40391
9.25264
12.3218
]
we obtain the following normalized ranks
Rank = [
0.3
0
0.8
0.9
0.5
0.7
0.6
0.2
0.1
0.4
]
1.4 Example: Data Conversion using cOrdered2Metric
It is often desirable (or necessary) to map ordered symbolic data to the real numbers (or
integers) and apply techniques as if the data where in fact numeric.
Class cOrdered2Metric performs a mapping from an ordered dataset to some real numbers.
If no map is specified then the default mapping to the integers is performed.
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Figure 5: Example of a dataset that is normalized using cRankNorm.
int numObs;
int numOrdVars;
//...Assign values
char theOrdData[numObs][numOrdVars];
//...Load the data into theOrdData
//Create the conversion object
cOrdered2Metric s2b;
//Find the distinct categories for each symbolic variable
s2b.FindVariableSets(theOrdData, numObs, numOrdVars);
//Build the defualt mapping from categories to the integers
//s2b.BuildVariableMetricMaps();
vector< int > idxs;
idxs.push_back(1);
vector< map < char, double, less< char > > > mp;
map< char, double, less< char > > mymap;
//Use a nonstandard mapping for variable 1
mymap[’X’] = 5;
mymap[’Y’] = 8;
mp.push_back(mymap);
s2b.BuildVariableMetricMaps(idxs, mp);
//Allocate the space necessary to hold the converted data
double theMData[numObs][numOrdVars];
//Do the conversion
s2b.ConvertOrd2Met(theOrdData, numObs, numOrdVars, theMData, numObs, numOrdVars);
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//Get the sets of categories
vector <set<char, less< char > > > theSets(s2b.GetVariableSets());
For example given the following dataset, where each row is an observation and each column
represents an ordered variable:
Data =
[
b, Y, A
a, Y, A
c, X, B
b, Y, A
b, Y, A
b, Y, C
]
We discover the possible values for each variable to be
{a b c},
{X Y},
{A B C}.
Using the mapping scheme (a → 0, b → 1, c → 2), (X → 5, Y → 8), (A → 0, B → 1, C → 2),
we find that the mapped data is
Mapped =
[
1, 8, 0
0, 8, 0
2, 5, 1
1, 8, 0
1, 8, 0
1, 8, 2
]
Having mapped the data we can now employ standard linear regression or some other data
analysis techniques.
1.5 Example: Data Conversion using cSymbolic2Binary
When dealing with symbolic data in which no ordering is meaningful we do not want to map
the data to the real numbers and apply numeric techniques. A common technique is to instead
map each value of the symbolic variable to a new binary variable. These new variables can then
be treated as numeric.
Class cSymbolic2Binary implements the conversion of a categorical variable with k categories
to k binary variables.
int numObs;
int numSymVars;
//...Assign values
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Figure 6: Example of an ordinal dataset that is preprocessed before being normalized using
cRankNorm.
char theSymData[numObs][numSymVars];
//...Load the data into theSymData
//Create the conversion object
cSymbolic2Binary s2b;
//Find the distinct categories for each symbolic variable
int numBinVars = s2b.FindVariableSets(theSymData, numObs, numSymVars);
//Allocate the space necessary to hold the converted binary data
double **theBinData = new double *[numObs];
for(i=0; i<numObs; i++)
theBinData[i] = new double[numBinVars];
//Do the conversion
s2b.ConvertSym2Bin(theSymData, numObs, numSymVars, theBinData, numObs, numBinVars);
//Get the sets of categories
vector <set<char, less< char > > > theSets(s2b.GetVariableSets());
cout << "The sets of categories for each variable" << endl;
displaySets(theSets);
For example consider the following categorical dataset in which no reasonable ordering scheme
exists (we could for example take {a=Republican, b=Democrat, c=other}, {F=female, M=male),
and {A=Army, B=Air Force, C=Navy}, again each row is an observation and each column rep-
resents a symbolic variable:
data = [
b, F, A
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a, F, A
c, M, B
b, F, A
b, F, A
b, F, C
]
The sets of distinct categories for each variable are
{a b c},
{F M},
{A B C}
After the mapping we have
[
0, 1, 0, 1, 0, 1, 0, 0
1, 0, 0, 1, 0, 1, 0, 0
0, 0, 1, 0, 1, 0, 1, 0
0, 1, 0, 1, 0, 1, 0, 0
0, 1, 0, 1, 0, 1, 0, 0
0, 1, 0, 1, 0, 0, 0, 1
]
cSymbolic2Binary
RawSymbolicData
vyvxvMvFvcvbva
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Figure 7: Example of a categorical dataset that is converted to a binary dataset.
1.5.1 Optimal Quantization
Often times it is preferable to deal with discrete data rather than continuous data. Given
the nature of the data, a method for discretizing continuous variables must be determined.
An optimal quantizer Q∗ is a function that maps x ∈ RD to q ∈ ZD¯, D¯ ≤ D, such that
Q∗ = argmaxT (Q), and T is a criterion function. The goal of optimal quantization is to find
the most effective non-parametric representation of a data-set, given some resource constraints
(for example: memory use, CPU cycles, performance requirements). Unlike most other non-
parametric techniques, optimal quantization has the ability to scale up by trading resources for
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performance. An optimal quantizer tries to locate the most important regions in the feature
space, which are then finely quantized, while less interesting regions of the space are coarsely
quantized. A measure of importance is defined by the particular task and could be some linear
combination of classification accuracy, average log likelihood or entropy measures [139], [84].
Figure 69 shows the optimal quantization grid for the data set in figure 68, using the average
log likelihood and entropy criterion.
We are given a data set withM features and NM measurements for theM th feature. Most of
the space will be empty and we must find some way of preserving the structure of the data while
at the same time reducing the size of the feature space. We would like to reduce the feature
space to LM , LM ≺ NM by applying some quantization rule (QR). We need to define some
measure of goodness for the quality of our quantization, so that of all quantizations possible
we seek the optimal one. How do we find this quantization rule? One could try all possible
quantizations: Given a set of measurements
D = D1 ×D2 × . . .×DM
the magnitude of the measurement space is given by
|D| = |D1 ×D2 × . . .×DM |
For realistic data sets, searching over all possible partitions is not computationally feasible. If
we take, for example,
|Dm| = Nm = 10,
for m = 1, ...,M and let M = 100, then we have a measurement space of size
|D| =
M∏
m=1
|Dm| = (NM )M = 10100
which is an extremely large number. Typical sample sizes are on the order of
109 ≺≺ 10100
The set of all partitions contains
LNMM
elements. Brute force search is impossible for large feature spaces and we must find methods of
reducing our search space. We might only consider those possible quantizations that are order
consistent:
NM + 1
possible boundaries, and we must choose
LM − 1
boundary placements, giving a total of(
NM + 1
LM − 1
)
=
(NM + 1) !
(LM − 1) ! (NM + 1− (LM − 1)) ! .
We describe a method proposed in [138] for finding an optimal quantization of a given data
set. Let X ∈ RD be a D-dimensional vector (observation). We write X = x when random
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variable X takes a particular value of x, X(d): to indicate the dth random variable of X, and
x(d) for the value of the dth dimension of vector x. A data set
XN = 〈x1, x2, . . . xN 〉
is a sample such that xi is independent of xj if i 6= j. We write
Xnm = 〈xm, xm+1, . . . xn〉
to indicate a subsequence of XN . In some cases each observation has a corresponding class label
associated with it. Let
{1, 2, . . . ,K}
be the class labels, and let
Y ∈ {1, 2, . . . ,K}
be the class assignment of X. We can also define W ∈ [0, 1]K to be a weighted class assignment
vector, such that W (y) is the weight for class y,
K∑
y=1
W (y) = 1.
Training data can be of the form (XN ,YN ) or (XN ,WN ). We evaluate the quality of a given
quantization rule by using a criterion function of the form T (XN ,YN ) or T (XN ,WN ). Define a
quantizer
Q : RD → ZD¯, D¯ < D.
A quantization cell C, is a set
C ⊂ RD : ∀xi, xj ∈ C,Q(xi) = Q(xj).
Each cell of the set is assigned a unique index q ∈ I, where I is the quantization index set (a
finite set of integers, or integer vectors). We write q = Q(x) to mean that x is quantized to q,
(x belongs to cell q). p(q|y) is the density estimate for cell q.
We derive the quantizer performance measure as follows: let N(y) be total number of class
y observations in data set XN such that
N(y) =
N∑
n=1
wn(y),
and let V (q) be the volume of cell q, and Nq(y) be the total number of class y observations in
cell q:
Nq(y) =
∑
n∈{n|q=Q(xn)}
wn(y)
The number of cells is given by L, such that q ∈ {1, 2, . . . , L}. Denote the Average Log
Likelihood by J(Q), the Correct Classification Probability by Pc(Q), the Entropy by H(Q),
and let WJ be the log likelihood weight, Wc be the classification weight and WH be the entropy
weight. We define the performance measure function
T (Q) =WjJ(Q) +WHH(Q) +WcPc(Q).
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Figure 8: db1 : a simple data set.
Having specified the appropriate weights for the particular application, we determine the opti-
mal quantization by finding:
Q∗ = max
Q
T (Q)
using a genetic algorithm. An off line learning algorithm is used to train the quantizer and find
the density estimates for a given data set.
• Find Optimal Quantizer : Q∗ = argmaxQ T (Q)
• Acquire Density Estimates : p(q|y),∀q
• Store p(q|y) under index q
The following on line action algorithm demonstrates the use of the quantizer.
• Quantize Input : q = Q∗(x)
• Retrieve Density Estimates : pˆ(x|y)← p(q|y)
• Perform Pattern Recognition Task using pˆ(x|y)
The resulting quantized space consist of a collection of cells. Since we are using a regular grid
the resulting cells are in fact hyperboxes. To apply optimal quantization we are restricted to
data sets of less than 6 dimensions, due to computational constraints.
Using the optimal quantization scheme with four, eight and fifty levels we obtain the fol-
lowing grids and density estimates.
2 Contingency Tables
The fundamental tool in the analysis of a set of categorical data is the table that is formed by
the counts of the co-occurrence of combination of possible values for the set of discrete variables
from which the data where sampled. Let X,Y be categorical variables, |X| = I, |Y | = J. When
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Figure 9: The resulting quantization grid using db1 with four, eight and fifty levels.
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Figure 10: The resulting density estimates for four, eight and fifty levels.
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X and Y take particular values, we write X = i, i ∈ I and Y = j, j ∈ J. We write nij for the
cell count of cell i, j. The sample size is given by n =
∑
i,j nij . A Contingency Table is an I ×J
table which contains frequency counts of the number of times outcomes i and j co-occurred in
each cell. We write:
piij = P (X = i, Y = j),
to mean the probability that (X,Y ) falls in the cell with row label i and column label j. Let
{piij} be the joint distribution of X and Y, such that
∑
i,j piij = 1. We write the marginal
distributions as :
pi+j =
∑
i
piij
and
pii+ =
∑
j
piij
Define the sample proportion of cell i, j to be:
pij =
nij
n
Two variables are statistically independent if
piij = pii+pi+j ,∀i, j
2.1 Sampling
In order to construct statistical models we need to be able to simulate the phenomena that
generated the observations that we wish to model. There are many ways that random counts
can arise, each governed by a different generative process. We will restrict our attention to the
following sampling models whose statistical properties are well studied and easily computed:
• Poisson sampling: Each cell in the contingency table is treated as an independent Poisson
variate. Thus each cell (Tij) has its own µij that characterizes the Poisson process that
generated the observed data.
• Binomial sampling: In the case of fixed marginal totals (row), we can assume a binomial
distribution for the sample in each row, with the number of trials in each row fixed.
• Independent Binomial sampling: We can relax the constraint of fixed marginal totals and
assume that the samples in rows are independent.
• Multinomial sampling: We can relax the constraint on fixed row or column totals, and
assume only that the total sample size is fixed.
2.2 Comparing Proportions
We need some measures by which we can analyze the relationship (correlation, association,
...) between two categorical variables, and our measures must not be based in any way on the
notion of distance, unless the variables are ordered.
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2.2.1 Difference of Proportions
Given two binary random variables, denote: pi1 to be the success probability in row 1 and pi2
to be the success probability in row 2. We can form the difference pi1 − pi2, (which can take
values in range (−1, 1) to compare the success proportions for the two rows. We can compute an
estimate of the true difference by using the sample difference: p1−p2. In the case of independent
binomial samples, the estimated standard error of p1 − p2 is given by:
σˆ(p1 − p2) =
√
p1(1− p1)
N1
+
p2(1− p2)
N2
The large sample 100(1− α)% confidence interval for pi1 − pi2 is given by:
(p1 − p2)± zα/2σˆ(p1 − p2),
where zα/2 is the standard normal percentile with area α/2. This difference is useful if p1, p2
are near 0 or 1.
2.2.2 Relative Risk
Define the relative risk to be the ratio of success probabilities for the two groups:
pi1
pi2
,
which can be estimated by the sample :
p1
p2
,
2.2.3 Odds Ratio
Define the odds of success as:
odds1 =
pi1
1− pi1
similarly,
odds2 =
pi2
1− pi2 .
Define the odds ratio:
θ =
odds1
odds2
=
pi11pi22
pi12pi21
θ = 1 for the case of X, Y independent. We can estimate θ using the sample :
θˆ =
n11n22
n12n21
2.3 Tests of Independence
We are interested in testing the hypothesis H0 that the cell probabilities are equal to certain
fixed values {piij}. The expected cell frequencies when H0 is true are given by: {µij = npiij}.
26
2.3.1 Pearson’s χ2 Statistic
χ2 =
∑
(nij − µij)2
µij
,
the degrees of freedom is the difference between the number of parameters under the alternative
and null hypothesis and is found by (I − 1)(J − 1). For a χ2 variate:
E[χ2] = df
V ar(χ2) =
√
2df
Greater differences between {nij} and {µij} produce larger χ2 values and stronger evidence
against H0.
2.3.2 Likelihood Ratio Statistic
G2 = 2
∑
nij log
(
nij
µij
)
2.3.3 To Test Statistical Independence
• Let H0 be the hypothesis of statistical independence:
H0 : piij = pi+jpii+,∀i, j.
• Find the estimated expected frequencies {µˆij}
µˆij = npi+p+j =
ni+n+j
n
• Compute test statistics (χ2, G2), using the estimates µˆ
A test statistic and its p-value describe the evidence against the null hypothesis H0.
2.3.4 Adjusted Residuals
We can perform a cell by cell comparison by utilizing the following adjusted residual:
nij − µˆij√
µˆij(1− pi+)(1− p+j)
Values greater than 2 or 3 in absolute value indicate a lack of fit of H0 in the cell.
2.4 Tests of Independence for Ordinal Data
The tests that we have considered so far are useful for any type of categorical data. However,
in the case of ordinal categorical data, tests that utilize some notion of distance may be used
as well.
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2.4.1 M2 : Linear Trend Statistic
We can compute the correlation as:
r =
∑
ij uivjnij −
(∑
i uini+
∑
j vjn+j
)
/n√[∑
i u
2
ini+ +
(Pi uini+)2
n
] [∑
j v
2
jn+j +
(Pj vjn+j)2
n
]
where
u1 ≤ u2 ≤ ... ≤ uI
and
v1 ≤ v2 ≤ ... ≤ vJ
are scores for rows and columns, respectively. The scores have the same ordering as the category
levels and are said to be monotone.
Define the linear trend statistic to be:
M2 = (n− 1)r2,
which is a statistic for testing the null hypothesis of independence against the 2-sided alternative
hypothesis of non-zero true correlation. For large n, M2 ' χ21, and M = r
√
n− 1 ∼ N (0, 1).
Large values of M2, corresponding to small p-values contradict independence [9].
2.5 Fisher’s Exact Test
For small sample sizes, Fisher’s exact test may be used. Recall that the null hypothesis of
independence is equivalent to θ = 1. When θ = 1, the probability of a particular value n1 for
that count :
p(n11) =
(
n1+
n11
)(
n2+
n+1 − n11
)
(
n
n+ 1
) , (θ = 1)
The p-value is the sum of hypergeometric probabilities for outcomes at least as favorable to the
alternative hypothesis as the observed outcome.
2.6 Example: Contingency Table Analysis using SYLTwoWayTable
Consider the following data resulting from a Swedish study (Lancet 338: 1345-1349 (1991)) of
the effect of aspirin usage on heart attack. Of 1360 total patients, 676 where randomly given
aspirin treatment, and the remaining 684 where given a placebo. The number of deaths due to
myocardial infarction for the aspirin group where 18, and 28 for the placebo group. The counts
are displayed in a 2× 2 contingency table. 18 658 67628 656 684
46 1314 1360

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• Difference of Proportions: The 95% confidence interval for the true difference pi1−pi2 is -
0.0143085+/-0.0191778, or (-0.0335, 0.0049). Since the interval includes both positive and
negative values, we cannot conclude that taking aspirin diminishes the risk of heart attack.
If we look at the individual success proportions we find p1 = 0.013 and p2 = 0.02. Since
both proportions are close to zero we should not consider the difference of proportions
alone, but must also consider the relative risk and odds ratio.
• Relative Risk : 0.650465, 1/θ = 1.53736 indicating that subjects are more likely to have a
heart attack with the placebo.
• Odds Ratio : 0.640903, 1/θ = 1.5603, indicating that subjects are more likely to have a
heart attack with the placebo.
SYLTwoWayTable is a C++ class that implements an N ×M two way contingency table. Given
an array of integers and the sizes of the rows and columns, various statistics and tests of
independence can be computed. The following code segment(the full code is given in D.1)
illustrates the use of the class:
cout << "Driver for cTwoWayTable class" << endl;
int data[] = {18, 658, 28, 656};
SYLTwoWayTable t(data, 2, 2);
cout << "The counts" << endl;
t.Display_CountTable();
cout << "The MLE estimated joint distribution" << endl;
t.DisplayMLETable();
cout << "The Conditional tables" << endl;
t.DisplayConditionalTable();
cout << "Difference of Proportions: ";
cout << t.Get_DOP() << "+/-" << t.Get_DOPConf()<<endl;
cout << "Relative Risk: " << t.Get_RR() << endl;
cout << "Odds Ratio : " << t.Get_OddsRatio() << endl;
cout << "Expected counts under the Null hypothesis H0: independence" << endl;
t.Display_H0Table();
cout << "Tests of H0, " << endl<< "chi2: " << t.Get_Chi2() << ", ";
cout << endl << "G2 :" << t.Get_G2() << endl;
cout << "Adjusted Residual" << endl;
t.Display_AdjustedResidualTable();
Producing the following output:
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Driver for cTwoWayTable class
The counts
[ 18, 658,
28, 656, ]
Difference of Proportions: -0.0143085+/-0.0191778
Relative Risk: 0.650465
Odds Ratio : 0.640903
Expected counts under the Null hypothesis H0: independence
[ 22.8647, 653.135,
23.1353, 660.865, ]
Tests of H0,
chi2: 2.12997,
G2 : 2.14867
Adjusted Residual
[-1.45944, 1.45944,
1.45944, -1.45944, ]
3 Linear Regression
When dealing with discrete variables we have relied on the contingency table to allow us to
model conditional independence in terms of row and column sums, without having to consider
the relative values of a particular variable. In other words, we could rearrange the rows or
columns and obtain the same results, modulo the rearrangement. What happens in the case
of continuous numeric valued variables. For these variables the relative position is important
and we cannot freely interchange rows or columns. Instead of a two dimensional array (table)
we have a two dimensional surface (plane) , with the data scattered around in the plane. The
data is not scattered uniformly at random about the space, but instead fills the space according
to a probability distribution that corresponds to the process which generated the data. We
are interested in the structure of the space, not in the individual data elements. The simplest
structure that we might imagine is a linear relationship. In classical linear regression analysis
(described in detail in appendix A) one seeks to find a relationship between a set of observable
variables and another variable that is a linear in parameters combination of the observable
variables [127], [51], [129], [45]. Given a dataset consisting of a collection of observations of a
dependent variable Y = {yi}, i = 1, ..., N, and a corresponding collection of observations on a
set of independent variables X = {x1i, ..., x(p−1)i}, i = 1, ..., N , we would like to determine if a
relationship exists between Y and X. The simplest relationship that we can assume is linear.
We can express the straight line model in matrix terms as:
30
Y = Xβ + ².
The N × p matrix X (whose first column is all ones) stores the observations on the inde-
pendent variables and Y is the N × 1 vector of observations on the dependent variable. The
p × 1 vector β is the vector of regression coefficients and N × 1 vector ² represents the error
inherent in the measurement process and the generative process that gave rise to the data. The
normal equations show how to compute the least squares estimates of the true, but unknown
β. In matrix terms the equations are given by:
B = (X ′X)−1X ′Y.
where B are the least squares estimates of β. In the standard linear regression framework we
assume that there is a normally distributed error term with constant variance, ²i ∼ N (0, σ2).
Our observations are then modelled as noise corrupted approximations of the true state of
the dependent variable. In the case of normal errors with constant variance, the least squares
estimates are equal to the maximum likelihood estimates of the coefficients. We will see later
on that if we change the assumption of the distribution of the error, this will no longer be true
and we will not be able to use the above equations directly but will instead have to use iterative
procedures to compute the estimates.
Given B, we can obtain the fitted values (values predicted by the model) by
Yˆ = XB,
and we can obtain a measure of the difference between our predicted values and the observed
values (called the residual error)by:
² = Y − Yˆ .
A good model should be able to explain the data to within a specified margin of error, while
at the same time being as simple as possible.
For the data points represented by blue diamonds (♦) in figure 11 the true coefficients are
given by :
B¦ =
[
0
2
]
.
Performing linear regression on the raw data we obtain the following coefficients:
Bˆ¦ =
[ −0.175
1.841
]
,
which are very close to the true values. The resulting model fit is shown by the solid blue line
in figure 11. Regressing on the points marked with a red plus (+) we obtain:
Bˆ+ =
[ −0.083
0
]
.
The resulting regression model is shown by the red dotted line. The zero slope term indicates
that there is not a significant relationship between variables x and y. In fact, for the red +
data the two variables are completely independent, having been generated from a multivariate
Normal distribution with diagonal covariance matrix and zero mean. The true coefficients for
the data in terms of a linear regression model are:
B+ =
[
0
0
]
.
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Figure 11: Synthetic data that has been fit with a linear regression model. The red dotted line
corresponds to independence, knowing the x value does not help in predicting the corresponding
y value.
3.1 Assessing the Fit of a Model
The ² above is a vector, that gives the error at each observation point. Our model is designed
with this error in mind and does not fit the data exactly. It is, in fact, not desirable that
the model fit the data exactly because we have fit the noise, or over fit the data. We would
like some way of measuring the overall “goodness” of the model, given what we have observed
in the past. We might consider adding up all of the individual errors. This measure has an
inherent draw-back in that the ²i can be positive or negative, and in the case where there is
large positive error with large negative error, the measure proposed will be very close to zero.
3.1.1 Sum of Square Errors
A better measure than the sum of the signed residual error is the sum of the squared ²i values,
called the sum of squared errors
N∑
i=1
²2i = ²
′².
In the best case, our model predicts the actual values exactly and the error is zero. However this
will almost never be the case and in practice is not desirable as it usually means that we have
over-fitted the data. Recall that we can always fit a polynomial to any set of data points, but
that this fit is not necessarily meaningful for points in the measurement space for which we did
not actually make any observations. A model that is over-fit (or over-trained) is said have poor
generalization. Though it is able to match the training data exactly, it will not perform well
on data that it has never “seen”. The residual error tells us, in a sense, how far the predictions
of our model is from the true data. The residual error is not the only (nor the best) method
32
for determining how good our model is; it is dependent on the measurement scale and does not
consider the estimated noise in the data.
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Figure 12: Variables x1 and x8 from the steam data have been fit with a linear regression model,
shown with a blue dashed line. The red solid line shows the error at each observation. The sum
of squared error is formed by adding together all of the squared red distances.
3.1.2 R2
We need a statistical measure that is insensitive to the scale of the data and that takes into
consideration the noise. The simplest model that we can use is to just take the mean value of
our dependent variable. How can we measure the current model against the simplest model?
We introduce the R2 statistic (the square of the multiple correlation coefficient)
R2 =
∑N
i=1(yˆi − y¯)2∑N
i=1(yi − y¯)2
which measures the proportion of the variation about the mean value (the simplest model) of
the data that is explained by the (more complex) model. In this equation
y¯ =
∑N
i=1 yi
N
is the mean value of the dependent variable and
yˆi = B0 +B1x1i + ...+Bpxpi
is the predicted value under the model. In matrix terms, we have
R2 =
B′X ′Y −Ny¯2
Y ′Y −Ny¯2 .
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R2 can take values 0 ≤ R2 ≤ 1, with values closer to one being preferred. Since this value
is a ratio formed from the deviance of the simple model and the model under investigation,
it is scale independent and takes the observed noise into consideration. Consider figures 13 -
21, which show the pairwise interactions of variables x2 through x10 from the steam data set
against variable x1. The plots show the equation of the regression model, the fitted values and
the R2 value for each fit. Notice that in figures 17 and 18, while the regression seems significant,
the R2 indicates that these simple models do not account for very much of the variability in the
observed data (R2 = 0.28743 and R2 = 0.41043, respectively). Given such an R2 measure, we
might consider looking for a more complex model. We should note that there is no real analog
to R2 for categorical data [9] and that different measures must be used to assess the quality of
the model.
3.1.3 Confidence Intervals : Testing the Significance of Regression Coefficients
Our model is described by the B vector, and since B is a linear function of random variable Y ,
the elements of B are themselves random variables. Given our assumption of the distribution
of the noise in the system that we are trying to model, the coefficients that we get by maximum
likelihood have an associated variance. Having an estimate of this variance allows us to compute
confidence intervals for the estimates. In general, the more noise the wider the confidence
interval. If we should find that the confidence interval for a particular coefficient includes zero,
then to within the degree of confidence that we assigned to the interval we can be confident
that the coefficient is in fact zero. Figure 14, figure 15 and figure 19 illustrate the concept of
the confidence interval. In figures 14 and 15 the confidence interval includes a line with zero
slope and therefore the effect of x on y is not immediately apparent. In figure 19, however, the
linear relationship is clear. This is reflected by the fact that the confidence interval does not
include a line with zero slope and therefore the coefficient is significant. It should not surprise
us to find variable x8 in any “good” model of the data.
More formally, we can make a test of the null hypothesis H0 : that Bi = BH , for some
coefficient Bi against the alternative hypothesis Ha : that Bi 6= BH by first establishing a
significance level α for the test and then computing a test statistic
Ftest =
(Bi −BH)2
∑
(xi − x¯)2
s2
,
where s2 is the estimated variance of the noise, x¯ is the mean value and BH is the hypothesized
value of Bi, very often BH = 0. The value of Ftest is an F(1,N−p)-distributed random variable
with one and N − p degrees of freedom. We can compare this statistic with the (1− α) ∗ 100%
point of the F -distribution to determine if the difference between Bi and BH is statistically
significant, given the sample data. In general one uses a p-value for the statistic, which is the
probability of getting a result as extreme or more extreme than the one observed if the proposed
null hypothesis is in fact true.
In order to say that the mean response of the dependent variable does not depend on the
ithdependent variable, we must test the hypothesis that Bi = 0. For a given significance level
α we test the hypothesis H0 : Bi = 0 by finding:
p = 2 ∗ P
{
F(1,N−p) >
(Bi − βi)2X ′Xi,i
SS
N−p
}
and accept the hypothesis if:
p > α
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We must also keep in mind that these plots show only a pairwise interaction that may be
confounded by complex interactions with other variables. It may be the case, for example, that
variable x8 is a linear function of some other variable xC that has a stronger correlation with
the response variable y and would therefore be a better estimator for y than x8.
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Figure 13: A plot of the steam data variable x1 versus x2. The fitted regression model is shown
as a red solid line and the model which consists of only the mean value of y is shown by the
dotted green line.
3.2 Model Selection
It will generally be the case that we have more data than we really need. This can happen
because certain variables have no effect on the dependent variable, or because many variables
have the same or similar effect. In either case it is desirable to use a model that is as simple
as possible (containing the least number of variables) while maintaining a specified accuracy.
Given a dependent variable y and a set of independent variables XP = {xi}, i = 1, ..., P we
would like to estimate parameters for a model of the form
y = β0 + β1x1 + ...+ βpxp
for some subset of variables Xp ⊂ XP such that |Xp| = p, |XP | = P and p << P.
What is the effect of leaving out one variable from our regression model? How do we
determine which variable to remove? Given n variables there are
n∑
i=0
n!
i!(n− i)! = 2
n
possible combinations of variables that we must consider and hence 2n equations that must be
evaluated. For 50 variables the equation space is on the order of 250 ≈ 1.126 × 1015. Given
that the current limits on feasible computation are on the order of 109 − 1010 we must utilize
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Figure 14: A plot of the steam data variable x1 versus x3. No strong linear relationship is
apparent. The fitted regression model is shown as a red solid line and the model which consists
of only the mean value of y is shown by the dotted green line. The dashed blue lines show the
range of acceptable regression lines that we would accept with 99% confidence.
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Figure 15: A plot of the steam data variable x1 versus x4. No strong linear relationship is
apparent and the coefficient is not significant. The fitted regression model is shown as a red
solid line and the model which consists of only the mean value of y is shown by the dotted green
line. The dashed lines show the range of acceptable regression lines that we would accept with
99% confidence.
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Figure 16: A plot of the steam data variable x1 versus x5. The fitted regression model is shown
as a red solid line and the model which consists of only the mean value of y is shown by the
dotted green line.
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Figure 17: A plot of the steam data variable x1 versus x6. The fitted regression model is shown
as a red solid line and the model which consists of only the mean value of y is shown by the
dotted green line.
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Figure 18: A plot of the steam data variable x1 versus x7. The fitted regression model is shown
as a red solid line and the model which consists of only the mean value of y is shown by the
dotted green line.
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Figure 19: A plot of the steam data variable x1 versus x8. The fitted regression model is shown
as a red solid line and the model which consists of only the mean value of y is shown by the
dotted green line. A strong linear relationship is apparent. The dashed lines show the range of
acceptable regression lines that we would accept with 99% confidence.
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Figure 20: A plot of the steam data variable x1 versus x9. The fitted regression model is shown
as a red solid line and the model which consists of only the mean value of y is shown by the
dotted green line.
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Figure 21: A plot of the steam data variable x1 versus x10. The fitted regression model is
shown as a red solid line and the model which consists of only the mean value of y is shown by
the dotted green line.
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methods to reduce the search space. We might consider a step wise forward (elimination) greedy
algorithm that computes the most (least) significant variable, and iteratively adds (removes)
the next most (least) significant variable [129], [51]. Regardless of what procedure we adopt we
must have a way of assessing the significance of a given regression parameter.
We begin by performing a regression on the dataset using all of the variables in XP . For
each variable a p-value is computed. The variables are sorted according to this p-value and the
variable vj with the largest p-value (the least significant variable is removed from the model.
A new regression using variables XP \ {vj} is performed and the remaining variables again
sorted by p-value. This stepwise elimination process is continued until no variables remain.
The output of the analysis is a record summarizing the statistical results.
3.2.1 Variable Summary Table
A table summarizing the individual variables can be constructed. The variables are sorted
according to the p-value
Variable
Number
Variable
Name
Variable
Name F statistic p-value
Regression
Coefficient
1 FieldName1 Description1 FStat1 pV al1 b1
...
...
...
...
...
...
p F ieldNamep Descriptionp FStatp pV alp bp
3.2.2 Plot of Error as a Function of Number of Regression Variables
A plot of the error against the number of variables used in the regression can be constructed
to aid in variable selection. Recall that the regression can be expressed
yˆn(I) =
I∑
i=1
αixin
where I is the number of regression variables used, and the corresponding error is given by
²2(I) =
∑
n
(yn − yˆn(I))2.
Thus we can plot the error as a function of I to obtain a plot similar to the synthetic plot
shown in figure 22.
We notice that as we increase the number of variables we begin to fit more and more of the
actual structure of the data, causing a sharp drop in error. However, at some point we begin
to fit the noise and adding more variables does not cause a significant drop in the error. Such
a plot is used to determine the appropriate number of variables for use in an analysis.
3.3 Example: Model Estimation with SYLRegressDV
The SYLRegressDV C++ class implements the basic functionality of standard linear regression.
An instance of the class is created and indexes are specified for the dependent and independent
variables. The data records are input one at a time to allow for incremental analysis and data
streams. After the data is loaded the coefficients are computed along with R2, the residual
squared error and a p-value describing the significance of the regression equation. Test of
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Figure 22: A plot of error as a function of the number of variables used in the regression
equation. The data used is synthetic.
hypothesis concerning the various coefficients can be performed as well. Variable selection by
stepwise elimination can be performed by starting with all variables in the regression equation
and at each step eliminating the least significant variable.
3.3.1 Example : Steam Data
As an example we consider the data provided in text format in steam_vect.txt, and in data
view format in steam_dv.txt. The variables are [51]:
• x1 : Pounds of steam used monthly,
• x2 : Pounds of real fatty acid in storage per month,
• x3 : Pounds of crude glycerin made,
• x4 : Average wind velocity (in miles per hour),
• x5 : Calendar days per month,
• x6 : Operating days per month,
• x7 : Days below 32 degrees F,
• x8 : Average atmospheric temperature (degrees F),
• x9 : Average wind velocity squared,
• x10: Number of start ups.
The text formatted file has the number of variables as the first entry, followed directly by
the space delimited observations, one per line of the file. The data view format contains the
following header:
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note Steam data X1-X10 (FIELD,datatype,START,LENGTH,Variable Type)
10
(LBS_STEAM,F,10,M)
(LBS_FATTYACID,F,10,M)
(LBS_GLYCERIN,F,10,M)
(AVG_WINDV,F,10,M)
(DAYS_MO,I,2,M)
(OPDAYS_MO,I,2,M)
(DAYS_LESS32,I,2,M)
(AVG_TEMP,F,10,M)
(AVG_WIND2,F,10,M)
(NUM_STARTS,I,2,M)
The first line is a comment describing the contents of the file. The second line lists the number
of variables. The following lines are descriptors, one for each variable, that list the variable
name, its data type, the number of characters used to represent the data and an indicator of
its type (M for metric, O for ordered and S for symbolic valued). The remainder of the file are
the records, one record per line. The SYLRegressDV class can be loaded with data from a
file in data view format by simply passing the name of the data view format file to the object
constructor (the SYLRegressDV class inherits its abilities from the SYLRegress class and adds
an interface to data view formatted data files). The following code segment illustrates the use
of SYLRegressDV (full code listings are given in sections D.2 and D.3).
enum {x1, x2, x3, x4, x5, x6, x7, x8, x9, x10};
//The data file in data view format
string data_descr_file("steam_dv.txt");
//100*(1-alpha) percent confidence level
double alpha = 0.01;
//Index of the dependent variable
int depIDX = x1;
//Indexes of the independent variables
vector < int >indepIDX;
indepIDX.push_back(x2);
indepIDX.push_back(x6);
indepIDX.push_back(x8);
//Create the object
SYLRegressDV theRegression(data_descr_file, indepIDX, depIDX, alpha);
If the data is not in data view format, then the records can be extracted from any necessary
interface to the data-set and loaded sequentially in the form of standard template library vectors
of doubles.
//100*(1-alpha) percent confidence level
double alpha = 0.01;
//Index of the dependent variable
int depIDX = x1;
//Indexes of the independent variables
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vector < int >indepIDX;
indepIDX.push_back(x2);
indepIDX.push_back(x6);
indepIDX.push_back(x8);
//Create the object
SYLRegressDV theRegression(indepIDX, depIDX, alpha);
while(!bDatasetDone)
{
//Get the data from the database
//....
//vector<double> record;
//Once the record vector is loaded with the observations from,
//A single record in the dataset
//Load the full record into the SYLRegressionDV object
theRegression.LoadDataM(record);
}
Once the data is loaded into the object, the regression is performed by calling the
Run() function.
//Perform the regression
theRegression.Run();
Once the regression has been performed, various measures can be retrieved by calling the
relevant accessor function
//Get the regression coefficients
GSLVector coef(theRegression.GetCoefficients());
cout << "Got the following coefficients: " << endl << coef << endl;
//Get the coefficient confidence levels
GSLVector conf(theRegression.GetConfidence());
cout << "Got the following confidence levels: " << endl << conf << endl;
cout << "How good is the model fit?" << endl;
cout << "R2 (percentage of variation explained by model) = ";
cout << theRegression.GetR_squared() << endl;
cout << "Mean squared residual error = ";
cout << theRegression.GetMS_res() << endl;
cout << "Residual squared error = ";
cout << theRegression.GetSS_res() << endl;
//create the needed variables for the test
double pval;
int reject;
//Test hypothesis that regression is not significant
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theRegression.TestRegressionSignificance(&reject, &pval);
if(reject)
cout << "Regression is not significant :";
else
cout << "Regression is significant :";
cout << "pval = " << pval << ", confidence = ";
cout << (1-theRegression.GetAlpha())*100 << "%" << endl;
//To test the hypothesis that an individual coefficient is actually zero
theRegression.TestSignificance(2, &reject, &pval);
cout << "Test hypothesis that coefficent 2 is actually zero :" << endl;
cout << "Pval = " << pval << endl;
if(reject)
cout << "reject the hypothesis" << endl;
else
cout << "Do NOT reject the hypothesis" << endl;
When the preceding code is executed we obtain:
Test regression class
Using indexes :
<1, 5, 7, >
Got the following coefficients:
<8.62281, 0.508237, 0.107004, -0.0780356>
Got the following confidence levels:
<3.03293, 0.62097, 0.171185, 0.0227348>
How good is the model fit?
R2 (percentage of variation explained by model) = 0.879921
Mean squared residual error = 0.385258
Residual squared error = 7.31991
Regression is significant :pval = 3.40369e-009, confidence = 99%
Test hypothesis that coefficent 2 is actually zero : Pval = 0.0905182
Do NOT reject the hypothesis
The regression is considered significant, however we notice that two of the confidence intervals
(B2 and B6) contain zero. A test of the hypothesis that B2 is in fact zero is not rejected. Thus
we may want to consider a simpler model in which one of those terms is left out. We compute a
new regression using variables x6 and x8 and drop x2. This model yields the following results:
Test regression class
Using indexes : <5, 7, >
Got the following coefficients:
<9.18849, 0.204924, -0.0739948>
Got the following confidence levels:
<3.24735, 0.134636, 0.0244033>
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How good is the model fit?
R2 (percentage of variation explained by model) = 0.845647
Mean squared residual error = 0.470463
Residual squared error = 9.40926
Regression is significant :pval = 4.64356e-009, confidence = 99%
Test hypothesis that coefficent 2 is actually zero : Pval = 2.6078e-008
reject the hypothesis
This time all of the coefficients are significant. Since both of the regressions where significant,
we are left with a question of which model is “best.” In general we desire the model which
has the greatest discriminative and predictive power, but that is as simple as possible. In the
words of Albert Einstein, we wish to “make things as simple as possible, but no simpler.” This
introduces the need for model selection procedures, which are discussed in the following section.
3.4 Example: Model Selection with SYLRegressModelSelection
In the preceding example we assumed a model
y = β0 + β2x2 + β6x6 + β8x8
and then asked the regression object to find the parameters for the model. How did we know
to use this particular model? Model selection is an active area of research and often involves
the prior knowledge of the regression analyst. If we know nothing about the data in advance
it is often instructive to plot the pairwise interactions. In this example our response variable
(dependent variable) is x1, so we would plot x1 against all of the other variables. This is
done in figures 13 through 21. From looking at these pairwise plots we may be able to discern
a linear relationship that justifies inclusion of the variable in the model. We can perform a
stepwise greedy variable elimination procedure to help us find a “good” model for a given set
of optimality requirements. We begin our analysis by regressing on all variables and obtain an
equation
x1 = 1.08 + 0.89x2 − 3.31x3 + 0.96x4 + 0.14x5 + 0.19x6 − 0.01x7 − 0.08x8 − 0.07x9 − 0.31x10.
For each regression equation an R2 value, a residual sum of squared error and a p-value for
the significance of the regression equation is computed. The R2 value (percentage of variation
explained by model) is 0.925986, which is very good. The mean squared residual error is
0.347063, while the residual squared error is 4.51181. A significance test of the regression fit
yields a p-value of 3.10163e− 006, which is significant at a 99% confidence level. This equation
fits the data well but is complex. Perhaps there exists another combination of variables that
will offer a good fit, but that has less variables.
We can check the significance of each coefficient in the equation and sort the variables
according to the p-value obtained from the test, as shown in figure 23. At each step we re-
move the variable with the least significant coefficient (the largest p-value in this case) and
repeat the regression on the remaining variables. The variables are again sorted according to
their significance and the process is repeated until we have removed all but one variable. The
SLYRegressModelSelection class implements the variable elimination algorithm. The class is
constructed as follows (the full source listing is given in section D.4)
//100*(1-alpha) percent confidence level
double alpha = 0.01;
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//Index of the dependent variable
int depIDX = x1;
//Indexes of the independent variables
vector < int >indepIDX;
indepIDX.push_back(x2);
indepIDX.push_back(x3);
indepIDX.push_back(x4);
indepIDX.push_back(x5);
indepIDX.push_back(x6);
indepIDX.push_back(x7);
indepIDX.push_back(x8);
indepIDX.push_back(x9);
double alpha = 0.01;
string d_file("steam_dv.txt");
SYLRegressModelSelection theMS(d_file, depIDX, indepIDX, alpha, "test1");
Once the object is instantiated it will open the data file and begin to perform the variable
elimination procedure using the variables specified in indepIDX, storing the results in a series
of files with a prefix of test1. Results can be extracted from the object by calling
vector <ReportItem >theReport(theMS.GetReport());
The vector theReport contains the results for each one of the variable elimination trials. A
ReportItem struct has the following form:
typedef struct {
string modelName;
int depIDX;
vector <int> indepIDX;
vector <string> varNames;
vector< double > B;
vector< double > B_conf;
vector< double > B_coef_pval;
double SS_res;
double R2;
double Fpval;
double alpha;
} ReportItem;
The values of R2, sum of squared error and p-value for the regression equations are plotted as
a function of the number of variables used. These plots can be used to assist in the determination
of which model to use. Figure 32 shows that all of the models under consideration have low
p-values, and are therefore significant. Figure 33 shows that there is a significant difference
between the model M1 and M2, but that the difference between M2, M3, M4, M5 and M6 is
relatively small. Thus the models ability to account for the variation in the data will increase
significant if we use a model with at least two variables, though the gains from increasing the
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Variable
Number
Variable
Name p-value
Regression
Coefficient
Confidence
Interval
1 x8 0.000416798 −0.0774175 ±0.036606
2 x6 0.0491589 0.179345 ±0.178594
3 x9 0.131573 −0.0858466 ±0.114723
4 x10 0.134517 −0.345005 ±0.46485
5 x4 0.16258 1.13422 ±1.64607
6 x2 0.246353 0.705406 ±1.24632
7 x7 0.484635 −0.0181786 ±0.0540711
8 x5 0.583253 0.118763 ±0.451433
9 x3 0.665334 −1.89372 ±9.1478
Regression p-value SSerror R2
Equation 1.26263e− 006 4.86915 0.9237
Figure 23: Results when all nine variables are used in the regression.
Variable
Number
Variable
Name p-value
Regression
Coefficient
Confidence
Interval
1 x8 0.000288684 −0.0766146 ±0.0352176
2 x6 0.0261697 0.156342 ±0.135275
3 x9 0.0641579 −0.0953707 ±0.10168
4 x4 0.0773515 1.2806 ±1.43818
5 x2 0.113501 0.483051 ±0.611606
6 x10 0.124672 −0.343762 ±0.449713
7 x5 0.458196 0.148489 ±0.414083
8 x7 0.49219 −0.0172929 ±0.0521506
Regression p-value SSerror R2
Equation 2.7127e− 007 4.93686 0.922639
Figure 24: Results when 8 variables are used in the regression on the steam data.
Variable
Number
Variable
Name p-value
Regression
Coefficient
Confidence
Interval
1 x8 9.65618e− 006 −0.0679468 ±0.0231142
2 x6 0.0280583 0.148402 ±0.130393
3 x9 0.062345 −0.0940896 ±0.0995118
4 x2 0.0630137 0.541118 ±0.573918
5 x4 0.0745067 1.26814 ±1.40805
6 x10 0.11916 −0.342568 ±0.440426
7 x5 0.411096 0.161278 ±0.403783
Regression p-value SSerror R2
Equation 6.24004e− 008 5.0995 0.92009
Figure 25: Results when 7 variables are used in the regression on the steam data.
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Variable
Number
Variable
Name p-value
Regression
Coefficient
Confidence
Interval
1 x8 4.73271e− 006 −0.069195 ±0.0226102
2 x2 0.00970901 0.662233 ±0.481064
3 x6 0.0336611 0.138137 ±0.126207
4 x10 0.0475409 −0.408275 ±0.403344
5 x9 0.0495573 −0.0979827 ±0.0977715
6 x4 0.0641177 1.30266 ±1.38748
Regression p-value SSerror R2
Equation 1.46618e− 008 5.32583 0.916544
Figure 26: Results when 6 variables are used in the regression on the steam data.
Variable
Number
Variable
Name p-value
Regression
Coefficient
Confidence
Interval
1 x8 1.44813e− 008 −0.0829365 ±0.0184961
2 x6 0.0283256 0.15247 ±0.134457
3 x2 0.033079 0.548699 ±0.499727
4 x10 0.137259 −0.30989 ±0.418027
5 x9 0.314338 −0.0070398 ±0.0142566
Regression p-value SSerror R2
Equation 1.44619e− 008 6.54472 0.897444
Figure 27: Results when 5 variables are used in the regression on the steam data.
Variable
Number
Variable
Name p-value
Regression
Coefficient
Confidence
Interval
1 x8 2.1603e− 009 −0.0783591 ±0.01598
2 x2 0.0142112 0.617182 ±0.479335
3 x6 0.0444231 0.129557 ±0.125996
4 x10 0.166659 −0.285097 ±0.414342
Regression p-value SSerror R2
Equation 3.56447e− 009 6.93309 0.891358
Figure 28: Results when 4 variables are used in the regression on the steam data.
Variable
Number
Variable
Name p-value
Regression
Coefficient
Confidence
Interval
1 x8 2.25734e− 009 −0.0758184 ±0.0159057
2 x2 0.0353533 0.487995 ±0.451194
3 x6 0.0860577 0.108198 ±0.124925
Regression p-value SSerror R2
Equation 1.24201e− 009 7.68481 0.879578
Figure 29: Results when 3 variables are used in the regression on the steam data.
48
Variable
Number
Variable
Name p-value
Regression
Coefficient
Confidence
Interval
1 x8 6.49027e− 010 −0.0797608 ±0.0159899
2 x2 0.000116283 0.761648 ±0.337932
Regression p-value SSerror R2
Equation 6.25718e− 010 8.93134 0.860045
Figure 30: Results when 2 variables are used in the regression on the steam data.
Variable
Number
Variable
Name p-value
Regression
Coefficient
Confidence
Interval
1 x8 1.52524e− 007 −0.0798287 ±0.022259
Regression p-value SSerror R2
Equation 1.52524e− 007 18.2234 0.714438
Figure 31: Results when 1 variable is used in the regression on the steam data. We should not
be surprised to find that x8 is the “best” variable, given the strong linear relationship revealed
in figure 19.
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Figure 32: A plot of p-value as a function of the number of variables used in the regression
equation.
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number of variables past two or three will be small. Models with more than six variables have
likely fit the noise. Figure 34 gives supporting evidence. The drop in the model error will drop
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Figure 33: A plot of R2 as a function of the number of variables used in the regression equation.
significantly for models with two or more variables, though gains for larger models will be small.
In addition models with more than five or six variables have likely fit the noise. The best choice
of which model to choose is an optimization problem involving a search over optimal number
of parameters and optimal setting for parameters, with a cost function reflecting the tradeoff
between accuracy and complexity.
3.5 Piecewise Linear Models and R2
Application of regression must not be done blindly, and should be applied only to homogeneous
portions of the data. Considering the data set illustrated in figure 35 we see that simple linear
regression has indeed provided us with a least squares fit. The coefficients of the regression are
found to be significant and the error term seems reasonable. We might be tempted to conclude
that our model is good. The scatter plot of the data reveals that the data is in fact grouped
into three distinct sections, call them A,B,C, each generated by a unique function, call them
fA, fB , fC , respectively. The true generating functions are in this case:
fA(x) = −4x+ 5, x ≤ 1,
fB(x) = 3x− 2, 1 < x ≤ 2,
fC(x) = 3x− 6, 2 < x ≤ 3.
Looking at the R2 value for the initial regression (Figure 35) tells us that our model is not
able to capture a significant portion of the variation in the data. The model has in fact fit the
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Figure 34: A plot of the residual sum of squared error as a function of the number of variables
used in the regression equation.
very course linear trend of the three groupings, but is unable to capture the variation within
each grouping. For this data set, a better method would be to split the data into homogeneous
clusters and perform regression on each cluster individually.
How do we decide if the regression involves homogeneous data? Can we partition the data
in two pieces in such a way that the combined error for the two different regression equations
is better than the error obtained without the partition [28]? If the data is homogeneous the
residual error will have no structure.
Regression on the data shown in figure 35 gives a large R2. Splitting the x axis into
segments enables us to reduce the error, representing a significant improvement. An algorithm
to generate partitions of the data and to evaluate the model fit in each partition as well as the
overall model fit is required. The splitting procedure results in a decision tree. To The estimate
for the dependent variable, given a new observation of the independent variable is found by
traversing the tree in figure 37, until a leaf is encountered. The function that is found in the
appropriate leaf of the tree is the one that is used to compute the estimate for the interval to
which the observation belongs.
4 Generalized Linear Models
To develop the standard linear regression model we made two strong assumptions:
1. Gaussian distributed identical and independently drawn noise with constant variance.
2. Response variable y is a linear function of the independent variables and some coefficients.
We can generalize this further by assuming different types of error distributions and assuming
that some function of g(y) is a linear function of the independent variables. This will allow us
to model discrete random variables with complex functional relationships. Generalized linear
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Figure 35: A plot of a synthetic dataset with a regression model fit (shown as a red line). The
dashed blue lines show the range of acceptable regression lines that we would accept with 99%
confidence. The regression fit is significant though the R2 value indicates that the model is not
taking into account a significant portion of the variation.
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Figure 36: A plot of a synthetic dataset with a piecewise regression model fit (shown as a red,
blue and green line). The regression fit is significant and the R2 value indicates that the model
is taking into account a significant portion of the variation.
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x < xA
fC(x)fB(x)
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x < xB
Figure 37: Regression Tree resulting from piecewise regression of the data-set in figure 35
models (GLMs) [116] include as special cases linear regression, logit and probit models, log-
linear models and multinomial response models. A GLM consists of a systematic component
that describes the explanatory variables that are used as predictors, a random component that
specifies the response variable and a probability distribution for it and a link that describes
the functional relationship between the systematic component and the expected value of the
random component. In general we have a model of the form
g(µ) = α+ β1x1 + ...+ βkxk,
where
µ = E(Y )
is the expected value of the response variable Y , x1, ..., xk are the explanatory variables,
α, β1, ..., βk are the model coefficients and g(·) is the link function [7]. The term g(µ) is called
the linear predictor and is denoted by η.
Given a set of independent observations {yi, x1i, ..., xki}, for i = 1, ..., N we need to select a
model and an error term from a class that is relevant to the data. Having selected a model we
then need to fit the model to the data by estimating the coefficients of the model that in some
sense best describe the relationship between explanatory and response variables. Having fitted
a model to the data we need some measure of how good the model is in terms of how well the
predicted responses approximate the empirically observed responses.
So far we have only considered models in which the error is normally distributed with
constant variance and the response variable is a real number. There is no reason that we
cannot utilize different link functions g(·) and different error models ². For standard linear
regression the general equation
g(µ) = α+ βix1 + ...+ βkxk + ²,
has the identity link function g(µ) = µ and the error model is normal with constant variance
² ∼ N (0, σ2). This special case is of primary interest because it is ubiquitous and in fact often
serves as a first approximation in computing more complex models. Another reason for its
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use is that under these assumptions the computations of the maximum likelihood parameter
estimates is given in closed form. Recall that we could compute the estimates B using
B = (X ′X)−1X ′Y.
In general our problem is not as easily solved and one will need to employ iterative methods to
obtain optimal parameter estimates.
4.1 Link Functions and Error Distributions
We will be interested primarily in combinations of error distribution and canonical or natural
link function. For real valued data we can perform standard regression using the identity link
and normal error with constant variance error function. For binary response variables we have
logistic regression with logit link function and binomial error function. For count data we have
Poisson regression with log link function and Poisson error function.
• Normal Regression
For the standard linear regression case we assume
yi ∼ N (µi, σ2/wi)
where wi is some known weight, in our case wi = 1,∀i.
– Identity Link
ηi = g(µi) = µi
In this case the coefficients are given by
β = (X ′X)−1X ′Y,
where Y is the vector of observations. These are the normal equations for standard
linear regression.
• Logistic Regression
The logistic model is of practical value when the response variable is not an arbitrary real
number but is instead a binary variable. Assume
yi ∼ B(ni, µi),
where yi is now the proportion and not the counts and B(ni, µi) is a binomial random
variable with parameters (ni, µi). Thus y now represents the probability of “success” in
some random experiment taking one of two values that we will call “success” and “failure.”
Since our response probability is bounded above by one and below by zero, we should use
in our model some function which exhibits similar behavior. Fortunately such a function
exists and is relatively simple to compute.
– Logit Link
The logit function is an S shaped (sigmoidal) curve that has a maximum value of
one and a minimum value of zero and is everywhere continuous in between.
ηi = g(µi) = log(
µi
1− µi )
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• Poisson Regression
Often we will be dealing with data that represents the number of times that a particular
random event has occurred. For such data it is often useful to use a Poisson distributed
error function with a log link function.
– Log Link
Assume
yi ∼ P(µi),
for i = 1, ..., N . We have
ηi = g(µi) = log(µi)
4.2 Measuring the Worth of Regression Models for Categorical Data
We have already said that there is no real analog to R2 for categorical data. Below we briefly
describe some of the measures used to assess the quality of regression models for categorical
data.
4.2.1 Asymptotic Standard Error (ASE)
An estimate of the standard error for each regression coefficient, similar to the standard error of
continuous valued variables, can be computed. This value is used to determine the significance
of a given regression coefficient. The ASE for the ith coefficient is given
ASEi =
√
Covii
where Covii is the (i, i) entry of the sample covariance matrix.
4.2.2 Pearson X2 and G2 Goodness of fit statistics
The Pearson chi-squared statistic is defined by
X2 =
∑
(observed− fitted)2
fitted
,
corresponds to the sum of squared error in standard linear regression and gives us a measure
of how well an assumed model predicts the observed data [129]. The X2 is assumed to be
χ2n−p distributed, where n is the number of observations and p is the number of variables in
the model.
The likelihood-ratio chi-squared statistic is defined by
G2 = 2
∑
observed log
(
observed
fitted
)
.
The likelihood ratio test statistic is the difference between the deviance of the model without
the regressor (the empty model using just the mean) and the deviance of the model with the
regressor [129]. The likelihood is assumed to be approximately χ21 distributed.
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4.2.3 Wald Statistics
To assess the significance of the values of the various coefficients in linear regression we used F -
statistics. In the framework of categorical data we will rely on Wald statistics [129], computed
by
Waldi =
Bi
ASEi
or
Wald2i =
(
Bi
ASEi
)2
.
Wald statistics are assumed to be normally distributed, and Wald2 is assumed to be χ21 dis-
tributed.
4.2.4 Confidence intervals for coefficients
Large sample confidence intervals for the regression parameters are given by
Bi ± zα/2ASEi.
As in the case for standard regress, should a confidence interval evaluated at a specified con-
fidence level include zero, we can be confident to the level of the test that the coefficient is
zero.
4.2.5 Residual error : Pearson residual and Adjusted residual
Due to over-dispersion effects the residual error may be biased. Two measures of residual
error are available that consider the variance are Pearson and Adjusted residuals. The Pearson
residual for Poisson GLMs is defined as
ei =
observed− fitted√
var(observed)
=
yi − µˆi√
µˆi
,
and for binomial random component is given by
ei =
yi − nipˆii√
nipˆii(1− pii)
,
The adjusted residual is given by
ai =
ei√
1− hi
,
where ei is the Pearson residual defined above and hi is the leverage of variable i. The adjusted
residual for binomial random component is given by
ai =
yi − nipˆii√
nipˆii(1− pˆii)
,
56
4.3 Example: Logistic Regression with Logit Link using SYLLogisti-
cRegress
Following Agresti [7] we are given the following data set that records the mean width of observed
female horseshoe crabs, the number of female crabs at that width that had male satellite crabs,
the total number of observed female crabs for each width category and the sample proportion
of females with satellites for each width category. The total number of success responses in
each category is a Binomial random variable, a sum of independent Bernoulli events (either
the crab has a satellite or it does not), with a success probability that we would like to model
as a function of the crabs width. Our hypothesis is that the probability of a crab at a given
width having a satellite increases with the crabs width. We are not sure of the exact nature
of this relationship but we assume that it is in some sense linear. We can try to fit a straight
line to the data, shown in figure 39. But since we are trying to model the probability of the
crab having a satellite we would prefer a model (curve) that has a lower bound of zero and
an upper bound of one. Thus we might be better to use a logit link function with a Binomial
error component. Consider figure 39 and compare it with the results obtained by plotting
Number of Cases Number Yes Mean Width Sample Proportion
n ny x pi
14 5 22.6929 0.36
14 4 23.8429 0.29
28 17 24.7750 0.61
39 21 25.8385 0.54
22 15 26.7909 0.68
24 20 27.7375 0.83
18 15 28.6667 0.83
14 14 30.4071 1.00
Figure 38: The quantized crab data showing the total number of crabs for each category, the
total number of crabs that had satellites for each category and the sample proportion of crabs
with satellites for each category.
the proportion (pii) of crabs at a given width that have satellites shown in figure 40 which
displays the proportion of satellites for each quantized width cell. It is important to note that
in this case similar results will be obtained when using either the raw or proportion data. The
SYLLogisticRegress constructor can be invoked in two ways. The first method uses the same
interface as the SYLRegress class, in this case the dependent variable is the binary variable
y ∈ {yes, no} indicating the presence or absence of satellites and the independent variable is
the width of the crab. Internally the class computes a proportion by
pii =
ny
ni
,
where ny is the number of crabs that have satellites ( in this case either 1 for yes or 0 for no)
and ni is the total number of crabs (in this case ni is always 1). The second way to invoke
the constructor is to give the vector of observations of the dependent variable (the sample
proportion for each category) and the matrix of observations of the independent variables (in
this case the mean width of each category). In this situation the data has been pre-processed
prior to modelling and the table of counts forms a compact representation of the dataset and
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we can derive the parameters of the model from the representation. When dealing with binary
data it is often difficult to observe a relationship in the raw data.
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Figure 39: Example of a binary valued dataset, presence of a satellite against width. It is
difficult to see a linear relationship in the raw data.
The following code segment illustrates the use of SYLLogisticRegress (full source listing is
given in section D.6)
//*************CREATE A SYLLOGISTICREGRESS OBJECT
//100*(1-alpha) percent confidence level
double alpha = 0.01;
//Index of the dependent variable
depIDX = satell;
//Indexes of the independent variables
vector < int >indepIDX;
indepIDX.push_back(width);
SYLLogisticRegress logitRegression(indepIDX, depIDX, alpha);
while(!bDatasetDone)
{
//Get the data from the database
//....
//vector<double> record;
//Once the record vector is loaded with the observations from,
//A single record in the dataset
//Load the full record into the SYLLogisticRegress object
logitRegression.LoadData(record);
}
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Figure 40: Example of a binary valued dataset that has been processed. The width measure has
been quantized and the sample proportion of crabs having satellites is plotted for each width
category. It is not difficult to see a linear relationship in the averaged data.
Once the data is loaded into the object, the regression is performed by calling the
MultipleLinearRegress() function.
//*******************Do the regression
//Perform the regression
logitRegression.Run();
Once the regression has been performed, various measures can be retrieved by calling the
relevant accessor function
//Get the regression coefficients
GSLVector coefficients(logitRegression.GetCoefficients());
cout << "Got the following coefficients: " << endl << coefficients << endl;
//Get the coefficient confidence levels
GSLVector confidence(binReg2.GetConfidence());
cout << "Got the following confidence levels: " << endl << confidence << endl;
cout << "G2 = " << logitRegression.Get_G2();
cout << ", with pvalue = "<< logitRegression.Get_G2_pval() << endl;
cout << "X2 = " << logitRegression.Get_X2();
cout << ", with pvalue = "<< logitRegression.Get_X2_pval() << endl;
cout << "Small pvalues indicate lack of fit (P < 0.05)" << endl;
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The second method inputs processed data, in this case the data has been quantized into 8
distinct width categories and for each category the number of crabs in the category as well as
the number of crabs in the width category that had satellites (niy).
The dependent variable is the proportion of crabs with satellites and the independent vari-
able is the width of the crab. Internally the class computes a proportion by
pii =
niy
ni
,
where niy is the number of crabs in category i that have satellites and ni is the total number
of crabs in category i.
//*************CREATE A SYLLOGISTICREGRESS OBJECT
//100*(1-alpha) percent confidence level
double alpha = 0.01;
SYLLogisticRegress logitRegression(X, n, n_y, alpha);
while(!bDatasetDone)
{
//Get the data from the database
//....
//vector<double> record;
//Once the record vector is loaded with the observations from,
//A single record in the dataset
//Load the full record into the SYLLogisticRegress object
logitRegression.LoadRecord(record);
}
Once the data is loaded into the object, the regression is performed by calling the
Run() function.
//*******************Do the regression
//Perform the regression
logitRegression.Run();
Once the regression has been performed, various measures can be retrieved by calling the
relevant accessor function
//Get the regression coefficients
GSLVector coefficients(logitRegression.GetCoefficients());
cout << "Got the following coefficients: " << endl << coefficients << endl;
//Get the coefficient confidence levels
GSLVector confidence(logitRegression.GetConfidence());
cout << "Got the following confidence levels: " << endl << confidence << endl;
cout << "G2 = " << logitRegression.Get_G2();
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cout << ", with pvalue = " << logitRegression.Get_G2_pval() << endl;
cout << "X2 = " << logitRegression.Get_X2();
cout << ", with pvalue = " << logitRegression.Get_X2_pval() << endl;
cout << "Small pvalues indicate lack of fit (P < 0.05)" << endl;
When running the SYLLogisticRegression class on both the raw and processed datasets to
fit a model of the form
logit[pi(x)] = β0 + β1x
we obtain
Test SYLLogisticRegress class
Using raw datset got
Got the following coefficients:
<-12.3508,0.497231>
Got the following confidence levels:
<-5.15202, -0.199391>
G2 = 109.122, with pvalue = 0.999935
X2 = 165.137, with pvalue = 0.612006
Small pvalues indicate lack of fit (P < 0.05)
Using Quantized dataset got
Got the following coefficients:
<-11.533, 0.465401>
Got the following confidence levels:
<-5.00312, -0.193431>
How good is the model fit?
G2 = 5.63585, with pvalue = 0.465192
X2 = 5.01685, with pvalue = 0.541654
Small pvalues indicate lack of fit (P < 0.05)
Thus the raw dataset yields a better fit as we would expect, though the quantized data yields
a good fit as well. To recover the probability of a crab at a given width having a satellite we
must compute
pˆi =
eβ0+β1x
1 + eβ0+β1x
,
and to get an estimate of the number of successes in each quantized level we would compute
nˆyi = nipˆii.
where ni is the total number of yes or no observations for the ith category and pˆii is the estimated
proportion of yes observations for the ith category. For example, the following call is used to
retreive the predicted number of yes values under the model
cout << "The predicted values" << endl << binReg.Get_n_y_hat() << endl;
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Yields the following output
The predicted values
<
3.84354,
5.49604,
13.9811,
24.2048,
15.8002,
19.1605,
15.4652,
13.0486
>
Comparing these values with the second column of 38 shows that the model fits the data very
well, as shown in the plot in figure 42.
An ordinary least squares (OLS) fit of the data by standard linear regression gives
pˆi = −1.754 + 0.0911x.
with a standard error of 0.1469. We can just go ahead and use standard linear regression on
the data and obtain meaningful results. The OLS model, aside from not being an optimal
estimate, provides responses outside of the desired range for extreme width values. Thus if we
use the OLS results we must have some way of determining a proper threshold that will map
the output of the regression from continuous values to discrete values. We might be better to
use a logit curve to fit the data. Using logistic regression, the maximum likelihood fit for the
data is given by
logit[pˆi] = −11.533 + 0.465x
with a standard error of 0.0987, and provides a more realistic model for the data, especially
towards the boundary values.
4.4 Example: Poisson Regression with Log Link using SYLPoisson-
Regress
In logistic regression we where interested in the probability that a crab at a given width would
have a satellite, irrespective of the number of satellites. What if we where interested in the
number of satellites we would expect to find for a crab at a given width? We can model the
number of satellites for a given category as a Poisson random variable, (a count of the total
number of occurrences during a given time period). Our hypothesis is that the number of
satellites around a crab at a given width increases with the crabs width. We are not sure of
the exact nature of this relationship but we assume that is in some sense linear. We can try to
fit a straight line to the data, shown in figure 44. But since we are trying to model the number
of satellites we would prefer a model (curve) that has some exponential characteristics. Thus
we might be better to use a log link function with a Poisson error component. Using the data
from Agresti, we now look at the mean number of satellites at a given width category and try
using a Poisson regression model.
The Poisson model has the form
log(µ) = α+ βx.
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Agresti Table 5.1 : Crab data − Binomial response
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Figure 41: Example of a dataset that is fitted using a logistic regression procedure as well a
linear procedure. Notice that the linear fit is not satisfactory for extreme width values.
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Figure 42: The fitted values (red +)with a Binomial model versus the observed data (blue ♦).
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Mean Number Satellites Mean Width
y x
1.000 22.6929
1.4286 23.8429
2.3929 24.7750
2.6923 25.8385
2.8636 26.7909
3.8750 27.7375
3.9444 28.6667
5.1429 30.4071
Figure 43: The quantized crab data showing the mean number of satellites for each width
category, to be modelled with Poisson regression.
To find the predicted counts we compute
µ = eβ0+β1x.
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Figure 44: Plot of number of satellites against crab width. Looking at the raw data it is difficult
to find a linear relationship.
Note again that we can run on either the raw data or the processed data. The following
sequence of calls is used to create an instance (the full source code listing is given in section
D.5).
//...Assign totalnumVars
/*******************Set the DEP and INDEP variables**/
depIDX = satell;
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Figure 45: Plot of the mean number of satellites against crab width category. Looking at the
mean data it easy to find a linear relationship.
indepIDX.push_back(width);
//*******************Create a regression object
//Instantiate an object of the class
SYLLogisticRegress poissonRegression(totalnumVars, indepIDX, depIDX);
Data is loaded into the object sequentially, as before
while(!bDatasetDone)
{
//Get the data from the database
//....
//vector<double> record;
//Once the record vector is loaded with the observations from,
//A single record in the dataset
//Load the full record into the SYLRegression object
poissonRegression.LoadRecord(record);
}
Once the data is loaded into the object, the regression is performed by calling the
Run() function.
//*******************Do the regression
//Perform the regression
poissonRegression.Run();
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Once the regression has been performed, various measures can be retrieved by calling the
relevant accessor function
//Get the regression coefficients
GSLVector coefficients(poissonRegression.GetCoefficients());
cout << "Got the following coefficients: " << endl << coefficients << endl;
//Get the coefficient confidence levels
GSLVector confidence(poissonRegression.GetConfidence());
cout << "Got the following confidence levels: " << endl << confidence << endl;
cout << "How good is the model fit?" << endl;
cout << "G2 = " << poissonRegression.Get_G2();
cout << ", with pvalue = " << poissonRegression.Get_G2_pval() << endl;
cout << "X2 = " << poissonRegression.Get_X2();
cout << ", with pvalue = " << poissonRegression.Get_X2_pval() << endl;
cout << "Small pvalues indicate lack of fit (P < 0.05)" << endl;
The output for the raw and quantized data sets to fit a model of the form
logµ = β0 + β1x
are as follows.
Test SYLPoissonRegress class
Using raw datset got
Got the following coefficients:
<-12.3508, 0.497231>
Got the following confidence levels:
<-5.15202, -0.199391>
G2 = 109.122, with pvalue = 0.999935
X2 = 165.137, with pvalue = 0.612006
Small pvalues indicate lack of fit (P < 0.05)
Using Quantized dataset
Got the following coefficients:
<-11.533,0.465401>
Got the following confidence levels:
<-5.00312,-0.193431>
G2 = 5.63585, with pvalue = 0.465192
X2 = 5.01685, with pvalue = 0.541654
Small pvalues indicate lack of fit (P < 0.05)
The fitted values for the model can be extracted by the following code fragment:
cout << "The predicted values" << endl << poissReg.Get_mu_hat() << endl;
to yield the following results.
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Agresti Fig 4.4 : Crab data − Poisson response
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Figure 46: Example of a dataset that is fit with a Poisson model and a linear model.
The predicted values
<1.3669,
1.68414,
1.99454,
2.41916,
2.8756,
3.41457,
4.04178,
5.54301>
The model fits the data very well as is shown in figure 47.
5 Variable Clustering
We are given a dataset that consists of many observations in some high dimensional space,
which can be viewed as a matrix in which each row represents an observation and each column
represents a variable. The variables may not all independent and we require a method for
analyzing the relationships between the variables. Variable clustering can be used to cluster
variables and thereby reduce the complexity of models involving large sets of variables. In
variable clustering, we look at a graph that represents some measure of association (similarity,
correlation, functional dependence, etc) between the variables. To construct the graph we
represent each variable by a vertex (node). A link between two nodes is present whenever the
association meets a certain threshold. To cluster the variables we extract, by graph theoretic
clustering, subsets of variables that belong to the same connected components of the graph.
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Figure 47: The fitted values (red +) with a Poisson model versus the observed data (blue ♦).
5.0.1 Correlation Ratio vs Correlation Coefficient
The correlation ratio (η2) is defined by:
η2 =
V ar{E[y|x]}
V ar{y} .
Assuming that the relationship between x and y is indeed linear, then the following equation
models the relationship:
y = mx+ b+ ξ,
where x has some distribution f(x) with µx = 0 and ξ ∼ N(0, σ2), i.e. µξ = 0, σ2ξ = σ2. Under
these conditions we can see that:
Ey[y|x] = Ey[mx+ b+ ξ] = Ey[mx+ b] + Ey[ξ] = mx+ b
furthermore:
Ex[Ey(y|x)] = Ex[mx+ b] = mEx[x] + b = b.
To determine the numerator of the correlation coefficient using the previous result
V ar[E(y|x)] = Ex[ ( E(y|x)− Ex[E(y|x)] )2 ]
= Ex[(mx+ b− b)2] = m2Ex[x2]
= m2σ2x
Similarly, to determine the denominator of the correlation coefficient
V ar[y] = V ar[mx+ b+ ξ] = Ex[ ( mx+ b+ ξ − Ex(mx+ b+ ξ) )2 ]
= Ex[ ( mx+ b+ ξ − b )2 ] = Ex[ ( mx+ ξ )2 ]
= Ex[m2x2 + 2mxξ + ξ2]
= m2σ2x + σ2ξ
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In order to compare this result with the correlation coefficient we see that:
E[(x− µx)(y − µy)] = E[(x− 0)(y − b)] = E[x(mx+ ξ)]
= mE[x2] + E[xξ] = mσ2x + E[x]E[ξ]
= mσ2x
Finally, comparing η2 vs. ρ2 we see that
η2 = V ar{E(y|x)}V ar{y} ρ
2 =
(
E[(x−µx)(y−µy)]
σxσy
)2
η2 = m
2σ2x
m2σ2x+σ
2
ξ
ρ2 =
(
mσ2x
σx
√
m2σ2x+σ
2
ξ
)2
ρ2 = mσ
2
x
m2σ2x+σ
2
ξ
concluding that for a linear relationship between x and y it can be seen that η2 = ρ2.
5.0.2 Using the η2 − ρ2 statistic
1. Given 2 variables x and y, where x is considered the independent variable, consider:
• H0 : y = mx+ b+ ξ; where x ∼ f(x), µx = 0 and ξ ∼ N(0, σ2ξ )
• get estimates for m, b, σξ from the dataset as mˆ, bˆ, σˆξ
• from the original dataset, determine η20 and ρ20
2. Repeat the following until #{η2k − ρ2k > η20 − ρ20} = 10
• Generate a sample k of pairs {(xn, yn)}Nn=1 based on the estimated parameters for
the linear model. Where N = #Dataset
• if (η2k − ρ2k) > (η20 − ρ20) increment counter for #{η2k − ρ2k > η20 − ρ20}
3. the p-value for the test of linearity between x and y is:
p =
10
#generated samples
=
10
K
With this process we can compute a p-value for any pair of variables x, y and H0 can be rejected
when p < 0.01 (i.e. when there’s strong evidence against the linear model). The p-values can
be presented in a matrix, so that the threshold value of 0.01 may be used to:
• choose variables that are linearly dependent, to be used in a linear regression model.
• build a graph of linear dependence for further analysis.
5.1 Graph Theoretic Clustering : Near Cliques
One method of clustering a graph is to find the maximally connected subgraphs, or cliques, of
the graph. In many instances the clique structure is over constrained and we seek to find those
sets of variables that are highly (rather than maximally) connected. We describe an algorithm
for finding dense regions of a graph originally presented in [135] and later used in [10]. The
goal of the algorithm is to find clusters in the graph that are not as dense as cliques, but are
compact to within a user specified parameter.
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5.2 Definitions
• G = (V,E) is a graph with node set V and edge set E ⊆ V × V ,
• A Clique is a set of nodes P ⊆ V such that P × P ∈ E
• Y is a neighbor of X if (X,Y ) ∈ E,
• The neighborhood of X is defined by:
Neighborhood(X) = {Y |(X,Y ) ∈ E},
• The conditional density of X given Y is defined
D(X|Y ) = #{N ∈ V |(N,Y ) ∈ E
∧
(X,N) ∈ E} = D(Y |X)
• A dense region around node X ∈ V is defined for some integer K as:
Z(X,K) = {Y ∈ S|D(Y |X) ≥ K}
• A dense region candidate around X is given by Z(X) = Z(X,J), where :
J = max{K|#Z(X,K) ≥ K}
• The association of node X ∈ V to a subset B ⊆ V is:
A(X|B) = #{Neighborhood(X)
⋂
B}
#B
• The compactness of a subset B ⊆ V is:
C(B) =
1
#B
∑
X∈B
A(X|B)
5.2.1 The Near Clique Algorithm
A dense region B ⊆ V should satisfy:
1. B = {N ∈ Z(X)|A(N |Z(X)) ≥MINASSOCIATION}
2. C(B) ≥MINCOMPACTNESS
3. #B ≥MINSIZE
for user defined thresholdsMINASSOCIATION,MINCOMPACTNESS, andMINSIZE.
5.2.2 Determining the dense region around X
1. Compute D(Y |X),∀Y ∈ V ,
2. Find a dense region candidate Z(X,K ′) where:
K ′ = max {K|#{Y |D(Y |X) ≥ K} ≥ K}
3. Remove nodes with low association from candidate set,
4. Check if remaining nodes have sufficient average association,
5. Check if candidate set is large enough
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5.2.3 Finding clusters, given dense regions
Let the set of dense regions be called DR
1. Define the dense region relation :
F = {(B1, B2)|B1, B2 ∈ DR, #(B1
⋂
B2)
#B1
≥MINOV ERLAP∨#(B1
⋂
B2)
#B2
≥MINOV ERLAP}
2. Merge regions that have sufficient overlap if all nodes in the set resulting after merging
have high enough associations.
3. Iterate until no regions can be merged.
5.3 Example: Variable clustering using SYLCorrelationRatio
The correlation ratio is another technique that can be used in variable clustering. Class SLYCor-
relationRatio computes the correlation ratio matrix, which can be used to build an association
graph. The following code segment illustrates the use of SYLCorrelationRatio (the full listing
is given in section D.8)
//Create a correlation object
//Instantiate an object of the class
SYLCorrelationRatio theCorrelationRatio(numMVars);
//Load the data
while(!bDatasetDone)
{
//Get the data from the database
//....
//vector<double> record;
//Once the record vector is loaded with the observations from,
//A single record in the dataset
//Load the full record into the SYLRegressionDV object
theRegression.LoadRecord(record);
}
Once the data has been loaded the computations can be performed by calling Run().
theCorrelationRatio.Run();
Having performed the computations we can now get the results.
cout << "Obtained the following correlation ratio matrix: " << endl;
double_STL_matrix eta2 = theCorrelationRatio.Get_etaSQ();
for(i=0; i<eta2.size(); i++)
{
for(int j=0; j<eta2[0].size(); j++)
{
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cout << eta2[i][j] << ", ";
}
cout << endl;
}
cout << "This graph can be clustered to find variable clusters" << endl;
//Hold the list of near cliques
Clique *NearClique;
int NoOfCliques;
theCorrelationRatio.FindEtaSQNearCliques(&NearClique, &NoOfCliques);
cout << "Got the Eta^^2 near cliques" << endl;
//Display the Cliques
for( i = 0; i < NoOfCliques; i++)
{
int tmp = NearClique[i].NoOfNodes;
cout << "Near Clique " << i << ": ";
for(int j=0; j < tmp; j++)
{
cout << NearClique[i].Index[j] << " ";
}
cout << endl;
}
When this code is run on the MATHMARK data set, we obtain the following results:
Obtained the following correlation ratio matrix:
[
0.973782, 0.331162, 0.33879, 0.230859, 0.243764,
0.353577, 0.920002, 0.420168, 0.407319, 0.353007,
0.354745, 0.385383, 0.863447, 0.540728, 0.491172,
0.244197, 0.392286, 0.541148, 0.962705, 0.495568,
0.232275, 0.333676, 0.4639, 0.442251, 0.966807,
]
This graph can be clustered to find variable clusters
Got the Eta^^2 near cliques
Near Clique 0: 0 1 2 3 4
Under construction...
6 Graphical Models
Since y is a random variable in the equation
y = β0 + β1x1 + ...+ βpxp + ²
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our model is actually a prediction of the most likely y, given that the observations where
x1, ..., xp, or in other words the expected value of y given X, E(y|X). More generally, we can
model the probability of observing a particular y, given that the observations where x1, ..., xp,
or P (Y |X). The simplest model that we can propose is the independence model,
P (Y |X) = P (X,Y )
P (X)
=
P (X)P (Y )
P (X)
= P (Y ).
In the regression framework this model corresponds to the situation in which the coefficient β1
is not significantly different from zero.
Graphs provide a convenient framework for constructing and analyzing complex models
which represent conditional independence assumptions. The graphical model gives a compact
representation for the joint distribution, from which all relevant marginal and conditional dis-
tributions may be derived. We are interested in samples consisting of observations on a set of
variables X = {x1, x2, ..., xp}, each of which may take one of k distinct values. Observations
are assumed to have been drawn from some distribution P (x1, x2, ..., xp), which would require
kp − 1 space to store the entire multidimensional table. We would like to be able to construct
models that will allow us to estimate the true distribution. The simplest assumption that we
can make is independence
P (x1, x2, ..., xp) = P1(x1)P2(x2) · · ·Pp(xp)
which would reduce our storage requirements to p(k − 1). For notational convenience we will
omit the subscript and write Pi(xi) as P (xi). Another common assumption is the Markov
property
P (xi|xi−1, xi−2, ..., x1) = P (xi|xi−1)
which might allow us to write something like
P (x1, x2, x3, x4, x5) = P (x5|x4)P (x4|x3)P (x3|x2)P (x2|x1)P (x1).
The Markov property reduces storage to < 4k2 + k.
6.1 Some more complex models
Suppose we had
P (x1, x2, x3, x4, x5) = P (x2, x4)P (x1|x2, x5)P (x3, x5).
and that we could express the distribution in terms of three functions
P (x1, x2, x3, x4, x5) = f2,4(x2, x4)f1,2,3(x1, x2, x3)f3,5(x3, x5).
To find P (x2, x4) we merely sum out over the variables we wish to eliminate from the joint
P (x2, x4) =
∑
x1,x3,x5
P (x1, x2, x3, x4, x5) =
∑
x1
∑
x3
∑
x4
f2,4(x2, x4)f1,2,3(x1, x2, x3)f3,5(x3, x5).
which gives
P (x2, x4) = f2,4(x2, x4)
∑
x3
f1,2,3(∗, x2, x3)f3,5(x3, ∗).
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Note that we write sumxf(x, y) as f(∗, y). Letting
g(x2) =
∑
x3
f1,2,3(∗, x2, x3)f3,5(x3, ∗),
gives
P (x2, x4) = f2,4(x2, x4)g(x2).
To find P (x2) we form the sum
P (x2) =
∑
x4
f2,4(x2, x4)g(x2) = f2,4(x2, ∗)g(x2)
To find the conditional probability P (x4|x2) we use Bayes rule
P (x4|x2) = P (x2, x4)
P (x2)
=
f2,4(x2, x4)g(x2)
f2,4(x2, ∗)g(x2) =
f2,4(x2, x4)
f2,4(x2, ∗)
similarly we can find
P (x5|x3) = f3,5(x3, x5)
f3,5(x3, ∗) .
Marginal distributions can be found by summing over the joint distribution:
P (x1, x2, x3) =
∑
x4
∑
x5
f2,4(x2, x4)f1,2,3(x1, x2, x3)f3,5(x3, x5).
= f1,2,3(x1, x2, x3)
∑
x4
∑
x5
f2,4(x2, x4)f3,5(x3, x5).
= f1,2,3(x1, x2, x3)f2,4(x2, ∗)f3,5(x3, ∗).
Similarly
P (x2, x3) =
∑
x1
P (x1, x2, x3) =
∑
x1
f1,2,3(x1, x2, x3)f2,4(x2, ∗)f3,5(x3, ∗)
which reduces to
= f1,2,3(∗, x2, x3)f2,4(x2, ∗)f3,5(x3, ∗).
Conditionals can be found by normalizing by the appropriate term:
P (x1|x2, x3) = f1,2,3(x1, x2, x3)f2,4(x2, ∗)f3,5(x3, ∗)
f1,2,3(∗, x2, x3)f2,4(x2, ∗)f3,5(x3, ∗) .
=
f1,2,3(x1, x2, x3)
f1,2,3(∗, x2, x3) .
Further, we can write:
P (x2, x4) = f2,4(x2, x4)g2(x2),
and
P (x3, x5) = f3,5(x3, x5)g3(x3),
and
P (x1, x2, x3) = f1,2,3(x1, x2, x3)a2(x2)b3(x3),
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6.2 Log Linear Models
Taking the log of the joint distribution gives
log(P (x1, x2, x3, x4, x5)) = log(f2,4(x2, x4)) + log(f1,2,3(x1, x2, x3)) + log(f3,5(x3, x5)).
because multiplication is transformed into addition under the log transform, log linear models
are convenient to use.
6.3 Decomposable Graphical Models
A model whose graph is complete (depicted in Figure 48 for 5 nodes) is called the saturated
model. For a graph on 5 variables there exist 10 edges and hence 210 subgraphs of the com-
plete graph. Given the number of possible subgraphs, each of which corresponds to a model,
  1
  5
  4
  3
  2
Figure 48: The saturated Graphical Model on 5 nodes.
we cannot simply enumerate all possible models. We can simplify our search by only looking
for those models that are decomposable. A model is decomposable if its graph is chorded.
A graph is chorded if, for every cycle of four or greater, there is a chord. Such graphs can
be shown to yield closed form expressions for the MLE estimates. Given a graph that is
decomposable, the joint probability distribution on the model can be expressed in term of
the maximally connected subgraphs (cliques) of the graph. For example, consider the graph
3
01
2
Figure 49: The simplest non-chordal graph on 4 nodes.
Γ = ({x1, x2, x3, x4, x5}, {(x1, x2), (x2, x3), (x3, x4), (x1, x4)}), depicted in figure 49. The cliques
of the graph are given by {{x1, x2}, {x2, x3}, {x3, x4, }, {x1, x4}, } . Writing out the joint distri-
bution in terms of the cliques of the graph gives:
P (x1, x2, x3, x4, x5) = f1,2(x1, x2)f2,3(x2, x3)f3,4(x3, x4)f4,1(x4, x1).
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Thus we would write
P (x1, x2) = f1,2(x1, x2)
∑
x3,x4
f2,3(x2, x3)f3,4(x3, x4)f4,1(x4, x1) = f1,2(x1, x2)g(x1, x2).
which is a problem, because we already have a function on variables x1 and x2.
6.3.1 Example 1
Let us consider some examples of decomposable graphical models. Taking
Γ = ({x1, x2, x3, x4, x5}, {(x1, x2), (x2, x3), (x3, x4), (x3, x5), (x4, x5)}),
depicted in Figure 50. The cliques of the graph are given by {{x1, x2}, {x2, x3}, {x3, x4, x5}} ,
  2
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Figure 50: A simple decomposable graphical model on 5 nodes.
from which we can write:
P (x1, x2, x3, x4, x5) = f1,2(x1, x2)f2,3(x2, x3)f3,4,5(x3, x4, x5),
for some functions f1,2, f2,3, f3,4,5. Simply substituting the marginals will not work:
P (x1, x2, x3, x4, x5) 6= P (x1, x2)P (x2, x3)P (x3, x4, x5),
as we can see when we try to form the sums∑
x1
∑
x2
∑
x3
∑
x4
∑
x5
P (x1, x2)P (x2, x3)P (x3, x4, x5) =
∑
x2
∑
x3
P (∗, x2)P (x2, x3)P (x3, ∗, ∗)
which cannot be summed further due to the x2 and x3 variables. What is missing is a suitable
normalization term which includes as factors some functions of x2 and x3. Thus we would write
P (x1, x2, x3, x4, x5) =
P (x1, x2)P (x2, x3)P (x3, x4, x5)
P (x2)P (x3)
,
which is a unique expression for the given model. Note that this expression can be written in
terms of conditionals as follows:
P (x1, x2, x3, x4, x5) = P (x1, x2)P (x3|x2)P (x4, x5|x3),
and
P (x1, x2, x3, x4, x5) = P (x1|x2)P (x2|x3)P (x3, x4, x5),
and
P (x1, x2, x3, x4, x5) = P (x1|x2)P (x2, x3)P (x4, x5|x3),
which are all equivalent.
76
  1
  5
  4
  3
  2
Figure 51: Another simple decomposable graphical model on 5 nodes.
6.3.2 Example 2
Let us consider another example: Taking
Γ = ({x1, x2, x3, x4, x5}, {(x1, x2), (x1, x5), (x2, x3), (x2, x5), (x3, x4), (x3, x5), (x4, x5)}),
depicted in Figure 51. The cliques of the graph are given by
{{x1, x2, x5}, {x2, x3, x5}, {x3, x4, x5}, } ,
from which we can write:
P (x1, x2, x3, x4, x5) = f1,2,5(x1, x2, x5)f2,3,5(x2, x3, x5)f3,4,5(x3, x4, x5).
In terms of the marginal distributions we can write:
P (x1, x2, x3, x4, x5) =
P (x1, x2, x5)P (x2, x3, x5)P (x3, x4, x5)
P (x2, x5)P (x3, x5)
.
We can verify this expression by computing the conditionals:
P (x1, x3|x2, x4, x5) = P (x1, x2, x3, x4, x5)∑
x1
∑
x3
P (x1, x2, x3, x4, x5)
,
=
P (x1,x2,x5)P (x2,x3,x5)P (x3,x4,x5)
P (x2,x5)P (x3,x5)∑
x1
∑
x3
P (x1,x2,x5)P (x2,x3,x5)P (x3,x4,x5)
P (x2,x5)P (x3,x5)
,
=
P (x1,x2,x5)P (x2,x3,x5)P (x3,x4,x5)
P (x2,x5)P (x3,x5)∑
x3
P (x2,x3,x5)P (x3,x4,x5)
P (x3,x5)
,
Similarly, P (x3|x2, x4, x5) is found by
P (x3|x2, x4, x5) =
∑
x1
P (x1, x3|x2, x4, x5),
=
∑
x1
P (x1,x2,x5)P (x2,x3,x5)P (x3,x4,x5)
P (x2,x5)P (x3,x5)∑
x3
P (x2,x3,x5)P (x3,x4,x5)
P (x3,x5)
,
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=
P (x2,x5)P (x2,x3,x5)P (x3,x4,x5)
P (x2,x5)P (x3,x5)∑
x3
P (x2,x3,x5)P (x3,x4,x5)
P (x3,x5)
,
=
P (x2,x3,x5)P (x3,x4,x5)
P (x3,x5)∑
x3
P (x2,x3,x5)P (x3,x4,x5)
P (x3,x5)
,
Similarly for P (x1|x2, x4, x5)
P (x1|x2, x4, x5) =
∑
x3
P (x1, x3|x2, x4, x5),
=
∑
x3
P (x1,x2,x5)P (x2,x3,x5)P (x3,x4,x5)
P (x2,x5)P (x3,x5)∑
x3
P (x2,x3,x5)P (x3,x4,x5)
P (x3,x5)
,
=
P (x1, x2, x5)
P (x2, x5)
∑
x3
P (x2,x3,x5)P (x3,x4,x5)
P (x3,x5)∑
x3
P (x2,x3,x5)P (x3,x4,x5)
P (x3,x5)
,
=
P (x1, x2, x5)
P (x2, x5)
.
and we have that
P (x1, x3|x2, x4, x5) = P (x1|x2, x4, x5)P (x3|x2, x4, x5).
6.4 Decomposable models
Decomposable models are a subset of undirected graphical models that are built from triangu-
lated graphs. A graph is triangulated (chordal, decomposable) if every cycle of length four or
greater contains a chord. Models of this type posses a number of desirable qualities, including
[1]:
• Maximum likelihood estimates can be calculated directly from marginal probabilities,
eliminating the need for Iterative Proportional Fitting procedures,
• Closed form expressions for test statistics can be found,
• Every decomposable model can be represented as either a directed or undirected model,
• Inference algorithms for decomposable graphs are tractable.
The problem of finding an optimal decomposable model for a given data set is intractable
and heuristic search techniques based on forward or backward selection procedures are usually
employed [54]. During these selection procedures care must be taken to ensure that the resulting
graph is still decomposable.
6.5 Algorithm : Maximum Cardinality Search
Given a graphical model over some graph G = (V,E) we need a method to determine if the
graph is decomposable. A numbering α is perfect if N(αi) ∩ {α1...αi−1} is complete, where
N(αi) are the neighbors of αi. A graph is triangulated if and only if it has a perfect numbering.
The Maximum Cardinality Search algorithm, proposed by Tarjan and Yannakakis [146], will
create such a perfect numbering if possible.
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Figure 52: A non-chordal graph. A graphical model that is not decomposable lacks a simple
closed form expression for the MLE’s.
6.5.1 Triangulation Algorithm: Finding the Smallest Chordal Graph that Con-
tains a Given Subgraph
Given a permutation or (deletion sequence) σ of the vertices of graph G one can go through
the sequence adding any edges necessary to create a chordal graph. This procedure will always
produce a triangulated graph, though nothing has been said about the choice of σ. In addition
the triangulation produced is not guaranteed to be minimal in the number of edges added. The
process of finding an optimal deletion sequence is known to be NP−hard and involves a search
over the space defined by all possible permutations of the elements of the vertex set V . Kjærulff
describes a heuristic algorithm for obtaining a good deletion sequence [98] based on the criteria
of minimizing the number of fill-in edges, called minimum fill (other criteria relate to the sizes
of the cliques, minimum size and weights of the cliques, minimum weight). At each step vi is
chosen such that the number of edges that must be added for deletion of vi is minimal. For
notational simplicity, in the following examples we will refer to variables and graph nodes by
there index rather than name. Thus, for example, x1 will be called 1, and so on.
6.5.2 Example: Finding An Optimal Elimination Sequence
Consider the graph shown in figure 52. The presence of the chordless cycle {0, 1, 2, 3} makes
the graph non-chordal. The matrix for the graph is
G =

0 1 0 1 1
1 0 1 0 0
0 1 0 1 0
1 0 1 0 1
1 0 0 1 0
 .
There are a total of four edges missing from the complete graphK4, namely {(0, 2), (1, 3), (1, 4), (2, 4)},
though only those combinations that contain either the edge (0, 2) or the edge (1, 3) (or both)
will make the graph chordal. For our current purposes we would prefer to add as few edges as
possible and would therefore consider Ta = {(0, 2)} and Tb = {(1, 3)} as being optimal fill-in
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sets, with no preference between the two. A trace of the search algorithm follows
k N(k) GN(k) |Ek| − |EN(k)|
0 [1, 3, 4]
 0 0 00 0 1
0 1 0
 9− 2 = 7
1 [0, 2]
[
0 0
0 0
]
4− 0 = 4
2 [1, 3]
[
0 0
0 0
]
4− 0 = 4
3 [0, 2, 4]
 0 0 10 0 0
1 0 0
 9− 2 = 7
4 [0, 3]
[
0 1
1 0
]
4− 2 = 2
Thus after the first round of checks, node 4 is chosen to be first in the ordering. The subgraph
defined by 4 ∪N(4) is made into a complete graph by adding required edges, in this case none
need to be added as the subgraph is already complete. The matrix for the reduced graph is
G′ =

0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0
 .
We continue iterating to find
k N(k) GN(k) |Ek| − |EN(k)|
0 [1, 3]
[
0 0
0 0
]
4− 0 = 4
1 [0, 2]
[
0 0
0 0
]
4− 0 = 4
2 [1, 3]
[
0 0
0 0
]
4− 0 = 4
3 [0, 2]
[
0 0
0 0
]
4− 0 = 4
Since all nodes have the same score, we are free to choose any of them, say node 3 (for this
procedure we will break ties by choosing the highest numbered node among those nodes with
minimal score). Deleting node 3 requires the addition of edge (0, 2). Node 3 is assigned to the
second position in the ordering. The matrix for the reduced graph is
G′′ =
 0 1 11 0 1
1 1 0
 .
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We continue iterating to find
k N(k) GN(k) |Ek| − |EN(k)|
0 [1, 2]
[
0 1
1 0
]
4− 2 = 2
1 [0, 2]
[
0 1
1 0
]
4− 2 = 2
2 [0, 1]
[
0 1
1 0
]
4− 2 = 2
We choose to delete edge 2, which requires no additional edges, and place node 2 in the third
position of the ordering. The matrix for the reduced graph is
G′′′ =
[
0 1
1 0
]
.
We continue iterating to find
k N(k) GN(k) |Ek| − |EN(k)|
0 [1] [1] 1− 1 = 0
1 [0] [1] 1− 1 = 0
We choose to delete edge 1, which requires no additional edges, and place node 1 in the fourth
position of the ordering. Node 0 becomes the fifth node in the ordering and we are done. Note
that we only needed to add one edge, in this case (0, 2). Note also that the ordering we obtained
was not unique but resulted from our choice of tie breaking rule in choosing the node with the
minimal score. Finally, our ordering is not arbitrary, as can be seen by repeating the elimination
procedure with the ordering {0, 1, 2, 3, 4}.
6.5.3 Example: Triangulation
Once we have determined an optimal elimination ordering we can proceed to triangulating the
graph. We simply choose the first node vi in the ordering, connect all of the neighbors of vi
with each other to form a complete subgraph, remove vi and all of its edges and repeat for all
the vertices in the ordering.
0
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1
Figure 53: A non-chordal graph after triangulation. The fill-in edge is shown in bold.
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Continuing our example with the graph
G =

0 1 0 1 1
1 0 1 0 0
0 1 0 1 0
1 0 1 0 1
1 0 0 1 0
 ,
and elimination ordering {4, 3, 2, 1, 0}, we select the first node from the ordering, and add
necessary edges to form a complete subgraph.
k N(k) GN(k) Fill − in
4 [0, 3]
[
0 1
1 0
]
{}
In this instance no edges are required as the subgraph defined by nodes 0, 3, and 4 is already
complete. Node 4 is removed from the graph to yield the reduced graph
G′ =

0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0
 .
We continue with the next node, node 3, to find
k N(k) GN(k) Fill − in
3 [0, 2]
[
0 0
0 0
]
{(0, 2)}
Deleting node 3 requires the addition of edge (0, 2). The matrix for the reduced graph is now
G′′ =
 0 1 11 0 1
1 1 0
 .
We continue iterating to find
k N(k) GN(k) Fill − in
2 [0, 1]
[
0 1
1 0
]
{}
We delete edge 2, which requires no additional edges. The matrix for the reduced graph is
G′′′ =
[
0 1
1 0
]
.
We continue iterating to find
k N(k) GN(k) Fill − in
1 [0] [1] {}
We delete edge 1, which requires no additional edges. Node 0 can be deleted without adding
any edges. The triangulated graph is shown in figure 53.
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6.5.4 Example: Testing a Chordal Graph
We can verify that the resulting graph from our previous example is in fact chordal by applying
the maximal cardinality search algorithm to find a perfect numbering. We begin by choosing
a node at random, say node 0, and giving it the first number in the ordering (for this proce-
dure we will choose the smallest valued node among nodes with equal scores). The remaining
unnumbered nodes are
{1, 2, 3, 4},
and the corresponding number of numbered neighbors for each node are
{1, 1, 1, 1}.
We choose the node with the most numbered neighbors according to our current tie breaking
convention, in this case we choose node 1. The numbered nodes that are in the neighborhood
of 1 are
{0}.
We form the subgraph defined by nodes 0 and 1[
0 1
1 0
]
the graph is complete, so the algorithm continues. The remaining unnumbered nodes are
{2, 3, 4},
and the corresponding number of numbered neighbors for each node are
{2, 1, 1}.
We choose node 2 and list its numbered neighbors
{0, 1}.
The subgraph defined by {0, 1, 2} is  0 1 11 0 1
1 1 0
 .
The graph is complete, so the algorithm continues. The remaining unnumbered nodes are
{3, 4}
and the corresponding number of numbered neighbors for each node are
{2, 1}.
We choose node 3 and list its numbered neighbors
{1, 2}.
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The subgraph defined by {1, 2, 3} is  0 1 11 0 1
1 1 0
 .
The graph is complete, so the algorithm continues. The remaining unnumbered node is
{4}
and it has numbered neighbors
{0, 3}.
The subgraph defined by {0, 3, 4} is  0 1 11 0 1
1 1 0
 .
The graph is complete, so the algorithm has numbered all nodes in the graph and therefore the
graph is chordal. A perfect numbering of the graph is given by
{0, 1, 2, 3, 4}.
6.6 Example: Constructing Decomposable Models using SYLGraph-
Test
The following code segment illustrates the use of SYLGraphTest.
const int nr = 5;
const int nc = 5;
cout << "Test graph for triangulated property" << endl;
//Hold the graph matrix
int G[nr][nc];
//Hold the triangulated version of G
int GT[nr][nc];
// A non-chordal graph
G[0][0] = 0; G[0][1] = 1; G[0][2] = 0; G[0][3] = 1; G[0][4] = 1;
G[1][0] = 1; G[1][1] = 0; G[1][2] = 1; G[1][3] = 0; G[1][4] = 0;
G[2][0] = 0; G[2][1] = 1; G[2][2] = 0; G[2][3] = 1; G[2][4] = 0;
G[3][0] = 1; G[3][1] = 0; G[3][2] = 1; G[3][3] = 0; G[3][4] = 1;
G[4][0] = 1; G[4][1] = 0; G[4][2] = 0; G[4][3] = 1; G[4][4] = 0;
cout << "The graph matrix" << endl;
displayMatrix(G, nr, nc);
vector< int > order(nr);
//Test IsTriangulated function
bool bTriangulated = IsTriangulated(G, nr, nc, order);
84
if(bTriangulated)
{
cout << "Graph is chordal!"<< endl;
cout << "Perfect ordering given by: " << endl;
for(int i=0; i<nr; i++)
cout << order[i] << ", ";
cout << endl;
}
else
{
cout << "Graph is NOT chordal" << endl;
//Test the FindBestEliminationOrder procedure
vector< int >elim_order = FindBestEliminationOrder(G, nr, nc);
cout << "Found the following elimination order" << endl;
for(i=0; i<elim_order.size(); i++)
cout << elim_order[i] << ", ";
cout << endl;
Triangulate(G, nr, nc, elim_order, GT, nr, nc);
cout << "The triangulated matrix GT:"<< endl;
displayMatrix(GT, nr, nc);
}
For which we obtain the following
Test graph for triangulated property
The graph matrix
[
0, 1, 0, 1, 1
1, 0, 1, 0, 0
0, 1, 0, 1, 0
1, 0, 1, 0, 1
1, 0, 0, 1, 0
]
Graph is NOT chordal
Found the following elimination order
4, 3, 2, 1, 0,
The triangulated matrix GT:
[
0, 1, 1, 1, 1
1, 0, 1, 0, 0
1, 1, 0, 1, 0
1, 0, 1, 0, 1
1, 0, 0, 1, 0
]
Graph GT is chordal!
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Perfect ordering given by: 0, 1, 2, 3, 4,
6.7 Example: Graphical Gaussian Models using SYLGaussianGraph-
icalModel
Graphical models for discrete variables can be constructed quite readily from contingency tables.
The cost for this simplicity is exponential storage as the number of variables increases. On the
other hand, while graphical models for continuous variables are theoretically not as straight
forward to construct, in practice they demand less storage. Gaussian graphical models are
constructed by analyzing the covariance matrix of a data set to look for significant correlation
between variables. Those variables whose correlation is deemed statistically significant are
connected by an edge in the model. The graphs produced must possess the chordal property
and require testing and may require triangulation.
Class SYLGaussianGraphicalModel is a C++ class that implements the functionality of
graphical gaussian models, or covariance selection models. SYLGaussianGraphicalModel com-
putes the covariance matrix and mean vector of a given set of observations. Various tests
of hypothesis are applied to the data set to determine a graphical model that represents the
probabilistic structure of the data set.
The constructor initializes all data members and allocates required memory. The data is
loaded sequentially into the object by repeated calls to LoadRecord(). The data must be loaded
prior to calling any member functions. Once the data is loaded the following call sequence can
be used to illustrate usage of the class (the full source code listing is given in section D.7):
theGMod.Run();
cout << "XtX = " << theGMod.GetXtX() << endl;
cout << "Cov = " << theGMod.GetCov() << endl;
cout << "XtXinv = " << theGMod.GetXtXinv() << endl;
cout << "Rho = " << theGMod.GetRho() << endl;
cout << "InvCov = " << theGMod.GetInvCov() << endl;
cout << "NormInvRho = " << theGMod.GetNormInvRho() << endl;
double alpha = 0.01;
cout << "CovSelectionGraph = ";
cout << theGMod.GetCovSelectionGraph(alpha) << endl;
//Hold the list of near cliques
Clique *NearClique;
int NoOfCliques;
//Call the function to find the near cliques
theGMod.FindNearCliques(
&NearClique,
&NoOfCliques,
alpha,
MASSOC,
MCOMPACT,
MSIZE,
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MOVER);
//Get the true cliques
vector<set<int, less<int> > > cliques = theCorrelation.GetCliques();
cout << "Found " << cliques.size() << " true cliques" << endl;
for(i=0; i<cliques.size(); i++)
{
cout << "True Clique " << i << ": ";
copy(cliques[i].begin(), cliques[i].end(), ostream_iterator<int>(cout, ", "));
cout << endl;
}
The function Run() signifies the end of the data loading phase, it completes computation of
various statistics including:
• Sample Covariance Matrix,
• Sample Mean Vector,
• Sample Inverse Covariance Matrix,
• Sample Correlation Matrix,
• Sample Inverse Correlation Matrix.
Once Run() has been called, data can be retrieved and the covariance selection graph can be
constructed by calling GetCovSelectionGraph(alpha), where alpha is the confidence level
of the hypothesis test used to build the graph. Clusters of variables are retrieved by calling
FindNearCliques() which applies an optimal graph theoretic clustering algorithm to the re-
sulting graph. Parameters defining what it means to be a near clique (MINASSOCIATION,
MINCOMPACTNESS, MINSIZE, MINOVERLAP) are specified by the user. The resulting
near cliques are stored in a Clique struct whose definition is given below:
typedef struct clique_structure {
int NoOfNodes; //# of nodes in the clique
double Compactness; //compactness of the clique
int *Index; //list of nodes in the clique
} Clique;
SYLGaussianGraphicalModel uses cGraphTest to triangulate the resulting model and compute
the true cliques, which correspond to the generators of the model. True cliques can be retieved
by calling GetCliques().
6.7.1 Examples
Using the MATHMARK data set from Whittaker [153], [54] we obtain the following results:
Test correlation class Cov = [
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305.768, 127.223, 101.579, 106.273, 117.405,;
127.223, 172.842,85.1573, 94.6729, 99.012,;
101.579, 85.1573, 112.886, 112.113, 121.871,;
106.273, 94.6729, 112.113, 220.38, 155.536,;
117.405, 99.012, 121.871, 155.536, 297.755,; ]
NormInvRho = [
1, -0.329288, -0.230408, 0.00160892, -0.0245858,;
-0.329288, 1, -0.28082, -0.0781025, -0.0202444,;
-0.230408, -0.28082, 1, -0.431856, -0.356825,;
0.00160892, -0.0781025, -0.431856, 1, -0.252804,;
-0.0245858, -0.0202444, -0.356825, -0.252804, 1,; ]
CovSelectionGraph = [
1,1,1,0,0,;
1,1,1,0,0,;
1,1,1,1,1,;
0,0,1,1,1,;
0,0,1,1,1,; ]
Found 2 near cliques:
Near Clique 0: 0,1,2,
Near Clique 1: 2,3,4,
Found 2 true cliques:
True Clique 0: 0,1,2,
True Clique 1: 2,3,4,
These results are in agreement with the results of [153], [55].
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Figure 54: The graphs of the Saturated Model and the Covariance Selection Model.
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Figure 55: A binary decision tree. Bold circles represent terminal nodes, and plain circles
represent nonterminal decision nodes. Note that class c1 can be found in more than one leaf
node.
7 Decision Trees
A decision tree classifier makes a class assignment through a hierarchical design procedure. The
classification process can be described by means of a tree, in which at least one terminal node is
associated with each pattern class, and the interior nodes represent various collections of mixed
classes. In particular, the root node represents the entire collection of classes into which a unit
may be classified.
7.1 Binary Decision Tree
Figure 55 shows a typical binary decision tree classifier. When an unknown unit enters the
decision tree at the root node, a decision rule associated with the root node is applied to the
unit’s measurement vector to determine the descendant path that the unit will follow. This
process is repeated until a terminal node is reached. Every terminal node has an associated
class to which the unit is finally assigned.
For the construction of a decision tree, we need a training set of feature vectors with true
class labels. The maximum limit on the depth of the tree is log2N − 1 where N is the number
of feature vectors used for training. Let U = {uk : k = 1...N} be the training set to be used to
design the binary tree classifier. Each unit Uk has an associated measurement Xk associated
with a known true class. At any non-terminal node, let Ωn be the set ofMn classes still possible
for a unit at node n. Let Un = {unk : k = 1...Nn} be a subset of Nn training units associated
with a node n. Therefore,
Nn =
Mn∑
c=1
Nnc .
Now we can define how the decision rule works at node n. Consider a unit unk which has a
measurement vector xnk . Let f be the decision rule that is used at every non-terminal node.
The decision rule used in the classifier is described in section 7.2.
If f(xnk ) is less than or equal to a threshold, then u
n
k is assigned to class Ω
n
left, otherwise
it is assigned to class Ωnright. An assignment to Ω
n
left means that the unit descends to the left
child node and Ωnright means that the unit descends to the right child node.
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Given a discriminant function f , we sort the units in the set Un in an ascending order
according to their discriminant function value. Let xnk , for k = 1, · · · , Nn, be the measurement
vectors sorted in such a way that f(xnk ) ≤ f(xnk+1) for k = 1, · · · , Nn − 1. Let wnk be the true
classes associated with measurement vectors xnk . Then a set of candidate thresholds T
n for the
decision rules are defined by
Tn =
{
f(xnk+1) + f(x
n
k )
2
| wnk+1 6= wnk
}
For each threshold value, unit unk is classified by using the decision rule specified above.
We count the number of samples ntLc assigned to Ω
n
left whose true class is c and we count the
number of samples ntRc assigned to Ω
n
right whose true class is c.
ntLc = # {unk |f(xnk ) ≤ t and wnk = c}
ntRc = # {unk |f(xnk ) > t and wnk = c}
Let ntL be the total number of samples assigned to Ω
n
left and n
t
R be the total number of
samples assigned to Ωnright, that is
ntL =
Mn∑
c=1
ntLc
ntR =
Mn∑
c=1
ntRc
The purity of the assignment made by node n is defined as
PRtn =
Mn∑
c=1
(
ntLc ln p
t
Lc + n
t
Rc ln p
t
Rc
)
where
ptLc =
ntLc
nL
and
ptRc =
ntRc
nR
.
The discriminant threshold t is chosen such that it maximizes purity value PRtn. Purity is
such that it gives a maximum value when the samples are completely separable. The expansion
of the tree is stopped if the decision rules used at the nodes cannot be applied to smaller training
sets or if the number of feature vectors goes smaller than a predetermined value.
7.2 Decision Rules
7.2.1 Thresholding Decision Rule
The simplest form for a linear decision rule is a comparison of one measurement component to a
threshold. This is called a thresholding decision rule. One measurement component is selected
and a set of candidate thresholds, T , is computed for that component. For each threshold
in the set T , all units in the training set Un are classified into either class ΩLEFT or class
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ΩRIGHT according to their value of the selected measurement component. The number of units
for each assigned to class ΩLEFT and to class ΩRIGHT is counted, and the entropy purity is
computed from the resulting classification. A threshold is selected from the set of threshold
candidates T such that, when the set Un is classified with that threshold, a maximum purity
in the assignment results. This process is repeated for all possible measurement components,
and the component and the threshold that yield an assignment with the maximum purity are
selected.
When a feature vector is input to a decision tree, a decision is made at every non-terminal
node as to what path the feature vector will take. This process is continued until the feature
vector reaches a terminal node of the tree, where a class is assigned to it.
7.2.2 Fisher’s Linear Decision Rule
Let xk be the d−dimensional feature vector associated with a unit uk to be classified. Then
the linear discriminant function is a linear function of the form
f(xk) = V txk + vd+1
Where V is a weighting vector and vd+1 is called the threshold. This form of linear discrim-
nant function uses a hyperplane to separate the feature space into two regions. The decision
rule assigns uk to one region if f(xk) > 0 and to the other region if f(xk) < 0. If f(xk) = 0,
the indeterminancy may be resolved arbitraly. It is easy to see that using a linear discriminant
function is equivalent to projecting a pattern vector xk onto a line in the direction of vector V
and comparing the position of the projection with that of the threshold vd+1. Fisher’s linear
discriminant function is obtained by maximizing the Fisher’s discriminant ratio, which, as de-
scribed delow, is the ratio of the projected between-class scatter to the projected within-class
scatter.
First, this decision rule needs a prior partition of the set of categories. This partition induces
a partition on the unit training set Un. Let v be the unknown weighting vector and zk = vtxk
be the projected point associated with unit uk. For i = 1 or 2 (designating class ΩLEFT and
class ΩRIGHT ) let the estimated class conditional mean vector µi and the mean vector of the
mixture distribution µ be defined as
µi =
1
Ni
∑
uk∈i
xk
µ =
2∑
i=1
Piµi
where Ni and Pi represent the number of samples and the probability of the class i in the
training sample associated with the node, respectively. Then the between-class scatter matrix
Sb for a two-class case is given by
Sb =
2∑
i=1
Pi(µi − µ)(µi − µ)t
= P1P2(µ1 − µ2)(µ1 − µ2)t
If we let Si be the class conditional scatter matrix of class i, then
Si =
1
Ni
∑
uk∈i
[(xk − µi)(xk − µi)t], i = 1, 2
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and if we let Sw be the average class conditional scatter matrix , then
Sw =
2∑
i=1
PiSi
Finally, is we let S designate the scatter matrix of the mixture distribution,
S =
1
N1 +N2
Nn∑
k=1
[(xk − µ)(xk − µ)t]
then
S = Sw + Sb
In the one-dimensional projected space of zk = vtxk, one can easily show that the projected
between-class scatter sb and the projected within-class scatter sw are expressed as
sb = vtSbv
sw = vtSwv
Then the Fisher discriminant ratio is defined as
F (v) =
sb
sw
=
vtSbv
vtSwv
When using the Fisher discriminant ratio, we seek to compute an optimum direction v, such
that orthogonally projected samples are maximally discriminanted. The optimum direction v
can be found by taking the derivative of F (v) and setting it to zero, as
5F (v) = (vtSwv)−2(2SbvvtSwv − 2vtSbvSwv) = 0
From this equation it follows that
vtSbvSwv = SbvvtSwv
If we divide both side by the quadradic term vtSbv, then
Swv = (
vtSwv
vtSbv
)Sbv
= λSbv
= λP1P2(µ1 − µ2)(µ1 − µ2)tv
= λκ(µ1 − µ2)
Where λ and kappa are some scalar values defined as
λ =
vtSwv
vtSbv
κ = P1P2(µ1 − µ2)tv
Thus we have the weighting vector v as
v = KS−1w (µ1 − µ2)
where K = λκ is a multiplicative constant. The threshold vd+1 is the value that maximally
discriminates between two classes.
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Figure 56: Fisher’s linear discriminant tries to find the hyperplane to maximize the projected
distances between classes.
7.2.3 Support Vector Machine Decision Rule
Classification involves representing data by a feature vector
x = (x1, . . . , xn)
T
,
consisting of n separate features. The Support Vector Machine (SVM) attempts to construct a
hyper-plane as the decision surface in such a way that the margin of separation between positive
and negative examples is maximized. Given a training set {xi, yi} , 1 ≤ i ≤ N ,
wTx+ ω0 = 0
is the equation of the decision surface (hyper-plane) that achieves the separation. Define the
margin of separation ρ to be the distance between the hyper-plane and the closest data point.
The SVM tries to find a hyper-plane so that ρ is maximized [150, 151]. Consider a two class
classification problem, with classes ω+ and ω− . Given a training set which consists of l
observations and corresponding “true” labels yi , we wish to find a hyper-plane which will
separate the two classes such that all points on one side of the hyper-plane will be labelled +1,
all points on the other side will be labelled -1:
xi · w + b ≥ +1, for yi = +1
xi · w + b ≤ −1, for yi = −1
or equivalently
yi (xi · w + b)− 1 ≥ 0, ∀i.
Where {xi, yi} , is the training data, i = 1, . . . , l , yi ∈ {−1, 1} is the label of the ith sample,
xi ∈ <n is an n dimensional input vector for the ith sample, w is an adjustable weight vector,
and b is a bias term. Let d+(d−) be the shortest distance from the hyper-plane to the closest
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positive(negative) point and define the margin of separation ρ = d++ d− . The optimal hyper-
plane is the one that maximizes ρ . Define a discriminant function g(x) = wT0 x + b0 , where
w0, b0 are the parameters of the optimal hyper-plane, which gives the distance from x to the
optimal hyper-plane. We can maximize the margin by minimizing the cost function
Φ(w) =
1
2
wTw =
1
2
‖w‖2 ,
subject to the constraint that
yi (xi · w + b)− 1 ≥ 0, ∀i.
We solve this optimization by means of Lagrange multipliers αi , i = 1, . . . , l by forming the
Lagrangian
Lp ≡ 1
2
‖w‖2 −
l∑
i=1
αiyi (xi · w + b) +
l∑
i=1
αi
and minimize Lp with respect to w, b while requiring that derivatives of Lp with respect to
all the αi vanish, subject to the constraint that αi ≥ 0 . We can equivalently solve the dual
problem of maximizing Lp , subject to the constraints that the gradient of Lp with respect to
w and b vanish, subject to the constraint that αi ≥ 0 . This gives:
w =
∑
i
αiyixi,
∑
i
αiyi = 0.
Substituting these constraints back into the Lagrangian gives:
LD ≡
∑
i=1
αi − 12
∑
i,j
αiαjyiyjxi · xj
The small subset of non-zero Lagrange multipliers that result are called support vectors. The
support vectors lie closest to the decision boundary, making them the critical elements of the
training set [79]. After the optimization
g(x) =
l∑
i=1
αiyix
T
i x+ b,
showing that the distance can be computed as a weighted sum of the training data and the
Lagrange multipliers, and that the training vectors xi are only used in inner products. We can
extend to non-linearly separable data by introducing a kernel function
K(xi, xj) = Φ(xi) · Φ(xj),
where Φ(x) is some mapping into a high (possibly infinite) dimensional space H , Φ : <n 7−→ H
. Given K(xi, xj) , we can train without ever having to know Φ(x) [79]. Examples of typical
kernel functions are:
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Figure 57: Support Vector Machines find the hyperplane that maximizes the margin between
two classes. On the left is a linearly separable data set and on the right one that is not linearly
separable.
• Linear :
K(xi, xj) = xTi xj
• Polynomial :
K(xi, xj) =
(
1 + xTi xj
)θ
• Radial Basis Functions:
K(xi, xj) = e
 
−‖xTi xj‖2
θ
!
• Neural Networks:
K(xi, xj) = tanh
(
θ1x
T
i xj − θ2
)
7.3 Entropy Reduction Criterion
To construct a binary linear decision tree classifier, at each nonterminal node we need to find a
linear decision function which splits the training subset arrived at that node into another two
subsets in an optimal way so that each of the split sample subsets becomes as pure as possible.
Entropy is a concept used to measure how impure a sample set is. A completely pure sample
will attain the lowest entropy, which is zero.
Let Xt = {x1,x2, · · · ,xNt} be the training subset arrived at the current node t with the
sample size Nt, where xi = (xi1, xi2, · · · , xid, 1)t is the augmented feature vector and d denotes
its original dimension. Assume Xt = X1t
⋃
X2t
⋃ · · ·⋃Xct , where c represents the number of
classes and Xit contains all samples in Xt which belongs to class wi, i.e.,
Xit = {x|x ∈ Xt and x from wi}.
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Then the entropy of Xt is defined as
E(Xt) =
c∑
i=1
−p(wi|Xt) ln p(wi|Xt),
where
p(wi|Xt) = #X
i
t
#Xt
and “#” denotes the size of a set.
It is easy to verify that the entropy of Xt is zero if and only if Xt becomes “pure”, i.e.,
contains only samples from one class. Assume that a linear decision function wTx splits Xt
into XtL(w) and XtR(w), i.e.,
Xt = XtL(w)
⋃
XtR(w),
and
XtL(w) = {x|x ∈ Xt and wTx < 0},
XtR(w) = {x|x ∈ Xt and wTx < 0},
where w = (w1, w2, · · · , wd, wd+1)T is a weight vector of dimension d+1. The total entropy
after the split is defined as the weighted average of entropies of sample subsets XtL(w) and
XtR(w),
E′(Xt,w) = p(XtL(w)|Xt)E(XtL(w)) + p(XtR(w)|Xt)E(XtR(w)),
where
p(XtL|Xt) = #XtL#Xt ,
and
p(XtR|Xt) = #XtLR#Xt .
The entropy reduction is thus defined as
4E(Xt,w) = E(Xt)− E′(Xt,w).
The criterion of the maximum entropy reduction requires a linear decision vector maximizing
the entropy reduction 4E(Xt,w).
7.3.1 Thresholding Decision Rule
For the case of thresholding decision rule, the tree size can become very large due to the
limitation that only one feature can be used at each nonterminal node. The entropy reduction
criterion is used to decrease the tree size.
At each nonterminal node, the entropy before dictinction EB and the entropy after dis-
tinction EA are computed. Let θ be a predetermined value. If EB − EA > θ, we keep the
distinction. Otherwise, the node will be deleted.
7.3.2 Fisher’s Linear Decision Rule and SVM Decision Rule
The maximum entropy reduction criterion is added as one option. At each nonterminal node,
let k be the number of classes. We try k!(k−1)!2 combinations of 2 classes instead of 2
k/2 − 1
combinations to get a distinction. The distinction which provides the biggest entropy reduction
EB − EA is used.
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8 Data Clustering
We view a dataset that consists of many observations in some high dimensional space as a
matrix in which each row represents an observation and each column represents a variable. In
general, the observations (rows) are not all independent and we would like some method of
determining the similarity between two observations (usually some type of geometric distance
is employed). Having defined what it means for two observations to be similar we would like to
be able to group observations into similar clusters.
Clustering is the unsupervised classification of feature vectors into groups or clusters, in
which vectors within a valid cluster are in some sense “more similar” to each other than to a
feature vector belonging to a different cluster [92], [90].
By providing the principle axes, center and bounds of each cluster and a description of the
error distribution of all points in the cluster, the clusters are the content of the description. A
blob is nearly elliptical and can be in some sense characterized by a center of mass. Algorithms
based on K means are unable to locate arbitrarily shaped clusters. Algorithms based on the
minimum spanning tree are able to locate arbitrary shaped clusters, but suffer from the presence
of outliers and the curse of dimensionality. How do we go about finding non-spherical clusters
in a high dimensional data-set? What happens in the case of string like clusters?
There has been considerable research done towards developing clustering techniques for data
mining applications, for example: [72], [71], [41], [83], [84], [156], [12], [56], [113], and [155]. See
[92] for an extensive survey.
8.1 Projection Pursuit Clustering
Clustering is an old and well studied problem [78], though most standard techniques assume
that the data is drawn from a known parametric distribution or that the data exists in a low
dimensional space.
Given a collection of observations X = {xi}, xi ∈ RK , |X| = N , we wish to group those
observations that are in some sense similar. We are concerned with data sets in which K and
possibly N are very large, in which there is no known parametric distribution and in which
clusters may take on arbitrary shapes. For these kinds of data sets traditional techniques fail
and new methods must be developed.
We observe that any low density region in a subspace of the data corresponds to a low density
region in the full space. Thus the search for interesting structure in the high dimensional space
can be reduced to a search for structure in lower dimensional subspaces. Based on this closure
property, we propose two projected clustering algorithms in the sections that follow. We begin
by discussing some properties of projections.
8.1.1 Orthogonal Projection Operators
Let P be some n× n dimensional matrix. P is a projection operator i.f.f
P 2 = P.
P is an orthogonal projection operator, i.f.f. P is a projection operator and
PT = P.
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8.1.2 Properties of Projection Operators
If P0 is a projection operator, then I − P0, where I is the identity matrix, is also a projection
operator.
(I − P0) (I − P0) = I − P0 − P0 + P 20
= I − P0 − P0 + P0
= I − P0
satisfying the definition. If
P0x = P0,
then x is a vector in the space to which P0 projects, and I − P0 projects to the complement
space.
(I − P0)x = x− P0x = x− x = 0
If
y = (I − P0) y
then y is a point in the complement space and:
P0 (x+ y) = P0x+ P0y,
= P0x+ P0 (I − P0) y
= P0x+ P0y − P 20 y
= P0x+ P0y − P0y
= P0x
An orthogonal operator projects to the orthogonal complement space of the vector which spans
the operator. For example, consider the matrix:
P2 =
[
0.1 0.3
0.3 0.9
]
.
First we show that P2 is a projection operator:
P2P2 =
[
0.1 0.3
0.3 0.9
] [
0.1 0.3
0.3 0.9
]
=
[
0.1 0.3
0.3 0.9
]
= P2
A natural question to ask at this point is ’Where does this operator project?’ Since P2 is an
orthogonal operator, we have
PT2 =
[
0.1 0.3
0.3 0.9
]
= P2.
It is spanned by the unit vector
1√
10
[
1
3
]
and projects onto the space defined by the unit vector
1√
10
[ −3
1
]
.
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Figure 58: An example of the difference between a projection operator that is orthogonal and
one that is not.
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Figure 59: A set of points in a two dimensional space that have been projected to a one
dimensional subspace.
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Figure 60: Example of projection of an N (µ,Σ) data-set to its principle components.
8.1.3 Some Well Known Projection Techniques
Projection is a fundamental technique that shows up in many places. Some common projection
operations are:
• Regression : Find hyperplane to minimize the sum of squared projected distances.
• Principle Components : Find the projection that minimizes correlation between data in
the projected coordinate axes.
• Fisher’s Linear Discriminant : Find hyperplane to maximize the projected distances
between classes.
• Perceptron Discriminant : Find a hyperplane to separate two classes.
• Support Vector Machines : Find the hyperplane that maximizes the margin between two
classes.
8.1.4 Principle Components Analysis
Given a data-set in some high dimensional feature space we would like to align the data with
a coordinate system that best represents the variation in the data and eliminate those coordi-
nate axes which are insignificant. Two common techniques are Principle Components Analysis
(PCA) [142], which projects the data to the subspace that best preserves the structure of the
data in the least squares sense and random projection, in which the basis to which the data
is projected is chosen at random [46], [88]. PCA computes the k largest eigenvectors of the
K ×K covariance matrix of the N K-dimensional data points [91], which are used to build a
linear transform that projects the data to a linear subspace. We can reduce the dimensionality
from K to k < K by projecting to the k eigenvectors with the k largest eigenvalues. The raw
data are generated according to a multivariate normal distribution:
{(xi, yi)} ∼ N (µ,Σ)
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where
µ =
[
0
0
]
and
Σ =
[
6.4 11.8
11.8 24.1
]
,
to its principle components, defined by
v1 =
[
0.4427
0.8967
]
and
v2 =
[ −0.8967
0.4427
]
.
The corresponding eigenvalues are λ1 = 26.0844 and λ2 = 0.3826, respectively.
Formally, we define the energy of a vector to be
‖x‖2 = ‖Px+ (I − P )x‖2
= ‖Px‖2 + ‖(I − P )x‖2
We wish to project into the subspace in which we lose the least amount of energy. Since
‖x‖2
is fixed, this is equivalent to minimizing
N∑
n=1
‖(I − Pxn)‖2
or maximizing
N∑
n=1
‖Pxn‖2
Given some orthogonal projection operator, we wish to construct an orthonormal basis
qN×11 , ..., q
N×1
k
for the space such that
qi · qj = 0, ∀i, j, i 6= j
‖qi‖ = 1, ∀i
Define an N × k matrix
Q =
 | |q1 . . . qk
| |
N×k
with
P = QQT .
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Note:
P 2 = QQTQQT = QQT = P,
PT =
(
QQT
)T
= QQT = P,
so that P is an orthogonal projection operator. Let us consider the projection onto one of the
basis vectors and write P as
P = vvT
and write the energy in the projected space as
²2 =
N∑
n=1
∥∥vvTxn∥∥2
²2 =
N∑
n=1
(
vvTxn
)T (
vvTxn
)
=
N∑
n=1
xTnvv
T vvTxn
=
N∑
n=1
xTnvv
Txn
= trace
N∑
n=1
xTnvv
Txn
=
N∑
n=1
trace
(
xTnvv
Txn
)
=
N∑
n=1
trace
(
xTnv
) (
vTxn
)
N∑
n=1
trace
(
vTxnx
T
nv
)
=
N∑
n=1
(
vTxnx
T
nv
)
= vT
N∑
n=1
(
xnx
T
n
)
v = vTSv
102
where
S =
N∑
n=1
(
xnx
T
n
)
is the second moment matrix. We want to maximize
²2,
subject to the constraint that
‖v‖ = 1,
so we introduce the Lagrange multiplier:
²2 = vTSv + λ(vT v − 1)
Differentiating and setting equal to zero gives:
∂²2
∂v
= 2Sv + 2λv = 0
Sv = −λv
vTSv = −λvT v
But since v is a unit vector
vT v = 1
giving a maximum when
vTSv = −λ,
where −λ is the eigenvalue corresponding to eigenvector v . To project to a k dimensional
subspace, we should compute the eigenvalues for each of the basis vectors and choose those k
eigenvectors with the k largest eigenvalues. The preceding analysis applies only to a data set
with zero mean. If the data is not zero mean, then the mean value must be subtracted from
each of the data points. We would like to preserve, as much as possible, the original structure
of the data points. Thus we should find the subspace that best preserves the distance between
points. The distance between the nth and the mth data points in the un-projected space is
given by
‖xn − xm‖2
and the distance between the nth and the mth data points in the projected space is given by
‖Pxn − Pxm‖2
Thus we are seeking to minimize∑
n
∑
m
(
‖xn − xm‖2 − ‖Pxn − Pxm‖2
)
If we use the eigenvalues of the covariance matrix
C =
1
N
N∑
n=1
(xn − µ) (xn − µ)T = S
N
− µµT
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Figure 61: Regression seeks to find the hyperplane to minimize the sum of squared projected
distances, shown in red.
instead of the eigenvalues of the second moment matrix
S =
N∑
n=1
(
xnx
T
n
)
we will obtain the subspace that best preserves the distances between the data points. We can
reduce the dimensionality of the data by choosing as our basis the eigenvectors that correspond
to the k largest eigenvalues.
8.1.5 Regression
Regression is discussed in section 3 and in Appendix A.
8.1.6 Perceptron
Rosenblatt’s Perceptron consists of a single linear threshold element, y which receives as input
a weighted sum of input parameters x1, ..., xn
y = sign
[
wTx+ ω0
]
.
Weights are found by finding a solution to
wTx+ ω0 = 0,
given the training data [151].
Minsky and Papert showed in Perceptrons, that a solution to
wTx+ ω0 = 0
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Figure 62: A simple single layer Perceptron. The output y = sign
[
wTx+ ω0
]
, is a weighted
sum of the inputs that is then thresholded.
XORANDOR
Figure 63: The AND and OR problems are linearly separable. The XOR problem, however,
is not. Green is true, red is false.
could only be found if the data are linearly separable and offered the XOR problem as evi-
dence of the apparent weakness of the perceptron. The following vectors are perceptrons for
performing some basic boolean functions [148]
wAND =
 11
−0.5
 , wOR =
 11
−1.5
 .
8.1.7 Support Vector Machines
Support Vector Machines are described in section 7.2.3.
8.1.8 Fisher’s Linear Discriminant
Fisher’s Linear Discriminant is described in section 7.2.2.
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Figure 64: The perceptron finds a hyperplane to separate two classes. Since the problem is
under constrained, the algorithm finds many such hyperplanes depending on the input order of
the data. The various blue lines represent a set of solutions obtained for random permutations
of the input.
8.2 The Projection Pursuit Paradigm
We are given a data set in a large dimensional space and would like to find a subspace of
lesser dimension that preserves (in some sense) the structure of the original data. Consider a
data set X, which is a collection of 1 × K observation vectors. Let α be a K × k, k << K
matrix such that α′α = Ik (for the purposes of this paper k = 1). Then α is an orthonormal
projection matrix form K to k dimensions. Let zi = α′xi be the projection of the ith observa-
tion. Projection Pursuit [67], [65], [66], [89] or PP, is defined to be the search for interesting
(structured) projections. We are interested in non-linear structures like clusters, separations
that cannot be captured by a mean vector µ and a covariance matrix Σ. How do we define
an “interesting” projection? We define interestingness to be a sample estimate of a distance
between the distribution of the projected data and an uninteresting distribution. Diaconis and
Freedman showed that, as a consequence to the central limit theorem, most projections of high
dimensional data to low dimension will be approximately normal [49]. Therefore, uninteresting
distributions might be uniform or normal. A PP algorithm consists of two components:
• An index I(α) that measures the “usefulness” of projection α,
• An algorithm that varies the projection direction so as to find the optimal projections,
given the index function I(α) and the data set X.
A technique for projection selection which has recently been investigated both theoretically
[3] and experimentally [20], [47] is random projection. We can choose a projection operator R
at random according to almost any zero mean unit variance distribution on the elements rij
of R [3]. Some common choices for the distribution of the rij are the standard unit normal
distribution N (0, 1)[20], [47], uniform distribution over [−1, 1] [47], binomial distribution with
parameters
p(rij = +1) = 1/2
p(rij = −1) = 1/2 ,
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[3] or multinomial distribution with parameters
p(rij = +1) = 1/6
p(rij = 0) = 2/3
p(rij = −1) = 1/6
[20], [3]. Random projection has been used successfully for dimensionality reduction, [20] re-
ported results similar to those obtained when using Principle Components for text and image
data.
8.3 Evaluating the Accuracy of a Clustering Algorithm
An ideal clustering algorithm classifies points such that points assigned the same class label
belong to the same cluster and the number of cluster labels and class labels are identical to the
ground-truth classification. To evaluate a clustering algorithm, we face the following problem:
How can we map the labels assigned by a clustering algorithm to the ground-truth cluster labels
in order to make valid comparisons? In addition, once we have established this mapping, is
there a measure that will allow us to compare algorithms?
Given the ground-truth labels and the labels determined by some clustering algorithm we
form a contingency table by counting the number of times the algorithm assigns a label j to
a cluster point when the actual label is i. We form all possible mappings from the smaller
of the actual and assigned label sets onto the larger of these two sets and build a confusion
matrix for each mapping. Since the diagonal elements of the confusion matrix represent the
number of times that an instance of class i was correctly identified as belonging to class i, we
can therefore derive a criterion function that returns a value for each mapping based on the
number of correct classifications. The optimal mapping is the one associated with the confusion
matrix whose sum along the diagonal (the trace) is maximal.
More formally, given a ground truth data-set consisting of a collection of N feature vectors
and corresponding actual cluster label for each vector, we wish to evaluate the performance of
a given clustering algorithm.
Let Y = {y1, y2, ..., yN} be the set of N d-dimensional feature vectors generated by the
data generation methodology, and let C = {c1, c2, ..., c|C|} be the set of cluster labels. Let
T = {t1, t2, ..., tN} such that ti ∈ C for i = 1, 2, ..., N be the set of cluster labels for each feature
vector in the generated data set Y .
Let L = {l1, l2, ..., l|L|} be the possible labels assigned by the clustering algorithm. Note
that |L| is not necessarily equal to the |C| and the labels need not have the same representation,
for example actual labels may be alphanumeric characters or strings, while assigned labels may
be some subset of the integers. Let A = {a1, a2, ..., aN}, such that ai ∈ L for i = 1, 2, ..., N be
the assigned labels that are the output of a clustering algorithm. We form a |C|× |L| matrix Z,
whose (i, j) entry is equal to the number of times that a vector with true label i was assigned
label j by the algorithm.
Given Z, we form all possible permutations of the rows or columns of Z, depending on which
is smaller. For the jth permutation we compute
vj = σi∈min(|C|,|L|)Z[i, i],
and choose the permutation with argmaxj vj
Having found the optimal permutation, we can form the min(|C|, |L|) ×min(|C|, |L|) con-
fusion matrix M. The diagonal elements of M indicate the number of correct classifications
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Figure 65: Finding the Confusion matrix from the Contingency table.
and ∑
i∈min(|C|,|L|)
M[i, i]
N
,
gives the percentage of points correctly classified, providing a measure of the accuracy of the
algorithm.
To verify the correctness of the accuracy assessment algorithm we performed a series of
experiments using synthetic data. In all experiments, true labels were chosen uniformly at
random from the set R. Each experiment was composed of n = 1, 000 trials and for all trials
N = 100, 000 vectors were used. The accuracy was computed for each trial and the mean
accuracy (X) and standard deviation (s) computed for each experiment. These values are
compared with expected accuracy (E[P (correct)]) which was determined from a theoretical
analysis of the random data generation procedure for each experiment.
1. Same: In this test assigned labels were chosen to be exactly equal to the true labels. In
this scheme we would expect 100% accuracy for all choices of |C| = |L|. More formally:
P (li) =
1
|L| , ∀li ∈ L,
P (ci) =
1
|C| ,∀ci ∈ C,
furthermore, due to independence:
P (ci, lj) = P (ci)P (lj) =
1
|C||L| .
Given an optimal mapping the probability of correct classification is found by:
P (correct) =
∑
ci=lj
P (ci, lj),
since ci = lj for ∀i, j this is the same as
P (correct) =
∑
∀i,j
P (ci, lj) = 1.
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Figure 66: Scatter plot of expected accuracy versus mean accuracy.
2. Random: In this test assigned labels were chosen uniformly at random from the set L.
Expected probability of correct classification is given by:
P (correct) =
∑
i∈min(|C|,|L|)
P (ci, li) =
min(|C|, |L|)
|C||L| .
3. Percent: In this test some percentage q of the assigned labels where randomly given
incorrect labels while the remaining 100 − q percent of the points were given correct
labels. Since the mapping chosen is the one that optimizes the probability of correct
classification, we conclude that the expected probability of correct classification is given
by:
P (correct) = max
(
q
100 ∗ (|L| − 1) ,
100− q
100
)
,
4. Map Merge: In this test |C| ≥ |L| and |L| − 1 labels of C are correctly assigned, while
the remaining |C| − |L|+1 labels of C are all assigned the same element of L, simulating
cluster merging. Expected probability of correct classification is given by:
P (correct) =
|L|
|C| .
5. Map Split: In this test |C| ≤ |L| and |C| − 1 labels in C are correctly assigned, while one
of the labels in C is assigned uniformly at random to the remaining |L|− |C|+1 elements
of S, simulating cluster splitting. Expected probability of correct classification is given
by:
P (correct) =
|C| − 1
|C| +
1
|C|
(
1
|L| − |C|+ 1
)
.
A linear regression analysis yields the following results:
y = 0.0025 + 0.9971 ∗ x,
where y is the experimental accuracy and x is the expected accuracy, with a sum of residual
errors SSR = 0.0000155. From the quality of the fit it is clear that the accuracy assessment
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Figure 67: An example of a simple dataset in which the structure of the data does not correspond
to the class labels. For such a dataset we would expect an accuracy of 100% for a supervised
algorithm. A clustering algorithm would result in an accuracy of approximately 75%.
protocol provides values very close to the expected results. Due to the selection of the mapping
that provides the greatest accuracy, the results tend in some cases to be slightly biased in the
direction of greater accuracy than the expected value.
8.4 Cluster Validation
The issue of cluster validity is a complex one [148] further complicated when dealing with real
datasets with known class labels, but unknown structure. Knowing the accuracy is not enough
to determine the efficacy of a given algorithm without knowing the upper bound on expected
accuracy. To assess the quality of the clustering we constructed decision tree classifiers, using
various decision rules, for each of the real datasets. The accuracies obtained by these optimal
classifiers are used as upper bounds on the expected performance for our algorithm. A decision
tree is a binary tree that makes a decision at each node to discriminate between various input
classes. At each node the tree chooses the optimal partitioning of k classes into two classes
such that class purity in the child nodes is optimized. For each dataset several trees were
constructed, using various decision rules.
9 The δ-Cluster Algorithm
We give a description of the general δ-cluster algorithm for arbitrary δ. A cluster consists of a
set of points. Let x1, ..., xI be the original set of points and let Π0 = {{xi}}Ii=1 be the original
partition. Let C = {Si} be a collection of sets. Let ρ(x, y) be the distance between points x
and y and ρ(S1, S2) be the distance between the closest elements of subsets S1 and S2. Define
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the diameter of the worst neighborhood by
f(S) = max
x∈S
min
y∈S
ρ(x, y),
and the closest subset distance by
g(C) = min
S2∈C
min
S1∈C
ρ(S1, S2), S1 6= S2.
We wish to find all pairs
(Π, δ) 3 ∀S ∈ Π, f(S) ≤ δ, g(Π) > δ.
Let the nth partition Πn be given and define a relation
R = {(A,B)|A,B ∈ Πn, ρ(A,B) ≤ g(Πn)}.
Let RT be the transitive closure of R and note that the connected components of RT form a
partition
Πn+1 = {A|(A,A) ∈ RT }
which leads to the following algorithm:
• if maxA∈Πn+1 f(A) < g(Πn+1)
continue;
• else
terminate with Πn;
What happens in the case that the search is on δ? If δ is given, then the partition that goes
with δ is unique.
9.1 The algorithm
1. Given a set of points X = {x|x = 〈a1, ..., an〉}, ai ∈ R,
2. Project the data onto a reduced basis by applying a projection P , such that P (X) = Y =
{y|y = 〈b1, ..., bd〉}, bi ∈ R, d¿ n.
3. Given the number of levels L in some quantized space.
4. Set the quantization optimality criteria by specifying weights for Log Likelihood and
Entropy measures.
5. Find an optimal quantizer Q(x) = 〈q1(a1), ..., qN (aN )〉, qi ∈ Z.
6. Let H be a hash function such that H(Q(x)) ∈ Z, and let HT be the corresponding hash
table.
7. for ∀x ∈ X
if Q(x) ∈ HT [H(Q(x))], counter[Q(x)] + +;
else, add Q(x) to HT (H(Q(x))), counter[Q(x)] = 1;
8. Normalize the counts to obtain a density estimate for each cell.
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Figure 68: Example of an unlabelled data-set with locally dense regions and noise. We desire
an algorithm that can find and describe the structure of the data.
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Figure 69: Example of an optimal grid for the sample data-set in figure 68.
9. Apply some smoothing / filtering function to the quantized data.
10. Cluster boxes using a connected components algorithm. Two hyperboxes are considered
connected if they are a distance δ = 1 form each other, using the discrete distance function
d(x, y) = maxi=1,...,n|xi − yi|.
11. Return the set of labels for each cell in the reduced space.
12. Apply the labels in the reduced space to the data in the full space.
9.2 Example: Data Clustering using SYLDeltaCluster
Figure 69 shows the optimal quantization grid for the data set in figure 68, using the average
log likelihood and entropy criterion.
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Figure 70: Example of clusters found by δ-Cluster in sample data-set of figure 68, using the
quantization scheme in figure 69.
Figure 70 shows the results of clusters found using the cells and density estimates defined
by the optimal quantization scheme shown in figure 69.
10 The HPPCluster Algorithm
Consider the simple dataset shown in figure 71 and one of its projections shown in figure 72.
Diaconis and Freedman showed that, as a consequence to the central limit theorem, most pro-
jections of high dimensional data to low dimension will be approximately normal [49]. We make
the observation that low density regions in the projected space correspond to open corridors in
the full space. Therefore, given the projected data, we would like to find a low density region
which partitions the data. This corresponds to searching for valleys in the reduced space.
We have several options available for locating the valleys in the subspace including methods
based on derivatives, global thresholds or localized thresholds [110], [132]. Instead, HPPCluster
casts the problem as one of a two class classification problem and seeks the 1D projection that
has minimal classification error.
HPPCluster is a hierarchical projective clustering algorithm that repeatedly bi-partitions
interesting one dimensional projections of a dataset. The data are first projected to a one
dimensional subspace and a histogram of the projected data is formed. This histogram is
thresholded using the Kittler and Illingworth [97] minimum error thresholding technique. An
index function based on the Kittler and Illingworth criterion function as well as the separation
between means of the two components relative to their respective variances is used to measure
the interestingness of the projection. At each iteration the data are split according to the best
projection found. Each time a split is chosen a node is created in a decision tree, the data is
partitioned and the algorithm is repeated on the data in each of the leaves of the tree, until
a stopping condition is satisfied. The output of the algorithm is a decision tree whose nodes
store the projection and optimal threshold and whose leaves represent the clusters. The tree
that HPPCluster constructs can be used as a classifier.
A decision tree classifier makes a class assignment through a hierarchical design procedure.
The classification process can be described by means of a tree, in which at least one terminal
node is associated with each pattern class, and the interior nodes represent various collections
113
−3 −2 −1 0 1 2 3 4 5 6 7
−1
−0.5
0
0.5
1
1.5
2
Figure 71: A simple dataset with four clusters composed of a mixture of four multivariate
normals with different means and the same covariance structure.
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Figure 72: The histogram of the data projected to the x2 coordinate axis. Low density regions
(valleys) in the projected space correspond to open corridors in the full space.
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of mixed classes. In particular, the root node represents the entire collection of classes into
which a unit may be classified. When an unknown unit enters the decision tree at the root
node, a decision rule associated with the root node is applied to the unit’s measurement vector
to determine the descendant path that the unit will follow. This process is repeated until a
terminal node is reached. Every terminal node has an associated class to which the unit is
finally assigned.
The pseudo-code in figures 73 and 74 describe the algorithm.
procedure [τ, θ, α] = SplitData(dataset X)
Initialize best threshold τ = 0, best index θ = −∞, best projection α = 0;
Construct S : the set of candidate 1D projections;
FOR αi ∈ S DO
histi = histogram(αiX);
current threshold τi = FindMinimumErrorThreshold(histi);
if(StoppingConditionSatisfied(histi)) CONTINUE;
current evaluation θi = EvaluateThreshold(τi, histi);
if(θi > θ) θ = θi, τ = τi, α = αi;
END FOR LOOP
Figure 73: The splitting procedure
procedure HPPCluster(dataset X, tree Dtree)
[τ, θ, α] = SplitData(X);
If(τ = 0 or θ = −∞ or α = 0)
no such projection exists, RETURN;
Else split the data
XL = {xi ∈ X|αxi < τ};
XR = {xi ∈ X|αxi ≥ τ};
Add new node (α, τ) to Dtree;
HPPCluster(XL, Dtree);
HPPCluster(XR, Dtree);
Figure 74: The clustering procedure
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Figure 75: The classification error associated with a mixture of two Normal distributions is
given by the integral of the minimum of the two distributions. The Kittler and Illingworth
method casts the thresholding problem as a classification problem and seeks the threshold for
which the error is minimum.
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10.1 The Index Function
Kittler and Illingworth [97] describe a method originally designed for segmenting object from
background in gray scale images. The procedure views the segmentation as a two class classifi-
cation problem that can be distinguished based on the grey level histogram of the image. The
goal is to find a threshold that minimizes the number of miss-classified pixels. Assume that we
have a histogram (1D projection) h(g) which gives the frequency of occurrence of the various
levels of g = αxi, i = 1, ..., N . The histogram is viewed as an estimate of the probability density
function of a mixture of two clusters. We assume that each component p(g|i) of the mixture is
drawn from a normal distribution with mean µi, standard deviation σi and a priori probability
Pi, so that
p(g) =
2∑
i=1
Pip(g|i),
where
p(g|i) = 1√
2piσi
e−(g−µi)
2/2σ2i .
Given the (µi, σi, Pi), there exists a threshold τ such that
P1p(g|1) > P2p(g|2) if g ≤ τ
and
P1p(g|1) < P2p(g|2) if g > τ.
Threshold τ is the Bayes minimum error threshold [52, 53]. As shown in figure 75, the minimum
error threshold can be found by solving the quadratic equation obtained by:
P1
1√
2piσ1
e−(g−µ1)
2/2σ21 = P2
1√
2piσ2
e−(g−µ2)
2/2σ22 .
Since the true (µi, σi, Pi) are rarely known, they need to be estimated using computationally
expensive fitting techniques. Kittller and Illingworth propose a simpler technique for obtaining
these estimates. Suppose that the histogram is thresholded at an arbitrary threshold T , then
we can model the two resulting populations by a normal density h(g|i, T ) with parameters
(µi(T ), σi(T ), Pi(T )) given by:
Pi(T ) =
b∑
g=a
h(g)
µi(T ) =
∑b
g=a g ∗ h(g)
Pi(T )
σ2i (T ) =
∑b
g=a(g − µi(T ))2 ∗ h(g)
Pi(T )
where a = 0 if i = 1, a = T + 1 if i = 2, b = T if i = 1 and b = n if i = 2. The probability of
level g being correctly classified is given by
e(g, T ) =
h(g|i, T )Pi(T )
h(g)
where i = 1 if g ≤ T and i = 2 otherwise. We wish to find the threshold T that maximizes this
function. Since h(g) is independent of i and T it can be safely ignored. Furthermore, since the
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logarithm is a strictly increasing function, taking the logarithm of both sides will not change
the maximizing value. For simplicity, we further multiply by −2 and minimize
ε(g, T ) =
(
g − µi(T )
σi(T )
)2
+ 2 log σi(T )− 2 logPi(T )
i = 1, if g ≤ T , i = 2, if g > T . The overall performance is characterized by
J(T ) =
∑
g
h(g)ε˙(g, T )
and the optimal threshold is given by
τ = argmin
T
J(T )
Writing out J(T ) gives
T∑
g=0
h(g)
((
g − µ1(T )
σ1(T )
)2
+ 2 log σ1(T )− 2 logP1(T )
)
+
n∑
g=T+1
h(g)
((
g − µ2(T )
σ2(T )
)2
+ 2 log σ2(T )− 2 logP2(T )
)
which reduces to
J(T ) = 1 + 2 (P1(T ) log σ1(T ) + P2(T ) log σ2(T ))
−2 (P1(T ) logP1(T ) + P2(T ) logP2(T )) .
Note that the tails of the distribution have been truncated by the thresholding operation and
therefore the models h(g|i, T ), i = 1, 2 will be biased estimates of the true mixture components.
Cho, Haralick and Yi [42] proposed an improvement of Kittler and Illingworth’s criterion func-
tion that corrects the biased variance estimates.
Of all possible partitions we prefer the ones with the largest separation between the peaks
of the two distributions, relative to their variances. In addition, we would prefer the projections
that have the most dramatic variation in the Kittler and Illingworth criterion function. We use
as our index function a measure that considers both of these requirements. Once the histogram
is thresholded the separation between the peaks of the thresholded distributions is computed
by
sep =
(µ1 − µ2)2
σ21 + σ
2
2
.
The depth of the criterion function is given by the difference between the criterion function
evaluated at the optimal threshold and the value of the criterion function evaluated at the
closest local maxima, as shown in figure 76. The composite measure of the projection is found
by the index function:
I(α) = sep ∗ depth.
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Figure 76: Computing the depth of the criterion function.
10.2 Searching for Projections
10.2.1 Brute Force
The most straight forward method of projection selection is brute force. Since all projections
are unit norm, this amounts to an enumeration of points on a d dimensional unit sphere. For
lower dimensional data (d ≤ 5), we are able to achieve stable and satisfactory results. Brute
force methods for iterating over projections are infeasible for large datasets (d > 5) and a more
intelligent search procedure is required.
10.2.2 Genetic Algorithms
By viewing the projection vectors as genes we can use a genetic search. Genetic Algorithms
were introduced by J. H. Holland in 1975 [86]. Since then they have been successfully applied
in solving a number of numerical and combinatorial problems. In most cases genetic algorithms
are used in optimization problems when searching for an optimal solution or its approximation
(see, for example, survey [126]).
Genetic algorithms are stochastic search algorithms driven by a heuristic, which is rep-
resented by an evaluation function, and special random operators: crossover, mutation and
selection.
Let S be a search space. We are looking for an element in S which is a solution to a given
problem. A tuple P ∈ Sr (r is a fixed positive integer) is called a population and components of
P are called members of the population. The initial population P0 is chosen randomly. On each
iteration i = 1, 2, . . . Genetic Algorithm produces a new population Pi by means of random
operators. The goal is to produce a population which contains a solution to the problem.
One iteration of Genetic Algorithm simulates natural evolution. A so-called fitness function
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procedure Genetic Algorithm
Initialize current population P ∈ Sr;
Compute fitness values Fit(m), ∀m ∈ P ;
WHILE NOT the termination condition satisfied DO
If we assume that greater values of function Fit correspond to the better solutions, then
the probability Pr(m) of the member m ∈ P to be selected
Pr(m) =
Fit(m)∑
mi∈P Fit(mi)
,
Create new members by applying crossover and/or mutation to the selected members;
Generate a new population by replacing members of the current population by the new
ones;
Recompute fitness values;
END WHILE LOOP
Figure 77: Structure of the standard Genetic Algorithm
Fit : S → R+ implicitly directs this evolution: members of the current population Pi with
higher fitness value have more impact on generating the next population Pi+1. The function
Fit measures on how close is a given member m to a solution. To halt the algorithm one has to
provide in advance a termination condition and check whether it holds or not on each iteration.
The basic structure of the standard Genetic Algorithm is given in figure 77. The choice of
random operators and evaluating functions is crucial here. This requires some problem specific
knowledge and a good deal of intuition.
10.2.3 Combined Methods
Since the genetic algorithm is sensitive to the quality of the initial population a combined
technique can be used to improve results. A coarse sampling of the unit sphere is created by
brute force. The results of this sample are evaluated and the best projections added to the
initial population. Thus, the coarse optimization puts us close to a solution and the genetic
algorithm refines this solution.
Another approach is to use a localized gradient based search to refine the results of the
genetic algorithm. In this method a population is created at random and allowed to evolve.
Once the algorithm has halted local search is applied, starting from each output gene in turn.
The best projection after local search is then returned.-
10.3 Stopping Conditions
HPPCluster is a divisive algorithm, splitting the dataset into smaller and smaller pieces with
each iteration. The algorithm continues to try and split the data until a stopping condition is
met. We investigated several stopping conditions based on various measures.
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10.3.1 Known Number of Clusters
The simplest stopping condition is to specify the number of clusters in the data and to stop
when the specified number of clusters have been found. Since HPPCluster is a hierarchical bi-
partitioning algorithm, another approach is to place an upper bound on the number of clusters
by specifying a maximum tree depth. For a binary three of depth k, the maximum number
of clusters (leaves) is given by 2k. This approach has the advantage of being less sensitive to
the effects of noise, but still allowing one to incorporate prior knowledge of the structure of a
given dataset. In many cases the number of clusters is not known in advance and an automated
condition is needed. For these cases the algorithm will continue splitting until no interesting
projection can be found.
10.3.2 Analyzing the Projected Density
One way to evaluate the interestingness of the projected data is to test the projection for
unimodality. If all inspected projections of the data are deemed unimodal, the data is not split
any further.
We begin by smoothing the projected density estimate h(g) with a smoothing kernel and
perform gradient guided walks along the smoothed histogram, away from the optimal threshold
in either direction. At each step of the walks we compute the gradient. If the gradient does not
change sign in both of the walks, then we consider the distribution to be unimodal.
This method suffers from sensitivity to noise. In addition the method requires choice of
a setting for the width of the smoothing kernel, which is difficult. If the smoothing kernel is
narrow it will result in excessive splitting and if the kernel is wide, then structural detail will
be ignored.
10.3.3 Analyzing the Criterion Function
The problem with testing the projected data is that there is no smoothness constraint on the
data, making the choice of smoothing kernel width vital and resulting in excessive splitting.
The criterion function J(T ), on the other hand, contains information about the modality of the
projection and, in addition, has an explicit smoothness constraint. Thus we can analyze J(T )
to assess the modality of the projection by checking for the presence of a global minima. If the
only such minima exist at the boundaries, then the projection is considered unimodal. This
method takes advantage of the smoothness of the criterion function, but it tends to over split
the data due to the randomness of the data.
10.3.4 Analyzing the Relative Heights of Valley and Basin
In many instances stopping conditions based solely on a test for unimodality result in excessive
splitting of the data. We would prefer not to split bimodal distributions with significant overlap.
Viewing the projected density as a topological surface, the search for a threshold is essentially
a search for the basins of the function. The problem with the above mentioned techniques is
that they only consider the basin, which gives no indication of the density in the corridor. If
the height of the valley is significantly smaller than the height of the basin, then the corridor
density is not significant. If the valley density is sufficient, however, then the valley may in
fact represent significant structure in the full space and a split should not be made. A coarse
estimate of the valley and basin densities can be made from the valley and basin heights, as
illustrated in figure 78. If the basin height is small compared to the valley height then no split is
made. This method gives a sensitivity control parameter that is intuitively satisfying. Because
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Figure 78: The valley/basin height ratio. If the depth of the basin (the distance from the
function evaluated at the optimal threshold to the value of the function evaluated at the minimal
peak) is much smaller than the depth of the valley (the height of the function evaluated at the
optimal threshold), then the split is rejected.
the measure is computed from a point sample, it suffers from the effects of noise. One way to
reduce the effects of noise are to take the measurements over an interval enclosing the optimal
threshold. Another disadvantage of the method is the introduction of the ratio parameter,
which may be difficult to select.
10.3.5 Analyzing the Relative Integrals of Valley and Basin
The valley basin height ratio is a course estimate of the relative densities of the valley and the
basin. A better estimate can be obtained from the integrals of the valley and basin. Having
defined a threshold τ the boundaries gl and gh of the basin can be determined and the integral of
the valley and basin computed. The ratio of the two integrals is formed and used as a criterion.
If the integral of the basin is small compared to the integral of the valley (figure 79), then no
split is made. While this method is more robust that the method based on the valley/basin
height ratio, the problem of determining the value of the ratio parameter remains.
10.3.6 Null Distribution of Uninteresting Distribution
Knowing that uninteresting densities follow a particular distribution, we can train the algorithm
to recognize such distributions. If we know something about the structure of an uninteresting
projection, we can construct a distribution for a test of the Null hypothesis that an unknown
projection is drawn from the Null distribution. We can empirically determine the null distribu-
tion of the value of the criterion function for a training set of distributions that are known to be
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Figure 79: The valley/basin integral ratio. If the volume contained in the basin (the red area
above the curve) is much smaller than the volume of the valley (the blue area below the curve),
then the split is rejected.
uninteresting. These distributions may be determined empirically or may be chosen from some
parametric form. To construct the null distribution we project a collection of data drawn from
a known uninteresting distribution to various subspaces. For the ith distribution we compute
the jth projection, evaluate I(αj) and form a distribution fI of the occurrence of various values
of I. We can form the empirical cumulative distribution FI for the null distribution and use
it in a test of hypothesis that the distribution we are examining in fact comes from a Null
distribution. We can set a level of significance φ, which is the probability that a distribution
that is in fact from the Null distribution will not be accepted as being drawn from the Null
distribution. Let Iφ be the value of the index function such that∫ Iφ
−∞
fIdI = 1− φ.
We test the following null hypothesis
H0 : unimodal
against the alternative hypothesis
H1 : not unimodal.
Thus for significance level φ
reject H0 if I > Iφ
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and
accept H0 ifI ≤ Iφ.
Having trained the algorithm we can project a dataset and form its histogram, compute the
interestingness I(α) of the projection α and verify with probability 1 − φ that the projection
is not-interesting. The value of φ, which is the probability that a truly unimodal density will
be split by the algorithm, can be viewed as a sensitivity parameter and can be tuned for a
particular application. For all of our experiments φ = 0.005. This method was utilized for
subsequent experiments due to its empirically determined accuracy and stability, as well its
intuitive explanation in terms of the algorithms sensitivity.
10.4 Extensions to Non-Linearly Separable Data
It is important to note that while the HPPCluster algorithm is only able to locate separations in
linearly separable data, the methodology can be extended to the case of non-linearly separable
data by appropriate pre-processing of the data. Various non-linear mappings can be applied to
the data to create a new data set in a new feature space in which the data are linearly separable.
If the standard clustering algorithm fails to find significant structure in the data one can
change the representation of the data by replacing the feature vector x by its image via a
non-linear mapping ϕ = (ϕ1, . . . , ϕk):
x→ ϕ(x) =< ϕ1(x), . . . , ϕk(x) > .
One of the most common approaches is to use a general quadratic mapping (where the quadratic
terms are written in some order)
ϕ(x1, . . . , xd) = (x1, . . . , xd, x1x1, x1x2, . . . , xdxd−1, xdxd)
so
xϕ = ϕ(x)
is a vector consisting of components of x and all their pair-wise products written in some order.
Now one can apply the standard algorithm to the vectors xϕ and search for structure in the
new feature space.
10.5 Extensions to Large Datasets
If we have a large number of observations to consider the computation can made to run faster
by working on a sub-sample. Given a large dataset we can choose some random sample of size
N/k, for some k and cluster on the sample. The remaining data can be used for evaluation of
the obtained clustering scheme. The test data is passed through the resulting tree and the leaf
nodes are inspected. Should a leaf not receive a significant number observations, or meets a
stopping condition, then it can be pruned.
10.6 Example: Data Clustering Using HPPCluster
Figure 80 shows the results of clusters found using the HPPCluster algorithm.
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Figure 80: Example of clusters found by HPPCluster in sample data-set of figure 8.
10.7 Experiments
To verify the effectiveness of our method the algorithm was implemented in the C++ program-
ming langauge. We ran several experiments on various real and synthetic datasets with known
groundtruth. We performed a series of experiments designed to assess the sensitivity of the
algorithm to various parameters. For all subsequent experiments crossover rate was set to 0.8,
mutation rate to 0.4, population size was set at 20, 100 histogram bins where used and α was
set to 0.01. Since the genetic optimization is a probabilistic algorithm, all experiments where
performed multiple times and summary results presented. In particular we present the resulting
mean, standard deviation and median for each set of 50 runs.
10.7.1 Synthetic Data Generation
We used a synthetic data generation procedure proposed by Bolton and Krznowski [25], to
construct mixtures of multivariate normal distributions for use in our experiments. The means
where chosen from:
µ1 = (0, 0, 0, 0, 0, 0, 0, 0)
µ2 = (4, 0, 0, 0, 0, 0, 0, 0)
µ3 = (4, 1, 0, 0, 0, 0, 0, 0)
µ4 = (0, 1, 0, 0, 0, 0, 0, 0)
µ5 = (4, 1, 1, 0, 0, 0, 0, 0)
µ6 = (4, 0, 1, 0, 0, 0, 0, 0)
µ7 = (0, 1, 1, 0, 0, 0, 0, 0)
µ8 = (0, 0, 1, 0, 0, 0, 0, 0)
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and all classes had the following covariance structure:
Σ =
266666666664
0.8 −0.15 0.15 0 0 0 0 0
−0.15 0.05 −0.025 0 0 0 0 0
0.15 −0.025 0.05 0 0 0 0 0
0 0 0 0.3 0 0 0 0
0 0 0 0 0.3 0 0 0
0 0 0 0 0 0.3 0 0
0 0 0 0 0 0 0.3 0
0 0 0 0 0 0 0 0.3
377777777775
10.7.2 Real Data
We ran HPPCluster on the following real datasets chosen from the public domain:
• crab: Australian crab data. Campbell, N.A. and Mahon, R.J. (1974). A multivariate
study of variation in two species of rock crab of the genus Leptograpsus. Aust. J Zool.,
22, 417-425. There are 200 crabs divided in groups of 50 according to gender (male and
female) and species (Blue or Orange) and there are five measured variables denoted by
FL, RW, CL, CW and BD.
• glass: Crime Scene Glass Identification Database.
collected by B. German, Central Research Establishment, Home Office Forensic Science
Service, Aldermaston, Reading, Berkshire RG7 4PN
• Statlog diabetes: Pima Indians Diabetes data. from National Institute of Diabetes and
Digestive and Kidney Diseases.
The diagnostic, binary-valued variable investigated is whether the patient shows signs of
diabetes according to World Health Organization criteria (i.e., if the 2 hour post-load
plasma glucose was at least 200 mg/dl at any survey examination or if found during
routine medical care). The population lives near Phoenix, Arizona, USA. Smith,J.W.,
Everhart,J.E., Dickson,W.C., Knowler,W.C., & Johannes,R.S. (1988). Using the ADAP
learning algorithm to forecast the onset of diabetes mellitus. In ”Proceedings of the Sym-
posium on Computer Applications and Medical Care” (pp. 261–265). IEEE Computer
Society Press.
• Statlog shuttle: Data from the position of radiators within the Space Shuttle.
Jason Catlett Basser Department of Computer Science, University of Sydney, N.S.W.,
Australia and NASA
10.7.3 Limiting Tree Depth
We performed several experiments to determine the effectiveness of the stopping criterion.
For synthetic datasets of c = 2k classes, the tree depth was limited to depth D = k. The
results where compared with those obtained when the tree was limited to a depth of 10, giving
210 = 1024 possible classes. This limit was chosen to represent a reasonable maximum in order
to accommodate computation, though a higher limit could have been chosen. Experiments
showed that limiting the depth of the tree can result in degraded performance.
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Name Dimension Clusters Number Records
hp2c d10 8 2 600
hp4c d10 8 4 1200
hp8c d10 8 8 2400
crab 5 4 200
glass 9 6 214
diabetes 8 2 768
shuttle 9 7 14500
Figure 81: Characteristics of the datasets used for experiments.
Name Mean Median std dev
hp2c d1 0.9980 1 0.0043
hp2c d10 0.9812 0.9825 0.0107
hp4c d2 0.8153 0.7500 0.1220
hp4c d10 0.9689 0.9683 0.0086
hp8c d3 0.8513 0.8608 0.1198
hp8c d10 0.9608 0.9646 0.0246
Figure 82: Effect of limiting tree depth for synthetic data.
10.7.4 Brute Force
For datasets with less that 10 dimensions, we ran the algorithm in brute force mode in order
to verify that the optimization procedure was in fact reaching the global optima.
10.7.5 Comparison to Supervised Classifiers
For this set of experiments the HPPCluster algorithm was applied to a variety of datasets. The
average and median accuracy values where compared to results obtained by several classifiers.
These comparisons are intended to show that the algorithm will in fact achieve a significant level
of the maximum obtainable accuracy. The clustering algorithm can never match the results of
a supervised algorithm for a variety of reasons. The actual structure of the data may have no
relationship to the human assigned class, or that relationship may be obscured by the structure.
Consider the simple example shown in figure 67. For this dataset HPPCluster will find four
distinct clusters, though there exist only three unique classes, and would therefore have an
accuracy measure of around 75%, rather than the 100% that is achievable using supervised
Name Accuracy
crab 0.715
glass ?
diabetes ?
shuttle ?
Figure 83: Results obtained when brute force was performed on selected datasets.
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Name Mean Median std dev svm Fisher Threshold
hp2c d10 0.9812 0.9825 0.0107 1.0000 1.0000 1.0000
hp4c d10 0.9689 0.9683 0.0086 0.9992 1.0000 0.9858
hp8c d10 0.9608 0.9646 0.0246 ? 0.9983 0.9850
crab 0.4585 0.3850 0.2191 0.9850 0.9800 0.6900
glass 0.4700 0.4709 0.0300 0.7850 0.6822 0.6589
diabetes 0.6248 0.6322 0.0213 ? 0.8125 0.8346
shuttle 0.8423 0.8513 0.0469 ? 0.9959 0.9997
Figure 84: Comparison of average results obtained by HPPCluster with several supervised
learning methods.
methods. Empirical results indicate that HPPCluster is able to achieve good results in the case
of linearly separable data.
10.8 Conclusions
We have shown that the HPPCluster algorithm can perform very well with a variety of real and
synthetic data. The algorithm requires no external input parameters, is easily able to handle
large dimensional data, is scalable to large datasets and produces a compact description of the
clusters found in the form of a binary decision tree which can be used for classification purposes.
Each node in the tree stores an optimal projection with its optimal threshold and the leaves of
the tree store the actual clusters. Experimental results show the effectiveness of the technique,
particularly in the case of linearly separable data.
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A Classical Linear Regression
A common task in statistical analysis is concerned with determining relationships between a
given set of variables, given a set of observed data. For simplicity we begin by considering the
numerical case. Linear regression and weighted linear regression are well known techniques.
Tests exist by which we may asses the significance of the various regression coefficients. Chi-
squared goodness of fit test requires a sufficient number of samples in each bin, therefore we
cannot use constant bin width, and must instead create bins that contain at least one element.
Standard assumptions of classical linear regression:
1. The model is linear in parameters, Yi = β0 + β1Xi + ²i
2. X values are fixed in repeated sampling,
3. ²i is zero mean,
4. V ar(²i) = σ2, ∀i,
5. Cov(²i, ²j) = 0, i 6= j,
6. The number of observations N must be greater than the number of parameters to be
estimated J ,
7. The X values are not all the same,
8. The regression model is correctly specified,
9. For multiple regression: there is no perfect linear relationship among explanatory vari-
ables. [73]
A.1 Simple Linear Regression
The simple linear regression equation is given by:
yi = β0 + xiβ1 + ²i.
Here yi are the dependent variables, xi are the independent variables, βj are the regression
parameters, and ²i is a noise term associated with the ith observation. ²i are assumed to be
independent and identically drawn normally distributed random variable with zero mean and
constant variance, so that ²i ∼ N(o, σ2), ∀i We seek to find some Bj that best estimate the
unknown βj according to some optimallity criteria. Having determined the best estimators, the
estimated response is given by :
yˆi = B0 + xiB1,
where Bi is the estimator of βi. The sum of squared differences of the residual error is given by:
SSR =
n∑
i=1
(yi −B0 − xiB1)2.
129
A.1.1 Computing the Regression Parameters
We wish to find the B0, B1 that minimize SSR. Taking the partial derivatives gives:
δ
δB0
n∑
i=1
(yi −B0 − xiB1)2 = −2
n∑
i=1
(yi −B0 − xiB1),
δ
δB1
n∑
i=1
(yi −B0 − xiB1)2 = −2
n∑
i=1
xi(yi −B0 − xiB1),
setting equal to zero gives:
n∑
i=1
yi =
n∑
i=1
(B0 + xiB1) = nB0 + nxB1 = ny
n∑
i=1
xiyi =
n∑
i=1
xi(B0 + x2iB1),
which are called the normal equations. Solving the first equation gives:
B0 = y − xB1.
Substituting back into the second equation gives:
B1 =
∑n
i=1(xi − x)(yi − y)∑n
i=1(xi − x)2
Note that this is equal to:
B1 =
∑n
i=1 xiyi − nxy∑n
i=1 x
2
i − nx2
=
∑n
i=1(xi − x)yi∑n
i=1(xi − x)2
=
∑n
i=1(yi − y)xi∑n
i=1(xi − x)2
We define the following terms:
Sxx =
n∑
i=1
(xi − x)2 =
n∑
i=1
x2i − nx2
Syy =
n∑
i=1
(yi − y)2 =
n∑
i=1
y2i − ny2
Sxy =
n∑
i=1
(xi − x)(yi − y) =
n∑
i=1
xiyi − nxy.
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This notation allows us to write the least squares estimators in a convenient shorthand as:
B0 = y −B1x
B1 =
Sxy
Sxx
SSR =
SxxSyy − S2xy
Sxx
.
A.1.2 Computing E[yi] and V ar(yi)
Since ²i ∼ N(µ = 0, σ2), then yi is also normally distributed. We compute the mean and
variance of yi:
E[yi] = E[β0 + xiβ1 + ²i],
= E[β0 + xiβ1] + E[²i],
E[yi] = β0 + xiβ1,
V ar(yi) = V ar(β0 + xiβ1 + ²i),
= V ar(²i),
V ar(yi) = σ2.
Thus
yi ∼ N(β0 + xiβ1, σ2).
A.1.3 Computing E[B1] and V ar(B1)
We compute the mean and variance of B1 as follows:
E[B1] = E
[∑n
i=1(xi − x)yi∑n
i=1(xi − x)2
]
=
∑n
i=1(xi − x)E[yi]∑n
i=1(xi − x)2
=
∑n
i=1(xi − x)(β0 + xiβ1)∑n
i=1(xi − x)2
=
∑n
i=1(xiβ0 + x
2
iβ1 − xβ0 − xxiβ1)∑n
i=1(xi − x)2
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=
∑n
i=1 xiβ0 +
∑n
i=1 x
2
iβ1 −
∑n
i=1 xβ0 −
∑n
i=1 xxiβ1∑n
i=1(xi − x)2
=
nxβ0 + β1
∑n
i=1 x
2
i − nxβ0 − nx2β1∑n
i=1(xi − x)2
=
β1(
∑n
i=1 x
2
i − nx2)∑n
i=1(xi − x)2
=
β1
∑n
i=1(xi − x)2∑n
i=1(xi − x)2
E[B1] = β1.
The variance is given by:
V ar(B1) = V ar
(∑n
i=1(xi − x)yi∑n
i=1(xi − x)2
)
=
V ar (
∑n
i=1(xi − x)yi)
(
∑n
i=1(xi − x)2)2
=
∑n
i=1(xi − x)2V ar(yi)
(
∑n
i=1(xi − x)2)2
=
V ar(y)
∑n
i=1(xi − x)2
(
∑n
i=1(xi − x)2)2
=
V ar(y)∑n
i=1(xi − x)2
=
σ2∑n
i=1(xi − x)2
Thus the variance of B1 is given by:
V ar(B1) =
σ2∑n
i=1 x
2
i − nx2
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A.1.4 Computing E[B0] and V ar(B0)
The mean of B0 is found by:
E[B0] = E[y − xB1],
= E
[
n∑
i=1
yi
n
− xB1
]
,
= E
[
n∑
i=1
yi
n
]
− E[xB1],
=
n∑
i=1
E[yi]
n
− E[xB1],
=
n∑
i=1
E[β0 + xiβ1 + ²i]
n
− xE[B1],
=
n∑
i=1
β0 + xiβ1
n
− xβ1,
= β0 + xβ1 − xβ1,
So that the mean of B0 is given by:
E[B0] = β0.
The variance of B0 is given by:
V ar(B0) = V ar(y − xB1),
= V ar
(
n∑
i=1
yi
n
−B1
n∑
i=1
xi
n
)
,
=
V ar (
∑n
i=1 yi −B1
∑n
i=1 xi)
n2
,
=
V ar(
∑n
i=1 yi) + V ar(−B1
∑n
i=1 xi)− 2Cov(
∑n
i=1 yi,−B1
∑n
i=1 xi)
n2
,
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From the independence of yi and xi:
2Cov(
n∑
i=1
yi,−B1
n∑
i=1
xi) = 0,
allowing us to write:
=
V ar(
∑n
i=1 yi) + V ar(−B1
∑n
i=1 xi)
n2
,
=
nσ2 + V ar(B1
∑n
i=1 xi)
n2
,
=
nσ2 + (
∑n
i=1 xi)
2V ar(B1)
n2
,
=
1
n2
[
nσ2 + (nx)2
(
σ2∑n
i=1 x
2
i − nx2
)]
,
=
σ2
n2
[
n+
(
n2x2∑n
i=1 x
2
i − nx2
)]
,
=
σ2
n
[
1 +
(
nx2∑n
i=1 x
2
i − nx2
)]
,
=
σ2
n
(∑n
i=1 x
2
i − nx2 + nx2∑n
i=1 x
2
i − nx2
)
,
Finally:
V ar(B0) =
σ2
n
( ∑n
i=1 x
2
i∑n
i=1 x
2
i − nx2
)
,
A.1.5 Computing an Estimate of σ2
The residuals yi −B0 −B1xi, for i = 1, 2, ..., n are used to compute
SSR =
n∑
i=1
(yi −B0 −B1xi)2,
which can be used to estimate σ2. We first note that yi ∼ N(E[yi], V ar(yi)), so that
yi − E[yi]√
V ar(yi)
∼ N(0, 1),
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or
yi − β0 − β1xi
σ
∼ N(0, 1).
Squaring this result and summing over all i gives us:
n∑
i=1
(
yi − β0 − β1xi
σ
)2
,
=
∑n
i=1(yi − β0 − β1xi)2
σ2
∼ χ2n,
Substituting our estimators B0 and B1 reduces our degrees of freedom by 2, so that:∑n
i=1(yi −B0 −B1xi)2
σ2
∼ χ2n−2,
From which we conclude that:
SSR
σ2
∼ χ2n−2.
which allows us to easily compute the expected value:
E
[
SSR
σ2
]
= n− 2,
so that
E
[
SSR
n− 2
]
= σ2.
Furthermore, SSRσ2 is independent of B0 and B1.
A.1.6 Summary
To summarize the results so far:
B0 = y −B1x,
B1 =
Sxy
Sxx
,
SSR =
SxxSyy − S2xy
Sxx
.
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Furthermore if yi for i = 1, ..., n are independent identically drawn samples fromN(β0+xiβ1, σ2)
then:
B0 ∼ N
(
β0,
σ2
∑n
i=1 x
2
i
nSxx
)
B1 ∼ N
(
β1,
σ2
Sxx
)
SSR
σ2
∼ χ2n−2.
A.2 Testing the Significance of the Regression Parameters
Given the simple regression model yi = β0+xiβ1+²i, we would like to determine the significance
of the regression parameter β1, by testing the hypothesis that β1 = 0. If we accept the hypothesis
then the parameter y is independent of x and it suffices to use the simplest model yi = β0+ ²i.
Define the null hypothesis:
H0 : β1 = 0,
and the alternative hypothesis:
H1 : β1 6= 0.
Recall:
B1 =
Sxy
Sxx
,
E[B1] = β1,
V ar(B1) =
σ2
Sxx
.
Therefore
B1 − β1√
σ2
Sxx
=
√
Sxx(B1 − β1)
σ
∼ N(0, 1),
and is independent of
SSR
σ2
∼ χ2n−2.
This allows us to form a t-distributed random variable with (n− 2) degrees of freedom:
√
Sxx(B1−β1)
σ√
SSR
σ2(n−2)
=
√
(n− 2)Sxx
SSR
(B1 − β1) ∼ tn−2.
If H0 is true then β1 = 0 and
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√
(n− 2)Sxx
SSR
(B1) ∼ tn−2.
The hypothesis test of H0 with a significance level α is formed by rejecting H0 if√
(n− 2)Sxx
SSR
|B1| > tα2 ,n−2,
and accepting H0 otherwise. Letting v =
√
(n−2)Sxx
SSR
|B1|, we reject H0 if the desired significance
level is at least as large as:
p-value = P{|tn−2| > v} = 2P{tn−2 > v}.
[127]
A.3 Multiple Regression
In classical linear regression analysis one seeks to find a relationship between a set of observable
variables and another variable that is a linear in parameters combination of the observables.
The n × (k + 1) marix X is termed the dependent variable and Y is the n × 1 vector of
independent variables. The (k+1)× 1 vector β is termed the regression coefficient vector. The
linear regression equation is given in matrix terms by:
Y = Xβ + ²,
where the n× 1 noise vector ² ∼ N(µ = 0, σ2I).
A.3.1 Computing the Regression Parameters
We seek to find an estimator B of β, which minimizes the mean square error.
‖Y−XB‖2 = ‖²‖2
We take the derivative with respect to the parameters B:
δ
δB
‖Y−XB‖2 = −2X′(Y−XB),
setting equal to zero gives
−2X′(Y−XB) = 0.
The normal equations in matrix terms are given by:
X′Y = X′XB,
solving for B gives us our least squares parameter estimate
B = (X′X)−1X′Y.
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The estimates for the dependent variable, given a new set of observed independent variables
Xnew are found by:
Yˆ = XnewB = Xnew(X′X)−1X′Y
A.3.2 Computing E[Yˆ] and V ar(Yˆ)
The expected value of the estimate Yˆ is found by:
E[Yˆ] = E[XnewB]
= E[Xnew(X′X)−1X′Y]
= E[Xnew(X′X)−1X′(Xβ + ²)]
= E[Xnew(X′X)−1X′Xβ +Xnew(X′X)−1X′²]
= E[Xnewβ] + E[Xnew(X′X)−1X′²]
= Xnewβ +Xnew(X′X)−1X′E[²]
= Xnewβ
The covariance of the estimate is found by:
Cov(Yˆ) = E[(Yˆ− E[Yˆ])(Yˆ− E[Yˆ])′]
= E[(Yˆ−Xnewβ)(Yˆ−Xnewβ)′]
= E[(XnewB−Xnewβ)(XnewB−Xnewβ)′]
= E[(Xnew(X′X)−1X′Y−Xnewβ)(Xnew(X′X)−1X′Y−Xnewβ)′]
= E[(Xnew(X′X)−1X′(Xβ + ²)−Xnewβ)(Xnew(X′X)−1X′(Xβ + ²)−Xnewβ)′]
= E[(Xnewβ +Xnew(X′X)−1X′²−Xnewβ)(Xnewβ +Xnew(X′X)−1X′²−Xnewβ)′]
= E[(Xnew(X′X)−1X′²)(Xnew(X′X)−1X′²)′]
= E[(Xnew(X′X)−1X′²)(²′X(X′X)−1X′new)]
= Xnew(X′X)−1X′E[(²)(²′)]X(X′X)−1X′new
= Xnew(X′X)−1X′σ2IX(X′X)−1X′new
= σ2Xnew(X′X)−1X′X(X′X)−1X′new
= σ2Xnew(X′X)−1X′new
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A.3.3 Computing E[B] and V ar(B)
The estimates B are a linear function of a normal random variable, ² and are therefore normally
distributed. The expected value is computed as follows:
E[B] = E[(X′X)−1X′Y],
= E[(X′X)−1X′(Xβ + ²)],
= E[(X′X)−1X′Xβ + ²(X′X)−1X′],
= E[(X′X)−1X′Xβ] + E[²(X′X)−1X′],
= (X′X)−1X′Xβ + (X′X)−1X′E[²],
E[B] = β.
The covariance matrix is given by:
Cov(B,B) = E[(B− E[B])(B− E[B])′],
= E[((X′X)−1X′Y− β)((X′X)−1X′Y− β)′],
= E[(X′X)−1X′(Xβ + ²)− β)((X′X)−1X′(Xβ + ²)− β)′],
= E[(β + (X′X)−1X′²− β)(β + (X′X)−1X′²− β)′],
= E[((X′X)−1X′²)((X′X)−1X′²)′],
= E[((X′X)−1X′²)(²′X(X′X)−1)′],
= (X′X)−1X′E[²²′]X(X′X)−1,
= (X′X)−1X′σ2X(X′X)−1,
= σ2(X′X)−1X′X(X′X)−1,
Cov(B,B) = σ2(X′X)−1,
A.3.4 Computing E[Y] and V ar(Y)
Since ² ∼ N(µ = 0, σ2), then Y is also normally distributed. We compute the mean of Y:
E[Y] = E[Xβ + ²],
= E[Xβ] + E[²],
= Xβ + 0,
E[Y] = Xβ
The variance can be computed as:
V ar(Y) = E[(Y− E[Y])(Y− E[Y])′],
= E[(Xβ + ²−Xβ)(Xβ + ²−Xβ)′]
= E[(²)(²)′]
= σ2I
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A.4 Testing the Significance of the Regression Parameters
What is the effect of leaving out one variable from our regression model? How do we determine
which variable to remove? Given n variables there are
n∑
i=0
n!
i!(n− i)! = 2
n
possible combinations of variables that we must consider and hence 2n equations that must be
evaluated. For 50 variables the equation space is on the order of 250 ≈ 1.126 × 1015. Given
that the current limits on feasible computation are on the order of 109 − 1010 we must utilize
methods to reduce the search space. We might consider a step wise forward greedy algorithm
that computes the most significant variable, and iteratively adds in the next most significant
variable. Additionally a step wise elimination greedy procedure can be used by starting with
an equation including all known variables and successively removing at each step the least
significant variable. Regardless of what procedure we adopt wee must have a way of assessing
the significance of a given regression parameter. We define a projection operator: Let P be
some n× n dimensional matrix.
• P is a projection operator i.f.f P 2 = P .
• P is an orthogonal projection operator, i.f.f. P is a projection operator and PT = P .
If P0 is a projection operator, then I−P0, where I is the identity matrix, is also a projection
operator.
(I − P0)(I − P0) = I − P0 − P0 + P 20
= I − P0 − P0 + P0 = I − P0
satisfying the definition. Note, that
I −Q = (I−X(X′X)−1X′)
is an orthogonal projection operator.
If P0x = P0 then x is a vector in the space to which P0 projects, and I −P0 projects to the
complement space.
(I − P0)x = x− P0x = x− x = 0
If y = (I − P0) y then y is a point in the complement space and:
P0 (x+ y) = P0x+ P0y
= P0x+ P0 (I − P0) y
= P0x+ P0y − P 20 y
= P0x+ P0y − P0y
= P0x
An orthogonal operator projects to the orthogonal complement space of the vector which
spans the operator.
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SS = ‖²‖2 = ‖(Y− Yˆ)‖2
= (Y− Yˆ)′(Y− Yˆ)
= (Y−XB)′(Y−XB)
= (Y−X(X′X)−1X′Y)′(Y−X(X′X)−1X′Y)
= ((I−X(X′X)−1X′)Y)′((I−X(X′X)−1X′)Y)
= (Y′(I−X(X′X)−1X′)′)((I−X(X′X)−1X′)Y)
= (Y′(I−X(X′X)−1X′))((I−X(X′X)−1X′)Y)
Note, that Q = (X(X′X)−1X′) is an orthogonal projection operator. We can show this by:
Q2 = QQ = (X(X′X)−1X′)(X(X′X)−1X′)
= (X(X′X)−1(X′X)(X′X)−1X′)
= (X(X′X)−1X′) = Q.
Q′ = (X(X′X)−1X′)′
= ((X′)′((X′X)−1)′X′)
= ((X)((X′X)′)−1X′)
= ((X)(X′X)−1X′) = Q.
Note, that I −Q = (I−X(X′X)−1X′) is also an orthogonal projection operator.
SS = (Y′(I−X(X′X)−1X′)Y),
=
(
(Xβ + ²)′(I−X(X′X)−1X′)(Xβ + ²)) ,
=
(
(β′X′ + ²′)(I−X(X′X)−1X′)(Xβ + ²)) ,
= (β′X′(I−X(X′X)−1X′)Xβ,
+β′X′(I−X(X′X)−1X′)²
+²′(I−X(X′X)−1X′)Xβ
+²′(I−X(X′X)−1X′)²),
= (β′X′Xβ − β′X′(X(X′X)−1X′)Xβ
+β′X′²− β′X′(X(X′X)−1X′)²
+²′Xβ − ²′(X(X′X)−1X′)Xβ
+²′²− ²′(X(X′X)−1X′)²),
= (β′X′Xβ − β′X′β
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+β′X′²− β′X′²
+²′Xβ − ²′Xβ
+²′²− ²′(X(X′X)−1X′)²),
= ²′²− (²′(X(X′X)−1X′)²),
= ²′(I−X(X′X)−1X′)².
Recall that
² ∼ N(0, σ2Ikxk)
so that
²
σ
∼ N(0, Ikxk).
Thus
‖ ²
σ
‖2 ∼ χ2k
and
1
σ2
‖²‖2 ∼ χ2k.
Note also that:
Q² = (I−X(X′X)−1X′)² ∼ N(0, σ2Q).
We show this by computing the expected value:
E[Q²] = QE[²] = 0,
and the variance:
E[(Q²)(Q²)′] = E[Q²²′Q′],
= QE[²²′]Q′
= Qσ2IQ′
= σ2QQ′ = σ2QQ = σ2Q.
From this we can conclude that
1
σ2
‖Q²‖2 ∼ χ2J ,
where J is equal to the trace(Q) and is the dimension of the β vector. Thus
‖(Y− Yˆ)‖2 = ²′(I−X(X′X)−1X′)². ∼ χ2k−J
Recall that the estimate B is given by:
B = (X′X)−1X′Y,
= (X′X)−1X′(Xβ + ²),
= (X′X)−1X′Xβ + (X′X)−1X′²,
= β + (X′X)−1X′².
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This is the true parameter vector β plus the vector of projections of the noise.
(B− β) ∼ N(0, σ2(X′X)−1)
So that
(B− β)
√
X′X
σ
∼ N(0, I).
Recall
SS = ‖²‖2 = ‖(Y− Yˆ)‖2,
= (Y− Yˆ)′(Y− Yˆ),
= (Y−XB)′(Y−XB),
SS = YY′ −Y′XB−B′X′Y+B′X′XB,
but
X′Y = X′XB
allowing us to write
SS = YY′ −Y′XB.
Since
SS =
n∑
i=1
(Yi −B0 −B1xi1 − ...−Bnxik)2,
then
SS
σ2
∼ χ2n−(k+1)
and
E
[
SS
σ2
]
= n− (k + 1),
so that
E
[
SS
n− (k + 1)
]
= σ2
serves as a point estimator of σ2, and further SS is independent of B. Thus we can form a new
random variable:
(B−β)
√
X′X
σ
SS
n−(k+1)
.
Substituting out point estimator for σ gives:
(B−β)
√
X′Xq
SS
n−(k+1)
SS
n−(k+1)
.
(B− β)
√
X′X√
SS
n−(k+1)
∼ tn−(k+1).
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Thus for a given significance level α we compute the test statistic:
(B− β)
√
X′X√
SS
n−(k+1)
∼ tn−(k+1).
and corresponding p-value given by:
p = P
|tn−(k+1)| > (B− β)
√
X′X√
SS
n−(k+1)

p = 2 ∗ P
tn−(k+1) > (B− β)
√
X′X√
SS
n−(k+1)

We test the hypothesis H0 : Bi = 0 by finding:
p = 2 ∗ P
tn−(k+1) > (Bi − β)
√
X′Xi,i√
SS
n−(k+1)

and accept the hypothesis if:
p > α
[127]
A.5 Predicting Future Responses
Having computed the values of B from our historical data X, we would like to be able to predict
the response y given some newdata x, within some confidence interval. Recall that the mean
response is given by:
E[y|x] = β0 + β1x1 + ...+ βkxk =
k∑
i=0
βixi
and a point estimator is given by:
k∑
i=0
Bixi.
The expected value of the point estimator is found by:
E[
k∑
i=0
Bixi] =
k∑
i=0
βixi,
and the variance of the point estimator by:
V ar(
k∑
i=0
Bixi) = x′(X′X)−1xσ2.
Thus we can form the random variable:∑k
i=0 βixi −
∑k
i=0 βixi
σ
√
x′(X′X)−1x
∼ N(0, 1).
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Replacing σ by its estimator
√
SS
n−(k+1) gives:∑k
i=0 βixi −
∑k
i=0 βixi√
SS
n−(k+1)
√
x′(X′X)−1x
∼ tn−(k+1).
This allows us to write the 100(1− α) percent confidence estimate by:
k∑
i=0
xiBi ±
√
SS
n− (k + 1)
√
x′(X′X)−1x× tα
2 ,n−(k+1).
[127]
145
B Currently Utilized libraries
B.1 C/C++ Language
Software is implemented using the C/C++ language ANSI standard for its efficiency and power
as well as the availability of high quality libraries. C++ provides a high level environment for
structuring large programming tasks, while retaining the low level machine access and versatility
provided by the C language. In addition C/C++ is portable across a wide variety of platforms
and operating systems [143], [96].
B.2 LAPACK, BLAS and GSL libraries
After extensive research it was determined that the LAPACK [11] libraries were the best choice
for providing standard linear algebra routines. The LAPACK routines are built on top of Basic
Linear Algebra Subprograms (BLAS) which are highly optimized for specific architectures. A
freely available program ATLAS compiles the BLAS with optimizations for specific architec-
tures.
LAPACK is copyrighted, but is freely available for use in commercial software packages.
The LAPACK routines, various BLAS implementations and ATLAS can be obtained from
www.netlib.org.
For ease of experimental implementations the GNU Scientific Library (GSL) has been cho-
sen
(see http://sources.redhat.com/gsl/). GSL is free software protected under the GNU soft-
ware license. See
http://www.gnu.org/copyleft/gpl.html. C++ wrappers have been written to isolate calls
to GSL functions to ease implementation issues in order to remove GSL functions at a later
date. Removal of these libraries is pending.
B.3 Random Number Generation: ranlib and cdflib
A group from the Department of Biomathematics of the University of Texas wrote and compiled
a collection of 32 random number generators, collectively called ranlib.c and a set of routines
for cumulative distribution functions, inverses and distribution parameters, collectively called
dcdflib.c. The source for these libraries is available at www.netlib.org. These routines have
been used for generating test data and for performing statistical tests of significance [30].
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C Data Sets
C.1 Steam
Draper and Smith provide an extensive analysis of this data in [51].
C.1.1 steam.txt
STEAM, FATTYACID, GLYCERIN, WINDV, DAYS, OPDAYS, LESS32, TEMP, WIND2, STARTS
10
10.98 5.20 0.61 7.4 31 20 22 35.3 54.8 4
11.13 5.12 0.64 8.0 29 20 25 29.7 64.0 5
12.51 6.19 0.78 7.4 31 23 17 30.8 54.8 4
8.40 3.89 0.49 7.5 30 20 22 58.8 56.3 4
9.27 6.28 0.84 5.5 31 21 0 61.4 30.3 5
8.73 5.76 0.74 8.9 30 22 0 71.3 79.2 4
6.36 3.45 0.42 4.1 31 11 0 74.4 16.8 2
8.50 6.57 0.87 4.1 31 23 0 76.7 16.8 5
7.82 5.69 0.75 4.1 30 21 0 70.7 16.8 4
9.14 6.14 0.76 4.5 31 20 0 57.5 20.3 5
8.24 4.84 0.65 10.3 30 20 11 46.4 106.1 4
12.19 4.88 0.62 6.9 31 21 12 28.9 47.6 4
11.88 6.03 0.79 6.6 31 21 25 28.1 43.6 5
9.57 4.55 0.60 7.3 28 19 18 39.1 53.3 5
10.94 5.71 0.70 8.1 31 23 5 46.8 65.6 4
9.58 5.67 0.74 8.4 30 20 7 48.5 70.6 4
10.09 6.72 0.85 6.1 31 22 0 59.3 37.2 6
8.11 4.95 0.67 4.9 30 22 0 70.0 24.0 4
6.83 4.62 0.45 4.6 31 11 0 70.0 21.2 3
8.88 6.60 0.95 3.7 31 23 0 74.5 13.7 4
7.68 5.01 0.64 4.7 30 20 0 72.1 22.1 4
8.47 5.68 0.75 5.3 31 21 1 58.1 28.1 6
8.86 5.28 0.70 6.2 30 20 14 44.6 38.4 4
10.36 5.36 0.67 6.8 31 20 22 33.4 46.2 4
11.08 5.87 0.70 7.5 31 22 28 28.6 56.3 5
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C.1.2 steam.sdv
note Steam data X1-X10 (FIELD,datatype,START,LENGTH,Variable Type)
10
(LBS_STEAM,F,10,M)
(LBS_FATTYACID,F,10,M)
(LBS_GLYCERIN,F,10,M)
(AVG_WINDV,F,10,M)
(DAYS_MO,I,2,M)
(OPDAYS_MO,I,2,M)
(DAYS_LESS32,I,2,M)
(AVG_TEMP,F,10,M)
(AVG_WIND2,F,10,M)
(NUM_STARTS,I,2,M)
10.98 5.20 0.61 7.4 31202235.3 54.8 4
11.13 5.12 0.64 8.0 29202529.7 64.0 5
12.51 6.19 0.78 7.4 31231730.8 54.8 4
8.40 3.89 0.49 7.5 30202258.8 56.3 4
9.27 6.28 0.84 5.5 31210 61.4 30.3 5
8.73 5.76 0.74 8.9 30220 71.3 79.2 4
6.36 3.45 0.42 4.1 31110 74.4 16.8 2
8.50 6.57 0.87 4.1 31230 76.7 16.8 5
7.82 5.69 0.75 4.1 30210 70.7 16.8 4
9.14 6.14 0.76 4.5 31200 57.5 20.3 5
8.24 4.84 0.65 10.3 30201146.4 106.1 4
12.19 4.88 0.62 6.9 31211228.9 47.6 4
11.88 6.03 0.79 6.6 31212528.1 43.6 5
9.57 4.55 0.60 7.3 28191839.1 53.3 5
10.94 5.71 0.70 8.1 31235 46.8 65.6 4
9.58 5.67 0.74 8.4 30207 48.5 70.6 4
10.09 6.72 0.85 6.1 31220 59.3 37.2 6
8.11 4.95 0.67 4.9 30220 70.0 24.0 4
6.83 4.62 0.45 4.6 31110 70.0 21.2 3
8.88 6.60 0.95 3.7 31230 74.5 13.7 4
7.68 5.01 0.64 4.7 30200 72.1 22.1 4
8.47 5.68 0.75 5.3 31211 58.1 28.1 6
8.86 5.28 0.70 6.2 30201444.6 38.4 4
10.36 5.36 0.67 6.8 31202233.4 46.2 4
11.08 5.87 0.70 7.5 31222828.6 56.3 5
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C.2 Crab Data
Agresti provides a comprehensive analysis of this data in [9].
C.2.1 MeanNumber, Width
1.000 22.6929
1.4286 23.8429
2.3929 24.7750
2.6923 25.8385
2.8636 26.7909
3.8750 27.7375
3.9444 28.6667
5.1429 30.4071
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C.2.2 Total Number, Success Number, Width, Success Proportion
4
14 5 22.6929 0.36
14 4 23.8429 0.29
28 17 24.7750 0.61
39 21 25.8385 0.54
22 15 26.7909 0.68
24 20 27.7375 0.83
18 15 28.6667 0.83
14 14 30.4071 1.00
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C.2.3 Color, Spine, Width, Satell, Weight
5
3 3 28.3 8 3050
4 3 22.5 0 1550
2 1 26.0 9 2300
4 3 24.8 0 2100
4 3 26.0 4 2600
3 3 23.8 0 2100
2 1 26.5 0 2350
4 2 24.7 0 1900
3 1 23.7 0 1950
4 3 25.6 0 2150
4 3 24.3 0 2150
3 3 25.8 0 2650
3 3 28.2 11 3050
5 2 21.0 0 1850
3 1 26.0 14 2300
2 1 27.1 8 2950
3 3 25.2 1 2000
3 3 29.0 1 3000
5 3 24.7 0 2200
3 3 27.4 5 2700
3 2 23.2 4 1950
2 2 25.0 3 2300
3 1 22.5 1 1600
4 3 26.7 2 2600
5 3 25.8 3 2000
5 3 26.2 0 1300
3 3 28.7 3 3150
3 1 26.8 5 2700
5 3 27.5 0 2600
3 3 24.9 0 2100
2 1 29.3 4 3200
2 3 25.8 0 2600
3 2 25.7 0 2000
3 1 25.7 8 2000
3 1 26.7 5 2700
5 3 23.7 0 1850
3 3 26.8 0 2650
3 3 27.5 6 3150
5 3 23.4 0 1900
3 3 27.9 6 2800
4 3 27.5 3 3100
2 1 26.1 5 2800
2 1 27.7 6 2500
3 1 30.0 5 3300
4 1 28.5 9 3250
4 3 28.9 4 2800
3 3 28.2 6 2600
3 3 25.0 4 2100
3 3 28.5 3 3000
3 1 30.3 3 3600
5 3 24.7 5 2100
3 3 27.7 5 2900
2 1 27.4 6 2700
3 3 22.9 4 1600
3 1 25.7 5 2000
3 3 28.3 15 3000
3 3 27.2 3 2700
4 3 26.2 3 2300
3 1 27.8 0 2750
5 3 25.5 0 2250
4 3 27.1 0 2550
4 3 24.5 5 2050
4 1 27.0 3 2450
3 3 26.0 5 2150
3 3 28.0 1 2800
3 3 30.0 8 3050
3 3 29.0 10 3200
3 3 26.2 0 2400
3 1 26.5 0 1300
3 3 26.2 3 2400
4 3 25.6 7 2800
4 3 23.0 1 1650
4 3 23.0 0 1800
3 3 25.4 6 2250
4 3 24.2 0 1900
3 2 22.9 0 1600
4 2 26.0 3 2200
3 3 25.4 4 2250
4 3 25.7 0 1200
3 3 25.1 5 2100
4 2 24.5 0 2250
5 3 27.5 0 2900
4 3 23.1 0 1650
4 1 25.9 4 2550
3 3 25.8 0 2300
5 3 27.0 3 2250
3 3 28.5 0 3050
5 1 25.5 0 2750
5 3 23.5 0 1900
3 2 24.0 0 1700
3 1 29.7 5 3850
3 1 26.8 0 2550
5 3 26.7 0 2450
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3 1 28.7 0 3200
4 3 23.1 0 1550
3 1 29.0 1 2800
4 3 25.5 0 2250
4 3 26.5 1 1967
4 3 24.5 1 2200
4 3 28.5 1 3000
3 3 28.2 1 2867
3 3 24.5 1 1600
3 3 27.5 1 2550
3 2 24.7 4 2550
3 1 25.2 1 2000
4 3 27.3 1 2900
3 3 26.3 1 2400
3 3 29.0 1 3100
3 3 25.3 2 1900
3 3 26.5 4 2300
3 3 27.8 3 3250
3 3 27.0 6 2500
4 3 25.7 0 2100
3 3 25.0 2 2100
3 3 31.9 2 3325
5 3 23.7 0 1800
5 3 29.3 12 3225
4 3 22.0 0 1400
3 3 25.0 5 2400
4 3 27.0 6 2500
4 3 23.8 6 1800
2 1 30.2 2 3275
4 3 26.2 0 2225
3 3 24.2 2 1650
3 3 27.4 3 2900
3 2 25.4 0 2300
4 3 28.4 3 3200
5 3 22.5 4 1475
3 3 26.2 2 2025
3 1 24.9 6 2300
2 2 24.5 6 1950
3 3 25.1 0 1800
3 1 28.0 4 2900
5 3 25.8 10 2250
3 3 27.9 7 3050
3 3 24.9 0 2200
3 1 28.4 5 3100
4 3 27.2 5 2400
3 2 25.0 6 2250
3 3 27.5 6 2625
3 1 33.5 7 5200
3 3 30.5 3 3325
4 3 29.0 3 2925
3 1 24.3 0 2000
3 3 25.8 0 2400
5 3 25.0 8 2100
3 1 31.7 4 3725
3 3 29.5 4 3025
4 3 24.0 10 1900
3 3 30.0 9 3000
3 3 27.6 4 2850
3 3 26.2 0 2300
3 1 23.1 0 2000
3 1 22.9 0 1600
5 3 24.5 0 1900
3 3 24.7 4 1950
3 3 28.3 0 3200
3 3 23.9 2 1850
4 3 23.8 0 1800
4 2 29.8 4 3500
3 3 26.5 4 2350
3 3 26.0 3 2275
3 3 28.2 8 3050
5 3 25.7 0 2150
3 3 26.5 7 2750
3 3 25.8 0 2200
4 3 24.1 0 1800
4 3 26.2 2 2175
4 3 26.1 3 2750
4 3 29.0 4 3275
2 1 28.0 0 2625
5 3 27.0 0 2625
3 2 24.5 0 2000
152
C.3 db1
C.3.1 X,Y
2
8.25 17.375
8.52388 19.6717
8.75 14.625
9.25 80.125
9.25 81.25
9.32502 80.5585
9.59206 16.4672
9.75 21.875
10 80
10 81.125
10.125 11.75
10.1262 80.692
10.25 18.375
10.5 80.375
10.5267 80.692
10.6603 13.7967
10.6603 79.8908
11.125 48.25
11.125 81.125
11.1943 35.294
11.1943 80.5585
11.25 15.375
11.375 50.125
11.5 21.25
11.5949 79.8908
11.625 46.375
11.7284 23.0098
11.75 9.625
11.75 80.375
11.875 7.375
11.9955 80.959
12.125 24.875
12.125 79.75
12.129 80.4249
12.2625 49.3139
12.3961 79.8908
12.5296 45.4418
12.5296 80.5585
12.625 80.875
12.75 44.375
12.75 46.75
12.7966 65.3368
12.7966 80.959
12.875 17.875
12.875 48.375
12.875 51.625
13 13
13.125 50.375
13.25 80.125
13.25 80.875
13.4642 79.8908
13.4642 89.371
13.5978 80.4249
13.625 80.625
13.875 21.875
13.875 45
13.9983 46.2429
14 43
14.25 9.375
14.25 49.625
14.25 79.625
14.2654 26.0808
14.2654 48.5128
14.375 6.375
14.375 27.25
14.375 47.375
14.3989 79.6238
14.3989 80.4249
14.625 51.5
14.666 79.6238
14.75 15.625
14.75 53.25
14.75 80.375
14.7995 80.4249
14.933 80.692
15 19.125
15.0665 44.6406
15.25 11.5
15.375 42.375
15.4671 79.4903
15.5 80.875
15.6006 80.0244
15.625 43.75
15.625 45.625
15.75 24.5
15.75 48.875
15.875 52.375
16 79.625
16.0012 80.4249
16.125 50.875
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16.2682 80.2914
16.375 47.125
16.5 80.25
16.625 20.875
16.75 8.375
16.8023 53.3197
16.8023 79.8908
16.875 14.375
16.875 17.125
17.125 6.375
17.125 45.125
17.2029 79.3567
17.3364 46.3764
17.375 49.625
17.47 79.8908
17.5 42.125
17.5 79.125
17.5 79.75
17.6035 80.1579
17.625 43.5
17.625 47.875
17.625 51.375
17.75 10.25
17.75 80.375
17.875 28.625
17.875 53
17.875 78.75
18.125 22.75
18.25 79.875
18.2711 77.6209
18.2711 78.4221
18.2711 79.0897
18.2711 80.692
18.4046 45.0412
18.4046 77.7545
18.5 26
18.5 46.375
18.5 77.75
18.5381 78.9562
18.8052 76.9533
18.8052 79.4903
18.8052 80.1579
18.875 12.25
18.875 48.625
18.875 76.375
18.9387 76.6863
18.9387 78.0215
18.9387 79.8908
19 79.5
19.0722 79.6238
19.125 51
19.125 77.125
19.125 78.25
19.125 80.875
19.2058 47.7117
19.25 75.625
19.3393 76.2857
19.3393 76.9533
19.3393 80.4249
19.3393 80.959
19.3393 81.4931
19.375 17.75
19.375 20.125
19.375 42.75
19.375 44.625
19.375 74.875
19.4728 75.351
19.4728 81.2261
19.5 80.125
19.6063 77.7545
19.625 15
19.7399 74.0158
19.7399 76.0187
19.75 6.5
19.75 8.75
19.8734 75.084
19.875 52.5
19.875 77.5
19.875 81.625
20 72.875
20 74.125
20 76.25
20.0069 76.6863
20.125 75.125
20.1404 73.0811
20.25 81.125
20.2739 73.4817
20.2739 74.9505
20.2739 80.8255
20.375 23.625
20.375 45.875
20.375 49.5
20.375 75.75
20.375 80.5
20.5 47.75
20.541 74.0158
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20.541 81.3596
20.541 81.6266
20.625 82.375
20.6745 73.4817
20.75 71.25
20.75 73.375
20.808 73.0811
20.808 74.6834
20.808 80.692
20.875 72.125
20.875 74.75
21 43.375
21 74
21.0751 72.1465
21.0751 72.6806
21.0751 81.6266
21.125 81.5
21.25 82.25
21.3421 82.0272
21.3421 82.8284
21.375 12.625
21.375 27.625
21.375 51.5
21.4757 82.2943
21.5 72.5
21.75 18.75
21.75 81.125
21.875 16.5
22 6.75
22 44.625
22 81.75
22.0098 82.5613
22.125 9.875
22.125 20.875
22.125 46.875
22.125 49
22.125 82.625
22.25 83.375
22.6774 82.6948
22.6774 83.8965
22.75 24.75
22.875 82.625
22.9444 83.0954
23.0779 82.8284
23.125 83.125
23.25 13.5
23.5 83.875
23.7456 83.763
23.7456 84.2971
24 83.125
24.125 83.375
24.1461 83.6295
24.25 22
24.2797 84.8312
24.5 18.75
24.5 84.375
24.625 15.875
24.75 11.625
24.875 83.625
24.9473 84.4306
25 7.875
26.5 13.875
26.625 9.75
26.875 17
30.8223 46.9105
33.3593 84.6977
36.1632 20.7399
38.1661 60.6634
38.2996 33.5582
43.24 7.38755
51.3849 73.8823
53.3878 21.541
54.3225 39.8338
54.9901 44.1065
56.3253 36.0951
57.9276 42.1037
57.9276 63.601
58.7287 40.6349
58.7287 47.5781
59.1293 41.3025
59.2628 37.5639
59.2628 42.7713
59.2628 92.8426
59.5299 43.8395
59.6634 32.6235
60.064 39.9673
60.064 41.169
60.064 42.1037
60.4645 43.3054
60.8651 40.2343
60.8651 45.0412
60.9986 40.902
61.1322 43.8395
61.2657 39.4332
61.3992 45.0412
61.5327 46.51
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61.6662 29.4189
61.6662 42.1037
61.7998 42.9048
61.9333 51.1833
62.0668 41.3025
62.0668 42.3707
62.2003 38.4985
62.2003 39.9673
62.3339 41.9701
62.3339 42.9048
62.3339 43.3054
62.3339 45.7088
62.4674 42.3707
62.6009 40.7684
62.6009 41.4361
62.7344 45.3082
62.868 39.2997
62.868 41.5696
62.868 42.5042
62.868 42.9048
62.868 43.5724
63.0015 39.8338
63.0015 43.973
63.135 41.7031
63.135 42.2372
63.2685 46.777
63.4021 32.8905
63.4021 41.3025
63.4021 42.9048
63.4021 43.5724
63.5356 35.6945
63.5356 40.7684
63.6691 38.2315
63.6691 41.8366
63.6691 43.3054
63.9361 40.902
63.9361 42.3707
63.9361 42.7713
63.9361 43.5724
64.0697 39.9673
64.0697 41.8366
64.2032 42.3707
64.2032 45.0412
64.2032 48.1122
64.3367 26.2144
64.3367 39.1662
64.3367 41.169
64.4702 41.3025
64.4702 41.5696
64.4702 42.9048
64.4702 43.4389
64.6038 42.2372
64.6038 46.51
64.6038 53.0526
65.0043 42.2372
65.1379 40.2343
65.4049 44.9077
65.4049 47.9787
65.672 39.4332
65.8055 42.2372
65.8055 49.0469
65.939 30.4871
66.0725 40.7684
66.0725 47.3111
66.3396 43.5724
66.4731 45.9759
66.6066 40.1008
67.0072 41.169
67.0072 47.7117
67.1407 36.7627
67.1407 42.1037
67.1407 44.7741
67.1407 49.3139
67.9419 76.4192
68.0754 23.8109
68.0754 33.5582
68.0754 43.8395
68.0754 46.1094
68.2089 40.902
68.2089 42.1037
68.3424 48.9134
68.3424 55.189
68.6095 47.1776
68.743 46.3764
68.743 46.6435
68.743 47.7117
68.743 50.5157
69.01 47.7117
69.1436 27.8167
69.1436 47.1776
69.1436 48.3793
69.2771 43.5724
69.2771 44.7741
69.2771 46.1094
69.2771 46.51
69.2771 48.6463
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69.5441 41.3025
69.5441 42.3707
69.5441 47.8452
69.5441 48.5128
69.6777 49.9816
69.8112 45.9759
69.8112 46.777
69.8112 49.0469
69.9447 30.4871
69.9447 47.1776
69.9447 47.8452
70.0782 47.9787
70.0782 48.5128
70.0782 49.0469
70.3453 45.8423
70.3453 46.3764
70.3453 48.1122
70.3453 48.7799
70.4788 47.1776
70.6123 43.5724
70.6123 46.51
70.7458 50.6492
70.8794 45.0412
70.8794 47.5781
70.8794 47.9787
70.8794 48.6463
71.0129 38.6321
71.0129 41.8366
71.0129 46.1094
71.1464 46.6435
71.1464 46.777
71.2799 47.5781
71.2799 49.848
71.4135 43.0383
71.4135 47.1776
71.4135 47.8452
71.4135 48.5128
71.6805 21.6746
71.6805 35.8281
71.6805 44.6406
72.2146 43.3054
72.4817 46.3764
72.4817 55.5896
72.7487 47.9787
72.7487 49.4475
72.7487 50.5157
73.0157 44.6406
73.2828 42.1037
73.5498 24.7456
73.5498 45.4418
73.5498 48.7799
73.6834 47.1776
73.9504 52.2515
74.2175 28.8848
75.4192 38.4985
75.5527 32.0894
75.8197 18.7371
75.8197 21.6746
76.2203 47.044
76.2203 57.7259
76.4874 35.6945
76.7544 53.9873
77.0215 30.0866
77.5555 50.1151
78.0896 26.2144
78.0896 33.1576
78.2232 41.3025
78.3567 44.3736
78.4902 25.1462
78.6237 27.9502
78.7573 23.6774
79.0243 6.71994
79.0243 22.7428
79.1578 27.2826
79.5584 21.9416
79.6919 23.0098
79.8254 24.4786
79.8254 25.2797
79.959 29.0184
80.226 24.8791
80.226 26.4814
80.226 48.2458
80.226 57.4589
80.3595 50.2486
80.4931 21.4075
80.4931 27.9502
80.4931 54.6549
80.7601 23.2769
80.7601 25.6803
80.7601 29.686
81.2942 32.0894
81.4277 21.8081
81.4277 29.953
81.4277 59.7288
81.5613 17.5353
81.5613 24.2115
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81.5613 25.1462
81.5613 28.3507
81.6948 22.7428
81.6948 26.3479
81.6948 38.2315
81.8283 26.882
81.9618 21.1405
81.9618 52.1179
82.0953 29.4189
82.3624 45.8423
82.4959 25.1462
82.6294 30.0866
82.763 23.9445
82.763 41.7031
82.8965 21.9416
82.8965 26.0808
82.8965 27.149
82.8965 57.4589
83.03 34.7599
83.1635 25.8138
83.1635 28.2172
83.4306 20.7399
83.6976 21.8081
83.9647 26.7485
84.0982 29.1519
84.2317 24.4786
84.2317 29.8195
84.3652 23.0098
84.4988 27.9502
84.4988 36.7627
84.7658 20.6064
84.7658 26.0808
84.7658 29.5525
84.7658 48.7799
84.8993 21.6746
84.8993 25.2797
84.8993 50.5157
85.0329 23.0098
85.1664 54.2543
85.4334 23.4104
85.567 27.149
85.7005 28.4843
85.834 25.2797
85.834 26.0808
85.834 57.993
85.9675 22.2087
85.9675 40.6349
86.1011 44.3736
86.2346 17.1348
86.3681 20.4729
86.5016 26.3479
86.6351 33.0241
86.9022 23.1433
86.9022 23.9445
86.9022 24.7456
86.9022 27.8167
87.0357 37.6974
87.0357 71.8794
87.1692 60.5299
87.4363 21.274
87.4363 26.6149
87.4363 50.2486
87.5698 48.7799
87.9704 22.6092
87.9704 25.5468
87.9704 47.5781
88.1039 51.3168
88.2374 24.2115
88.2374 42.3707
88.5045 45.8423
88.5045 48.5128
88.5045 50.3821
88.7715 47.044
89.0386 52.1179
89.3056 18.203
89.3056 30.8877
89.4391 35.6945
89.5727 47.3111
89.5727 49.0469
89.5727 51.0498
89.7062 45.3082
89.7062 56.2572
89.8397 49.7145
90.1068 38.8991
90.1068 52.7856
90.2403 46.51
90.3738 47.9787
90.6409 43.8395
90.6409 45.1747
90.6409 50.7827
90.6409 52.2515
90.6409 53.7202
91.1749 28.3507
91.1749 46.51
91.1749 49.1804
91.3085 54.2543
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91.442 51.7174
91.5755 43.5724
91.709 25.1462
91.709 44.6406
91.709 53.1861
91.8426 45.8423
91.8426 49.9816
91.8426 59.0612
91.9761 20.0723
91.9761 42.1037
92.2431 48.1122
92.6437 34.2258
92.6437 44.9077
92.6437 49.4475
92.7772 46.6435
92.7772 51.3168
92.7772 54.2543
92.9108 43.5724
93.1778 22.3422
93.1778 52.9191
93.4448 47.9787
93.7119 37.4303
93.8454 31.5553
93.8454 45.4418
93.8454 49.1804
93.8454 50.3821
93.8454 51.1833
93.9789 43.8395
94.1125 46.3764
94.246 48.3793
94.3795 25.4132
94.3795 47.1776
94.3795 53.7202
94.513 44.9077
94.513 51.9844
94.7801 49.4475
94.9136 58.26
95.1807 42.1037
95.1807 44.24
95.1807 47.1776
95.1807 50.2486
95.1807 51.0498
95.4477 45.8423
95.4477 53.0526
95.5812 48.2458
95.7147 33.5582
95.8483 51.9844
95.9818 45.3082
95.9818 51.0498
96.1153 49.581
96.2488 29.4189
96.2488 38.8991
96.2488 52.5185
96.5159 35.8281
96.5159 46.9105
97.05 48.2458
97.1835 50.5157
97.317 49.3139
97.4506 51.5838
97.8511 50.7827
97.9846 33.5582
99.1864 56.1236
99.1864 84.8312
99.3199 38.365
99.854 42.3707
99.9875 52.2515
100.121 47.044
101.99 5.91879
105.863 28.4843
}
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D Sample Code
D.1 SYLTwoWayTable
#include <iostream>
using namespace std;
#include "SYLTwoWayTable.h"
int main() {
cout << "Driver for cTwoWayTable class" << endl;
//****************************************Load the Data***********************
//Data set from Agresti.
int data2_1[] = {18, 658, 28, 656};
//****************************************Process the Data***********************
SYLTwoWayTable t(data2_1, 2, 2);
//****************************************Retrieve the Results***********************
cout << "Difference of Proportions: "<< t.Get_DOP() << "+/-" << t.Get_DOPConf()<<endl;
cout << "Relative Risk : " << t.Get_RR() << endl;
cout << "Odds Ratio : " << t.Get_OddsRatio() << endl;
cout << "Tests of Independence, " << endl;
cout << "X2 :" << t.Get_X2() << endl;
cout << "X2 pval:" << t.Get_X2_pval() << endl;
cout << "G2 :" << t.Get_G2() << endl;
cout << "G2 pval:" << t.Get_G2_pval() << endl;
cout << "Small p values indicate evidence of association" << endl;
return 0;
}
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D.2 SYLRegress
#include <iostream>
#include <vector>
#include <fstream>
#include <iterator>
using namespace std;
#include "SYLRegress.h"
int main()
{
cout << "Test regression class" << endl;
//****************************************Load the Data***********************
//Make the indexing a little more intuitive
enum {x1, x2, x3, x4, x5, x6, x7, x8, x9, x10};
//STL vector to hold the record
vector < double > record;
//STL vector to hold the indexes of d
vector < int > indepIDX;
//Hold the index of the dependent variable
int depIDX;
//Hold the most recent value read from the input file
double newVal;
//total number of variables in record
int totalnumVars;
//Open the data file
//Use the steam dataset
ifstream infile("..\\steam_vect.txt");
if(!infile)
{
cout << "Error opening input file" << endl;
return 0;
}
infile >> totalnumVars;
cout << "Try it with a set of variables that fit the data well" << endl;
//Set the DEP and INDEP variables
depIDX = x1; //y;
indepIDX.push_back(x2);
indepIDX.push_back(x6);
indepIDX.push_back(x8);
//Create a regression object
//Instantiate an object of the class, we are using one variable as dependent, so need totalnumVars-1
SYLRegress theRegression(totalnumVars-1, indepIDX, depIDX);
//Use a strict confidence level
theRegression.SetAlpha(0.01);
//Get the data
//Stream through the data in the file
while(!infile.eof())
{
//Get a variable
infile >> newVal;
//push it into the record vector
record.push_back(newVal);
//are we at the end of a line
if(infile.peek() == ’\n’)
{
//Load the full record into the SYLRegression object
theRegression.LoadRecord(record);
//clear the record for the next go araound
record.clear();
}
}//got all of the data
//****************************************Process the Data***********************
//Perform the regression
theRegression.Run();
//****************************************Retrieve the Results***********************
//Get the regression coefficients
GSLVector coef(theRegression.GetCoefficients());
cout << "Got the following coefficients: " << endl << coef << endl;
//Get the coefficient confidence levels
GSLVector conf(theRegression.GetConfidence());
cout << "Got the following confidence levels: " << endl << conf << endl;
//Check how good the model is
cout << "How good is the model fit?" << endl;
//R2 is a measure of how much of the variation in the data is actually accounted for by the model
cout << "R2 (percentage of variation explained by model) = " << theRegression.GetR_squared() << endl;
cout << "Mean squared residual error = " << theRegression.GetMS_res() << endl;
cout << "Residual squared error = " << theRegression.GetSS_res() << endl;
//create the needed variables for the test
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double pval;
int reject;
//Test hypothesis that regression is not significant
theRegression.TestRegressionSignificance(&reject, &pval);
if(reject)
cout << "Regression is not significant :";
else
cout << "Regression is significant :";
cout << "pval = " << pval << ", confidence = " << (1-theRegression.GetAlpha())*100 << "%" << endl;
//Test significance of the coefficients by testing hypothesis that certain coefficents are zero
//Try a simple hypothesis test
//NOTE: This has changed - Input the index of the variable we wish to test
//To test the hypothesis that an individual coefficient is actually zero
//NOTE: This index is relative to the SUBSET of indexes passed in
// it is NOT the same index as the original record
//This could lead to confusion!!!
theRegression.TestSignificance(2, &reject, &pval);
cout << "Test hypothesis that coefficent 2 is actually zero :" << endl;
cout << "Pval = " << pval << endl;
if(reject)
cout << "reject the hypothesis" << endl;
else
cout << "Do NOT reject the hypothesis" << endl;
return 0;
}
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D.3 SYLRegressDV
#include <iostream>
#include <vector>
#include <fstream>
#include <iterator>
using namespace std;
#include "SYLRegressDV.h"
int main()
{
cout << "Test regression class" << endl;
//****************************************Load the Data***********************
//Make the indexing a little more intuitive
enum {x1, x2, x3, x4, x5, x6, x7, x8, x9, x10};
//STL vector to hold the record
vector < double > record;
//STL vector to hold the indexes of d
vector < int > indepIDX;
int depIDX;
//Hold the most recent value read from the input file
double newVal;
cout << "Try it with a set of variables that fit the data well" << endl;
//Set the DEP and INDEP variables
depIDX = x1; //y;
indepIDX.push_back(x2);
indepIDX.push_back(x6);
indepIDX.push_back(x8);
//Create a regression object****TRY IT USING A DATAVIEW ACCESS TO DATA
string data_descr_file("..\\..\\steam_dv.txt");
SYLRegressDV theRegression(data_descr_file, indepIDX, depIDX, 0.01);
//****************************************Process the Data***********************
//Perform the regression
theRegression.Run();
//****************************************Retrieve the Results***********************
//Get the regression coefficients
GSLVector coef(theRegression.GetCoefficients());
cout << "Got the following coefficients: " << endl << coef << endl;
//Get the coefficient confidence levels
GSLVector conf(theRegression.GetConfidence());
cout << "Got the following confidence levels: " << endl << conf << endl;
//Check how good the model is
cout << "How good is the model fit?" << endl;
//R2 is a measure of how much of the variation in the data is actually accounted for by the model
cout << "R2 (percentage of variation explained by model) = " << theRegression.GetR_squared() << endl;
cout << "Mean squared residual error = " << theRegression.GetMS_res() << endl;
cout << "Residual squared error = " << theRegression.GetSS_res() << endl;
//create the needed variables for the test
double pval;
int reject;
//Test hypothesis that regression is not significant
theRegression.TestRegressionSignificance(&reject, &pval);
if(reject)
cout << "Regression is not significant :";
else
cout << "Regression is significant :";
cout << "pval = " << pval << ", confidence = " << (1-theRegression.GetAlpha())*100 << "%" << endl;
//Test significance of the coefficients by testing hypothesis that certain coefficents are zero
//Try a simple hypothesis test
//NOTE: This has changed - Input the index of the variable we wish to test
//To test the hypothesis that an individual coefficient is actually zero
//NOTE: This index is relative to the SUBSET of indexes passed in
// it is NOT the same index as the original record
theRegression.TestSignificance(2, &reject, &pval);
cout << "Test hypothesis that coefficent 2 is actually zero :" << endl;
cout << "Pval = " << pval << endl;
if(reject)
cout << "reject the hypothesis" << endl;
else
cout << "Do NOT reject the hypothesis" << endl;
return 0;
}
163
D.4 SYLModelSelection
#include <iostream>
#include <vector>
#include <fstream>
#include <iterator>
using namespace std;
#include "SYLRegress.h"
#include "SYLRegressModelSelection.h"
int main()
{
cout << "Test model selection using the regression class" << endl;
double newVal;
enum {x1, x2, x3, x4, x5, x6, x7, x8, x9, x10};
//STL vector to hold the record
vector < double > record;
//STL vector to hold the indexes of dependent variable
vector < int > indepIDX;
int depIDX;
//Set the DEP and INDEP variables
depIDX = x1;
indepIDX.push_back(x2);
indepIDX.push_back(x3);
indepIDX.push_back(x4);
indepIDX.push_back(x5);
indepIDX.push_back(x6);
indepIDX.push_back(x7);
indepIDX.push_back(x8);
indepIDX.push_back(x9);
indepIDX.push_back(x10);
//Set the variable names
vector<string > variableNames;
variableNames.push_back("x1");
variableNames.push_back("x2");
variableNames.push_back("x3");
variableNames.push_back("x4");
variableNames.push_back("x5");
variableNames.push_back("x6");
variableNames.push_back("x7");
variableNames.push_back("x8");
variableNames.push_back("x9");
variableNames.push_back("x10");
cout << "*****************Test using data in Data_view form" << endl;
double alpha = 0.01;
string data_descr_file("..\\..\\steam_dv.txt");
SYLRegressModelSelection theModelSelector(data_descr_file, depIDX, indepIDX, alpha, "test1");
cout << "Display the result" << endl;
vector <ReportItem >theReport(theModelSelector.GetReport());
for(int i=0; i<theReport.size(); i++)
{
cout << "i = " << i << ", SS = " << theReport[i].SS_res << ", R2 =" << theReport[i].R2;
cout << ", Fpval = " << theReport[i].Fpval << ", alpha = " << theReport[i].alpha << endl;
cout << "Idxs " << endl << "<";
for(int j=0; j<theReport[i].indepIDX.size(); j++)
cout << theReport[i].indepIDX[j] << ", ";
cout << ">" << endl;
cout << "Coef " << endl << "<";
for(j=0; j<theReport[i].B.size(); j++)
cout << theReport[i].B[j] << ", ";
cout << ">" << endl;
cout << "Conf " << endl << "<";
for(j=0; j<theReport[i].B_conf.size(); j++)
cout << theReport[i].B_conf[j] << ", ";
cout << ">" << endl;
}
return 0;
}
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D.5 SYLPoissonRegress
#include <iostream>
#include <vector>
#include <cmath>
using namespace std;
#include "SYLPoissonRegress.h"
int main()
{
cout << "Test SYLPoissonRegress class" << endl;
//****************************************Load the Data***********************
enum crab_idx {color, spine, width, satell, weight};
//Hold the most recent value read from the input file
double newVal;
//STL vector to hold the record
vector < double > record;
//STL vector to hold the indexes of d
vector < int > indepIDX;
//Hold the index of the dependent variable
int depIDX;
//Get the total number of variables in the dataset.
int totalnumVars;
//Open the data file
//Use the crab dataset
ifstream infile("..\\..\\crab_vect.txt");
if(!infile)
{
cout << "Error opening input file" << endl;
return 0;
}
//total number of variables in record
infile >> totalnumVars;
//Set the DEP and INDEP variables
depIDX = satell;
indepIDX.push_back(width);
//Create a regression object
SYLPoissonRegress poissReg2(totalnumVars, indepIDX, depIDX);
int idx = 0;
//Get the data
//Stream through the data in the file
while(!infile.eof())
{
//Get a variable
infile >> newVal;
//push it into the record vector
//Use the number of satell directly
record.push_back(newVal);
idx++;
//are we at the end of a line
if(infile.peek() == ’\n’)
{
//Load the full record into the SYLRegression object
poissReg2.LoadRecord(record);
//clear the record for the next go araound
record.clear();
idx = 0;
}
}//got all of the data
//****************************************Process the Data***********************
poissReg2.Run();
//****************************************Retrieve the Results***********************
cout << "Using raw datset got B= " << poissReg2.GetCoefficients() << endl;
cout << "G2 = " << poissReg2.Get_G2() << ", with pvalue = " << poissReg2.Get_G2_pval() << endl;
cout << "X2 = " << poissReg2.Get_X2() << ", with pvalue = " << poissReg2.Get_X2_pval() << endl;
cout << "Small pvalues indicate lack of fit (P < 0.05)" << endl;
return 0;
}
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D.6 SYLLogisticRegress
#include <iostream>
#include <vector>
#include <cmath>
using namespace std;
#include "SYLLogisticRegress.h"
int main()
{
cout << "Test SYLLogisticRegress class" << endl;
//****************************************Load the Data***********************
enum crab_idx {color, spine, width, satell, weight};
//Hold the most recent value read from the input file
double newVal;
//STL vector to hold the record
vector < double > record;
//STL vector to hold the indexes of d
vector < int > indepIDX;
//Hold the index of the dependent variable
int depIDX;
//Get the total number of variables in the dataset.
int totalnumVars;
//Set the DEP and INDEP variables
depIDX = satell;
indepIDX.push_back(width);
//Open the data file
//Use the crab dataset
ifstream infile("..\\..\\crab_vect.txt");
if(!infile)
{
cout << "Error opening input file" << endl;
return 0;
}
//total number of variables in record
infile >> totalnumVars;
//Create a regression object
//Instantiate an object of the class
SYLLogisticRegress binReg2(totalnumVars, indepIDX, depIDX);
int idx = 0;
//Stream through the data in the file
while(!infile.eof())
{
//Get a variable
infile >> newVal;
//push it into the record vector
//Turn the number of satellites into a binary yes or no
if(idx == satell && newVal > 0)
newVal = 1;
record.push_back(newVal);
idx++;
//are we at the end of a line
if(infile.peek() == ’\n’)
{
//Load the full record into the SYLRegression object
binReg2.LoadData(record);
//clear the record for the next go araound
record.clear();
idx = 0;
}
}//got all of the data
//****************************************Process the Data***********************
binReg2.Run();
//****************************************Retrieve the Results***********************
//Get the regression coefficients
GSLVector coef2(binReg2.GetCoefficients());
cout << "Got the following coefficients: " << endl << coef2 << endl;
//Get the coefficient confidence levels
GSLVector conf2(binReg2.GetConfidence());
cout << "Got the following confidence levels: " << endl << conf2 << endl;
cout << "G2 = " << binReg2.Get_G2() << ", with pvalue = " << binReg2.Get_G2_pval() << endl;
cout << "X2 = " << binReg2.Get_X2() << ", with pvalue = " << binReg2.Get_X2_pval() << endl;
cout << "Small pvalues indicate lack of fit (P < 0.05)" << endl;
return 0;
}
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D.7 SYLGaussianGraphicalModel
#include <iostream>
#include <vector>
#include <fstream>
#include <iterator>
using namespace std;
#include "SYLGaussianGraphicalModel.h"
#include "Data_view.h"
#include "Data_wrap.h"
//The Graph Clustering Object
#include "cNearClique.h"
string data_descr_file("..\\..\\mathmark_dv.txt");
/*****************************************************************
* Main program to show the use of SYLRegression class
******************************************************************/
int main()
{
cout << "Run Gaussian Graphical Model algorithm on :" << endl << data_descr_file << endl;
//****************************************Load the Data***********************
//Hold indexes of Metric valued parameters
vector< int >M_indexes;
vector< int >M_offset;
//Hold indexes of Ordered valued parameters
vector< int >O_indexes;
vector< int >O_offset;
//Hold indexes of Ordered valued parameters
vector< int >S_indexes;
vector< int >S_offset;
//STL vector to hold the record
vector < double > record;
//create a data wrap object on the data file
Data_wrap dw(data_descr_file);
//Set a data view pointer to the data wrap object
//All functions in data view are pure virtual, therefore no functions are implemented in data view
//Data view is an interface (abstract class) so that
//All functionality is in data wrap, calling the corresponding function in data view, calls the correct function in data wrap
Data_view *dv = &dw;
//Get the descriptions of the data
vector< Data_view::Data_fmt >& vref = dv->get_data_descriptions();
//clear all the storage vectors
//Hold indexes of Metric valued parameters
M_indexes.clear();
M_offset.clear();
//Hold indexes of Ordered valued parameters
O_indexes.clear();
O_offset.clear();
//Hold indexes of Ordered valued parameters
S_indexes.clear();
S_offset.clear();
//Counter
int i;
int offset = 0;
//Go through descriptions and save indexes of Metric and Ordered parameters
for (i = 0; i < vref.size(); ++i)
{
//Metric valued fields
if (vref[i].mode == ’M’)
{
//get the index and store it in the growing indexes vector
M_indexes.push_back(i);
//save the corresponding offset
M_offset.push_back(offset);
}
//Ordered valued fields
else if (vref[i].mode == ’O’)
{
//get the index and store it in the growing indexes vector
O_indexes.push_back(i);
O_offset.push_back(offset);
}
//Symbolic fields
else if (vref[i].mode == ’S’)
{
//get the index and store it in the growing indexes vector
S_indexes.push_back(i);
S_offset.push_back(offset);
}
//update the offset
offset += vref[i].size;
}
//save the number of variables of each type
int numMVars = M_indexes.size();
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int numOVars = O_indexes.size();
int numSVars = S_indexes.size();
//Create a correlation object
//Instantiate an object of the class
SYLGaussianGraphicalModel theCorrelation(numMVars);
//Go through the data set and get each record, write the metric data to a file
//Read the data
for (char *data = (char *)dv->get_data(); data; data = (char *)dv->get_data())
{
const char *ccp = data;
//For each record go through all parameters of interest
//iterator to walk through vector of indexes
std::vector< int >::const_iterator p1;
int jj = 0;
for( p1 = M_indexes.begin(); p1 != M_indexes.end(); p1++, jj++)
{
//need to add appropriate offset to get the correct field
double *dp = (double *)(ccp + M_offset[jj]);
//save the value in a GSL vector
record.push_back(*dp);
}
//Load the full record into the SYLGaussianGraphicalModel object
theCorrelation.LoadRecord(record);
//clear the record for the next go around
record.clear();
}
//****************************************Process the Data***********************
theCorrelation.Run();
//****************************************Retrieve the Results***********************
//Hold the list of near cliques
Clique *NearClique;
int NoOfCliques;
theCorrelation.FindNearCliques(&NearClique, &NoOfCliques);
//Display the Cliques
for( i = 0; i < NoOfCliques; i++)
{
int tmp = NearClique[i].NoOfNodes;
cout << "Near Clique " << i << ": ";
for(int j=0; j < tmp; j++)
{
cout << M_indexes[NearClique[i].Index[j]] << " ";
}
cout << endl;
}
//Free memory
for(i = 0; i < NoOfCliques; i++)
delete NearClique[i].Index;
delete NearClique;
return 0;
}
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D.8 SYLCorrelationRatio
#include "SYLCorrelationRatio.h"
#include "Data_view.h"
#include "Data_wrap.h"
#include <iostream>
string data_descr_file("..\\..\\mathmark_dv.txt");
int main ()
{
cout << "Run Correlation Ratio variable cluster algorithm on :" << endl << data_descr_file << endl;
//****************************************Load the Data***********************
//Hold indexes of Metric valued parameters
vector< int >M_indexes;
vector< int >M_offset;
//Hold indexes of Ordered valued parameters
vector< int >O_indexes;
vector< int >O_offset;
//Hold indexes of Ordered valued parameters
vector< int >S_indexes;
vector< int >S_offset;
//STL vector to hold the record
vector < double > record;
//create a data wrap object on the data file
Data_wrap dw(data_descr_file);
//Set a data view pointer to the data wrap object
//All functions in data view are pure virtual, therefore no functions are implemented in data view
//Data view is an interface (abstract class) so that
//All functionality is in data wrap, calling the corresponding function in data view,
//calls the correct function in data wrap
Data_view *dv = &dw;
//Get the descriptions of the data
vector< Data_view::Data_fmt >& vref = dv->get_data_descriptions();
//clear all the storage vectors
//Hold indexes of Metric valued parameters
M_indexes.clear();
M_offset.clear();
//Hold indexes of Ordered valued parameters
O_indexes.clear();
O_offset.clear();
//Hold indexes of Ordered valued parameters
S_indexes.clear();
S_offset.clear();
//Counter
int i;
int offset = 0;
//Go through descriptions and save indexes of Metric and Ordered parameters
for (i = 0; i < vref.size(); ++i)
{
//Metric valued fields
if (vref[i].mode == ’M’)
{
//get the index and store it in the growing indexes vector
M_indexes.push_back(i);
//save the corresponding offset
M_offset.push_back(offset);
}
//Ordered valued fields
else if (vref[i].mode == ’O’)
{
//get the index and store it in the growing indexes vector
O_indexes.push_back(i);
O_offset.push_back(offset);
}
//Symbolic fields
else if (vref[i].mode == ’S’)
{
//get the index and store it in the growing indexes vector
S_indexes.push_back(i);
S_offset.push_back(offset);
}
//update the offset
offset += vref[i].size;
}
//save the number of variables of each type
int numMVars = M_indexes.size();
int numOVars = O_indexes.size();
int numSVars = S_indexes.size();
//Create a correlation object
//Instantiate an object of the class
SYLCorrelationRatio theCorrelationRatio(numMVars);
cout << "Loading dataset from file " << data_descr_file << endl;
//Go through the data set and get each record, write the metric data to a file
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//Read the data
for (char *data = (char *)dv->get_data(); data; data = (char *)dv->get_data())
{
const char *ccp = data;
//For each record go through all parameters of interest
//iterator to walk through vector of indexes
std::vector< int >::const_iterator p1;
int jj = 0;
for( p1 = M_indexes.begin(); p1 != M_indexes.end(); p1++, jj++)
{
//need to add appropriate offset to get the correct field
double *dp = (double *)(ccp + M_offset[jj]);
//save the value in a GSL vector
record.push_back(*dp);
}
//Load the full record into the SYLCorrelation object
theCorrelationRatio.LoadRecord(record);
//clear the record for the next go around
record.clear();
}
//****************************************Process the Data***********************
theCorrelationRatio.Run();
//****************************************Retrieve the Results***********************
//Now we can check the output
cout << "Obtained the following correlation ratio matrix: " << endl;
double_STL_matrix eta2 = theCorrelationRatio.Get_etaSQ();
for(i=0; i<eta2.size(); i++)
{
for(int j=0; j<eta2[0].size(); j++)
{
cout << eta2[i][j] << ", ";
}
cout << endl;
}
cout << "This graph can be clustered to find variable clusters" << endl;
//Hold the list of near cliques
Clique *NearClique;
int NoOfCliques;
theCorrelationRatio.FindEtaSQNearCliques(&NearClique, &NoOfCliques);
cout << "Got the Eta^^2 near cliques" << endl;
//Display the Cliques
for( i = 0; i < NoOfCliques; i++)
{
int tmp = NearClique[i].NoOfNodes;
cout << "Near Clique " << i << ": ";
for(int j=0; j < tmp; j++)
{
cout << NearClique[i].Index[j] << " ";
}
cout << endl;
}
theCorrelationRatio.FindRhoSQNearCliques(&NearClique, &NoOfCliques);
cout << "Got the Rho^^2 near cliques" << endl;
//Display the Cliques
for( i = 0; i < NoOfCliques; i++)
{
int tmp = NearClique[i].NoOfNodes;
cout << "Near Clique " << i << ": ";
for(int j=0; j < tmp; j++)
{
cout << NearClique[i].Index[j] << " ";
}
cout << endl;
}
//Free memory
for(i = 0; i < NoOfCliques; i++)
delete NearClique[i].Index;
delete NearClique;
return 0; }
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D.9 SYLDTree
#include <iostream>
#include <string>
#include <vector>
using namespace std;
#include "cDTree_Create.h"
int main(int argc, char** argv) {
if (argc != 2){
cout << endl << "Usage: syldtree <in_file> <rule_type> <out_file>" << endl;
return 0;
}
//Get the data from a training file
string TrainFilename = argv[1];
ifstream File_Train(TrainFilename.c_str(), ios::in);
if(!File_Train)
{
cerr << "Error in cDTree_Create: could not open training file " << TrainFilename.c_str() << endl;
exit(1);
}
//
///* Read the head parameter of the data set from the file
//
float numObs=0;
float numVars=0;
float numClasses=0;
//File header
File_Train >> numObs; //Number of observations
File_Train >> numVars; //Number of variables, plus one for label
File_Train >> numClasses; //Number of classes, number of values that the last variable takes on
cout << numObs << endl << numVars << endl << numClasses << endl;
//Allocate space to hold the data with the labels
float *data = new float[(numVars+1)*numObs];
//Read the data into the allocated space
for (int offset_dataArray=0; offset_dataArray< numObs*(numVars+1) ; offset_dataArray++ )
{
float tmpArg;
File_Train >> tmpArg;
data[ offset_dataArray] = tmpArg;
}
//Setup parameters for the decision tree
int TypeDRule = atoi(argv[2]); //DR_SVM; DR_THRESHOLD; DR_FLINEAR;
int TypeCFunction = MIN_ENTROPY;
int MaxTreeDepth = 5;
int MinLeafSize = 10;
int MinEntropyReduct = 0;
float rejectRate = 1.0;
//Create the tree
cDTree_Create dtree(
data,
numObs,
numVars,
numClasses,
TypeDRule,
TypeCFunction,
MaxTreeDepth,
MinLeafSize,
MinEntropyReduct,
rejectRate
);
//Display the parameters
dtree.Display_Params();
dtree.WriteTreeToFile(string(argv[3]));
delete []data;
return 0;
}
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D.10 ∆ Cluster
#include "DCluster.h"
#include <string>
#include "FindGrid.h"
#include "ConfigFile.h"
int main(int argc, char** argv) {
if (argc != 2){
cout << endl << "Usage: dcluster <config_file>" << endl;
return 0;
}
ConfigFile cfg(argv[1]);
cout << "Configuration:" << endl
<< cfg << endl << endl;
double np = double(cfg.getValue("FilterParameter"));
int l = cfg.getValue("NumOfLevels");
int f = cfg.getValue("UseDensityFilter");
int p = cfg.getValue("UseProjections");
string data_file = string(cfg.getValue("FileInput"));
string out_file = string(cfg.getValue("FileOutput"));
cout << np << " " << l << " " << f << " " << p << endl;
if (p){
cout << "Cluster with random projections ..." << endl;
RPCluster c(data_file.c_str(), out_file.c_str(),l, np, f);
c.setNProjs( cfg.getValue( "NumOfProjs" ) );
c.setHamDistance( cfg.getValue( "HammingDistance" ) );
c.cluster( cfg.getValue("ProjectionDimensions") );
c.writeOutput();
} else {
cout << "Cluster with Delta Cluster only ..." << endl;
DeltaCluster c(data_file.c_str(), out_file.c_str(),l, np, f,1);
c.cluster();
c.outputClusters();
}
return 0;
}
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D.11 HPPCluster
#include "DCluster.h" #include <string>
#include "FindGrid.h" #include "ConfigFile.h" #include
"filedatasetreader.h" #include "HierarchicalAlgorithms.h" #include
"cAccuracy.h" #include "ranlib.h" #include <time.h> #include
<iostream> using namespace std;
int main(int argc, char** argv) {
cout << "Test msvc HPPCluster" << endl;
//set the seeds for the random number generators
setall( time(0), time(0));
//Check the input args
if (argc != 2){
cout << endl << "Usage: hpcluster <config_file>" << endl;
return 0;
}
//Can use ConfigFile to gather params
ConfigFile cfg(argv[1]);
cout << "Configuration:" << endl << cfg << endl << endl;
string data_file = string(cfg.getValue("FileInput"));
string out_file = string(cfg.getValue("FileOutput"));
//Load the data
vector< vector<double> > data;
ifstream File_Train(data_file.c_str(), ios::in);
if(!File_Train)
{
cerr << "Error in cDTree_Create: could not open training file " << data_file.c_str() << endl;
exit(1);
}
//
///* Read the head parameter of the data set from the file
//
float numObs=0;
float numVars=0;
//File header : NOTE THAT THE TRAIN FILE FOR A CLUSTERING ALGORITHM HAS NO LABELS!!!
//If you are going to use a file with labels, then be sure that the file header is taken care of correctly (labelled files have a third parameter in header)
//When reading in the data, also make sure that you skip the label (sometimes first entry, sometimes last entry in a row of data?!?)
File_Train >> numObs; //Number of observations
File_Train >> numVars; //Number of variables,
for(int j=0; j<numObs; j++)
{
//Read the data into the allocated space
vector < double > tmp;
for (int i=0; i< numVars ; i++ )
{
float tmpArg;
File_Train >> tmpArg;
//cout << tmpArg << ", ";
tmp.push_back(tmpArg);
}
//cout << endl;
data.push_back(tmp);
}
//Instantiate the HPPCluster object
HProjectionClustering HPCluster( cfg.getValue("TreeDepth"), cfg.getValue("NOfHistBins") );
//Set the stopping condition
if ( int(cfg.getValue("UseValeyBasinRatioCondition")) )
HPCluster.setUseValeyBasinRatioCondition( double(cfg.getValue("ValeyBasinRatio")) );
else
HPCluster.setUseNoCorridorCondition( cfg.getValue("SmoothBoxSize") );
//Set the params for the genetic algorithm
if ( int(cfg.getValue("UseGenetic")) )
HPCluster.setUseGenetic( cfg.getValue("PopSize"),
cfg.getValue("MaxGenerations"),
cfg.getValue("MaxGensNoImprovement"),
cfg.getValue("MutationRate"),
cfg.getValue("CrossoverRate"),
cfg.getValue("MaxStep")
);
//Do the actual clustering
HPCluster.cluster( data );
//Save the resulting tree to a file
HPCluster.WriteTreeToFile(string("testtreeout.txt"));
cout << "Wrote tree to " << out_file.c_str() << endl;
//To get the labels for the data, just run the data through the tree!
return 0;
}
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