We derive the asymptotic distributions for measures of multivariate skewness and kurtosis defined by Malkovich and Alili if the underlying distribution is elliptically symmetric. A key step in the derivation is an approximation by suitable Gaussian processes defined on the surface of the unit d-sphere. It is seen that a test for multivariate normality based on skewness in the sense of Malkovich and Alifi is inconsistent against each lixed elliptically symmetric non-normal distribution provided that a weak moment condition holds. Consistency of a test for multinormality based on kurtosis within the class of elliptically symmetric distributions depends on the fourth moment of the marginal distribution of the standardized underlying law. Our results may also be used to give tests for a special elliptically symmetric type against asymmetry or difference in kurtosis.
IN~-R~D~CTI~N
There are several notions of skewness and kurtosis for a multivariate distribution (see Schwager [ 111) . Motivated by Roy's union intersection principle in connection with tests for multivariate normality Malkovich and Atifi [9] X, = n-i c,"= i Xi is the sample mean vector, and S, = n --I CT= i (Xi-X,)(X,-X,)' denotes the sample covariance matrix. In what follows we assume that n 2 d+ 1 so that S, is positive definite with probability one (see Eaton and Perlman [3] ). If the distribution of X is normal, Machado [6] showed that nbyn, ~max..,,~-l(b,.(u)-3) and J-n min ueyd-I(bz,,(u) -3) h ave nondegenerate limit distributions as n-, cg. Since by,,,, max,,yd-1 b,, (u) and min,,yd&I b2,Ju) have been proposed as test statistics for testing the composite hypothesis H,: the law of X is nondegenerate d-variate normal, it is of interest to know their asymptotic behaviour in case of a general multivariate distribution.
In this paper we consider the case that the distribution of X is elliptically symmetric. Section 2 deals with multivariate skewness in the sense of Malkovich and Alili. An approximation of J'-, u E Yd-', regarded as a stochastic process on Yd--I, by a suitable Gaussian process yields asymptotic distributions for statistics based on 6, "(u), UE Ydpl. As a consequence we obtain that the test for multivariate normality based on by" is inconsistent against any fixed elliptically symmetric non-normal distribution satisfying a weak moment condition. A further statistical consequence of our results is that they provide the asymptotic null distribution of 6:" as a statistic for testing the composite hypothesis that the underlying distribution belongs to an afhne-invariant class of elliptically symmetric distributions having the same spherically symmetric generator against asymmetry in the sense that flrn is positive.
A similar approximation for & (b,,,(u) -a), u E yd-', with a suitable centering constant a (which depends on the marginal distribution of the spherically symmetric generator of X) by a Gaussian process on ydP1 is given in Section 3. Statistical consequences analogous to those given for br,, are obvious and will be pointed out shortly at the end of the section.
ASYMPTOTIC THEORY FOR MULTIVARIATE

SKEWNESS
In what follows we assume that the distribution of X is elliptically symmetric with centre p E Rd and ellipticity matrix A, i.e., X is distributed as p + A'Y, where A is a nonsingular (dx d)-matrix satisfying A'A = A and Y is a random vector having spherically symmetric distribution. Furthermore, let P(X= p) = 0. It is easily seen that b,,, M is invariant with respect to afline linear transformations of X, , . . . . X,. Consequently, we can (and do) assume without loss of generality that the distribution of X is spherically symmetric with E[XX'] = Id, the (dx d)-unit matrix. Note that this implies av121 =4 (2.1) where 1.1 denotes the euclidean norm. More generally, let ~k=aI~lkl, k> 1. 
Proof
To compute Cov( (u'X)~ -3u'X, (v'X)~ -3v'X) we may use the fact that X has the same distribution as 1x1 U, where (XI and U are independent and the distribution of U is uniform on Yd-'. This implies
Let H be 
Since E[1X16] < co, we are done (see Araujo and GinC [l, p. 1721 ).
The following result shows the importance of the process Z,( .) in connection with asymptotic problems concerning multivariate skewness in the sense of Malkovich and Afiti. 
Note that where Together with Theorem 2.1 this implies that is bounded in probability as n + co. Since where 1, (~7,) is the largest (smallest) eigenvalue of S,, we deduce that supuE9d-, IL,(u)l = oP( l), as was to be shown.
We now give two representations of the process Z( .) figuring in the statement of Theorem 2.1. PROPOSITION 2.3 , The limiting Gaussian process Z(u), u E LP-', can be represented in the form First, let d> 3. We only need to prove that the process defined on the right-hand side of (2.4) has covariance function p(u, 0). But this holds because
where Cf (t) is the Gegenbauer polynomial of degree i and order
(see Stein and Weiss [12, pp. 143, 1491) . From
Ci;( t) = 2;lt, c;(t) = $(I. + l)(E* + 2)t3-2&l + l)t, the result follows. For d= 2, we have v( 1) = v(3) = 2, and
where C:(t) = t and C:(t) = 4t3 -3t are the Chebyshev polynomials of degree 1 and 3, respectively. Again, the result follows. ~3.,(e,cp)=t~(5~0~3e-3~0~e), t+b3,*(e, q2) = $ &Y$) sin e(5 c0s2 e -1) sin cp, b,,(e, d = 3 dF76 sin e(5 ~0s~ e -1) cos q, $3.4(e, cp) = 15 &@$ sin' e cos e sin 2q, $,,(e, cp) = 15 Jmj sin' e cos e cos 2~, $3,6(e, q) = 15 +$@Z) sin3 e sin 3q, *3,7(e, cp) = 15 Jm sin3 e cos 3~
(MacRobert [7, pp. 123, 1261) . Replacing the 'pi k in (2.4) we obtain a representation of the process Z(U) in terms of spherical coordinates. To get the corresponding representation for d > 3 we refer to the book of Magnus and Oberhettinger [S] , which gives the surface spherical harmonics in terms of spherical coordinates also in this case.
For an alternative representation for the process Z( .) let, for u E Y"-', the ad= d(d+ l)(d+ 2)/6 terms in the expansion of (u'u)~ be listed in some arbitrary but fixed order, and let the ith such term be denoted by { td(a, i)}'. Furthermore, let pl= (jrn6
be the coefficients of (u'u)~ (resp. U'U) in the covariance kernel given in (2.3). 
Since /Iz is assumed to be non-negative, the assertion follows readily since the process defined on the right-hand side of (2.10) has covariance function ~(24, u).
In view of the alline invariance of b?,, we can state the following result. it is easily seen that for X-MPZl,(m, ,u, d),
Straightforward algebra gives 12(3d+ 6m + 10) 8'=6-(d+4+2m)(d+6+2m)' /j2= -18 d-2+2m (d+4+2m)(d+6+2m)' so that /I2 figuring in (2.9) may be negative. In this case the representation given in Proposition 2.3 is appropriate, since x2 figuring in (2.5) is always non-negative. 
(o>;+3) (2.14)
and thus
It is interesting to compare Theorem 2. It follows that Theorem 2.6 provides the asymptotic null distribution of byn as a statistic for testing the composite hypothesis that the underlying distribution belongs to an afline-invariant class of elliptically symmetric distributions having the same spherically symmetric generator. As seen above, this test is consistent against each fixed asymmetric distribution in the sense that by is positive.
ASYMPTOTIC THEORY FOR MULTIVARIATE
KURTOSIS
We adopt the assumptions and notations given at the beginning of Section 2. It is easily seen that also bTn is invariant with respect to affine linear transformations of X, , . . . . X,. Thus again we assume that the distribution of X is spherically symmetric with unit covariance matrix. Let
(which does not depend on u) and define a stochastic process { WJu), u E Y-' } by
Note that
Using the same arguments as those for getting the covariance kernel p(u, v) of Section 2 it is seen that
(u, v E YdP '). Again, W,J .) may be regarded as a random element of C(Yd-'). Then we have the following result.
THEOREM 3.1. Let X have a spherically symmetric distribution with unit covariance matrix such that E[ 1X1*] < co. Then there is a zero-mean Gaussian process W(u), u E 9 d ~ ', with continuous sample paths and covariance kernel c(u, v). Regarding W( .) as a random element of C(Yd-') we have w,-% W(.).
The proof of this result follows the same pattern as that of Theorem 2.1 and is omitted.
By analogous arguments it can be verified that the following counterpart to Lemma 2.2 is true. In the same way as for the process Z(U), u E YdP ', of Section 2 there is a representation for the process W(u), u E Yd-I. Proof. The proof follows from the fact that, clearly, (2.6) and (2.7) also hold for i= 2,4. Then, expressing the covariance kernel in terms of the It is clear that tests for multivariate normality based on max ue9pd-I(bz,,(u) -3) or minuaYd-I(b2,n(z4) -3) are consistent against a fixed non-normal elliptically symmetric alternative distribution X satisfying the conditions of Theorem 3.5 if, and only if, the fourth moment a of the marginal distribution of C-"'(X-p) is different from 3. Henze [S] showed that, under the conditions of Theorem 3.5, Mardia's affine invariant measure of multivariate kurtosis (Mardia [8] In case of normality we have rn2" = d(d+ 2). . . (d+ 2(v -1)) and thus get the familiar result 52 = 8d(d+ 2). Thus, the test for multivariate normality based on E,,, is consistent for a fixed elliptically symmetric distribution X satisfying the conditions of Theorem 3.5 if, and only if, E[{(X-p)'P(X-p)}2]#d(d+2).
