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Abstract
This is the second paper in the series to introduce a graphical method to loop quantum gravity. We employ the graphical
method as a powerful tool to calculate the actions of the Euclidean Hamiltonian constraint operator and the so-called inverse
volume operator on spin network states with trivalent vertices. Both of the operators involve the co-triad operator which contains
holonomies by construction. The non-ambiguous, concise and visual characters of our graphical method ensure the rigour for our
calculations. Our results indicate some corrections to the existing results in literatures.
PACS numbers: 04.60.Pp, 04.60.Ds
1 Introduction
It is well known that quantum dynamics is a central issue in loop quantum gravity (LQG) (see [1, 2] for review arcticles, and [3, 4]
for books). There are two main approaches to the quantum dynamics, based on the canonical and covariant quantization programs
respectively. In canonical quantization, the quantum dynamics is determined by some quantum Hamiltonian constraint operator.
In the covariant program the quantum dynamics is to define a reasonable transition amplitude. One expects that the quantum
dynamics from the two different approaches can make the same physical predictions. Such an expectation has been achived at
least in 3-dimensional LQG to certain sense [5]. Although some progress has been made for 4-dimensional case in checking the
consistency between the two approaches [6, 7, 8], the issue is not yet understood up to now. To understand the relation between
the canonical and covariant quantum dynamics, we not only need a suitable definition of the Hamiltonian constraint operator,
but also have to calculate its matrix elements on given quantum states. In the light of the seminal work by Thiemann [9, 10],
some mathematically well-defined Hamiltonian constraint operators have been constructed in LQG. For instance, a Hamiltonian
constraint operator alternative to that in [9] was proposed in [11] and its matrix elements acting on a gauge-invariant trivalent
vertex was derived by the graphical Penrose binor calculus. Later on, the matrix elements was re-derived in [6], and then the
formula in [6] was corrected by sign factors in [7] using graphical method. Matter coupling is also an important issue in LQG. In
the case of gravity coupled to a scalar field, the whole Hamiltonian constraint operator was constructed [10, 12]. The matter part
of the whole Hamiltonian constraint operator usually contains the “inverse volume operator”, which is defined by the co-triad
operators. In the symmetric model of loop quantum cosmology (LQC) [13], the analogue of the inverse volume operator is
bounded above. This fact is sometimes thought as a reason for the singularity resolution in LQC. In particular, it is shown in [14]
that in spatially curved anisotropic models inverse volume effects may becomes important to bind expansion and shear scalars.
However, it is shown in [15] that the inverse volume operator with certain ordering in full LQG is unbounded on the zero volume
eigenstates (at a gauge-invariant trivalent vertex). This throws doubt on whether one can generalize the conclusions of LQC to
LQG. To definitely understand the inverse volume operator in LQG and its relation to the analogues in certain symmetric models,
it is necessary to calculate in details its action on the quantum states in LQG. There is no doubt that a simple and practical
calculation method is desirable to further understand both the inverse volume and the Hamiltonian constraint operators.
Note that the matrix elements of the Hamiltonian constraint operator were calculated in [11] and [6] by the graphical Penrose
binor method and the modified Brink’s graphical method respectively, while the inverse volume operator was calculated in [15]
by the algebraic method. Although the graphical Penrose binor calculus looks simpler and more intuitive than the algebraic
calculation, the rules of transforming graphs were not shown in [11]. So it is not obvious whether the rules correspond uniquely
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to the algebraic manipulations of the formula. On the other hand, a detailed derivation of the matrix elements of the Hamiltonian
constraint operator was not presented in [6].
The graphical method developed by Brink in [16] was extended and introduced to LQG (see e.g. [17]) for a simple and
non-ambiguous calculation method. This method consists of two ingredients, graphical representation and graphical calculation.
The algebraic formula can be represented by the corresponding graphical formula in an unique and unambiguous way. Then
one can do calculations following the simple rules of transforming graphs, corresponding uniquely to the algebraic manipulation
of the formula. The graphical method displayed a powerful efficiency in the derivation of the matrix element of the volume
operator which involves only the flux operator in [17]. In this paper, we will consider the actions of the Euclidean gravitational
Hamiltonian constraint operator and the inverse volume operator on spin network states. Both operators depend also on the
honolomies in addition to fluxes. Our aim is in two folds. One is to show that our graphical method is suitable to calculating
the actions of different kinds of operators on spin network states. The other is to cross-check the results obtained in literatures,
on which some important applications are based. Note that, In order to obtain the on-shell anomaly-free quantum constraint
algebra, one has to employ degenerate triangulation at the co-planar vertices of spin networks in the regularization procedure of
Thiemann’s Hamiltonian. This problem has been overcome by a new proposed Hamiltonian constrain operator in [18].
This paper is divided into four sections. In section 2, we will give a brief review of the construction of Thiemann’s Euclidean
Hamiltonian constraint operator, and then calculate its action on gauge invariant trivalent spin network states by our graphical
method. In section 3, we compute the action of the inverse volume operator appeared in the Hamiltonian constraint for gravity
coupled to a scalar field. The results are summarized in section 4.
2 The Hamiltonian constraint operator
To quantize a classical function, we need to first regularize it into a formula represented by the fundamental variables, then to
replace the variables by their quantum operators and thus obtain a regularized quantum operator. Finally, we remove regulator
by a suitable limit and obtain the corresponding quantum operator. In this section, we first recall the construction of Thiemann’s
Hamiltonian constraint operator, and then derive the action of the Euclidean Hamiltonian constraint operator on a spin network
function over trivalent vertices.
2.1 Quantization of the Hamiltonian constraint
The classical Hamiltonian constraint of pure gravity in the connection formulation of general relativity is given by
H(N) =
1
2κ
∫
d3x N
E˜ai E˜
b
j√
det(q)
[
i jkFkab − 2(1 + β2)Ki[aK jb]
]
=: HE(N) − 2(1 + β2)T (N) , (2.1)
where κ = 8piG, β is the Barbero-Immirzi parameter, Fkab is the curvature of SU(2) connection A
i
c, the sensitized triad E˜
b
j is the
conjugate momentum of Aic, K
i
aebi is the extrinsic curvature of a spatial hypersurface Σ in a spacetime with cotriad ebi, and det(q)
denotes the determinant of the 3-metric qab. The function HE(N) is called the Euclidean Hamiltonian constraint. In what follows,
we focus on the regularization of HE(N). Let us triangulate Σ into tetrahedra ∆ so that the above integral becomes a sum of
integrals over ∆, i.e.,
∫
Σ
=
∑
∆
∫
∆
. We denote the triangulation of Σ by T (). The small parameter  indicates the “length” of the
edges of ∆. For each ∆, we single out one of its vertices and called it the base-point v(∆) of ∆ and denote its three edges outgoing
from v(∆) by sI(∆), I = 1, 2, 3. Taking the limit  → 0 corresponds to sharking ∆ to v(∆). Let αIJ(∆) := sI(∆) ◦ aIJ ◦ s−1J (∆)
be the loop based at v(∆), where aIJ is the edge of ∆ from the endpoint of sI(∆) to the endpoint of sJ(∆). Then the Euclidean
Hamiltonian constraint can be written in the form [4, 9]
HE(N) =
1
2κ
∫
Σ
d3x Ni jk
E˜ai E˜
b
j√
det(q)
Fkab = −
2
κ2β
∑
∆∈T ()
∫
∆
d3x N¯ ˜abctr(Fab{Ac,V})
= lim
→0
2
3κ2β
∑
∆∈T ()
N¯(v(∆)) IJK tr(hαIJ (∆)hsK (∆){h−1sK (∆),V})
=: lim
→0
HET ()(N) , (2.2)
where N¯ := sgn(det(eld))N, Ac := A
k
cτk with τk (k = 1, 2, 3) the generators of su(2), he ≡ he(A) is the holonomy of a connection A
along an edge e, V denotes the volume function of Σ, and in the second step we have used the identities
i jk
E˜ai E˜
b
j√
det(q)
= sgn(det(eld))˜
abcekc = sgn(det(e
l
d))˜
abc 2
κβ
{Alc,V}δkl, tr(τkτl) = −
1
2
δkl . (2.3)
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In what follows we will drop the bar over N. Replacing V by Vˆ , holonomies by holonomy operators (since the holonomy operator
acts as a multiplication operator, we also omit the hat for simplification of notation), and the Poisson bracket by 1/(i~) times the
commutator, the Euclidean Hamiltonian constraint operator reads
HˆET ()(N) =
2
3i~κ2β
∑
∆∈T ()
N(v(∆)) IJK tr(hαIJ (∆)hsK (∆)[h
−1
sK (∆), Vˆ])
= − 2
3i~κ2β
∑
∆∈T ()
N(v(∆)) IJK tr(hαIJ (∆)hsK (∆)Vˆh
−1
sK (∆))
=: − 2
3i~κ2β
∑
∆∈T ()
N(v(∆))HˆE∆ , (2.4)
The volume operator Vˆ actes on a cylindrical function fγ over γ by [19, 20]
Vˆ · fγ = `3p β
3
2
∑
v∈V(γ)
√√∣∣∣∣∣∣∣ i8 × 4 ∑I<J<K, eI∩eJ∩eK=v ς(eI , eJ , eK) qˆIJK
∣∣∣∣∣∣∣ · fγ , (2.5)
where `p ≡
√
~κ, ς(eI , eJ , eK) ≡ sgn(det(e˙I(0), e˙J(0), e˙K(0))), and
qˆIJK := −4ii jkJieI J jeJ JkeK , (2.6)
here JieI is the self-adjoint operator of the right-invariant vector field on the copy of SU(2) corresponding to the I-th edge.
It is clear that the operator (2.4) depends on the triangulation T (). It turns out that the nontrivial action of HˆE
∆
on a cylindrical
function fγ corresponds to v(∆)∩γ , ∅, which motivates us to triangulate Σ adapted to γ [9]. We denote the triangulation adapted
to γ by T (γ). The assignment T (γ) which we choose is as follows:
(1) If v ∈ V(γ) is non-planar with valence bigger than two, a tetrahedron ∆ is assigned to v so that v(∆) = v and the three edges
starting from v(∆) are chosen as the starting segments (sI , sJ , sK) of a triple of distinct edges (eI , eJ , eK) of γ with indecent
tangents at v.
(2) If v is coplanar, we add one more edge e incident at v to γ such that its tangent at v is transversal to the tangents of edges
of γ at v. The new graph is denoted by γ′. The three edges of ∆ with base-point v(∆) = v come from the starting segment
of the new edge e and the other two edges of γ with independent tangents incident at v.
Then the action of the regularized Euclidean Hamiltonian constraint operator (2.4) on fγ reduces to
HˆEγ (N) · fγ := HˆET (γ)(N) · fγ = −
2
3i~κ2β
∑
v∈V(γ)
N(v)
8
E(v)
∑
v(∆)=v
HˆE∆ · fγ =:
∑
v∈V(γ)
N′vHˆ
E
v · fγ , (2.7)
where E(v) is the number of non-planar triples of edges of γ or γ′ at v, N′v := − 163i~κ2β N(v)E(v) , and
HˆEv :=
∑
v(∆)=v
 IJK tr(hαIJ (∆)hsK (∆)Vˆh
−1
sK (∆)) . (2.8)
The limit  → 0 can be taken in the Rovelli-Smolin topology. The label T for the triangulation T (γ) can be dropped off since the
final limit operator is independent of .
2.2 The action of HˆEγ (N) on a trivalent non-planar vertex of γ
The action of the Hamiltonian constraint (2.7) is local in the sense that it is a sum over independent vertices. Therefore, we can
concentrate on its action on a single vertex. Given a spin network state Tγ,~j,~i(A) on a graph γ, we consider a trivalent non-planar
vertex v ∈ V(γ) at which three edges e1, e2, e3 incident. The terms in Tγ,~j,~i(A) directly associated to v can be represented by 1
T v
γ,~j,~i
(A) := (iv)m1m2m3 [pi j1 (he1 )]
m1
n1
[pi j2 (he2 )]
m2
n2
[pi j3 (he3 )]
m3
n3
, (2.9)
1For calculational convenience, the spin network states considered here are not normalized, although their intertwiners are normalized. They can be normal-
ized by multiplying
∏3
I=1
√
2 jI + 1.
3
where (iv)m1m2m3 ≡
(
i J=0; a2= j3j1, j2, j3
)
m1m2m3
M=0
denotes the intertwiner associated to v. The summation in the expression of HˆEv in (2.8)
is over only one tetrahedron ∆ adapted to γ at v. We will omit the notation ∆. Then the action of HˆEv on T
v
γ,~j,~i
(A) can be explicitly
written as
HˆEv · T vγ,~j,~i(A) = 
IJK tr(hαIJhsK Vˆh
−1
sK ) · T vγ,~j,~i(A) = 
IJK[hαIJ ]
A
B[hsK ]
B
CVˆ[h
−1
sK ]
C
A · T vγ,~j,~i(A)
= [hα23 − hα32 ]AB[hs1 ]BCVˆ[h−1s1 ]CA · T vγ,~j,~i(A) + [hα31 − hα13 ]
A
B[hs2 ]
B
CVˆ[h
−1
s2 ]
C
A · T vγ,~j,~i(A)
+ [hα12 − hα21 ]AB[hs3 ]BCVˆ[h−1s3 ]CA · T vγ,~j,~i(A)
≡
(
HˆEv,s2 s3 s1 + Hˆ
E
v,s3 s1 s2 + Hˆ
E
v,s1 s2 s3
)
· T v
γ,~j,~i
(A) , (2.10)
where [h]AB ≡ [pi1/2(h)]AB. Note that applying HˆEv to T vγ,~j,~i(A) involves the actions of the holonomy and the volume operators.
Before calculating the action (2.10), let us recall the graphical method introduced in the first paper of the series [17]. The
3 j-symbol is represented by
(
j1 j2 j3
m1 m2 m3
)
= +m1
m2
m3
j3
j2
j1 = −m1
m3
m2
j2
j3
j1 . (2.11)
The orientation of the node is meant the cyclic order of the lines. A clockwise orientation is denoted by a “−” sign and an anti-
clockwise orientation by a “+” sign. Rotation of the diagram does not change the cyclic order of lines, and the angles between
two lines as well as their lengths at a node have no significance. Summation over a magnetic quantum number m is graphically
represented by joining the free ends of the corresponding lines. The intertwiner associated to v in (2.9) is represented in graphical
formula as (see Appendix A in [17])
(iv)m1m2m3 ≡
(
i J=0; a2= j3j1, j2, j3
)
m1m2m3
M=0
=
√
d j3 −
j2
−a2 = j3 J = 0
j1 j3
m1 m2 m3
M = 0 = −
j2
j3
j1 j3
m1 m2 m3
= (−1)2 j3 j1
+
j3j2
m1
m2 m3
, (2.12)
where d j3 ≡ 2 j3 + 1, and in the last two steps we have used the following two identities ((A.43) and (A.51) in [17])
+
0
j′
jm
m′
0
=
δ j, j′√
d j
m′m
j , m′m
j = (−1)2 j m′m j , (2.13)
here a line with an arrow on it and a line without arrow denote respectively
C( j)m′m = C
mm′
( j) := (−1) j−mδm,−m′ = (−1) j+m
′
δm,−m′ = m′m j , δ
m
m′ = δm,m′ = m′m
j . (2.14)
The matrix element [pi j(he)]mn in spin j representation of the holonomy he ≡ he(A) is denoted by a blue line with an arrow on it
as
[pi j(he)]mn = m j
n
e
. (2.15)
The orientation of the arrow is from its row index m to its column index n. Then the matrix element [pi j(h−1e )]n m can be represented
by
[pi j(h−1e )]
n
m = [pi j(he−1 )]
n
m = C
( j)
mm′ [pi j(he)]
m′
n′C
n′n
( j) = j
e−1
mn = n m
j
e
. (2.16)
Notice that the holonomy acts as multiplication. Hence its action on the spin network states will involve the Clebsch-Gordan
series, which can be represented graphically by
m1
m2
m′1
m′2
j1
e
j2
e =
∑
j3
d j3
m2
j2
j3+j1m1
m′2
j1j3
j2
− m′1j3
e
=
∑
j3
d j3
m2
j2
j3+j1m1
m′2
j1j3
j2
− m′1j3
e
, (2.17)
and
m1
m2
m′1
m′2
j1
e
j2
e−1 =
∑
j3
d j3
m2
j2
j3+j1m1
m′2
j1j3
j2
− m′1j3
e
=
∑
j3
d j3
m2
j2
j3+j1m1
m′2
j1j3
j2
− m′1j3
e
. (2.18)
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With these preparations, the part of γ associated at v and the spin network state T v
γ,~j,~i
(A) in Eq. (2.9) can be represented respec-
tively by
v
e1
e2 e3
⇔ T v
γ,~j,~i
≡ (−1)2 j3
j1
+
j3j2
e1 j1
e2
j2 j3
e3
, (2.19)
where we have omitted the the remaining notations n1, n2, n3 in the algebraic form (2.9). By introducing three pseudo-vertices
v˜I , I = 1, 2, 3, we subdivide eI into two parts sI and lI such that eI = sI ◦ lI and sI = sI(∆) matching the triangulation T (γ). Then
T v
γ,~j,~i
(A) in Eq. (2.9) becomes
T v
γ,~j,~i
(A) = (iv)m1m2m3 [pi j1 (hs1 )]
m1
l1
δl1k1 [pi j1 (hl1 )]
k1
n1
[pi j2 (hs2 )]
m2
l2
δl2k2 [pi j2 (hl2 )]
k2
n2
[pi j3 (hs3 )]
m3
l3
δl3k3 [pi j3 (hl3 )]
k3
n3
= (iv)m1m2m3 [pi j1 (hs1 )]
m1
l1
[pi j2 (hs2 )]
m2
l2
[pi j3 (hs3 )]
m3
l3
(iv˜1 )k1
l1 (iv˜2 )k2
l2 (iv˜3 )k3
l3 [pi j1 (hl1 )]
k1
n1
[pi j2 (hl2 )]
k2
n2
[pi j3 (hl3 )]
k3
n3
,
(2.20)
where (iv˜I )kI
lI = δlIkI are the intertwiners associated to v˜I . Hence the original graph and the corresponding spin network state in
(2.19) become
v˜1
v˜2 v˜3
v
l1
s1
s2
l2
s3
l3
⇔ T v
γ,~j,~i
(A) ≡ (−1)2 j3
j1
+
j3j2
j1
j2 j3
l1 j1
s1 j1
s2
j2
l2
j2 j3
l3
j3
s3
. (2.21)
We can also single out the corresponding part of T v
γ,~j,~i
(A) which only involves the holonomies hsI , and denote it by T
v,s
γ,~j,~i
(A) (the
notation s denotes the segments sI), i.e.,
T v,s
γ,~j,~i
(A) = (iv)m1m2m3 [pi j1 (hs1 )]
m1
l1
[pi j2 (hs2 )]
m2
l2
[pi j3 (hs3 )]
m3
l3
= (−1)2 j3
j1
+
j3j2
s1 j1
s2
j2 j3
s3
. (2.22)
Now let us to calculate the action of the first term in (2.10) on T v,s
γ,~j,~i
(A) via the graphical method. The action of [hs1 ]
B
CVˆ[h
−1
s1 ]
C
A
on T v,s
γ,~j,~i
(A) can be represented by
[hs1 ]
B
CVˆ[h
−1
s1 ]
C
A

(−1)2 j3
j1
+
j3j2
s1 j1
s2
j2 j3
s3

= [hs1 ]
B
CVˆ

(−1)2 j3
j1
+
j3j2
s1 j1
s2
j2 j3
s3
s−11
1
2
A
C 
5
= [hs1 ]
B
C
∑
j′1
d j′1√
d j1
Vˆ

(−1)2 j3
√
d j1
j1
+
j3j2
1
2
A
C
1
2
j′1
j′1
j1
+
−
s1 j′1
s2
j2 j3
s3

, (2.23)
where j′1 = j1 ± 12 , and we have adjusted the coefficients such that the intertwiner i′v at v is normalized as
(−1)2 j3
√
d j1 j1
+
j3j2
1
2j
′
1
+ = (−1)2 j3
√
d j1 j1
+
j3j2
1
2j
′
1
+ =
√
d j1
1
2
j1−
j′1
−
j2 j3 =
√
da2da3
1
2
a2 = j1−
j′1
−
j2 j3
−a3 = j3 J = 0
. (2.24)
Recall that the volume operator (2.5) vanishes coplanar vertices. Hence it has non-trivial action only at v, not v˜I . Its action in
(2.23) reads
Vˆ
(−1)2 j3 √d j1 j1
+
j3j2
1
2j
′
1
+
 = `3p β3/24√2
√∣∣∣iqˆ j′1 j2 j3 ∣∣∣
(−1)2 j3 √d j1 j1
+
j3j2
1
2j
′
1
+
 , (2.25)
where the operator qˆ j′1 j2 j3 corresponds to the edges s1, s2, s3 with spins j
′
1, j2, j3 respectively. Notice that qˆIJK changes only the
intermediate momenta aI , · · · , aK−1 between jI and jK of the intertwiner. In our case, the operator qˆ j′1 j2 j3 and hence Vˆ change
a2 = j1, a3 = j3 into
a′2 = j
′
1 ±
1
2
=
 j1 − 1, j1; for j′1 = j1 − 12j1, j + 1; for j′1 = j1 + 12 , a′3 = j3 . (2.26)
Hence we have
Vˆ
(−1)2 j3 √d j1 j1
+
j3j2
1
2j
′
1
+
 = Vˆ
[ √
da2da3
1
2
a2 = j1−
j′1
−
j2 j3
−a3 = j3 J = 0
]
=
∑
a′2,a
′
3
〈a′2, a′3|Vˆ |a2, a3〉
[√
da′2da′3
1
2
a′2−
j′1
−
j2 j3
− J = 0a′3
]
,
(2.27)
where |a′2, a′3〉 and |a2, a3〉 are the simplified forms of the intertwiners corresponding to two different chosen intermediate momenta
for the fixed anglular momenta 12 , j
′
1, j2, j3 and the resulting J = 0. For given values of four spins
1
2 , j
′
1, j2, j3, there are two
allowed combinations of intermediate momenta (2.26). Hence the corresponding intertwiner space associated to v has dimension
2. Furthermore, the volume operator is automatically diagonal on the 2-dimensional intertwiner space. This fact was pointed out
in [21, 11], which will also be presented in Appendix A. Therefore we obtain
Vˆ
(−1)2 j3 √d j1 j1
+
j3j2
1
2j
′
1
+
 = V( j′1, j2, j3)
(−1)2 j3 √d j1 j1
+
j3j2
1
2j
′
1
+
 , (2.28)
or
Vˆ
√d j1 j1
+
j3j2
1
2j
′
1
+
 = V( j′1, j2, j3)
√d j1 j1
+
j3j2
1
2j
′
1
+
 , (2.29)
with
V( j′1, j2, j3) ≡ V(1/2, j′1, j2, j3; a2 = j′1 + 1/2, a3 = j3)
≡ `
3
p β
3/2
4
√
2
[
( j′1 + j2 + j3 +
3
2
)( j′1 + j2 − j3 +
1
2
)( j′1 − j2 + j3 +
1
2
)(− j′1 + j2 + j3 +
1
2
)
] 1
4
. (2.30)
6
Hence we have
[hs1 ]
B
CVˆ[h
−1
s1 ]
C
A

(−1)2 j3
j1
+
j3j2
s1 j1
s2
j2 j3
s3

= [hs1 ]
B
C
∑
j′1
V( j′1, j2, j3)(−1)2 j3d j′1
j1
+
j3j2
1
2
A
C
1
2
j′1
j′1
j1
+
−
s1 j′1
s2
j2 j3
s3
=
∑
j′1
V( j′1, j2, j3)(−1)2 j3d j′1
j1
+
j3j2
1
2
A
C
1
2
j′1
j′1
j1
+
−
s1 j′1
s2
j2 j3
s3
s1
1
2
B
C
=
∑
j′1
V( j′1, j2, j3)(−1)2 j3d j′1
∑
j′′1
d j′′1
j1
+
j3j2
1
2
A
j′1
+
1
2
B
j′′1
+
−
j′′1
1
2
j′1
j1−
s1 j′′1
s2
j2 j3
s3
=
∑
j′1
V( j′1, j2, j3)(−1)2 j3d j′1
∑
j′′1
d j′′1
j1
+
j3j2
j′1
+
1
2
B
j′′1
+
−
j′′1
1
2
j′1
j1
+
A
1
2
s1 j′′1
s2
j2 j3
s3
=
∑
j′1
V( j′1, j2, j3)(−1)2 j3d j′1
∑
j′′1
d j′′1 δ j1, j′′1
d j1
j1
+
j3j2
j′1
+
1
2
B+
A
1
2
j1
s1 j1
s2
j2 j3
s3
=
∑
j′1
V( j′1, j2, j3)(−1)2 j3d j′1
j1
+
j3j2
j′1
+
1
2
B+
A
1
2
j1
s1 j1
s2
j2 j3
s3
, (2.31)
where in the fourth step we have changed the orientation of two arrows with spin j′1 by the rule (B.7), and then used the rule
(B.8) to remove three arrows with the same orientation joint with a 3 j-symbol, and we also used the rule ((A.54) in [17])
1
2
+ −
j′1
j1 j
′′
1 m′1m1 =
δ j1, j′′1
d j1
j1
m′1m1 , (2.32)
to remove a loop in the fifth step. Thus the action of HˆEv,s2 s3 s1 = [hα23 − hα32 ]AB[hs1 ]BCVˆ[h−1s1 ]CA on T v,sγ,~j,~i(A) is given by
HˆEv,s2 s3 s1

(−1)2 j3
j1
+
j3j2
s1 j1
s2
j2 j3
s3

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=
∑
j′1
V( j′1, j2, j3)(−1)2 j3d j′1

j1
+
j3j2
j′1
+
1
2
B+
A
1
2
j1
A B
s1 j1
s2
j2 j3
s3
s2 s−131
2
1
2
1
2
a23
−
j1
+
j3j2
j′1
j1
B A
A+
+B
1
2
s1 j1
s2
j2 j3
s3
s3
1
2
1
2
s−12
1
2
a−123
1
2

=
∑
j′1
V( j′1, j2, j3)(−1)2 j3d j′1

j1
+
j3j2
j′1
+
1
2
B+
A
1
2
j1
A B
s1 j1
s2
j2 j3
s3
s2 s−131
2
1
2
1
2
a23
−
j1
+
j3j2
j′1
j1
A+
+B
1
2
B A
s1 j1
s2
j2 j3
s3
s2 s−131
2
1
2
1
2
a23
1
2

=
∑
j′1
V( j′1, j2, j3)(−1)2 j3d j′1
∑
j′2, j
′
3
d j′2d j′3

j1
+
j3j2
j′1
+
1
2
+
1
2
j1
+
+
+
+
j′2
j′2
j2
1
2
j′3
j′3
j3
1
2
j′3
s3s2
j′2
s1 j1
1
2
a23
− j1
+
j3j2
j′1 1
2
j1
+
+
1
2
+
+
+
+
j′2
j2
1
2
j′3
j3
1
2
j′3
s3s2
j′2
s1 j1
1
2
a23

=
∑
j′1, j
′
2, j
′
3
V( j′1, j2, j3)(−1)2 j3d j′1d j′2d j′3
×
[
−(−1) j1+ j′1+ 12 (−1) j3+ j′3+ 12
{
j1 12 j
′
1
j′2 j3 j2
}{
j1 12 j
′
1
j3 j′2 j
′
3
}
− (−1) j1− j′1+ 12 (−1) j2+ j′2+ 12
{
j1 12 j
′
1
j2 j′3 j
′
2
}{
j1 12 j
′
1
j′3 j2 j3
}]
× j1
+
j′3j′2
+
j′2
j2
1
2
+
j′3
j3
1
2
s1 j1
s2
j′2 j
′
3
s3
1
2
a23
, (2.33)
where in the second step we have used (2.16), and in the last step we have used the two identities (see Appendix B for proof)
j1
+
j3j2
j′1
+
1
2
+
1
2
j1
+ +
j′2 j′3
= −(−1) j1+ j′1+ 12 (−1) j3+ j′3+ 12
{
j1 12 j
′
1
j′2 j3 j2
}{
j1 12 j
′
1
j3 j′2 j
′
3
}
j1
+
j′3j
′
2
, (2.34)
j1
+
j3j2
j′1 1
2
j1
+
+
1
2
+ +
j′2 j′3
= (−1) j1− j′1+ 12 (−1) j2+ j′2+ 12
{
j1 12 j
′
1
j2 j′3 j
′
2
}{
j1 12 j
′
1
j′3 j2 j3
}
j1
+
j′3j
′
2
. (2.35)
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Eq. (2.33) enables us to write directly down the results for (I, J,K) ∈ {(2, 3, 1), (3, 1, 2), (1, 2, 3)} as
HˆEv,sI sJ sK jK
+
jJjI
sK
sI
jI jJ
sJ
jK
=
∑
j′I , j
′
J
[−H( j′I , j′J , jK)] jK+ j′Jj′I
+
j′I
jI
1
2
+
j′J
jJ
1
2
sK jK
sI
j′I j
′
J
sJ
1
2
aIJ
, (2.36)
where
H( j′I , j
′
J , jK) =
∑
j′K
V( j′K , jI , jJ)d j′Kd j′Id j′J
×
[
(−1) jK+ j′K+ 12 (−1) jJ+ j′J+ 12
{
jK 12 j
′
K
j′I jJ jI
}{
jK 12 j
′
K
jJ j′I j
′
J
}
+ (−1) jK− j′K+ 12 (−1) jI+ j′I+ 12
{
jK 12 j
′
K
jI j′J j
′
I
}{
jK 12 j
′
K
j′J jI jJ
}]
.
(2.37)
Taking account of the identity (−1)2 j3+1 = (−1)2 j′3 , the action of HˆEv on T v,sγ,~j,~i(A) can be explicitly written down as
HˆEv

(−1)2 j3
j1
+
j3j2
s1 j1
s2
j2 j3
s3

=
∑
j′2, j
′
3
H( j′2, j
′
3, j1)

(−1)2 j′3 j1
+
j′3j′2
+
j′2
j2
1
2
+
j′3
j3
1
2
s1 j1
s2
j′2 j
′
3
s3
1
2
a23

+
∑
j′3, j
′
1
H( j′3, j
′
1, j2)

(−1)2 j′3
j′1
+
j′3j2
+j
′
3
j3
1
2
j′1
j1
+
1
2
s1 j′1
j′3
s3s2
j2
a311
2

−
∑
j′1, j
′
2
H( j′1, j
′
2, j3)

(−1)2 j3
j′1
+
j3j
′
2
+j
′
2
j2
j′1
j1
+
1
2
1
2
s2
j′2
s1 j′1
j3
s3
a12 1
2

. (2.38)
3 The inverse volume operator
The Hamiltonian of a massless scalar field reads
Hφ(N) =
1
2
∫
d3x N(x)
 pi2√
det(q)
+
√
det(q) qab(∂aφ)∂bφ
 (x) ≡ 12 [Hkin,φ(N) + Hder,φ(N)] , (3.1)
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where pi is the momentum conjugate to φ. In order to quantize Hφ(N) in framework of the scalar field coupled to gravity in LQG,
the term Hkin,φ(N) can be regularized as [10]
Hkin,φ(N) =
∫
Σ
d3x N(x)
pi2(x)√
det(q)(x)
= lim
→0
∫
Σ
d3x N(x) pi(x)
∫
Σ
d3y pi(y)
∫
Σ
d3u
det(eia)[
3
√
det(q)
]3/2 (u) ∫
Σ
d3w
det(eia)[
3
√
det(q)
]3/2 (w) χ(x, y)χ(x, u)χ(x,w)
=
26 · 26
3! · 3! · κ6 · β6 lim→0
∫
Σ
d3x N(x) pi(x)
∫
Σ
d3y pi(y)
∫
Σ
d3u ˜abci jk{Aia(u),V(u, )
1
2 }{A jb(u),V(u, )
1
2 }{Akc(u),V(u, )
1
2 }
×
∫
Σ
d3w ˜de f lmn{Ald(w),V(w, )
1
2 }{Ame (w),V(w, )
1
2 }{Anf (w),V(w, )
1
2 } × χ(x, y)χ(x, u)χ(x,w) , (3.2)
where we have inserted 1 = [det(eia)]
2/
[ √
det(q)
]2
in the second step, used eia(x) =
2
κβ
{Aia(x),V(x, )} and absorbed V(x, ) :=
3
√
det(q)(x) in the denominator into the Poisson bracket in the last step. Again we introduce a triangulation T (γ) of Σ adapted
to a graph γ. For a given tetrahedron ∆ and its edge sI(∆) =: sI , by the identity∫
sI (∆)
d3x {Aia(x),V(x, )
1
2 } = 2tr
(
τihI{h−1I ,V(v, )
1
2 }
)
+ o(2) , hI ≡ hsI (∆) , (3.3)
Eq. (3.2) can be reduced to
Hkin,φ(N) =
222
32 · κ6 · β6 lim→0
∫
Σ
d3x N(x) pi(x)
∫
Σ
d3y pi(y)
×
∑
v,v′∈V(γ)
1
E(v)E(v′)
∑
sI∩sJ∩sK=v
sL∩sM∩sN=v′
 IJKLMN i jk lmntr
(
τihI{h−1I ,V(v, )
1
2 }
)
tr
(
τlhL{h−1L ,V(v, )
1
2 }
)
× tr
(
τ jhJ{h−1J ,V(v, )
1
2 }
)
tr
(
τmhM{h−1M ,V(v′, )
1
2 }
)
tr
(
τkhK{h−1K ,V(v′, )
1
2 }
)
tr
(
τnhN{h−1N ,V(v′, )
1
2 }
)
× χ(x, y)χ(x, v)χ(x, v′) . (3.4)
Replacing pi by −i~κδ/δφ, Poisson brackets by commutators times 1/(i~), and substituting V → Vˆ , Hkin,φ(N) can be quantized as
Hˆkin,φ(N)γ =
(−i)2222
i632~4κ4β6
lim
→0
∑
v,v′,v′′,v′′′∈V(γ)
N(v′′)X(v′′)X(v′′′) χ(v′′, v′′′)χ(v′′, v)χ(v′′, v′)
× 1
E(v)E(v′)
∑
sI∩sJ∩sK=v
sL∩sM∩sN=v′
 IJKLMNi jklmn
( 12 )ˆeiI(v)
( 12 )ˆelL(v
′)(
1
2 )ˆe jJ(v)
( 12 )ˆemM(v
′)(
1
2 )ˆekK(v)
( 12 )ˆenN(v
′) , (3.5)
where X(v) := 12 [XR(v) + XL(v)] is the sum of left and right invariant vector fields acting on the point holomomies U(v) defined
in [22], and
( 12 )ˆeiI(v) := tr
(
τihI[h−1I , Vˆ
1
2 ]
)
= −tr
(
τihIVˆ
1
2 h−1I
)
(3.6)
is -independent for sufficiently small . For sufficiently small , the three characteristic functions in (3.5) vanish unless v = v′ =
v′′ = v′′′. Taking the limit  → 0 yields
Hˆkin,φ(N)γ =
223
3~4κ4β6
∑
v∈V(γ)
N(v)
E(v)2
X(v)X(v)
∑
sI∩sJ∩sK=v
sL∩sM∩sN=v
 IJKLMN δil
( 12 )ˆeiI(v)
( 12 )ˆelL(v)δ jm
( 12 )ˆe jJ(v)
( 12 )ˆemM(v)δkn
( 12 )ˆekK(v)
( 12 )ˆenN(v)
=:
223
3~4κ4β6
∑
v∈V(γ)
N(v)
E(v)2
X(v)X(v)V̂−1alt,v , (3.7)
where we have used i jklmn = 3!δi[lδ
j
mδ
k
n]. The operator V̂
−1
alt,v is the quantum version of 1
3
√
det(q)(x)
= 1V(x,) up to a constant, and
thus it is called the inverse volume operator. By introducing the manifestly gauge invariant operators [15]
qˆIJ(v) := δi j(
1
2 )ˆeiI(v)
( 12 )ˆe jJ(v) , (3.8)
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the inverse volume operator V̂−1alt,v can be represented in terms of qˆIJ(v) as
V̂−1alt,v · fγ =
∑
sI∩sJ∩sK=v
sL∩sM∩sN=v
 IJKLMN qˆIL(v)qˆJM(v)qˆKN(v) · fγ . (3.9)
For the convenience of graphical calculus, one usually introduces the spherical tensors (or the irreducible tensor operators) τµ
(µ = 0,±1) corresponding to τi (i = 1, 2, 3) by
τ0 := τ3 , τ±1 := ∓ 1√
2
(τ1 ± iτ2) . (3.10)
Then qˆIJ(v) can be represented in terms of τµ as
qˆIJ(v) = δi jtr
(
τihIVˆ
1
2 h−1I
)
tr
(
τ jhJVˆ
1
2 h−1J
)
= −tr
(
τµ′hIVˆ
1
2 h−1I
)
Cµ
′µ
(1) tr
(
τµhJVˆ
1
2 h−1J
)
= −
[
tr
(
τµhIVˆ
1
2 h−1I
)]†
tr
(
τµhJVˆ
1
2 h−1J
)
=: −
[
( 12 )ˆeµI (v)
]† ( 12 )ˆeµJ(v) , (3.11)
where we have used the following identity in the second step (see Appendix B.1 in [17] for proof)
[pi jI (τi)]
nI
mI
δi j[pi jJ (τ j)]
nJ
mJ
= −[pi jI (τµ′ )]nImIC
µ′µ
(1) [pi jJ (τµ)]
nJ
mJ
, Cµ
′µ
(1) = C
µµ′
(1) ≡ (−1)1+µδµ,−µ′ , (3.12)
and the following identities in the third step
(hI)AB = (h
−1
I )
B
A , (τi)AB = −(τi)BA , (τµ)AB = (τµ′ )BACµ
′µ
(1) , (3.13)
here the overline denotes complex conjugation.
In what follows, we consider the action of V̂−1alt,v on T v,s
γ,~j,~i
(A) at a trivalent non-planar vertex v. Notice that the intertwiner
space associated to v, which will be acted by V̂−1alt,v, is of one dimension. Hence the gauge-invariant operators qˆIJ(v) and V̂−1alt,v
take eigenvalues on the orthonormal spin network states of T v,s
γ,~j,~i
(A),
T v,s,norm
γ,~j,~i
(A) :=
√
d j1d j2d j3 T
v,s
γ,~j,~i
(A) . (3.14)
Therefore we have
qˆIJ(v) · T v,s,norm
γ,~j,~i
(A) = QIJT v,s,norm
γ,~j,~i
(A) , (3.15)
V̂−1alt,v · T v,s,norm
γ,~j,~i
(A) =  IJKLMNQILQJMQKNT v,s,norm
γ,~j,~i
(A) , (3.16)
where
QIJ =
(
T v,s,norm
γ,~j,~i
, qˆIJ(v) · T v,s,norm
γ,~j,~i
)
Hkin
= −
(
( 12 )ˆeµI (v) · T v,s,normγ,~j,~i ,
( 12 )ˆeµJ(v) · T v,s,normγ,~j,~i
)
Hkin
. (3.17)
In order to obtain the eigenvalues QIJ , we need to calculate the action of (
1
2 )ˆeµI (v) on T
v,s,norm
γ,~j,~i
(A) or T v,s
γ,~j,~i
(A). In what follows,
we only display the derivation of the two quantities Q11 and Q12, and the remaining components of QIJ can be written down
similarly.
Now let us consider the action of (
1
2 )ˆeµ1(v) on T
v,s
γ,~j,~i
(A). Notice that the spherical tensors τµ can be represented by (see Appendix
A in [17])
[pi j(τµ)]AB =
i
2
√
2 j(2 j + 1)(2 j + 2)
+
1
µ
A Bjj
=
i
2
√
2 j(2 j + 1)(2 j + 2)
−
1
µ
B Ajj
. (3.18)
Hence we have
( 12 )ˆeµ1(v)

(−1)2 j3
j1
+
j3j2
s1 j1
s2
j2 j3
s3

= (τµ)AB[hs1 ]
B
CVˆ
1
2 [h−1s1 ]
C
A

(−1)2 j3
j1
+
j3j2
s1 j1
s2
j2 j3
s3

11
= (τµ)AB
∑
j′1
[
V( j′1, j2, j3)
] 1
2 (−1)2 j3d j′1
j1
+
j3j2
j′1
+
1
2
B+
A
1
2
j1
s1 j1
s2
j2 j3
s3
= i
√
6
2
∑
j′1
[
V( j′1, j2, j3)
] 1
2 (−1)2 j3d j′1 (−1) j1+ j
′
1+
1
2
j1
+
j3j2
j′1
1
2−
1
2
j1
µ
−
− 1
s1 j1
s2
j2 j3
s3
= i
√
6
2
∑
j′1
[
V( j′1, j2, j3)
] 1
2 (−1)2 j3d j′1 (−1) j1+ j
′
1− 12
{
j′1
1
2 j1
1 j1 12
}
+
j3j2
j1
1 µ−j1
s1 j1
s2
j2 j3
s3
, (3.19)
where in the second step we have used the result of Eq. (2.31), and in the fourth step used the identity (see Appendix B for proof)
j1
j′1
1
2−
1
2
j1
µ
−
− 1 = −
{
j′1
1
2 j1
1 j1 12
}
j1
1 µ−j1 . (3.20)
Taking account of
d j′1 (−1) j1+ j
′
1− 12
{
j′1
1
2 j1
1 j1 12
}
= − 2√
6
√
j1( j1 + 1)
2 j1 + 1
×
1, j′1 = j1 + 12−1, j′1 = j1 − 12 ,
Eq. (3.19) can be reduced to
( 12 )ˆeµ1(v)

(−1)2 j3
j1
+
j3j2
s1 j1
s2
j2 j3
s3

= −i
√
j1( j1 + 1)
2 j1 + 1
(
V
1
2
1A − V
1
2
1B
)

√
d j1 (−1)2 j3
+
j3j2
j1
1 µ−j1
s1 j1
s2
j2 j3
s3

, (3.21)
where
V
1
2
1A :=
[
V( j′1 = j1 + 1/2, j2, j3)
] 1
2 , V
1
2
1B :=
[
V( j′1 = j1 − 1/2, j2, j3)
] 1
2 . (3.22)
The intertwiner in Eq. (3.21) is normalized because of
√
d j1 (−1)2 j3
+
j3j2
j1
1 µ−j1 =
√
d j1d j3
a2 = j1− −
j2 j3
−a3 = j3 J = 0
1
µ
j1 . (3.23)
Eq. (3.21) implies that eˆµ1(v) changes neither the graph nor the spins of T
v,s
γ,~j,~i
(A) (2.22). But it does change the intertwiner
iv ≡ i J=0; a2= j3j1, j2, j3 into i′v ≡ i
J=0; a2= j1,a3= j3
j1,1, j2, j3
associated to v. Hence we obtain
Q11 = −
(
( 12 )ˆeµ1(v)T
v,s,norm
γ,~j,~i
, (
1
2 )ˆeµ1(v)T
v,s,norm
γ,~j,~i
)
Hkin
=: −
−i √ j1( j1 + 1)2 j1 + 1
(
V
1
2
1A − V
1
2
1B
)
T v,s,norm
γ,~j,~i′
,−i
√
j1( j1 + 1)
2 j1 + 1
(
V
1
2
1A − V
1
2
1B
)
T v,s,norm
γ,~j,~i′

Hkin
= − j1( j1 + 1)
(2 j1 + 1)2
(
V
1
2
1A − V
1
2
1B
)2 ∫
SU(2)3
∏
I=1,2,3
dµH(hsI )T
v,s,norm
γ,~j,~i′
(A)T v,s,norm
γ,~j,~i′
(A)
= − j1( j1 + 1)
(2 j1 + 1)2
(
V
1
2
1A − V
1
2
1B
)2
tr
(
iJ=0; a2= j1,a3= j3j1,1, j2, j3 · i
J=0; a2= j1,a3= j3
j1,1, j2, j3
)
12
= − j1( j1 + 1)
(2 j1 + 1)2
(
V
1
2
1A − V
1
2
1B
)2
tr
(
iJ=0; a2= j1,a3= j3j1,1, j2, j3 · i
J=0; a2= j1,a3= j3
j1,1, j2, j3
)
= − j1( j1 + 1)
(2 j1 + 1)2
(
V
1
2
1A − V
1
2
1B
)2
, (3.24)
where tr( ) denotes contracting magnetic quantum numbers, we have integrated holonomies to give the contraction of the inter-
twiner with its complex conjugate in the fourth step, used the fact that the intertwiner is real in the fifth step, and the intertwiner
is normalized in the last step.
Similarly, the action of eˆµ2(v) on T
v,s
γ,~j,~i
(A) yields
( 12 )ˆeµ2(v)

(−1)2 j3
j1
+
j3j2
s1 j1
s2
j2 j3
s3

= −i
√
j2( j2 + 1)
2 j2 + 1
(
V
1
2
2A − V
1
2
2B
)

√
2 j2 + 1(−1)2 j3 j1
+
j3
j2
j2
1
µ
−
s1 j1
j3
s3
s2
j2

= −i
√
j2( j2 + 1)
2 j2 + 1
(
V
1
2
2A − V
1
2
2B
)
(−1) j1+ j2+ j3
∑
a
√
(2a + 1)(2 j2 + 1)
{
j3 j2 a
1 j1 j2
}
×

√
2a + 1(−1)2 j3
+
j3j2
a
1 µ−j1
s2
j2 j3
s3
s1 j1

, (3.25)
where
V
1
2
2A :=
[
V( j′2 = j2 + 1/2, j1, j3)
] 1
2 , V
1
2
2B :=
[
V( j′2 = j2 − 1/2, j1, j3)
] 1
2 , (3.26)
and in the second step we have used the following identity (see Appendix B for proof)
j1
+
j3
j2
j2
1
µ
−
= (−1) j1+ j2+ j3
∑
a
(2a + 1)
{
j3 j2 a
1 j1 j2
}
+
j3j2
a
1 µ−j1 . (3.27)
Hence (
1
2 )ˆeµ2(v) changes iv ≡ iJ=0; a2= j3j1, j2, j3 into composition of i′′v ≡ i
J=0; a2=a,a3= j3
j1,1, j2, j3
associated to v. Finally, we have
Q12 = −
(
( 12 )ˆeµ1(v) · T v,s,normγ,~j,~i ,
( 12 )ˆeµ2(v) · T v,s,normγ,~j,~i
)
Hkin
= −
√
j1( j1 + 1)
2 j1 + 1
(
V
1
2
1A − V
1
2
1B
) √ j2( j2 + 1)
2 j2 + 1
(
V
1
2
2A − V
1
2
2B
)
(−1) j1+ j2+ j3
×
∑
a
√
(2a + 1)(2 j2 + 1)
{
j3 j2 a
1 j1 j2
}
tr
(
iJ=0; a2= j1,a3= j3j1,1, j2, j3 · i
J=0; a2=a,a3= j3
j1,1, j2, j3
)
= −
√
j1( j1 + 1) j2( j2 + 1)
(2 j1 + 1)(2 j2 + 1)
(
V
1
2
1A − V
1
2
1B
) (
V
1
2
2A − V
1
2
2B
)
(−1) j1+ j2+ j3
∑
a
√
(2a + 1)(2 j2 + 1)
{
j3 j2 a
1 j1 j2
}
δa, j1
= −
√
j1( j1 + 1) j2( j2 + 1)
(2 j1 + 1)(2 j2 + 1)
(
V
1
2
1A − V
1
2
1B
) (
V
1
2
2A − V
1
2
2B
)
(−1) j1+ j2+ j3 √(2 j1 + 1)(2 j2 + 1) { j3 j2 j11 j1 j2
}
= −
√
j1( j1 + 1) j2( j2 + 1)
(2 j1 + 1)(2 j2 + 1)
(
V
1
2
1A − V
1
2
1B
) (
V
1
2
2A − V
1
2
2B
)
(−1) j1+ j2+ j3 √(2 j1 + 1)(2 j2 + 1)
× (−1) j1+ j2+ j3+1 2[ j1( j1 + 1) + j2( j2 + 1) − j3( j3 + 1)]√
2 j1(2 j1 + 1)(2 j1 + 2)2 j2(2 j2 + 1)(2 j2 + 2)
=
j1( j1 + 1) + j2( j2 + 1) − j3( j3 + 1)
2(2 j1 + 1)(2 j2 + 1)
(
V
1
2
1A − V
1
2
1B
) (
V
1
2
2A − V
1
2
2B
)
. (3.28)
Similarly we can write down the remaining components of QIJ and thus the eigenvalue of V̂−1alt,v in (3.16).
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4 Summary
In this paper, the graphical method is employed to compute explicitly the actions of the Euclidean Hamiltonian constraint and
inverse volume operators on the spin network states with trivalent vertices. The rules of transforming graphs in our method
simplify greatly the calculation. Every graphical reduction in our graphical calculus corresponds to an algebraic reduction in an
unique and unambiguous way. This ensures the rigour of our calculation.
The action of the Euclidean Hamiltonian HˆEv on the spin network states T
v,s
γ,~j,~i
(A) with trivalent vertex v was shown in (2.38).
The difference between our result (2.36)) and (II.14) in [7] is the factor −1/2. Based on the gauge invariant operators qˆIJ(v),
the inverse volume operator V̂−1alt,v defined in (3.9) takes eigenvalues on the orthonormal spin network state T v,s,norm
γ,~j,~i
(A). The
eigenvalues of V̂−1alt,v, presented in (3.16), consist of the eigenvalues QIJ of qˆIJ(v). The eigenvalues of V̂−1alt,v were also derived
in [15] by the algebraic method. The difference between the value of Q11 in (3.24) and (4.17) in [15] is a minus sign, while the
difference between the value of Q12 in (3.28) and (4.17) in [15] is the factor −[2 + (−1)2( j1+ j2)]/3.
In principle, the graphical calculation method can be applied to the general cases where the spin network states are defined
on arbitrary valent vertices and the holonomies appeared in the two operators are expressed in arbitrary representation of the
gauge group. However, for those general cases, the volume operator lacks the explicit matrix elements formula. This prevents us
from doing further calculation. For the same reason, the matrix elements of the Lorentzian part contained in the full gravitational
Hamiltonian constraint operator have not been explicitly written down even on the trivalent vertices [23].
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Appendix A The diagonalization of volume operator in 2-d intertwiner space
We denote
|α1〉 ≡ |1/2, j′1, j2, j3; a2 = j′1 − 1/2, a3 = j3, J = 0〉 ≡
√
2a2 + 1
√
2a3 + 1
1
2
a2 = j
′
1 − 12
−
j′1
−
j2 j3
−a3 = j3 J = 0
, (A.1)
|α2〉 ≡ |1/2, j′1, j2, j3; a2 = j′1 + 1/2, a3 = j3, J = 0〉 ≡
√
2a2 + 1
√
2a3 + 1
1
2
a2 = j
′
1 +
1
2
−
j′1
−
j2 j3
−a3 = j3 J = 0
. (A.2)
The matrix of the operator iqˆ j′1 j2 j3 in the above two states reads
(iqˆ j′1 j2 j3 ) =
(〈α1|iqˆ j′1 j2 j3 |α1〉 〈α1|iqˆ j′1 j2 j3 |α2〉〈α2|iqˆ j′1 j2 j3 |α1〉 〈α2|iqˆ j′1 j2 j3 |α2〉
)
=
(
0 〈α1|iqˆ j′1 j2 j3 |α2〉〈α2|iqˆ j′1 j2 j3 |α1〉 0
)
=:
(
0 −ib
ib 0
)
. (A.3)
The eigenvalues and corresponding (normalized) eigenvectors of iqˆ j′1 j2 j3 are given by
λ1 = −b→ e1 = 1√
2
(
i
1
)
, λ2 = b→ e2 = 1√
2
(−i
1
)
. (A.4)
Hence we obtain √
|iqˆ j′1 j2 j3 | |α1〉 =
2∑
i=1
|ei〉〈ei|
√
|iqˆ j′1 j2 j3 | |α1〉 =
2∑
i=1
√
|λi| |ei〉〈ei|α1〉 =
√
|b| |α1〉 , (A.5)
√
|iqˆ j′1 j2 j3 | |α2〉 =
2∑
i=1
|ei〉〈ei|
√
|iqˆ j′1 j2 j3 | |α2〉 =
2∑
i=1
√
|λi| |ei〉〈ei|α2〉 =
√
|b| |α2〉 . (A.6)
Now we derive the value of |b|. Using the matrix elements of 〈~a′|qˆ234|~a〉 in [17], we have
〈α1|qˆ j′1 j2 j3 |α2〉 ≡〈a2 − 1 = j′1 −
1
2
|qˆ j′1 j2 j3 |a2 = j′1 +
1
2
〉
14
= −1
4
(−1) 12 + j′1+ j3 (−1) j′1+ 12−( j′1− 12 )X( j′1, j2)
1
2 X( j2, j3)
1
2
√
2 j′1(2 j
′
1 + 2)(2 j3 + 1)
{ 1
2 j
′
1 j
′
1 +
1
2
1 j′1 − 12 j′1
} {
0 j3 j3
1 j3 j3
}
×
[
(−1) j′1− 12 + j3
{
j3 j2 j′1 +
1
2
1 j′1 − 12 j2
}{
j′1 − 12 j2 j3
1 j3 j2
}
− (−1) j′1+ 12 + j3
{
j3 j2 j′1 +
1
2
1 j′1 − 12 j2
}{
j′1 +
1
2 j2 j3
1 j3 j2
}]
= −1
4
(−1) 12 + j′1+ j3 (−1)X( j′1, j2)
1
2 X( j2, j3)
1
2
×
√
2 j′1(2 j
′
1 + 2)(2 j3 + 1)
{ 1
2 j
′
1 j
′
1 +
1
2
1 j′1 − 12 j′1
} {
0 j3 j3
1 j3 j3
} {
j3 j2 j′1 +
1
2
1 j′1 − 12 j2
}
×
[
(−1) j′1− 12 + j3
{
j′1 − 12 j2 j3
1 j3 j2
}
− (−1) j′1+ 12 + j3
{
j′1 +
1
2 j2 j3
1 j3 j2
}]
. (A.7)
With the following values of 6 j-symbols{ 1
2 j
′
1 j
′
1 +
1
2
1 j′1 − 12 j′1
}
= (−1)2 j′1+1
[
2
2 j′1(2 j
′
1 + 1)
2(2 j′1 + 2)
] 1
2
,{
0 j3 j3
1 j3 j3
}
=
(−1)2 j3+1
2 j3 + 1
,
{
j3 j2 j′1 +
1
2
1 j′1 − 12 j2
}
= (−1) j′1+ j2+ j3+ 12
2( j′1 + j2 + j3 + 32 )( j′1 + j2 − j3 + 12 )( j′1 − j2 + j3 + 12 )(− j′1 + j2 + j3 + 12 )X( j2, j′1)
 12 ,{
j′1 − 12 j2 j3
1 j3 j2
}
= (−1) j′1+ j2+ j3+ 12 2[ j2( j2 + 1) + j3( j3 + 1) − ( j
′
1 − 12 )( j′1 + 12 )]
X( j2, j3)1/2
,{
j′1 +
1
2 j2 j3
1 j3 j2
}
= (−1) j′1+ j2+ j3+ 32 2[ j2( j2 + 1) + j3( j3 + 1) − ( j
′
1 +
1
2 )( j
′
1 +
3
2 )]
X( j2, j3)1/2
, (A.8)
where X( j1, j2) ≡ 2 j1(2 j1 + 1)(2 j1 + 2)2 j2(2 j2 + 1)(2 j2 + 2), the matrix element formula (A.7) can be simplified as
〈a2 − 1 = j′1 −
1
2
|qˆ j′1 j2 j3 |a2 = j′1 +
1
2
〉 =
[
( j′1 + j2 + j3 +
3
2
)( j′1 + j2 − j3 +
1
2
)( j′1 − j2 + j3 +
1
2
)(− j′1 + j2 + j3 +
1
2
)
] 1
2
, (A.9)
which implies that the absolute value of b in the matrix elements (A.3) takes the form
|b| =
[
( j′1 + j2 + j3 +
3
2
)( j′1 + j2 − j3 +
1
2
)( j′1 − j2 + j3 +
1
2
)(− j′1 + j2 + j3 +
1
2
)
] 1
2
. (A.10)
Therefore, we have
Vˆ |αi〉 =
`3p β
3/2
4
√
2
√
|iqˆ j′1 j2 j3 | |αi〉 =
`3p β
3/2
4
√
2
√
|b| |αi〉
=
`3p β
3/2
4
√
2
[
( j′1 + j2 + j3 +
3
2
)( j′1 + j2 − j3 +
1
2
)( j′1 − j2 + j3 +
1
2
)(− j′1 + j2 + j3 +
1
2
)
] 1
4
|αi〉
≡ V(1/2, j′1, j2, j3; a2 = j′1 + 1/2, a3 = j3) |αi〉, i = 1, 2 , (A.11)
which reveals that the volume operator is diagonal in the 2-dimensional intertwiner space.
Appendix B Proof of some graphical identities
In the graphical calculus, one usually uses the following identity ((A.60) in [17]) to simplify graphs,
−
j4
j6
j5
j3
j1
j2
−
−
m1
m2
m3
=
+
+
+
j4
j3
j1
j6
j2+j5 × j3
j1
j2+
m1
m2
m3
. (B.1)
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The graph on the left-hand side of (B.1) can be transformed to
−
j4
j6
j5
j3
j1
j2
−
−
m1
m2
m3
=
−
j4
j6
j5
j3
j1
j2
−
−
m1
m2
m3
= (−1)2 j4
−
j4
j6
j5
j3
j1
j2
−
−
m1
m2
m3
= (−1)2( j1+ j4)
−
j4
j6
j5
j3
j1
j2
−
−
m1
m2
m3
. (B.2)
The first graph on the right-hand side of (B.1) represents the 6 j-symbol
+
+
+
j4
j3
j1
j6
j2+j5 =
{
j1 j2 j3
j4 j5 j6
}
, (B.3)
which can be transformed as
+
+
+
j4
j3
j1
j6
j2+j5 =
−
−
−
j3
j4
j6
j1
j2−j5 =
−
−
−
j3
j4
j6
j1
j2−j5 = (−1)2 j4
−
−
−
j3
j4
j6
j1
j2−j5 = (−1)2( j1+ j4)
−
−
−
j3
j4
j6
j1
j2−j5 , (B.4)
where we have used the rules of transforming graphs ((A.50)-(A.53) in [17])
m′m
j = m′m
j = m′m
j , (B.5)
m′m
j = m′m
j = (−1)2 j m′m j , (B.6)
m′m
j = (−1)2 j m′m j , (B.7)
+m1
m2
m3
j3
j2
j1 = +m1
m2
m3
j3
j2
j1 = +m1
m2
m3
j3
j2
j1 . (B.8)
Hence Eq. (B.1) is equal to the following graphical identity
−
j4
j6
j5
j3
j1
j2
−
−
m1
m2
m3
=
−
−
−
j3
j4
j6
j1
j2−j5 × j3
j1
j2+
m1
m2
m3
, (B.9)
which implies
+
j4
j6
j5
j3
j1
j2
+
+
m1
m2
m3
=
+
+
+
j3
j4
j6
j1
j2+j5 × j3
j1
j2−
m1
m2
m3
= (−1) j1+ j2+ j3
+
+
+
j3
j4
j6
j1
j2+j5 × j3
j1
j2+
m1
m2
m3
. (B.10)
Graphically, Eq. (2.34) can be proved by
j1
+
j3j2
j′1
+
1
2
+
1
2
j1
+ +
j′2 j′3
= j1
+
j3j2
j′1
+
1
2
+
1
2
j1
+ +
j′2 j′3
= (−1)2× 12 +2 j′2 j1
+
j3j2
j′1
+
1
2
+
1
2
j1
+ +
j′2 j′3
= (−1)2× 12 +2 j′2 (−1) j′1+ j′2+ j3
+
+
+
j′1
j1
1
2 j2
j′2
j3+
+
j3
j′1
1
2
+
j1
+
j′2 j′3
= (−1) 12×2+2 j′2 (−1) j′1+ j′2+ j3 (−1)2× 12
+
+
+
j′1
j1
1
2 j2
j′2
j3+
+
j3
j′1
1
2
+
j1
+
j′2 j′3
= (−1) 12×2+2 j′2 (−1) j′1+ j′2+ j3 (−1)2× 12 (−1) j1+ j′2+ j′3
+
+
+
j′1
j1
1
2 j2
j′2
j3+
+
+
+
1
2
j′1
j1
j′2
j′3
j3+
j1
+
j′3j
′
2
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= −(−1) j1+ j′1+ 12 (−1) j3+ j′3+ 12
{
j2 j3 j1
j′1
1
2 j
′
2
}{
j′2 j3 j
′
1
1
2 j1 j
′
3
}
j1
+
j′3j
′
2
= −(−1) j1+ j′1+ 12 (−1) j3+ j′3+ 12
{
j1 12 j
′
1
j′2 j3 j2
}{
j1 12 j
′
1
j3 j′2 j
′
3
}
j1
+
j′3j
′
2
, (B.11)
where we have used the rules (B.5)-(B.8), and (B.10) in the third and fifth steps respectively. Similarly, Eq. (2.34) can be shown
by
j1
+
j3j2
j′1 1
2
j1
+
+
1
2
+ +
j′2 j′3
= j1
+
j3j2
j′1 1
2
j1
+
+
1
2
+ +
j′2 j′3
= (−1) j′1+ j2+ j′3
+
+
+
1
2
j′1
j2
j′3
j1
j3
+
+
j2
j′1
j1
+
1
2
+
j′2 j′3
= (−1) j′1+ j2+ j′3 (−1)2 j′2
+
+
+
1
2
j′1
j2
j′3
j1
j3
+
+
j2
j′1
j1
+
1
2
+
j′2 j′3
= (−1) j′1+ j2+ j′3 (−1)2 j′2 (−1) j1+ j′2+ j′3
+
+
+
1
2
j′1
j2
j′3
j1
j3
+
+
+
+
j1
j′1
1
2 j2
j′2
j′3+
j1
+
j′3j
′
2
= (−1) j′1+ j2+ j′3 (−1)2 j′2 (−1) j1+ j′2+ j′3 (−1)−2 j′2−2 j′3−2 j1
{
j3 j1 j2
j′1 j
′
3
1
2
}{
j2 j′3 j
′
1
j1 12 j
′
2
}
j1
+
j′3j
′
2
= (−1) j1− j′1+ 12 (−1) j2+ j′2+ 12
{
j1 12 j
′
1
j2 j′3 j
′
2
}{
j1 12 j
′
1
j′3 j2 j3
}
j1
+
j′3j
′
2
, (B.12)
where we have used (B.10) in the second and fourth steps, and used the fact that the allowed triple ( j′2, j
′
3, j1) satisfy the triangular
condition in the fifth step.
The identity (3.20) can be proved by
j1
j′1
1
2−
1
2
j1
µ
−
− 1 =
j1
j′1
1
2−
1
2
j1
µ
−
− 1 =
j1
j′1
1
2−
1
2
j1
µ
−
− 1 = (−1)2 j′1 (−1)2× 12
j1
j′1
1
2−
1
2
j1
µ
−
− 1 = (−1)2 j′1+1
+
+
+
1
2
j1
j1
1
2
1+j′1 × j1
j1
1
+ µ
= (−1)2 j′1+1
{ 1
2 1
1
2
j1 j′1 j1
}
j1
1 µ+
j1
= (−1)2 j′1+1
{
j′1
1
2 j1
1 j1 12
}
j1
1 µ+
j1
= (−1)2 j′1+1(−1)2 j1+1
{
j′1
1
2 j1
1 j1 12
}
j1
1 µ−j1 = (−1)2 j′1+2 j1+2
{
j′1
1
2 j1
1 j1 12
}
j1
1 µ−j1
= −
{
j′1
1
2 j1
1 j1 12
}
j1
1 µ−j1 , (B.13)
where we have used (B.1) in fourth step, and used the fact that (−1)2 j′1+2 j1+1 = 1 in the last step, since the allowed triple ( j′1, j1, 12 )
satisfy the triangular condition.
Eq. (3.27) can be obtained from
j1
+
j3
j2
j2
1
µ
−
= +
1
j2
j3
j2 +
j1
=
∑
a
(2a + 1)(−1)1+ j3+ j2+a
{
j2 j3 a
j1 1 j2
}
+
1
j2
j3
a
+
j1
=
∑
a
(2a + 1)(−1)1+ j3+ j2+a
{
j2 j3 a
j1 1 j2
}
(−1) j1+a+1(−1)2a +
1
j2
j3
a −
j1
= (−1) j1+ j2+ j3
∑
a
(2a + 1)
{
j3 j2 a
1 j1 j2
}
+
j3j2
a
1 µ−j1 , (B.14)
where in the second step we have used the identity ((A.62) in [17])
+
j3
j1 j4
j2
j5 +
m1
m2m3
m4
=
∑
j6
(2 j6 + 1)(−1) j2+ j3+ j5+ j6
{
j1 j2 j6
j4 j3 j5
}
+
j2
j1 j4
j3
j6 +
m1
m3m2
m4
. (B.15)
References
[1] A. Ashtekar and J. Lewandowski, Background independent quantum gravity: A status report, Class. Quant. Grav. 21
(2004) R53, arXiv:gr-qc/0404018 [gr-qc].
17
[2] M. Han, Y. Ma, and W. Huang, Fundamental structure of loop quantum gravity, Int. J. Mod. Phys. D 16 (2007)
1397–1474, arXiv:gr-qc/0509064 [gr-qc].
[3] C. Rovelli, Quantum Gravity. Cambridge University Press, Cambridge, 2004.
[4] T. Thiemann, Modern Canonical Quantum General Relativity. Cambridge University Press, Cambridge, 2007.
[5] K. Noui and A. Perez, Three-dimensional loop quantum gravity: Physical scalar product and spin foam models, Class.
Quant. Grav. 22 (2005) 1739–1762, arXiv:gr-qc/0402110 [gr-qc].
[6] E. Alesci and C. Rovelli, A regularization of the Hamiltonian constraint compatible with the spinfoam dynamics, Phys.
Rev. D 82 (2010) 044007, arXiv:1005.0817 [gr-qc].
[7] E. Alesci, T. Thiemann, and A. Zipfel, Linking covariant and canonical LQG: New solutions to the Euclidean scalar
constraint, Phys. Rev. D 86 (2012) 024017, arXiv:1109.1290 [gr-qc].
[8] T. Thiemann and A. Zipfel, Linking covariant and canonical LQG II: Spin foam projector, Class. Quant. Grav. 31 (2014)
125008, arXiv:1307.5885 [gr-qc].
[9] T. Thiemann, Quantum spin dynamics (QSD), Class. Quant. Grav. 15 (1998) 839–873, arXiv:gr-qc/9606089
[gr-qc].
[10] T. Thiemann, Quantum spin dynamics (QSD): V. Quantum gravity as the natural regulator of matter quantum field
theories, Class. Quant. Grav. 15 (1998) 1281–1314, arXiv:gr-qc/9705019 [gr-qc].
[11] R. Borissov, R. De Pietri, and C. Rovelli, Matrix elements of Thiemann’s Hamiltonian constraint in loop quantum gravity,
Class. Quant. Grav. 14 (1997) 2793–2823, arXiv:gr-qc/9703090 [gr-qc].
[12] M. Han and Y. Ma, Dynamics of scalar field in polymer-like representation, Class. Quant. Grav. 23 (2006) 2741–2760,
arXiv:gr-qc/0602101 [gr-qc].
[13] A. Ashtekar, M. Bojowald, and J. Lewandowski, Mathematical structure of loop quantum cosmology, Adv. Theor. Math.
Phys. 7 (2003) 233–268, arXiv:gr-qc/0304074 [gr-qc].
[14] B. Gupt and P. Singh, Contrasting features of anisotropic loop quantum cosmologies: The role of spatial curvature, Phys.
Rev. D 85 (2012) 044011, arXiv:1109.6636 [gr-qc].
[15] J. Brunnemann and T. Thiemann, Unboundedness of triad-like operators in loop quantum gravity, Class. Quant. Grav. 23
(2006) 1429–1484, arXiv:gr-qc/0505033 [gr-qc].
[16] D. M. Brink and G. R. Satchler, Angular Momentum. Oxford Library of the Physical Sciences. Clarendon Press, 1968.
[17] J. Yang and Y. Ma, Graphical method in loop quantum gravity: I. Derivation of the closed formula for the matrix element
of the volume operator, arXiv:1505.00223 [gr-qc].
[18] J. Yang and Y. Ma, New Hamiltonian constraint operator for loop quantum gravity, Phys. Lett. B 751 (2015) 343–347,
arXiv:1507.00986 [gr-qc].
[19] A. Ashtekar and J. Lewandowski, Quantum theory of geometry: II. Volume operators, Adv. Theor. Math. Phys. 1 (1998)
388–429, arXiv:gr-qc/9711031 [gr-qc].
[20] T. Thiemann, Closed formula for the matrix elements of the volume operator in canonical quantum gravity, J. Math. Phys.
39 (1998) 3347–3371, arXiv:gr-qc/9606091 [gr-qc].
[21] T. Thiemann, A length operator for canonical quantum gravity, J. Math. Phys. 39 (1998) 3372–3392,
arXiv:gr-qc/9606092 [gr-qc].
[22] T. Thiemann, Kinematical Hilbert spaces for Fermionic and Higgs quantum field theories, Class. Quant. Grav. 15 (1998)
1487–1512, arXiv:gr-qc/9705021 [gr-qc].
[23] E. Alesci, K. Liegener, and A. Zipfel, Matrix elements of Lorentzian Hamiltonian constraint in loop quantum gravity,
Phys. Rev. D 88 (2013) 084043, arXiv:1306.0861 [gr-qc].
18
