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1. INTRODUCTION 
Let X be an orientable 3-manifold whose boundary 8X is a torus, and let p be a slope on 
8X, in other words, the isotopy class of an essential simple closed curve on 8X. Then we can 
form the manifold X(p) by p-Dehn Jilling on X, that is, by attaching a solid torus V(p) to 
X along 8X so that p bounds a disk in V(p). This construction was introduced by Dehn [3], 
in the case where X is the exterior of a knot K in S3 (in which case X(p) is called the result of 
p-Dehn surgery on K). The fact that every closed, orientable 3-manifold can be obtained by 
the analogous construction on some link in S3 [7,9] lends interest o the exploration of the 
properties of Dehn filling. 
Now it is an observed fact that, for a given X, the topological properties of X tend to 
persist in X(p) for most values of p. There are several results known which make this 
statement more precise; see the survey article [4] for example. 
In the present paper, we consider from this point of view the property of irreducibility. 
Recall that a 3-manifold is reducible if it contains an essential 2-sphere, that is, one that does 
not bound a 3-ball; otherwise, it is irreducible. So from now on, X will be manifold as 
described above which is also irreducible. 
To state our result, let A(z, y) denote the minimal geometric intersection number of 
slopes 71 and y and ax. We then have the following theorem. 
THEOREM 1.2’. ZfX(n) and X(y) are reducible for distinct slopes 7c and y then A(n, y) = 1. 
Note that it follows that X(Z) can be reducible for at most three slopes 7~. 
Theorem 1.2 is a straightforward consequence of a result about planar surfaces in X, 
which we now describe. 
Let (P, 8P) c (X,8X) be an essential planar surface, that is, P is homeomorphic to 
a 2-sphere with the interiors of a finite (non-zero) number of disjoint disks removed, is 
incompressible in X, and is not a boundary-parallel annulus or disk. Then all the boundary 
components of P are essential on 8X and have the same slope 71, the boundary-slope ofP. We 
say that 7c is a planar boundary-slope. 
Our result is the following. 
THEOREM 1.1. If n and y are distinct planar boundary-slopes on 8X then A(n, y) = 1. 
‘A different proof of Theorem 1.2 has recently been given by Boyer and Zhang Cl]. 
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Earlier results in the direction of Theorem 1.1 were obtained in [S], where it is shown 
that A(n, y) I 4, and [lo], where it is shown that A(R, y) I 2. Theorem 1.2 (and hence 
Theorem 1.1) is sharp in the sense that there are examples where A(n, y) = 1 [S]. 
In the rest of this section we create the context of the proof and outline the argument. 
We prove Theorem 1.1 by contradiction. So let (P, dP), (Q, aQ) c (X, 8X) be essential 
planar surfaces with boundary-slopes it, y respectively, and assume that A@, y) 2 2. In light 
of [lo] we will assume that A@, y) = 2. This is not necessary but simplifies the presentation. 
(In [lo] it is assumed that X(z) and X(y) are reducible, but in fact the arguments there apply 
in the more general context of Theorem 1.1, making use of Lemma 4.2.) We suppose that the 
number of components of 8P is minimal among all essential planar surfaces in X with 
boundary-slope rt, and similarly for Q. We may assume that P and Q intersect ransversely 
and that each component of 8P intersects each component of aQ exactly A@, y) = 2 times. 
Let P and Q be the 2-spheres in X(K) and X(y) obtained by capping off the boundary 
components of P and Q by meridian disks of V(n) and V(y) respectively. We obtain a graph 
GP in p by taking as the (fat) vertices of GP the disks in V(n) that cap off the boundary 
components of P, and as the edges of GP the arc components of Pn Q in P. Similarly we 
obtain the graph Go in Q. We number the components of dP 1,2, .. . , p, in sequence along 
8X, and similarly number the components of 8Q 1,2, .. . , q. In this way the endpoints of 
edges of the graphs GP and G, are labelled by the numbers of corresponding components of 
8Q and aP, respectively. See Fig. 1. 
This is the context of both [2, Chap. 21 and [6]. Section 2.5 of [2] shows that one of GP 
or Go must contain a Scharlemann cycle (see Fig. 2). 
This is then used to prove Theorem 2.4.6 of [2] to conclude that either X(y) or X(A) 
contains a lens space summand. In [6] a sharper analysis of the graphs Gp, Go is carried out, 
GP 
p=4 
Fig. 1. 
cycle 
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Fig. 2. 
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using the weaker hypothesis that A(n,y) = 1, to conclude that either (1) G, contains 
a Scharlemann cycle, or (2) GP contains a certain collection of faces “representing all types.” 
(1) implies that X(n) contains a lens space summand (as in [2]) and (2) implies (see the proof 
of Proposition 4.5 of this paper) that X(y) contains a summand M such that H,(M) is finite 
and non-trivial. The goal of the present paper is to use the sharper analysis of Gp, Go given 
in [6] with the stronger hypothesis that A(n, y) = 2 to arrive at a contradiction. 
In [6] the argument went as follows when A(n, y) = 1: Given any face type r we either 
find a face of GP representing r or we find a great x-cycle in Go or Gp. The great x-cycle is 
used to find a Scharlemann cycle in Go or GP (a Scharlemann cycle in GP automatically 
represents r). With the stronger assumption that A(rr, y) = 2, by altering accordingly the 
index count from [6] (see Theorem 2.5 in this paper), we are able to conclude that given any 
face type z either (1) we can find more than p faces of GP representing z, or (2) we can find 
a great “x-web” in Gp or G,. Within a great x-web (the analog of the great x-cycle) we show 
that one always finds two Scharlemann cycles on distinct label pairs (Theorem 2.3). Then we 
show that the existence of two such Scharlemann cycles in GP (Go) allows us to find a new 
essential planar surface Q’ (P’) in X with boundary-slope y (7~) having fewer boundary 
components than Q (P). This contradicts the definition of Q (P). Thus we are able to 
conclude that for every face type z we can find more than p faces on GP representing T. In 
Section 5 we show that there is a vertex D of Go and certain face types such that each face 
that represents uch a type contains an edge incident to u. The existence of more than p faces 
representing each of these types then gives rise to too many edges incident to u, giving a final 
contradiction. 
In the subsequent sections GP and G, will refer to the above graphs. Around each vertex 
of GP we see the q vertices of Go appearing as labels, each one appearing exactly A@, y) = 2 
times. See Fig. 1. Recall [6, Chap. 21 that the faces of a graph G in S2 correspond in the 
obvious way to the components of S2 - nhd(G), and that each component of the boundary 
of a facefgives rise to an alternating sequence of edges and corners of G. Note that in such 
a sequence a given edge may occur twice, once with each orientation. Since P and Q are 
essential in X we see that there is no face of GP or Go with exactly on edge in its boundary. 
We are now in the context of [6, Chap. 23, except that there A(n, y) = 1. However the 
concepts of [6, Chap. 23, in particular pp. 385-387, still apply. We will be following closely 
the argument in [6, Chap. 21 and will hereafter assume familiarity with this paper. 
Let f be a disk face of Gp. Since Q is incompressible, by surgering away circle 
components of fn Q we may assume that (intf)nQ = 0. Similarly, we assume that 
(intf) n P = 0 for all disk faces f of Go. 
We will use K,, K, to denote the cores of V(z), V(y) in X(z), X(y), respectively. 
Note that if S is an essential 2-sphere in X(n) then ISnK,I 2 p. For otherwise, let S’ be 
an essential 2-sphere in X(n) with IS’ n K,I minimal. Then P' = S'nX is an essential 
planar surface in X with boundary-slope n and having fewer boundary components than P. 
Similarly, if S is an essential 2-sphere in X(y) then ISn K,( 2 q. 
We will denote the set of labels { 1, . . . , q} by q. 
We conclude this introduction by noting the following special case of Theorem 1.1. 
LEMMA 1.3. !f P or Q is an annulus, then A(rr,y) I 1. 
Proof: This follows immediately from Proposition 6.1 and Proposition 1.4 of [S]. Cl 
We hereafter assume that p,q > 2. 
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2. WEBS 
In this section G denotes either GP or Cc. 
We define the concept of an x-web and show 
J. Luecke 
how the existence of a so-called great 
x-web in G gives rise to two Scharlemann cycles in G on distinct label pairs (Theorem 2.3). 
We then show, in Theorem 2.4, that the existence of Scharlemann cycles on distinct label 
pairs in G, (Gp) in turn gives rise to an essential planar surface in X with boundary-slope 
R (y) having fewer boundary components than P (Q), a contradiction. Finally, Theorem 2.5 
is an index count (replacing Lemma 2.5.1 of [6]) which gives a criterion for the existence of 
an x-web. 
Let x be a label of G. An x-edge in G is an edge with label x at one endpoint. 
An x-cycle is a cycle of x-edges joining parallel vertices which can be oriented so that the 
tail of each edge has label x. A Scharlemann cycle is an x-cycle that bounds a disk face of G. 
Each edge of a Scharlemann cycle has the same pair of (consecutive) labels x, y, so we refer 
to such a Scharlemann cycle as an xy-Scharlemann cycle (Fig. 3). The number of edges in 
a Scharlemann cycle (r is called the order of cr. 
LEMMA 2.1. Zf GP (GQ) contains a Scharlemann cycle then Q (P, respectioely) must be 
separating. 
Proof Let c be a Scharlemann cycle in Gp, say, and assume for contradiction that Q is 
non-separating. Then & is a non-separating 2-sphere in X(y). Let f be the face of GP that 
o bounds and let x,y be the labels at the endpoints of the edges in c. Let A be the annulus 
component of 8X - aQ between the consecutive components of aQ corresponding to x and 
y (over which the corners of (r run). Construct a new planar surface Q’ in X by usingf to 
surger QUA. Then Q’ is a non-separating 2-sphere in X(y) which intersects K, in q - 2 
points, a contradiction. 0 
For a label x of G, let G, be the subgraph of G consisting of (all the vertices of G and) all 
x-edges in G. A disk face D of G, such that all the vertices in the boundary of D are parallel 
will be called an x-face of G. 
LEMMA 2.2. Suppose that P is separating. Let D be an x-face of G,. Then G, n D contains 
a Scharlemann cycle. The analogous statement holds with P and Q interchanged. 
Proof: Orient each edge of aD so that the x-label is at the tail of the edge (this is 
unambiguous by the parity rule [6, p. 3861). If aD is a directed cycle under this orientation 
12-Scharlemann cycle 
Fig. 3. 
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then 3) is a great x-cycle in the terminology of [2, 63. By Lemma 2.6.2 of [Z], GonD will 
then contain a Scharlemann cycle. So assume that JD contains m sink and m source corners 
wheremz 1. 
Case I. G, n D contains no diagonal edges (i.e., each edge in Go AD is parallel to some 
edge in 8D). 
Let c be a source corner of aD, i.e., both edges of dD incident to c have label x at c. The 
number of labels at c of edges in G, n D is therefore p + 1, and hence there is a parallel 
family of edges in GQnD incident to c with greater than p/2 members. See Fig. 4. 
This family contains a Scharlemann cycle by Corollary 2.6.7 of [2]. 
Case II. GQnD contains diagonal edges. 
In this case we proceed by induction on the number of edges of aD. Let e be an edge in 
G,n D joining corners c1 and c2 that are not adjacent in i?D. See Fig. 5. 
Without loss of generality, take x = 1 and assume that the labels appear in anticlock- 
wise order around the corners of aD. Let Ai be the label of e at ci, i = 1,2, and assume 
without loss of generality that 1, > A2. See Fig. 6. 
Formally construct a new l-face, D’, as follows. Keep all corners and edges of G, n D to 
the right of e (when e is directed from c1 to c2), discard all corners and edges to the left of e, 
and then insert additional edges to the left of e, and parallel to e, until you first reach label 
1 at one end of this parallel family of edges, creating corners c; and c;. See Fig. 7. 
Fig. 4. 
Fig. 5. 
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e 
Fig. 6. 
Fig. 7. 
Because P is separating, the odd-numbered vertices of P have sign + , say, while the 
even-numbered vertices of P have sign - . It follows that the new edges defined above 
continue to satisfy the parity rule. Let Ii be the set of labels of these new edges at c:, i = 1,2. 
Since 1, > &, we have I1 n I2 = 8. In particular, there is no Scharlemann cycle among these 
new edges. 
Since aD’ has fewer edges than aD, our inductive hypothesis implies that D’ contains 
a Scharlemann cycle, which must therefore be contained in G,n D’ c G, n D. 0 
An x-web is a connected subgraph C of G, such that all the vertices of X are parallel, and 
such that there exists a vertex y. of C with the property that 
(i) for any vertex y of C other than yo, there is an edge of X incident to y at each 
occurrence of the label x at y, and 
(ii) there is an edge of X incident to y. at some occurrence of the label x at yo. See Fig. 8. 
A great x-web satisfies the additional condition that there is a component U of 
S2 - nhd(X) such that all the vertices of G in the disk D = S2 - U have the same sign. 
THEOREM 2.3. Zf G contains a great x-web then G contains two Scharlemann cycles on 
distinct label pairs. 
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Proof. Clearly C contains a great x-cycle. Therefore by Lemma 2.6.2 of [2] G contains 
a Scharlemann cycle. If G = G,, say, then by Lemma 2.1, P must be separating. Hence 
Lemma 2.2 applies; we will use this below. 
Let D be the disk containing Z as in the definition of a great x-web. 
Enlarging Z by adjoining all x-edges in int D and taking an innermost component of the 
resulting graph (then rechoosing D) we may assume that E contains all the vertices of G in D. 
Consider Z as a graph in the disk D. Each face of C is an x-face and contains a Scharlemann 
cycle by Lemma 2.2. We are done unless all of these Scharlemann cycles are, say, 12- 
Scharlemann cycles. 
Let V, E, and F be the number of vertices, edges, and internal faces of the graph C in D. 
Now E is equal to the number of x-labels appearing on E, hence is at least 2V - 1. Also 
I’-E+F=l.Thus 
V-(2V- l)+F2 1. 
Hence F 2 V. 
Construct a graph A in D as follows. Choose a dual vertex in the interior of each face of 
G in D bounded by a 12-Scharlemann cycle, and let the vertices of A be the vertices of 
I: together with these dual vertices. The edges of A are defined by joining each dual vertex to 
the vertices of the corresponding Scharlemann cycle in the obvious way. See Fig. 9. 
Let S be the number of 12Scharlemann cycles in GnD. Then S 2 F 2 V. Also A has 
V + S vertices and at least 2S edges (each Scharlemann cycle has order at least 2). Thus 
(V+ S)- 2S+ c x(f)2 1. 
f B face of A 
ThusCX(f)>S- I’rO. 
In particular, there is a disk face E of A. Since p > 2, E determines a l-face of G, which 
contains no Scharlemann cycle. This contradicts Lemma 2.2. 0 
THEOREM 2.4. G cannot contain Scharlemann cycles on distinct label pairs. 
ProoJ: Assume for contradiction that G,, say, contains two Scharlemann cycles r~, 6’ on 
distinct label pairs (x, y} and {x’, y’} (distinct as sets). By Lemma 2.1, P separates X. In 
particular, p is even. 
TOP 35:2-I 
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Fig. 9. 
Consider the edges of c and c’ as they lie in Gp, joining the vertices x,y and x’, y’ 
respectively. There exists a disk E c F such that 
(i) 8E c P; 
(ii) the number of vertices of GP in E is at most p/2; 
(iii) int E contains the edges of one of the two Scharlemann cycles, say O, and the 
corresponding vertices x, y. 
(If {x, Y} f-7 {x’, Y'} Z 0, use the fact that p is even.) 
Let E’ c P be a disk containing x’, y’ and the edges of 0’. If (x, y} n {x’, y ‘} = 8 then we 
may assume that En E’ = 8. 
Letfandf’ be the faces of Go bounded by u and (T’, respectively. Let H be the 3-cell in 
V(n) between the consecutive meridian disks of V(z) corresponding to x and y, and let N be 
a regular neighborhood of Eu H uf in X(n). Then N is a punctured lens space whose 
fundamental group has the same order as 0. (Think of H as a l-handle and a regular 
neighborhood off as a 2-handle.) 
Similarly, using the disk E’ defined above and the facef’, we get a punctured lens space 
N’ c X(z), such that (moving aN slightly off ? if f and f’ lie on opposite sides of P) 
N n N’ = 0. It follows that the 2-sphere aN is essential in X(n). Since 
laNnK,l 5 2(p/2) - 2 = p - 2, this is a contradiction. 0 
The following theorem is the analog in our present context of Lemma 2.5.1 of [6]. 
The terminology is that of [6, Section 2.11. However, in Chap. 2 of [6] each label 
appears exactly once at each vertex, whereas here, each label appears twice. If L is a set of 
labels, each L-interval appears twice, So, for example, here, in a star T representing an 
L-type r, the dual orientation dictated by z and sign V(T) is assigned to each L-interval 
around V(T). 
To avoid any misunderstanding, we remark that C(T) and A(T) denote the appropriate 
subsets of the set of labels q (i.e., although each element of C(T) or A(T) occurs twice as 
a label around V(T), we only count it once in IC(T)I or IA(T) 
Recall [6, Section 2.21 that T(T)* is the dual graph of the graph with dual orientation 
obtained from G(L) and T. 
THEOREM 2.5. Let L be a subset of q with IL/ 2 2. Let z be a non-trivial L-type. Let T be 
a star with L(T) = L and [T] = z. Let t be the number of faces of T(T)* of index - 1. 
Suppose further that 
(i) all elements of C(T) have the same parity; 
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(ii) all elements of A(T) have the same parity; 
(iii) G,(L) has at most p + t faces representing z. 
Then there is an x-web E in GQ such that the set of vertices of Z is a subset of either 
C(T) or A(T). 
Proof: Let s be the number of edges of T(T) whose endpoints are both in C(T) or both 
in A(T); we refer to these as switch edges. Let S be the number of switches around T, that is 
S = 2(lC(T)l + [A(T = 41C(T)I. Note that C(T) and ,4(T) are non-empty since z is 
non-trivial. 
Let i = S/2 - 1. Let r be the number of faces of G,(L) representing r. The proof of 
Lemma 2.3.2 of [6] shows that r + s 2 ip + t + 2. Hence p + s 2 ip + 2, that is 
s 2 (i - 1)p + 2. Thus there are more than (i - l)p/2 edges of G,(L) all of whose endpoints 
are in (say) C(T). Since i = 2(C(T)I - 1, there are more than (2lC(T)I - 2)p clockwise 
switches in r(T) which are incident to switch edges. In particular there is some vertex, x, of 
T(T) such that all but possibly one clockwise switch of x is incident to a clockwise switch 
edge (note that there are 2lC(T)I clockwise switches around T). Interpreting this in G,, 
there is a y, E C(T) such that if y E C(T) - y, then each edge in Go with label x at the vertex 
y connects y to a vertex in C(T). Furthermore, at y, in G, there is at least one edge with 
label x connecting y, to a vertex in C(T). That is, Go contains an x-web whose vertices are 
contained in C(T). II 
3. REPRESENTING TYPES 
In this section we prove the analog of Proposition 2.8.1 in [6]. Here we have the stronger 
hypothesis that A(rc, y) = 2, (in [6], A(rc, y) = l), and want a stronger conclusion. The 
inductive statement now is in terms of x-webs rather than x-cycles. The argument is the 
same as that of the proof of Proposition 2.8.1 in [6] except hat we appeal to the index count 
given by Theorem 2.5 instead of Lemma 2.5.1 of [6] (along with the appropriate statement 
in the case the type is trivial). 
Let E be an x-web in Go and U be a component of &nhd(C). We call the disk & - U 
a disk bounded by C. 
PROPOSITION 3.1. Let D be a disk in 0 that is either the complement of a small open disk 
disjoint from G, or a disk bounded by an x-web, E. Let L be the set of vertices of G, - C in D. 
Then either GP or G, contains two Scharlemann cycles on distinct label pairs, or for all 
L-types, z, there are more than p faces of G,(L) representing z. 
We first take care of degenerate cases. 
LEMMA 3.2. IL1 > 1 or either GP or G, contains two Scharlemann cycles on distinct label 
pairs. 
Proof Assume JLI I 1. Then either C is a great x-web, in which case by Theorem 2.3 Go 
contains two Scharlemann cycles on distinct label pairs, or L consists of precisely one vertex 
u that is antiparallel to the vertices of E. We assume the latter (we include in this case the 
possibility that Go contains only one vertex). Then every edge incident to v connects v to 
a vertex in E (recall that G, contains no face whose boundary consists of a single edge). 
Thus, by the parity rule, on GP every edge with label v must connect parallel vertices of Gp. 
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Then an innermost component of the graph of o-edges (Gp), will be a great u-web of Gp. 
Now apply Theorem 2.3. 0 
The proof of Proposition 3.1 will use the following lemma (which will also be used in 
Section 6). 
LEMMA 3.3. Let R be a star and LO c L(R) be a set of labels such that 
(i) all the elements of A(R) - LO have the same parity, and 
(ii) the exceptional labels of G(L,) have the same parity and are contained in C(R). 
Then there is an LO-type z. such that any face of G(L,) representing z. contains a face of 
G(L@)) representing [R]. 
Proof This is proved on pp. 407-408 of [6] beginning just after the proof of Claim 1 on 
p. 407 and ending with the second sentence on p. 408. 0 
Proof of Proposition 3.1. Let C be the x-web in the hypothesis of Proposition 3.1-in the 
first case of this hypothesis et X = 0. We proceed by induction on ILI. Lemma 3.2 begins the 
induction. We will show the inductive step. We assume 1 LI 2 2. Let r be an L-type. We want 
to show that there are more than p faces of G,(L) representing z. There are two cases. 
(1) t is trivial, 
(2) f is non-trivial. 
(1) r is trioial. Note that a disk face of G,(L) represents the trivial type iff all the vertices 
of GP to which it is incident are parallel. 
Let .J c L be the set of vertices of opposite sign to those of Z in the hypothesis (if X = 8 
let J be the set of all vertices of Go of some sign, chosen so that J # 8). If .J = 8 then X is 
a great x-web and Theorem 2.3 finishes the argument. So assume IJI 2 1. 
We distinguish two subcases, (a) and (b). 
(a) Suppose that for each vertex y of GP there are edges e,(y), ez(y) of GP incident to y, 
and whose labels at y belong to J, such that el (y), e,(y) connect y to vertices parallel to y, 
Let A be the subgraph of GP consisting of the vertices of GP along with the edges {ei(y), 
ez(y)ly a vertex of G,}. The parity rule guarantees that ei(w) # e&z) unless w = z, i = j. Thus 
A has 2p edges. An Euler characteristic ount gives 
2=p-2p+ c x(f). 
f face of A 
Thus the number of disk faces of A is at least p + 2. But any face of Gr(L) contained in a disk 
face of A is a disk face of G,(L) incident only to parallel vertices of Gr(L). Each such face 
represents the trivial L-type. 
(b) Here we assume the negation of (a). That is, there is a vertex y of GP such that at most 
one edge incident to y with label in J connects y to a parallel vertex. 
In Go this means that, for any vertex v E J, with possibly one exception uo, any edge of G, 
incident to u with label y connects u to a vertex in J, and some edge of Go incident to u. with 
label y connects a0 to a vertex in J. These edges in Go (after taking a connected component) 
form a y-web, p, in D. Let D, be the disk bounded by p that is contained in D. Let L” be the 
collection of vertices of Go - p in D,. Since ) L” ( < IL 1, by induction we may assume that 
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there are more than p disk faces of G,(L’) representing the trivial L@-type. Any such face of 
Gp(Lp) must be incident to only parallel vertices of Gp. Thus any face of Gp(L) contained in 
such a face of G,(L”) will represent he trivial L-type. Since G,(L) 1 G&‘) we are done. 
(2) t is non-trivial. Follow the proof on p. 406 of [6], case (2), to construct a sequence of 
stars Tr, ._., T,, n r 1, such that 
(i) [TJ = z, [TJ is non-trivial, 1 5 i I n, 
(ii) Ti = diTi_1 where di = d*, 2 I i I n, 
(iii) all elements of C(T,) have the same parity, 
(iv) all elements of A(T,,) have the same parity. 
Set Li = L(Ti). Then [Lil 2 2 ([Ti] is non-trivial). Assumefis a face of G,(L,) represent- 
ing T,. Then (n - 1) applications of Corollary 2.4.2 of [6] shows that within fwe will find 
a facef’ of GP(L1) = G,(L) representing r (thatf’ is contained infis stated in Lemma 2.4.1 
of [6]). Thus if we have more than p faces of G,(L,) representing [TJ then we are done. So 
we assume the number of faces of G&J representing [T,] is I p. 
By Theorem 2.5, G, contains an x-web, p, whose vertices are contained in C(T,) or in 
A( T.). We may assume the vertices of ~1 are contained in C( T,,) by replacing (if necessary) T. 
by T,. If n > 1, this is done by replacing d, ( = d+) by d- . 
Now p is in D and disjoint from Z. Let U’ be the component of & - nhd(p) that contains 
C. Define D, = 0 - U’. Let Lo be the set of vertices of G, - p in D,. 
Let R 1, . . . . R, be the sequence of stars corresponding to T1, . . . . T,, obtained by taking 
derivatives relative to Lo. That is, RI = T1, Ri = (di)LoRi- 1, 2 I i I n. Applying Lemma 3.3 
to Lo and R, (to see that conditions (i), (ii) of Lemma 3.3 are satisfied appeal to Proposition 
2.1.2 of [6]) we find an Lo-type ~~ such that any disk face of G,(L,) representing r. contains 
within it a disk face of G,,(L(R,)) representing CR,,]. We may now apply the inductive 
hypothesis to L o, z. (IL01 < ILI) to conclude that either GP or G, contains Scharlemann 
cycles on distinct label pairs or there are more than p faces of G,(L,) representing 70. We 
may assume the latter; therefore, by choice of r o, there must be more than p faces of 
G,(L(R,)) representing CR”]. We are done once we prove: 
CLAIM 3.4. A disk face of Gp(L&)) representing CR,,] contains within it a disk face of 
G,(L) representing 5. 
Proof Now {exceptional labels of GP(LO)} c {vertices of cl} c C(T,) c C(TJ c 
C(Ri) (Proposition 2.1.2 of [6]). Thus Lemma 2.2.2 of [6] implies that lY(Ri) = T((di)LORi- 1) 
= op(Lo)r(Ri- 1) for 2 < i I n. Repeated application of Lemma 2.4.1 of [6] shows that 6 
each face E of Gp(L(R,,)) which represents CR,,] contains within it a face of Gp(L) = Gp(R1) 
representing [RI] = T (E corresponds to a sink or source of T(R,)*). 
This proves Claim 3.4 and completes the proof of Proposition 3.1. 0 
4. USING REPRESENTATIVES OF ALL TYPES 
The main goal of this section is to prove Proposition 4.5. This gives a restriction on the 
arrangement in & of the edges of G, corresponding to the edges in the boundaries of any set 
of faces of GP that represents all q-types. It will be used in Section 5. The proof of 
Proposition 4.5 uses the result of [S] that “all types implies torsion”. 
LEMMA 4.1. One of GP or G, contains a Scharlemann cycle. Thus Q or P must be 
separating. 
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Pro05 Proposition 2.5.6 of [2] shows that one of GP or Go contains a Scharlemann cycle 
(here there are no boundary edges). Now apply Lemma 2.1. 0 
Hereafter we assume that GP contains a Scharlemann cycle; hence Q is separating. 
LEMMA 4.2. Q is essential in X(y). 
Proof: Let 0 be an xy-Scharlemann cycle in Gp, bounding a face& Let A be the annulus 
in 8X between the (consecutive) components x, y of 8Q. Using f to surger Q WA gives 
a planar surface Q’ in X with boundary-slope yand q - 2 boundary components, and such 
that the 2-spheres Q and Q’ in X(y) cobound a twice-punctured lens space whose funda- 
mental group has order equal to the order of cr. Since we are assuming that q is minimal, &I 
must bound a 3-ball in X(y). Hence Q bounds a punctured lens space. We therefore assume 
that X(y) is a lens space; otherwise & is essential in X(y) and we are done. 
It follows that X is compact and dim H,(X;Uj) = 1. By Theorem 2.0.3 of [2], the fact 
that y is a boundary-slope then implies that either 
(i) X(y) is a Haken manifold; or 
(ii) X(y) is a connected sum of two lens spaces; or 
(iii) X contains a closed incompressible surface which compresses in X(y) and remains 
incompressible in X(rc); or 
(iv) X(y) is S’ x S2. 
(The fact that the surface in (iii) compresses in X(y) is not stated explicitly in Theorem 
2.0.3 of [2], but is stated in Addendum 2.2.2 and Proposition 2.3.1 of that paper.) 
Since X(y) is a lens space, we must be in case (iii). Let S be the closed incompressible 
surface in X, and isotop S in X so as to minimize the number of components of S n P. Then 
any such component C is essential in S. But C bounds a disk in ii, giving a compression of 
S in X(n), which is impossible. Therefore S n P = 8. 
Let D be a compressing disk for S in X(y), and let R = D n X. We may assume that the 
number of boundary components of R is minimal over all compressing disks D. By 
considering Pn R we obtain in the usual way graphs GZ, GX in p E S2 and I? z D2, 
respectively. Since A(n, y) = 2, Proposition 2.56 of [2] implies that either Gj, or Gh contains 
a Scharlemann cycle (there are no boundary edges). 
Now a Scharlemann cycle in G> could be used to reduce the number of boundary 
components of R (see e.g., Lemma 2.5.2(a) of [2]). Hence Cx must contain a Scharlemann 
cycle. Therefore X(n) has a lens space as a connected summand. But again, the fact that rr is 
a boundary-slope implies that either (i), (ii), (iii) or (iv) above holds for X(n). Since X(R) has 
a lens space summand and contains the incompressible surface S, only case (iii) is possible. 
But then X(y) contains an incompressible surface, contradicting our assumption that it is 
a lens space. 0 
Recall the following definitions from [6, Chap. 33. Let r be an n-type. We say that 
tl = (al, . . . . cI,) E Z” represents 5 iff 
(i) i lail22,and 
i=l 
(ii) if 7 = (cl, . ._, E,), then there exists q = f such that sign tLi = II&i for all i such that 
tLi # 0. 
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A subset A of Z” represents all n-types iff for every n-type r there exists a E A such that 
a represents r. 
LEMMA 4.3. Zf A c Z” represents all n-types then there is a subset A0 of A such that Z” 
modulo the subgroup generated by A0 contains a non-trivial torsion element. 
Proofi This is the main result of [8]. 0 
LEMMA 4.4. If A c Z” represents all n-types then either 
(1) A contains n elements that are linearly independent in IR”, or 
(2) there is a subset AI of A such that A, represents all n-types and for some i, 1 < i I n, 
Cli = Ofor all UEA~. 
Proof. We will show that either (2) holds, or, for 1 5 k I n, there exist a(‘), . . ..aCk) EA 
such that the k x n matrix 
has some k x k submatrix with non-zero determinant. The case k = n then gives conclusion 
(1). 
We proceed by induction on k. 
If k = 1, we are done unless A contains only the zero vector of Z”, in which case (2) holds 
trivially. 
So suppose 2 I k I n and we have a(l), . . . , dk-‘)cs A such that the (k - 1) x n matrix 
aU- 1) 
M= ; 1 1 aw 
has some (k - 1) x (k - 1) submatrix with non-zero determinant. Let Mi be the 
(k - 1) x (k - 1) submatrix of M obtained by taking the first k columns of M and then 
deleting the ith column, 1 I i I k, and write Di = det Mi. By rearranging the columns of M, 
we may assume for convenience that D, # 0. In fact, we may assume that Di # 0 
for1 I i I ip, and Di = 0 for r! + 1 I i I k, where 1 < e I k. 
Let Ei = sign Di, 1 I i I c!‘, and let r be any n-type such that zi = ( - l)‘+‘~, I 5 i 5 /. 
Let a E A be a representative of r, and consider the k x n matrix 
a 
aW 1) 
N=. . 
Then the k x k submatrix of N consisting of the first k columns has determinant 
&(-l)‘+’ aiDi. This will be non-zero unless a1 = 0.. = ac = 0 for all representatives a of 
all such types t. But then the set of such a clearly represents all (n - /)-types when restricted 
to the last n - 6’ coordinates, and hence represents all n-types. Hence either (2) holds or the 
induction step is complete. 0 
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Remark. The above proof only used property (ii) of the definition of representing atype. 
Q separates X, into, say, a black side and a white side. Iff is a disk face of Gp, then since 
we have arranged that (intf) n Q = $9, f lies on either the black or white side of Q and will be 
called a black or white face accordingly. Recall that a q-interval is the interval around 
a vertex of GP between successive labels in q (each q-interval appears twice around a vertex 
of Gp). Then the set of q-intervals is partitioned into the black q-intervals, a, and the white 
q-intervals ?Y. Without loss of generality we take the q-interval between labels 1 and 2 to be 
a black interval. A 9Stype (w-type) is a [9+type ([6, p. 3871) where each coordinate is 
formally associated with a different black (white) q-interval. In the same way that 
W u Y#‘- = {q-intervals} a O-type and w-type together form a q-type. 
If $8 is a set of faces of Gp, let c(9) denote the number of q-intervals that occur as corners 
of elements of 9. Let a.9 denote u { i?D 1 D E 9}. The edges of GP in 89 lie in P, but note that 
since they correspond to edges of G, they may also be regarded as lying in Q. 
PROPOSITION 4.5. Let 9 be a minimal set offaces of GP representing all q-types. Let E be 
a disk in 0 with aE c int Q such that the edges of a9 lie in int E. Let v be the number of 
vertices of G, in E. Then 
V 2 q/2 + c(9). 
Proof Since $9 is minimal with respect to the property that it represents all q-types, 
9 consists of, say, black faces (see Lemma 3.1 of [6], with No = 0). 
Let V be the set of g-intervals that occur as corners of faces in 9. Thus (%?I = c(9) = c, 
say. For each (A,1 + 1) E ‘$, let H1 be the 3-cell (l-handle) in V(y) between the meridian disks 
corresponding to the labels 1, 1 + 1, and let H = u {HA: @,A + l)~%}. 
Note that H1 (E u H) z Z”, the free abelian group on %. If D g 9, then aD represents in 
the obvious way an element [JD] E Z” (defined up to sign). By our minimality assumption 
on 9, Lemma 4.4 implies that there is a g1 c 9 such that { [aD]: D E CBI} c Z” is a basis for 
lR’. Write D1 = u gl and let N be a regular neighborhood of E u H u D1 in X(y). Then 
H,(N) is finite and aN is a 2-sphere. We claim that H,(N) # 0. Assume for contradiction 
that H1(N ) = 0. 
Applying Lemma 4.3 to {[aDI: D E 9} c Z”, there exists sa, c 9 such that if W is 
a regular neighborhood of E u H u D,, in X(y) then H1 (w) contains a non-trivial torsion 
element. Set D = u ~2 and let M be a regular neighborhood of E u H u D = 
(E u H u D1) u (D - D1). Since aN is a 2-sphere, M is the boundary connected sum of 
N with 19 - gdll copies of S2 x I. Capping off the boundary components of M with 3-balls, 
we get a closed manifold, &f, with H1 (hi) z H1 (N) = 0. Consequently, Hz(h) = 0. On the 
other hand, W c &t and H1 (I#‘) has non-trivial torsion. But a Mayer-Vietoris calculation 
shows that H1(a w) z H,(w) @ H1 (fi - W), a contradiction. 
Because N may be pushed into one side of 0 in X(y), aN is an essential 2-sphere in X(y). 
Furthermore, K, intersects i?N transversely exactly 2u - 2c times, where u is the number of 
vertices of G, in E. Hence q I 2u - 2c, giving the result stated. 0 
5. THE SPECIAL TYPES 
The purpose of this section is to find certain special a-types and w-types that give rise 
to 2-edges in Gp. The specific statements are given in Propositions 5.1 and 5.2. In Section 
6 we will show that this leads to too many edges of G, incident to vertex 2, obtaining the 
contradiction that establishes Theorem 1.1. 
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Recall from Section 4 that GP contains a Scharlemann cycle cr, of order k, say. Without 
loss of generality we assume that 0 is a 12-Scharlemann cycle. Thus (T will bound a black 
face of Gp. 
Let Q12 denote the union of Q with all the fat vertices of G, (meridian disks of V(y)) 
other than vertices 1 and 2. Let ao, . . . , a& 1 be the edges of G,, connecting vertices 1 and 2, 
that correspond to the edges of GP in 6. Let Zo, . . . , Zk - 1 be the closures of the components 
of Qlz - Uf:J ai. We call Zo, . . . , Zk _ 1 the regions. 
If Z is a region, it will be convenient o use int Z to denote the topological interior of 
Z in Qlz. Thus int Z meets each of the two fat vertices 1 and 2 of G, in an open interval in 
aQ. 
If Z is a region, let Z* denote the union of the regions other than Z. 
Our goal is to prove the following two propositions. 
PROPOSITION 5.1. For each region Z there exist ACtypes fi, /I* such that every face of GP 
which represents b (/I?*, resp.) contains a 2-edge which, as an edge in G,, lies in Z (Z*, resp.). 
PROPOSITION 5.2. Either 
(1) there is a W-type o such that GP does not represent o; or 
(2) there is a region Z and non-trivial W-types, w, o*, such that every face of GP which 
represents o (o*, resp.) contains a 2-edge which, as an edge in G,, lies in Z (Z*, resp.). 
Remark. The lack of symmetry between the black side and white side comes from the 
assumption that ~7 bounds a black face. 
We begin with the following observation. 
LEMMA 5.3. Let vi be the number of vertices of G, in int Zi, 0 5 i < k - 1. Then 
v.<q-2 I ~ O<i<k-1. 2 ’ 
Proof: Let E be a small regular neighborhood of 0 - int Zi in 0. Then the number of 
vertices of G, in E is 4 - Vi. Applying Proposition 4.5 with this E and 9 = (Do}, where D, is 
the face of GP bounded by 0, gives q - vi 2 q/2 + 1. cl 
For 0 I i I k - 1, let gi (resp. “ly-i )be the set of black (white, resp.) q-intervals (&A + 1) 
such that both vertices, 1,A + 1 are in int Zi. Similarly, for 0 < i < j < k - 1, let gij (resp. 
%‘“ij) be the set of black (resp. white) q-intervals (1,1 + 1) such that one of the vertices 
1, ,J + 1 is in int Zi and the other is in int Zj. Thus 98 is the disjoint union 
{(1~2)} ” U gi ” I.) gij 
Osisk- 1 O<i<j<k- 1 
and Y#‘” is the disjoint union 
{(4,1),(2,3)) U U “wi U U Wij, 
Osisk-1 OSi<jsk- 1 
LEMMA 5.4. For each i, 0 I i I k - 1, there is a A%i-type, pi, and a W,-type, oi, such that 
GP does not represent pi or wi. 
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ProoJ If not, then we have a set of faces 9 of GP representing all ~i-types, say, hence all 
q-types. Setting E = Zi (pushed slightly off the fat vertices 1 and 2), Proposition 4.5 now 
gives a contradiction to Lemma 5.3. 0 
In the proofs below we shall use the following notation. For i < j, [i +j] will denote the 
9ij-type (or Wij-type, it will always be clear from the context which is intended) defined as 
follows: 
if (1, A + 1) E gij then 
[i +j]l(l, 1 + 1) = 
i 
+ if 1~ intZi and A+ 1~ intZj 
- if 1 E int Zj and A+ 1 E int Zi. 
Thus [i + j] is defined by orienting each q-interval in Wij “from Zi to ZT. Similarly, [j + i] 
denotes the type - [i + j]. 
Consider an arbitrary region, which we may take to be ZO. Consider ?&types z such that 
rl(L2) = + 9 rlao = BOY tl9oj=[O+j], 1 <j<k- 1 
where /IO is as in Lemma 5.4. Let us say that r is of type ( + ) (see Fig. 10). 
LEMMA 5.5. Let o be a W-type of type ( + ), and let D be a face of GP representing z such 
that aD meets Zo. Then aD contains an edge’ lying in Z. which is incident to vertex 2 of G,. 
Proof: Suppose not. Then aD contains an edge which lies in int Zo, By choice of /IO, aD 
cannot consist of edges in int Z. that meet neither vertex 1 nor 2. Also, no edge of aD can 
have both endpoints on vertex 1 of Go, since all occurrences of (1,2)-corners on aD lie on 
parallel vertices of Gp. Hence aD contains an edge joining some vertex v in int Z. to vertex 1. 
Orient aD so that as one crosses a (1,2)-corner in aD one goes from vertex 1 to vertex 2, and 
as one crosses a Boj-corner one goes from Z. to Zj, 1 I j I k - 1. Starting at v and 
following aD with this orientation, the only way to get back to v is via an edge in Z. incident 
to vertex 2. 0 
Similarly, if we define a g-type of type ( - ) to be as above but with t1(1,2) = - , then 
for any representative D of such a type such that JD meets Zo, aD contains an edge lying in 
Z. which is incident to vertex 1. 
Fig. 10. 
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LEMMA 5.6. Let 9 be a set of faces of GP representing all &?-types. Then every region 
Z contains an edge in a9. 
Proof: Choose $9 so that the number of regions meeting 89 is minimal. Let 
9 = {i 1 a9 n Zi # S}. 
CLAIM 5.7. For all iE9, 89 nZi contains an edge meeting vertex 1 and an edge meeting 
vertex 2. 
Proof Take i = 0 without loss of generality. 
WriteW’=B-_e-Ulgjgk_i Woj+ If z’ is any a”-type, let r be the a-type of type 
( + ) such that rig = f r’, where the sign &- is determined by r’1(1,2). If D represents 
r and aD n ZO = 8 then D represents r’ (D can have no corner in WO u u 1 aj<k _ I goj)e 
Hence there exists a W-type r of type ( + ) such that if D E 9 represents r then aD n Z0 # 8 
(otherwise we have 9’ c 9 representing all #-types, and hence all W-types, such that 89’ 
meets fewer regions than 89). Therefore Bn ZO contains an edge meeting vertex 2, by 
Lemma 5.5. 
A similar argument, applied to B-types of type ( - ), shows that 89 contains an edge in 
ZO meeting vertex 1. 0 
Proof of Lemma 5.6 (continued.) Let Ii, Ji be the intervals at vertices 1 and 2, respective- 
ly, that are the corners of the region Zi. Without loss of generality assume the Zi are 
numbered SO that {Zi)i=e,... , k_ 1 are numbered sequentially around vertex 1 of G,. 
Surgering 0 by means of the l-handle in V(y) which joins vertices 1 and 2 gives a torus on 
which the simple closed curve corresponding to c lies. It follows that Ii = Ji+c for some 
/ such that (e, k) = 1 (subscripts are taken modulo k, where k is the order of a). If some 
element of 9 has a (1,2)-corner at a vertex x of Gp, then x belongs to Ii = Ji+e for some i. 
In particular, 89 n Zi contains an edge meeting vertex 1 iff 89 nZi+, contains an edge 
meeting vertex 2. Now the claim above and the fact that (8, k) = 1 shows that 89 must meet 
every region Zi. 0 
Proof of Proposition 5.1. Let Z = Z,, without loss of generality. 
There exists a W-type b of type ( + ) such that any representative ofp must meet Z,,. For 
otherwise, if $9 is as in the proof of Claim 5.7, we have a set of representatives ofall #-types, 
and hence all %types, none of which meets Z,,, contradicting Lemma 5.6. It follows from 
Lemma 5.5 that any representative of B contains a 2-edge in ZO, as desired. For p*, we take 
the fi corresponding to any region Zr # ZO. cl 
Proof of Proposition 5.2. Recall that w = {(q, 1),(2,3)} u ui $& u uicjwij. The proof 
breaks up into two cases: 
(I) vertices 3 and q are in distinct regions 
(II) vertices 3 and q are in the same region. 
Case I. Without loss of generality number the regions so that 3 E Z1 and q E ZO. 
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CLAIM 5.8. There exist Wi-types, Tip 0 5 i 5 k - 1 such that the types $ are not represented 
by GP where 
(1) Q,, is the {(q,l)} u “llr,-type deJned by 
Sol= +, ?&ff”~ = 70. 
(2) TX is the {(2,3)} u WI-type dejined by 
u2,3) = +, ?1pw1 = 71. 
(3) 3i = Ti, i 2 2. 
Proof: For each i, this claim follows by applying Proposition 4.5 (and Lemma 5.3) to an 
appropriately chosen disk E. For example, assume there is no such ro. Then there is 
a collection, 9, of disk faces of GP that represent all ((4, l)} u wo-types (to represent Twhere 
zl(q, 1) = - , zI W. = zo, represent - r). Let E = nhdaZo u nhda (vertex 1) - nhda (ver- 
tex 2). Note that the edges of a.9 lie in E. But Lemma 5.3 now contradicts Proposition 4.5 
(note that 9 represents all q-types). 
When i 2 2, the argument is the same as for Lemma 5.4, i.e., set ri = C+ 0 
Let o be the w-type defined by 
4(4,1) = + > 4(2,3) = + , 0 I”uri = Zi, OlWOj = [O+j] 
OlwIj = Cj + 11, OlWij = [i + j], i #O,l 
Remark. This choice of o makes Z. a “source” region and Z1 a “sink” region. See Fig. 11. 
CLAIM 5.9. There is no face of GP representing 0. 
Proof: Assume for contradiction that there is a face D of GP representing CD. Orient 80 so 
that as one traverses a (q, l)-corner one goes ffom label q to label 1, as one crosses 
a (2,3)-comer one goes from 2 to 3, etc. 
SUBCLAIM 5.10. ZfaD nZo # 8, then the edges of aD lie in Zo. 
Proof: Assume not. Then there are edges eI, e2 of 8D such that el c Zo, e2 c int Z& 
Starting at e2 and following the orientation of aD we can never get to el (there is no corner 
leading back into Z,). This contradiction verifies the subclaim. 0 
Fig. 11. 
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The choice of r. along with Subclaim 5.10 allows us to conclude that 8D n Z. = 8. 
SUBCLAIM 5.11. ~‘dDn2, # 8 then the edges of 8D lie in Z1. 
Proof. Let e be an edge of 8D with e c Zr. Starting on e and following the orientation of 
aD one can never leave region Zr. 0 
Proof of Claim 5.9 (continued). The choice of z1 along with Subclaim 5.11 says that 
aD n Z1 = 8. Let i be the smallest index such that dD n Zi # 8. Then i 2 2. Let e be an 
edge in aD such that e c Zi. Starting at e and following the orientation of 
aD we see that aD can never leave the region Zi (for it will never return). But this contradicts 
the definition of ti. 0 
Claim 5.9 finishes the proof of Proposition 5.2 in Case I. 
Case II. Vertices 3 and q of G, both lie in the same region. 
We number the regions so that 3, q EZ~. Let Oi be a %‘-i-type such that Oi is not 
represented by GP (Lemma 5.4). Consider all w-types o such that 
ol(q, 1) = - 7 ~1(2,3) = + , OlW”i = Oiy i#O 
OlWij = [j 3 i], O<i<jlk-1. 
Remark. o turns Z. into a “sink” region. See Fig. 12. Note that olwo can be anything. 
CLAIM 5.12. Zf D is a face of GP representing o then the edges of lJD lie in Zo. 
Proof: Let i be the smallest index such that aD n Zi # 8. Then all edges of aD must lie in 
Zi. (Assume some edge e of dD lies in a Zj with j > i. Orient aD so that as one crosses 
a (q, l)-corner one goes from label 1 to label q, as one crosses a (2,3)-corner one goes from 
2 to 3, as one crosses a -Wjk-comer one goes from k to j. Starting at ewe eventually reach Zip 
but then 8D will never go back to e c Z,.) The definition of wi forces i = 0. Cl 
Claim 5.12 then implies that either (1) there is a w-type w which is not represented by 
GP or (2) any ({(q,1),(2,3)}, u wo)-type Q. such that hoJ(q, 1) = - , Go1(2, 3) = + is 
Fig. 12. 
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represented by GP and any face, D, of GP representing such a type will have the property that 
the edges of aD lie in ZO. We assume (2) holds. 
CLAIM 5.13. There is a WO-type z0 such that anyface D of GP representing 61 must have an 
edge in aD lying in 2x, where ?0 is the (((9, l), (2,3)} u %)-type defined by 
.zol(q, 1) = + 9 fm, 3) = + , Z,lWo = TrJ. 
Proof: If not then we have all types represented by a collection 9 of white faces of Gp, 
with the property that all the edges of 89 lie in Z0 (using (2)). Since there is no Scharlemann 
cycle on the white side by Theorem 2.4, c(9) 2 2. Set E = nhdaZO u nhda (vertex 
1) u nhda (vertex 2). Applying Proposition 4.5 to E then contradicts Lemma 5.3. 0 
Define the -W-type o* as follows 
w*l(q, 1) = + , 0*)(2,3) = + ) o*p& = 70 
O*IWi = Wip i # 0, O*JWij= [i-j]. 
See Fig. 13 
CLAIM 5.14. If D is a face of GP representing o* then aD contains a 2-edge which lies in Z,*. 
Proof: By Claim 5.13,aD must contain an edge e c Z,*. Orient aD so that as one crosses 
the %--corners one goes from q to 1, 2 to 3, Zi to Zj where i < j. If there is no 2-edge in 
Z,* coming from aD then starting at e and following the orientation of 8D we see that D must 
represent Oi where e c Zi, i > 0. But this contradicts Lemma 5.4. q 
Claim 5.14 shows that o* satisfies Proposition 5.2, using Z. for Z, once we see that o* 
can be chosen to be non-trivial. 
Assume that w* as constructed above is a trivial “W-type. If “klri s non-empty for some 
i # 0, then in the above we could equally well use - Oi instead of Wi (as - Oi is represented 
by GP iff Wi is represented), thus making w* non-trivial. If #‘“ij is non-empty for some i # 0, 
then by renaming Zi = Zj, Zj = Zi the above construction would make o* non-trivial (it 
would reverse the signs of o*Iwij). The following guarantees that we may apply one of 
these two alterations when necessary. 
Fig. 13. 
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CLAIM 5.15. There is an i # 0 such that either “wi # 8 OY “ll’ij # (!? for some j > i. 
Proof Assume for contradiction that Wi = “ll’ij = 8 for every i # 0. Then every vertex 
of Go in int Z,* is paired with a unique vertex of int Zc, via a corner in W’oj for some j. Since 
int Z,, also includes the vertices 3, q, the number of vertices in int Z,, must be more than 
(q - 2)/2. But this contradicts Lemma 5.3. 0 
This gives the type o* as stated in Proposition 5.2. 
Under assumption (2) following Claim 5.12 we construct the o satisfying Proposition 
5.2. 
CLAIM 5.16. There is a W,,-type A,, such that any face of GP representing x,, must contain in 
its boundary a 2-edge which lies in ZO, where i,, is the (((4, 1), (2,3)} u %$)-type dejined by 
x3l(qJ)= -> &1(2,3) = + , &IWO = 20. 
Proof By assumption (2) following Claim 5.12 above every $&-type, l,,, has the 
property that the (((4, 1), (2,3)) u “w,)-type., &, is represented by GP and, furthermore, any 
face D of GP representing i,, has the property that all edges of aD lie in Z:. Assume that 
Claim 5.16 is _false. Then for every l,, E WO, the (((4, 1)} u %$)-type lo defined by: 
&,[(q, 1) = - , &IWO = ilo will be represented by a face of Gp. But this says that every 
((q, 1)} u W,,)-type is represented by Gp. 
Let E = Z0 u nhd; (vertex 1) and let 9 be a collection of faces of GP representing all 
((4, 1)) ” “w,)-tY pes. Applying Proposition 4.5 to E now contradicts Lemma 5.3. This 
proves the claim. q 
Let w be the W-type defined as follows: 
OI(q,l)= -3 ~[(2,3)= +, OlWi=w, i#O, 4% = &, WlWij = [j -+ i]. 
Remark. This w is as in Claim 5.12; we have only fixed wlWO. 
By Claim 5.12, the edges in the boundary of any face of GP representing o must lie 
entirely in ZO. By construction of &, any such face must then have a 2-edge in its boundary 
lying in Z,,. Thus w is as desired in Proposition 5.2(2) where Z. = Z (o is clearly 
non-trivial). 
This completes the proof of Proposition 5.2. 0 
6. FINAL PROOF 
In this section we prove Theorem 1.1. 
After Proposition 5.2 there are two cases to consider. 
Case I. There is a white type w such that GP does not represent o. 
Case II. There is a region Z = Zi and non-trivial W-types w, w* such that 
(a) every face of GP representing o contains a 2-edge which, as an edge of Go, lies in Z. 
(b) every face of GP representing w* contains a 2-edge which, as an edge in G,, lies in Z*. 
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The argument for Theorem 1.1 splits into these two cases. In each case we will arrive at 
a contradiction. 
Case I. Let Z be any region Zi, 0 5 i 5 k - 1. 
LEMMA 6.1. There are at least p edges of G, that are incident to vertex 2 of GQ and are 
contained in int Z. 
Proof: Let w be a w-type such that GP does not represent w. Let /? be the B-type given 
by Proposition 5.1. Define the q-type r by 
rlB = B, ZlW = w. 
Proposition 3.1 and Theorem 2.4 imply that there are more than p facesf,, . . . , fm of GP 
representing z. (In Proposition 3.1 take the complement of a small disk in the 2-sphere 
6 disjoint from Go.) Each fi must then be a black face of GP and represent he ?&type 8. 
Thus for each i, 1 I i I m, by Proposition 5.1 afi contains an edge ci which as an edge of 
Go is incident to vertex 2 of Go and is contained in either int Z or 8Z. Since no two black 
faces can share an edge, ei # cj when i # j. Furthermore at most one of these ei can lie in aZ, 
as this happens ifffi = 0. Hence there are at least p edges of Go incident to vertex 2 and 
contained in int Z. 0 
Since there are at least two regions, Lemma 6.1 contradicts the fact that the valence of 
vertex 2 of G, is 2p. This proves Theorem 1.1 in Case I. 
Case II. Let Z = Zi, w, w*, /&/I* be given by Propositions 5.1, 5.2(2). Define q-types r, r* 
by 
rla = B, z(W = 0, 
T*pa = p* z*/w = w*. 
Remarks. (1) Since a face represents a type t iff it represents - z, we assume that the 
above w-types satisfy wl(2,3) = w*1(2,3) = + . Similarly we assume that the .%types fl and 
B* satisfy /3I( 1,2) = /?*l(l, 2) = + . If T, T* are stars such that [a = r, [T*] = z*, then the 
label 2 is neither a switch of T nor a switch of T*. 
(2) Any face of GP representing z (z*) will contain a 2-edge which lies in Z (Z*) in G,. 
(3) Since w, w* are non-trivial w-types, z, z* are non-trivial q-types. 
LEMMA 6.2. There are at least p edges in G, incident to vertex 2 and contained in int Z. 
Proof: We would like to argue as in Case I. That is, apply Proposition 3.1 to find more 
than p faces representing r. Each such face would produce the desired edge; however in Case 
II two such faces may produce the same edge. This complicates the argument. 
Let T be a star such that [T] = T. Let C(T) and A(T) be the set of clockwise and 
anticlockwise switches of T, respectively. 
We divide the proof of Lemma 6.2 into two subcases. 
(A) all elements of C(T) have the same parity and all elements of A(T) have the same 
parity. 
(B) either not all elements of C( T) have the same parity or not all elements of A(T) have 
the same parity. 
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Subcase A. Define T(T)*, the dual graph of the graph with dual orientation corres- 
ponding to T, as in [6]. Let t be the number of edges of GP that correspond to a face of 
T(T)* of index - 1. By Theorem 2.5, either there are more than p + t faces of GP 
representing z or there is an x-web, E, in Go such that the vertices of I: are contained in 
either C(T) or A(T). 
CLAIM 6.3. If there are more than p + t faces of GP representing z then there are at least 
p edges of GQ incident to vertex 2 that lie in int Z. 
Proof Assume not. Let f 1, , . . ,fm be the faces of GP representing r. Then each5 contains 
in its boundary an edge ei such that, as an edge of Go, ei is incident to vertex 2 and lies in Z. 
Any given ei can be the same as at most one other ej. In this case since each off;: and& 
corresponds to a sink or source in T(T)*, and since one label of ei is a 2 which is not a switch 
of T (Remark (l)), ei = ej must correspond to a face of I(T)* of index - 1. Furthermore, at 
most one ei can be in (r and not correspond to a face of T(T)* of index - 1. Thus at least 
p of the edges ei are distinct and lie in int Z. cl 
So we assume there is an x-web, X, in Go such that the vertices of X are contained in 
either C(T) or A(T). By possibly changing T to T we can assume the vertices of X are 
contained in C(T). Thus vertex 2 of Go is not in C (2 is not a switch label of T). Let U be the 
component of b - nhd X containing 2 and let D = 6 - U. Let Lo be the vertices of G, - E 
in D. LO cannot be empty for then C would be a great x-web and Theorems 2.3 and 2.4 
would give a contradiction. 
By Lemma 3.3, there is an &-type, ro, such that any face of G,(L,) representing z. must 
contain a face of GP representing [T] = t. By Proposition 3.1 and Theorem 2.4, there are 
more than p disk faces of G,(L,) representing zo. These give rise to more than p faces 
fi, . . . ,fnt representing t. For each i, af;- contains an edge ei such that, as an edge of Go, ei is 
incident to vertex 2 of GQ and is contained in Z. Now no ei is contained in G,(L,) (because 
Lo is separated from 2 by C). Thus all ei are distinct (they lie within distinct faces of G,(L,)) 
and furthermore at most one belongs to the Scharlemann cycle cr. Hence there are at least 
p edges in Go which are all incident to vertex 2 and lie in int Z. This finishes the proof of 
Lemma 6.2 in Subcase A. 
SUBCAM B. In this subcase we go through the argument of Proposition 3.1, analyzing 
the end of that argument o come to the conclusion of Lemma 6.2. 
We define a sequence of stars T1, . . . , T,, (n > 1, sign V( Ti) = + ) such that 
(i) [T, ] = z, [ Ti] is non-trivial, 1 I i I n 
(ii) Ti = diTi-1 where di = d*, 2 5 i 5 n 
(iii) all elements of C(T,,) have the same parity 
(iv) all elements of A(T,) have the same parity 
Do this as on p. 406 of [6]. The argument now breaks into further cases according to 
whether [TJ is represented by more than p faces of G,(L(T,)) or not. 
Part I: Assume that G,(L(T,)) contains at most p faces representing [TJ. 
Then by Theorem 2.5 there is an x-web, C, whose vertices are either in C( T,) or in A( T,,). 
By possibly replacing d, ( = d+) by d- we may assume 
(v) the vertices of C are contained in C(T,). 
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Since 2 is not a clockwise switch of T. (it is not a switch of T,), 2 is not a vertex of X. Let U be 
the component of 6 - nhd(X) that contains 2. Define D = b - U. Let L,, be the vertices of 
G, - X in D. Note that L,, cannot be empty as then 2 is a great x-web and Theorems 2.3 
and 2.4 give a contradiction. 
Following the argument on p. 407 of [6] (or of the proof of Proposition 3.1 when z is 
non-trivial), we let RI, . . . , R, be the sequence of stars obtained by taking the derivatives dip 
2 < i < n, relative to Lo (i.e., R, = T,, Ri = (dJL,Ri- 1). Applying Lemma 3.3, we find an 
&-type, ro, such that any face of GP(LO) representing that type contains within it a face of 
Gp(L(R,)) which represents [RJ. Proposition 3.1 and Theorem 2.4 imply there are more 
than p faces of G,(L,) representing ro. Each of these faces contains a face of G,(L(R,)) 
representing CR,]. Repeated application of Lemmas 2.2.2 and 2.4.1 of [6] show that there 
are more than p faces of GP representing [RI] = t, each of which lies in a different face of 
G,(L,). Letfi,. . . ,fm be these faces of Gp. For each i there is an edge ci c afi such that, as an 
edge of G,, ei is incident to vertex 2 and is contained in Z. 
CLAIM 6.4. Ifei = ej then i = j. Furthermore at most one ei is in the Scharlemann cycle 0. 
Proof: If any of the above is false, then, since each fi is contained in a different face 
of G&5,), some ei must be an edge of G,(L,). But Lo and vertex 2 of G, are separated 
by C. Cl 
Therefore there are at least p distinct edges that, as edges in Go, are incident to vertex 
2 and lie in int Z. 
This proves Lemma 6.2 in Subcase B, Part I. 
Part II: There are more than p faces qf G,(L(T,)) representing [TJ. 
By applying Corollary 2.4.2 of [6] (n - 2 times) we see that there are more than p faces of 
G,(L(T,)) representing [TJ (n 2 2). Corollary 2.4.2 (actually Lemma 2.4.1) of [6] now 
shows that each such face of G,(L(T,)) contains a face of GP(L(T1)) representing [TJ. In 
this way we obtain more than p faces, fi, . . . ,fm, representing [TJ = z, each lying in 
a different face of GP(L(TZ)) = G,(C(T,)). For each i, dfi contains an edge ei which, as an 
edge of Cc, is incident to vertex 2 of G, and is contained in Z. 
CLAIM 6.5. If ei = ej then i = j. Furthermore at most one ei is in the Scharlemann cycle 0. 
Proof Assume some ei is in the boundary of i and & for some j # i. Because f;:,fi 
represent sinks or sources in T(T,)*, either 
(1) both ends of ei are switches of T1, or 
(2) neither end of ei is a switch of T1. 
Because 2 is the label of an endpoint of ei, and because 2 is not a switch of T1, (2) must hold. 
On the other hand becausef;,fj are in different faces of GP(C(T1)), ei must be labelled on one 
end by a clockwise switch of T1. This contradiction proves that if ei = ej than i = j. 
If ei, ej are both in (T, then one, ei say, must come fromf;, # g. Then we have ei adjacent o 
c andfi and applying the argument above we see that u and5 must lie in the same face of 
G,(C(T,)). Butfi lies in a different face of Gp(C(Tl)) thanfi, hence also than 0. Thenfj # c 
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and ej is adjacent o both 0 and fj. The same argument as for ei brings the contradiction that 
CT and fj must lie in the same face of Gp(C(T,)). q 
Proof of Lemma 6.2 (continued). The claim verifies that there must be at least p distinct 
edges ei which, in GQ, are incident to vertex 2 and contained in int 2. This establishes 
Lemma 6.2 in Subcase B, Part II. 
We have now completed the proof of Lemma 6.2. 0 
LEMMA 6.6. There are at least p edges in G, incident to vertex 2 and contained in int Z*. 
ProoJ The proof is identical to the proof of Lemma 6.2 where one uses t* in 
place of z. 0 
Lemma 6.2 and 6.6 contradict the fact that the valence of vertex 2 of G, is 2~. This 
concludes the proof of Theorem 1.1 in Case II. 
The proof of Theorem 1.1 is now complete. 
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