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Abstract
Ship simulators are used for training purposes and therefore have to calculate realistic wave patterns around
the moving ship in real time. We consider a wave model that is based on the variational Boussinesq formulation,
which results in a set of partial diﬀerential equations. Discretization of these equations gives a large system of linear
equations, that has to be solved each time-step. The requirement of real-time simulations necessitates a fast linear
solver. In this paper we study the combination of the Relaxed Incomplete Cholesky preconditioner and subdomain
deﬂation to accelerate the Conjugate Gradient method. We show that the success of this approach depends on the
relaxation parameter. For low values of the relaxation parameter, e.g. the standard IC preconditioner, the deﬂation
method is quite successfull. This is not the case for large values of the relaxation parameter, such as the Modiﬁed IC
preconditioner. We give a theoretical explanation for this diﬀerence by considering the spectrum of the preconditioned
and deﬂated matrices. Computational results for the wave model illustrate the expected convergence behavior of the
Deﬂated Relaxed Incomplete Cholesky CG method. We also present promising results for the combination of the
deﬂation method and the inherently parallel block-RIC preconditioner.
Keywords: Conjugate Gradient method, Relaxed Incomplete Cholesky preconditioner, Subdomain deﬂation,
real-time wave model
1. Introduction
The Maritime Research Institute Netherlands serves the maritime industry with innovative products. One of
the products MARIN supplies is a ship manoeuvring simulator. These real-time navigation simulators are used for
research, consultancy and training purposes.
The current wave model of the ship simulator is based on a predeﬁned wave spectrum and only partially interacts
with objects. A new wave model is under development, which depends on the motions of a ship and the bathymetry,
resulting in realistic wave patterns. To fullﬁll the requirement of real-time calculations, the computational methods
have to be very eﬃcient.
A considerable amount of computation time is used by the linear solver in the wave model. Three linear solvers
were implemented in the model: the Conjugate Gradient method combined with diagonal scaling, the Repeated
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Red-Black preconditioner, and the Modiﬁed Incomplete Cholesky preconditioner [1]. The RRB preconditioner uses
a recursive red-black ordering of nodes and by permitting some extra ﬁll-in in the last block, the spectral condition
number has a smaller order than for the MIC preconditioner [2, 3]. In this paper we study possible enhancements of the
MIC preconditioner. We focus on the combination of the Relaxed Incomplete Cholesky preconditioner and subdomain
deﬂation. The deﬂation method reduces the spectral condition number and can be parallelized eﬃciently [4].
2. Problem formulation
The description of the water waves, to be used in the ship simulator, is based on a variational Boussinesq formu-
lation. This model has been developed by Klopman [5, 6] and is described in detail in [1].
The ﬂuid motion is assumed to be inviscid and incompressible. Starting point of the wave model is therefore
the Euler equations. By integrating these equations over the whole domain, one obtains an expression for the total
pressure inside the ﬂuid in terms of the water level and the velocity potential. Minimizing the pressure functional with
respect to these two variables gives a variational description of the model. The resulting nonlinear model has been
simpliﬁed by writing the velocity potential as a series expansion in terms of vertical shape functions of the ﬂuid ﬂow.
This Boussinesq approach reduces the three spatial dimensions to two. A linearization process has been carried out,
paying carefull attention to the properties of the wave model.
For given bathymetry and ship movements, the wave model calculates the water height. For example, the model
is used to compute the wave height on a part of the Dutch river IJssel, resulting in the realistic wave pattern shown in
Figure 1.
Figure 1: Wave pattern around a ship sailing through the river IJssel.
2.1. Model equations
The Variational Boussinesq model is governed by a set of three coupled equations:
∂ζ
∂t
+ ∇ ·
(
ζ U + h∇ϕ − hD0 ∇ψ
)
= 0, (1)
∂ϕ
∂t
+ U · ∇ϕ + gζ = Ps, (2)
M0 ψ + ∇ ·
(
hD0 ∇ϕ − N0 ∇ψ
)
= 0, (3)
for the three basic variables water level ζ, surface velocity potential ϕ and structured vertical velocity potential ψ,
and ∇ denoting the gradient operator
(
∂x
∂y
)
. The other symbols denote the known parameters gravitation g, water
depth h, average current U, imposed pressure Ps, and the positive parameters D0,M0,N0 that depend on the water
depth. Observe that the ﬁrst two equations (1) and (2) form a hyperbolic set of equations, similar to the shallow-water
equations. The third equation (3) is elliptic and will result in the linear set of equations that has to be solved with a
linear solver.
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2.2. Discretization methods
The model equations contain both spatial and time derivatives. The Finite Volume method is used for the spa-
tial discretization. To this end, the computational domain is partitioned into rectangular control cells. The normal
derivatives on the edges of the cells are calculated using central ﬁnite diﬀerence approximations.
To avoid computationally intensive solutions of linear systems, use is made of an explicit time integration scheme.
The solution of the discretized model equations (1), (2) at a new timestep can therefore be calculated from the previous
timestep with a matrix-vector operation. Discretization of model equation (3) yields a linear system
Ax = b, (4)
with A ∈ Rn×n, and x ∈ Rn denoting the variable ψ at the computational nodes, that are ordered lexicographically.
2.3. Matrix properties
Because the properties of the linear system (4) will determine the choice of the solver, we will list some properties
of A. The ﬁve-point stencil used for the discretization yields a pentadiagonal matrix, i.e., A has nonzero elements on
ﬁve diagonals only. The linear system is the discretized version of model equation (3), which is an elliptic partial
diﬀerential equation. The matrix A is therefore strictly diagonally dominant and is symmetric positive deﬁnite (SPD).
3. Linear solver
At each time step, the wave model uses the solution of the linear system (4). Since the wave model is for use in a
real-time ship simulator, the solution has to be calculated within the timestep of the model. A characteristic value of
the timestep is 0.05 s.
The size of A is given by the number of computational nodes. Due to the requirement of real-time calculation
and the limitations of current technology, typical values are 200 × 200 nodes, so a matrix of size 40 000 × 40 000.
Future developments aim to increase these dimensions. Because of the properties of the Poisson-like equation (4), an
iterative solver is most suitable.
3.1. Preconditioned Conjugate Gradient method
Since A is SPD, the Conjugate Gradient method is a natural choice as iterative solution method [7, 8]. The
convergence of the CG method can be estimated with the well-known upper bound on the residual:
||xn − x||A ≤ 2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
√
λmax
λmin
− 1√
λmax
λmin
+ 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
n
||x0 − x||A, (5)
with λmin and λmax the minimal and maximal eigenvalue of A respectively, and || · ||A denoting the A-norm. This upper
bound shows that the convergence of the CG method depends on the spectral condition number λmax
λmin
.
By applying a preconditioner, the spectrum of the preconditioned matrix can be changed into a more favorable
one, in particular one with a smaller spectral condition number. The symmetrically preconditioned system is given by
P−1AP−T x˜ = b˜, (6)
with x˜ = PTx, b˜ = P−1b, and M = PPT denoting the preconditioner. A suitable preconditioner can improve the
convergence of the CG method considerably. The preconditioner should be chosen such that the system Px = y is
relatively easy to solve.
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3.2. Incomplete Cholesky preconditioner
Incomplete Cholesky preconditioners are among the best known preconditioners [9]. The symmetric matrix A can
be approximated by a decomposition LLT where L is a lower triangular matrix with a prescribed sparsity pattern. The
sparsity pattern is chosen to be the same as of A, so L + LT can also be represented by a ﬁve-point stencil. For this
choice the storage requirements of L and A are the same.
After scaling of the matrix, the outer diagonals of L equal the ones of A. Therefore, only the main diagonal of L
has to be calculated, according to the incomplete Cholesky decomposition. An important diﬀerence between diﬀerent
versions of the incomplete decomposition is the handling of the ﬁll-in elements. A common choice is to discard
the ﬁll-in elements, resulting in the Incomplete Cholesky decomposition [10]. The Modiﬁed Incomplete Cholesky
decomposition on the other hand adds the ﬁll-in elements to the diagonal elements [11]. These two decompositions can
be combined by introducing a relaxation parameter ω, then ω times the ﬁll-in element is added to the diagonal. This
method is called the Relaxed Incomplete Cholesky decomposition [12]. For ω = 0 one obtains the IC decomposition
and for ω = 1 the MIC decomposition.
3.3. Deﬂation
Preconditioners change the spectrum of the linear system to improve the convergence of the CG method. The
RIC preconditioner is SPD by construction and therefore the preconditioned matrix is also SPD. The basic idea of
the deﬂation method is to deﬂate some predeﬁned vectors into the null-space [4, 13]. This is done by deﬁning a
projection matrix Q such that the deﬂated matrix QA has a nontrivial null-space. The CG method is then applied to
the deﬂated matrix, which is singular and symmetric positive semi-deﬁnite. Since the convergence of the CG method
does not depend on the zero eigenvalues, it is likely to be improved by applying deﬂation. The deﬂation method can
be combined with preconditioners.
The vectors deﬁning the projection in the deﬂation method are called deﬂation vectors, and have to be predeﬁned.
The choice of deﬂation vectors strongly inﬂuences the performance of the method. A natural choice is the set of
eigenvectors corresponding to the smallest eigenvalues, thus reducing the eﬀective spectral condition number. How-
ever, calculating eigenvectors is computationally expensive. Another choice is subdomain deﬂation [4], for which
the deﬂation vectors are zero-valued outside a predeﬁned subdomain and valued one inside. The easy structure of
these deﬂation vectors results in a computationally eﬃcient deﬂation method. For this method, the rectangular grid is
partitioned into equally sized rectangular subdomains.
The null-space of the deﬂated matrix equals the span of the deﬂation vectors. This deﬂation subspace is in the
case of eigenvector deﬂation given by the span of the smallest eigenvectors. For subdomain deﬂation, the null-space
is given by vectors that are piecewise-constant on the subdomains. Since both deﬂation subspaces correspond to
slowly varying components of the solution, both methods will result in similar convergence properties. Because of
the real-time requirement of the linear solver, the computationally eﬃcient subdomain deﬂation method is used.
4. Deﬂated Relaxed Incomplete Cholesky CG method
The literature about the deﬂation method concentrates on the combination of deﬂation and the standard IC pre-
conditioner [14, 15, 16]. Here, we will study the deﬂation method combined with the RIC preconditioner. As will be
shown, subdomain deﬂation complements the IC preconditioner, but not the MIC preconditioner. Because the conver-
gence of the CG method mainly depends on the spectrum of the matrix, the spectrum of diﬀerent preconditioned and
deﬂated matrices will be presented in this section.
4.1. Spectrum of the RIC preconditioned matrix
From the Finite Volume discretization of Equation (3) and the Gershgorin circle theorem, it follows that the
original matrix A has a minimal eigenvalue λmin = O(h2) and a maximal eigenvalue λmax = O(1), with h denoting the
characteristic mesh size. Considering the discrete Poisson equation, which is similar to the discrete model equation (4),
the order of the extreme eigenvalues can be calculated for the IC and MIC preconditioned matrices [17]. For the
IC preconditioner, we still have λmin = O(h2) and λmax = O(1). Although the orders of magnitude are the same, in
practice the spectral condition number reduces signiﬁcantly due to the maximal eigenvalue being close to one. The
MIC preconditioner results in λmin = O(1) and λmax = O(h−1), thus a smaller order of the spectral condition number.
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Hence the spectra of IC and MIC preconditioned matrices diﬀer in both the order of the condition number and the
structure of the spectrum. Figure 2 shows the spectra of the preconditioned matrices for a typical test problem [1]. To
calculate the spectrum explicitly, the size of this test problem is taken smaller than for usual applications.
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Figure 2: The spectrum of the original matrix and the preconditioned matrices.
4.2. Spectrum of the deﬂated matrix
For the construction of the subdomain deﬂation vectors, the computational domain is partitioned into m subdo-
mains. Because these deﬂation vectors are projected into the null-space, the spectrum of the deﬂated matrix has m zero
eigenvalues. Although the spectrum of the subdomain deﬂated matrix is not exactly known in advance, one can expect
(see Section 3.3) that the main diﬀerences between the nonzero parts of the spectra are in the smallest eigenvalues.
The smallest nonzero eigenvalue will be larger when deﬂation is applied, and the eﬀective spectral condition number
will thus be smaller. Figure 3 shows the spectrum of a deﬂated matrix for the same test problem as in Figure 2.
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Figure 3: The spectrum of the original matrix and the subdomain deﬂated matrix.
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4.3. Spectrum of the deﬂated RIC preconditioned matrix
Subdomain deﬂation is used in combination with the RIC preconditioner. The extreme choices of the relaxation
parameter of the RIC preconditioner result in the IC and MIC preconditioner. We will consider these two precondi-
tioners ﬁrst.
The IC preconditioner maps the largest eigenvalues approximately to one while the smallest remain O(h2). Sub-
domain deﬂation maps the smallest eigenvalues to zero. Therefore, these two methods are complementary. This can
be seen in Figure 4(a), presenting the nonzero part of the spectra, for the same test problem as before.
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Figure 4: The nonzero part of the spectrum of the preconditioned matrices and the deﬂated preconditioned matrices.
The MIC preconditioner results in a spectrum with the smallest eigenvalues approximately one. These eigenvalues
will be mapped to zero by subdomain deﬂation. Because the number of deﬂation vectors is relatively small, the
smallest nonzero deﬂated eigenvalues remain close to one. The MIC preconditioner and subdomain deﬂation thus
do not complement each other. The spectra presented in Figure 4(b) show this observation, because the nonzero
eigenvalues of the preconditioned and deﬂated matrices are approximately equal-valued.
These observations suggest the use of the DICCG method. However, in the undeﬂated case, the MIC precon-
ditioner gives a spectral condition number that is signiﬁcantly smaller than the IC preconditioner: O(h−1) compared
toO(h−2). To use the advantage of the MIC preconditioner in the undeﬂated method and the advantage of the combina-
tion of subdomain deﬂation and the IC preconditioner, the deﬂation method is combined with the RIC preconditioner.
A good choice of the relaxation parameter may lead to a deﬂated spectrum that is favorable than for both the IC
and MIC preconditioner. The computational results in next section show that this is actually the case for some test
problems.
5. Computational results
In previous sections, some properties of the Deﬂated Relaxed Incomplete Cholesky CG method have been given.
In the undeﬂated version, the MIC preconditioner has a lower order of the condition number than the standard IC
preconditioner. However, subdomain deﬂation complements the IC preconditioner, whereas it does not complement
the MIC preconditioner.
In this section we will look at some computational results. Several experiments have been done with varying
values of the relaxation parameter ω and the number of subdomains, which is the same as the number of deﬂation
vectors. Characteristic values are taken for the parameters of the model equations [1]. Since we aim at real-time
calculations on the present hardware conﬁguration, the test problem uses a grid of 400 × 400 nodes, resulting in a set
of 160 000 equations.
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The algorithm has been implemented in the programming language C++ and compiled with the GNU C++ 4.2.4
compiler. The experiments have been performed on a computer with an Intel Core 2 Duo E6850 processor that
has a clock rate of 3 GHz, and 4 GB internal memory.
5.1. The deﬂated RICCG method
Remember we have a spectral condition number of O(h−1) and O(h−2) for the MIC and IC preconditioner, respec-
tively. This suggests a better convergence of the MICCG method, so a smaller number of CG iterations. The results
given in the top row of Table 1 show this behavior.
The results in Table 1 also show that the number of deﬂated CG iterations reduces when using more subdomains.
For the deﬂated MICCG method it is only a small reduction while for the deﬂated ICCG method the number of
CG iterations reduces sharply. This corresponds to the theory as given in Section 4.
# subdomains ω = 0 (IC) ω = 0.5 ω = 1 (MIC)
no deﬂation 33 28 17
10 × 10 31 27 17
40 × 40 18 16 17
160 × 160 9 9 14
Table 1: Number of iterations of the deﬂated RICCG method.
The computational results of the test problem show clearly the diﬀerence between the IC and MIC preconditioner.
Taking the relaxation parameter in between 0 and 1, one may expect that the number of CG iterations will also be
in between the extreme choices. However, using intermediate values of ω combine the diﬀerent advantages of the
extreme methods and may therefore have a better convergence then both. Table 1 shows that for the case of 40 × 40
subdomains, so 1600 deﬂation vectors, the DRICCG method with ω = 0.5 uses less CG iterations than both the
DICCG and DMICCG method.
The number of CG iterations is a good measure for the performance of the method. However, the eﬀort for one
CG iteration depends on the preconditioners used. Therefore, the performance of the DRICCGmethod is also assessed
on basis of the CPU time used. The CPU time listed in Table 2 is an average value of several time-steps of the wave
model, for the same test problem as in Table 1.
# subdomains ω = 0 (IC) ω = 0.5 ω = 1 (MIC)
no deﬂation 0.98 0.85 0.53
10 × 10 1.24 1.05 0.70
40 × 40 0.74 0.66 0.70
160 × 160 1.00 0.97 1.50
Table 2: The CPU time in seconds used by the deﬂated RICCG method.
The deﬂation method deﬁnes a relatively small system which has to be solved every CG iteration. It has the size of
the number of deﬂation vectors. Using more deﬂation vectors will thus result in a more expensive deﬂation method.
This can be seen in the results of the MIC preconditioner for which the number of CG iterations is almost constant,
but with an increase in CPU time. In the case of the IC preconditioner, the number of CG iterations decreases for
larger numbers of deﬂation vectors. The total CPU time for the smaller number of more expensive CG iterations can
be seen in Table 2. In the case of 40 × 40 subdomains the CPU time drops below the undeﬂated method.
The optimal choice of the relaxation paramater is most of the time an intermediate one. Predicting the optimal
combination of relaxation parameter and number of deﬂation vectors is an open question.
5.2. The block-RICCG method
For future development we also compose a block version of the RIC preconditioner. The block-RIC preconditioner
is constructed by applying the RIC preconditioner per subdomain [12]. To this end, the computational domain is
partitioned into rectangular subdomains.
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Since the block-RICCGmethod discards coupling between subdomains, it is less eﬀective than the RICCGmethod,
but is inherently parallel. Therefore, we expect an increasing number of CG iterations for increasing numbers of
blocks. In Tables 3 and 4 computational results are presented for the block-RICCG method on the same test problem
as before. The actual parallelization is not done, i.e., the method is performed on one processor.
# blocks ω = 0 ω = 0.5 ω = 1
RIC 33 28 17
10 × 10 42 37 46
40 × 40 47 44 47
160 × 160 69 69 69
Table 3: Number of iterations of the block-RICCG method.
# blocks ω = 0 ω = 0.5 ω = 1
RIC 0.98 0.85 0.53
10 × 10 1.09 0.97 1.20
40 × 40 1.24 1.16 1.23
160 × 160 1.91 1.94 1.93
Table 4: The CPU time in seconds used by the block-RICCG method.
As expected, when increasing the number of blocks, the block-RICCG requires more iterations to converge. This
results in a larger computation time.
5.3. The deﬂated block-RICCG method
As is done with the RIC preconditioner, the block-RIC preconditioner can be combined with the deﬂation method.
The subdomain deﬂation method can be parallelized eﬃciently [4, 18]. The same subdomains are used for the block-
RIC preconditioner and the deﬂation method, this is not a necessary requirement, however. Computational results of
the deﬂated block-RICCG method are presented in Tables 5 and 6.
# subdomains ω = 0 ω = 0.5 ω = 1
RIC 33 28 17
10 × 10 40 35 46
40 × 40 27 25 29
160 × 160 14 14 14
Table 5: Number of iterations of the deﬂated block-RICCG method.
Comparing the results with the undeﬂated method of Tables 3 and 4 shows that for large numbers of blocks, the
deﬂation method reduces the number of CG iterations considerably, resulting in smaller computation times.
# subdomains ω = 0 ω = 0.5 ω = 1
RIC 0.98 0.85 0.53
10 × 10 1.57 1.22 1.83
40 × 40 1.07 0.91 1.15
160 × 160 1.50 1.43 1.52
Table 6: The CPU time in seconds used by the deﬂated block-RICCG method.
In Tables 1 and 2 computational results of the deﬂated CG method with a full RIC preconditioner are shown. The
computation times of the deﬂated block-RIC preconditioner are slightly larger, as can be seen in Table 6. The inherent
parallelism of the block-RIC preconditioner makes these results quite promising for actual parallel computations.
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6. Conclusions
For use in a ship simulator, a wave model has been developed. At every time step a linear system has to be solved
in real time. Because of the properties of the linear system, the CG method with the Relaxed Incomplete Cholesky
preconditioner is used.
To improve the performance of the RICCG method, we have combined it with the deﬂation method. The compu-
tational eﬃcient choice of subdomain deﬂation is used. The spectrum of the preconditioned matrices has a diﬀerent
structure for diﬀerent values of the relaxation parameter. This diﬀerence is of great importance for the convergence
of the RICCG method. It also explains the inﬂuence of the deﬂation method on the RICCG method, i.e., subdomain
deﬂation complements the IC preconditioner, but not the MIC preconditioner.
Computational results of the Deﬂated RICCG method show the expected convergence behavior. That is, for small
numbers of deﬂation vectors the number of CG iterations is minimal for large relaxation parameters while for large
numbers of deﬂation vectors it is minimal for small relaxation parameters. In general, it is an open question how to
make an optimal a priori choice for the relaxation parameter and number of deﬂation vectors.
Using a block version of the RIC preconditioner makes the linear solver more suitable for parallelization. Subdo-
main deﬂation can naturally be combined with the block-RIC preconditioner. We have shown that deﬂation improves
the convergence of the block-RICCG method considerably, and reduces the required computation time. The deﬂated
block-RICCG method is thus a promising method for use in the wave model, especially on a parallel environment.
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