Introduction
Accurate approximation of partial differential equations (PDEs) and integrals on a surface often requires the construction of node sets featuring spatially varying densities in order to capture rapidly changing features (in the integrand or in the surface curvature). Applications where both spherical and non-spherical surfaces arise include geophysics [1] and mathematical biology (e.g. to model bio-molecules [2] or processes on cell membranes). For radial basis function (RBF)-based solution methods in these areas, see, for example, [3] [4] [5] [6] [7] [8] . This paper considers an RBF-based method for numerical quadrature over smooth, closed surfaces. This method is well suited for obtaining integrated quantities, such 
A description of the method
We wish to approximate the surface integral of the scalar function f (x), x ∈ R 3 , over a smooth, closed surface S ⊂ R 3 via
where the node set S N = {x i } N i=1 ⊂ S is a set of (scattered) data sites located on the surface. Let the surface S be given in one of several forms: (i) as a level surface h(x) = 0, (ii) as an explicit parametrization x(u, v) for parameters u and v, or (iii) only requiring the surface to be smooth, and include the node set S N . In each case, the method introduced in this paper requires that the set S N and its corresponding triangulation T = {t k } K k=1 are given (or have been calculated, for example, with a Delaunay triangulation routine). The set T itself approximates the surface very crudely, but can be related to a set T = {τ k } K k=1 of curved triangles on the surface such that T fully covers the surface and no two elements of T intersect except at, possibly, their edges. The surface integral is then the sum over the curved triangles
This method can be summarized in five steps similar to those presented in [12] :
(i) For each of the curved triangles in T , find a projection point.
(ii) From the projection point, project a neighbourhood of the three vertices of the curved triangle (points in S N ) on S into the plane containing the corresponding flat triangle in T. This neighbourhood will include n − 3 neighbouring nodes. (iii) Find quadrature weights over the local projected node set for numerical evaluation of the definite integral over the projected central flat planar triangle. (iv) Convert quadrature weights in each plane to corresponding weights for the surface. (v) Combine the weights for the individual curved triangles to obtain the full weight set for the surface.
(a)
Step 1: Find a projection point
In the method presented in [12] , for each spherical triangle in T a neighbourhood of the three vertices of the triangle on the surface of the sphere is projected radially from the sphere centre onto the plane tangent to the surface of the sphere at the midpoint of the spherical triangle. This projection is known as the gnomonic projection and it is a well-known map projection technique, used already by the Greek Thales of Miletus in the seventh and sixth centuries BC [28] . It projects any geodesic (great-circle arc) as a straight line into a plane tangent to the sphere. In the case of the sphere, each neighbourhood can be projected from a common projection point-the centre of the sphere. For an arbitrary smooth, closed surface we can no longer use a common projection point for all of the curved triangles. Section 2b presents a formula for the projection that indicates the possibility of a singularity or numerical cancellation if the projection point falls in or near the same plane as the corresponding flat triangle being projected. Further, projection points for adjacent curved triangles must be selected so that the portion of the surface projected onto a flat triangle is accounted for in the integral over (i) only the flat triangle corresponding to the current curved triangle (i.e. t k when considering τ k ) and (ii) at least one flat triangle in (2.1). For these reasons, a different approach is taken.
(i) Defining the 'cutting' plane
Locating the projection point for each curved triangle in T begins by defining a unique 'cutting' plane for each edge in the triangulation T so that both of the two triangles containing a given edge 
E k n
will define the same plane. Throughout the remainder of this paper, the subscript k will be used to indicate that the steps are carried out for each triangle separately. When further subscripting is necessary-for instance, to indicate entries of a vector, matrix or a set-the necessary indexing will follow after a comma.
Consider the flat triangle t k = t A k B k C k in figure 1 . The cutting plane along the edge A k B k is defined to contain the edge and to be parallel to the average of the normals n A k B k C k and n A k B k E k of t A k B k C k and t A k B k E k , respectively, pointing in the same general direction (that is, the angle between them is less than π/2). This average vector is given by
The vectors n B k C k and n C k A k can be defined similarly as in figure 1.
(ii) Locating a projection point
Once the cutting planes have been defined, for each flat triangle in T the point, x O k , of intersection of the three cutting planes is found. The three cutting planes for each of the flat triangles will, in general, intersect at a single point in three-dimensional space (with a special case of a point at infinity when n A k B k , n B k C k and n C k A k are all three parallel and the projection into the plane becomes the orthogonal projection). This point can be written as, for example, Once the point x O k is available, points x in a neighbourhood of the flat triangle t A k B k C k (and on the surface S) must be projected into the plane containing t A k B k C k for the interpolation procedure described in §2c. The projection occurs by determining the intersection of this plane and the line through x O k and in the direction of (x − x O k ). Denote the region of S that projects onto t A k B k C k (including its boundary) to be τ A k B k C k = τ k . The projection neighbourhood containing 12 neighbouring vertices is illustrated in figure 2a .
To reduce the dimension of the interpolation problem, a two-dimensional coordinate system in the plane containing t A k B k C k is defined by first translating the original coordinate system so that x O k is at the origin. This translated coordinate system is then rotated so that n ABC aligns with the vertical axis. This rotation can be realized by multiplication by the matrix (as long as
where n x k , n y k and n z k are the three components of
be the set containing the n nearest points in S N to the flat triangle t A k B k C k . After projecting, shifting and rotating the point in N n k , their representations in the two-dimensional coordinate system may be centred at a point far from the origin in the twodimensional space. This can create numerical issues when inverting the RBF interpolation matrix because of the size of the polynomial terms. To remedy this situation, one final translation is performed and the coordinates are defined as
to place the projection of the average of the triangle vertices, 
3)
It can be evaluated approximately by integrating the RBF interpolant of g(χ k ) with basis functions φ( χ k − χ k,j ) centred at the projections of the n points in N n k , which are all in a neighbourhood of t A k B k C k . RBF interpolation has been used successfully in the approximation of differential operators over subsets of scattered data through the concept of RBF-FD [3, 6, 29, 30] .
Following common RBF/RBF-FD procedures, let
, with M = (m + 1)(m + 2)/2 the set of all of the bivariate polynomial terms up to degree m. The interpolant is constructed as
By integrating the interpolant the approximation of the integral of g is reduced to
A simple derivation can be carried out to show that the weights can be found by solving the linear systemÃ k W k =Ĩ k with
. . .
. When a node set comes from an application such as solving a system of PDEs, the likelihood of singularities occurring is for all practical purposes negligible (cf. [31] , theorem 8.21, for precise non-singularity conditions). To guarantee non-singularity, a node set of high quality does not seem to be needed. However, some care would need to be taken if the nodes form patterns of extreme regularity, such as for satellite-obtained data that might be very densely sampled along just a few near-straight paths.
The integrals
. . , M, can be evaluated exactly via, for instance, Green's theorem or through the conversion of the integral to barycentric coordinates. Exact
. . , n, are described in great detail in [12] , where the integration over an arbitrary planar triangle is replaced by a combination of integrals over six right triangles (all available analytically). The results presented at the end of this article use the basis function φ(r) = r 7 , with r = χ k − χ k,j 2 , where the integral over a right triangle, t, with χ k,j a vertex located at one of the acute angles has closed form
3456 .
In the preceding expression, α is the distance (the base) between χ k,j and the vertex at the right angle and β is the length (the height) of the opposite side. Such expressions have also been found for many of the most popular choices of RBFs (e.g. φ(r) = r 2k+1 or φ(r) = r 2k ln r, k = 1, 2, 3, . . ., or for Gaussian, multi-quadric, or inverse multi-quadric basis functions). For a theoretical discussion on the impact of the choice of φ on the convergence of the interpolant (which will have an effect on the performance of this method for computing quadrature weights) see, for example, [32] or [31] . Default choices of the number of nearest neighbours and maximum polynomial order are n = 80 and m = 7, respectively. These choices were made to balance computation time with accuracy and for comparison with the method in [12] , which uses the same parameters. An illustration of this balance appears in §4.
(d)
Step 4: Convert quadrature weights in the plane to weights for the surface integral
The projections developed in the previous sections amount to changes of variables in the integrals in (2.1) that relate the surface integral to an integral over an area in a plane. Denote the surface normal to S to be n S . This could be given by
depending on whether S is described implicitly as a level surface or explicitly through a parametrization, respectively. For simplicity let n P k be the unit length vector in the direction of n A k B k C k . Then the surface integral over an individual curved 'surface' triangle τ k is
To understand the last two terms in (2.4) consider a local parametrization, x(η, ξ ), of the points on S in a neighbourhood of t A k B k C k , and consider the points x(η, ξ ), x(η + η, ξ ) and x(η, ξ + ξ ). Then
is the area of a parallelogram in three dimensions with these points as three of the vertices. Taking the limit of this area as η and ξ approach zero, the infinitesimal surface area element on S is given by
Further, consider the two-dimensional coordinates after projection given by (2.2) of each of the vertices of the parallelogram. The infinitesimal area element in two dimensions with these points as vertices is similarly where the last line follows from (2.2). Noting that dS = (dS/dA) dA and (∂/∂η) x(η, ξ ) × (∂/∂ξ ) x(η, ξ ) is a vector pointing in the same direction (or opposite) as n S , the last two terms in (2.4) follow. In (2.4), the value of n S can be evaluated in closed form if such expressions describing the surface are available; however, at the start it was assumed that the surface may be given only as the set of points S N on the surface and the triangulation T. In the case where the closed form is not available the surface normal must be approximated (known from solving PDEs on surfaces to be a particularly large source of errors). Notice that after the projection, shifts and rotation in §2b a local 'explicit' parametrization of each point x on the surface is available. That is, each point is parametrized by x k (χ k ), where χ k is a point in the two-dimensional coordinate system after projection.
For each of the points in N n k , the parametrization is known exactly via x k,j = x k (χ k,j ). Knowledge of the parametrization at these points allows each component to be approximated through interpolation via
where s x k := R 2 → R 3 . Here the vectors c RBF
. These vectors of coefficients are determined by solvinĝ
where A k and P k are as defined in §2c and 0 M is an M × 3 zero matrix. Since A k is symmetric,Â k in this section equalsÃ k from §2c, allowing the vector W k and the columns of C x k to be found efficiently with, for instance, the QR decomposition ofÃ k in hand. Once the approximation for the explicit parametrization is found an approximation to the normal vector can be computed via the vector cross product between the first partial derivatives of s x k (χ k ) (with respect to the entries of χ k ). Applying step 3 to the double integral (2.4) over a flat triangle t k ∈ T gives, for instance,
(2.5) (e)
Step 5: Combine the weights over the entire surface
Summing over all of the curved triangles in T leads to the approximation of the surface integral over S 
. . , N, be the set of all pairs (k, j) such that χ k,j → x i . Then the surface integral over S can be rewritten as
(2.7)
Computational cost
Just as with the method developed by Reeger & Fornberg [12] , the method introduced in this article requires O(N) time and O(N) memory to construct a set of quadrature weights, even on node sets numbering in the millions. This is illustrated in figure 3 . Neglecting the construction of the triangulation of the surface of the sphere discussed in [12] , the computation time for that method is provided for comparison with the method introduced in this paper. A slight increase in computation time then comes from the determination of the projection point x O k in the case where the exact normal to the surface is known. When the surface normals must be approximated, the cost is greater (but still scales like O(N)) because of the additional systems of linear equations that must be solved. For all choices of N, memory use is the same for each of the methods considered.
Since the method considers each curved triangle individually (as in [12] ), the method is again embarrassingly parallel. Further, if a GPU is available, the Matlab function pagefun allows all of the linear systems to be solved at near peak GPU speeds.
The ability to parallelize this algorithm warrants that the cost in computation time be further broken down when considering each curved triangle, in turn. The greatest cost when considering each curved triangle is the solution of a linear system or linear systems of size O((n + m 2 ) 3 ). In the Matlab implementation, when considering an individual triangle and the surface normal available, only one linear system is solved using the backslash ('\') command. When the normal to the surface must be approximated, the increase in computation time is more significant, because there are three more linear systems of equations that must be solved for each curved triangle. In this case, the Matlab implementation uses the built-in qr function (at a cost of O((n + m 2 ) 3 ) operations) to construct the decomposition, and then solves each upper triangular linear system using Matlab's linsolve command (O((n + m 2 ) 2 ) operations). The other operations performed in the calculation of the quadrature weights for an individual triangle affect the overall cost much less significantly. For instance, evaluation of the integrals of the RBFs and of the polynomial terms in closed form requires much less time than solving the systems of linear equations at approximately O(n) and O(m 3.5 ), respectively.
The cost of locating the n nearest neighbours to each triangle should also be mentioned, since it could have a more significant effect on the overall computation time when the triangles are not considered in parallel. The method discussed in [33] requires O(Nn log N) operations in the nearest neighbour search using the kd-tree algorithm; however, all computational tests for parallel scalability have not shown this cost to impact the effectiveness of the parallelization.
Test integrands and results
The present method is demonstrated on a two-parameter family of surfaces and on three test integrands featuring varying degrees of regularity. The current default settings for the method are n = 80 (number of nearest neighbours) and m = 7 (maximum order of bivariate polynomial terms in interpolation). Figure 4 illustrates the effects of different choices of m and n on accuracy and computational cost and suggests that the default parameter choices balance these competing attributes. When using the approximate normal the computational cost is roughly double that of when using the exact normal. Further, an order of magnitude is lost in accuracy when approximating the surface normal, although the convergence rate is unaffected.
Consider the level surfaces defined by
which can also be parametrized explicitly via
with θ ∈ [0, 2π ), φ ∈ [0, π ] and ρ(φ) = (b 4 − a 4 ) + a 4 cos 2 (2φ) + a 2 cos(2φ), respectively. This family is a set of surfaces of revolution generated by rotating the Cassini oval in the (x, y)-plane about the x-axis. In either case, the surface depends on the two parameters a and b, and the demonstrations here will consider a = λb for 0 < λ < 1 (specifically, λ = 0, 0.8, 0.95). Notice that in the case of a = 0 (λ = 0) the surface reduces to a sphere of radius b. In the case of a = b (λ = 1), the surface self-intersects, and the slice in the (x, y)-plane forms the Bernoulli lemniscate. Finally, if a > b (λ > 1) is considered, two separate surfaces are generated. The parameter b in this work is chosen so that the surface area is equal to 1. Since the area of this surface of revolution is not known explicitly, b is chosen by finding the root of
with a = λb using Matlab's fsolve command paired with its quad2d function to an absolute and relative tolerance of O(10 −15 ). Figure 5 illustrates the three test surfaces. Node sets in all cases were generated using a modified version of 'distmeshsurface', a Matlab code made available in [34] and . Absolute error in the surface integral of f 1 . For each N, the error presented here is the maximum over 1000 random rotations of the node set about the x-axis. The label 'from [12] ' indicates that the weights used were generated using the method from [12] . This curve was included for comparison. The errors presented in (a) are for the case where the exact normal is available and (b) considers when the normal is approximated. (Online version in colour.) (and 0 < a ≤ b), then the volume contained by the surface (recalling the divergence theorem) is Figure 6 illustrates the error when computing the I S ( f 1 ) for various λ. In the case of λ = 0 two curves are included. The first is the error when using the weights from the method presented in this paper. The second, labelled 'from [12] ', uses the weights as computed in that paper. It is clear that, when considering an integrand that is C ∞ (S) (with no sharp gradients), convergence rates of O(N −3.5 ) or better can be achieved when the nodes in S N are nearly uniformly spaced on S. This is true in both of the cases where the exact normal of the surface is known for use in (2.4) and where the normal needs to be approximated. The only difference between the methods that produced the errors in the left and right frames is that an approximate surface normal, n S , was used in (2.7) for the construction of the weight sets in the right frame. This approximate surface normal is the result of RBF-based approximations to the partial derivatives of the local parametrization of the surface that is a consequence of the projection presented in §2b. As with other methods of approximating the derivative, the one presented here falls victim to machine rounding errors. That is, the large increases in error as N moves beyond roughly 10 4.5 are the result of working in double precision floating point arithmetic. Computational experiments in extended precision (34-digit quadruple precision) using the Advanpix multiprecision computing toolbox [36] available for Matlab resolve these large increases in error at the expense of significantly greater computation time.
Second, consider f 2 (x, y, z) = (2/π ) tan −1 (100z), such that I S ( f 2 ) = 0. This test integrand is represented in figure 5 by 10 level curves (contours) evenly spaced between −1 and 1. While f 2 ∈ C ∞ (S), the integrand features a sharp gradient where S intersects the plane z = 0. Figure 7 displays the absolute error in I S ( f 2 ). Note that, while f 2 ∈ C ∞ (S), in the presence of the steep gradient the convergence rate is slightly degraded. For N-values beyond the present range, the rate would be expected to again become O(N −3.5 ). For each N, the error presented here is the maximum over 1000 random rotations of the node set about the x-axis. The label 'from [12] ' indicates that the weights used were generated using the method from [12] . This curve was included for comparison. For each N, the error presented here is the maximum over 1000 random rotations of the node set about the x-axis. The label 'from [12] ' indicates that the weights used were generated using the method from [12] . This curve was included for comparison. The errors presented in (a) are for the case where the exact normal is available and (b) considers when the normal is approximated. (Online version in colour.)
Finally, consider f 3 (x, y, z) = sign(z), where sign represents the signum function. Therefore, f 3 is discontinuous where z = 0 intersects S. Figure 8 displays the absolute error in I S ( f 3 ). In this case, the integrand is not even continuous, and, as expected, the convergence rate is degraded to less than O(N −1 ). 
Conclusion
The method presented in this paper allows the computation of quadrature weights for evaluating the surface integral of a scalar function over smooth, closed surfaces. These quadrature weights can be computed in O(N) time and O(N) memory. When applied to C ∞ (S) integrands without sharp gradients, the convergence rate will be roughly O(N −3.5 ). Sharp gradients in the integrand only degrade the convergence marginally. Future work will include tests with still higher Nvalues, and also consider generalizations to surfaces with boundaries, thereby also allowing improved accuracy in cases of piecewise smooth surfaces and integrands.
Data accessibility. All presented data can be reproduced with the publicly available codes at Matlab Central's File Exchange [24] or on Github for Python or Julia implementations (see [25] or [26] ).
