We consider the random variable Z n,α = Y 1 + 2 α Y 2 + . . . + n α Y n , with α ∈ R and Y 1 , Y 2 , . . . independent and exponentially distributed random variables with mean one. The distribution function of Z n,α is in terms of a series with alternating signs, causing great numerical difficulties. Using an extended version of the saddle point method, we derive a uniform asymptotic expansion for P(Z n,α < x) that remains valid inside (α ≥ −1/2) and outside (α < −1/2) the domain of attraction of the central limit theorem. We discuss several special cases, including α = 1, for which we sharpen some of the results in [7] .
Introduction
We consider the random variable
where α ∈ R and Y 1 , Y 2 , . . . are independent and exponentially distributed random variables with mean one. It is fairly straightforward to derive an explicit expression for the distribution function P(Z n,α < x) in terms of an alternating series, see (4) , but this series gives rise to severe numerical problems. In this paper we derive an expansion for the distribution function that will provide arbitrarily sharp approximations, uniformly for all x ≥ 0. We derive the expansion by applying an extended version of the saddle point method. In order to do so, we first write P(Z n,α < x) as a contour integral that arises from applying the inversion formula to the Laplace transform of Z n,α . We then transform the integral and apply the saddle point method, in a way that is reminiscent of the saddle point approximation developed by Lugannani and Rice [8] for the sum of i.i.d. random variables.
Apart from the case α = 0, the sum in (1) consists of random variables having different distributions. Our primary motivation for undertaking this studies is to demonstrate how the saddle
• Our expansion remains valid for α < −1/2. For α = −1 the random variable Z n,α describes the maximum of n i.i.d. exponentially distributed random variables. This is a classic example from extreme value theory, for which, as n → ∞, Z n,α follows the Gumbel distribution. For α = −2, Z n,α follows the Kolmogorov distribution, another classical distribution that plays for instance a role in the study of Brownian excursions in relation to the Riemann zeta function [1] .
In Section 2 we derive an integral representation for P(Z n,α < x) in terms of a contour integral in the complex plane. In Section 3, we use this integral representation to derive the asymptotic expansion for P(Z n,α < x), which holds uniformly for x ≥ 0. In Section 4 we evaluate the coefficients in the expansion, in Section 5 we discuss several special cases, and in Section 6 we present some numerical results.
Integral representation
The Laplace transform ν n,α (s) = E(e −sZn,α ) of Z n,α can be represented as
Let F n,α (x) = P(Z n,α > x). It is readily seen from (2) that
For the case α = 1, we can write the distribution function as
The limiting values at x = 0 and x = ∞ are given by
The value F n,1 (∞) follows easily from (5) and F n,1 (0) follows from a relation with the Stirling numbers of the second kind, viz.
( [11, p. 21] ), which has the property S (n) n = 1. Evaluating the sum in (5) may cause severe cancelation of leading digits. For example, the sum for n = 100 and x = 5000 is 1
but the terms in the sum (divided by n!) range in magnitude from 10 −2327 (for j = 1) to 10 27 (for j = 86), and the alternating signs should provide the proper answer. That is why we now derive an asymptotic expansion, of which only the first few terms will already give sharp approximations for F n,α (x). To obtain the expansion, we first derive an integral representation for F n,α (x) in terms of a contour integral in the complex plane. We start with the representation
where G n,α (x) has the integral representation
and L is a contour running in the positive (i.e., anti-clockwise) direction around the poles at s = 0 and at s = −j −α , j = 1, 2, . . . , n. Taking into account the behavior of the integrand as s → ±i∞, we can deform the finite contour into two vertical lines, one with ℜs < −n −α and one with ℜs > 0. The left line can be shifted to the left as far as we like, and its contribution vanishes as we shift it to −∞. So we are left with one vertical line L with ℜs > 0, and the integration runs from −i∞ to +i∞. By shifting the vertical line L in (10) to the left, across the n + 1 poles, we obtain a sum of residues. The residue at s = 0 equals 1, and at s = −j −α , j = 1, 2, . . . , n, it equals −e −xj −α /Π j,n,α . In this way we obtain the sum in (4). On the other hand, when x = 0 we can shift the vertical line L in (10) to the right, as far as we like, and its contribution vanishes as we shift it to +∞. This shows that G n,α (0) = 0, which confirms (6) .
When α = 0 we have
and this integral can be written in terms of the incomplete gamma function. We have (see [11, pp. 282-283 
where the incomplete gamma functions P and Q are defined by
When α = 1 we can write the integrand of (10) in the form e xs s(s + 1)(2s + 1) · · · (ns + 1) = e sx s n+1
3 An asymptotic expansion of F n,α (x)
For obtaining an asymptotic representation we apply the saddle point method (see [13, Ch. 2] ). We write
where
The saddle point, defined by the s−value for which φ ′ (s) = 0, is governed by the equation
It is not difficult to verify that, if x > 0, this equation has a unique solution s 0 in the interval (−1/n α , ∞); see Figure 1 . The curve represents the right-hand side of (17), and it cuts the vertical axis at a point indicated by (see also Theorem 5.1)
If x > µ n,α the saddle point is negative, as shown in Figure 1 . If x = µ n,α the pole at the origin in (15) coincides with the saddle point. As explained in [13, Ch. 7] we can use an error function to handle this case. When x ∼ µ n,α we have the approximation
We transform the integral into a standard form for applying Laplace's method [13, Ch. 2] by substituting (17) and prescribe that w has the sign of s − s 0 for real values of s with s > −n −α .
We obtain from (15)
and ξ is the w−value that corresponds with s = 0. That is, since φ(0) = 0,
where ξ has the sign as prescribed in the mapping in (20). Thus, ξ should have the sign of −s 0 , or in other words, ξ has the sign of (x − µ n,α ). Because φ(0) = 0, and φ(s) → +∞ as s → −n −α and s → +∞, it follows that φ(s 0 ) is non-positive. Also, f (ξ) = 1, as easily follows from (22) by applying l'Hôpital's rule.
We see that, when s 0 > 0 and we take the vertical line through s 0 , the pole at s = 0 is at the left side of L. We obtain the same situation in (21): if s 0 > 0, that is, ξ < 0, then the pole at w = ξ is at the left of the saddle point at w = 0. To handle the integral in (21) for small values of ξ (when x ∼ µ n,α ) we regularize the integrand by splitting off the pole at w = ξ writing
This gives
The first integral can be written as (by substituting w = it)
When ξ < 0 this integral can be written as a complementary error function and a w−function; see [12] 2 . In this way, by using also (23),
The right-hand side is an entire function of ξ, and we will use this relation for all real ξ, although the starting point for evaluating the integral in (27) was ξ < 0. The function g is analytic in the same domain as where f is analytic. We expand
This gives the asymptotic expansion
For the function F n,α (x) we obtain, using (9) and 1 − 1 2 erfc z = 1 2 erfc(−z), our main result:
There is no large parameter showing in the asymptotic series, but the coefficients contain the asymptotic information. The expansion holds for large values of n, uniformly with respect to x ≥ δ, where δ is a fixed positive number. For further information on this point we refere to §4.2.
Evaluating the coefficients
For evaluating the coefficients C k in (30) we need the coefficients b k in the expansion
which follow from the inversion of (20). Let
with a 1 = φ ′ (s 0 ) = 0. Then the first coefficients b k are given by
Expansions of the coefficients near the mean
For small values of s 0 (or ξ) we need expansions in terms of one of these small parameters. First we need the expansion of x in powers of s 0 (which is the solution of (17)). We can expand
Furthermore, we have
and
Using ( 
We obtain, using (37),
and, using (23) and (38),
This gives (recall that ξ has the sign of −s 0 , cf. the definition of ξ in (23))
36µ 2 n,2α
By using (39) and (41) we can obtain expansions for the quantities C k of (30). For example,
675µ n,2α µ n,3α µ n,4α − 350µ 3 n,3α − 324µ 2 n,2α µ n,5α µ 9/2 n,2α
On the order of growth of the coefficients at the mean
The coefficients C k of (30) constitute an asymptotic scale for large n. This means C k+1 = o (C k ) as n → ∞. We verify this property at the mean, that is, when x = µ n,α , or s 0 = 0. Exact values of C 0 and C 1 are given in (42) and (43) with s 0 = 0. To estimate these coefficients for large n we observe that for α > −1 we have µ n,α = O n α+1 . It follows that for α ≥ 0
Considering C k with higher k we see the same pattern as in C 0 and C 1 : the numerator of C k contains a sum of products µ p n,2α µ q n,3α · · · and all these terms are of the same order O n 3(2k+1)α+2k+1 . The denominator is of order O n 3(2k+1)α+3k+3/2 , which gives
This has been derived at the mean for α ≥ 0. When − 1 2 < α < 0, µ n,2α is still growing and the verification that C k constitutes an asymptotic scale can be slightly modified, although other µ n,jα may have order O(1).
Special cases
We shall now discuss some special cases related to specific values of α.
Central limit theorem (α ≥ −
1 2
)
We first consider those values of α for which Z n,α falls within the domain of attraction of the CLT. 
as n → ∞, where µ n,α = 1 + 2 α + · · · + n α . and σ 2 n,α = 1 + 2 2α + · · · + n 2α .. (47) is equivalent with
Proof. We shall use the CLT with Lyapunov conditions (see [3, p. 211]). For
The latter is only true for α ≥ − An alternative proof of (46) can be obtained from expanding the Laplace transform. That is,
The CLT thus applies, and gives
where Φ(x) is the normal distribution function
The approximation (50) is in particular useful for large values of n, with x close to µ n,α . Observe that from (19) and (41) we can derive
which shows that the term with the complementary error function in (30) corresponds with the approximation in (50), when x ∼ µ n,α . We shall now compare (50) with our uniform expansion (30), for which we consider α = 1, n = 100, x = 5000 and compare the approximations in (50) and (30) with the value given in (8) . Then (see (18)) µ = µ n,1 = 5050 and σ n,1 = 581.6786 . . .. This gives for (50) the CLT approximation
Next we consider (30). We have s 0 = 0.0001494392 . . . and ξ = −0.08627917 . . ., which gives (by taking only the error function)
Taking into account the first term of the expansion we have C 0 = 0.0432412 . . ., which gives
Comparing this with (8) we observe a relative error 0.42 × 10 −4 . Including the contribution from C 1 = −0.5616593 × 10 −4 , we obtain
with relative error 0.42 × 10 −6 . More numerical details will be given in Section 6.
Erlang distribution (α = 0)
Remember that for α = 0 the random variable Z n,α is in fact an i.i.d. sum of exponentials, and the distribution function is in fact the Erlang distribution, which can be expressed in terms of the incomplete gamma function, see (12) . For α = 0, we have
where ξ has the sign of λ − 1. This gives the same coefficients C k (up to scaling) as derived in [10] for the incomplete gamma functions. The first term in the expansion (30) agrees with the first term in the Lugannani and Rice formula [8] for the sums of i.i.d. random variables.
Gumbel distribution (α = −1)
For α = −1 we have that
and in fact, Z n,−1 is equal in distribution to max{Y 1 , Y 2 , . . . , Y n }, with Y 1 , Y 2 , . . . the i.i.d. unit mean exponentials, as before. From extreme value theory we know that the distribution of Z n,−1 then converges to a double exponential or Gumbel distribution. That is, as n → ∞,
with P(W < x) = exp(−e −x ), x ∈ R. For the Laplace transform we find that
with γ = lim n→∞ ( n j=1 j −1 − log n). Table 1 : Values of F n,α for n = 10 and x = 0.99µ n,α , CLT is obtained from (50), erfc from (30) (without terms) and δ 0 , δ 2 are the relative errors by taking the terms C 0 and C 0 , C 1 in the expansion. 
Kolmogorov distribution (α = −2)
For α = −2 we obtain
and hence
which is known as Kolmogorov's distribution. Using the Jacobi identity, (63) can be represented as an infinite product (see Chung [2] ):
The corresponding Laplace transform reads
where the last equality follows from
See also Kac and Siegert [5] and Biane et al. [1] for more applications of the case α = −2. Table 2 : Similar values as in Table 1 , now for n = 100 and again x = 0.99µ n,α . Table 3 : Similar values as in Table 1 , now for n = 100, x = 0.50µ n,α , G n,α and the corresponding CLT and expansion (29). 
Numerical experiments
In Table 1 we give numerical details of the asymptotic approximations. We take n = 10 for all cases and x = 0.99µ n,α , these values being close to the mean. F n,α is the value obtained from multi-precision arithmetic, CLT denotes the value obtained from (50) (also for values of α < − 1 2 , where the CLT approach is no longer valid). The column with erfc gives the values obtained from (30) taking only the complementary error function, and δ 0 , δ 2 are the relative errors taking also the terms C 0 and C 0 , C 1 in the expansion.
In Table 2 we use n = 100 and again x = 0.99µ n,α . In Table 3 we use n = 100 and x = 0.50µ n,α , which is outside the mean values, but now for G n,α and the corresponding CLT and asymptotic expansion (29) (because F n,α is almost equal to unity in some cases).
We observe that in Table 1 and Table 2 the values of the columns CLT and erfc are quite close, because x and n are close to the mean. In all cases the results become sharper when we add the terms C 0 and C 1 in the asymptotic expansion (30). The computations are done in Maple with 30-digits arithmetic, except for the computation of F n,α (x), where for n = 100 we took 300 digits.
