We describe a new algorithm for nding matrix representations for polycyclic groups given by nite presentations. In contrast to previous algorithms, our algorithm is e cient enough to construct representations for some interesting examples. The examples which we studied included a collection of free nilpotent groups, and our results here led us to a theoretical result concerning such groups.
Introduction
It is well-known that many fundamental questions concerning nitely presented groups are undecidable, including the word problem, the conjugacy problem and the isomorphism problem as proposed by Dehn in 1911. Therefore, in order to use computers to study nitely presented groups, we must restrict the kinds of groups which we consider. Polycyclic groups represent a large class of groups which are tractable algorithmically. Each of the three problems above is decidable for polycyclic groups; however, in the class of solvable groups (a slightly more general class), all three problems are undecidable. (For a summary of decidability results concerning polycyclic groups, see 1]; the decidability of the isomorphism problem is established in 15].) Polycyclic groups arise naturally in many contexts. For example, every solvable subgroup of the general linear group over the integers, GL(n; Z), is polycyclic. Indeed, a group is polycyclic if and only if it is isomorphic to a solvable subgroup of GL(n; Z) for some n.
Given a nite presentation for a polycyclic group, can we construct an isomorphic subgroup of GL(n; Z) for some n? It follows implicitly from the results in 1] that the answer to this question is \yes, in theory": the obvious algorithm that follows from their work is not practical (Section 2). The main result of this paper is a new algorithm for this problem (Section 3). Preliminary experiments suggest that this algorithm is practical for some interesting presentations (Section 5). Among the examples considered were a collection of free nilpotent groups; our results here led us to a theoretical result concerning such groups (Section 6).
Segal also developed an algorithm for embedding polycyclic groups 15]; his algorithm is impractical, but it is stronger than the algorithm presented here in the sense that his embedding satis es certain properties that are necessary in order to solve the isomorphism problem. For a comparison of our practical algorithm with that in 15], see Section 4. This paper is based on the second author's Ph. D. thesis 10] . In that thesis, a practical algorithm is given for embedding a polycyclic group provided that the group satis es a certain technical restriction. The restriction is weak in the sense that every polycyclic group has a nite index subgroup satisfying it. In this paper, we extend the results in 10] by removing the restriction. We do so by relying on algorithms in 5] and 11]. We also discuss some heuristics for improving on the algorithm in 10] based on new experimental results. Further experiments are needed to better understand which kinds of presentations can be represented practically using our techniques.
Notation and de nitions
Throughout this paper let Z denote the ring of integers, Q the eld of rationals, and C the eld of complex numbers. If n is a positive integer and if R is any ring, the group of n n matrices which are invertible over R is denoted by GL(n; R). The ring of n n matrices over R is denoted by M(n; R).
Let F be any eld, and let E be an extension eld of F. If G is a subgroup of GL(n; F), then G is triangularizable over E if there is a basis for E n relative to which every matrix in G is upper triangular, and G is triangularizable if it is triangularizable over the algebraic closure of F. If G is a subgroup of GL(n; F) and if G is triangularizable over some extension eld E of F, then there exists a nite extension L of F over which G is triangularizable.
(See p. 33 of 14].) Therefore, a subgroup G of GL(n; Q) is triangularizable if and only if it is triangularizable over C.
Let Tr 1 (n; R) denote the group of upper triangular matrices with entries in R and ones along the diagonal. Elements of Tr 1 (n; R) are called unitriangular. An element of GL(n; R) is unipotent if all of its eigenvalues are 1. If G, a subgroup of GL(n; R), consists entirely of unipotent elements, then G is said to be unipotent. If G is unipotent and if R is Z or Q, then there is a basis for R n with respect to which G is unitriangular. (The case when R = Q is proved as Corollary 1.21 in 17], and the case when R = Z follows easily.) Lemma 7 of Chapter 5 of 14] gives an alternative condition which guarantees the existence of such a basis, namely, that G act nilpotently on R n : the group G acts nilpotently on R n if there exists a chain 0 V 0 V 1 V k = R n of G-invariant subgroups of R n such that the induced action of G on each factor V i =V i?1 is trivial.
Basic algorithms for polycyclic groups
Chapter 9 in 16] gives a good introduction to polycyclic groups. A group G is polycyclic if there is a sequence of subgroups G 1 , . . . , G k+1 for G such that G = G 1 . G 2 . . G k . G k+1 = 1;
where for each i, G i =G i+1 is cyclic. In this case, if g i G i+1 is a generator for G i =G i+1 , then g 1 ; : : :; g k is called a polycyclic generating sequence for G. A group G is polycyclic if and only if G is solvable and all of the subgroups of G are nitely generated. Polycyclic groups are nitely presented. It is often convenient to assume that a polycyclic group is given by a special presentation known as a consistent polycyclic presentation. Intuitively, a consistent polycyclic presentation is one from which the polycyclic structure of the group is easily gleaned. In particular, the generators in a consistent polycyclic presentation form a polycyclic generating sequence for G. (See Section 9.6 of 16] for a precise de nition.)
Throughout this paper we rely on the following algorithms in 16] and 6] for working with a polycyclic group G given by a consistent polycyclic presentation. These include:
testing membership in a subgroup of G, nding the normal closure of a subgroup of G, nding generating sets for the terms in the lower central series of G, and nding a consistent polycyclic presentation for a subgroup or a quotient of G.
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We also rely on the fact that a polycyclic group satis es the ascending chain condition on subgroups. See Section 9.3 in 16] for a proof. For a polycyclic group G de ne the torsion subgroup of G, T(G), to be hN j N / G and N nitei:
It follows from the ascending chain condition that T(G) is nite. In Section 3.2 we will need a practical algorithm to nd the torsion subgroup of a nilpotent group given by a consistent polycyclic presentation. In Theorem 3.11 of 1], the authors describe an algorithm for nding T(G) for polycyclic G. In the case when G is actually nilpotent, their algorithm (modi ed slightly) appears to be practical. The modi ed algorithm is described as follows. Begin by nding the last nontrivial term A = c (G) in the lower central series for G. By induction on the class of G, we can nd the torsion subgroup of G=A and hence its preimage C under the map G ! G=A. We can then nd the torsion subgroup of C=C 0 and its preimage T under the map C ! C=C 0 . It is obvious that T(G) T. Since A is central in G, A is contained in Z(C), the center of C. Therefore jC : Z(C)j jC : Aj < 1. By a theorem of Schur (Corollary 10.1.4 in 13]), it follows that C 0 is nite. Therefore, T is nite and T = T(G).
Algorithms for the group ring
In order to construct a representation of a polycyclic group G, we let G act on the group ring Z H] for various subgroups H of G. In this section we recall some basic facts about group rings. We also discuss a generalization of the Gr obner basis method in commutative ring theory to the group ring of a polycyclic group. (See 7] or 9].) Throughout this paper, the term ideal will be used to refer to a two-sided ideal of a ring. However, the algorithms in 7] work with right ideals. Therefore, our ideals will be described by a nite set of right ideal generators. (Recall that each right ideal in the group ring of a polycyclic-by-nite group is nitely generated as a right ideal. For two di erent proofs of this, see 3] and 9].) Note that if R is any ring and A and B are ideals of R generated as right ideals by sets A and B respectively, then AB is generated as a right ideal by fab j a 2 A; b 2 Bg.
The augmentation ideal G of Z G] is the kernel of the ring homomorphism of Z G] to Z taking P n g g to P n g . If G is generated by a 1 ; : : :; a k as a group, then the set fa 1 ? 1; : : : ; a k ? 1g generates G as a right ideal. To see this, let J be the right ideal generated by fa 1 ? 1; : : : ; a k ? 1g. Since G is generated by fg ? 1 j g 2 G; g 6 = 1g as an abelian group, it su ces to show that for all g in G, g ? 1 
Decidability
Let G be a polycyclic group given by a nite presentation. In this section we show that it follows implicitly from the results in 1] that there exists an algorithm to nd an embedding for G. Among the results in 1] are algorithms to do the following.
Find a presentation for a polycyclic subgroup of GL(n; Z) given by a nite generating set of matrices. Find the kernel of a homomorphism between two polycyclic groups given by nite presentations. To nd an embedding for G we can proceed as follows. Let X be the given generating set. Begin by enumerating the set maps f from X into fM(n;Z);n = 1; 2; : : :g. It is easy to decide whether or not f de nes a homomorphism from G into GL(n; Z): check whether or not f(X) GL(n; Z) and, if so, check whether or not the matrices in f(X) satisfy the relations for G. For each such homomorphism f, proceed as follows. Find a presentation for f(G). Let Y be the generating set for this presentation. For each x in X, express f(x) as a word in the elements of Y and their inverses. In this way, we get a de nition of f as a homomorphism between two groups de ned by nite presentations. Next, nd the kernel of f. If that kernel is trivial, stop: f is an embedding. If not, keep looking; eventually this algorithm will terminate.
Clearly, this algorithm is not practical. A practical algorithm is described in the next section.
A Practical Algorithm
Let G be a polycyclic group given by a nite presentation. In this section we describe a practical algorithm for constructing an embedding of G into GL(n; Z) for some n. Section 3.2 describes the algorithm for the special case when G can be embedded in a unitriangular group, Sections 3.5 and 3.6 generalize the algorithm to the case when G can be embedded in a triangularizable group, and Section 3.7 considers the most general case{when G can be embedded in a solvable matrix group. In describing these algorithms, we need to refer to earlier proofs of the existence of such embeddings; for completeness these proofs are summarized in Sections 3.1 and 3.4. We also describe practical algorithms for deciding whether or not G falls into either of the above special cases (Sections 3.3 and 3.6).
3.1 Existence of an embedding into Tr 1 (n; Z) In Chapter 5 of 14], Segal proves the existence of an embedding of a nitely generated torsion-free nilpotent group into a unitriangular matrix group. In Section 3.2 we describe an algorithm for constructing this embedding. In this section we summarize the results from 14] to which we will need to refer when describing our construction. Now let H be a nitely generated torsion-free nilpotent group of class c. Segal Recall that for all n, Tr 1 (n; Z) is nitely generated torsion-free nilpotent. Therefore, it follows from Theorem 3.2 that an abstract group H can be embedded in Tr 1 (n; Z) for some n if and only if H is nitely generated torsion-free nilpotent.
Segal's proof of Theorem 3.2 yields a bound on the size of the faithful representation, as follows. The special case when H is a nitely generated free nilpotent group is discussed in Section 6. The bound is tight in this case.
The following proposition turns out to be very useful in Section 5 where we perform experiments for obtaining representations.
Proposition 3.4 Suppose that G is a group isomorphic to the semidirect product H o X, where H is isomorphic to Z n and the conjugation action of X on H is faithful. Let : X ! GL(n; Z) correspond to the conjugation action with respect to some basis of H. Let : G ! GL(n + 1; Z) be de ned by
where h 2 H is written as a row vector with respect to the basis and x 2 X. Then is a faithful representation of G.
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Proof Since H is free abelian, it is torsion-free and is nilpotent of class 1. (For a proof of this, consult the proof of Proposition 6.1.) It is easy to check that the matrix in Proposition 3.4 is just the matrix constructed by using this basis.
3.2 Constructing an embedding into Tr 1 (n; Z)
Suppose we are given a consistent polycyclic presentation for H and that H is torsion-free nilpotent. Let H and I(H) be de ned as in Section 3.1. We can use the algorithms of Lo as described in Section 1.3 to construct the embedding in Theorem 3.2, provided that we can nd a nite set of elements of the group ring that generates I as a right ideal. We will now show how to nd such a generating set.
Let fa 1 ; : : :; a k g be a set of generators for H. As 
Testing for nilpotency
In Section 3.1 we saw that a group H can be embedded in Tr 1 (n; Z) for some n if and only if H is nitely generated torsion-free nilpotent. Suppose we are given a consistent polycyclic presentation for a group H. In this section we describe an algorithm for deciding whether or not H is torsion-free nilpotent.
Before describing the algorithm, we prove the following lemma. This lemma seems to be common knowledge, but we have been unable to nd a reference for it. Lemma 3.5 Let H be a nitely generated group such that j i (H) : i+1 (H)j < 1 for some i. Then j j (H) : j+1 (H)j < 1 for all j i.
Proof Let r be the exponent of i (H)= i+1 (H). Let g 1 ; : : :; g m be elements of i (H) whose images generate i (H)= i+1 (H). Suppose H is generated by fa 1 ; : : : ; a k g. Then (2) then H is not nilpotent. If, for all i, neither 1 nor 2 occurs, then each time we move down the lower central series, the Hirsch number of i (H) decreases and in a nite number of steps we nd that for some c, c+1 (H) = 1, i.e., that H is class c nilpotent. Having found the last term in the lower central series for H, we can now compute the torsion subgroup of H (using the algorithm described in Section 1.2), and thereby decide whether or not H is torsion-free.
Existence of an embedding into a solvable matrix group
In Chapter 5 of 14], Segal proves the existence of an embedding of an abstract polycyclic group G into GL(n; Z) for some n. In Section 3.6 we describe an algorithm for constructing a similar embedding in the case when G 0 is torsion-free nilpotent. In this section, we summarize the results from 14] to which we will need to refer when describing our construction.
For the key step in the proof, Segal makes the following inductive assumption. Throughout this paper we will refer to this assumption as Hypothesis (y). Hypothesis (y) : H and K are normal subgroups of a polycyclic group L, H K and L=H is abelian, and there is an embedding of K into GL(m; Z) such that (H) Tr 1 (m; Z). Segal shows that there is an integer n and an embedding of L into GL(n; Z) such that (H) Tr 1 (n; Z). We begin by considering the most di cult and interesting case { the case in which L=K is in nite cyclic and generated by aK. Let We begin by nding two ideals J and K, each of which satis es one of these two criteria, and then we show how I can be constructed from J and K.
Our embedding of K into GL(m; Z) extends to a ring homomorphism of Z K] to the ring of integer matrices M(m; Z). Let Since Z K]=J is nitely generated as an abelian group, so is Z K]=(J + H). By Lemma 9 in Section 5.C of 14], Z K]=S is also nitely generated as an abelian group. Therefore Z K]=I is nitely generated free abelian.
Before nding the kernel of , we show that (1 + I) \ K = 1. Since is injective, (1 + J ) \ K = 1. Therefore, it su ces to show that I J . Since H is embedded in 
Constructing an embedding for a cyclic extension
In the previous section, we saw that a key step in Segal's proof of the existence of an embedding involved subgroups H, K and L satisfying Hypothesis (y); an embedding for K implied the existence of an embedding for L. In this section, we describe an algorithm for constructing the embedding for L. We begin with the easy case{ that in which L=K is nite. Let d be the order of L=K. By For the rest of this section, we consider the more di cult case{ that in which L=K is in nite. Suppose that aK is a generator for L=K.
Lemma 3.9 There exists a positive integer n and an embedding : L ! GL(n; Z) such that (H) Tr 1 (n; Z). is an embedding such that (H) is unitriangular. By Lemma 3.8, there exists an embedding from L to GL(n; Z) such that (H) is unitriangular.
We now discuss the way in which Lemma 3.9 gives us an algorithm to construct an embedding of L into GL(n; Z). We begin by constructing the embedding of Lemma 3.6.
Let us assume that we are given a consistent polycyclic presentation for K and an element a of L such that aK generates L=K. Assume that the embedding of K into GL(m; Z) is also given (by matrices representing (k) for each generator for K). If we can nd a nite set of right ideal generators for I, then we can use the Gr obner basis algorithm described in Section 1.3 to nd (l) for each generator l of L.
We rst show that we can nd a nite set of right ideal generators for J . Our embedding : K ! GL(n; Z) can be extended to a ring homomorphism (which we also denote by ) from Z K] to the ring of n n matrices over Z. Suppose Now we may assume that we have constructed the homomorphism of Lemma 3.6. In 11], a practical algorithm is given for nding a presentation for an abelian matrix group; in this context, that algorithm nds a nonnegative integer r such that hri is the kernel of the homomorphism from Z to h (a)i taking i to (a) i . If r = 0 then (a) has in nite order. In this case, C hai (K) is trivial and is an embedding satisfying all the desired properties. If r is positive, then the order of (a) is r, and our construction is much simpler. Re ne the series L . K as in the proof of Lemma 3.9:
L . Kha r i . K: It is easy to construct the embedding from Khai to GL(m + 2; Z) (de ned in the proof of Lemma 3.9), and as we saw above, we can then construct an embedding from L to GL(n; Z) as needed.
We see that the size n of the embedding might depend on our choice of a coset representative for L=K. For example, suppose that the action of a is inner; i.e., there exists a k 2 K such that for all x 2 K, x a = x k . Then ak ?1 centralizes K. Therefore, with this choice of coset representative for L=K, we obtain a di erent (and probably considerably smaller) representation of L. This raises the following question: is there an algorithm to choose a coset representative for L=K that will result in a small matrix representation for L? This question warrants further thought.
Constructing an embedding into a triangularizable matrix group
In the Section 3.4 we sketched a proof of the existence of an embedding of a polycyclic group G into a (solvable) subgroup of GL(n; Z) for some n. In this section we describe an algorithm for constructing a somewhat di erent embedding in the special case when G can be embedded in a triangularizable subgroup of GL(n; Z) for some n. In order to develop a practical algorithm for constructing the embedding of Section 3.4, we would need a practical algorithm for nding the Fitting subgroup of a polycyclic group given by a nite presentation. While algorithms for this problem are known to exist, a practical algorithm has yet to be . By repeated applications of Lemma 3.9, there exists a positive integer n 0 and an embedding 0 : H 1 ! GL(n 0 ; Z) such that 0 (G 0 ) Tr 1 (n 0 ; Z). By Lemma 3.8 it now follows that there exists a positive integer n and an embedding : G ! GL(n; Z) such that (G) 0 = (G 0 ) Tr 1 (n; Z). It is shown in 11] that since (G) 0 is unipotent, it follows that (G) is triangularizable. Notice that as a consequence of Propositions 3.10 and 3.11, we can decide whether or not G (given by a consistent polycyclic presentation) can be embedded in a triangularizable subgroup of GL(n; Z) for some n: begin by nding generators for G 0 (Section 1.2) and then use the methods in Section 3.3 to decide whether or not G 0 is torsion-free nilpotent. For the rest of this section, assume that G 0 is torsion-free nilpotent.
We are now in a position to describe an algorithm for embedding G. Use the methods of Section 9.6 of 16] to nd generators for G 0 . As we showed in Section 3.2, we can construct an embedding from G 0 into Tr 1 (m; Z). 
Constructing an embedding into a solvable matrix group
It is a well-known fact 14] that polycyclic groups are (torsion-free nilpotent)-by-abelian-bynite. In the previous section we saw how a group whose commutator subgroup is torsionfree nilpotent can be embedded into a triangularizable matrix group. Here we will solve the embedding problem for general polycyclic groups.
Let G be a polycyclic group. The method suggested here is to enumerate nite index subgroups of G until a (torsion-free nilpotent)-by-abelian subgroup H is found. Using the method described in 3.3 it can be determined whether H is (torsion-free nilpotent)-byabelian. Usually enumerating nite index subgroups can be time-consuming. However, enumerating nite index subgroups of a polycyclic group given by a consistent polycyclic presentation seems to be a much easier problem. Coset tables for the subgroups of polycyclic groups can be found using a wreath-product ordering on the rows and from the coset tables, generators for the subgroups can be found. For details refer to 5] and 16]. The algorithm for constructing a representation of polycyclic groups is shown in Figure 1 .
The size n of the resulting embedding depends on many factors, including the following parameters: let p be the number of generators for H 0 ; let c be the nilpotency class of H 0 , let d be the index of H 1 in G, and let r be the rank of H 1 =H 0 . By examining the proofs of the results leading up to Proposition 3.11, it is not di cult to prove the existence of a primitive recursive function B(p; c; d; r) such that n < B(p; c; d; r). However, easily obtained bounds for B(p; c; d; r) appear to grow very rapidly as a function of these parameters, and preliminary experiments suggest that such bounds vastly overestimate the actual size of the embedding obtained. (See Section 5 for details about these experiments.) Further experimentation is needed to understand how the size of the embedding obtained for G depends on the group structure of G.
Comparisons with Earlier Algorithms
In 2], the authors describe an algorithm for nding an embedding of a nitely-generated torsion-free nilpotent group H into Tr 1 (n; Z). Their embedding is the same as that described in Section 3.4. Recall that we found an ideal I(H) of Z H] such that Z H]=I(H) is nitely generated free abelian and such that there is a faithful action of H on Z H]=I(H). We then used the Gr obner basis algorithms described in Section 1.3 to nd a basis for Z H]=I(H) and thereby nd a matrix representation for H. In 2] the authors describe another method for nding a basis for Z H]=I(H). It is not clear which algorithm will be faster in practice.
This question should be investigated further.
Let G be a polycyclic group given by a consistent polycyclic presentation. In Section 3.3 an algorithm for deciding whether or not G is torsion-free nilpotent is described. A proof of decidability can also be found in 1] where the authors describe an algorithm for deciding whether or not G is nilpotent as well as an algorithm for nding the maximal normal nite subgroup of T of G. As discussed in Section 3.3, their algorithm for nding T appears to be practical for nilpotent G. Their algorithm to decide nilpotence depends on the following theorem. (See Section 1.C in 14].) Theorem 4.1 Let G be a polycyclic-by-nite group such that G is not nilpotent. Then there exists a nite quotient of G which is not nilpotent. Nilpotence can therefore be decided by a method which the authors of 1] call the localglobal method. Imagine two processes running simultaneously. The rst process attempts to prove that G is nilpotent by computing the terms of the lower central series, stopping if it is discovered that k (G) = 1. The second attempts to prove that G is not nilpotent by enumerating all the nite quotients G of G and stopping if it is discovered that G is not nilpotent. Eventually, one of these two processes stops, at which point we know whether or not G is nilpotent. This algorithm is unlikely to be practical even for very simple examples.
In 15], Segal describes an algorithm for nding an embedding of a polycyclic group G (given by a nite presentation) into GL(n; Z). The main result in 15] is an algorithm to decide whether or not two polycyclic groups are isomorphic. That goal places extra requirements on the embedding for G, and hence the construction of the embedding in 15] is more complicated than that described in Section 3.4 of this paper.
In 15], no attempt was made to nd a practical algorithm to construct the embedding. For example, at one point in the construction, Segal relies on an algorithm to solve the following problem, known as the generalized conjugacy problem. In this case one process enumerates all the elements g of G, stopping if it nds that A g = B, and the other process enumerates all the nite quotients G of G, stopping if it nds that A is not conjugate to B. As with the algorithm to decide nilpotence, this algorithm is unlikely to be practical even for very simple examples. Moreover, the problem of nding a practical algorithm to solve the generalized conjugacy problem is generally believed to be quite di cult. Nonetheless, there may be a practical algorithm for nding the embedding described in 15]. It would be interesting to investigate this.
As we remarked in Section 3.6, we did not follow the construction in Section 3.4 exactly, because to do so we would need to nd the Fitting subgroup of a polycyclic group G given by a consistent polycyclic presentation. An algorithm for nding the Fitting subgroup of a polycyclic-by-nite group given by a nite presentation is described in 1]. Once again, the authors of 1] were not trying to nd a practical algorithm. For example, at one point in the algorithm they nd a certain nite section F=T of the group, where F / G and T / F. They then enumerate each of the subgroups of this section, computing for each its preimage L under the map F ! F=T and then testing whether or not L is nilpotent and L / G. The practicality of such a step is suspect. However, the problem of nding the Fitting subgroup appears to be more tractable than that of solving the generalized conjugacy problem and should be investigated further.
In addition to comparing the e ciency of various algorithms for nding a matrix representation for a polycyclic group, we should also compare the sizes of the matrices produced by such algorithms. The embedding described in 15] is canonical in the following sense. Segal de nes, for a given polycyclic-by-nite group G, a positive integer n G and an embedding G of G into GL(n G ; Z). Let G and H be isomorphic polycyclic groups, where : G ! H is an isomorphism. Then n G = n H = n, say, and there exists an inner automorphism of GL(n; Z) such that
On the other hand, the sizes of the matrices produced by the algorithm described in Section 3.6 appear to vary depending on things like the given generating set for the group. The problem of nding a relatively small matrix representation for a given polycyclic group should be investigated further.
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In this section we describe a series of experiments in which matrix representations were constructed from consistent polycyclic presentations using the algorithm listed in Section 3.7. Note that this algorithm has not been fully implemented. Instead, we stepped through the algorithm by hand using as tools a Maple implementation of the algorithms for working with the enveloping algebra of a matrix group and the Gr obner basis method for integral group rings of polycyclic groups as implemented in 8]. (See Section 1.3.) Along the way, methods to simplify the construction were used to reduce the amount of the computation and the size of the representation. In general, the algorithm seems to work well as stated. However, it seems that a good approach is to rst nd a normal free abelian subgroup of large rank, then change the polycyclic presentation accordingly and use Prop. 3.4 to obtain an embedding if possible. However, at this point, we don't have an algorithm for nding such a subgroup and ad hoc methods are used to nd such subgroups in these experiments. We expected most of the time would be used in computing Gr obner bases. However, in all cases, the matrices obtained had small entries (at most two digits), and at no time did we experience unreasonable delays while the Gr obner basis calculations were performed.
In the rst series of experiments, we constructed embeddings from presentations for the groups Tr 1 (n; Z). For n = 2; 3; 4; 5, we followed Example 4.1 in Chapter 9 of 16] to obtain a consistent polycyclic presentation for Tr 1 (n; Z). embeddings from these presentations. We indicate in Table 1 the sizes of the embeddings obtained which seem to grow like n!. With a di erent presentation, we can use Proposition 3.4 directly to construct a representation for Tr 1 (n; Z). Let 1 n 1 ; n 2 < n and n 1 + n 2 = n. Every element in Tr 1 (n; Z) is of the form a b 0 c ! where a is in Tr 1 (n 1 ; Z) and c is in Tr 1 (n 2 ; Z). Let H be the set of all matrices in Tr 1 (n; Z)
where a and c are identity matrices. Then H is free abelian of rank n 1 n 2 . Let X be the set of all matrices in Tr 1 (n; Z) with b = 0. Notice that Tr 1 (n; Z) = H o X. In the next paragraph, we prove that the conjugation action of X on H is faithful. Thus by Proposition 3.4, a representation of degree n 1 n 2 + 1 can be obtained. In the case when n 1 = 1 and { 19 { and uc = cv. Let 1 i; k n 1 and 1 j; l n 2 . Let c ij be the n 1 n 2 matrix whose ij-th entry is 1 and zero everywhere else. Comparing the kl-th entry of uc ij and c ij v, we get u ki jl = ki v jl . By varying i; j; k; l, we can see that u = I n 1 and v = I n 2 . Hence the conjugacy action of X on H is faithful. Next we describe four unrelated experiments. Since a consistent polycyclic presentation is usually long and redundant, the group in each case is presented using a subset of the relations in a consistent polycyclic presentation su cient to de ne the group. All power relations are given if they exist. In the rst one, take The group L 1 is in fact the semidirect product hb;ci o hai, where the action of a on the rank 2 free abelian group hb;ci with basis fb;cg is given by the matrix In the third and fourth experiments, we illustrate the e ect of changing the presentation on the size of the representation obtained. Let We let H 4 = hci. We then used the methods of Section 3.5 to construct a representation for L 4 . In this case we found the size of the embedding, but we did not calculate the matrices explicitly. The degree of the embedding obtained is 24. However, by changing the presentation, we were able to nd a representation of smaller degree for L 4 In this series of experiments, we constructed embeddings for F(2; 1), F(2; 2), F(2; 3) and F(2; 4). We rst used 8] to obtain presentations for these groups. We then used the techniques in Section 3.2 to construct embeddings from these presentations. The sizes of the embeddings obtained are listed in Table 2 . Note that for each of these groups, the size of the embedding obtained is equal to the bound 1 + k + k 2 + + k c calculated in Proposition 3.3.
We nish this section by proving that our algorithm will produce a representation for F(k; c) of size 1+k+k 2 + +k c for all k and c. In 4] , the same representation is constructed by looking at actions of H on the group algebra Q H], and the size of the representation is { 22 { is free as an abelian group and has rank 1 + k + k i for some positive s i , then (v) is de ned to be c + 1. Let V j be fv 2 V : (v) = jg: Our rst goal is to show that for j = 1; 2; : : : ; c, H j =H j+1 is free as an abelian group and that the images of the elements in V j (under the map from Z H] to Z H]=H j+1 ) form a basis for H j =H j+1 . Let E j be the Z-span of V j V j+1 for j c + 1; E j = E c+1 for j > c + 1.
Then E r E s E r+s for all r; s ( 12] , p. 27). For all j = 1; 2; : : : ; c + 1, since E j H j , it can be seen that H j = E j ( 12] , p. 33). Since V is linearly independent over Z, it follows that V j is a basis for H j mod H j+1 (and hence that H j =H j+1 is free).
Finally, we would like to show that jV j j = k j for j = 1; 2; : : : ; c. ( 
Implementation Notes
It has been mentioned that the algorithm described in Section 3.7 has not been fully implemented yet. In this section, we discuss what would be involved to make a full implementation possible.
The algorithm relies on the ability to do fundamental computations in the group ring of a polycyclic group, as outlined in Section 1.3. In the experiments we performed, the tool we used is the program 8]. Originally used to compute polycyclic quotients of nitely presented groups, 8] also allows users to perform the group ring calculations needed here. Readers are referred to the examples in 8] on how this can be done.
For a full implementation, it is also necessary to be able to compute in the enveloping algebra of a matrix group. This can be done easily when simple matrix multiplications and integer row Hermite normal form calculations are provided.
If the polycyclic group whose representation needs to be found is not (torsion-free nilpotent)-by-abelian, then it is necessary to nd a nite index (torsion-free nilpotent)-byabelian subgroup rst. A program to enumerate nite index subgroups of a polycyclic group has been developed. See 5] for details. We also need to be able to determine whether a subgroup of a polycyclic group is torsion-free nilpotent. An algorithm has been sketched in Section 3.3. An implementation of this algorithm would require procedures to work with subgroups of polycyclic groups as described in Section 1.2.
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