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WELL-POSEDNESS AND STABILITY RESULTS FOR A QUASILINEAR
PERIODIC MUSKAT PROBLEM
ANCA–VOICHITA MATIOC AND BOGDAN–VASILE MATIOC
Abstract. We study the Muskat problem describing the spatially periodic motion of two fluids
with equal viscosities under the effect of gravity in a vertical unbounded two-dimensional geometry.
We first prove that the classical formulation of the problem is equivalent to a nonlocal and nonlinear
evolution equation expressed in terms of singular integrals and having only the interface between
the fluids as unknown. Secondly, we show that this evolution equation has a quasilinear structure,
which is at a formal level not obvious, and we also disclose the parabolic character of the equation.
Exploiting these aspects, we establish the local well-posedness of the problem for arbitrary initial
data in Hs(S), with s ∈ (3/2, 2), determine a new criterion for the global existence of solutions,
and uncover a parabolic smoothing property. Besides, we prove that the zero steady-state solution
is exponentially stable.
1. Introduction and the main results
We study the contour-integral formulation
∂tf(t, x) = −
k∆ρ
4πµ
f ′(t, x) PV
∫ pi
−pi
f ′(t, x− s)
(T[x,s]f(t))(1 + t
2
[s])
t2[s] + (T[x,s]f(t))
2
ds
−
k∆ρ
4πµ
PV
∫ pi
−pi
f ′(t, x− s)
t[s][1− (T[x,s]f(t))
2]
t2[s] + (T[x,s]f(t))
2
ds, t > 0, x ∈ R,
f(0) = f0
(1.1)
of the Muskat problem, that describes the evolution of the interface [y = f(t, x)] separating two
periodic immiscible fluid layers of unbounded height and with equal viscosity constants in a homo-
geneous porous medium with permeability k (or a vertical Hele-Shaw cell), the fluid system being
close to the rest state far away from the interface, see Section 2.1 The unknown f = f(t, x) is thus
assumed to be 2π-periodic with respect to the variable x. For this reason, we use S to denote the
unit circle R/2πZ, functions depending on x ∈ S being 2π-periodic with respect to the real variable
x. We further denote by g the Earth’s gravity, ρ± is the density of the fluid ± which is located at
Ω±(t), where
Ω−(t) := [y < f(t, x)] and Ω+(t) := [y > f(t, x)],
and µ− = µ+ =: µ is the viscosity coefficient of the fluids. For brevity, we write ( · )
′ for the spatial
derivative ∂x and PV stands for the principle value which is taken at s = 0. Our analysis is in the
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1In fact, the problem (1.1) is also a model for the evolution of a fluid system that moves vertically with velocity
(0, V ), for some V ∈ R, and for which the interface between the fluids is parameterized as the graph [y = f(t, x)+V t],
cf. [39].
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regime where the Rayleigh-Taylor condition
∆ρ := g(ρ− − ρ+) > 0 (1.2)
is satisfied. Furthermore, in order to keep the notation short we have set
δ[x,s]f := f(x)− f(x− s), T[x,s]f = tanh
(δ[x,s]f
2
)
, t[s] = tan
(s
2
)
.
Our analysis covers only the Muskat problem without surface tension, because we expect that when
surface tension is taken into account we obtain the very same results as in the general case when the
viscosity constants are not necessarily equal (this issue will be addressed in a subsequent paper).
Such a behavior is not expected when neglecting surface tension, cf. [38, 39].
Formulated by the American petroleum engineer M. Muskat in 1934 (see [41]) to describe the
intrusion of water into an oil sand, the Muskat problem is a classical model in the petroleum
engineering and as such it has received much attention also in the field of applied mathematics.
Because of the complexity of the mathematical formulation most of the progress in the analysis of
this problem is quite recent, see the references [5,6,8,10,12–23,25,27,29–34,38,43–46,48]. Moreover,
a large body of literature considers the special case when the two fluids have equal viscosities and the
surface tension effects are neglected, as in this particular context the equations of motion (see (2.1))
have an elegant contour-integral formulation (see (1.1) in the periodic setting).
With respect to the goals of this paper, we mention the following results pertaining to (1.1):
(i) Local existence and uniqueness: In [21] the authors establish the local existence and
uniqueness of solutions to (1.1) for general initial data in f0 ∈ H
3(S). This result was
improved recently in [15] where, in the more general context of fluids with general (not
necessarily equal) viscosities, initial data f0 ∈ H
2(S) that are small with respect to some
H3/2+ε(S)-norm, where ε ∈ (0, 1) is arbitrarily small, are considered. Besides, it was shown
in [15] that solutions corresponding to small initial data in H2(S) exist globally.
(ii) Exponential stability: In contrast to the case of confined geometries considered in [24–26,
29,44], stability results for the zero solution to (1.1) are not available. Related to this issue we
mention the exponential stability result for the zero solution to the one-phase inhomogeneous
Muskat problem in H2(S), established only recently in [33], and the decaying estimates with
respect to Hr(S)-norms, r ∈ [0, 2), of solutions to (1.1) corresponding to small initial data
in H2(S), see [15].
(iii) Instantaneous real-analyticity: In [38] it was shown, in the nonperiodic case, that the
solutions to the Muskat problem that start in Hs(R), s > 3/2, become instantly real-
analytic, and they stay so until they cease to exist. A similar result is available in the
periodic case only for the one-phase problem, see [15].
The first result established in Section 2 of this paper is the Proposition 2.1, where we rigorously
prove, in a quite general setting, that the classical formulation (2.1) of the Muskat problem and
the contour-integral formulation (1.1) are equivalent. Motivated by this equivalence property, we
then address the well-posedness of the evolution problem (1.1) – that is, the local existence and
uniqueness of classical solutions as well as the continuous dependence of the solutions on the initial
data – in the Sobolev space Hs(S), with s ∈ (3/2, 2). The well-posedness is stated in our first main
result Theorem 1.1, where we also prove a parabolic smoothing property for (1.1). Moreover, we
provide in Theorem 1.1 a new criterion for the global existence of solutions.
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In Theorem 1.3 we then establish the first exponential stability result for the zero solution to
the unconfined Muskat problem and show how the physical properties of the fluids influence the
convergence rate of small solutions to (1.1) towards the zero solution.
Our analysis is motivated by the previous paper [38] where analogous results to Theorem 1.1
and Proposition 2.1 have been established in the nonperiodic case. The main ingredients exploited
in [38] are: (I) the quasilinearity of the nonperiodic version
∂tf(t, x) =
k∆ρ
2πµ
PV
∫
R
y(f ′(t, x)− f ′(t, x− y))
y2 + (f(t, x)− f(t, x− y))2
dy for t > 0, x ∈ R, (1.3)
of (1.1)1, a property which is obvious at least at formal level since the integrand in the latter
equation is linear with respect to the highest order spatial derivative of f , that is f ′, and; (II)
the parabolic character of the problem when assuming that the Rayleigh-Taylor condition (1.2) is
satisfied. With respect to (I) we point out that the situation changes in the periodic case considered
herein as the right-hand side of (1.1)1 is not linear with respect to f
′, and it cannot be modified to
become linear in f ′. Despite this, we are still able to formulate (1.1) in a suitable functional analytic
setting as a quasilinear evolution problem (see Section 3). Concerning (II), this aspect has been
firstly evinced in a bounded geometry in [27], and subsequently in [38,39] for the unconfined Muskat
problem for fluids with equal or different viscosities. It is shown in Section 4 that the parabolicity
property is a defining feature also for (1.1). These two properties are also crucial in this paper as
they enable us to use theory developed by H. Amann [1–3] (see Theorem A.4 in the Appendix A)
and A. Lunardi [36, 37] (the nonlinear principle of linearized stability) in the proofs of our main
results, see Sections 4-5.
Compared to the nonperiodic case studied in [38], the analysis in this paper is more involved for
two clear reasons: firstly because, as mentioned above, the equation (1.1)1 is not linear with respect
to f ′; and, secondly because a deep result from harmonic analysis (see the main theorem in [40])
which was used in an essential way in [38] has no correspondent in the periodic setting.
The first main result of this paper is the following theorem.
Theorem 1.1. Let ∆ρ > 0 and s ∈ (3/2, 2) be given. Then, the following hold:
(i) Well-posedness in Hs(S): The problem (1.1) possesses for each f0 ∈ H
s(S) a unique
maximal solution
f := f(·; f0) ∈ C([0, T+(f0)),H
s(S)) ∩ C((0, T+(f0)),H
2(S)) ∩C1((0, T+(f0)),H
1(S)),
with T+(f0) ∈ (0,∞], and [(t, f0) 7→ f(t; f0)] defines a semiflow on H
s(S).
(ii) Global existence/blow-up criterion: If
sup
[0,T+(f0))∩[0,T ]
‖f(t)‖Hs(S) <∞ for all T > 0,
then T+(f0) =∞.
(iii) Parabolic smoothing: The mapping [(t, x) 7→ f(t, x)] : (0, T+(f0)) × R → R is real-
analytic. In particular, f(t) is a real-analytic function for all t ∈ (0, T+(f0)).
With respect to Theorem 1.1 we add the following.
Remark 1.2. (i) We conjecture (in both periodic and nonperiodic settings) that s = 3/2 is
(similarly as for the Camassa-Holm equation [11]) the critical Sobolev index for the local
well-posedness of the Muskat problem for fluids with equal viscosities. We expect that prov-
ing the ill-posedness of (1.1) for s < 3/2 is more difficult than for the Camassa-Holm
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equation, as the proof in [11] exploits the availability of some explicit solutions, which have
no correspondent for (1.1). Besides, the structure of the Camassa-Holm equation is simpler
as the highest order term is a local one.
(ii) We point out that if T+(f0) < ∞ for some f0 ∈ H
s(S), s ∈ (3/2, 2), then Theorem 1.1
implies
inf
r∈(3/2,s)
sup
[0,T+(f0))
‖f(t)‖Hr(S) =∞.
The second main result of the paper is the following asymptotic stability result.
Theorem 1.3 (Exponential stability). Let ∆ρ > 0. Then, the zero solution to (1.1) is exponentially
stable. More precisely, given ω ∈ (0, k∆ρ/2µ), there exist constants r > 0 and M > 0, with the
property that if f0 ∈ H
2(S) satisfies
‖f0‖H2(S) < r and
∫ pi
−pi
f0 dx = 0,
then T+(f0) =∞ and
‖f(t)‖H2(S) + ‖∂tf(t)‖H1(S) ≤Me
−ωt‖f0‖H2(S) for all t ≥ 0.
In particular, Theorem 1.3 shows how the exponential stability of the zero solution is influence
by the physical properties of the fluids. Solutions that correspond to small data converge at a faster
rate towards the zero solution if the density jump or the permeability are larger or if the viscosity is
smaller. We point out that due to the fact that the integral mean of the initial data is preserved by
the flow, see Section 5, only solutions with zero integral mean may converge to the zero steady-state.
2. The equations of motion and the equivalent formulation
In this section we present the equations governing the evolution of the fluids system and we
rigorously prove that the latter are equivalent to the contour-integral formulation (1.1). Since for
flows in porous media the conservation of momentum equation can be replaced by Darcy’s law, cf.
e.g. [9], in the fluid layers the dynamic is governed by the following equations
div v±(t) = 0 in Ω±(t),
v±(t) = −
k
µ
(
∇p±(t) + (0, ρ±g)
)
in Ω±(t)
(2.1a)
for t > 0, where v±(t) := (v
1
±(t), v
2
±(t)) denotes the velocity vector and p±(t) the pressure of the
fluid ±. These equations are supplemented by the natural boundary conditions at the free interface{
p+(t)− p−(t) = 0 on [y = f(t, x)],
〈v+(t)|ν(t)〉 = 〈v−(t)|ν(t)〉 on [y = f(t, x)],
(2.1b)
where ν(t) is the unit normal at [y = f(t, x)] pointing into Ω+(t) and 〈 · | · 〉 the inner product in R
2.
Furthermore, we impose the far-field boundary condition
v±(t, x, y)→ 0 for |y| → ∞ and uniformly with respect to x, (2.1c)
which states that the fluid motion is localized, the fluids being close to the rest state far way from
the free interface [y = f(t, x)]. The motion of this interface is coupled to that of the fluids through
the kinematic boundary condition
∂tf(t) = 〈v±(t)|(−f
′(t), 1)〉 on [y = f(t, x)]. (2.1d)
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As we consider periodic flows, it is also assumed that f(t), v±(t), and p±(t) are 2π-periodic with
respect to x for all t > 0. Finally, the interface at time t = 0 is given
f(0) = f0. (2.1e)
The equations (2.1) are known as the Muskat problem and they determine entirely the dynamic
of the fluid system. We now show that the Muskat problem (2.1) is equivalent to the system (1.1)
presented in the introduction.
Proposition 2.1 (Equivalence result). Let T ∈ (0,∞] be given. The following are equivalent:
(i) the Muskat problem (2.1) for f ∈ C([0, T ), L2(S)) ∩ C
1((0, T ), L2(S)) and
f(t) ∈ H2(S), v±(t) ∈ C(Ω±(t)) ∩C
1(Ω±(t)), p±(t) ∈ C
1(Ω±(t)) ∩ C
2(Ω±(t))
for all t ∈ (0, T );
(ii) the problem (1.1) for f ∈ C([0, T ), L2(S)) ∩ C
1((0, T ), L2(S)) and f(t) ∈ H
2(S) for all
t ∈ (0, T ).
Proof. In the arguments that follow the dependence on time is not written explicitly. Given a test
function ϕ ∈ C∞0 (R
2), it is easy to verify that the vorticity
ω := rot v := ∂xv
2 − ∂yv
1 ∈ D′(R2)
associated to the global velocity field v := (v1, v2) := v−1[y≤f(x)] + v+1[y>f(x)] satisfies
〈ω,ϕ〉 =
∫
R
ω(x)ϕ(x, f(x)) dx,
where
ω := −
k∆ρ
µ
f ′ ∈ H1(S). (2.2)
We next prove that the velocity v is determine by the function f . More precisely, we show that v
coincides in R2 \ [y = f(x)] with the velocity field v˜ introduced via
v˜1(x, y) := −
1
4π
∫
S
ω(s)
tanh((y − f(s))/2)
[
1 + tan2((x− s)/2)
]
tan2((x− s)/2) + tanh2((y − f(s))/2)
ds,
v˜2(x, y) :=
1
4π
∫
S
ω(s)
tan((x− s)/2)
[
1− tanh2((y − f(s))/2)
]
tan2((x− s)/2) + tanh2((y − f(s))/2)
ds
(2.3)
for (x, y) ∈ R2 \ [y = f(x)]. To this end, we first observe that v˜ is well-defined away from [y = f(x)]
and 2π-periodic with respect to x. Recalling (2.2), it is not difficult to see that the far-field boundary
condition (2.1c) is also satisfied by v˜. Furthermore, v˜i ∈ C1(R2 \ [y = f(x)]), i = 1, 2, and, letting
v˜± := v˜|Ω± , it holds that
div v˜± = rot v˜± = 0 in Ω±. (2.4)
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As a further step, we show that v˜± ∈ C(Ω±) and that the value of v˜± on the boundary [y = f(x)]
is given by the formulas
v˜1±(x, f(x)) = −
1
4π
PV
∫
S
ω(s)
tanh((f(x)− f(s))/2)
[
1 + tan2((x− s)/2)
]
tan2((x− s)/2) + tanh2((f(x)− f(s))/2)
ds
∓
1
2
ω(x)
1 + f ′2(x)
,
v˜2±(x, f(x)) =
1
4π
PV
∫
S
ω(s)
tan((x− s)/2)
[
1− tanh2((f(x)− f(s))/2)
]
tan2((x− s)/2) + tanh2((f(x)− f(s))/2)
ds∓
1
2
ω(x)f ′(x)
1 + f ′2(x)
,
(2.5)
where ( ω(x)
1 + f ′2(x)
,
ω(x)f ′(x)
1 + f ′2(x)
)
=
ω(x)(1, f ′(x))
1 + f ′2(x)
is a vector tangent to the free surface [y = f(x)]. Moreover, in (2.5) the principle value is taken at
s = x (if we integrate over (x− π, x+ π)). Changing variables, (2.5) can be compactly written as
v˜±(x, f(x)) =
1
4π
PV
∫ pi
−pi
ω(x− s)
(
− (T[x,s]f)(1 + t
2
[s]), t[s][1− (T[x,s]f)
2]
)
t2[s] + (T[x,s]f)
2
ds
∓
1
2
ω(x)(1, f ′(x))
1 + f ′2(x)
,
(2.6)
and now the PV is taken at zero. Using the fact that ω ∈ C1/2(S) and f ∈ C3/2(S), it is matter
of direct computation to see, in view of the inequalities x ≤ tanx for x ∈ [0, π/2) and tanhx ≤ x
for x ≥ 0, that the principal value integrals (2.5) exist. In order to prove that the functions defined
in (2.3) extend continuously up to the free surface [y = f(x)], it suffices to show that the limits
v˜−(x, f(x)) and v˜+(x, f(x)) of v˜ at (x, f(x)), when we approach this point from below the interface
[y = f(x)] or from above, respectively, exist and that they are as given in (2.5). To this end, we
first note that
v˜±(z) =
1
4πi
∫
Γ
g(w)
tan((w − z)/2)
dw for z = (x, y) 6∈ [y = f(x)],
where we integrate over
Γ := {(s, f(s)) : x− π ≤ s < x+ π}
and where g : Γ→ C is given by
g(s, f(s)) := g(s) := −
ω(s)(1− if ′(s))
1 + f ′2(s)
, s ∈ R.
It holds that g ∈ C1/2(S,R2) and additionally
v˜±(z) =
1
4πi
∫
Γ
g(w)
tan((w − z)/2)
dw
=
1
4πi
∫
Γ
g(w)
[ 1
tan((w − z)/2)
−
2
w − z
]
dw +
1
2πi
∫
Γ
g(w)
w − z
dw.
Observing that | tan z − z| ≤ C|z|3 for all |z| ≤ 1, the first integral is not singular for z = (x, f(x))
and the limit z → (x, f(x)) can be performed by using classical arguments. For the second integral
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we may use the Plemelj theorem, see e.g. [35], to pass to the limit z → (x, f(x)) and to conclude in
this way that indeed v˜±(z) → v˜±(x, f(x)), together with v˜± ∈ C(Ω±). Setting V± := v± − v˜±, the
function V := (V 1, V 2) := V−1[y≤f(x)] + V+1[y>f(x)] belongs to BC(R
2). Let
ψ±(x, y) :=
∫ y
f(x)
V 1±(x, s) ds −
∫ x
0
〈V±(s, f(s))|(−f
′(s), 1)〉 ds for (x, y) ∈ Ω±,
be the stream function associated to V±. It then follows from (2.4) that ψ := ψ−1[y≤f ] + ψ+1[y>f ]
belongs to C1(R2) and satisfies ∆ψ = 0 in D′(R2). Hence, ψ is the real part of a holomorphic
function u : C→ C. Since u′ is also holomorphic and u′ = ∂xψ− i∂yψ = −(V
2, V 1) is bounded and
vanishes for |y| → ∞ it follows that u′ = 0, hence V = 0. This proves that v± = v˜±. The kinematic
boundary condition (2.1e) together with (2.6) imply that f solves the evolution problem (1.1).
Vice versa, given a solution f to (1.1), we define the velocity fields v± ∈ C(Ω±) ∩ C
1(Ω±) by
(2.5) and the pressures p± ∈ C
1(Ω±) ∩ C
2(Ω±) according to
p±(x, y) := c± −
µ
k
∫ x
0
v1±(s,±d) ds −
µ
k
∫ y
±d
v2±(x, s) ds − ρ±gy, (x, y) ∈ Ω±
for some d > ‖f‖∞ and c± ∈ R. We note that p± are 2π-periodic with respect to the x-variable if
and only if ∫ 2pi
0
v1±(s,±d) ds = 0. (2.7)
In order to establish (2.7), we infer from (2.4) that∫ 2pi
0
(∂xv
2
± − ∂yv
1
±)(x,±y) dx = 0 for all y > ‖f‖∞,
and, exploiting the periodicity of v2±, we find constants C± ∈ R such that∫ 2pi
0
v1±(x,±y) dx = C± for all y > ‖f‖∞.
Recalling (2.1c), we conclude that C± = 0, and this proves the 2π-periodicity of p±. Finally, it
is easy to see, in view of (2.6), that the constants c± can be chosen in such a way that the tuple
(f, v±, p±) solves (2.1). 
3. The Muskat problem as a qausilinear evolution equation
The goal of this section is to show that the Muskat problem (1.1) can indeed be formulated
as a quasilinear evolution problem (see (3.1)). This is the first stage in the analysis of (1.1). As
mentioned in the introduction, this essential property of (1.1) is not obvious at all, in contrast
to the nonperiodic case where it is evident (at least at a formal level). The departure from the
nonperiodic case is due to the fact that an argument from [38] that uses integration by parts is
not applicable to (1.1)1 in order to further transform this evolution equation. The key point in the
analysis presented below is to relate the equation (1.1)1 to the contour-integral formulation (1.3)
obtained in the nonperiodic case and to enforce the integration by parts argument from [38]. This
procedure will give rise to several integral terms of “lower order”2.
2As it is clear from Theorem 1.1, the Muskat problem (1.1) is a first order evolution problem.
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To begin, we first note that (1.1) can be expressed, after rescaling the time appropriately, in the
following compact form
∂tf = Φ(f)[f ], t > 0, f(0) = f0, (3.1)
where Φ(f) is a linear operator which is decomposed as
Φ(f) = Φ0(f)− Φ1(f)− Φ2(f), (3.2)
with
Φ0(f)[h](x) := PV
∫ pi
−pi
δ[x,s]h
′
t[s]
1
1 +
(
T[x,s]f/t[s]
)2 ds, (3.3)
Φ1(f)[h](x) := h
′(x) PV
∫ pi
−pi
[f ′(x− s)
t[s]
T[x,s]f
t[s]
+
1
t[s]
] 1
1 +
(
T[x,s]f/t[s]
)2 ds, (3.4)
Φ2(f)[h](x) := h
′(x)
∫ pi
−pi
f ′(x− s)
T[x,s]f
1 +
(
T[x,s]f/t[s]
)2 ds
−
∫ pi
−pi
h′(x− s)
(
T[x,s]f/t[s]
)
T[x,s]f
1 +
(
T[x,s]f/t[s]
)2 ds. (3.5)
In the following the function f is chosen to be an element of the periodic Sobolev space Hs(S),
s ∈ (3/2, 2), and the appropriate space for h is H2(S). However, when dealing with “lower order”
terms we sometimes choose h ∈ Hs(S). We first note that Φ2 encompasses only integral terms that
are not singular and therefore the PV is not needed. As we shall see below, cf. Lemma 3.3, the
integral defined in (3.4) and which appears to be singular can be decomposed as a sum of three
integral terms which are all not singular. Finally, the integral in (3.3) is singular and quite similar
to the right-hand side of (1.3), and this term proves to be the most important one in the analysis.
The main result of this section is the regularity property stated in Proposition 3.1, which shows
that (3.1) is indeed a quasilinear evolution problem.
Proposition 3.1. Given s ∈ (3/2, 2), it holds that
Φ ∈ C1−(Hs(S),L(H2(S),H1(S))). (3.6)
Proof. The assertion is a direct consequence of (3.2) and of the Lemmas 3.2-3.4 below. 
Similarly as in the nonperiodic case [38], it can be shown by using the Lemmas 3.2-3.4 and other
classical arguments, that the operator Φ is actually real-analytic, that is
Φ ∈ Cω(Hs(S),L(H2(S),H1(S))) for each s ∈ (3/2, 2). (3.7)
The lengthy details are left to the interested reader.
To proceed, we first study the mapping properties of the operator Φ2.
Lemma 3.2. Given s ∈ (3/2, 2), it holds that
Φ2 ∈ C
1−(Hs(S),L(H2(S),H1(S))). (3.8)
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Proof. We decompose Φ2(f)[h] = h
′φ1(f)− φ2(f)[h], where, given f, h ∈ H
s(S), we set
φ1(f)(x) :=
∫ pi
−pi
f ′(x− s)
T[x,s]f
1 +
(
T[x,s]f/t[s]
)2 ds, (3.9)
φ2(f)[h](x) :=
∫ pi
−pi
h′(x− s)
(
T[x,s]f/t[s]
)
T[x,s]f
1 +
(
T[x,s]f/t[s]
)2 ds. (3.10)
Using classical arguments, it follows that φ1(f), φ2(f)[h] ∈ C
1(S), i = 1, 2, with
(φ1(f))
′(x) =
f ′(x)
2
∫ pi
−pi
f ′(x− s)
[
1− (T[x,s]f)
2
][
1−
(
T[x,s]f/t[s]
)2][
1 +
(
T[x,s]f/t[s]
)2]2 ds,
+
∫ pi
−pi
f ′(x− s)
(1 + t2[s])(T[x,s]f)
2
t2[s]
T[x,s]f/t[s][
1 +
(
T[x,s]f/t[s]
)2]2 ds,
respectively
(φ2(f)[h])
′(x) = f ′(x)
∫ pi
−pi
h′(x− s)
[
1− (T[x,s]f)
2
](
T[x,s]f/t[s]
)[
1 +
(
T[x,s]f/t[s]
)2]2 ds,
−
1
2
∫ pi
−pi
h′(x− s)
(1 + t2[s])(T[x,s]f)
2
t2[s]
1−
(
T[x,s]f/t[s]
)2[
1 +
(
T[x,s]f/t[s]
)2]2 ds.
The previous formulas imply that Φ2(f) ∈ L(H
2(S),H1(S)). To be more precise, these formulas
actually show that
φ1 ∈ C
1−(Hs(S),C1(S)), (3.11)
φ2 ∈ C
1−(Hs(S),L(Hs(S),C1(S))). (3.12)
The desired local Lipschitz continuity property (3.8) is a simple consequence of the (3.11)-(3.12). 
Compared to (3.8), we have taken in (3.12) the variable h from the larger space Hs(S), with
s ∈ (3/2, 2). This enables us later on to identify the operator φ2(f) as a “lower order” term in the
decomposition (3.2) of Φ(f).
We next consider the operator Φ1. At first glance, the integral in (3.4) is singular and this could
hinder us to write the problem (1.1) as a quasilinear evolution problem. Nevertheless, exploiting
the cancellation in a singular integral whose integrand behaves at first order asymptotically for
s → 0 in the same way as that in (3.4), cf. (3.18), (we are inspired at this point by the analysis
in the nonperiodic case [38]), we show below that this singular integral defines a function in C1(S)
when requiring merely that f ∈ Hs(R). This is an important observation with respect to our goal
of expressing (1.1)1 as quasilinear evolution equation.
Lemma 3.3. Given s ∈ (3/2, 2) and f ∈ Hs(S), we let
φ3(f)(x) := PV
∫ pi
−pi
[f ′(x− s)
t[s]
T[x,s]f
t[s]
+
1
t[s]
] 1
1 +
(
T[x,s]f/t[s]
)2 ds. (3.13)
Then, it holds that
φ3 ∈ C
1−(Hs(S),C1(S)) and Φ1 ∈ C
1−(Hs(S),L(H2(S),H1(S))). (3.14)
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Proof. Since f ∈ Cs−1/2(S), standard arguments show that the limit φ3(f)(x) exists (in the sense
of PV) for all x ∈ R. We now decompose the function φ3(f) as follows. Using the relations
| tanh(x)− x| ≤ |x|3, x ∈ R, and | tan(x)− x| ≤ |x| tan2(x), |x| < π/2, (3.15)
we may write
φ3(f) = φ3a(f) + φ3b(f) +
1
2
φ3c(f),
where
φ3a(f)(x) :=
∫ pi
−pi
f ′(x− s)
(t[s])2 + (T[x,s]f)2
[
tanh
(δ[x,s]f
2
)
−
δ[x,s]f
2
]
ds, (3.16)
φ3b(f)(x) :=
∫ pi
−pi
1
(t[s])2 + (T[x,s]f)2
[
tan
(s
2
)
−
s
2
]
ds, (3.17)
φ3c(f)(x) := PV
∫ pi
−pi
s+ f ′(x− s)δ[x,s]f
(t[s])2 + (T[x,s]f)2
ds.
Using the relation
PV
∫ pi
−pi
s+ f ′(x− s)(δ[x,s]f)
s2 + (δ[x,s]f)2
ds = 0, (3.18)
see [38], we may express φ3c(f) as
φ3c(f)(x) =
∫ pi
−pi
[s+ f ′(x− s)(δ[x,s]f)]
[ 1
(t[s])2 + (T[x,s]f)2
−
4
s2 + (δ[x,s]f)2
]
ds. (3.19)
Due to (3.15), the principal value is not needed in (3.16), (3.17), and (3.19). Furthermore, (3.15)
leads us to the conclusion that φ3a(f), φ3b(f), φ3c(f) ∈ C
1(S), with
(φ3a(f))
′(x) = −f ′(x)
∫ pi
−pi
f ′(x− s)
(T[x,s]f)
[
1− (T[x,s]f)
2
][
t2[s] + (T[x,s]f)
2
]2 [T[x,s]f − δ[x,s]f2 ] ds
−
∫ pi
−pi
f ′(x− s)
t[s]
[
1 + (t[s])
2
][
t2[s] + (T[x,s]f)
2
]2 [T[x,s]f − δ[x,s]f2 ] ds
−
f ′(x)
2
∫ pi
−pi
f ′(x− s)
(T[x,s]f)
2
(t[s])2 + (T[x,s]f)2
ds,
(φ3b(f))
′(x) = −
∫ pi
−pi
δ[x,s]f
′ t[s] − (s/2)[
t2[s] + (T[x,s]f)
2
]2 (T[x,s]f)[1− (T[x,s]f)2] ds,
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respectively
(φ3c(f))
′(x) =
∫ pi
−pi
s δ[x,s]f
′
[ 8(δ[x,s]f)[
s2 + (δ[x,s]f)2
]2 − (T[x,s]f)
[
1− (T[x,s]f)
2
][
t2[s] + (T[x,s]f)
2
]2 ] ds
+ f ′(x)
∫ pi
−pi
f ′(x− s)
[ 1
(t[s])2 + (T[x,s]f)2
−
4
s2 + (δ[x,s]f)2
]
ds
+
∫ pi
−pi
f ′(x− s) δ[x,s]f
[ 8s[
s2 + (δ[x,s]f)2
]2 − t[s](1 + (t[s])2)[
(t[s])2 + (T[x,s]f)2
]2 ds
+
8f ′(x)(δ[x,s]f)[
s2 + (δ[x,s]f)2
]2 − f ′(x)(T[x,s]f)(1 + (T[x,s]f)2)[
(t[s])2 + (T[x,s]f)2
]2 ] ds.
Noticing that Φ1(f) = φ3(f)∂x, the local Lipschitz continuity properties stated at (3.14) are direct
consequences of the formulas above. 
We now turn our attention to the singular integral operator Φ0(f) defined (3.3).
Lemma 3.4. It holds that
Φ0 ∈ C
1−(Hs(S),L(H2(S),H1(S))). (3.20)
Proof. It is convenient to write
Φ0 = Φa − Φb + 2Φc,
where
Φa(f)[h] := h
′φ4(f), (3.21)
Φb(f)[h](x) :=
∫ pi
−pi
h′(x− s)
[ 1
t[s]
1
1 +
(
T[x,s]f/t[s]
)2 − 1s/2 11 + (δ[x,s]f/s)2
]
ds, (3.22)
Φc(f)[h](x) := PV
∫ pi
−pi
δ[x,s]h
′
s
1
1 +
(
δ[x,s]f/s
)2 ds, (3.23)
and
φ4(f)(x) :=
∫ pi
−pi
[ 1
t[s]
1
1 +
(
T[x,s]f/t[s]
)2 − 1s/2 11 + (δ[x,s]f/s)2
]
ds. (3.24)
The relation (3.15) shows the principal value is not needed in (3.22) and (3.24). Similarly as in the
Lemmas 3.2-3.3, it follows that
φ4 ∈ C
1−(Hs(S),C1(S)), (3.25)
Φb ∈ C
1−(Hs(S),L(Hs(S),C1(S))). (3.26)
In order to deal with the operator Φc we introduce for each h ∈ H
k(S), k ∈ N, the function
h˜ := hϕ, where ϕ ∈ C∞0 (R, [0, 1]) is a fixed function chosen such that ϕ = 1 for |x| ≤ 2π and ϕ = 0
for |x| ≥ 4π. Then, h˜ ∈ Hk(R) and there exists C = C(k) such that
‖h‖Hk(S) ≤ ‖h˜‖Hk(R) ≤ C‖h‖Hk(S) for all h ∈ H
k(S). (3.27)
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For later use, we notice that (3.27) together with interpolation property (4.21) implies that for each
r ≥ 0 there exists C = C(r) such that
‖h˜‖Hr(R) ≤ C‖h‖Hr(S) for all h ∈ H
r(S). (3.28)
It is obvious that for each f, h ∈ Hs(S) the function Φc(f)[h] is well-defined and it belongs to
C(S) (the PV is actually not needed). Given x ∈ (−π, π), we may write
Φc(f)[h](x) = PV
∫ pi
−pi
δ[x,s]h˜
′
s
1
1 +
(
δ[x,s]f/s
)2 ds = A1(f)[h˜](x)−A2(f)[h](x), (3.29)
where
A1(f)[h˜](x) := PV
∫
R
δ[x,s]h˜
′
s
1
1 +
(
δ[x,s]f/s
)2 ds,
A2(f)[h](x) := PV
∫
|s|>pi
δ[x,s](ϕh)
′
s
1
1 +
(
δ[x,s]f/s
)2 ds.
The latter formulas make sense for arbitrary x ∈ R and the principal value needs to be taken also
at infinity. Our first goal is to prove that A1(f)[h˜], A2(f)[h] ∈ H
1((−π, π)). Having shown this
property, (3.29) together with Φc(f)[h] ∈ C(S) implies that Φc(f)[h] ∈ H
1(S) and that (Φc(f)[h])
′
is the periodic extension of (A1(f)[h˜]−A2(f)[h])
′ (see Lemma A.2).
Arguing as in the proof of [38, Lemma 3.5], it follows from Lemma A.1, that
A1 ∈ C
1−(Hs(S),L(H2(R),H1(R))), (3.30)
with
(A1(f)[h˜])
′(x) = PV
∫
R
δ[x,s]h˜
′′
s
1
1 +
(
δ[x,s]f/s
)2 ds
− 2PV
∫
R
[
δ[x,s]f/s
][
(δ[x,s]f
′/s
][
δ[x,s]h˜
′/s
][
1 +
(
δ[x,s]f/s
)2]2 ds.
(3.31)
We now turn our attention to the operator A2, which we decomposed as the difference
A2 = A2a −A2b,
where, given x ∈ (−π, π), we have set
A2a(f)[h](x) := h
′(x) PV
∫
|s|>pi
1
s
1
1 +
(
δ[x,s]f/s
)2 ds,
A2b(f)[h](x) :=
∫
|s|>pi
(ϕh)′(x− s)
s
1
1 +
(
δ[x,s]f/s
)2 ds)s.
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It can be easily verified that the function
φ5(f)(x) := PV
∫
|s|>pi
1
s
1
1 +
(
δ[x,s]f/s
)2 ds
=
∫ ∞
pi
1
s3
(δ[x,−s]f)
2 − (δ[x,s]f)
2
[1 +
(
δ[x,s]f/s
)2
][1 +
(
δ[x,−s]f/s
)2
]
ds
(3.32)
satisfies
φ5 ∈ C
1−(Hs(S),BC1(R)), (3.33)
and therewith
A2a ∈ C
1−(Hs(S),L(H2(S),H1((−π, π))).
Concerning A2b, we recall that suppϕ ⊂ [−4π, 4π], meaning that
A2b(f)[h](x) =
∫
pi<|s|<5pi
(ϕh)′(x− s)
s
1
1 +
(
δ[x,s]f/s
)2 ds for x ∈ (−π, π). (3.34)
In view of (3.34), we find that the function A2b(f)[h] is differentiable on (−π, π) for each h ∈ H
s(S),
with
(A2b(f)[h])
′(x) = −2f ′(x)
∫
pi<|s|<5pi
(ϕh)′(x− s)
s2
δ[x,s]f/s[
1 +
(
δ[x,s]f/s
)2]2 ds
−
∫
pi<|s|<5pi
(ϕh)′(x− s)
s2
1−
(
δ[x,s]f/s
)2[
1 +
(
δ[x,s]f/s
)2]2 ds,
(3.35)
and therewith we find
A2b ∈ C
1−(Hs(S),L(Hs(S),C1([−π, π]))). (3.36)
The desired claim (3.20) is a direct consequence of (3.25), (3.26), (3.29), (3.30), (3.34), and (3.36).

4. The sectoriality property of the principal part
The first goal of this section is to prove that the operator Φ(f), regarded as an unbounded
operator in H1(S) with definition domain H2(S) is, for each f ∈ Hs(S), s ∈ (3/2, 2), the generator
of a strongly continuous analytic semigroup in L(H1(S)), that is (in the notation used in [4])
−Φ(f) ∈ H(H2(S),H1(S)).
To this end it suffices to show that the complexification of this unbounded operator, which we
denote again by Φ(f), that is the operator[
h = u+ iv 7→ Φ(f)[u] + iΦ(f)[v]
]
: H2(S,C) ⊂ H1(S,C)→ H1(S,C),
generates such a semigroup in L(H1(S,C)), see [37, Corollary 2.1.3]3.
3The variable h is in the following complex valued, while f is arbitrary (but fixed) and real-valued. Having made
this convention, we use Hs(S) to denote both Sobolev spaces of real- or complex-valued functions. This applies in the
entire section, excepting the proof of Theorem 1.1 where we come back to the setting of real-valued Sobolev functions
considered in all of the other sections.
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The desired generator property is established in Theorem 4.3. In fact, we only need to prove that
there exist constants ω > 0 and κ ≥ 1 such that
ω − Φ(f) ∈ Isom(H2(S),H1(S)) (4.1)
and
κ‖(λ − Φ(f))[h]‖H1(S) ≥ |λ| · ‖h‖H1(S) + ‖h‖H2(S) (4.2)
for all λ ∈ C with Reλ ≥ ω and h ∈ H2(S), cf. [4]. We end the section by presenting the proof of
our first main result Theorem 1.1.
To start, we choose for each integer p ≥ 3 a set {πpj : 1 ≤ j ≤ 2
p+1} ⊂ C∞(S, [0, 1]) such that
• suppπpj = ∪n∈Z
(
2πn+ Ipj
)
and Ipj := [j − 5/3, j − 1/3]
π
2p
;
•
2p+1∑
j=1
πpj = 1 in C(S).
We call {πpj : 1 ≤ j ≤ 2
p+1} a p-partition of unity. Moreover, let {χpj : 1 ≤ j ≤ 2
p+1} ⊂ C∞(S, [0, 1])
be an associated set of functions such that
• suppχpj = ∪n∈Z
(
2πn+ Jpj
)
with Ipj ⊂ J
p
j := [j − 8/3, j + 2/3]
π
2p
; (4.3)
• χpj = 1 on I
p
j . (4.4)
The following remark is a simple exercise.
Remark 4.1. Let k, p ∈ N with p ≥ 3 be given and let {πpj : 1 ≤ j ≤ 2
p+1} be a p-partition of
unity. The mapping [
h 7→ max
1≤j≤2p+1
‖πpjh‖Hk(S)
]
: Hk(S)→ R
defines a norm on Hk(S) which is equivalent to the standard Sobolev norm.
With respect to our goal (4.1), it is convenient to introduce the continuous path
[τ 7→ Φ(τf)] : [0, 1]→ L(H2(S),H1(S)),
which transforms the operator Φ(f) into the well-known operator
Φ(0)[h](x) = −PV
∫ pi
−pi
h′(x− s)
t[s]
ds = −2πH[h′](x),
where H denotes the periodic Hilbert transform, see e.g. [47]. Since H is the Fourier multiplier with
symbol (−i sign(m))m∈Z, it follows that Φ(0) = −2π(−∂
2
x)
1/2 is the Fourier multiplier with symbol
(−2π|m|)m∈Z. The following theorem is a commutator type result which states that Φ(τf) can be
locally approximated by Fourier multipliers that can be explicitely determined.
Theorem 4.2. Let f ∈ Hs(S), s ∈ (3/2, 2), and µ > 0 be given, and set
s′ := max
{
s,
11− 2s
4
}
∈ (3/2, 2).
Then, there exist p ≥ 3, a finite p-partition of unity {πpj : 1 ≤ j ≤ 2
p+1}, a constant K = K(p),
and for each j ∈ {1, . . . , 2p+1} and τ ∈ [0, 1] there exist operators
Aj,τ ∈ L(H
2(S),H1(S))
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such that
‖πpjΦ(τf)[h]− Aj,τ [π
p
jh]‖H1(S) ≤ µ‖π
p
jh‖H2(S) +K‖h‖Hs′ (S) (4.5)
for all j ∈ {1, . . . , 2p+1}, τ ∈ [0, 1], and h ∈ H2(S). The operators Aj,τ are defined by
Aj,τ :=aτ (x
p
j )∂x − bτ (x
p
j )(−∂
2
x)
1/2, (4.6)
where xpj ∈ I
p
j is arbitrary, but fixed. Furthermore,
aτ := φ4(τf) + 2φ6(τf)− φ1(τf)− φ3(τf) and bτ :=
2π
1 + τ2f ′2
, (4.7)
where φ1, φ3, and φ4 are defined in (3.9), (3.13), and (3.24), respectively, and with
φ6(f)(x) :=PV
∫ pi
−pi
1
s
1
1 + (δ[x,s]f/s)2
ds.
Proof. Let {πpj : 1 ≤ j ≤ 2
p+1}, with p ≥ 3 to be fixed later on, be a p-partition of unity and let
{χpj : 1 ≤ j ≤ 2
p+1} be a family associated to this p-partition of unity which satisfies (4.3)-(4.4).
In the following we let C denote constants which are independent of p ∈ N, h ∈ H2(S), τ ∈ [0, 1],
and j ∈ {1, . . . , 2p+1}, and the constants denoted by K may depend only upon p.
Step 1: Some “lower order” terms. In view of (3.2), it follows directly from (3.3)-(3.5) and Lemma
3.3, that
‖Φ(τf)[h]‖∞ ≤ C‖h‖Hs(S),
and therewith
‖πpjΦ(τf)[h]‖L2(S) ≤ C‖h‖Hs(S).
Moreover, combining (3.11), (3.14), (3.25), and (A.1), it holds
sup
τ∈[0,1]
‖aτ‖∞ ≤ C,
and therewith we get
‖Aj,τ [π
p
jh]‖L2(S) ≤ K‖h‖H1(S).
These estimates lead us to
‖πpjΦ(τf)[h]− Aj,τ [π
p
jh]‖L2(S) ≤ ‖Φ(τf)[h]‖L2(S) + ‖Aj,τ [π
p
jh]‖2 ≤ K‖h‖Hs(S),
‖(πpj )
′Φ(τf)[h]‖L2(S) ≤ K‖h‖Hs(S),
(4.8)
and we are left to estimate the quantity ‖πpj (Φ(τf)[h])
′ − (Aj,τ [π
p
jh])
′‖L2(S). To this end we use the
decomposition Φ(f) = Φ0(f)−Φ1(f)−Φ2(f) provided in (3.2) and we establish suitable estimates
for each of these three operators separately.
Step 2: The operator Φ1(f). Letting
A
1
j,τ := φ3(τf)(x
p
j )∂x,
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we deduce from Lemma 3.3 and (4.3)-(4.4) that
‖πpj (Φ1(τf)[h])
′ − (A1j,τ [π
p
jh])
′‖L2(S)
≤ ‖(φ3(τf)− φ3(τf)(x
p
j ))(π
p
jh)
′′‖L2(S) +K‖h‖H1(S)
≤ ‖(φ3(τf)− φ3(τf)(x
p
j ))χ
p
j‖∞‖π
p
jh‖H2(S) +K‖h‖H1(S)
≤
µ
3
‖πpjh‖H2(S) +K‖h‖H1(S)
(4.9)
if p is chosen sufficiently large.
Step 3: The operator Φ2(f). Letting
A
2
j,τ := φ1(τf)(x
p
j )∂x,
we deduce from (3.11) and (3.12), similarly as above, that
‖πpj (Φ2(τf)[h])
′ − (A2j,τ [π
p
jh])
′‖L2(S)
≤ ‖πpj (φ1(τf)h
′)′ − (A2j,τ [π
p
jh])
′‖L2(S) + ‖π
p
j (φ2(τf)[h])
′‖L2(S)
≤ ‖(φ1(τf)− φ1(τf)(x
p
j ))χ
p
j‖∞‖π
p
jh‖H2(S) +K‖h‖Hs(S)
≤
µ
3
‖πpjh‖H2(S) +K‖h‖Hs(S)
(4.10)
if p is again sufficiently large.
Step 4: The operator Φ0(f). The estimates for this operator are more involved than for the other
two. To start, we introduce
A
0
j,τ := [φ4(τf)(x
p
j ) + 2φ6(τf)(x
p
j )]∂x +
2
1 + τ2f ′2(xpj )
Φc(0)[h],
where Φc is defined in (3.23). Recalling Lemma 3.4, it holds that
(Φ0(τf)[h])
′ = (h′φ4(τf))
′ − (Φb(τf)[h])
′ + (2Φc(τf)[h])
′.
Together with (3.25) and (3.26) we obtain, similarly as in the previous 2 steps, for p sufficiently
large, that
‖πpj (Φ0(τf)[h])
′ − (A0j,τ [π
p
jh])
′‖L2(S)
≤ ‖πpj (h
′φ4(τf))
′ − φ4(τf)(x
p
j )(π
p
jh)
′′‖L2(S)
+ ‖(Φb(τf)[h])
′‖L2(S)
+ 2
∥∥∥πpj (Φc(τf)[h])′ − φ6(τf)(xpj )(πpjh)′′ − 11 + τ2f ′2(xpj ) (Φc(0)[πpjh])′
∥∥∥
L2(S)
≤ 2
∥∥∥πpj (Φc(τf)[h])′ − φ6(τf)(xpj )(πpjh)′′ − 11 + τ2f ′2(xpj )(Φc(0)[πpjh])′
∥∥∥
L2((−pi,pi))
+
µ
9
‖πpjh‖H2(S) +K‖h‖Hs(S).
(4.11)
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In order to estimate the remaining term in (4.11), we recall from Lemma 3.4 that in (−π, π) the
derivative (Φc(τf)[h])
′ can be represented as follows
(Φc(τf)[h])
′ = PV
∫
R
δ[·,s](ϕh)
′′
s
1
1 +
(
τδ[·,s]f/s
)2 ds
− 2τ2 PV
∫
R
(δ[·,s]f/s
)
(δ[·,s]f
′/s
)
(δ[·,s](ϕh)
′/s
)[
1 +
(
τδ[·,s]f/s
)2]2 ds
− (h′φ5(τf))
′ + (A2b(τf)[h])
′,
where φ5 is defined in (3.32), ϕ ∈ C
∞
0 (R, [0, 1]) is the function chosen in the proof of Lemma 3.4,
and (A2b(τf)[h])
′ is given in (3.35). Using Lemma A.1 (iii) (with r = s and τ = 7/4−s/2) together
with (3.28) and the relation (3.36), we get∥∥∥PV ∫
R
(δ[·,s]f/s
)
(δ[·,s]f
′/s
)
(δ[·,s](ϕh)
′/s
)[
1 +
(
τδ[·,s]f/s
)2]2 ds∥∥∥L2((−pi,pi)) + ‖(A2b(τf)[h])′‖L2((−pi,pi))
≤ C‖h‖Hs′ (S).
(4.12)
Hence, we infer from (3.33), (4.11), (4.12), and (A.1) that
‖πpj (Φ0(τf)[h])
′ − (A0j,τ [π
p
jh])
′‖L2(S) ≤ ‖T1[h]‖L2(S) + 2‖T2[h]‖L2((−pi,pi))
+
µ
9
‖πpjh‖H2(S) +K‖h‖Hs′ (S),
(4.13)
where
T1[h] := (π
p
jh)
′′(φ6(τf)− φ6(τf)(x
p
j )),
T2[h] := π
p
j PV
∫
R
(ϕh)′′(· − s)
s
1
1 +
(
τδ[·,s]f/s
)2 ds− 11 + τ2f ′2(xpj) PV
∫
R
(πpjϕh)
′′(· − s)
s
ds.
With regard to T1[h], it follows from (A.1) that if p is sufficiently large, then
‖T1[h]‖L2(S) ≤
µ
9
‖πpjh‖H2(S). (4.14)
We now consider the term T2[h]. Using the notation introduced in Lemma A.1 (i), we have
πpj PV
∫
R
(ϕh)′′(· − s)
s
1
1 +
(
τδ[·,s]f/s
)2 ds = B0,1(τf)[πpj (ϕh)′′]
+
∫
R
(ϕh)′′(· − s)
δ[·,s]π
p
j /s
1 +
(
τδ[·,s]f/s
)2 ds,
and integrating the last term by parts we are led to
T2[h] = −B1,1(τf)[π
p
j , (ϕh)
′]− 2τ2B2,2(τf, τf)[f, π
p
j , f
′(ϕh)′]
+ 2τ2B3,2(τf, τf)[f, f, π
p
j , (ϕh)
′]−B0,1(τf)[(π
p
j )
′′ϕh+ (πpj )
′(ϕh)′]
+B0,1(τf)[(π
p
jϕh)
′′]−B0,1(τf
′(xpj )idR)[(π
p
jϕh)
′′].
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Lemma A.1 (i) together with (3.28) yields
‖T2[h]‖L2((−pi,pi)) ≤ ‖B0,1(τf)[(π
p
jϕh)
′′]−B0,1(τf
′(xpj )idR)[(π
p
jϕh)
′′]‖L2((−pi,pi))
+K‖h‖H1(S).
(4.15)
Furthermore, an algebraic computation shows that
B0,1(τf)[(π
p
jϕh)
′′]−B0,1(τf
′(xpj )idR)[(π
p
jϕh)
′′]
= −τ2B2,2(τf, τf
′(xpj )idR)[f − f
′(xpj )idR, f + f
′(xpj )idR)(π
p
jϕh)
′′],
and, recalling (4.4), we may write
B0,1(τf)[(π
p
jϕh)
′′]−B0,1(τf
′(xpj )idR)[(π
p
jϕh)
′′] = τ2(T2a[h]− T2b[h]),
where
T2a[h] :=
∫
R
[
δ[·,s](f − f
′(xpj )idR)/s
][
δ[·,s](f + f
′(xpj )idR)/s
](
δ[·,s]χ
p
j/s
)[
1 + τ2f ′2(xpj )
][
1 + τ2
(
δ[·,s]f/s
)2] (πpjϕh)′′(· − s) ds,
T2b[h] := χ
p
jB2,2(τf, τf
′(xpj )idR)[f − f
′(xpj )idR, f + f
′(xpj )idR), (π
p
jϕh)
′′].
Using integration by parts we get, similarly as in the deduction of (4.15), that
‖T2a[h]‖L2((−pi,pi)) ≤ K‖h‖H1(S), (4.16)
and we are left to estimate ‖T2b[h]‖L2((−pi,pi)). Since suppϕ ⊂ [−4π, 4π], it holds
‖T2b[h]‖L2((−pi,pi)) ≤ ‖T2c[h]‖L2((−pi,pi)) + ‖T2d[h]‖L2((−pi,pi)),
where
T2c[h] := 1(−pi,pi)χ
p
j PV
∫
|s|< pi
2p
[
δ[·,s](f − f
′(xpj )idR)/s
][
δ[·,s](f + f
′(xpj )idR)/s
][
1 + τ2f ′2(xpj )
][
1 + τ2
(
δ[·,s]f/s
)2] (πpjϕh)′′(· − s)s ds,
T2d[h] := χ
p
j
∫
pi
2p
<|s|<5pi
[
δ[·,s](f − f
′(xpj )idR)/s
][
δ[·,s](f + f
′(xpj )idR)/s
][
1 + τ2f ′2(xpj )
][
1 + τ2
(
δ[·,s]f/s
)2] (πpjϕh)′′(· − s)s ds.
Integration by parts obviously yields
‖T2d[h]‖L2((−pi,pi)) ≤ K‖h‖Hs(S). (4.17)
To deal with T2c[h], we notice that if T2c[h](x) 6= 0, then necessarily
x ∈ (−π, π) ∩
(
∪n∈Z
(
2πn + Jpj
))
.
We distinguish two cases.
(i) For j 6∈ {2p, 2p + 1, 2p + 2}, it holds that (−π, π) ∩
(
2πn + Jpj
)
6= ∅ for a single value npj ,
which is either −1 or 0, and
(−π, π) ∩
(
2πnpj + J
p
j
)
= 2πnpj + J
p
j =: [a
p
j , b
p
j ].
(ii) For j ∈ {2p, 2p+1, 2p+2}, it holds that (−π, π)∩
(
2πn+Jpj
)
6= ∅ if and only if npj ∈ {−1, 0}
and
(−π, π) ∩ Jpj =: [b
p
j , π), (−π, π) ∩
(
− 2π + Jpj
)
=: (−π, apj ].
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The values of apj , b
p
j can be computed explicitly, cf. (4.3), in both cases.
We first estimate T2c[h] for j 6∈ {2
p, 2p + 1, 2p + 2}, To this end, we let Fj ∈ W
1
∞(R) be the
function defined by
Fj = f on [a
p
j , b
p
j ], F
′
j = f
′(xpj ) on R \ [a
p
j , b
p
j ].
Then, ‖F ′j‖∞ ≤ ‖f
′‖∞, and since (suppπ
p
j ) ∩ [a
p
j − π/2
p, bpj + π/2
p] ⊂ [apj , b
p
j ], we conclude that
T2c[h] = 1(−pi,pi)χ
p
j PV
∫
|s|< pi
2p
[
δ[·,s](Fj − f
′(xpj )idR)/s
][
δ[·,s](Fj + f
′(xpj )idR)/s
][
1 + τ2f ′2(xpj )
][
1 + τ2
(
δ[·,s]f/s
)2] (πpjϕh)′′(· − s)s ds
= T2e[h]− T2f [h],
where
T2e[h] := 1(−pi,pi)χ
p
j PV
∫
R
[
δ[·,s](Fj − f
′(xpj )idR)/s
][
δ[·,s](Fj + f
′(xpj )idR)/s
][
1 + τ2f ′2(xpj )
][
1 + τ2
(
δ[·,s]f/s
)2] (πpjϕh)′′(· − s)s ds,
T2f [h] := 1(−pi,pi)χ
p
j
∫
pi
2p
<|s|<5pi
[
δ[·,s](Fj − f
′(xpj )idR)/s
][
δ[·,s](Fj + f
′(xpj )idR)/s
][
1 + τ2f ′2(xpj )
][
1 + τ2
(
δ[·,s]f/s
)2] (πpjϕh)′′(· − s)s ds.
Integrating the second term by parts, it follows from Lemma A.1 (i) that
‖T2b[h]‖L2((−pi,pi)) ≤ ‖T2e[h]‖L2((−pi,pi)) + ‖T2f [h]‖L2((−pi,pi)) +K‖h‖Hs(S)
≤ C‖F ′j − f
′(xpj )‖∞‖π
p
jh‖H2(S) +K‖h‖Hs(S)
≤ C‖f ′ − f ′(xpj )‖L∞((apj ,b
p
j ))
‖πpjh‖H2(S) +K‖h‖Hs(S)
≤
µ
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‖πpjh‖H2(S) +K‖h‖Hs(S),
(4.18)
if p is sufficiently large.
Noticing that (3.26) implies
‖(Aj,τ [π
p
jh])
′ − ((A0j,τ −A
1
j,τ −A
2
j,τ )[π
p
jh])
′‖L2(S) ≤ ‖Φb(0)[π
p
jh]‖H1(S) ≤ K‖h‖Hs(S),
for j 6∈ {2p, 2p + 1, 2p + 2} the desired conclusion (4.5) follows from (4.8)-(4.10) and (4.13) -(4.18).
In the second case, when j ∈ {2p, 2p + 1, 2p + 2}, we decompose
T2c[h] = 1(−pi,apj ]T2c[h] + 1[b
p
j ,pi)
T2c[h],
and we estimate the new two terms separately, by using similar arguments to those that lead to
(4.18). For example, when considering 1[bp
j
,pi)T2c[h], the function Fj ∈W
1
∞(R) is defined by
Fj = f on [b
p
j , π + π/2
p], F ′j = f
′(xpj ) on R \ [b
p
j , π + π/2
p].
The other details are analogous to the ones used above, and therefore we omit them. This completes
our argument. 
We are now in the position to prove the desired estimates (4.1) and (4.2), and therewith the
desired generator property.
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Theorem 4.3. Given f ∈ Hs(S), s ∈ (3/2, 2) it holds that
−Φ(f) ∈ H(H2(S),H1(S)).
Proof. Letting aτ and bτ denote the functions defined in (4.7), it follows from (3.11), (3.14), (3.25),
and (A.1) that there exists a constant ϑ ≥ 2π such that
sup
τ∈[0,1]
‖aτ‖∞ ≤ ϑ and
1
ϑ
≤ min
τ∈[0,1]
bτ ≤ max
τ∈[0,1]
bτ ≤ ϑ.
Given τ ∈ [0, 1], 3 ≤ p ∈ N, a finite p-partition of unity {πpj : 1 ≤ j ≤ 2
p+1}, and j ∈ {1, . . . , 2p+1},
the operators Aj,τ defined in (4.6) are elements of the set {Aa,b : |a| ≤ ϑ, ϑ
−1 ≤ b ≤ ϑ}, where Aa,b
denotes the Fourier multiplier
Aa,b := a∂x − b(−∂
2
x)
1/2.
A Fourier series expansion argument shows that there exists a constant κ0 ≥ 1 such that
λ− Aa,b ∈ Isom(H
2(S),H1(S)), (4.19)
κ0‖(λ− Aa,b)[h]‖H1(S) ≥ |λ| · ‖h‖H1(S) + ‖h‖H2(S) (4.20)
for all |a| ≤ ϑ, ϑ−1 ≤ b ≤ ϑ, Reλ ≥ 1, and h ∈ H2(S).
We now chose µ = 1/2κ0 and infer from Theorem 4.2 that there exist p ≥ 3, a finite p-partition
of unity {πpj : 1 ≤ j ≤ 2
p+1}, a constant K = K(p), and for each p ∈ {1, . . . , 2p+1} and τ ∈ [0, 1]
there exist operators Aj,τ ∈ L(H
2(S),H1(S)) such that
‖πpjΦ(τf)[h]− Aj,τ [π
p
jh]‖H1(S) ≤
1
2κ0
‖πpjh‖H2(S) +K‖h‖Hs′ (S)
for all j ∈ {1, . . . , 2p+1}, τ ∈ [0, 1], and h ∈ H2(S). The latter estimate together with (4.20) yields
κ0‖π
p
j (λ− Φ(τf))[h]‖H1(S) ≥ κ0‖(λ− Aj,τ )[π
p
jh]‖H1(S) − κ0‖π
p
jΦ(τf)[h]− Aj,τ [π
p
jh]‖H1(S)
≥ |λ| · ‖πpjh‖H1(S) +
1
2
‖πpjh‖H2(S) − κ0K‖h‖Hs′ (S).
The Remark 4.1 together with Young’s inequality and (4.21) ensures now the existence of constants
κ ≥ 1 and ω ≥ 1 such that
κ‖(λ − Φ(τf))[h]‖H1(S) ≥ |λ| · ‖h‖H1(S) + ‖h‖H2(S)
for all τ ∈ [0, 1], λ ∈ C with Reλ ≥ ω, and h ∈ H2(S). Choosing τ = 1, we have established
(4.2). Moreover, for the particular choice λ = ω in the latter inequality, the method of continuity,
see e.g. [4, Proposition 1.1.1], together with (4.19) implies, in view of Φ(0) = A0,2pi, that indeed
ω − Φ(f) ∈ Isom(H2(S),H1(S)). This completes the proof. 
We now come to the proof of our first main result.
Proof of Theorem 1.1. Let s ∈ (3/2, 2) be fixed and set E1 := H
2(S), E0 := H
1(S), α := s− 1, and
β := s− 1, where we fix some s ∈ (3/2, 2). In view of the well-known interpolation property
[Hs0(X),Hs1(X)]θ = H
(1−θ)s0+θs1(X), θ ∈ (0, 1), 0 ≤ s0 ≤ s1 <∞, X ∈ {S,R}, (4.21)
it holds
Eα = [E0,E1]α = H
s(S) and Eβ = [E0,E1]β = H
s(S).
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The relation (3.7) together with Theorem 4.3 ensures that the assumptions of Theorem A.4 are
fulfilled by the Muskat problem (3.1), and we conclude that (3.1) has, for each f ∈ Hs(S), a
maximal classical solution f := f(·; f0), with
f ∈ C([0, T+(f0)),H
s(S)) ∩ C((0, T+(f0)),H
2(S)) ∩ C1((0, T+(f0)),H
1(S)), T+(f0) ≤ ∞,
f ∈ Cs−s([0, T ],Hs(S)) for all T ∈ (0, T+(f0)).
Concerning the uniqueness claim in Theorem 1.1, it suffices to prove that any function
f ∈ C([0, T ],Hs(S)) ∩ C((0, T ],H2(S)) ∩C1((0, T ]),H1(S)), T > 0,
that solves (3.1) pointwise, satisfies
f ∈ Cη([0, T ],Hs(S)), (4.22)
where η := (s − s)/s ∈ (0, s − s). To this end, we note that the assumption f ∈ C([0, T ],Hs(S))
together with (3.3)-(3.4) and Lemma 3.3 yields that ∂tf ∈ BC((0, T ], L2(S)), and the property
(4.22), and implicitly the claim (i) of the theorem, follows from
‖f(t)− f(s)‖Hs(S) ≤ ‖f(t)− f(s)‖
1−s/s
L2(S)
‖f(t)− f(s)‖
s/s
Hs(S) ≤ C|t− s|
η, t, s ∈ [0, T ].
The criterion for global existence stated at (ii) follows directly from Theorem A.4. Finally, the
real-analyticity property (iii) is obtained by using (3.7) and a parameter trick which appears, in
other forms, also in [7, 28, 42]. Since the proof of this claim is almost identical to that in the
nonperiodic case [38, Theorem 1.3] we omit here the details. 
5. Stability analysis
We now study the stability properties of the stationary solution f ≡ 0 to the evolution problem
(1.1). To this end we first note that for each constant c ∈ R, the function f ≡ c defines a stationary
solution to (1.1). Therefore, it is suitable to introduce the following Hilbert spaces
Hr0(S) := {f ∈ H
r(S) : 〈f〉 = 0}, r ≥ 0,
where
〈f〉 :=
1
2π
∫ pi
−pi
f(x) dx
denotes the integral mean of f over one period. Since the value of the quotient k∆ρ/4πµ influences
the rate of convergence of the solutions that start in H20 (S) and are initially small towards the zero
solution, see Theorem 1.3, we do not scale out this constant from the problem, as we did when
proving Theorem 1.1.
Lemma 5.1. Given f ∈ H20 (S), let
Ψ(f) :=
k∆ρ
4πµ
Φ(f)[f ]. (5.1)
It then holds
Ψ ∈ C∞(H20 (S),H
1
0 (S)). (5.2)
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Proof. Having established that 〈Ψ(f)〉 = 0 for all f ∈ H20 (S), the desired claim (5.2) follows from
(3.7). Given f ∈ H20 (S), let
v+ = v˜
∣∣
[y>f(x)]
∈ C([y ≥ f(x)]) ∩ C1([y > f(x)]),
where v˜ is introduced in (2.3) for ω defined in (2.2). The proof of Proposition 2.1 shows that
Ψ(f) = 〈v+|[y=f(x)]|(−f
′, 1)〉.
Using Stokes’s theorem, we find in view of (2.1a)1 and of (2.1c) that∫ pi
−pi
〈v+|[y=f(x)]|(−f
′, 1)〉 dx =
∫
[y=f(x)]
〈v+|ν〉 dσ = −
∫
[y>f(x)]
div v+ d(x, y) = 0,
where we integrate over one period of the curve [y = f(x)], respectively over one period of the
periodic domain [y > f(x)]. This proves the claim. 
Lemma 5.1 shows in particular that the integral mean of the solutions to (1.1) found in Theorem
1.1 is given by the integral mean of the initial data, and this aspect should be taken into account
when studying the asymptotic stability of the zero solution. To do so, we observe that for initial
data with zero integral mean, (1.1) can be recast as
∂tf = Ψ(f), t > 0, f(0) = f0, (5.3)
and our task reduces to studying the asymptotic stability of zero solution to (5.3). In this way we
have eliminated the zero eigenvalue from the spectrum of the Fréchet derivative ∂Ψ0, as the next
result shows.
Lemma 5.2. The Fréchet derivative ∂Ψ(0) ∈ L(H20 (S),H
1
0 (S)) is given by
∂Ψ(0)[f ] =
k∆ρ
4πµ
Φ(0)[f ] for f ∈ H20 (S),
and
σ(∂Ψ(0)) =
{
−
k∆ρm
2µ
: 1 ≤ m ∈ N
}
. (5.4)
Proof. The first claim is a direct consequence of (3.7) and (5.1). The relation (5.4) follows from the
previous observation that Φ(0) = −2π(−∂2x)
1/2. 
As a straight forward consequence of Lemma 5.2 we obtain
−∂Ψ(0) ∈ H(H20 (S),H
1
0 (S)). (5.5)
The relation (5.5) together with the Lemmas 5.1 and 5.2 are the ingredients needed in order to
apply the principle of linearized stability [37, Theorem 9.1.2] in the context of (5.3).
Proof of Theorem 1.3. Noticing that
sup{Reλ : λ ∈ σ(∂Ψ(0))} = −
k∆ρ
2µ
< 0,
the assertion of Theorem 1.3 is a straightforward consequence of [37, Theorem 9.1.2] and of Theo-
rem 1.1. 
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Appendix A. Some technical results
We collect in Lemma A.1 some results on the boundedness of two families of multilinear singu-
lar integral operators which are needed in the analysis and which are extensions of some results
established in the nonperiodic case in [38].
Lemma A.1. 4
(i) Given n, m ∈ N and functions a1, . . . , an, b1, . . . , bm : R → R which are Lipschitz continu-
ous, the singular integral operator Bm,n(a1, . . . , an)[b1, . . . , bm, · ] defined by
Bm,n(a1, . . . , an)[b1, . . . , bm, h](x) := PV
∫
R
h(x− y)
y
∏m
i=1
(
δ[x,y]bi/y
)∏n
i=1
[
1 +
(
δ[x,y]ai/y
)2] dy,
belongs to L(L2(R)) and ‖Bm,n(a1, . . . , an)[b1, . . . , bm, · ]‖L(L2(R)) ≤ C
∏m
i=1 ‖b
′
i‖∞, where C
is a constant depending only on n, m and maxi=1,...,n ‖a
′
i‖∞.
(ii) Given n,m ∈ N, r ∈ (3/2, 2), a1, . . . , an, b1, . . . , bm ∈ H
r(S), and h ∈ L2(R) we define
Am,n(a1, . . . , an)[b1, . . . , bm, h](x) := PV
∫
R
∏m
i=1
(
δ[x,y]bi/y
)∏n
i=1
[
1 +
(
δ[x,y]ai/y
)2] δ[x,y]hy dy.
Then:
(ii1) There exists a constant C, depending only on r, n, m, and maxi=1,...,n ‖ai‖Hr(S), such
that ∥∥Am,n(a1, . . . , an)[b1, . . . , bm, h]∥∥L2(R) ≤ C‖h‖L2(R) m∏
i=1
‖bi‖Hr(S)
for all b1, . . . , bm ∈ H
r(S) and h ∈ L2(R).
(ii2) Am,n ∈ C
1−((Hr(S))n,Lm+1((H
r(S))m × L2(R), L2(R)).
(iii) Let n ∈ N, 1 ≤ m ∈ N, r ∈ (3/2, 2), τ ∈ (5/2−r, 1), and a1, . . . , an ∈ H
r(S) be given. Then:
(iii1) There exists a constant C, depending only on r and τ such that∥∥Am,n(a1, . . . , an)[b1, . . . , bm, h]∥∥L2(R) ≤ C‖h‖Hτ (R)‖bm‖Hr−1(S) m−1∏
i=1
‖b′i‖∞
for all b1, . . . , bm ∈ H
r(S) and all h ∈ H1(R). In particular, Am,n(a1, . . . , an) extends
to a bounded operator
Am,n(a1, . . . , an) ∈ Lm+1((H
r(S))m−1 ×Hr−1(S)×Hτ (R), L2(R)).
(iii2) Am,n ∈ C
1−((Hr(S))n,Lm+1((H
r(S))m−1 ×Hr−1(S)×Hτ (R), L2(R)).
Proof. The proof is identical to that of the Lemmas 3.1 and 3.4 (see also Remark 3.3) in [38]. 
The following result is used in the proof of Lemma 3.4.
Lemma A.2. Let f ∈ C(S) and assume that g := f |(−pi,pi) ∈ H
1((−π, π)). Then f ∈ H1(S) and f ′
is the 2π-periodic extension of g′.
4By convention the empty product is equal to 1.
24 A.–V. MATIOC AND B.–V. MATIOC
Proof. Let F ∈ L2(S) be the 2π-periodic extension of g
′. Given ϕ ∈ C∞(S), it holds, in virtue of
g(±π) = f(±π) = f(π), that∫
S
fϕ′ dx =
∫ pi
−pi
gϕ′ dx = (gϕ)(π) − (gϕ)(−π) −
∫ pi
−pi
g′ϕdx = −
∫
S
Fϕdx.
This proves the claim. 
The following technical result is employed in the proof of Theorem 4.2.
Lemma A.3. Given f ∈ Hs(S), s ∈ (3/2, 2), let φ6(f) : R→ R be defined by
φ6(f)(x) :=PV
∫ pi
−pi
1
s
1
1 + (δ[x,s]f/s)2
ds.
Let further α := s/2− 3/4 ∈ (0, 1). It then holds φ6 ∈ C
α(S) and
sup
τ∈[0,1]
‖φ6(τf)‖Cα <∞. (A.1)
Proof. The proof is similar to that of [38, Lemma A.1]. 
In the proof of Theorem 1.1 we use results for abstract quasilinear parabolic problem obtained by
H. Amann in a more general context, see [3, Section 12] and [1,2], and which we collect in Theorem
A.4.
Theorem A.4. Let E0,E1 be Banach spaces with compact dense embedding E1 →֒ E0, let [·, ·]θ
denote the complex interpolation functor, and let Eθ := [E0,E1]θ for all 0 < θ < 1. Let further
0 < β < α < 1 and assume that
−Φ ∈ C1−(Eβ,H(E1,E0)).
The following assertions hold for the quasilinear evolution problem
∂tf = Φ(f)[f ], t > 0, f(0) = f0. (QP)
Existence: Given f0 ∈ Eα, the problem (QP) possesses a maximal solution
f := f(·; f0) ∈ C([0, T+(f0)),Eα) ∩ C((0, T+(f0)),E1) ∩ C
1((0, T+(f0)),E0) ∩ C
α−β([0, T ],Eβ)
for all T ∈ (0, T+(f0)), with T+(f0) ∈ (0,∞].
Uniqueness: If T˜ ∈ (0,∞], η ∈ (0, α − β], and f˜ ∈ C((0, T˜ ),E1) ∩ C
1((0, T˜ ),E0) satisfies
f˜ ∈ Cη([0, T ],Eβ) for all T ∈ (0, T˜ )
and solves (QP), then T˜ ≤ T+(f0) and f˜ = f on [0, T˜ ).
Criterion for global existence: If f : [0, T ] ∩ [0, T+(f0))→ Eα is bounded for all T > 0, then
T+(f0) =∞.
Continuous dependence of initial data: The mapping [(t, f0) 7→ f(t; f0)] defines a semiflow on
Eα and, if Φ ∈ C
ω(Eβ ,L(E1,E0)), then
[(t, f0) 7→ f(t; f0)] : {(t, f0) : f0 ∈ Eα, t ∈ (0, T+(f0))} → Eα
is a real-analytic map too.
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