Based on the Hermitian and skew-Hermitian splitting (HSS) iteration technique, we establish a generalized HSS (GHSS) iteration method for solving large sparse continuous Sylvester equations with non-Hermitian and positive definite/semidefinite matrices. The GHSS method is essentially a four-parameter iteration which not only covers the standard HSS iteration but also enables us to optimize the iterative process. An exact parameter region of convergence for the method is strictly proved and a minimum value for the upper bound of the iterative spectrum is derived. Moreover, to reduce the computational cost, we establish an inexact variant of the GHSS (IGHSS) iteration method whose convergence property is discussed. Numerical experiments illustrate the efficiency and robustness of the GHSS iteration method and its inexact variant.
Introduction
Consider the following continuous Sylvester equation:
where ∈ C × , ∈ C × , and ∈ C × are given complex matrices. Assume that (i) , , and are large and sparse matrices;
(ii) at least one of and is non-Hermitian; (iii) both and are positive semi-definite, and at least one of them is positive definite.
Since under assumptions (i)-(iii) there is no common eigenvalue between and − , we obtain from [1, 2] that the continuous Sylvester equation (1) has a unique solution. Obviously, the continuous Lyapunov equation is a special case of the continuous Sylvester equation (1) with = * and Hermitian, where * represents the conjugate transpose of the matrix . This continuous Sylvester equation arises in several areas of applications. For more details about the practical backgrounds of this class of problems, we refer to [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] and the references therein.
Before giving its numerical scheme, we rewrite the continuous Sylvester equation (1) in the mathematically equivalent system of linear equations
where A = ⊗ + ⊗ ; the vectors and contain the concatenated columns of the matrices and , respectively, with ⊗ being the Kronecker product symbol and representing the transpose of the matrix . However, it is quite expensive and ill-conditioned to use the iteration method to solve this variation of the continuous Sylvester equation (1) .
There is a large number of numerical methods for solving the continuous Sylvester equation (1) . The Bartels-Stewartthe Hermitian and skew-Hermitian splitting of the matrices and . This HSS iteration method is a matrix variant of the original HSS iteration method firstly proposed by Bai et al. [27] for solving systems of linear equations; see [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] for more detailed descriptions about the HSS iteration method and its variants.
To further improve the convergence efficiency, in this paper we present a new generalized Hermitian and skewHermitian splitting (GHSS) method for solving the continuous Sylvester equation (1) . It is a four-parameter iteration which enables the optimization of the iterative process, thereby achieving high efficiency and robustness. Similar approaches of using the parameterized acceleration technique in the algorithmic designs of the iterative methods can be seen in [34] [35] [36] [37] [38] [39] .
In the remainder of this paper, a matrix sequence
⊆ C is convergent to the corresponding vector ∈ C , where the vectors ( ) and contain the concatenated columns of the matrices ( ) and , respectively. If
is convergent, then its convergence factor and convergence rate are defined as those of
, correspondingly. In addition, we use ( ), ‖ ‖ 2 and ‖ ‖ to denote the spectrum, the spectral norm, and the Frobenius norm of the matrix ∈ C × , respectively. Note that ‖ ⋅ ‖ 2 is also used to represent the 2-norm of a vector.
The rest of this paper is organized as follows. In Section 2, we present the GHSS method for solving the continuous Sylvester equation (1) , in which we use four parameters instead of two parameters in the HSS method [4] . An exact parameter region of convergence for the method is strictly proved and a minimum value for the upper bound of the iterative spectrum is derived in Section 3. In Section 4, an inexact variant of the GHSS (IGHSS) iteration method is presented and its convergence property is studied. Numerical examples are given to illustrate the theoretical results and the effectiveness of the GHSS method in Section 5. Finally, we draw our conclusions.
The GHSS Method
Here and in the sequel, we use ( ) := (1/2)( + * ) and ( ) := (1/2)( − * ) to denote the Hermitian part and the skew-Hermitian part of the matrix ∈ C × , respectively. Obviously, the matrix naturally possesses the Hermitian and skew-Hermitian splitting (HSS):
see [4, 27, 28] . Similar to the HSS method [4] , we obtain the following splitting of and :
where ( = 1, 2) are given nonnegative constants and ( = 1, 2) are given positive constants and is the identity matrix of suitable dimension. Then the continuous Sylvester equation (1) can be equivalently reformulated as
Under assumptions (i)-(iii), we observe that there is no common eigenvalue between the matrices 1 + ( ) and −( 2 + ( )), as well as between the matrices 1 + ( ) and −( 2 + ( )), so that the above two fixed-point matrix equations have unique solutions for all given right-hand side matrices. This leads to the following generalized Hermitian and skew-Hermitian splitting (GHSS) iteration method for solving the continuous Sylvester equation (1) .
Algorithm 1 (the GHSS iteration method). Given an initial guess
using the following iteration scheme until { ( ) } ∞ =0 satisfies the stopping criterion:
where ( = 1, 2) are given nonnegative constants and ( = 1, 2) are given positive constants and is the identity matrix of suitable dimension.
Remark 2.
The GHSS method has the same algorithmic structure as the HSS method [4] , and thus two methods have the same computational cost in each iteration step. It is easy to see that the former reduces to the latter when 1 = 1 and
Remark 3. When is a zero matrix, and ( ) and reduce to column vectors, the GHSS iteration method becomes the one for systems of linear equations; see [34] [35] [36] . In addition, when = * and is Hermitian, it leads to an GHSS iteration method for the continuous Lyapunov equations.
Convergence Analysis of the GHSS Method
Let ( ), ( ), and ( ), ( ) be the Hermitian and the skew-Hermitian parts of the matrices and , respectively.
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with = √ −1 and
In addition, denote by A = H + S, with
Obviously, Θ max , Υ max and Θ min , Υ min are the upper and the lower bounds of the eigenvalues of the matrices H and S, respectively. By making use of Theorems 2.2 and 2.5 in [35] , we can obtain the following convergence theorem about the GHSS iteration method for solving the continuous Sylvester equation (1) .
Theorem 4. Assume that
∈ C × and ∈ C × are positive semi-definite matrices, and at least one of them is positive definite. Let ( = 1, 2) be nonnegative constants and ( = 1, 2) be positive constants. Denote by
Then the convergence factor of the GHSS iteration method (6) is given by the spectral radius ( ( , )) of the matrix ( , ), which is bounded by
And, if the parameters and satisfy
where
with functions 1 ( , ), 2 ( , ) and * ( ) denoted by
then ( , ) < 1; that is, the GHSS iteration method (6) is convergent to the exact solution ⋆ ∈ C × of the continuous Sylvester equation (1) .
Proof. By making use of the Kronecker product, we can reformulate the GHSS iteration (6) as the following matrixvector form:
which can be arranged equivalently as
Evidently, the iteration scheme (17) is the GHSS iteration method for solving the system of linear equations (2), with A = H + S; see [34, 35] . After concrete operations, the GHSS iteration (17) can also be expressed as a stationary iteration as follows:
where ( , ) is the iteration matrix defined in (10) , with H, S and , being given in (9) and (11), respectively, and
We can easily verify that H is a Hermitian matrix, S is a skew-Hermitian matrix, is a nonnegative constant, and is a positive constant. Moreover, when either ∈ C × or ∈ C × is positive definite, the matrix H is Hermitian positive Journal of Applied Mathematics definite. The spectral radius of the iteration matrix ( , ) clearly satisfies
then the bound for ( ( , )) is given by (12) . Hence, by making use of Theorem 2.2 in [35] we know that
Therefore we obtain that if the parameters and satisfy the condition (13), the GHSS iteration method (17) converges to the exact solution ⋆ ∈ C of the system of linear equations (2). This directly shows that the GHSS iteration method (6) is convergent to the exact solution ⋆ ∈ C × of the continuous Sylvester equation (1) when and satisfy the condition (13), with the convergence factor ( ( , )) being bounded by ( , ). This completes the proof.
Remark 5. When 1 = 1 and 2 = 2 , the GHSS method reduces to the HSS method, which is unconditionally convergent due to = .
Theorem 4 gives the convergence conditions of the GHSS iteration method for the continuous Sylvester equation (1) by analyzing the upper bound ( , ) of the spectral radius of the iteration matrix ( , ). Since the optimal parameters and that minimize the spectral radius ( ( , )) are hardly obtained, we instead give the parameters ⋆ and ⋆ , which minimize the upper bound ( , ) of the spectral radius ( ( , )), in the following corollary.
Corollary 6.
The theoretical quasi-optimal parameters that minimize the upper bound ( , ) are given by
and the corresponding upper bound of the convergence factor is given by
Proof. It is straightforward from Theorem 2.5 of [35] .
Remark 7. We observe that
max , which means that GHSS with the theoretical quasi-optimal parameters reduces to HSS with the theoretical quasi-optimal parameter [4] in this case. In other cases, the GHSS iteration is superior to the HSS iteration when both of them use the theoretical quasioptimal parameters. This phenomenon is also illustrated in the numerical results of Section 5.
Remark 8. The actual iteration parameters and ( = 1, 2)
can be chosen as =̂and =̂( = 1, 2) such that
For example, we may takê
Inexact GHSS Iteration Methods
In the process of GHSS iteration (6), two subproblems need to be solved exactly. This is a tough task which is costly and even impractical in actual implementations. To further improve computational efficiency of the GHSS iteration, we develop an inexact GHSS (IGHSS) iteration, which solves the two subproblems iteratively [18] [19] [20] [21] [22] [23] [24] . We write the IGHSS iteration scheme in the following algorithm for solving the continuous Sylvester equation (1) .
Algorithm 9 (the IGHSS iteration method)
. Given an initial guess (0) ∈ C × , then this algorithm leads to the solution of the continuous Sylvester equation (1): while (not convergent)
by employing an effective iteration method, such that the
by employing an effective iteration method, such that the residual
end.
Here, { } and { } are prescribed tolerances used to control the accuracies of the inner iterations. We remark that when 1 = 1 and 2 = 2 , the IGHSS method reduces the inexact HSS (IHSS) method [4] .
The convergence properties for the two-step iteration have been carefully studied in [27, 31] . By making use of Theorem 3.1 in [27] , we can demonstrate the following convergence result about the above IGHSS iteration method.
Theorem 10. Let the conditions of Theorem 4 be satisfied. If
{ ( ) } ∞ =0 ⊆ C × is
an iteration sequence generated by the IGHSS iteration method and if
⋆ ∈ C × is the exact solution of the continuous Sylvester equation (1) , then it holds that
where the norm ‖ ⋅ ‖ is defined as for any matrix ∈ C × , and the constants , , , and ] are given by
with the matrices H and S being defined in (9) and the constants and being defined in (11) . In particular, when
the iteration sequence
× , where max = max { } and max = max { }. |‖ ‖| = ‖( + S) ( + S) −1 ‖ 2 is the correspondingly induced matrix norm. Note that
Hence, we can equivalently rewrite the estimate (33) as
This proves the theorem.
We remark that Theorem 10 gives the choices of the tolerances { } and { } for convergence. In general, Theorem 10 shows that in order to guarantee the convergence of the IGHSS iteration, it is not necessary for { } and { } to approach to zero as is increasing. All we need is that the condition (29) be satisfied. However, the theoretical optimal tolerances { } and { } are difficult to be analyzed.
Numerical Results
In this section, we perform numerical tests to exhibit the superiority of GHSS and IGHSS to HSS and IHSS when they are used as solvers for solving the continuous Sylvester equation (1) , in terms of iteration numbers (denoted as IT) and CPU times (in seconds, denoted as CPU).
In our implementations, the initial guess is chosen to be the zero matrix, and the iteration is terminated once the current iterate ( ) satisfies
In addition, all sub-problems involved in each step of the HSS and GHSS iteration methods are solved exactly by the method in [16] . In HSS and IGHSS iteration methods, we set = = 0.01, = 0, 1, 2, . . ., and use the Smith's method [18] as the inner iteration scheme. We consider the continuous Sylvester equation (1) 
where , ∈ R × are the tridiagonal matrices given by
see also [4-6, 27, 40, 41].
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From [4] we known that the HSS iteration method considerably outperforms the SOR iteration method in both iteration step and CPU time, so here we just solve this continuous Sylvester equation by the GHSS and the HSS iteration methods and their inexact variants.
In Table 1 , numerical results for GHSS and HSS with the experimental optimal iteration parameters are listed, while 1 ) and ⋆ (with ⋆ = ⋆ ) represent the theoretical quasi-optimal iteration parameters used for the GHSS and the HSS iterations, respectively.
In Table 3 , numerical results for IGHSS and IHSS are listed; here we adopt the iteration parameters in Table 1 for convenience and not the experimental optimal parameters.
From Tables 1-3 we observe that GHSS and IGHSS methods performs better than HSS and IHSS methods in terms of iteration numbers and CPU times. Therefore, the GHSS and IGHSS methods proposed in this work are two powerful and attractive iterative approaches for solving large sparse continuous Sylvester equations.
Conclusions
As a strategy for accelerating convergence of iteration for solving a broad class of continuous Sylvester equations, we have proposed a four-parameter generalized HSS (GHSS) method. This is obviously a type of generalization of the classical HSS method [4] . When we take 1 = 1 and 2 = 2 , we shall return to the HSS method. In our work we demonstrate that the iterative series produced by the GHSS method converge to the unique solution of the continuous Sylvester equation when the parameters satisfy some moderate conditions. The GHSS method takes HSS method as a special case. We also give a possible optimal upper bound for the iterative spectral radius. Moreover, to reduce the computational cost, an inexact variant of the GHSS (IGHSS) iteration method is developed and its convergence property is analyzed. Numerical results display that the new GHSS method and its inexact variant are typically more flexible than HSS and IHSS methods.
